A new class of Lyapunov exponents are calculated from a simple numerical approach based on a spatially defined average of local divergence of trajectories. This is a new way of identifying chaos in ecological data where, because of its limited length and quality, current techniques derived from the dynamical systems theory are not applicable. In the examples presented, only a very short time series (around 10 time steps) is necessary for obtaining a close estimate of the spatiotemporal Lyapunov exponent if the lattice size is high enough. The method is applied to three previously studied coupled map lattice models and is shown to be a good measure for spatiotemporal chaos and an alternative way of estimating the underlying dimension.
Introduction
Detection of chaos in ecological data is one of the most challenging problems in contemporary ecology. It is not enough to certify that time series are complex; we need a comprehensive approach to that complexity. In particular, we need to understand the nature of the pattern in which populations evolve from year to year. Note that, for example, if chaos is an important component of ecological systems, the noisy temporal series are not incompatible with the existence of a deterministic density-dependent regulation of populations (Hassell et al., 1989) . However, there still seems to be a gulf between theoretical and field ecologists. May (1976) was the first to appreciate that simple, nonlinear discrete models could display a wide range of dynamical behaviour. Since then, further studies have been developed in this area. On the other hand, Schaffer & Kot (1986) have searched in nature, looking for evidence of chaos in the real world. Examples such as the Lynx-Snowshoe hare data, the Nicholson blowflies and epidemiological records strongly suggest the presence of a strange attractor underlying the dynamics. However, these results are still inconclusive-so the question of chaos in nature is still an open one.
The main measures defined for the characterization of deterministic chaos are both dynamical and geometrical: i.e. Lyapunov exponents (Wolf et al., 1985) and the correlation dimension of reconstructed attractors (Grassberger & Procaccia, 1983) . But such invariant measures, as pointed out by Godfray & Blythe (1990) , have been conceived for physical applications and are very difficult to apply to ecology where very few data sets have sufficient quality and length to be analysed in this way. An additional problem is that of transients-biological systems are continuously evolving (Godfray & Blythe, 1990) and showing phase transitions (Mpitsos, 1980) . If the trajectory is not inside the attractor, there will not be convergence of invariants. Some ecosystems, exemplified by the planktonic ones, are interrupted by external inputs of energy, and so long-term data, even if they exist, can involve transitions between different attractors (Bascompte et al., 1992a) .
New approaches toward the identification of chaos in ecological time series have been proposed (see Hastings et al., 1993 for a detailed review). Of these, Sugihara & May's (1990) nonlinear forecasting is a very useful and ingenious method that does not make an a priori assumption about the dynamics and is based on the idea that the quality of the forecast in a chaotic system decreases with time. However, most ecological data is still insufficient for the application of these kind of approximations. The problem remains, and in this sense the development of new methods, such as the response-surface methodology (Turchin & Taylor, 1992) , is needed to characterize chaos in biological series.
On the other hand, one of the most exciting field of research into nonlinear phenomena is the study of spatiotemporal chaos, i.e. the chaotic motion showed by spatially extended dynamical systems. Spatial counterparts of simple models of interacting populations display an unexpected richness of structures over space (Sole´& Valls, 1991; Hassel et al., 1991; Sole´et al., 1992a, b) , and such patches have, in fact, a large influence on the temporal dynamics (Bascompte & Sole´, 1994) . The existence of diffusion-induced chaos has been proven (Kuramoto, 1984) , and this chaotic regime can coexist with ordered, well-defined spatial patterns such as spiral waves or Turing structures. This line of research emphasizes the close relation between spatial and temporal patterns. In this paper we will present a new class of Lyapunov exponent based on such a relation and that is very useful for detecting chaotic dynamics-even for very short time series belonging to a spatially extended system.
Lyapunov Exponents
One main feature characterizes a chaotic system: the highly sensitive dependence on initial conditions. This implies that very close trajectories will deverge with time, and thus a long-term forecast is impossible, despite the deterministic nature of the motion. The reason for this incapacity is the difference between a very good (but finite) knowledge of the initial conditions and an infinite one. Minimal errors are amplified through the iterations because of the nonlinear character of the equations governing the dynamics.
However, there is a dynamical measure capable of characterizing this behaviour: the Lyapunov exponent. Imagine two very close initial conditions for a one-dimensional map: x 0 and x 0 +e. After n iterations, the two points will be F n m (x 0 ) and F n m (x 0 +e), separated by a distance e'=ee nl L , where l L is the associated Lyapunov exponent. Developing this idea, the following expression is an analytical definition of the Lyapunov exponent:
For an arbitrary d-dimensional system, one Lyapunov exponent is associated with each direction (axis) in the phase space. In some directions there can be convergence of trajectories, while in others there is divergence due to the dynamical processes of stretching and folding taking place inside the strange attractor. For a continuous time model, a negative Lyapunov value indicates that there is convergence in this direction, while a positive value indicates divergence. On the other hand, a zero value characterizes periodic motions: i.e. there is neither convergence nor divergence in that direction.
In this respect, a system is called chaotic if there is at least one positive Lyapunov exponent. So we need only compute the largest one, and depending on its sign, we can know if the underlying dynamics is chaotic and the rate of divergence of initial conditions. Figure 1 shows the Lyapunov exponent calculated according to expression (1) plotted against the bifurcation parameter (m) for the logistic map, i.e. number of iterations because the transients length is usually very large, and so a proper bifurcation diagram would be more complex (May, 1987: 29-30) .
In summary, chaotic systems are characterized by a high sensitive dependence on initial conditions, and the Lyapunov exponent is a measure of this ''butterfly effect''. However, expression (1) is only applicable if we know the equations governing the motion. In practice we have only a temporal series recorded, usually without further information about the deterministic mechanism that generates it. Fortunately, even in this case, we can estimate the largest Lyapunov exponent (l L ) by means of the algorithm of Wolf et al. (1985) 
r being the number of sampled points and
is the quotient between the Euclidean distance of two initial close trajectories after a time lag t, with regard to the original distance between these initial conditions x(t) and x'(t). Unfortunately, this measure needs a long time series (of the order of 10 3 data points) and so it cannot be applied to current ecological data.
In the next section we present a new approach to detecting spatiotemporal chaos, which can solve the problem of the shortness of temporal data when some kind of spatial information is also available.
Spatiotemporal Lyapunov Exponent
The aim of this paper is to define and evaluate numerically a new class of Lyapunov exponents when very short time series are obtained from a spatially distributed dynamical system instead of a long macroscopic time series. The underlying hypothesis in our approach deals with the existence of a common deterministic mechanism operating at each point. Our proposal is that we can compare different points in order to know how two dynamically close local states will separate.
We will restrict our study to dynamical systems described by coupled map lattices (CML) (Kaneko, 1989 (Kaneko, , 1990 Sole´et al., 1992c; Bascompte et al., 1992b) . CML models have been used in recent years as models of spatiotemporal chaos in physical, chemical and biological systems. A CML is described as a set of discrete time, discrete space and continuous state variables. Our dynamical system is then given by a set of nonlinear equations defined as the sum of a local map F m and a coupling function C g , i.e.
. This set of maps is then defined on a two-dimensional lattice
For this kind of formalism, a full study of synchronously updated regular lattices by Chate´& Manneville (1992) has recently shown (for several dimensions, r=2 to 6) the robustness of lowdimensional dynamics emerging from local disorder. In this sense, the collective behaviour was shown to be robust with respect to external noise, small changes in the local dynamics and modifications in the initial and boundary conditions. In these situations, we conjecture that averages over many short local orbits are expected to yield equivalent information. We start with our system after transients are discarded, following the time evolution of {x
For one of the variables involved, say
, a short local time series defined as the set:
With each of these G j (k)-sets we can now construct new d-dimensional sets of points using the lagging method, i.e.
Let us now consider the global set defined as the union of all local orbits:
This set is then formed by (m−(d−1))L 2 -points. Here dEm−1 is an embedding dimension. Our aim is to show that such global sets can provide the same kind of information as that obtained from a single spatial point for a much longer temporal series. This is clearly illustrated in Fig. 2 . For a logistic coupled map lattice (see below) we consider the local dynamics at a given lattice point. After some transients are discarded we plot the x-value at a particular step versus the value at the same place in the next temporal step (Fig. 2A) . The length of the temporal series is 200. As can be observed, the quadratic shape of the logistic map appears, but with some degree of noise scattering because we are not dealing with the uncoupled map but with the spatially extended system, and it is assumed that the action of the neighbouring lattice points on the one considered can be described as random ''environmental'' noise (Mikhailov & Loskutov, 1991) . On the other hand, in Fig. 2B we have only four temporal steps, but we repeat the process for all the points in the lattice. We obtain the same structure in both figures. The same information is provided for a projection of the Lotka-Volterra coupled map lattice in a single lattice point for 500 time steps (Fig. 2C ) and for all lattice points and 60 time steps (Fig. 2D) . Again, it is clearly noted that under such conditions, data collected across space during a few temporal steps provide the same information as data collected in a single spatial point during longer time scales.
We evaluate the Lyapunov exponent as follows. For a given d, we sequentially take each vector
Qe holds. Here e $ (0, 1) is the maximum initial separation. For a given step i, we will indicate such pairs by k, h . Now, we calculate the distance between the next pair under the dynamics, i.e.
The spatiotemporal Lyapunov exponent (SLE) l s (d) will then be determined by:
Here N p is the total number of k, h pairs. In our study we take e=0.1 and several d and m-values.
Results
We have applied our method to three previously studied models:
(1) Logistic CML (Sole´& Valls, 1992; Sole´et al., 1992c) 
with D the diffusion rate and
the discretized diffusion operator that couples one point with its four nearest neighbours.
(2) Lotka-Volterra CML (Sole´& Valls, 1992)
(3) Host-parasitoid CML (Sole´et al., 1992a)
In all cases, periodic boundary conditions are used. An additional rule is also considered:
In order to make comparisons with previous approaches, we have also computed the largest Lyapunov exponent l L through the algorithm of Wolf et al. (1985) . As an example of the agreement between the two methods, we show in Fig. 3 the Lyapunov exponents for a 10×10 logistic lattice for 0QDQ0.2 and 3QmQ4 combinations and using d=4. For the Wolf algorithm, t=1.5×10 3 transients have been used, and the same number of time steps. For the SLE we have used t=1.5×10 3 and m=12 time steps. As we can see, the sign of the SLE is the same as l L , and all transitions are well defined in both cases. Typically, we found (for a given d) that l s El L and l L −l s E0.1. As further evidence of the validity of our method, we have applied it to the host-parasitoid CML. For different diffusion rates, we calculated the spatiotemporal Lyapunov exponent as above. In all the cases, the underlying dynamics is captured by our method. This is shown in Fig. 4 , with the attractors corresponding to some particular parameter combinations. As can be observed, there is an agreement between the shape of such attractors and the associated spatiotemporal Lyapunov exponent.
Host-parasitoid CML is a nice example of excitable media showing spiral waves (Sole´et al., 1992a) very similar to that reported by Hassell et al. (1991) studying this kind of ecological interaction with another approaches. In Fig. 5 we represent two examples of such a spatial pattern. In Figure 5A there is a spiral wave corresponding to a quasiperiodic temporal dynamics, while in Fig. 5B the waves are not fixed but rotate and coexist with a chaotic dynamics. The application of the spatiotemporal Lyapunov exponent (3) to these situations gives an estimation of 0.013 and 0.125 respectively, which are in agreement with the temporal regimen. The calculations have been performed with 15 temporal steps after some transients F. 3. Largest (A) and spatiotemporal (B) Lyapunov exponents calculated from a 10×10 logistic CML for 0QD (gamma in the label)Q0.2 and 3Qm(MU)Q4 combinations and using d=4. The two exponents show the same domains of steady, periodic and chaotic attractors (see text for further details).
F. 4. Spatiotemporal Lyapunov exponent for the host-parasitoid CML vs. the diffusion rates D1 and D2. Lattice size is 20×20. Other parameters are m=4; b=3.5; d=4. The spatiotemporal exponent is computed with 15 time steps after 250 transients have been discarded. All the dynamical domains are well characterized. As an example, for four parameters combinations (indicated by letters A, B, C and D) we show the corresponding attractor. Its shape (periodic, quasiperiodic and chaotic) is in agreement with the corresponding ls (d)-value. between our result (l s (d)10.69) is also expected because of the existence of an invariant probability measure (Eckmann & Ruelle, 1985) 
For CML counterparts, we can easily distinguish between fixed points, periodic and chaotic orbits. The existence of a plateau indicates the presence of low-dimensional dynamics. For small time series (typically of the order of 10 steps) the plateau often shows some slow decay, linked with a decrease in the density of points d1N/j d , j being the characteristic length of the attractor (Wolf et al., 1985) . When deterministic chaos is present, a characteristic rate of decay is observed: (l s (d)−l s (d+1))E0.05. Here d 0 gives us a broad estimation of system's dimensionality. An estimation of the correlation dimension n of G d (L) following the Grassberger-Procaccia (1983) algorithm gives nEd 0 for all the studied cases. For noisy time series, no plateau is obtained (Fig. 6A ). This result is also expected, because a noise signal homogenously fills the entire phase space. As d is increased, it becomes more and more difficult to find close k, h points. In Fig. 6B we can see, for several m (here D=0.1), the effect of embedding dimensions on the estimation.
For the Lotka-Volterra lattice, equivalent results have been obtained, as shown in Fig. 7 . We have used the x-variable in our calculations. As can be seen, low-dimensional chaos can be detected and l s (d) shows again a characteristic plateau (here d 0 13). Similarly, study of other CML models and chaotic neural networks with randomly chosen asymmetrical connections (Bauer & Mortienssen, 1991) also shows a consistent estimation of l s . The existence and length of supertransients (Kaneko, 1984 (Kaneko, , 1985 has also been tested with the SLE and previously studied power laws have been reproduced. The exact dependence of l s (d) on (L, M), the dependence on noise levels and generalization to continuous systems will be reported in a future paper.
Discussion and Further Applications
The spirit of our approach, i.e. the utilization of spatial information as a way of inferring dynamical properties was, in fact, used by Tilman & Wedin (1991) with data of a perennial grass. Their method was the same as that shown in Fig. 2B and 2D . They plotted living biomass in year t+1 vs. that in year t for four annual intervals in each of six replicates. In this way they obtained 24 data points used to fit a quadratic have been discarded, in a lattice size of 30×30. Note, however, that as the kind of dynamics is influenced by the lattice size through spatially induced bifurcations (Bascompte & Sole´, 1994) , the value of the exponent can depend on the number of lattice points used.
The effect of the embedding dimension is well illustrated in Fig. 6 for the logistic CML. When low-dimensional dynamics is present, l s (d) shows a plateau after a certain d=d 0 . For a set of uncoupled maps (here m=4) we can see a roughly constant value of l s (d) as d is increased, as expected because we are dealing with one-dimensional maps. The agreement F. 5. Spiral waves showed by the host-parasitoid CML. This spatial structure corresponds in (A) to a quasiperiodic temporal domain and in (B) to a chaotic one. The spatiotemporal Lyapunov exponent captures the nature of the dynamics in this kind of spatially extended system. curve. These curves had the peaks and steep slopes associated with chaos. In this paper we have expanded on this idea. Furthermore, we present an analytical measure of the degree of sensitive dependence on initial conditions (the best way of defining and identifying chaos) in this kind of spatiotemporal system.
The main implication in ecological sciences is that we can detect the presence of chaos in very short temporal series but which are accompanied by information in different spatial points. This can provide the change to answer the central question regarding the extent to which chaos is present in ecological systems. Furthermore, if we can detect deterministic chaos at short temporal scales, we reduce the probability that long-term data will contain different stages of succession: i.e. transitions between attractors.
Even though the principal motivation of this paper is an ecological one, we claim that the potential implications of our method are not exclusive of ecological data. In fact, the spatiotemporal Lyapunov exponent defined here could be used in several studies of spatially distributed chaotic dynamical systems. Fluid turbulence and neural behaviour are two interesting possibilities. In particular, the study of the EEG of the olfactory bulb in rabbits has shown the presence of chaos in brain dynamics. Such behaviour has been associated with the task of identifying and classifying new odors as an example of new learned behaviours (Skarda & Freeman, 1987) . New evidence suggests that the essential feature of brain activities can be characterized by low-dimensional dynamics and self-organized spatial patterns of activity (Kelso et al., 1992) . Such dynamics often operate near critical or bifurcation points and so is common the presence of phase transition. In this way, the brain can switch flexibly between different coherent states. From a methodological point of view, however, this transition between different attractors imposes the same kind of difficulty as that stated in the case of long-term ecological data (Mpitsos, 1989) . We claim that, with the aid of our spatiotemporal Lyapunov exponent, the dynamics at short temporal scales can be characterized and that the detection of such transitions will be possible by plotting the evolution of l s (d) with time.
Some new approaches to the study of EEG have been developed by not only using local information, but registering the signal on several places on the scalp, such as in multichannel reconstruction (Dvorˇa´k, 1990) . This kind of data seems to be useful material for applying the quantitative measure proposed in this paper.
Note that we do not propose a calculation improvement of the standard Lyapunov exponent, but a new way of thinking and working in spatiotemporal process. A new level of understanding will be reached, not only in ecology, but also in other fields of research in which there is a spatially extended dynamical system, by understanding the close relation between spatial and temporal patterns. comments. This work has been supported by the financial support of a grant of the Universitat Polite´cnica de Catalunya, UPC PR9119.
