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Abstract
The author draws on previous research on evaluation use to identify and analyse what is already known about how evaluations might change the working of and consequently, the performance of the evaluated programs. It is concluded that despite abundant knowledge about evaluation use, theoretical and empirical, there is limited conceptual knowledge and next to no empirical evidence for when and how evaluations actually produce real improvements to the results delivered by evaluated programs (called ‘consequences of use’ in the paper).
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Do External Evaluations Improve Programs​[1]​?

At my former workplace – a university - we have been making internal evaluations of the teaching for years and as a consequence the teaching has also been adjusted regularly in numerous ways. The general feeling is probably that evaluations have contributed to improving the quality of our teaching and as a consequence also the abilities of our students. But these apparent “consequences of use”​[2]​ of evaluations have never been properly investigated or documented and probably never will be. We just have to make do with a strong belief in evaluations’ contribution to social betterment. But this is unsatisfactory from a scientific as well as a societal perspective.
	As a consequence I have attempted to gather and critically analyze our general knowledge on this issue from the theoretical and empirical evaluation literature. What is known about the consequences of use – in empirical and theoretical terms? Taking the complexity of the issue into account the paper is relatively short as the main conclusion is that there is mostly some limited conceptual knowledge – and next to no empirical knowledge of the consequences of use.
	Confronted with the question of consequences of use, most evaluation researchers and practitioners would intuitively expect an answer from the encompassing research into “use” or “utilization” of evaluations because consequences of use would be expected to be naturally linked to the question of use. However, the analysis of the selected studies on use below indicates that even in the surprisingly few instances when external​[3]​ evaluations are actually shown to be used, it is impossible to tell from the empirical facts whether evaluations also change the results being delivered by the evaluated programs. That would be expected—but one cannot know for sure. 
	Is the lacking knowledge a problem? Yes. Billions are spent on evaluations worldwide without any certain knowledge as to whether and how evaluations—through the evaluation process and the possible implementation of recommendations—in fact change positively the results of the programs. Some evaluations might have a very significant positive (or even negative!) impact, while others might produce no significant results whatever. Some evaluations may simply have to be adjusted slightly, either in content or process, to make the evaluated program produce better results. We simply do not know!  
	The purpose of this article is essentially to substantiate this crucial but simple point by analyzing carefully selected empirical use studies that possibly have some affinity to the consequences of use (as a second-best choice, as I have not been able to identify any empirical studies focusing explicitly on the consequences of use). But first, how have consequences of use been dealt with in the evaluation literature conceptually? It becomes clear than in the definition of different concepts of use it is implied that any kind of use is generally expected to have an impact on the working of programs and, consequently, on the results the evaluated programs deliver.	
	After the conceptual discussion and the critical review the main conclusions are tested on two papers contradicting my claim for fame according to reviewers of previous versions of this paper. In the fourth and final section the following three remaining research question are briefly discussed: A) Why do use studies not tell us more about the consequences of use? B) Is it not possible to increase our empirical and thus also theoretical knowledge about the results of programs’ being evaluated? and C) What are the possible implications for practice as well as research of the lack of empirical evidence on this issue? 

Different types of use and consequences of use
In the literature on evaluation use the matter of the consequences of use has either been confused with that of use in itself, or else downplayed, but it has never been completely ignored. One of the more recent and significant contributors, Kirkhart (2000, p.8), suggests that an evaluation might have immediate, end-of-cycle and/or long-term influence, but without specifying conceptually the possible consequences of this influence. Mark and Henry (2004) operate with the concept of “outcomes” but a closer look reveals that they mainly analyze “intermediate outcomes”, while the analysis in this paper deals with something closer to what Mark and Henry call “the ultimate desired outcome” (p. 47). 
My focus however, is on the degree of actual outcome rather than on what is intended. In other parts of the literature terms like “impact” or “effect” are being used (for an example of an early use of these three concepts in an evaluation context, see Patton et al., 1975, p. 10 and 11). In the following I stick to the notions introduced at the beginning of the paper “consequences of use”, “results” or “performance of the program”.	
	Concerning the American literature on evaluation use it is common practice to make a distinction between either three or four concepts. Rather than making yet another presentation of these concepts of use, I investigate specifically how the dominant concepts relate to the question of consequences of use. 
	The first concept - also historically speaking - is instrumental use. The underlying notion is that an evaluation is expected to end up with some recommendations which could entail one of the following four different types of consequences: “Close down or modify ineffective programs, and institutionalize and expand programs that were working well” (Weiss et al., 2005, p. 13). Implicitly, it is expected that a modification or expansion of a program should also lead to social betterment. Thus, instrumental use has consequences but is not in itself a consequence.	
	Much to the surprise of evaluators, instrumental use rarely occurs in empirical studies.​[4]​ As evaluators have a distinct feeling that evaluations are in fact used in all sorts of ways, a number of evaluation-use researchers (Patton and Weiss the best known) have tried to analyze and conceptualize other types of use. 			
	One of the primary results of this work is the identification of a second type of use called conceptual use. The basic idea is that evaluations do change the way relevant actors perceive their own program. This change in perception might eventually change the working of the evaluated program and eventually also change the results delivered by the program. 
	The third type of use, political or symbolic, is often mentioned but rarely given much attention in empirical studies (as is apparent in the review of studies in Table 1 below). In political or symbolic use, an evaluation is used politically to close, defend, develop or launch a program. This might produce more far-going results than the above-mentioned types of use, and in principle make a real difference to the groups of people involved - if the program in question actually worked particularly well or badly before or after evaluation.
	Through empirical studies of evaluation use, a fourth type, process use, was discovered as a phenomenon at least as early as Dickey (1980). The concept was first launched by Patton (1997, 1998). The idea is straightforward, intuitively appealing and cognitively related to the “measurement problem” in natural science, developed by the nuclear researcher Niels Bohr: The moment you start evaluating a program, you cannot avoid influencing it and the results it produces. Empirical investigations have repeatedly demonstrated that during the process of evaluation, changes in behavior take place at the individual, program or organizational level as a direct result of being evaluated (documented in a review of 18 process use studies, Amo and Cousins, 2007). It could be that this kind of use influences the working of the evaluated program and thus also its performance, or “process”. 
	In sum, all four types of use could in principle be expected to have actual consequences for the results delivered by the evaluated programs. But is this also convincingly demonstrated in the empirical studies of use? This question is to be answered in the next section.	

Empirical evidence on use and consequences of use
The empirical research into evaluation use is encompassing and deals with a number of different aspects of use. My research however reveals that no studies have consequences of use as their primary focus.  Due to this fact this section deals with studies of actual use while investigating to what extent these studies also cope with the question of consequences of use.	
	The literature on evaluation use is so vast that a meta-meta-study of evaluation use, Brandon and Singh (2009), was chosen as the point of departure for identifying relevant studies. That study is a critical review of five reviews of 52 well-documented studies published between 1971 and 1999. Tellingly and thought-provokingly, as much as 69.2% of these evaluated educational activity (op.cit., p. 127). Brandon and Singh include a short description of each study and a number of them seem to involve actual use and potentially also consequences of use. Contrary to expectation, closer scrutiny revealed that many of these studies did not, however, really deal with actual use or the consequences of use, but focused on related questions such as barriers to use and/or how to stimulate use (implying that, if successful, this would also have consequences for the results delivered by the evaluated program). Of these studies only the first six listed in the table deal specifically with the question of actual use.	
	The next step was to consult major evaluation journals published after 1999 (American Journal of Evaluation, Evaluation Review, New Directions for Evaluation, and Evaluation) to identify newer contributions––especially on process use, an issue hardly covered by Brandon and Singh. The result was seven additional articles of which five primarily analyze process use. Finally, two newer papers of relevance were identified through Google Scholar (Peck and Gorzalsk, 2009 and Petersén and Olsson, 2013).		
	The idea was not to make a general review of the 16 studies and reviews condensed in Table 1, but rather to identify what they have to say about the actual use of evaluations and the consequences of use. One cannot claim that these studies exhaust all possible empirical knowledge on the actual use of evaluations, but all the articles are major contributions within this area. The table is almost self-explanatory, but a full understanding requires two comments: The information contained in the column at the far right are mostly derived directly from the articles in casu, but in some cases I had to “baptize” the different kinds of use by analyzing the use of the evaluations shown in the texts. As for “imposed use” (i.e. to be forced to follow evaluation recommendations) mentioned in the same column, this concept was developed by Weiss et al. (2005) and was expected by its authors to gradually become more widespread as a phenomenon, but this has not yet happened in the academic literature at least.	

[Insert table 1 around here – is below]

		In the second-to-last column the following types of use are observed: decisions, law-making, learning, program improvement, a newly developed course, changes in strategy or attitude, and finally, implementation of recommendations. Except for learning, all of these uses would normally be called “instrumental” as they are mostly concerned with instrumentally trying to improve existing programs. In essence, none of the mentioned uses tell us anything about the changes in the results delivered by the evaluated programs in the short or longer run. As mentioned, it is implicitly believed that these different kinds of use, in due time, also have some consequences - probably in the form of an improvement in the programs, which as a consequence would also deliver an increased degree of goal fulfillment. But it is not possible, from this evidence, to tell whether this in fact also happens. The newly developed course might turn out unfavorably, or the recommendations might be implemented without their leading to any real change in the results delivered by the program in casu. 	
	Similarly, when an analysis has succeeded in demonstrating, for example, learning due to an evaluation, the attention of evaluators tends to fade away. The evaluation has already delivered. Implicitly, the evaluators thereby conclude that learning indeed leads to significant changes of the evaluated programs, but without their really having investigated the issue.	
	In sum, one possible interpretation is that what is observed is mostly instrumental use - apparently as a direct consequence of evaluations. A more precise conclusion is that evaluations have in fact been used. The different types of use do not, however, necessarily make programs work better. From all of the fifteen studies––covering at least 133 evaluations and experience stemming from more than 2500 evaluators (though some may have been asked twice) - the dominant conclusion emerges that we still cannot say much about consequences of use.	
	What does Table 1 then tell us? The main conclusion is that evaluations have in fact led to concrete decisions and/or a deeper understanding of the programs - caused by the evaluation process and the implementation of recommendations. It is also highly likely that the evaluations have had an impact on individual behavior and, also, on the working of the evaluated programs and thus on the degree of goal fulfillment. But there is no certain knowledge of this. 

Testing the approach and reflections on the reviewing process of this paper
One of the main ways to substantiate whether a researcher has a valid point or not is by convincing the research community in question. This has been more than difficult with this paper than I have ever before experienced. At first an earlier version of the paper was rejected by American Journal of Evaluation. One of the reviewers did not even bother to comment but just rated the paper: ‘do not publish’. Another reviewer regarded it to be impossible “to make the paper relevant to an evaluation audience”.
Luckily, some of the comments from two of the reviewers were more constructive and I took their comments into account and submitted a new significantly improved version to the journal Evaluation. In this case the paper was not even reviewed but the editorial team rejected the paper arguing that:
	the paper was not ’sufficiently innovative’
	they did not feel ‘confident’ in the conclusions
	the selection of articles was regarded to be too limited.
To substantiate the last point the journal also attached two articles (Hanberger, 2011 and Simon and Knie, 2013) wondering why I did not take these into account as they had both appeared in Evaluation, did deal with evaluation use and did apparently question my conclusions.  
One way of testing my approach and convincing yet another journal, Evaluation Review, is to try to analyse these two articles in light of my conclusions. Before I do this it has to be acknowledged that a main weakness of my analysis will always be that there might be yet another study out there, which I have not taken into account. However, consider the studies that I have taken into account as a random sample (not being all that random, as I have spend quite a lot of time and effort in identifying, reading and analysing quality studies which come as close as possible to actually investigating into the issue of outcome. During this process a lot of studies such as the two analyzed below were deselected).
The first article is by Hanberger (2011) and relates to an important part of the current discussion on evaluation use: how to make sure that the evaluation results are actually being used. In this case it is an evaluation of a ‘response system’ intending to ‘strengthen the ways in which organizations can learn from evaluations and to facilitate the integration of recommendations in new and ongoing operations’ (p. 2). 
The evaluation of the working of this system in three development organizations seem to confirm my conclusions:
	‘response systems did not play an important role in policy making’ (p. 18)
	‘made some contributions to organizational legitimacy’ (p. 18)
	‘did not contribute much’ to policy improvement (p. 18)
	and the author ends up asking along the same lines as I: ‘is there a need for a response system at al?’.
In other words nothing seems to suggest that evaluations have improved the performance of the three development organizations.
Concerning the other study by Simon and Knie (2013) their point is that evaluations of academic institutions have contributed to the organizational development of these organizations. I guess that they hereby implicitly imply that these institutions somehow now work better but they are only able to conclude that they have been changed. But has the quality of the research of these institutions become improved as a consequence of these changes? Again, we see yet another study disregarding outcome or performance of the organizations being evaluated.
The fact that a highly respected journal considers these two papers to be relevant in this context might reflect that they have read my paper as if I claim that evaluations do not matter. But they do matter – in many respects. In these two cases they seem to be important to respectively legitimization and organizational development. But again outcome is forgotten or kept at an arms length. Hence, taking these two articles into account does not at all modify my conclusions. So why bother about them? 

Remaining research questions
At the beginning of the paper three questions were raised which were to be addressed: 

A)	In the evaluation-use literature there is no discussion of why use studies say so little about consequences of use. Deductively, a number of observations might contribute to an answer. First, it is methodologically very difficult to trace the results of an evaluation for the evaluated program. In essence this is the problem of a counter-factual hypotheses: In order to measure the effects of an evaluation, one would in principle have to compare the performance of the same program for a certain period with and without an evaluation, which is, of course, impossible. 

Secondly, in measuring, the focus is on what is measurable. The immediate use of an evaluation is much easier to measure than the longer-term consequences of use for the evaluated program. 

A third and more radical explanation is that evaluations might not have changes in the results delivered by programs as their primary purpose. Rather, evaluation is often a part of a ritual, as argued by e.g. Dahler-Larsen (1998 and 2011) for decades. This would in principle make any analysis of the consequences of an evaluation a rather futile endeavor.
	
B)	There is a need for new empirical studies, which might put some flesh on the concept of consequences of use and maybe even contribute to developing a theory of the consequences of being evaluated. The question is then how to compile relevant empirical knowledge - also in light of the methodological problems presented in A). In principle there must be at least three possible avenues of research:

-	Make an in-depth case study of a program, which has been evaluated for some years. By compiling all sorts of quantitative and qualitative data, one could try to identify possible types of consequences of use as experienced by informants and to logically connect these to the evaluation (process) of the program.	
-	Compare two similar programs, one evaluated and the other not. How do their results differ and why? In what way is the difference in results connected to being evaluated (or not)?
-	Identify a non-evaluated program and evaluate it. Compare the main results delivered by the program before and after being evaluated. This comes close to the simulation technique applied in some evaluation use studies (according to Christie, 2007, the major names in this literature are Brown, Braskamp and Newman).

Of course such studies would also involve huge methodological problems but thereby gradually some empirical knowledge of the consequences of being evaluated could be built up. This would also increase our knowledge of when and how evaluations do make a difference for the evaluated programs. In the best-case scenario this would enable us to discuss - not barriers to use - but barriers to using evaluation results to improve the results delivered by programs, and how these barriers could be lowered.

C)	The main implication of this article is a call for further empirical and theoretical studies. But it is also a call for an increased awareness which should have an impact on what, when and how to evaluate. When evaluators evaluate with the explicit purpose of improving the performance of the evaluated programs - and not just use - the questions they evaluate might also change. Furthermore, an increased awareness among those being the ‘victims’ of evaluations might also strengthen their position towards the evaluators. On this question of empowerment, a bit more is speculated at the end of the following conclusion.


Conclusion: too little is known about the consequences of use
Evaluations are consistently believed and intended by evaluators to remedy and improve the performance of programs (cf. the answers to a questionnaire targeted at evaluators in Preskill and Caracelli, 1997 and Fleischer and Christie, 2009). The main point of this article is, however that next to nothing is known about whether evaluations do in fact achieve this goal. It is difficult to substantiate this crucial point in any detail, as the empirical support for this conclusion is a non-result: there is no empirical evidence on the consequences of use.	
	The literature on evaluation use operates with concepts purportedly describing consequence of use such as “influence”, “results”, “impact”, “effects” and “outcomes” of an evaluation. However, the main kind of change, which can be substantiated empirically, is the attempt to improve programs mainly through instrumental use of evaluations. But we are left in the dark about the actual consequences of this use for the results delivered by the evaluated programs. 
	More cynical or clear-minded evaluators or evaluation researchers would regard this conclusion as unsurprising, as improving the performance of programs might not be the main purpose of most evaluations. In real life, evaluations are mainly about control, politics, symbols and rituals. One early spokesman for this view is Dahler-Larsen (1998), but even he asserts that “ritualized evaluations... might have very real effects” (p. 163, author translation).	
	What are the possible implications of my main argument? First the obvious: that further, especially empirical research is needed, and then theoretical work. Second, the supposed beneficiaries of evaluation might use the argument of this article to empower themselves when being evaluated by posing challenging questions to the evaluators, like: “What kind of results do you expect after this evaluation?”, “How will you make that happen?”, or “Will you also check up on this afterwards, and how?” Thereby, those evaluated can become critical users of evaluations – rather than passive “victims”.
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Table 1: Overview of 16 empirical studies or reviews of studies of evaluation use in chronological order, 1975–2013

Source	Sector	Object of analysis	Method	Informant/Re-spondent	Description of use	Type of use
Patton et al. (1975)	Health	20 evaluations	Qualitative interviews	Evaluators and decision-makers	(Few) Decisions,Information	Conceptual 
Alkin/Daillak (1979)	Education	Five evaluations	Qualitative interviews	Local program staff	Gradual impact on decisions	Intermediate between instrumental and conceptual
Dickey (1980)	Education	47 evaluations	Questionnaire,Qualitative interviews	Project managers	Confirm/change practice,The evaluation process	Process use 
Leviton/Beruch (1983)	Education	21 evaluations	Qualitative interviews	Evaluators and clients	Law-making	Instrumental
Forss et al. (1994)	Foreign Aid	11 (8) evaluations	Questionnaire,Qualitative interviews	Key staff	Learning	Conceptual
Preskill/Caracelli (1997)	Several	257evaluators	Questionnaire	Evaluators	Improve program,Information	Instrumental,Conceptual,Process use
Forss et al. (2002)	Foreign Aid and museums	Two evaluation cases 	Based on own experience	Own experience and evaluations	New course, Program changeChanged decisions	Process use
Preskill et al. (2003)	Health	One case – two evaluations	Qualitative interviews	Advisory board members	Learning (about evaluating and the program)	Process use
Ginsburg og Rhett (2003)	Education	Different methods of evaluation	Review	Different from study to study	Decisions	Instrumental
Weiss et al. (2005)	Drug prevention	Four districts/ci-ties in four states	Qualitative interviews	School personal, decision-makers and police	Persuasion, Go/no-go, Conceptual	Instrumental,Conceptual,Political,“Imposed use”
Harnar og Preskill (2007)	Several	1140evaluators	Questionnaire	Evaluators	Stakeholder involvement, The process 	Process use
Podems (2007)	Foreign Aid	One case	Qualitative interviews	Three program director and seven “beneficiaries”	Common ground,Clarification of goals,Increased program knowledge, Empowerment  	Process use
Amo og Cousin (2007)	Several	Review of 18 studies	Review of primarily qualitated studies	Different from study to study	Learning, Action, Change in attitude, Other changes	Process use
Peck/Gorzalski (2009)	Education	16 evaluations	Qualitative interviews	16 key informants	Conceptual,Implementation of recommendations	Conceptual,Instrumental 
Fleischer/-Christie (2009)	Several	1140 evaluators	Questionnaire	Evaluators	Learning,Change in strategy	Instrumental,Conceptual
Petersén og Olsson (2013)	Social work	Four evaluations	11 Qualitative interviews	Evaluators and clients	Ritual, Control function, Used by evaluators 	Conceptual, Ritual (example),Symbolic (example)





^1	 	The concept “program” normally implies the evaluated activity. In the reviewed studies, the focus is mostly on programs, but in some instances also “policies” and “organizations” are evaluated.  In this paper the results of “something” having been evaluated are more important than what was evaluated. Consequently, I only use the word “program” in the following, and it might indicate in fact a program, but also a policy or an organization. 
^2	  		The well-known and respected Swedish evaluation researcher Evert Vedung read a very early draft of this paper and suggested this concept for the phenomenon, which I analyze.
^3	 	One of the few well-known, consistent and recurrent results of evaluation research is that internal evaluations lead to larger changes in programs than do external evaluations. 
^4	   	For a very early sense of disappointment, see Weiss, 1967. From the definition of evaluation use in Patton et al., 1975, p. 10, it is also apparent that they expected to find far more instances of instrumental use than they actually did.
