Process communication graph (PCG) is the visual formalism used in a graph-based visual language (VL) for parallel programming. It combines control flow and data flow graphs into a single visual formalism, and supports different levels of abstraction at which parallel programs are expressed and moves to compositional programming. Empirical studies allow designers to put their designs to test in a direct and intentional interaction with users. For research projects this may be the only way to assess if their goals have been met. The case study presented here was conducted on programmers (students) solving parallel programming problems using the PCG formalism to construct parallel programs. The results of this evaluation indicate that users benefit from visual programming, even at the beginning of the learning curve.
Introduction
THE IDEA OF USING VISUAL rather than textual languages for programming is not new, and we have witnessed numerous efforts. Since the complexity of computer programs is steadily increasing, presenting them in graphic form facilitates their comprehension. By capturing the strategy and the algorithm of a program, the graphics abstracts away implementation details, which makes the program code more understandable. Scanlan [1] found that structured flowcharts had an advantage over pseudo-code in algorithm comprehension even in simple cases. Graphics as windows is an integral part of the modern desktop making it user friendlier [2] . Yet, in the world of computing visual programming is often attacked by skeptical critics inclined to dismiss the idea completely. Usability of visual languages is addressed by empirical studies, which attempt to evaluate and compare them to textual languages in terms of effectiveness and appropriateness [3] . However, case studies about solving problems through parallel computation using visual methods have rarely been conducted. The lack of empirical evidence has been regarded as the biggest open problem in research into and design of visual programming languages [4] .
Even though the idea to use graphics for programming is compelling, the practical experience so far has taught us that graphics suit better program design phase than program implementation phase. As a matter of fact, the presence and appeal of graphics during design is overwhelming. Graphical symbols convey easily and clearly program structure, action and event sequences, entity relationships, and similar. However, they scale badly when used for actual coding.
Through everyday practice, problems, challenges and advantages of visual programming have been identified: z Graphics take up space and the information density can be lower than in text, which can make a visual program less readable. This problem is often referred to as the Deutsch Limit of 50 [5] . z In general, graphics can convey structural information more effectively than text, while text is usually more precise than graphics. Therefore, any effective visual languages must use both text and graphics. z It is in fact not practical or feasible to have a pure graphical language, since programming language semantics and programming construct semantics do not map one to one. Implementation complexity far exceeds the programming language complexity. A programming language is not just a small set of keywords, but also requires a functional library. z Graphical representation of a parallel program is very useful since it can closely resemble program execution on a multiprocessor or a network of workstations. z Practically, a visual approach is very effective when solving visual problems such as building a dialogue box or a menu. Rather than imagining the right color, size and position of an entity, the visual technique materializes the mental image. z Defining a GUI entity is a simple mechanical process of setting up a set of attribute-vale pairs by using, for example, JavaBuilder, Visual Basic, Visual Works. z Generating code from graphics follows the same pattern of reasoning. It is easy to generate GUI code, since the domain is very constrained, as it implies no logic or alternative traversal paths.
So why do we suggest directed graphs for parallel programming? The reason is that graphs excel at displaying certain information that is important for better understanding of parallel programs and obtaining good performance from them. Graphs show parallelism in execution, locality and communication topology, which are among the most important aspects of parallel programming.
The success of a visual language often depends on the editor used for graphics rendering and program composition. The editor enforces consistency and performs syntax checking. The ease of use has been recognized as a more important goal of visual programming environments. Newton conducted a case study of the CODE [6] parallel programming environment, and concluded that though important, ease of use is difficult to evaluate due to its subjective nature [7] . It requires a comparative study of multiple languages and environments, such as the one reported in [8] , conducted on many subjects. Based on these and similar works we have decided, when designing our visual language for parallel programming the approach should be pragmatic. Rather than insisting on a pure graphical environment, we decided to take advantage of different language and programming forms that better meet their goals and serve the purposes.
In the next section, we present the PCG visual parallel-programming environment within the Visper system, a Java-based parallel programming prototype [9] . Section 3 presents an example of the program composition using PCG, and Section 4 describes our empirical study. Section 5 concludes the paper.
Parallel Programming in PCG
Parallel programs may be seen as three-dimensional structures in which programmers must manage control and data flow between distributed processes that can form groups. The idea behind PCG is that programmers create message-passing programs by drawing and annotating graphs. The goal was to build a system that would be intuitive and easy to use, but at the same time powerful enough to express graphically parallel programming features such as: point to point and collective communications, replication, nondeterminacy, and synchronization. The graph formalism should not only be useful for design and programming, but also for debugging and performance tuning [10] .
When programming in a PCG environment, we first create a PCG. A PCG provides the programmer with a hardware independent, three-dimensional programming space. In the graph ( Figure 4) , the X-axis runs horizontally and is used to add resource lines to the programming space. A resource is either a process or a group of processes. The X-axis also defines the flow of data between the resources. The Y-axis points downwards as does the control flow. The Z-axis is virtual, and defines the number of processes assigned to process groups. A process is a group with only one member.
PCG Language
The PCG visual programming language consists of graphical and textual symbols that represent the compositional constructs found in parallel programming. Figure 1 presents a subset of the symbols that were used in the empirical study. The all-execute and the exclusive-execute blocks represent sequential computations, which are entered as text. The message node, the probe and the directed arc are used for defining message-passing primitives, and the loop represents an iteration. Loop lines come in pairs, to designate the loop body. The stanza defines the data, the data type and the tag of a messagepassing primitive.
The PCG visual language does not force the programmer to be familiar with every aspect of the message-passing paradigm, but rather allows an incremental approach to program construction, since the language itself hides the complexity of the paradigm.
Programming in PCG is not visual in all aspects, but rather exploits visual formalisms wherever data flow or parallel constructs are found. The PCG is hierarchical since an execute block in a graph may represent another PCG. Therefore, when developing a new program, some components may be reused, rather than designed from scratch. This feature also provides the scalability, needed when developing large parallel applications. 
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PCG Editor
The PCG editor consists of a user-friendly visual editor, a database and a code composition module. It is built upon an object-oriented model and written in Java.
There are several steps when creating a program in the PCG editor. The programmer first draws a graph in the editor window that shows a parallel program or a module. Multiple windows can be opened concurrently. The graph is then annotated by filling in a set of forms ( Figure 2 ) that describe the properties of the resources, execute blocks, arcs, etc. For example, the programmer must specify the sequential computation that an execute-block represents, and what type of data is sent by a message. Finally, the programmer selects the compile operation from the Graph pull-down menu ( Figure 4 ) to automatically compose the program. If no syntax errors were detected, the program is saved to a text file that is ready to be compiled by any C, Java or Fortran compiler for execution, on an appropriate MPI [11] platform. The PCG editor used in this study was an earlier version with some implementation and Java-related bugs.
Program Structure Visualized
Understanding the structure of a large-scale parallel program is very important due to a fact that large-scale structure can have dramatic impact on the execution performance. The aim of analyzing such a structure is to abstract away the low-level programming details of program components and concentrate on the coupling relationships and interactivity among task-sized elements of programs.
When writing a parallel program, a number of issues must be understood, such as what tasks make up the programs, the communication between tasks and the granularity of the computations that occur between communications, together with the communications size. Heterogeneous distributed environments in which MIMD programs execute further complicate the programming task because such systems are harder to model for performance and behavior. Figure 3 shows a C-like message-passing program [12] . It consists of three functions and a main. The program uses three processes with rank numbers equal to 0, 1 and 2. Each process executes a function that reflects its name (e.g. process 0 executes the function Proc0). All three functions are structured similarly, making use of point-to-point calls. Each function has a loop with some sequential code first, then a communication call is made followed by another sequential code. Finally, a second communication call is made and the whole process repeats. Communication starts when process 0 sends data to process 1, then process 1 sends data to process 2 and finally process 2 send data back to process 0. More details of the PCG formalism have been presented elsewhere [9] . The following section presents an empirical study conducted on the PCG and reports some results.
An Empirical Study
The Department of Graphics and Parallel Processing (GUP) at the University of Linz, Austria, offers courses in parallel programming for graduate and undergraduate Computer Science students. These students are taught to design parallel programs by defining problem partitioning and communication structure, and to implement them in C/MPI, and HPF. During the spring semester of 1999, an empirical study was conducted where the participating students were introduced to do some practical work in PCG. Having students as the subjects is interesting as they were not experts in parallel programming, and therefore it is easier to assess how useful are the tool and the language for the beginner. A common problem in this kind of study is the small number of participants, which makes it hard to average the observation results and draw firm conclusions. We believe the findings are, nevertheless, quite indicative and could lead to further empirical studies on the PCG approach.
The Approach
In the second part of that semester, a group of 16 computer science students participated in an empirical study. At that stage, they were all familiar with the basics of message-passing parallel programming that were taught during the first part of the semester, and in related courses they might have attended before. The study consisted of a presentation, two case studies, a questionnaire, and a same-different test [13] . Two hypotheses were under investigation:
z PCG helps program development by highlighting control flow and data flow information in parallel programs. z Using the same (or similar) formalism throughout the whole software lifecycle facilitates comprehension.
Due to the nature of PCG environment, the empirical study can be described as comparative, by putting C/MPI against PCG. The subjects were divided in two groups: a group that researched PCG in more detail and a group that just tried to use it to do parallel programming. The workload was distributed as follows:
Group 1 (four subjects):
z Studies of visual programming in general and PCG in particular. z One subject gave a 20-min presentation on these basics to all subjects of Groups 1 and 2, z Three subjects gave a 20-min presentation on their implementations of a Poisson equation solver in PCG to the subjects of Group 2.
Group 2 (12 subjects):
z Implementing a parallel matrix multiplication in PCG.
Groups 1 and 2 (16 subjects):
z Experimental study on visual programming in general and experiences with PCG in particular.
The group of four subjects was selected to do some more in-depth research as well as some practical work based on the knowledge acquired during the coursework. Afterwards, they presented their work to the 12 subjects who had participated in this study. We believe that doing this will make it easier for the 12 subjects to understand and relate to the presented material, and we were able to study subjects with different exposure to PCG. Being acquainted with the problems experienced previously by other users may alleviate the negative impact of a first-time encounter. We also hoped to avoid an impression with the subjects that we want to influence the outcome. We assumed that all the 16 subjects had on average the same knowledge on parallel programming, since they attended the same basic course. The student presentation (which we will call lecture from here on) covered both the visual and the message-passing aspects of parallel programming. In the lecture, handouts were given to the subjects who covered these topics. In addition, the subjects could take notes and use the material in the practical part. After the lecture, the subjects were asked to implement a solution to a matrix multiplication problem. 
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The Lecture
The lecture consisted of two presentations. In the first presentation, one subject talked about visual languages for parallel programming and PCG, and briefly compared PCG}CODE [6] and HeNCE [14] . This was his second presentation on the topic, since he gave one before to another group of students, with the idea to explain the PCG approach to other possibly interested students in the future. That presentation was also attended by the remaining three subjects who were given a task of implementing a solution to the Poisson equation in PCG. The comments made and the observations at that presentation helped them to improve it for the case study.
The second presentation was focused on the issues that require understanding to implement the Poisson equation solver, avoiding unnecessary details. In the presentation, the three subjects analyzed their work and experience with PCG, and commented on the strong and weak points of the PCG environment, as they have been perceived or encountered. They explained the MPI routines (seven in total) and the PCG symbols used in the program. Their solution consisted of two graphs. The PCG in Figure 5 represents the main program that initializes MPI and calls (via the MainLoop include block) the Poisson solver in Figure 6 . They also presented a space}time diagram [15] generated from trace data of their program, to compare the visual representation, explain the correlation and advantage, if any, of using a similar visual representation for program development, debugging and tuning, i.e. throughout the whole lifecycle. The generated space}time diagram was similar to the one in Figure 7 [16] .
The practical relevance of Poisson equation stems from applications in weather forecasting, material analysis and other common problems. Therefore, it is often used as an example in teaching parallel computing, which is emphasized by its simplicity in its most basic form. Practically, the Poisson equation in its simplest form looks as follows: This equation is solved iteratively, which means that during each iteration a new value of f (x, y) is computed based on the values of its neighbors during the previous iteration. A PCG corresponding to this Poisson solver can be seen in Figure 6 . It is divided into three parts: an initialization part, a computation part and a finalization part. During the initialization part the data values are sent from the master (P0) to the slave processes, which perform the computation. The computation part then performs the calculation of the Poisson equation, which requires to exchange the data values at the borders with neighboring processes. As soon as the data have been exchanged, a next iteration of Poisson's equation is computed until finally all desired iterations have been performed. Afterwards, it is necessary to return the computed data back to the master process, which is performed during the finalization part. 
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The Observations
The subject who gave the first presentation concluded with the following remarks: Many of PCG's ideas are without denial basic requirements to programming in different areas of computing. Hardware independence, usability, and visualization are very important and therefore included in new software products. This is especially the case in the domain of software engineering for parallel systems, because there are fewer standards available and the complexity of the program may easily explode. The advantage of PCG is its simple and systematic approach, and its feasible and usable graphical representation, which is even enhanced with the hierarchical approach. However, a final conclusion about the system may only be possible, if PCG can be compared directly to other systems and if the basic ideas are really achieved with PCG. Yet, this was not part of this project.
The three subjects who gave the second presentation were able to implement the Poisson solver in the PCG editor. Because they were dealing with practical issues, their comments were very much focused on the problems related to the PCG editor and the PCG syntax. They believe the idea behind PCG is nice and may be very useful in education. Implementing the Poisson solver was possible and not too difficult, as the algorithm is rather regular. A question was raised about irregular problems, as they believed that using PCG for real programming might be a source of overhead. Using PCG for people without knowledge about parallel programming may be difficult, because the way of thinking differs from the traditional method of programming (e.g. C) and may be problematic in the future. One subject recommended visual representation of the sequential execution (i.e. control-flow-diagram), rather than being hidden behind the execute blocks. These subjects, however, did not have much knowledge about related tools. The deficiencies of the PCG editor, as perceived, are summarized below:
z One subject mentioned that the number of forms might be confusing. However, there is no nesting of forms, as the tool consistently uses only one level of forms for each active editor window.
z At present, only the graphical presentation of the program can be made, since the code is only assembled, but not generated for the defined primitives. As a consequence, the visual representation may be different from the textual (e.g. loops). z A comprehensive tutorial is needed and a step-by-step introduction to programming with PCG. For example, working with groups does not appear easy, and more clarification is needed here.
Solving the Matrix Multiply Problem
The group of 12 subjects were those who first heard both presentations. All of them had at least some knowledge on parallel programming and could compare PCG to other programming approaches such as C, MPI, PVM [12] , or HPF. They were given the goal of implementing a matrix multiplication algorithm [17] where on each process p (i, j):
in PCG, C and MPI, in a reasonable time relative to the first three subjects who complete it. The subjects could refer to their notes and handouts. At the end of the test, the following results have been achieved:
z Five subjects managed to construct correct programs. z Three subjects failed to produce anything close to a solution. z Four subjects produced conceptually correct programs, but with programming errors.
The number of completely correct programs does not exceed by much the course average, but the number of conceptually correct does. While most PCGs were conceptually correct, the programming errors included incorrectly constructed matrices, mismatch between the PCG and the C/MPI code, incomplete initialization (e.g. MPI) and communication errors. Based on these results we conclude that the first hypothesis holds for PCG, making it a good match for parallel programming.
After the presentation and the practical work, the whole experience was discussed with the complete group of subjects. The subjects who managed to construct completely correct programs had mainly positive comments about PCG and commented about the potential they experienced in PCG. Their doubts were mostly due to the problems related to the PCG editor's reliability (e.g. it was suggested to frequently save the edits). Some expressed a concern that the functionality, as currently offered by the PCG editor, is not sufficient for real-life applications. Among those who did not come up with acceptable solutions, one commented that it was hard to switch over to the approach and practice of PCG since it differs substantially from the text editor routine. Some of the subjects mentioned that the given problem needed more thoughts than originally anticipated, and that it was hard to divide the program into components that were functionally complete, but at the same time would reflect the parallelism as dictated by the execute blocks. The graph helped conceptualizing the solution, but time was spent on correlating the graph with the code. 
The Experiment
First, a 5-min questionnaire was given to all the 16 subjects. The questions ranged from subjects' background and familiarity with other tools and languages to visual and parallel programming. Although the subjects have been exposed to basic parallel programming, they had never used any tools for visual parallel programming. To avoid confusion, we quietly allowed them to assume that any software labeled as 'visual' was indeed a visual programming language or tool. We have summarized the responses from the subjects in Table 1 . The subjects were given freedom not to answer all the questions, and could also add comments if desired. About one-third of the subjects have come across visual programming tools, such as jBuilder, Visual Basic and Visual Java. Many subjects believed that visual programming is useful, few skeptical and few others did not believe. The experience of using PCG has convinced many subjects that visual parallel programming facilitates design. Many subjects suggested that it might be easier to approach the code by looking at the PCG first, but still preferred text. Generally, the PCG editor functionality was understood and found easy or relatively easy to use. Although most subjects would not like to use the PCG editor in a large parallel-programming project, half of them would still use it to implement parallel programs. Most of them found that working with the concept of groups was difficult, but we have not verified the knowledge of those who stated the opposite. This probably explains why none of the subjects used groups or attempted to implement a more generic solution, rather than a discrete. Many subjects hoped that the PCG editor was capable of generating automatically all the code, and one questioned its scalability.
Finally, we conducted an experiment based on the same-different judgement test, to test the second hypotheses. The experiment took 12 min to complete. The subjects were presented with three pairs of figures such as Figures 6 and 7 , and three problems with text programming language (TPL) and space-time diagram (STD) pairs. In all the six cases the question was whether the given pair represents the same program or not. Obviously, Figure 6 does not match Figure 7 since P 2 never sends to P 1, and vice versa, P 0 never sends messages to itself, and P 0 collects only one message from each other process at the end. With the PCG-STD pairs 48% of the answers were correct, while with the TPL-STD pairs only 26% were correct, even though the subjects' experience was in favor of TPL; therefore, our second hypothesis holds. This finding stands in contrast to some of the conclusions drawn from the questionnaire (e.g. prefer text to PCG).
Conclusion
This paper presents an empirical study conducted to acquire a direct feedback on PCG. The subjects were the students who have been exposed to parallel programming before participating in the study. Therefore, the experience in using a visual programming tool could be compared to the text editor practice without a bias (positive or negative) towards the new technology. While the number of subjects was not large, it was comparable to similar undertaken studies. In summary, it was generally agreed that integrating visual features into any software system was very important, particularly for parallel programming tools. The PCG editor has been found as simple and relatively easy to use. It adopts a systematic approach, and intuitive graphical representation. Although the PCG editor is not mature enough to be used for large-scale programming, using it for teaching parallel programming is expected to be useful.
This empirical study has encouraged us that a visual parallel programming formalism like the PCG can be useful if scalable and easy to use. It also provides us with a first-hand knowledge on what are the most needed features and what are the most common difficulties in visual parallel programming. Although the results are not conclusive, the findings do provide a useful guidance that will help us in improving usability of the PCG environment. While in a study like this one can only skim through relevant issues, it gives us a first-hand experience with the basic aspects regarding our approach. A more comprehensive study such as the one recommended in [18] would require subjects with a relevant background and experience. It would allow us to test more complex constructs in PCG, such as the conditional data flow, the secondary notation, collective communications, etc. Our future work is towards that direction.
