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ABSTRACT
Introduced as a system in earthquake engineering in 2004 [6], rocking walls are a fairly new system in
earthquake engineering. Their performance has been proven, both in research as in practice. However,
a few uncertainties about their behavior still remain. One of these uncertainties is the effect of radiation
damping on the motion of the system. Existing estimations for the radiation damping use an equivalent
damping ratio, which was actually derived for a rocking block that is not connected to any structure.
The formula for this equivalent damping ratio also assumes both the block as the soil to be rigid. The
validity of the latter can be questioned.
This thesis will research the influence of the flexibility of the soil on the motion of a rocking wall.
The influence of the shear wave velocity and the Poisson ratio will be considered. The flexible soil
medium is modelled with the finite element method, using a 2D plain strain analysis. In order to be able
to use a reasonably fine mesh, the dimensions of the soil island will be small. Viscous boundaries are
therefore used to absorb incoming waves. The assumption of a rigid rocking wall is considered to be still
valid. Therefore, the motion of the rocking wall is modelled by adding only three degrees of freedom
to the finite element model of the soil, applying constraint equations and inserting bilinear springs in
the interface between the rocking wall and the soil. The dynamic response will be simulated with an
implicit, unconditionally stable time domain method.
Results show that the motion of the rocking wall strongly depends on the shear wave velocity. The
Poisson ratio has a clear but negligible effect. The simulation also shows that it is, as expected, not
valid to estimate an equivalent damping ratio for the rocking wall and using this ratio for the system's
response.
Thesis Supervisor: Eduardo Kausel
Title: Professor of Civil and Environmental Engineering
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Chapter 1
Introduction
A lot of attention in modem day research in structural engineering goes to earthquake engineering. This
should not be surprising. Structural engineering is a fairly mature discipline but major earthquakes are
often still a source of unacceptable damage to buildings, of injuries and of casualties. While earthquakes
are inevitable, we can control the damage, both structurally as economically and the casualties that they
cause. Quoting [2], it should be clear that even in current times, earthquakes are one of the most
important sources of misery in peoples life:
"Since 1890, an average of 10,000 people have died in earthquakes each year and nearly
500,000 are left homeless."
It is clear that even at present, many existing structures do not have a sufficient resistance to earthquakes
and major earthquakes still cause many fatalities. Just a few months ago, an earthquake with a magnitude
of 9.0 on the Richter scale, hit Japan, causing over 10,000 casualties and severely damaging the nuclear
power plant in Fukushima, leading to at least partial meltdowns and radiation leaks. In 2010, Haiti
experienced an earthquake, leading to the death of more than 200,000 people [14]. The list seems
endless.
Recently, rocking walls or rocking frames have been proposed as a new system to improve the
earthquake resistance of buildings. As their name indicates, rocking walls are designed to rock on
their foundation when a ground motion is applied. The performance of rocking walls has been proven,
both in research [6, 5] and in practice [16]. The power of the system lays in the fact that it creates
a constant interstory displacement profile, facilitates the use of damping techniques and, compared to
regular shear walls, is a form of base isolation.
A few uncertainties about the response of a rocking wall system still remain. One of them concerns the
impact of the wall on its base during rocking motion. This impact creates waves in the soil and therefore
is a source of radiation damping. Formulas that estimate the amount of damping that this mechanism
adds to the system, exist. However, these formulas were derived for the motion of a rocking wall by
itself and thus not connected to any structure. The derivation of these formulas also assume both the
rocking wall as its base to be rigid. While this approximation is acceptable for the wall, its validity for
the soil can be discussed.
This thesis will therefore research the influence of soil parameters on the motion of rocking walls. The
two parameters that will be considered are the shear wave velocity and the poisson ratio. To evaluate
the influence of these parameters, the soil will be modelled using the finite element method. When
introducing the rocking wall in this model, it will still be assumed that this wall is rigid. In order to
obtain valid conclusions about the effect of the radiation damping on the motion of the entire system, a
representative building will be modelled together with the rocking wall.
It will be shown that the response of the rocking wall indeed depends on the soil parameters. The study
also confirms that it is extremely important to include the effect of the building's mass and stiffness
when simulating the motion of a rocking wall.
Chapter 2
Rocking Walls in Earthquake
Engineering
2.1 Historical Overview of Earthquake Engineering
In [7] and [8], Housner gives an overview of the practice of earthquake engineering in the late
forties to mid fifties. From this paper it can be inferred that earthquake engineering only became
a topic in the design of buildings in the United States after the 1930s. Before then, no action was
taken to design earthquake resistant structures. Consequently, structures simply could not take the
loads that are associated with major earthquakes, and a series of earthquakes across the globe caused
collapses of buildings or significant damage that necessitated demolition. These damage scenarios
evidently involved lots of injuries and casualties. These events made the lack of structural resistance
to earthquakes catch the public's attention and soon building codes started to specify requirements for
buildings concerning earthquake resistance.
Around the fifties, the design of buildings to withstand earthquake loads was based on static analysis.
Each element of the structure that had a mass, was assigned a lateral load of H = C - W. In this
formula, H is the lateral load for the element, W is the mass of the element, and C is a specified seismic
coefficient. The structure is then designed to withstand this lateral load from all elements in every
possible lateral direction. In this strategy, everything depends on the constant C. The constant was
determined by the engineering judgement of experienced engineers and could therefore vary between
regions. Already back then, the constant C depended on the height of the structure, which is similar to
what we do now when using design spectra, since a good approximation for the fundamental period of
a building is:
Ti ~ N/10,
which depends on N, the number of stories in the building and thus on the height. This static method
was not so much used to calculate stresses during earthquakes but instead ensured that adequate strength
would be available during earthquakes. Engineers back then namely realized that they made a significant
approximation by using a static analysis instead of considering the dynamic problem. Although they had
the necessary knowledge to do dynamic analysis, they simply did not have the tools to apply dynamics
to complete structures with many variables. Bounded by computational limitations, buildings' frames
were mostly designed to be symmetrical and simple.
It is clear that allowing only elastic deformations in structures during earthquakes, will result in very
strong and stiff structures with large structural elements. In [9], it is for the first time suggested that
allowing plastic deformations could result in designs that are still safe but have more slender elements.
This is possible because the plastic deformations will dissipate energy and can therefore be considered
to be a source of extra damping.
The development of the finite element method and the computer, both in the second half of the
twentieth century, gave engineers the possibility of applying dynamic analysis techniques to more
sophisticated models of structures. This development had a few consequences. First, engineers were no
longer bounded by computational limitations and asymmetrical and complex building concepts could
be explored. Secondly, the fact that innovative techniques could now be tested with mathematical
models before setting up experiments, allowed for a quickly increasing understanding of the efficiency
of different strategies for earthquake engineering.
At the same time, the desire grew to design structures that not only remain stable during and after
earthquakes, but would also have minimal damage afterwards. This desire grew after earthquakes where
the damage to buildings was so severe that they had to be demolished or extensively repaired, which had
as a consequences that these buildings could not be occupied for a long time. This had major economical
impacts, which were to be avoided in the future.
Both the minimum damage requirements as the new insights in different strategies for earthquake
engineering led to modem design methods, some of which are classified as damage avoidance design,
others as damage tolerant design [11]. A popular technique is seismic isolation, in which the foundation
of the building is designed to not transfer motion to the building. Another technique is to add damping
devices to the structure to dissipate the power that does flow into the building. Section 2.2 will go into
more detail about current strategies in earthquake engineering.
In practice, most buildings are not designed using dynamic analysis, but response spectra. Although
response spectra take the dynamic properties of structures more rigourously into account than the
methods in the middle of the twentieth century did, we basically still consider the problem to be
static. Based on the fundamental period of the structure and the ratio of critical damping, a maximum
acceleration is assumed and used in stability calculations and in design. If this is compared to the old
technique of simply assigning a lateral load to all masses in a structure (according to H = C -W), then
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Figure 2.1: Seismic performance levels for buildings, recommended by Vision 2000
it can be seen that response spectra are just used to rigourously determine the factor C. However, for
important or unconventional buildings in earthquake-prone regions or when experimental techniques are
used, the dynamic behaviour is always taken into account nowadays.
The latest trend in design codes for earthquake engineering is to evolve towards performance-based
codes. Performance-based engineering is defined as making an integral design which includes selecting
appropriate design criteria, designing the overall structural system, detailing the members, assuring the
quality of the construction and maintaining the building [2]. This means that, instead of specifying load
requirements, design codes will rather specify acceptable levels of damage for earthquakes with different
periods of return and for buildings with different importance levels. Figure 2.1 gives an example of such
performance objectives. The figure shows that the required performance level depends on the severity
of the earthquake and the importance of the structure. The latter is defined in design performance
objectives, which couple desired performance levels with levels of seismic hazard. A performance-
based design code allows for much more flexibility and engineering and might open possibilities for
more creative design.
Another trend in construction is the emergence of design-build contracts. In build only contracts, there
is very little incentive for the design company to come up with cost efficient designs, and there are
very little possibilities for the contractor to distinguish himself from the competition in terms of cost.
The only way for contractors to offer a lower price is to come up with efficient construction methods.
In design-build contracts however, the design and construction are now done by one company or a
consortium of companies. In this situation, design engineers do have an incentive to create creative
design in order to reduce costs.
The two mentioned trends may cause engineering companies to abandon the quasi-static design
methods, for example based on design spectra, and evolve towards using dynamic analysis. The latter
makes it possible to account for the benefits of modem techniques (Section 2.2) in the earthquake
resistance of structures.
2.2 Innovative Techniques
The fundamental difference between conventional and innovative techniques can be explained using
energy principles [2]. During ground motion, power flows from the soil to the building. This
power is partly stored as strain and kinetic energy and partly dissipated through damping mechanisms.
Mathematically, this principle can be expressed as:
(Ws,net (T) - WV (r) )dr + Es,o = Es (t) + Ek (t) , (2.1)
with:
- Wss,net (r): the net power flow from the soil to the structure at a time T.
- Wd (T): the energy dissipated at a time T.
- Es,o: the total initial strain energy in the entire structure.
e Es (t): the total strain energy in the entire structure at a time t.
- Ek (t): the total kinetic energy in the entire structure at a time t.
Based on this formula, conventional methods "simply" design the structure so that it can store the
maximum elastic energy E. This means that a lot of elastic capacity is needed and hence conventional
approaches usually lead to heavy elements. Designing buildings this way for maximum considered
earthquakes (MCE) is not feasible and hence these earthquakes will cause considerable damage to the
structure.
Innovative methods attempt to reduce the power that flows into the structure Wss,net, increase the
dissipation Wd by adding damping or distribute the strain energy Es over as many elements as possible.
These innovative methods usually require the addition of mechanical devices to the structure. From
Eq.(2. 1) it can be seen that the goal of using these methods is to decrease the maximum strain energy
Es. This allows for elements to be more slender and will also limit the damage after MCES.
Increasing the damping can be done by adding damping devices and/or by using ductile material for
certain members. If ductile materials are used, they would be allowed to deform plastically during
strong earthquakes and hence dissipate energy. The effect of adding damping to a structure can clearly
be seen in response spectra or transfer functions. Both show that the motion of the structure will reduce
when damping is added. The advantage of using damping devices instead of ductile materials is that they
also increase the structural response for light earthquakes, for which no plastic deformation is allowed.
These damping devices are usually placed between the primary structure, which supports the gravity
loads, and a secondary system [11]. Figure 2.2[1] illustrates this principle schematically. This kind of
structural system is also called a damage tolerant structure. It is designed in such a way that only the
secondary system will yield during heavy earthquakes. The primary system stays in the elastic region.
After an earthquake, the damaged damping devices in the secondary system can easily be replaced while
the primary structure is still intact. The ease of repair has two important advantages. First, the repair
cost will be low because only easily replaceable parts will be damaged. The gap in repair cost between
conventional systems and damage controlled systems is illustrated in Figure 2.2[2]. Second, because
the undamaged primary system has enough capacity to support the normal service loads, there is no
downtime in the use of the building.
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Figure 2.2: [1] Damage-controlled structure with (a) the total structure, (b) the primary structure and
(c) the secondary structure. [2] Repair cost versus Earthquake intensity. [4]
If the desired performance level cannot be reached by dissipation only, the power flow into the structure
can be decreased by using base isolation techniques. The base isolation is accomplished by placing
the structure on elastomeric or sliding devices. The effects of base isolation can be amazing and
can be illustrated by considering a simple SDOF system as shown in Figure 2.3. The red transfer
function represents that of a structure without base isolation. Conventional methods would improve
the earthquake resistance by strengthening and stiffening the structure. This would push the resonance
peak in Figure 2.3 out of the frequency range of the earthquake and hence reduce the accelerations
of the building. However, the figure clearly shows that there is a limit to which accelerations can
be decreased. The accelerations cannot be lower than the ground accelerations. Innovative methods
improve the earthquake resistance with base isolation. The effects of this are represented by the green
line. It is clear that this technique can reduce building accelerations below the ground accelerations.
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Figure 2.3: Simplified representation of the effect of base isolation. Both SDOF models have 2.5% of
critical damping. The frequency content of the El Centro earthquake is given with the grey
line to show typical frequency ranges of earthquakes.
The innovative techniques presented above are all classified as passive techniques. Others can be
classified as active control, in which actuators are used to apply forces to the structure in order to
balance earthquake induced forces. These techniques will not be discussed here since they are irrelevant
to the concept of rocking walls.
As will be explained in Section 2.3, rocking walls combine features of the seismic isolation and the
supplemental damping methods.
2.3 Rocking Walls
As indicated by its name, rocking walls are shear walls that are allowed to rock on their foundation.
The dynamics of rigid rocking objects was first described in [10], in which the rocking motion of rigid
blocks are considered. This study was done because observations after the Chilean earthquake of May
1960 showed that some structures that appeared to be less stable than others, were actually less damaged
by the motions due to the earthquake. The study showed that:
"the stability of a tall slender block subjected to earthquake motion is much greater than
would be inferred from its stability against a constant horizontal force".
2.3.1 Contribution to Earthquake Resistance
The use of rocking walls as structural systems to resist earthquake loadings was introduced in [6]. These
rocking walls are very similar to regular shear walls, with the exception that they are not fixed to the
foundation, but instead free to rotate at the base. Introducing rocking walls in buildings is a very efficient
strategy to improve the earthquake resistance. Rocking walls use three strategies to fulfill this purpose.
The first benefit of placing a rocking wall in a frame structure is that it controls the deformation pattern
of the building. A rocking wall spreads the total drift of the building out over all the floor levels. When
properly designed, the maximum interstory drift in buildings with a rocking wall will be significantly
less than they otherwise would be. This is very important since large interstory drifts in one or more
floor levels can lead directly to the collapse of those levels, also called soft story collapse. Figure 2.5(a)
shows the failure mechanism responsible for soft story collapses. The large interstory drift leads to
plastic hinges at the top and bottom of the columns. When the lateral system of the building depends
on these columns, this creates a mechanism. A search for earthquake failures on the internet will show
that this failure mechanism is observed very frequently. Figure 2.4 show some real examples of such
failures.
(a) (b)
Figure 2.4: Two examples of soft story collapse due to too large interstory drifts: Kobe 1995 [15] and
Tungshih 1999 [13]
The distribution of the lateral displacement over all levels, by a rocking wall, has the important
consequence that if the design strategy of strong columns - weak beams is used, the plastic hinges
will form in the beams instead of the columns. One could argue that this will also lead to a mechanism
if the lateral system is dependent on the moment frame, which is true indeed. However, this situation is
for three reasons more desirable than the soft story mechanism.
First, constant interstory displacements, caused by the rocking wall, imply that many more plastic hinges
must form before a mechanism is created, as is obvious in Figure 2.5. This means that many more
elements are used to their full capacity. This can be qualitatively explained with the charts underneath
the figures of the failure mechanisms. The amount of red in both of these charts represents the amount
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Figure 2.5: Influence of rocking walls on the failure mechanism during earthquakes: (a) a soft story
collapse and (b) the failure mechanism with a rocking wall.
of capacity of the system that is used at the moment of collapse. The blocks in these charts represent the
contributions of the column and beam elements to the capacity of the system. At the moment of the soft
story collapse, only few elements are used to their full capacity. Hence, this failure mechanism will be
easier to create. At the moment that the rocking system collapses many more elements are fully used.
This mechanism will therefore be much harder to create. Ductility is an important material quality that
is needed for this theory to work. Although the rocking wall system has many plastic hinges, not all of
these hinges will be created at the same time. The hinges that form first, will need to deform even more
before other hinges are created. This requires ductility.
Second, earthquake resistance is not a static problem, but inherently a dynamic problem. It is well known
that damping will reduce the motions and strains of a structure during a dynamic excitation Eq.(2. 1).
When a plastic hinge undergoes cycles of dynamic loading, it will dissipate energy. Therefore, the more
plastic hinges that are created, the more energy will be dissipated. Hence, more plastic hinges means
a bigger reduction of the motions. This will in its turn reduce the likelihood of other plastic hinges to
form, and thus also the likelihood of the creation of a mechanism. Since the rocking wall system needs
many plastic hinges before a failure mechanism is formed, it will dissipate enormous amounts of energy
before this happens.
Finally, the force in the columns should be considered. This force is indicated in Figure 2.5 by
arrows. Provided that there is a lateral system to compensate horizontal components, this force will
approximately be aligned with the column's axis. In the soft story mechanism, the force in the columns
activates the mechanism. The force in the columns in the rocking wall system does not activate the
mechanism.
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Figure 2.6: A joint that provides shear but no bending resistance, used in the retrofit of the G3 building
on the Suzukakedai campus of the Tokyo Institute of Technology [16]
Besides the mentioned benefits of rocking walls, it should be pointed out that the presence of a rocking
wall will also provide the desired lateral system. It can be seen in in Figure 2.5(b) that as long as the
tendon in the rocking wall does not break, the structure is not a mechanism.
The discussed effects of rocking walls are all related to the fact that it controls the deformation pattern of
the building. Besides this advantage, the rocking wall also facilitates the use of supplementing devices.
Also, the motion of the rocking wall by itself will be a source of damping. Section 2.3.3 will discuss
damping in rocking wall systems in more detail.
2.3.2 Static Behavior
Like regular shear walls, rocking walls add to the shear resistance of the structural system that they are
part of. The shear causes the same stresses in the wall as in a conventional shear wall. The difference
lies in the interface between the base of the wall and its foundation. Unless a joint that has a shear
capacity without resisting rotations is designed, the shear force is transferred to the foundation only by
friction. An example of a pure shear joint is shown in Figure 2.6.
While the shear behaviour of rocking walls is very similar to that of shear walls, the bending behavior
is very different. In order for the rocking wall to rock, it can only have a limited amount of bending
resistance at the base. There are however two mechanisms that give the wall a certain moment resistance.
Consider a rocking wall that is being pushed over, on the moment that it is tipping over (Figure 2.7). It
is clear that the weight of the wall will give a resisting moment around point A:
Mir1 = W [bcos (0) - h sin (0) (2.2)2
This mechanism only works when the wall has a flat base. The other mechanism comes from prestressed
F
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Figure 2.7: Static moment resistance mechanisms in rocking walls
tendons that can be present in the rocking wall (Section 2.3.4). Suppose that there is one tendon in the
middle of the wall, which is not bonded to the concrete (Figure 2.7). The force F is the superposition of
the pretension in the tendon (Fp) and the force due to the elongation of the tendon (Fs). The force due
to the elongation equals:
Fs = e EsAt
Fs - tan() (2.3)2 vh 2 +b 2
with Es the Young's modulus of steel and At the section of the tendons. The resisting bending moment
becomes:
Mr2  [bta= (0) EsAt + Fp 2 (2.4)2V/h2 +b2 ' 12
Because of the prestress in the tendon, Mr2 is nonzero, even when there is no uplift of the wall. The
total moment resistance as a function of 6 is the sum of Mr and Mr2. In [6], also formulas for other
configurations of tendons are given.
2.3.3 Sources of Damping in the Motion of Rocking Walls
Also in [6], the use of energy dissipating devices was already suggested. The energy dissipating devices
are used to improve the seismic response or, in other words, to reduce the motions during earthquakes.
If properly designed, damage will only occur in these devices. This means that if the devices are easily
replaceable, structures can be repaired fast so that the operational downtime of buildings after seismic
events will be small. This strategy corresponds to the design philosophy of damage controlled design.
Four sources of damping can be identified in structures with rocking walls [6]:
eo + + (fa + (sup, (2.5)
in which:
- (to: the total damping on the motion of the rocking wall
- (o: the damping in the structure. This damping depends on the materials and is typically about
1 - 2% of critical damping for steel structures and 2 - 5% of critical damping for concrete
structures.
- r: the radiation damping due to waves in the soil. The radiation damping due to impacts of the
rocking wall on its foundation was studied in [12] and in [10]. It was found that the radiation
damping is given by:
1 - r b/Heff 0.75 + 3(r = Cwan = ( 2 (2.6)
C cl Tq nai1 + (h) )
with r the ratio of kinetic energy before and after impact and Ccwan is the shear capacity at the
base of the wall. The formula assumes that both the wall and the soil are perfectly rigid and that
no bouncing occurs.
- (fa: the damping due to inelastic behaviour in the frame to which the rocking wall is connected.
This damping source can be estimated as [6]:
2 (1 -as) 1 t
(fa = - )(I ' (2.7)y (1T as + Vas)
in which p is the displacement ductility', as is the postyield to initial stifness ratio and v is an
efficiency coefficient.
- (sup: supplemental damping that is caused by implemented damping devices. In a structural
system that includes a rocking wall, two interfaces with large differential motions exist. These
interfaces are excellent locations for supplemental damping devices since large differential
displacements mean that these devices will undergo large strains and will therefore be able to
dissipate a maximum amount of energy. The first location is at the base of the rocking wall,
'The ratio between the strain at yielding and the maximum strain in the hysteresis loop.
between the rocking wall and its foundation. When a rocking wall is combined with a frame
structure, the interface between the rocking wall and the neighbouring columns of the frame is
another boundary with large differential displacements. These locations are illustrated in Figure
2.8.
(a) (b)
Figure 2.8: Two interfaces where a lot of differential displacements can be expected and hence ideal
for dampers. The dampers are colored in red.
2.3.4 Prestressed Tendons
The use of prestressed tendons in rocking walls were suggested in [6]. There are three main motivations
for the use of tendons in rocking walls. First, the prestressed tendons provide resistance against
overturning moments in the static or dynamic case. This advantage has been discussed in Section
2.3.2. Secondly, the fact that these tendons are prestressed gives the system a self restoring ability.
This is important because plasticity can be expected during the motion of the system. Figure 2.9(a)
shows a schematic strain-stress diagram for a material that goes through a plastic cycle and does not
have self-restoring properties. The material starts by responding elastically until the yielding stress fy
is reached and it deforms plastically. The stress then decreases and reaches the negative yielding stress,
after which it deforms plastically again. When the stress goes back to zero, there is a final strain ef
in the material. If we consider a similar cycle on the rocking wall system's level, the wall will have
a final angle. If no prestressed tendon is present, repairs would be needed to put the wall back in its
initial position. Finally, the prestressed tendons can easily be connected to shear fuses, which act as
supplemental damping devices (Figure 2.9(b)).
In [6], it is discussed what influence the configuration of the tendons and the prestress in the tendons
have on the motion of rocking wall systems during earthquakes. The effect of several levels of prestress
was researched but it was concluded that the prestress level did not have a significant influence on
the response of the structure. Prestress is however recommended for the self-restoring capacity, the
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Figure 2.9: Two of the advantages of tendons in rocking walls are (a) the self-restoring property it
gives to the system and (b) the possibility to attach shear fuses.
resistance against overturning moment and to keep the tendons straight in reverse cycles for some tendon
configurations.
Six different tendon configurations were assessed (Figure 2.10). One wall only had tendons in the center
of the wall. Two walls had two parallel tendons, respectively one and four meters apart from each other
(W in figure 2.10). Finally, three walls had tendons draped in the shape of the moment diagram that can
be expected during earthquakes. At the base they had widths of respectively eight, twelve and sixteen
meters (W in figure 2.10). The study concludes that the performance of the draped profiles is generally
the best but that increasing the base width does not generally improves the performance. In structures
where the draped profile is undesirable, straight tendons should be used. Straight tendons have the
disadvantage of giving less deformation when attached to shear fuses.
2.4 Case Studies
G3 building Tokyo Institute of Technology
The recent retrofit of the G3 building in the Suzukakedai campus of the Tokyo Institute of Technology
[16] provides an excellent case study to illustrate the design of structural systems with a rocking wall.
The G3 building was built in 1979, satisfying the building codes from that time. Due to changes in the
Japanese building codes in 1981, this building was categorized as a building that needs to be retrofitted
to improve its earthquake resistance.
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Figure 2.10: Possible configurations of tendons in a rocking wall.
The eleven story building has a total height of 39.70 meters. The steel reinforced concrete frame is
shown Figure 2.11. The original shear walls are colored in blue and the added rocking walls in yellow.
Figure 2.11: G3 Building Tokyo Institute of Technology, before (left) and after (right) retrofit [16].
Six rocking walls were added to the building in order to improve its earthquake resistance. The location
of these walls is shown in Figure 2.12. The rocking walls are 4.4 meters wide and 0.6 meters thick.
These rocking walls are made out of steel reinforced concrete and are prestressed to avoid cracking,
which is important since they are an architectural feature as well.
An application of what was explained in Section 2.3.3 is also found here. As was shown in Figure 2.8,
the interface between the rocking wall and the building's frame is an ideal location for dampers. This
is exactly where the dampers are located in this building. In this application, these dampers not only
provide an extra source of energy dissipation, but provide rotational stability for the rocking wall. This
was needed, because the wall rests on a pinned shear connection as seen in Figure 2.6. The use of this
shear joint has the disadvantage that no moment capacity can be provided by the weight of the wall nor
by prestressed tendons in the center of the wall. The benefit of such a joint is the avoidance of impacts
on the soil during the motion. This has the disadvantage that no radiation damping will occur anymore,
but it avoids damage in the wall or compaction of the soil.
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Figure 2.12: Location of the rocking walls in the G3 building [16].
By simulating the earthquake response of the building, it was shown that the addition of the rocking
walls drastically improved the seismic performance of the building: smaller displacements and a more
uniform interstory displacement profile were found.
E-Defense Shake Table Test
In August 2009, the E-Defense facilities were used to test the behavior of rocking walls intensively.2
The intentions of this test were threefold: large-scale validation of simulation models, proof-of-concept
and performance assessment [5]. The test set-up is shown in Figure 2.13. It can be seen that a frame
was used in this test instead of a rocking wall. Provided that the frame is sufficiently stiff, this should
not make a difference in the response.
As can be seen in Figure 2.13, the effect of the building is incorporated by adding mass over the height
of the rocking frame. This mass is laterally supported by the rocking frame but not vertically. This is
in accordance with the real situation in which the building frame is responsible for carrying the vertical
loads. The frame obviously has a smaller mass than a concrete rocking wall, but prestress is added to
provide a rotational stiffness instead.3 Damping fuses are attached to these tendons to dissipate energy.
The tendons are prestressed to a combined force of 800 kN and reached a maximum combined force of
2000 kN during motion.
This set-up was intensively used for testing and many variables were monitored. Interesting for this
thesis is the impact force on the right column as shown in Figure 2.14. The maximum impact force on
2 E-Defense is a Japanese vibration testing facility. It is the largest facility in the world and can simulate motions in all three
directions.
3Prestress is often also used for concrete rocking walls to provide a rotational stiffness in addition to the inverted pendulum
stiffness.
Controlled Rocking Frame
Figure 2.13: Test set-up for testing a rocking frame [5].
the ground is over 2000 kN, which corresponds with the maximum force in the prestress tendons. This
is a significant impact which can lead to problems, both in the soil as in the frame.
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Figure 2.14: Impact force in the right column [5].
The results of the tests proved that rocking wall/frame systems are efficient in creating earthquake
resistant structures.
2.5 Uncertainties about the Rocking Wall System
At this moment, still a few uncertainties exist about rocking wall systems. Firstly, it is obvious that the
impact of the rocking wall on the soil leads to very large stresses, in both the soil and the rocking wall.
The effect of these stresses on the rocking wall has already been observed. A few cases where the toe of
the rocking wall experienced compressive failure, are known. These failures are directly related to the
large compressive stressed in the rocking wall during impact on the base.
The effect of the alternating compressive stresses in the soil has not been studied yet. Dynamic
compressive forces on a soil might lead to compaction of the soil, which could lead to significant
differential settlements of the building's foundation. This can cause serious damage and it therefore
seems appropriate to research these effects.
Finally, the impacts of the wall on its foundation, will cause wave propagation in the soil. Waves contain
energy, which can only come from the rocking wall system. So far, this effect has been accounted
for by Eq.(2.6). However, this formula considers both the wall as the soil to be rigid. This is a fair
approximation for the wall but not for the soil. Also, the formula is only valid when the rocking wall is
considered by itself, not attached to any structure. It will be shown in this thesis that it is not valid to
use Eq.(2.6) in order to estimate the radiation damping.
2.6 Contribution
In Section 2.5, a few uncertainties about the effect or behaviour of rocking walls was mentioned. This
thesis addresses the last topic: the energy losses due to the impact of the rocking wall on the soil.
Specifically, the influence of the flexibility of the soil on the radiation damping will be taken into
account. This will be done by researching the effect of two soil parameters on the motion of rocking
walls: the shear wave velocity and the Poisson ratio.
It was pointed out in Section 2.5 that it is not valid to estimate an equivalent damping ratio for the motion
of the rocking wall by itself and then using this damping ratio to model the response of the building.
Therefore, the rocking wall will be modelled, attached to a realistic structure, which will be modelled
in a simplified manner.
Chapter 3
Finite Element Model of the Soil
3.1 Introduction
As explained in Eq.(2.5), radiation damping is a source of damping that should be considered in the
motion of rocking walls. Eq.(2.6) shows that current formulas assume a ratio of kinetic energy before
and after impact without taking into account the actual soil parameters. In next two chapters, a model
will be presented that will allow to research the amount of radiation damping as a function of two
important soil parameters: the shear wave velocity C, and the Poisson's ratio v. It is obvious that in a
soil-structure problem, there are three main parts in the model: the modeling of the soil, the modeling
of the structure and the modeling of their interaction. This chapter will focus on the modeling of the
soil. The other two topics will be discussed in the next chapter.
The soil will be modelled with finite elements. An important consideration for the finite element method
is the number of dimensions in which the problem will be modelled. Section 3.2 will discuss the
considerations that are important when deciding for a 2D or 3D model. A next important decision
that has to be made when using the finite element method is what mesh to use. This is of very high
importance when modeling waves. The mesh that will be used will depend on the soil parameters,
therefore both the mesh and the soil parameters will be discussed together in Section 3.3. Once the
mesh is known, the finite element method will be used to calculate a global mass, damping and stiffness
matrix. The calculation of these matrices will be discussed in section 3.4. In order to show that the
finite element model works flawlessly, results for a static load will be compared with results obtained
with ADINA. This will be discussed in Section 3.5. A big concern in modeling wave propagation is the
modeling of the boundaries of the soil island. Section 3.6 will explain how this problem was dealt with.
3.2 Dimensions of the Soil Body
Strictly speaking, one needs to consider the general 3D scenario to model wave propagation in soils.
This can easily be seen when one considers a harmonic point load on a soil body. In isotropic soils, the
energy in the waves travels with the same velocity in all directions. In the case of undamped soils, the
energy trapped in one wavelength A does not change. However, the volume of the wavelet, in which
this energy is located is V = 27rR 2A, with R the distance between the point load and the wave. If the
soil is modelled in 2D, the energy is located in a volume V = rfRtA, with t the considered thickness of
the soil layer. It can be seen that in the 3D model, the energy density decays proportional to 1, while
in the 2D case, it decays proportional to 1. This means that the wave will take a longer time to decay
in the 2D case. Modelling the soil in 2D basically means that it is assumed that the point load on the
surface is actually an infinitely long line load in the direction perpendicular to the plane.
The previous discussion indicates that a 3D model is necessary if one is interested in modelling wave
propagation accurately. However, 3D finite element methods are computationally very expensive. If
a 2D model has n 2 nodes, the equivalent 3D model' has na3 nodes. Moreover, each node now has 3
degrees of freedom instead of 2. In other words, if the 2D model has nDOF degrees of freedom, then
the equivalent 3D model has 3 (flF)3/2 degrees of freedom. Finally, the system matrices, such as the
stiffness, damping and mass matrices, are of size nDOF x nDOF- Therefore, if the 2D model has system
matrices with ne elements, the equivalent 3D model has 2n3 elements in its system matrices. These
numbers are very important since nDOF is equal to the number of equations to be solved and is therefore
related to the calculation time and ne is related to the number of elements in the system matrices and
therefore related to the storage capacity required. Since models to simulate wave propagation need
a considerably large number of nodes, 3D models are computationally too expensive to be modelled
in Matlab with a personal computer. For example, if a soil body with sides of 200m is modelled with
linear elements of size 1 Om, then the 2D model has 882 degrees of freedom and the 3D model has 27,783
degrees of freedom. For this reason, it was chosen to model the soil island in two dimensions. Although
this will not provided the most accurate results, they do give an insight in the physical situation.
3.3 Soil Parameters and Finite Element Mesh
A very important characteristic of soils is the shear wave velocity. Table 3.1 lists the typical shear wave
velocity C, for different types of soil. Shear wave velocities from 50 to 2000 m/s will be considered,
spanning over the entire range of Table 3.1.
The shear wave velocity relates to the material parameters as:
'An equivalent 3D model has the same element and soil island sizes as the 2D model.
Table 3.1: Shear wave velocity in soils
Typical C, [m/s] soil type
< 100 Very soft soil (Mexico City Clay)
100 - 200 Clay or soft sand
200 - 300 Sand, gravel
300 - 1000 Very stiff soil
1000 - 1500 Soft rock
> 1500 Rock
Cs = . (3.1)
A reasonable value for the weight of soft clays is 17, 000 N/m3, for rock a weight density of 24, 000
N/m 3 will be used. The Young's modulus is related as:
E = 2G (1 + v) ,
The motion of the foundation will also cause P waves. The velocities of both waves are related:
CP = C, 2 2 .
1 - 2v
If the wavelength is a function of the frequency and the shear wave velocity:
W
ks = 
.
The relation between the wavelength A and the wavenumber k, is:
27r
A = ,
ks
(3.2)
(3.3)
(3.4)
(3.5)
The previous two relations are very important because the soil is modelled in a discretized manner. To
model a wave accurately, at least five 9-node elements per wavelength are needed. In Chapter 4 it will
be explained that elements of 2.5 m are necessary. This means that the smallest wavelength that can be
modelled accurately is 12.5 m. According to Eq.(3.5) this corresponds with a maximum wave number
of 0.5 m- 1 and Eq.(3.4) shows that this means that a maximum frequency of 4 Hz can be modelled for
the soils with the lowest shear wave velocity.
Table 3.2 gives the relevant parameters of all the soils that will be considered.
Table 3.2: Considered soils
C v y soil type p Cp C E frax
[m/s] [-] [kN/m 3 ] [m/s] [Pa] [Pa] [Hz]
A 50 0.3 very soft soil 17 94 4.25e+07 1.11e+08 4
B 50 0.35 very soft soil 17 104 4.25e+07 1.15e+08 4
C 100 0.3 clay 18 187 1.80e+08 4.68e+08 8
D 100 0.35 clay 18 208 1.80e+08 4.86e+08 8
E 150 0.3 clay-sand 18 281 4.05e+08 1.05e+09 12
F 150 0.35 clay-sand 18 312 4.05e+08 1.09e+09 12
G 250 0.3 sand - gravel 20 468 1.25e+09 3.25e+09 20
H 250 0.35 sand - gravel 20 520 1.25e+09 3.38e+09 20
I 500 0.3 very stiff soil 21 935 5.25e+09 1.37e+10 40
J 500 0.35 very stiff soil 21 1041 5.25e+09 1.42e+10 40
K 750 0.3 very stiff soil 21 1403 1.18e+10 3.07e+10 60
L 750 0.35 very stiff soil 21 1561 1.18e+10 3.19e+10 60
M 1000 0.3 soft rock 22 1871 2.20e+10 5.72e+10 80
N 1000 0.35 soft rock 22 2082 2.20e+10 5.94e+10 80
0 1500 0.3 rock 23 2806 5.18e+10 1.35e+11 120
P 1500 0.35 rock 23 3122 5.18e+10 1.40e+11 120
Q 2000 0.3 rock 24 3742 9.60e+10 2.50e+11 160
R 2000 0.35 rock 24 4163 9.60e+10 2.59e+11 160
The size of the soil island is the only parameter yet to be established. The limitation on the size of the
soil island is purely computational. Since Matlab is used for the programming, not a lot of memory is
available. This put a practical limitations on the number of elements to be used. It was found that a
mesh of 2500 nodes or 5000 degrees of freedom was the limit for the available hardware.
It was chosen to use a square mesh, with the rocking wall on the middle of the top surface. This was
chosen because with this geometry, it will take all waves the same time to be reflected and reach the point
of interest again. This is obvious for the shear waves at the top surface: both the shear waves travelling
to the right and to the left need to travel over the same distance. The waves that travel downwards will
have to travel double the distance. However, these waves are pressure waves and, as can be seen in Table
3.2, their velocity is more or less twice the velocity of shear waves, depending on v.
Given the limitation of about 2500 nodes, a square mesh of 24 by 24 9-node elements can be used. This
gives 2401 nodes. With the already determined element size of 2.5 m, this means that the soil island
will be 60 m wide and 60 m deep. Such a small soil island means that it is absolutely necessary that the
boundaries will not reflect waves.
3.4 Determining the System Matrices with the Finite Element
Method
The principle of virtual displacements is used to derive the element stiffness matrices [1]:
IVETT dV UTf B dV + s USTfSf dS + E Ui
T R'. (3.6)
For the two dimensional case, the variables in this equation are:
- V is the volume of the body,
- Sf is the surface of the body on which tractions are prescribed. The complementary surface S, is
the surface where displacements are prescribed,
- U is the displacement vector [U V]T,
- E is the strain vector [EXX Ey YXY ,
- r is the stress vector [Trx Tyy Txy]l,
- fB are the body forces [f B fYB] T,
- f Sf are the surface tractions fX.' Sfy and
- R' are concentrated forces.
A bar above a displacement or strain vector indicates that these are virtual. Already at this point, an
approximation can be made: no surface tractions will be considered; fSf = 0. Also, the dynamic
behaviour of the soil will be modelled by the use of the d'Alembert principle. This means that the
inertia can be modelled as a body force; f B -pU. Other than this d'Alembert force, no body forces
will be considered. Eq.(3.6) now becomes:
IA T r dV + UT p0 dV = ( UT R', (3.7)
where the d'Alembert forces are put on the left hand side with the unknown terms. The stresses r relate
to the strains c:
r = CE + -r0 (3.8)
in which C is the stress-strain material matrix and T 0 are the initial stresses in the material. As the
name points out, this matrix will depend on the material parameters. It also depends on the mathematical
model that is used. For soils, a plane strain analysis is appropriate, which makes the stress-strain material
matrix:
1 " 0
E(1-v) -"C =" 1 0 .(3.9)(1+ v) (1 - 2v) 1--" 1-2(S 0 2(1-v)
Although there are initial stresses in the soil, these will not be considered; r 0 = 0. Only the extra
stresses due to the motion of the foundation will be calculated. This is a valid methodology since
nonlinearities will not be modelled. The strains can be calculated from the displacement fields:
-0
E = DU, with D= 0 . (3.10)
Eq.(3.8) and Eq.(3.10) can be inserted in Eq.(3.7):
UT D T CDU dV + UT p dV = U T RC. (3.11)
V V
To come to the finite element equations, the displacement fields are interpolated between nodal
displacements. As such, the displacements are approximated as:
U = HU and U = HU, (3.12)
with H a matrix with the interpolation functions, U the nodal displacements of all the nodes and U the
approximation for the displacements over the body. Entering Eq.(3.12) in Eq.3.11 gives:
$ H DTCDH dV + 0 HT pH dv H R ). (3.13)
K M RC
Since the UT UT and U are nodal values, these can be taken out of the integrals. The UT are the
nodal virtual displacements, which can be chosen arbitrarily. Choosing the first element one and all
others zero, gives the first equation. Choosing the second element one and all others zero, gives the
second equation, etc.
In the finite element method, interpolation functions are defined over the elements:
U(m) = H(C")O, (3.14)
with U(m) the approximation of the displacements over element m and H(m) the interpolation functions
of element m. Since the interpolation functions H(m) are only nonzero in the element m, the integrals
in Eq.(3.13) can now be split up into integrals over the volumes of the finite elements:
U T K I~)H(m)TDTCDH(m) dV) U+T
K(m)
_UT H() T R(m) (3.15)
The H(m) interpolation functions contain many zero elements since they relate the displacements in an
element to all nodal displacements in the body. Only the nodes on the boundaries of an element or the
nodes in an element have an effect on the displacements in the element. To simplify the further notations
and calculations, the H(m) and corresponding element matrices are reduced to their nonzero rows and
columns. Adopting this strategy, one can now construct the element matrices K(m) and M(m) on the
level of the individual elements and afterwards construct the global matrices from the element matrices.
The damping matrix C will simply be constructed proportional to the stiffness matrix.
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Figure 3.1: Isoparametric element in the natural coordinate system.
To be able to formulate the element matrices for elements with arbitrary2 geometry, 2D isoparametric
elements are used. Isoparametric elements use a natural coordinate system (r, s). This element is shown
in Figure 3.1, in which also the local node numbers are shown. The elements that are used to model the
2Arbitrary within certain limits
soil, will have 9 local nodes. These elements are most efficient because they use quadratic interpolation
functions. A mapping exists between the natural coordinate system and the actual coordinate system:
x = 3hi (r, s) si
y= hi (r, s) i,
(3.16)
(3.17)
with hi the i'th interpolation function, which has a value 1 at local node i and 0 at all other nodes.
The interpolation functions are polynomials and depend on the number of nodes of the element. For
a definition of the interpolation functions, see [1]. The same interpolation functions are used for the
interpolation of the displacements:
(3.18)
(3.19)
v =3 hi (r, s) ti,
V hi (r, s) 0b,
which makes the matrices from above:
H(m) hi h2 - h8 h9
1 0
0
hi h 2 ...
(3.20)
h 8 hjI
(3.21)O = i 2 . 8 i9 01 V2 f8 9
The element matrices Eq.(3.15) can now be evaluated as:
K(m) = IV()
M(m) =
H (m)T DTCDH(m) dV
H(m)TpH(m) dV
The D-matrix contains derivatives to x and y but the interpolation functions are defined in the natural
coordinates in r and s. The Jacobian matrix relates both:
and:
(3.22)
(3.23)
6r _ Sr Sr 6xA 6x 6y 6_'
_6s.1 _= [L s . _6y.
(3.24)
The Jacobian can be evaluated in terms of r and s by using Eq.(3.16) and Eq.(3.17). DH(m) can now
be rewritten as:
B = DH(m) =
0 0
0 0
1 1
0 J-1 0]
1 0 
-
- L
h ... 6h9
r6r
h ... 6Sh9
6S 68
0 -.-. 0o 
Another problem in Eq.(3.22)
solved by replacing dV:
and Eq.(3.23) is the integration over the original volume. This can be
dV = t det Jdrds (3.26)
and integrating over s and r from -1 to +1. In this equation, t equals the thickness of the model.
After assembly of the global matrices, a set of n linear equations is obtained:
KU+CU + MU = R. (3.27)
Chapter 5 discusses how this set of equations is solved.
3.5 Comparison with ADINA
In order to show that the finite element method was correctly implemented, results for a static analysis
will be compared with results obtained with ADINA.
The mathematical model that is used for this purpose, is depicted in Figure 3.2. It is a soil body of 320
x 160 m2 , with a Young's modulus of 998 Mpa and a Poisson's ratio of 0.3.
The mesh that has been used in both ADINA as with the matlab code, is a mesh of 32 x 16 9 node
elements. The results found with ADINA corresponds exactly with the result found with the code that was
written for this project. The maximum v displacement is -2.70662e-04 m, the maximum u displacement
is 2.28309e-05 m.
0
0
6h1
5s
0
0
M9
6r9M9
os .J
(3.25)
P =100 kN
Figure 3.2: Mathematical model, used to validate the Finite Element code.
3.6 Boundary Problem
Regular boundaries, such as free, rolling or fixed boundaries, reflect incoming waves. This is an
important problem since in reality, these boundaries do not exist and the waves therefore simply continue
without being reflected.
Depending on the point in the soil body that one is interested in, one gets a certain window of time
before the reflecting boundaries affect the result. For this research, interest goes to the motion of the
rocking wall. This wall is located in the point that is the furthest away from all the boundaries. The time
that it will take shear waves to move to and back from the boundaries is:
21
S T -(3.28)Cs,
with 1 the distance between the foundation and the closest boundary. This distance is 30 m for the
problem under consideration. Given the minimum shear wave velocity of 50 m/s, this shear wave
reflection will affect the results after 1.2 sec. The maximum shear wave velocity will however already
affect the results after 0.03 seconds.
The load on the foundation will also cause P waves downwards. These waves will affect the result after:
2d
, = C,' (3.29)
with d the depth to the nearest boundary, which is 60 m for this soil island. Given the pressure wave
velocity of 4163 m/s, the shear wave reflection will affect the results after 0.029 sec.
It is clear that these time windows are too short to allow for conclusions about the motion of the rocking
wall. Therefore, absorbing boundaries will have to be used. This section will start with a brief discussion
about how regular boundaries reflect waves and then discuss the type of absorbing boundary that will
be used.
Reflecting Boundaries
Figure 3.3: The two standard types of boundaries that are easy to use but reflect waves.
The two standard boundary conditions used in models that not consider wave propagation, are rolling
or fixed boundaries (Figure 3.3). Both of them reflect shear waves in a different way. This can best
be explained by looking at a P wave in a rod. If a very short (compared to the time needed for the P
wave to reach the boundary) impulse compressive load is applied, the first section is compacted. This
compaction requires a force from the next section and hence a pressure wave moves into the rod. After
the wave has passed a section, this section is unstressed but moved over a small distance. Finally, this
pressure wave reaches the boundary.
If this boundary is a fixed boundary, then the force is transmitted to the "ground". Now, the rod is
however compacted at its last section, while no force is applied on this section from above. This section
will therefore expand again. Since the boundary is fixed, the section can only expand in the direction the
wave came from. Because of its inertia, it will move over its equilibrium point, basically applying an
impulse compressive load on the rod again, but from the other end. This introduces a new compression
wave in the rod. The fixed boundary thus reflects waves with the opposite amplitude.
However, if the boundary is a free boundary, the last section will not compact but be pushed forward.
Because of its inertia it will keep its velocity when the force on it is gone. Because of this, it will pull
on the rod, basically applying an impulse tension load on the rod. This introduces a tension wave in the
rod. The free boundary therefore reflects waves with the same amplitude.
For shear waves, the rolling boundary corresponds with the free boundary, and the fixed boundary of
course with the fixed boundary. They will therefore both reflect waves.
Many boundaries have been proposed to overcome this problem:
- Viscous boundaries: the boundary nodes are connected with viscous dampers to a fixed surface.
This strategy is straightforward and provides fairly good results.
- Smith boundaries: in which the calculation is done for both free and fixed boundaries and then
averaged out. A problem arises when the waves reflect twice. Both waves then do not cancel out
anymore.
- Paraxial boundaries consider the wave equation at the boundaries, perform transformations on it
and applies it at the boundaries.
- A cloning algorithm uses static condensation to "clone" the columns of finite elements at the
boundaries, in order to find impedance matrices for a very long piece of soil.
- Perfectly matched layers very smoothly "stretch" the soil so that they absorb the waves. It relies
on the principle that if changes in soil parameters are introduced slowly enough, they do not cause
reflections.
Because of their ease of implementation, it was chosen to use viscous boundaries. Their implementation
will be discussed below.
Viscous Boundaries
Dr
Figure 3.4: Viscous boundaries.
As the name describes, viscous boundaries consist of viscous dampers that are connected to a rigid
surface as seen in Figure 3.4. An important part of the implementation of these boundaries is the
calibration of the damper parameters. The tangential dampers will have a damping parameter Dt that is
tuned to absorb the shear waves:
Dt = pCsAeem, (3.30)
and the normal dampers will be tuned to absorb the pressure waves:
Dn = pCpAeem. (3.31)
The Aeiem in these formulas denotes the tributary area; or in a 2D case where a unit width is considered
the tributary length for each node. Special care is needed here, because 9 node elements are used in the
simulation. Since the length of the used elements is 2.5 m, each node has a tributary area of 1.25 m2 ,
except for the nodes at the corners which have a tributary area of 0.625 m2
Since the tangential dampers are tuned for shear waves and the normal dampers are tuned for pressure
waves, a question about the performance under inclined incoming waves arises. It turns out that for
angles below 60 degrees there is not a lot of energy in the reflected waves. Waves that come in under
a greater angle are not really important in the response at the surface: they will be reflected under the
same angle as they came in and hit the lower boundary under the complementary angle, which will be
lower than 30 degrees. The waves will thus be absorbed here.
To model the dampers, their damping parameters Dt and Dn are added to the appropriate diagonal
elements in the C matrix. Adding damping constants to the diagonal elements corresponds to
connecting that degree of freedom with a damper to a fixed point.
3.7 Conclusion
In this chapter, the finite element equations and procedures that were used to model the soil island were
discussed. It was explained that a 2D model will be used because of computational limitations. A few
remarks concerning the used finite element mesh were then given. Next, the principle of virtual work
was used to derive the expressions for the system matrices: a stiffness, a proportional damping and a
consistent mass matrix. It was then shown how these expressions can be evaluated with isoparametric
elements. By comparing results for a static analysis with results from ADINA, it was shown that the finite
element method was correctly implemented. Finally, it was pointed out that it is absolutely necessary to
use absorbing boundaries. For this reason, viscous boundaries were implemented.
Chapter 4
Including the structure in the model
4.1 Introduction
The modeling of the soil body was discussed in Chapter 3. Of course, the structure on top of this soil
body has to be modelled as well. This will be discussed in this chapter.
It would not be realistic to model the rocking wall by itself. Therefore, the structure that it is connected
to, will be modelled as well, but in a very simplified manner. This will be discussed in Section 4.2.
The rocking wall itself will be assumed to be perfectly rigid. This is a very reasonable assumption
since, given its size (Section 4.3), it is much stiffer than the rest of the building. With this assumption,
the rocking wall can be modelled by adding only three master degrees of freedom (Section 4.4). The
mass and stiffness matrix corresponding to these degrees of freedom will be derived in Section 4.5.
Finally, the rocking wall system matrices will be inserted in the soil system matrices by using constraint
equations and bilinear springs. This will be discussed in Section 4.6.
4.2 Modeling of the building
The building which the rocking wall is assumed to be part of, is schematically shown in Figure 4.1. The
building has ten floors (including the ground floor) and a roof. With a reasonable floor height of 3.5
m, the buildings' total height is 35 m. An aspect ratio of one is assumed, which is not uncommon for
medium rise buildings. This gives the building a width of 35 m, which can be covered with five seven
meter spans. So, over the length of a floor there will be six columns. Once this assumption is made,
the lateral stiffness of every floor can be estimated (assuming that all floors have the same stiffness).
Accounting for the flexibility of the girders that the columns are connected to, the lateral stiffness of
these columns becomes [3]:
35 m
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Figure 4.1: Schematic picture of the assumed building.
ki 12E= IC Lb
kext h3 (1+2r) h lb (4.1)
in which kint is the stiffness of interior columns, kext is the stiffness of the two corner columns, h is the
floor height, Ic is the moment of inertia of the column sections and Ib is the moment of inertia of the
beam sections. If concrete columns of 35 x 35 cm 2 and a concrete with a Young's modulus 3.5e+10 Pa
are used, this gives:
kint = 6.12e+06 N/m (4.2)
kext = 4.08e+06 N/m
The lateral stiffness of all floor is the summation of these stiffnesses:
k = 4kint + 2kext = 2.86e+07 N/m. (4.3)
If it is assumed that over the depth of the building, there is one rocking wall per two rows of columns,
then the lateral stiffness as experienced by the rocking wall is kh = 2k' ~ 6e+07 N/m.
The weight of a concrete building can be estimated by assuming that 90 % of the enclosed space is open
space and the other 10 % is taken up by concrete. If it is assumed that each rocking wall has a tributary
depth of 14 m, then the weight that it will feel from the building is:
M = HBDpb = (35 m) (35 m) (14 m) (250 kg/m 3) ~ 4.5e+06 kg. (4.4)
This mass can be lumped to the floors. A mass of M or 3.0e+05 kg is lumped to every floor but the15 3Oe0kgilupdtevrflobuth
ground floor and the roof. A mass of ! or 1.5e+05 kg is lumped to the roof and ground. The mass that
is lumped to the ground does not participate in the motion of the rocking wall.
With the previous numbers, the influence of the structure on the motion of the rocking wall can be
modelled by adding lumped masses and springs. To model the stiffnesses, a stick model is not necessary
but they can be modelled by adding springs between the rocking wall and a fixed point. The benefit
of this strategy is that no degrees of freedom are added to model the frame. This strategy is only
(approximately) valid because, as can be seen in Figure 4.1, the rocking wall forces the building to
deform linearly. This means that all the floors will have the same shear angle. Since it is assumed that
all floors have the same lateral stiffness, this linear displacement profile requires the same force on every
floor. Since for a linear displacement profile ui = iZu, with ui the displacement of floor i, and Au the
interstory displacement and since Fj = kji, with F the force on floor i and ki the spring constant by
which floor i is modelled, spring i should be given a stiffness:
ki kh (4.5)
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Figure 4.2: Model that is used to include the effect of the building that the rocking wall is part of.
The structure can now be modelled as shown in Figure 4.2. It can be seen that the masses are lumped
to the rocking wall with rigid links. These masses are then connected with springs to fixed points. The
spring stiffness decays with increasing floor level, to reach a minimum of j.
4.3 Properties of the Rocking wall
The properties of the buildings's frame were determined in the previous section. The properties of the
rocking wall remain to be estimated. This will be covered in this section.
p4 (x4;Y4)
p1 (x1;Y1)
b = 5 m
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P4 (x4;Y4)
Figure 4.3: The rocking wall: axes and points that will be referred to.
The rocking wall is of the same height of the building. For a rocking wall of 35 m high, it is reasonable
to assume that the wall is five meters wide and half a meter thick. Given a mass density for reinforced
concrete of about 2500 kg/m 3, the weight of the wall M, is 2.19e+05 kg. The moment of inertia of the
wall (J) for a rotation around an axis perpendicular to the wall and through the center of mass (axis c in
Figure 4.3) is:
J = ' (b2 + h 2 ) = 2.28e+07 kg . M 2 .
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(4.6)
This axis will however not be used in the simulation of the rocking wall. As will be explained further,
axis 1 and 2 will be used instead. The moment of inertia around both these axes is:
Je = J+ M (b2 +h 2 ) = 9.1e+07 kg -m2.4 (4.7)
4.4 Rocking Wall Degrees of Freedom
Since the rocking wall is significantly stiffer than the soil, it is a fair approximation to model the wall
as if it is rigid. The motion of a rigid object in 2D can be completely defined by the horizontal and
vertical translation and the rotation of one point in the body. According to this remark, the rocking wall
is modelled by adding only one node to the model. While the nodes to model the soil have 2 degrees
of freedom, this new node has three degrees of freedom: u for the horizontal displacement, v for the
vertical displacement and 0 for the rotation. This new node is shown in red in Figure 4.9. As can already
be seen in this figure, the position of this new node is not fixed; depending on the angle between the
long axis of the rocking wall and the vertical, the node will be in one of the two lower corners. The
reason for this will be discussed in more detail later.
Figure 4.4: Modelling the rocking wall by one alternating master degree of freedom, as shown with
the red dot. This node is new and is not a node that was already used in the soil model.
4.5 Rocking Wall System Matrices
Now that the degrees of freedom of the rocking wall have been determined, the stiffness matrix K, and
mass matrix Me can be determined. In the following derivations, small rotations will be assumed. This
is valid since the maximum rotation will be close to ' radians.
Stiffness Matrix
The stiffness matrix can be found by applying unit displacements/rotations and then determining the
forces that need to be applied for this deformation. First a unit rotation will be applied, requiring a
moment MO = koo6, a horizontal force HO = ko0 and a vertical force V = ko6. Equivalently, a unit
horizontal and a unit vertical displacement will be applied. The complete stiffness matrix will then be:
koo kou kov
Kw kuo kuu kuv (4.8)
kvO kvu kv _
Unit Rotation
A unit rotation 0 gives floor displacements:
ui = Oli, (4.9)
with li the elevation of floor i above the base of the building and rocking wall. This will cause a force
in the springs:
F = -ki li. (4.10)
This force has an effect on both the horizontal as the rotational equilibrium. The horizontal force that is
required for equilibrium is:
10
HO kili 6, (4.11)
and thus:
10
kuo = Zki i (4.12)
i=1
The moment that is needed at the base for equilibrium is a bit harder to find. It consists of a contribution
of the building stiffness and a contribution of the inverted pendulum action. The contribution of the
springs can, similarly as before, be found as:
Figure 4.5: Stability from inverted pendulum action.
10
M = (i ki l2 9 = (4.04e+10) 9. (4.13)
However, one also has to account for the inverted pendulum action: even if the rocking wall was not
supported by the building, it would be balanced by its own weight as can be seen in Figure 4.5. The
restoring moment, which has an effect that is equivalent to a stiffness, is:
MO,ip = MegA = Mwgd cos (a + 9) , (4.14)
in which d = 17.67 m is the distance from the corner to the center of mass and a = 1.41 rad. The
fact that 9 appears in the cosine term is a problem since it makes the equivalent stiffness a nonlinear
term. This means that an iteration is needed for every time step in the dynamic calculation (see Chapter
5). This involves the calculation of a new stiffness matrix in every time step, which is computationally
very demanding. In this case however, this term is negligible compared to the stiffness from Eq.(4.13),
which means that it can be ignored. If the rocking wall was modelled without the building, the problem
of nonlinearity could have been overcome by approximating the Eq.(4.14) as a Taylor series, adding
the second term of the Taylor series in the stiffness matrix and applying the first term as an external
moment:
d
MO'ip (0) = Mo,ip l 0=0 + d MOip I (0) + ...
= Megd (cos (a) - sin (a) 0)
= (5.94e+06) - (3.75e+07) 0.
Moment Stiffness
(4.15)
And for the rocking wall tilting in the other direction (0 < 0):
Mo,ip (0) = (5.94e+06) + (3.75e+07) 0. (4.16)
The previous results show that the added term in the stiffness matrix would be 3.75e+07, which is
negligible, compared to the 4.04e+10 that was found in Eq.(4.13). The stiffness therefore becomes:
10
koo =Zki 
.
The unit rotation does not require a vertical force, so kO = 0.
Unit Translations
A unit horizontal displacement u gives floor displacements:
Ui = ,
(4.17)
(4.18)
This will cause a force in the springs:
Fj = -kiu. (4.19)
This force has an effect on both the horizontal as the rotational equilibrium. The horizontal force that is
required for equilibrium is:
10
H = kiu, (4.20)
and thus:
10
kUU= ki. (4.21)
i=21
The moment that is required for equilibrium is:
10
MU= Zkiliu, (4.22)
i=1
and thus:
10
k O kili. (4.23)
i=1
There is no vertical force required. A vertical translation is also not restraint by any springs so does not
require any forces. This rigid body motion will lead to a singular stiffness matrix K,. This will not
cause a problem because when the wall stiffness matrix is combined with the soil stiffness matrix, the
combined stiffness matrix will not be singular. This is explained in Section 4.6.
Complete Stiffness Matrix
The wall stiffness matrix finally becomes:
[ .1 kil? E'01 kili 0 1
Kw = ZjO% kl Z =1 ki 0 . (4.24)
0 0 0
Mass Matrix
The mass matrix can be found in a very similar way as the stiffness matrix. Instead of applying unit
displacements, unit accelerations are applied and the forces that are needed for equilibrium are then
determined. First, a unit rotational acceleration will be applied, requiring a moment MI =V m.%, a
horizontal force H0 = msg6 and a vertical force V = me 0. Equivalently, a unit horizontal and a unit
vertical acceleration will be applied. This will give a mass matrix in the form:
[meg mo mov
MW = ,g muuj mnv (4.25)Lnv m: mii mviij
ml t - ml -0
Jwp
D'Alembert forces due to a rotational acceleration. The effect of the horizontal and vertical
d'Alembert forces should not be included in the rotational equilibrium since this is fully
accounted for in J., as explained in Eq.(4.7).
All d'Alembert forces are shown in Figure 4.6. It is clear that a moment, a vertical force and a horizontal
force are needed for equilibrium. A unit rotational acceleration will first of all be resisted by the moment
of inertia of the wall:
M j= Jw6. (4.26)
It will also lead to d'Alembert forces from the floors:
Fj=-miljO. (4.27)
These forces also require a balancing moment:
These two effects together lead to the inertia term:
Unit rotational acceleration
Figure 4.6:
10
M dA mil#,
i=1
(4.28)
10
m g = JW + mil?. (4.29)
The unit rotational acceleration will also need a horizontal force for equilibrium. This horizontal force
comes from the d'Alembert forces of the floors:
10
HdA mil, (4.30)
i=1
and from the d'Alembert forces in the center of the wall:
Mh.
Ho = 20 (4.31)Ow 2
so that these two effects together lead to the inertia term:
Mh 10
m 2 . (4.32)
i=1
The unit rotational acceleration also requires a vertical force, only due to the d'Alembert forces of the
wall. The sign of this d'Alembert force will depend on the position of the rocking wall node, as shown
in Figure 4.4. For positive 0, the required force is
H ,= Mb (4.33)
while for negative 0 this force is:
Mb.
H - 2 , (4.34)
The inertia term thus becomes:
Mb
M =i 2 .(4.35)
Unit horizontal acceleration
All d'Alembert forces due to a horizontal acceleration are shown in Figure 4.7. It is clear that both a
moment as a horizontal force are needed for equilibrium.
First, a unit horizontal acceleration ii gives floor accelerations:
iii = u, (4.36)
Mi U -*'
Figure 4.7: The blue arrows show the d'Alembert forces due to a horizontal acceleration. The M,
arrow shows the moment that is needed for rotational equilibrium.
This will cause a d'Alembert force from the masses of:
(4.37)
This force has an effect on both the horizontal as the rotational equilibrium. The horizontal force that is
required for equilibrium is:
10
Hs = nis. (4.38)
Also the wall itself accelerates and therefore gives a d'Alembert force of Mu and thus:
10
m = M + Y3mi.
The moment that is required for equilibrium is:
Mh 10
Ms = 2 i + milis,
and thus:
Mh
mo =2
2
10
+>3mili.
i=1
(4.39)
(4.40)
(4.41)
F = -mi&.
There is no vertical force required.
Unit vertical acceleration
2
MV MV
Figure 4.8: The blue arrows show the d'Alembert forces due to a vertical acceleration. The M, arrow
shows the moment that is needed for rotational equilibrium.
All d'Alembert forces due to a vertical acceleration are shown in Figure 4.8. It is clear that both a
moment as a vertical force are needed for equilibrium.
The vertical acceleration will only cause a d'Alembert force in the wall. This d'Alembert force requires
a vertical force for equilibrium:
V = Mv, (4.42)
and also a moment. However, this moment depends again
shown in Figure 4.4. For positive 6, this moment is:
on the position of the rocking wall node as
Mb
M6 = v,2 (4.43)
for negative 0:
Mb..
2 (4.44)
The inertia terms therefore become:
m 
-M, (4.45)
Mb
2 (4.46)
Complete Mass Matrix
When all the previous derived terms are put in the mass matrix, this matrix becomes:
MW = J + E01 mili
t
Mh E' \~1O m2= 'Zali
M + imi
0
+Mb
2
0
M
(4.47)
4.6 Inserting the Wall System in the Soil Model
In the previous chapter, it was discussed how to model the soil. In the previous sections, the modeling
of the rocking wall was covered. These two models now need to be added together. This is done by first
introducing new nodes in the rocking wall, then combining the system matrices, afterwards establishing
constraint equations and finally inserting bilinear springs between the rocking wall and the soil.
Adding New Nodes to the Rocking Wall
The new nodes that are added to the rocking wall are shown in Figure 4.9. These nodes are:
- nodes 2403, 2404, 2405 and 2406 when 0 is positive and
* nodes 2402, 2403, 2404 and 2405 when 0 is negative.
These nodes are only given vertical degrees of freedom. It can be seen that these nodes will be necessary
to model the soil-wall interface and that they correspond with nodes 23 to 27. More about this will be
explained further.
and:
Figure 4.9: Modelling the rocking wall by one alternating master degree of freedom with four slave
degrees of freedom. The master degrees of freedom are shown in red, the slave degrees of
freedom in green and the nodes that are not involved in the constraint equations in black.
Combining the System Matrices
After adding the new degrees of freedom to the rocking wall, this wall has seven degrees of freedom.
The motion of the four newly introduced degrees of freedom depend on the motion of the old three
degrees of freedom, this will be explained when discussing the constraint equations. Initially, no inertia
or stiffness is associated with these degrees of freedom. However, when implementing the bilinear
springs (further in the text), stiffness will be associated with these new degrees of freedom. But at
the moment when the system matrices are introduced, no stiffness is associated with these degrees of
freedom. Therefore, the mass and stiffness matrix as derived in Section 4.5 are simply expanded to R 7x7
by adding rows and columns of zeros.
The combined stiffness matrix now becomes:
K K , (4.48)
0 Kw
with K the combined stiffness matrix, K, the stiffness matrix of the soil and Kw the stiffness matrix
of the wall. Similarly, the mass matrix becomes:
...............
Ms 0
0 MW
and the damping matrix becomes:
s 07x7 (4.50)
Adding Bilinear Springs
k2 k2
22 k2 k2 k2
Figure 4.10: Positioning bilinear springs in the soil-structure interface. Although the springs are tilted
in this picture, only a vertical stiffness was applied.
In the next step, bilinear springs need to be added between the slave DOFs of the wall and the matching
DOFs of the soil, as shown in Figure 4.10. These springs have a bilinear force-displacement profile:
- when the springs are in tension, they have a stiffness of 10 N/m (which is an arbitrary low value)
and
- when the springs are in compression, they have a stiffness of 1.0e+09 N/m (which is an arbitrary
high value).
Because of the very low stiffness when the springs are in tension, the motion of the wall will barely
be influenced by the springs when the base is not in contact with the ground. On the other hand, the
very high stiffness when the springs are in compression will prohibit the wall from penetrating the soil
on impact. The implementation of these stiffness in the combined stiffness matrix is straightforward.
However, the bilinear force-displacement relation means that depending on the state of the system, a
(4.49)
different value will need to be used. This means that in some time steps, the stiffness matrix will need
to be recalculated. This will be discussed in Chapter 5.
Constraint Equations
As explained in Section 4.4, only one node with three degrees of freedom is needed to model the motion
of the wall. Therefore, the new nodes only have slave degrees of freedom. The wall also needs to be
attached to the ground. This is done by making the soil node under the wall master node, also a slave
node of this master node:
e when 0 is positive, node 23 is a slave node of node 2402 and
- when 0 is negative, node 27 is a slave node of node 2406.
In general, constraint equations are of the form:
uL = E aijgj, (4.51)
with ui the slave degrees of freedom and uj the master degrees of freedom. The aig are multiplicators.
Table 4.1 lists the value of the multiplicators for every master-slave pair and for both positive and
negative 0.
Table 4.1: Multiplicators aij for the constraint equations. Ax is the horizontal distance between two
nodes, which is 1.25 m.
Master DOF
0>0 0<0
Slave DOF 02402 U2402 V2402 02406 U2406 V2406
U23 - Independent
V23 - - 1 Independent
U27 Independent - 1 -
V27 Independent - - 1
V2402 Master -4Ax - 1
V2403 AX - 1 -3Ax - 1
V2404 2Ax - I -2Ax ~
V2405 3Ax - 1 -AX - 1
V2406 4Ax - 1 Master
The constraints are added by transforming the system matrices:
K'= T T KT (4.52)
C' = T T CT (4.53)
M'= T T MT. (4.54)
The transformations of Eq.(4.52), Eq.(4.53) and Eq.(4.54) multiply the rows and columns in K, C and
M that correspond to the slave DOFs i with aij and add them to the rows and columns that correspond
to the master DOFs j.
The T matrix is created by starting from the identity matrix with the same dimensions as the stiffness
matrices. The first slave DOF is then considered. The column in T, corresponding to this DOF, is then
added to all columns that correspond to its master DOFs, after scaling it with aij. The column of the
slave DOF is then deleted. This is done for every slave DOF.
Now that the system matrices have been combined, springs have been introduced and the constraints
have been applied, the modeling part is over and the analysis can be run. This is discussed in Chapter 5.
After running the analysis, a response vector U' is obtained. This vector does not include the motion of
the slave degrees of freedom. The full U vector, with all DOFs, can be recreated as:
U = TU'. (4.55)
4.7 Conclusion
This chapter started with a discussion about how the rocking wall can be modelled. This discussion
started by choosing the parameters of a building that is attached to the wall. It was then explained that
the rocking wall can be modelled with three degrees of freedom, after which the stiffnesses and inertias
associated with these degrees of freedom were derived.
After modeling the rocking wall, the rocking wall model and soil model were combined. This was done
by adding slave DOFs, combining the system matrices, adding constraint equations and bilinear springs.
Chapter 5
Dynamic Analysis on the
Soil-Structure Model
5.1 Introduction
In the previous chapters, the combined structure - soil model was introduced. This model generated a
stiffness, damping and mass matrix, which can change during the simulation. In this chapter, it will be
explained how to solve Eq.(3.27), but then with the combined matrices. To simplify the notation, the
hats, indicating nodal values, will be omitted:
KU + CU + MU = R. (5.1)
The chapter will start in Section 5.2 by explaining what physical problem is simulated. This is an
important consideration since the simulation needs to give results that will allow to quantify how much
energy flows out of the system. The discussion will then switch to what method should be used to run
the dynamic simulation. This is done in Section 5.3. The method that was chosen is then discussed in
more detail in Section 5.4. The system under consideration is nonlinear. This will create the need for
updating the system matrices, which is addressed in Section 5.5. The chapter will conclude by showing
some simulation results.
5.2 Considered Dynamic Problem
The choice of the dynamic problem to be modelled is of significant importance. The dynamic problem
that will be considered will determine the ease or possibility of quantifying the energy that flows out of
the rocking wall system.
For this reason, a free vibration problem was chosen. A free vibration problem means that no force
is applied and hence that no energy is put into the system by an external force. Therefore, the energy
losses are equal to the decay of the energy in the system. Eq.(5. 1) now reduces to:
KU+ CU-+-MU = 0. (5.2)
As initial conditions, it was chosen to only apply a rotation of the rocking wall, equal to minus one
degree or - radians. This corresponds with an uplift of the lower right corner of the wall with nine
cm. It also means that the rocking wall displaces 61 cm at the top.
5.3 Selection of Analysis Method
A lot of options are available to perform a dynamic analysis. All methods can be classified in either
time domain or frequency domain methods. It was chosen to use a time domain method because of two
reasons. First, the system is nonlinear: the master node can change location depending on the angle of
the wall and the springs between the structure and the soil are bilinear. Also, initial conditions will be
applied, from which the system is released in free vibration. This is easy to model with time integration
methods.
Within the time domain methods, the Wilson 6 method was chosen. The advantage of this method is
that it is unconditionally stable if the right parameters are chosen. This is an enormous advantage since
the only restriction on the time step will now be the desired accuracy. This is important because the
restrictions on the time step for conditionally stable methods can be extremely limiting. For example,
in order for the central difference method to be stable, the time step At to be used should be [I]:
At < Ater = T, (5.3)
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with Tn the smallest eigenperiod of the system. Given the fine mesh and the stiffest soils to be
considered, this period can be extremely small and the time step would have to be even smaller.
Considering the computational effort involved in one time step, and the memory space needed to store
all displacements, this is unacceptable.
5.4 Wilson 0 method
The Wilson 0 method is described in [1]. The method assumes linear accelerations between time t and
t + OAt, as can be seen in Figure 5.1. The method is unconditionally stable if 0 > 1.37. According to
common practice, 0 = 1.40 will be used for the simulations.
t t+At t+i9At
Figure 5.1: Linear acceleration assumption of the Wilson 0 method [1].
In [1] it is derived how the expression of equilibrium at time t + OAt can be used to find the
displacements, velocities and accelerations at time t + At. This will not be repeated here, but it will be
explained how the method can be used for the simulations in this research.
Unlike the central difference method, the Wilson 0 method uses displacements U, velocities O and
accelerations U. Therefore, the implementation of the method starts with initializing these vectors for
time t = 0. In all three vectors together, there will be only one nonzero value. This is the value for the
0 degree of freedom in U, which is .
Then, an "effective" stiffness matrix is calculated:
6 3K = K + (OAt)2 M + Ot C. (5.4)
Next, for every time step an "effective" load is calculated:
t+Ost t R + 0 (t+st 
_t k) + M (ao tU + a2 t& + 2 t6)
+C(aitU+2tO as O , (5.5)
in which:
6 3 OAt
ao - , a - a2 = 2al; a3= . (5.6)
(OAt) 2  OAt 2
Since a free vibration is considered for this analysis, Eq.(5.5) reduces to:
t+oAtN=M(ao'U+a2 t+2tU) +C(a1tU+2 t +aat . (5.7)
The displacements at time t + OAt are then calculated as:
k t+OAtU = t+oAtN, (5.8)
and can be used to calculate the motion at time t:
t+Atg = a4 F+OAtU -tU) + a5 tO + a6 (5.9)
t+Atj 
- tj + a7 (t+Atg + to) (5.10)
t+AtU = tU + At t& + a8 (t+AtUg + 2 (5.11)
with:
ao -a2 3 'At At2
a4 a5 = ; a 6 =1- ; a7=-; a8  At2  (5.12)
It can be seen in the previous formulas that the inverse of the equivalent stiffness matrix is needed. Since
this equivalent stiffness matrix contains the stiffness matrix, there is no reason to use lumped, diagonal
mass matrices, when the Wilson 0 method is used. Also, the inertia of the wall made it inevitable to get
some nonzero terms in non-diagonal elements.
The Wilson 0 method was used with a time step of 0.0025 seconds, for a total duration of 5 seconds. It
was found that this time step provided accurate results, while the total duration is purely limited by the
available computational capacity.
5.5 Updating the System Matrices
From the discussion in Chapter 4, it is clear that the combined stiffness K and mass matrix M depend
on the deformation state of the soil:
- Depending on the angle 0 of the rocking wall, the master node of the rocking wall will change
position.
- The stiffness of the springs in the rocking wall-soil interface depends on their deformation.
The consequence of this nonlinear behaviour is that the system matrices will have to be updated
throughout the Wilson 0 method. Since the system matrices only change when 6 switches sign or
when a spring goes from tension to compression, it would be computationally very inefficient to update
these matrices in every step. Therefore, the system matrices will only be updated when:
sign (A t+Atvi) f sign (A tvi) for 0 < i E N < 5, (5.13)
in which A 'vi is the difference in displacement between the top and bottom of spring i in the soil-
structure interface. The system matrices are also updated when:
sign (t+Ato) # sign (to) . (5.14)
The updated system matrices are then used to calculate the new K according to Eq.(5.4).
When the criterion of Eq.(5.13) initiated the updating of the system matrices, the Wilson 0 method can
simply be continued after updating K. If the criterion of Eq.(5.13) initiated the updating, one more step
is needed before the Wilson 0 method can continue. This is because in this case, the master degree of
freedom of the wall has switched location. Therefore, the motion of the old master DOF needs to be
converted to the motion of the new master DOF. This is done with a matrix transformation:
Um,new = T'Um,od NM,new = Tm,old Om,new = Tm,od, (5.15)
in which Um,new are the new and Um,old are the old displacements of the master degree of freedom:
m,new 1m,old
Um,new Vm,new and Um,old Vm,old , (5.16)
. Um,new _ Um,old .
and T' is a transformation matrix. If 0 goes from negative to positive, this matrix is:
1 0 0
T'= -5x 1 0], (5.17)
0 0 1
and when 0 goes from positive to negative:
1 0 0
T' 5Azx 1 0 . (5.18)
L 0 0 1
5.6 Example of Results
Before the results of the analysis will be interpreted in Chapter 6, it is educative to give an example of
the response of the system. Therefore, the response of the wall is shown in Figure 5.2. Soil E from
Table 3.2 was used. This figure shows the time response of the three degrees of freedom of the rocking
wall. A first important observation is that the rotation of the wall decays extremely slowly. The decay
can actually barely be seen in this figure, but the maximum rotation is 0.0179 rad, while the rotation
after three cycles is still 0.0171 rad. Considering the logarithmic decrement, it might very carefully be
assumed that the damping due to the rocking of the wall is negligible. If 6 was the only important degree
of freedom, the logarithmic decrement would indicate a damping ratio of only 0.2 %. Chapter 6 will go
into more detail about this.
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Figure 5.2: Response of the rocking wall: the 3 degrees of freedom that fully describe the motion of
the wall: (a) the rotation and (b) the horizontal and vertical translations.
Also in Figure 5.2, it can be seen that on every impact, the rocking wall pushes the soil down but is
pushed back very quickly. Figure 5.3 zooms in on the impact. This figure might look strange because
the velocity increases suddenly at 0.3 seconds, giving a kink in the displacement plot. However, the
reader should be aware that at this moment, the master DOF changes position. The displacements
before 0.3 seconds are those of the lower left corner of the wall, while those after 0.3 seconds are the
displacements of the lower right corner. It can also be seen that the time step is sufficiently small to
model the impact on the soil: the curve is perfectly smooth, despite of the very abrupt behavior.
1k-
time [sec]
Figure 5.3: Vertical translation of the rocking wall, zoomed in on the impact.
Figure 5.2 shows that, besides the rotation, also the translations decay very slowly. This is again an
indication for a very low damping ratio.
To give more insight in the motion of the rocking wall, Figure 5.4 shows the displacements of the soil
and rocking wall for 10 times between 0.1 and 1 seconds. To show more detail, the figure is zoomed in
on the interface rocking wall - soil. Although the boundaries of the 9-node elements are displayed with
straight lines, with a possible kink in the middle, they are actually modelled as curved boundaries. It
can be seen that in the first few moments, the soil is pushed to the right. This is because the building
pushes against the rocking wall and the rocking wall is only supported by the soil. On impact, it can be
seen that the ground displaces vertically and that the lower left corner of the wall is immediately lifted
up from the ground. Due to its inertia, the rocking wall then rotates to the other side. Because of this,
the soil is now pushed to the left. Eventually, the rocking wall rotates back and there is another impact.
Both from Figure 5.2 as from Figure 5.4, it should be clear that there are two impacts in every cycle of
motion. This means that during every cycle, there are two events at which energy can flow out of the
system.
5.7 Conclusion
In this chapter, it was explained how to solve Eq.(3.27). First, the dynamic problem that will be
considered, was introduced. This is important since its results must enable to draw the necessary
conclusions. The chosen dynamic problem is that of a free vibration, with only an initial rotation of
the rocking wall.
It was then explained that the Wilson 6 method was chosen, because of its ability to model initial
conditions, nonlinearities and the fact that the method is unconditionally stable. After introducing the
Wilson 0 method, the modeling of the nonlinearities was discussed. The chapter then concluded by
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Figure 5.4: Visualization of the simulated motion of a rocking wall in different time steps.
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showing the results for a soil with a shear wave velocity of 150 m/s. This gave the reader some insight
in the motion of the rocking wall, before energy considerations will be addressed in the next chapter.
Chapter 6
Results
6.1 Introduction
This chapter will discuss results of the simulation. Specifically, this chapter will deal with the influence
of the soil parameters on the motion of rocking walls.
In Section 6.2, it will be explained how the energy in the system is calculated. Section 6.3 will then
discuss some first observations that are made in energy plots. Finally, Section 6.4 will discuss the
influence of the soil parameters in detail.
6.2 Calculation of Energy in the Structure
The energy in the building can be calculated as the sum of the kinetic energy Ek, the strain energy Es
and the potential energy Ep:
E Ek + Es + Ep (6.1)
= ( UT Kw Un + &,TMw Urn) + M gh, (6.2)
in which U, contains, as defined in Chapter 5, only the master degrees of freedom of the wall, and
K, and M are the matrices of only the wall, as defined in Chapter 5. This is of uttermost importance
because if the matrices of the combined soil-wall system were used, then also the energy in the soil will
be included.
Figure 6.1 shows the energy in the rocking wall system during the entire simulation. This figure is made
for soil E from Table 3.2. Next to the plot of the energy, the angle 0 is also displayed. By comparing
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Figure 6.1: (a) Energy in the rocking wall and (b) the angle of the rocking wall. This figure is made
for soil E.
both graphs, it can be seen that for every cycle in 9, the kinetic and strain energy goes through two
cycles. This corresponds with the earlier observation, in Chapter 5, that for every cycle, there are two
impacts on the soil. This leads to two moments at which energy goes out of the system.
6.3 General Observations
An observation can be made in Figure 6.2, which zooms in on the total energy between 0.25 and 1.75
seconds. It can be seen here that on every impact, energy flows out of the system. And these moments
corresponds with the moments when the kinetic energy is maximum. The observation is even more clear
when looked at the plot that excluded the potential energy from the system. This behavior matches the
expectations perfectly: the moment when the kinetic energy reaches a local maximum, and the strain
energy is zero, is the moment of the impact. The energy that is lost, comes mostly from the kinetic
energy. This means that the system is slowed down on impact. The soil goes into free vibration after the
impact, which explains the bubble shaped variation that is added on top of the kinetic and strain energy
to get the total energy.
It is interesting to compare at this moment two different soil types. Figure 6.3 shows the energy for
soil A and Q from Table 3.2. It can be seen that the soil parameters have a significant influence on the
motion of rocking walls.
However, one can agree that, even for very soft soils, energy only flows very slowly out of the system.
This is due to the fact that the entire building was modelled, as should be done to obtain realistic results.
This building provides an enormous stiffness and mass, which means that the kinetic and strain energy
involved in the motion are enormous, compared to the energy that the rocking wall radiates on impact.
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Figure 6.3: Comparison between two extreme soil parameters. The graphs show the energy in a
rocking wall on a (a) very soft soil (soil A in Table 3.2) and (b) on a very stiff soil (soil Q
in Table 3.2)
This statement can be illustrated by, just for the purpose of illustration, reducing the stiffness and mass
of the building with a factor 100. When only the 0 degree of freedom is considered, the logarithmic
decrement for the normal structure gave 0.2 %. With the reduced stiffness, the angle decays from
0.0175 to 0.0157 radians in only one and a half cycle. This corresponds with an estimated damping
ratio of 1.2 %, or six times higher then for the normal structure.
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Figure 6.4: The effect of the building stiffness and mass: (a) the energy plot (only strain and kinetic
energy) for a system with building as described in Section 4 and (b) for a building with
stiffness and masses reduced by a factor 100.
The fact that more energy is dissipated, relative to the total energy, is also shown in Figure 6.4. This
figure shows the sum of the kinetic and strain energy for both systems. Between two impacts, the stiff
structure dissipates every time around 1.3 % of its total energy. The more flexible structure on the other
hand, dissipates around 6.5 % of its total energy between every two impacts. It is also remarkable to see
that the sum of the strain and kinetic energy stays almost perfectly constant between two impacts.
6.4 Influence of the Soil Parameters on the Motion
Amongst other observations in Section 6.3, it was pointed out that soil parameters have an influence on
the energy loss due to wave propagation. This influence will be discussed in more detail here.
Two related parameters will be used to quantify the radiation damping effect for a certain set of soil
parameters:
- The loss of energy during impact, relative to the total energy in the system just before impact.
This parameter will be labelled 6e.
- The loss of energy between the end of the current impact and the end of the previous impact,
relative to the total energy in the system at the end of the previous impact. This parameter will be
labelled 6E.
Afterwards, an equivalent damping ratio will be estimated for all soils. This will be done by comparing
the energy decay with the energy decay of a one degree of freedom system. The amplitude of the
response for a 1 degree of freedom system decays with:
du - e-C""', (6.3)
in which ( is the damping ratio and wo, is the natural frequency. The energy in a system in free vibration
is proportional to the square of the amplitude:
12
E - (mu 2 + ku2), (6.4)2
which is with u = Aeont:
1
E = (mLA 2, 2iw t + kA 2e 2iwnt) (6.5)
A 2 (mW4 e 2iwnt + ke 2iwnt) , (6.6)
which is indeed proportional to the square of the amplitude. Therefore, the decay of the energy is:
dE e2(t (6.7)
The strategy will now be to estimate the decay of the energy of the rocking wall over time and then use
Eq.(6.7) to find a equivalent damping ratio. The rocking wall system has a natural frequency of 5.46
rad/s, which can be estimated from Figure 6.1. To estimate (, the loss of energy between the initial
conditions and the motion after the fourth cycle will be calculated: AE. The damping ratio can then be
estimated as:
-16(e - EO-AE
Eo
1~i Eo E4 e In ( B (6.8)167r Eo - A E
Influence of the Shear Wave Velocity
First, the influence of the shear wave velocity on the motion will be considered. Table 6.1 lists the mean
values and standard deviations for the parameters 6e and SE for all considered shear wave velocities
of soils. The values in this table are averaged values: for all soils, a five seconds simulation was
performed, during which nine impacts are observed. The energy losses are averaged over these nine
impacts. Another tabulated parameter is the standard deviation of the 6e and 6E over these nine impacts.
Also this parameter is of physical meaning. A small standard deviation means that the energy loss
relative to the total energy, is independent of the total energy. Considering Eq.(6.7), this would mean
that the radiation damping can be modelled as an equivalent damping ratio.
Table 6.1: Influence of the shear wave velocity on the energy dissipation. E (El) is the mean value of
samples El and S (El) is the standard deviation of samples L.
C, E(6e) E(6E) E(6e)/E(6E) S(6e) S(6E) S(6e)/E(5e) S(6E)/E(6E)
[m /s] [-] [-] [-] [-] [-] [-] -
50 -1.6e-02 -3.2e-02 49.8% 1.9e-03 5.9e-03 -11.5% -18.2%
100 -7.8e-03 -1.9e-02 41.9% 1.3e-04 4.2e-04 -1.7% -2.3%
150 -6.8e-03 -1.4e-02 49.5% 1.7e-04 2.8e-04 -2.4% -2.0%
250 -5.9e-03 -9.5e-03 62.1% 1.9e-04 2.2e-04 -3.2% -2.3%
500 -5.5e-03 -7.le-03 78.0% 1.4e-04 2.7e-04 -2.5% -3.9%
750 -5.6e-03 -6.4e-03 87.1% 2.0e-04 2.2e-04 -3.5% -3.4%
1000 -5.5e-03 -6.0e-03 91.4% 8.4e-05 3.6e-05 -1.5% -0.6%
1500 -5.0e-03 -5.7e-03 88.2% 2.7e-04 5.4e-04 -5.3% -9.4%
2000 -4.7e-03 -5.6e-03 84.5% 2.5e-04 4.5e-04 -5.4% -7.9%
Many conclusions can be drawn from Table 6.1. First, it can be seen that there is a very clear relation
between the shear wave velocity and the parameters 6e and 6E. The rocking wall will lose in general
more energy when it impacts soft soils and less energy when it impacts hard soils. The energy dissipation
parameter 6e is a factor 3.5 higher for the softest soil, compared to the stiffest soil. The parameter SE
differs a factor 5.7. These values clearly indicate the importance of the soil stiffness on the radiation
damping.
Another interesting observation can be made when the ratio of 6e over SE is considered. This parameter
clearly shows that for stiff soils, almost all energy that is lost in a cycle, is lost during impact. For soft
soils on the other hand, a significant amount of energy is lost between impacts.
Also interesting is the ratio of the standard deviation of the parameters 6e and 6E over their mean value.
This ratio is very small, which indicates that the parameters do not depend on the total amount of energy
in the system. This shows that it will be reasonable to assume a equivalent damping ratio. The high
value for the soil with shear wave velocity 50 m/s can be explained by an initial disturbance. The initial
conditions of only a nonzero angle 0 are not realistic and for the soft soil, the effect of these initial
conditions will span a longer time.
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Figure 6.5: Variation of the energy dissipation with the shear wave velocity of the soil. The circles
indicate the mean values of 6e and 6E and the lines span from one standard deviation
above the mean value to one standard deviation below.
Figure 6.5 provides a clear visualization of the results. This graph shows both the mean values of 6e
and SE as well as their spread. The conclusions of before are confirmed: the spread is very small and
the energy radiation clearly depends on the shear wave velocity. Moreover, the figure shows that their is
a clear relation between the energy radiation and the shear wave velocity. It is safe to assume that this
relation will depend on the stiffness and mass of the building. Unfortunately, the relation has not been
identified yet.
The previous paragraphs provide motivation for estimating an equivalent damping ratio according to
Eq.(6.8). The results of this estimation are given in Table 6.2. It can be seen that the equivalent damping
depends strongly on the shear wave velocity. Another observation is again that the amount of damping
is not significant. This was already mentioned before, where it was also explained that this is because
of the high stiffness and mass of the building.
Table 6.2: Influence of the shear wave velocity on the equivalent damping.
Cs W. G
50 5.41 0.60%
100 5.47 0.36%
150 5.50 0.25%
250 5.51 0.16%
500 5.52 0.11%
750 5.52 0.10%
1000 5.52 0.10%
1500 5.52 0.09%
2000 5.52 0.09%
The energy decay can now be estimated with Eq.(6.7). The result is shown in Figure 6.6. The results
- - - - -- ----------------  -- 
agree very strongly with the simulation, indicating that the assumption that the radiation damping can
be modelled with an equivalent damping ratio is correct. It can be seen that for the softer soils, the
initial disturbance negatively influence the result. This is however purely due to initial conditions in the
simulation that are not perfectly realistic.
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Figure 6.6: Energy decay calculated with the equivalent damping, compared with the simulated energy
in the system for (a) C, = 150, (b) C, = 500, (c) C, = 1000, (d) Cs = 2000
Influence of the Poisson's Ratio
Also the influence of the poisson ratio was researched. Table 6.3 lists the mean values and standard
deviations for the parameters 6e and 6E. This is done for Poisson ratio's between 0.25 and 0.35. It can
be seen that the results depend very slightly on the Poisson ratio. Both the energy loss on impact as the
energy loss between two impacts depend on the Poisson ratio. This effect is negligible compared to the
effect of the shear wave velocity.
- Simulated
- Estimated
.-- Simulated
Estimated
-- Simulated
- Estimated
Table 6.3: Influence of the poisson ratio on the energy dissipation. E (E) is the mean value of samples
D and S (0) is the standard deviation of samples O.
v E(6e) E(6E) E(6e)/E(6E) S(6e) S(6E) S(6e)/E(5e) S(E)IE(6E)
0.25 -6.93e-03 -1.42e-02 48.8% 1.3e-04 2.4e-04 -1.9% -1.7%
0.3 -6.85e-03 -1.38e-02 49.5% 1.7e-04 2.8e-04 -2.4% -2.0%
0.35 -6.78e-03 -1.33e-02 51.1% 1.5e-04 2.2e-04 -2.3% -1.6%
6.5 Conclusion
In this chapter, the results of the simulation were discussed. It was explained that the motion of a rocking
wall strongly depends on the shear wave velocity of the soil. There is also a clear correlation with the
Poisson ratio but this effect is negligible compared to the effect of the shear wave velocity.
It was seen that with increasing shear wave velocity, the energy loss during impacts will decrease. It
also turned out that the energy loss during impact, is directly proportional to the energy in the system.
Two parameters (6e and SE) were used to demonstrate this. This observation implied that the radiation
damping can be modelled with an equivalent damping ratio. By comparing energy decays that were
estimated with the equivalent damping ratio, with simulated energy decays, it was demonstrated that
this strategy works indeed.
Another observation was that, even for soft soils, only very small damping ratios were obtained. This is
due to the high stiffness and mass of the building. It was shown that for less stiff structures, the energy
losses on impact will be more significant compared to the total energy in the system. However, the
building that was originally assumed had fairly realistic properties and it can therefore be assumed that
in building applications, rocking walls will not be a significant source of damping1 . However, rocking
piers in bridge structures have the same behaviour as rocking walls. Here, the mass and stiffness of
the structure is far less important. This means that the radiation damping will be important for these
structures.
'Since the main goal of rocking walls is not to dissipate energy, this observation does not imply that they are not of great
value in earthquake engineering.
Chapter 7
Conclusion
This thesis researched the influence of soil parameters on the motion of rocking walls. Specifically, the
influence of the shear wave velocity and the Poisson ratio was considered. Results immediately showed
that the shear wave velocity has a great impact on the energy in the rocking wall system, and thus on
the motion. Also the Poisson ratio has a clear influence on the motion. The magnitude of this effect is
however negligible for a reasonable range of Poisson ratios.
Because it was clear that the motion of the rocking walls is heavily dependent on the shear wave velocity,
this effect was studied in more detail. It was observed that the most energy is lost directly during the
impact of one corner of the wall on the soil. However, for soils with low shear wave velocities, a
significant amount of energy is also lost in between impacts.
It was then shown that the amount of energy lost on impact is proportional to the total energy in the
system. This was an indication that it is reasonable to model the radiation damping with an equivalent
damping ratio. Testing this strategy proved indeed that an equivalent damping ratio is able to calculate
accurate results without including the soil flexibility in the model. Since soil models contain an
enormous amount of degrees of freedom, this strategy provides a significant computational advantage.
However, while the response clearly showed a dependency on the soil parameters, the energy losses due
to radiation are very small, even for the softest soils. The highest calculated equivalent damping ratio
was 0.6%, and this for a soil with a shear wave velocity of 50 m/s. The reason for this is that the building
was included in the rocking wall model, as should be done. Buildings have a high stiffness and mass
compared to rocking walls, so the total energy in the system is very large compared to the energy that is
radiated to the soil. Based on this observation, it is fair to say that accounting for radiation damping is
not important when simulating the response of the combined rocking wall - building system. However,
a system that is similar to rocking walls are rocking piers in bridge designs. For many bridges, the mass
and stiffness of the deck is small compared to those of the piers. In these designs, radiation damping
can be very important.
The observation that the radiation damping is small for buildings, could also have practical implications.
It is known that pinned rocking walls have the advantage of not experiencing large compressive stresses
in the toes and of not compacting the soil. The disadvantage of these pinned walls was assumed to be
the lack of radiation damping. However, this study showed that this radiation damping is not important
in building design. Based on this result, the use of pinned rocking walls is suggested over the use of
rocking walls with a flat base for building designs.
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