This paper presents a weakly supervised sparse learning approach to the problem of noisily tagged image parsing, or segmenting all the objects within a noisily tagged image and identifying their categories (i.e. tags). Different from the traditional image parsing that takes pixellevel labels as strong supervisory information, our noisily tagged image parsing is provided with noisy tags of all the images (i.e. image-level labels), which is a natural setting for social image collections (e.g. Flickr). By oversegmenting all the images into regions, we formulate noisily tagged image parsing as a weakly supervised sparse learning problem over all the regions, where the initial labels of each region are inferred from image-level labels. Furthermore, we develop an efficient algorithm to solve such weakly supervised sparse learning problem. The experimental results on two benchmark datasets show the effectiveness of our approach. More notably, the reported surprising results shed some light on answering the question: can image-level labels replace pixel-level labels (hard to access) as supervisory information for image parsing.
Introduction
Image parsing is an interesting problem in computer vision. The goal of image parsing is to segment all the objects within an image and then identifying their categories (i.e. inferring pixel-level labels). In the past years, image parsing has been drawn much attention (Shotton et al., 2006; Yang et al., 2007; Shotton et al., 2008; Kohli et al., 2009; Ladicky et al., 2009; Csurka & Perronnin, 2011; Lucchi et al., 2012; Tighe & Lazebnik, 2013) . Although these methods have been reported to achieve promising results, most of them take pixels-level labels as the inputs of image parsing. In real-world applications, this supervisory information is time-consuming to access, and fully supervised methods cannot be widely applied in practice.
Recently, many efforts have been made to exploit imagelevel labels for image parsing (Verbeek & Triggs, 2007; Vezhnevets & Buhmann, 2010; Vezhnevets et al., 2011; Liu et al., 2013; Zhang et al., 2013 ), considering that image-level labels are much easier to access than pixelslevel labels. The goal of image parsing is then to infer pixels-level labels from this weak supervisory information. As compared to the traditional image parsing that takes pixels-level labels as inputs, such weakly supervised image parsing is more flexible in real-world applications. However, it is still time-consuming to collect the image-level labels. We hope that such supervisory information can be provided for image parsing automatically.
Fortunately, this weakly supervised setting for image parsing become feasible with the burgeoning growth of social images over photo-sharing websites (e.g. Flcikr). That is, the tags of social images provided by users can be used as image-level labels for image parsing. It is worth noting that the tags of social images may be noisy (or incomplete) in practice (Tang et al., 2009 ), although they are very easy to access. Hence, the main challenge lies in how to effectively exploit the noisy image-level labels for image parsing. However, such noisily tagged image parsing has been completely ignored in recent work (Verbeek & Triggs, 2007; Vezhnevets & Buhmann, 2010; Vezhnevets et al., 2011; Liu et al., 2013; Zhang et al., 2013) .
In this paper, we thus focus on developing a weakly supervised sparse learning approach to the problem of noisily tagged image parsing. The basic idea is to first oversegment all the images into regions and then infer the labels of regions from the initial image-level labels. It should be noted that the initial labels of regions cannot be accurately estimated, even if clean image-level labels are initially provided for image parsing. Hence, our main motivation is to continuously suppress the noise in the labels of regions by an iteration procedure. More concretely, inspired by the success use of sparse learning (Elad & Aharon, 2006; Mairal et al., 2008; Wright et al., 2009) for noise reduction in different challenging tasks, we formulate such iteration procedure as a weakly supervised sparse learning problem over all the regions. Here, we do not impose extra requirements on the initial image-level labels, unlike (Liu et al., 2013) that is limited to clean and complete image-level labels for image parsing. Based on L 1 -minimization techniques (Donoho, 2004; Figueiredo et al., 2007; Lee et al., 2007; Chen et al., 2011) , we further develop an efficient iterative algorithm to solve such weakly supervised sparse learning problem for noisily tagged image parsing.
The flowchart of our weakly supervised sparse learning (WSSL) for image parsing is illustrated in Figure 1 . Here, we adopt the Blobworld method (Carson et al., 2002) for oversegmentation, since it can automatically detect the number of regions within an image. Moreover, we utilize the image-level labels provided for image parsing to infer the initial labels of regions, which are further smoothed by using some prior knowledge about regions and object categories. In this paper, to make comparison with the state-of-the-art image parsing results Csurka & Perronnin, 2011; Lucchi et al., 2012; Zhang et al., 2013) , we conduct experiments on two benchmark datasets: MSRC (Shotton et al., 2006) and VOC2007 (Everingham et al., 2007) . Meanwhile, to verify the effectiveness of our WSSL approach to noisily tagged image parsing, we then add random noise to the initial image-level labels for the two benchmark datasets. As shown in our later experiments, our WSSL approach can achieve better (or at least comparable) results with respect to the state-of-the-arts. Especially on the VOC2007 dataset, our WSSL approach is shown to have superior performance in image parsing even if we add much noise to the initial image-level labels.
To emphasize our main contributions, we summarize the following distinct advantages of our WSSL approach:
• This is the first attempt to formulate image parsing as weakly supervised sparse learning from the viewpoint of noise reduction over the labels of regions, to the best of our knowledge. In fact, the challenging problem of noisily tagged image parsing has been ignored in the context of image parsing.
• We have developed an efficient algorithm for our weakly supervised sparse learning based on L 1 -minimization techniques, unlike many previous image parsing approaches that incur too large time cost. Moreover, although only tested in image parsing, our WSSL approach can be readily applied to other challenging tasks for the need of noise reduction.
• The surprising results achieved by our WSSL approach shed some light on answering the question: can image-level labels replace pixel-level labels as supervisory information for image parsing. That is, when the image-level labels (maybe noisy) are easy to access in practice, we can achieve promising image parsing results, without the need to directly collect the pixel-level labels with too expensive cost.
The remainder of this paper is organized as follows. Section 2 provides a brief review of related work. In Section 3, we develop an efficient weakly supervised sparse learning algorithm based on L 1 -minimization techniques. In Section 4, the proposed algorithm is applied to noisily tagged image parsing. In Sections 5 and 6, we present the experimental results and draw our conclusions, respectively.
Related Work
In this paper, we investigate a new type of weakly supervised image parsing which takes the noisy tags of the images (i.e. image-level labels) as the inputs. It is worth noting that our weakly supervised setting is quite different from the other two settings for image parsing that have been widely adopted in the literature. In (Shotton et al., 2006; Yang et al., 2007; Shotton et al., 2008; Kohli et al., 2009; Ladicky et al., 2009; Csurka & Perronnin, 2011; Lucchi et al., 2012; Tighe & Lazebnik, 2013) , a fully supervised stetting is considered for image parsing which can achieve promising results by utilizing pixels-level labels for training, but the pixels-level labels are timeconsuming to obtain in practice. In (Verbeek & Triggs, 2007; Vezhnevets & Buhmann, 2010; Vezhnevets et al., 2011; Liu et al., 2013; Zhang et al., 2013) , the image-level labels easier to access are thus utilized for training in image parsing, but some extra requirements are usually imposed on the initial image-level labels. For example, (Liu et al., 2013 ) is limited to clean and complete image-level labels due to the special model used for image parsing. In contrast, our noisily tagged image parsing takes the noisy tags of all the images as the supervisory information. This weakly supervised setting is natural for social image collections (e.g. Flickr), where the noisy tags provided by social users are easy to access. Under this setting, the main challenge in image parsing thus lies in how to exploit the noisy image-level labels effectively.
Inspired by the success use of sparse learning for noise reduction in different challenging tasks (Elad & Aharon, 2006; Mairal et al., 2008; Wright et al., 2009 ), we thus formulate noisily tagged image parsing as a weakly supervised sparse learning problem. To the best of our knowledge, we have made the first attempt to formulate image parsing from the viewpoint of noise reduction over the labels of regions. In such problem formulation, we actually impose no extra requirements on the initial image-level labels (which can be noisy or even incomplete), unlike the recent work (Liu et al., 2013) . This means that our weakly supervised sparse learning is more flexible in real-world applications. Moreover, although sparse reconstruction has been applied to image parsing in (Zhang et al., 2013) , the problem of noisily tagged image parsing is completely ignored. Finally, it should be noted that sparse learning has been used for noise reduction over the noisy tags of images in the social image classification and retrieval tasks (Tang et al., 2009 ). However, our noisily tagged image parsing is much more challenging than these tasks considering that the initial labels of regions cannot be accurately estimated even if clean image-level labels are provided initially.
Based on L 1 -minimization techniques (Donoho, 2004; Figueiredo et al., 2007; Lee et al., 2007; Chen et al., 2011) , we develop an efficient algorithm for our weakly supervised sparse learning, unlike many previous image parsing approaches (Shotton et al., 2006; Ladicky et al., 2009; Vezhnevets et al., 2011; that incur too large time cost during training a generative or discriminative model. When evaluated on two benchmark datasets, our weakly supervised sparse learning algorithm for image parsing can achieve better (or at least comparable) results than the state-of-the-art methods Csurka & Perronnin, 2011; Lucchi et al., 2012; Zhang et al., 2013) . Especially on the VOC2007 dataset, our algorithm is shown to outperform the representative fully-supervised image parsing method , even if we add much noise to the initial image-level labels. This means that we actually can exploit the imagelevel labels (easy to access but maybe noisy) from social image collections for image parsing, instead of the pixellevel labels hard to access in practice.
Weakly Supervised Sparse Learning
In this section, we first formulate noisily tagged image parsing as a weakly supervised learning problem from the viewpoint of noise reduction over the labels of regions. Furthermore, we discuss how to smooth the initial labels of regions which cannot be accurately estimated initially. Finally, we develop an efficient algorithm to solve the weakly supervised sparse learning problem.
Problem Formulation
The problem of noisily tagged image parsing is defined as follows. Given a set of noisily tagged images, we adopt the Blobworld method (Carson et al., 2002) to oversegment each image and then generate a large set of regions X = {x 1 , ..., x N }, where N is the total number of regions collected from all the images. In this paper, each region x i (i = 1, ..., N ) is denoted by a feature vector by extracting color and texture information from this region. Moreover, the initial labels of all the regions Y = {y ij } N ×C are inferred from the image-level labels (i.e. noisy tags) provided for image parsing as: y ij = 1 if the region x i belongs to an image which is labeled with category j and y ij = 0 otherwise, where C is the number of object categories. However, the initial labels of regions cannot be accurately estimated by such simple inference, even if clean image-level labels are provided initially. Hence, we need to perform noise reduction over Y for image parsing. In the following, we will formulate such noise reduction as a weakly supervised sparse learning problem.
Before giving our problem formulation, we first model the whole set of regions as a graph G = {V, W } with its vertex set V = X and weight matrix W = {w ij } N ×N , where w ij denotes the similarity between x i and x j . The weight matrix W is usually defined by the Gaussian kernel. The normalized Laplacian matrix L of G is given by
where I is an N × N identity matrix, and D is an N × N diagonal matrix with its i-th diagonal element being equal to the sum of the i-th row of W (i.e. j w ij ). We further derive a new matrix B from L:
where V is an N ×N orthonormal matrix with each column being an eigenvector of L, and Σ is an N × N diagonal matrix with its diagonal element Σ ii being an eigenvalue of
Based on the aforementioned notations, we formulate noisily tagged image parsing as the following weakly supervised sparse learning problem from the viewpoint of noise reduction over the labels of regions:
whereŶ ∈ R N ×C collects the optimal labels of regions, F ∈ R N ×C denotes an intermediate representation for noise reduction, and λ (or γ) denote the positive regularization parameter. The first and third terms of the above objective function are the L 2 -norm and L 1 -norm fitting constraints, respectively. The second term is the graph smoothness constraint, which means that the intermediate representation F should not change too much between similar regions. By taking Equation (3) into account, we find that this L 1 -norm graph smoothness is closely related to the well-known Laplacian regularization (Zhou et al., 2004; Zhu et al., 2003) which has been widely used for graph-based learning in the literature.
If our weakly supervised sparse learning is considered as compressed sensing, the graph smoothness constraint ||BF || 1 actually induces kind of sparsity in the compressed domain spanned by the eigenvectors of L (see more discussion in Subsection 3.3). The effect of such sparsity penalty can be transferred toŶ by solving Equation (4) with F being an intermediate representation. Meanwhile, the L 1 -norm fitting constraint ||Ŷ − Y || 1 imposes direct noise reduction on Y . That is, we have induced not only the smoothness sparsity ||BF || 1 in the compressed domain but also the noise sparsity ||Ŷ − Y || 1 in the original space into our weakly supervised sparse learning.
Although we have successfully given the problem formulation for noisily tagged image parsing from the viewpoint of noise reduction, there remain two key problems to be concerned: how to smooth the initial labels of regions stored in Y , and how to solve the weakly supervised sparse learning problem efficiently. In the next two subsections, we will address these two problems, respectively.
Initial Label Smoothing
It should be noted that there exists much noise in the initial labels of regions stored in Y which are estimated only by a simple inference from the image-level labels, even if we are initially provided with clean image-level labels. Such noise issue becomes more serious when the problem of noisily tagged image parsing is considered. In the following, we adopt two smoothing techniques to suppress the noise in Y and reestimate Y as accurately as possible.
We first smooth the initial labels of regions stored in Y by considering the relative size of regions. Let ρ i be the ratio of the region x i occupying the image that x i belongs to, where i = 1, ..., N . We directly define the smoothed labels of regionsỸ = {ỹ ij } N ×C as follows:
which means that a larger region is more important for our weakly supervised sparse learning. More notably, such smoothing technique can suppress the negative effect of the tiny regions produced by oversegmentation.
We further refine the smoothedỸ by exploiting the semantic context of object categories. In the task of image parsing, some object categories may be semantically correlated, e.g., "water" and "sky" are at a high probability to occur in the same image while "water" and "book" are less possible to occur together. In fact, such semantic context can be defined using a single matrix A = {a jj ′ } C×C based on the Pearson product moment correlation as follows. Let the labels of M images are collected as Z = {z ij } M×C , where z ij = 1 if image i is labeled with category j and z ij = 0 otherwise. We define A = {a jj ′ } C×C by:
where µ j and σ j are the mean and standard deviation of column j of Z, respectively. By directly using the label propagation technique (Zhou et al., 2004) , we further smoothỸ with the semantic context:
where α ∈ (0, 1), and D c is a diagonal matrix with its j-th diagonal element being j ′ a jj ′ .
Once we have obtained the final smoothedȲ , we reformulate our weakly supervised sparse learning problem as:
In the following, we will develop an efficient algorithm to solve the above problem for noisily tagged image parsing.
Efficient WSSL Algorithm
The L 1 -minimization problem (8) can be solved in the following two alternate optimization steps:
We setŶ * =Ȳ initially. As a basic L 1 -minimization problem, the second subproblem (10) has an explicit solution:
where soft thr(·, ·, γ) is a soft-thresholding function. Here, we directly define z = soft thr(x, y, λ) as:
where f 1 = (z 1 − x) 2 + 2λ|z 1 − y| and f 2 = (z 2 − x) 2 + 2λ|z 2 − y|. In the following, we focus on developing an efficient algorithm to solve the first subproblem (9).
It should be noted that directly solving the L 1 -minimization subproblem (9) is computationally intractable in the task of image parsing consider that only the computation of B would incur too large time cost. Fortunately, the dimension of our weakly supervised sparse learning can be reduced dramatically by working only with a small subset of eigenvectors of L. That is, similar to (Fergus et al., 2010) , we significantly reduce the dimension of F by requiring it to take the form of F = V m U where U is an m × C matrix that collects the reconstruction coefficients and V m is an N × m matrix whose columns are the m eigenvectors with smallest eigenvalues (i.e. the first m columns of V ). The first subproblem (9) can now be formulated as:
whereŶ * .j and U .j denote the j-th column ofŶ * and U , respectively. The above problem can be further decomposed into the following C independent subproblems: arg min
where the orthonormality of V is used to simplify the L 1 -norm sparsity regularization term ||BV m U .j || 1 . The first term of the above objective function denotes the linear reconstruction error which just takes the same form as that used in the well-known sparse coding (Lee et al., 2007) , while the second term denotes the weighted L 1 -norm sparsity regularization over the reconstruction coefficients. That is, the first subproblem (9) has been transformed into a generalized sparse coding problem. In this paper, we solve this generalized sparse coding problem directly using the Matlab toolbox L1General 1 .
The formulation F .j = V m U .j (m ≪ N ) used in Equation (14) has two distinct advantages. Firstly, we can transform the original L 1 -minimization problem (9) into a generalized sparse coding problem, which can then be solved at a linear time cost with respect to the data size N . Secondly, we do not need to compute the full matrix B, which is especially suitable for image parsing with a large set of regions. In fact, we only need to compute the m smallest eigenvectors of L. To speed up this step, we choose to construct k-nearest neighbors (k-NN) graphs for our weakly supervised sparse learning. Given a k-NN graph (k ≪ N ), the time complexity of finding m smallest eigenvectors of the sparse matrix L is O(m 3 + m 2 N + kmN ), which is scalable with respect to the data size N .
Considering the two alternate optimization steps together, our efficient algorithm for weakly supervised sparse learning (WSSL) is outlined as follows:
(1) Construct a k-NN graph with its weight matrix W being defined over all the regions; (5) InitializeŶ * with the smoothedȲ asŶ * =Ȳ ; (6) Find the best solution U * of the L 1 -minimization problem (13) by running the L1General software with respect to each object category; (7) UpdateŶ * with F * = V m U * according to Equation (11):Ŷ * = soft thr(F * ,Ȳ , γ) ; (8) Iterate Steps 6 and 7 until the stopping condition is satisfied, and output the final parsing resultsŶ * .
In our later experiments, we find that our WSSL algorithm generally converges in very limited number of iteration steps (< 5). Moreover, according to our aforementioned analysis, both Steps 3 and 6 are scalable with respect to the data size N . Hence, our WSSL algorithm can be applied to image parsing with a large set of regions.
Discussion
Although sparse learning has been successfully used for noise reduction in different tasks (Elad & Aharon, 2006; Mairal et al., 2008; Wright et al., 2009) , little attention has been paid to noisily tagged image parsing based on sparse learning. In this paper, we develop a weakly supervised sparse learning algorithm for noisily tagged image parsing. In fact, we have made the first attempt to formulate image parsing as weakly supervised sparse learning from the viewpoint of noise reduction over the labels of regions.
In our problem formulation, we impose no extra requirements on the initial image-level labels (which can be noisy or even incomplete) provided for image parsing, unlike the recent work (Liu et al., 2013) . This means that our weakly supervised sparse learning is more flexible in real-world applications. More notably, although originally designed for noisily tagged image parsing, our weakly supervised sparse learning can be readily applied to other challenging tasks for the need of noise reduction.
Noisily Tagged Image Parsing
In the last section, we have just developed an efficient weakly supervised sparse learning algorithm for noisily tagged image parsing. The inputs of this algorithm are a large set of regions and a set of image-level labels. To pay our main attention to algorithm design itself, we assume that the large set of regions have been provided in advance.
In the following, we will discuss how to generate this input for our weakly supervised sparse learning algorithm.
Given a set of images, we adopt the Blobworld method (Carson et al., 2002) for oversegmentation. Concretely, we first extract a 6-dimensional vector of color and texture features for each pixel of an image and then model this image as a Gaussian mixture model. The pixels within this image are then grouped into regions, and the number of regions is automatically detected by a model selection principle.
To ensure an oversegmentation of each image, we slightly modify the original Blobworld method: 1) the number of regions is initially set to a large value; 2) model selection is forced to be less important during segmentation.
After we have oversegmented all the images, we generate a large set of regions X = {x 1 , ..., x N }, where each region is denoted as a 137-dimensional feature vector by concatenating color and textual visual features. The 137-dimensional feature vector includes: three mean color features with their standard deviations (6-dimensional), three mean texture features with their standard deviations (6-dimensional), and 125-dimensional color histogram. Finally, we compute a Gaussian kernel over X for our weakly supervised sparse learning algorithm.
The full algorithm for noisily tagged image parsing can be summarized as follows:
(1) Oversegment each image into multiple regions using the modified Blobworld method;
(2) Extract a 137-dimensional feature vector from each region by concatenating color and textual features;
(3) Perform image parsing by running our weakly supervised sparse learning algorithm proposed in Subsection 3.3 over the large set of regions.
As we have mentioned in Subsection 3.3, Step (3) for image parsing runs very efficiently even on a large set of regions, unlike many previous image parsing approaches (Shotton et al., 2006; Ladicky et al., 2009; Vezhnevets et al., 2011; that incur too large time cost during training a generative or discriminative model. Moreover, although
Step (1) is the most time-consuming in the above algorithm, we can readily run this step in a distributed computing way to speed it up.
Experimental Results
In this section, we evaluate our weakly supervised sparse learning (WSSL) algorithm for noisily tagged image parsing. We first describe the experimental setup and then compare our algorithm with other closely related methods.
Experimental Setup
We select two benchmark datasets for performance evaluation: MSRC (Shotton et al., 2006) , and VOC2007 (Everingham et al., 2007) . The MSRC benchmark dataset contains 591 images, accompanied with a hand labeled object segmentation of 21 object categories. Pixels on the boundaries of objects are usually labeled as background and not taken into account in these segmentations. The PASCAL VOC2007 benchmark dataset was used for the PASCAL Visual Object Category segmentation contest 2007. It contains 5,011 training and 4,952 testing images where only the bounding boxes of the objects present in the image are marked, and 20 object classes are given for the task of classification, detection, and segmentation. Rather than on the 5,011 annotated training images with bounding box indicating object location and rough boundary, we conduct experiments on the segmentation set with the 'train-val' split including 632 images, which are well Table 1 . Accuracies (%) of different learning methods for noisily tagged image parsing on the MSRC dataset. The standard deviations are also provided along with the average accuracies.
Noisily tagged images 0% 25% 50% 75% 100% Our WSSL 76±0 70±1 65±1 60±2 55±2 (Zhou et al., 2004) 68±0 63±1 58±1 53±1 46±2 (Tang et al., 2009) 70±0 63±1 56±1 50±1 43±2 (Chen et al., 2011) 51±0 50±1 50±1 49±1 47±1
segmented and thus are suitable for the evaluation of image parsing. For the two benchmark datasets, we oversegment each image into multiple regions and then totally obtain about 7,000 regions and 15,000 regions, respectively.
To verify the effectiveness of our WSSL algorithm for noisily tagged image parsing, we add random noise to the image-level labels provided initially. Concretely, we randomly select certain percent of images and then attach each selected image with an extra wrong label. That is, the noise strength is determined by the percent of noisily tagged images in the following experiments. By considering image parsing as noise reduction overȲ , we compare our WSSL algorithm with two representative sparse learning methods (Tang et al., 2009; Chen et al., 2011) in the literature. Since the sparsity regularization ||BF || 1 used by our WSSL algorithm is related to the well-known Laplacian regularization, we also make comparison to (Zhou et al., 2004) which is a representative method using Laplacian regularization. Moreover, to compare our WSSL algorithm with the state-of-the-art methods, we evaluate the image parsing results on a subset of images equivalent to the test set used in Lucchi et al., 2012; Shotton et al., 2008; Vezhnevets et al., 2011; Zhang et al., 2013) for each benchmark dataset. In this paper, the accuracies are used to measure the image parsing results by comparing them to the ground truth segmentations pixel by pixel, which are further averaged over 25 random runs. Table 2 . Accuracies (%) of different learning methods for noisily tagged image parsing on the VOC2007 dataset. The standard deviations are also provided along with the average accuracies.
Noisily tagged images 0% 25% 50% 75% 100% Our WSSL 49±0 45±1 40±1 36±2 33±2 (Zhou et al., 2004) 28±0 25±1 23±1 20±2 17±1 (Tang et al., 2009) 34±0 31±1 27±1 24±2 20±1 (Chen et al., 2011) 31±0 28±1 25±1 21±1 18±2
In the experiments, we construct k-NN graphs over the large set of regions X for all the related methods to speed up image parsing. Moreover, we set the parameters of our WSSL algorithm as k = 550, α = 0.05, λ = 0.01, γ = 0.01, and m = 35 uniformly for the two benchmark datasets. The parameters of other closely related methods are also set their respective optimal values.
Parsing Results
We first compare our WSSL algorithm to (Zhou et al., 2004; Tang et al., 2009; Chen et al., 2011) by considering noisily tagged image parsing as noise reduction overȲ . The comparison results on the two benchmark datasets are listed in Tables 1 and 2 , respectively. Here, different percents of noisily tagged images are provided for noisily tagged image parsing initially. The immediate observation is that our WSSL algorithm achieves the best results in all cases (see some example results shown in Figure 2 ). This means that the two types of sparsity regularization used by our WSSL algorithm indeed help to suppress the noise in the initial labels of regions for noisily tagged image parsing. Here, it should be noted that only one type of sparsity regularization has been considered in (Tang et al., 2009; Chen et al., 2011) for sparse learning. Moreover, the impressive results reported in these two tables also demonstrate that the main contributions of this paper lie in not only our new problem formulation for image parsing but We further show the comparison of our WSSL algorithm to the state-of-the-art image parsing methods on the two benchmark datasets in Tables 3 and 4 , respectively. Here, three settings for image parsing are considered: fully supervised image parsing using pixel-level labels Lucchi et al., 2012) , weakly supervised image parsing using clean image-level labels (Vezhnevets et al., 2011; Zhang et al., 2013; Shotton et al., 2008) , and our noisily tagged image parsing using noisy image-level labels. It can be observed that our WSSL algorithm can achieve better (or at least comparable) results with respect to the state-of-thearts. In particular, by making observation over individual categories, we find that our WSSL algorithm performs the best for about half of categories on each benchmark dataset. More notably, for the VOC2007 dataset, our WSSL algorithm is shown to have superior performance even if we add much noise to the initial image-level labels. Such surprising results actually shed some light on answering the question: can image-level labels replace pixel-level labels as supervisory information for image parsing. That is, when the image-level labels (maybe noisy) are easy to access in practice, we can achieve promising image parsing results by our WSSL algorithm, without the need to directly collect the pixel-level labels with too expensive cost.
Besides the above advantages in noisily tagged image parsing, our WSSL algorithm has another distinct advantage, i.e., it runs efficiently even on a large set of regions. For example, the running time of noise reduction overȲ taken by our WSSL algorithm, (Zhou et al., 2004) , (Tang et al., 2009) , and (Chen et al., 2011) on the VOC2007 dataset (N ≈ 15, 000) is 40, 47, 145, and 60 seconds, respectively. We run all the algorithms (Matlab code) on a computer with 3GHz CPU and 32GB RAM. It can be clearly observed that our WSSL algorithm runs the fastest among all the four methods for noisily tagged image parsing.
Conclusions
In this paper, we have investigated the challenging problem of noisily tagged image parsing. From the viewpoint of noise reduction over the labels of regions, we have formulated noisily tagged image parsing as a weakly supervised sparse learning problem. Based on L 1 -minimization techniques, we have further developed an efficient algorithm to solve such weakly supervised sparse learning problem. The experimental results on two benchmark datasets have demonstrated the effectiveness of our weakly supervised sparse learning approach to noisily tagged image parsing. More notably, the surprising results reported in this paper show that when the image-level labels are easy to access in practice, we can achieve promising image parsing results by our approach, without the need to directly collect the pixel-level labels with too expensive cost.
The present work can be further improved in two ways: 1) we can first smooth the image-level labels over all the images based on the sophisticated image analysis techniques, before providing them for noisily tagged image parsing as the inputs; 2) we can evaluate our weakly supervised sparse learning approach directly over the social image collections, and we need to generate the ground truth segmentations for the evaluation of image parsing.
