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Abstract
While deep learning has made impressive progress in speech
synthesis and voice conversion, the assessment of the synthe-
sized speech is still carried out by human participants. Sev-
eral recent papers have proposed deep-learning-based assess-
ment models and shown the potential to automate the speech
quality assessment. To improve the previously proposed assess-
ment model, MOSNet, we propose three models using cluster-
based modeling methods: using a global quality token (GQT)
layer, using an Encoding Layer, and using both of them. We
perform experiments using the evaluation results of the Voice
Conversion Challenge 2018 to predict the mean opinion score
of synthesized speech and similarity score between synthesized
speech and reference speech. The results show that the GQT
layer helps to predict human assessment better by automatically
learning the useful quality tokens for the task and that the En-
coding Layer helps to utilize frame-level scores more precisely.
Index Terms: speech synthesis, speech quality assessment,
cluster-based modeling, Encoding Layer, global quality token
1. Introduction
Recent advances in deep learning have led to significant growth
in various speech processing fields [1–4]. However, in contrast
to speech recognition task, there is no “right answer” in speech
generation tasks such as text-to-speech (TTS) or voice conver-
sion (VC). For this reason, subjective measures such as the
mean opinion score (MOS) and similarity score have been used
to evaluate naturalness and similarity, respectively [5]. That is,
the quality measurement of the synthesized speech is still car-
ried out by many human subjects, which is expensive and time-
consuming [6]. Moreover, the results may change depending on
several factors, such as human subjects and audio hardware.
There are many objective measures of speech quality to re-
flect human perception [7–10]. The most widely used mea-
sures are Mel-cepstral distance (MCD) [7] and the perceptual
evaluation of speech quality (PESQ) [8]. However, these are
full-reference measures in that they need ground-truth speech
as reference. There are also no-reference measures such as
ANIQUE [9] or ITU-T recommendation P. 563 [10]. However,
most of these measures are targeted at detecting artifacts caused
by lossy compression and transmission in telephony, not at eval-
uating the quality of synthetic speech.
With the advances in deep learning, researchers have re-
cently proposed deep-learning-based models that can evalu-
ate the quality of synthetic speech without reference speech
[11–14]. Patton et al. [12] proposed AutoMOS, based on long
short-term memory (LSTM), to predict MOS values. Fu et
al. [13] proposed Quality-Net based on bidirectional LSTM
(BLSTM) to predict the frame-level PESQs. Recently, Lo et al.
[14] proposed MOSNet that generates frame-level MOSs from
the features of convolutional neural network-BLSTM (CNN-
BLSTM) and predicts the utterance-level MOS using the frame-
level scores. Moreover, they modified MOSNet to evaluate the
similarity score for VC and extended the deep-learning-based
quality assessment area to similarity score prediction.
These researches have shown the potential to automate the
assessment of the synthesized speech using deep neural net-
works. However, it is difficult to understand the assessment
criteria for speech quality evaluation performed by humans. Ev-
eryone has a different perspective on speech quality, and even
the same person has a different perspective each time. There-
fore, we propose a model using a global quality token (GQT)
layer that can automatically learn the criteria as soft clusters.
Furthermore, even though Quality-Net [13] and MOSNet
[14] showed performance improvement by assuming that the
quality score of an utterance is an average of frame-level scores,
the exact relation between the utterance- and frame-level scores
remains poorly understood. With the inspiration that humans
will determine an utterance-level score in a more sophisticated
way, we propose a model using an Encoding Layer to aggregate
frame-level scores by considering not only the simple average
of the frame-level scores, but also their distribution information.
2. Relation to prior work
Lo et al. [14] proposed and compared three different model ar-
chitectures for MOS prediction. All of them consist of a fea-
ture extractor, two fully-connected (FC) layers, and a global
average pooling (GAP) layer. The main difference between
the three models is the architecture of the feature extractor;
CNN, BLSTM, and CNN-BLSTM. In this paper, we use the
CNN-BLSTM-based MOSNet as our baseline, which showed
the best performance among them. The architecture of MOSNet
is shown in Table 1. First, the feature extractor generates frame-
level feature vectors from an input magnitude spectrogram.
Then, the following FC layers map each frame-level feature
vector into a frame-level score. Finally, the GAP layer outputs
the utterance-level score by averaging the frame-level scores.
They formulate a loss function using both utterance-level mean
squared error (MSE) and frame-level MSE as follows:
L =
1
S
S∑
s=1
[(Qˆs −Qs)2 + α
Ts
Ts∑
t=1
(Qˆs − qs,t)2] , (1)
where S is the number of training utterances, and Ts is the num-
ber of the frames of the s-th utterance. Qˆs and Qs are the
ground-truth and predicted value for the utterance-level score
of the s-th utterance, respectively. qs,t is the predicted frame-
level score at time t for the s-th utterance, and α is a weighting
factor for the frame-level MSE.
Furthermore, they extended CNN-based MOSNet to pre-
dict the similarity score between a pair of utterances. Two utter-
ances of an input pair have the same length by zero-padding and
share the convolution layers among the modified CNN-based
MOSNet. Two CNN feature maps from the input pair are con-
catenated and fed into the following FC layers and a GAP layer
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Table 1: Configuration of the model architectures. + GQT and
+ EL denote using the GQT layer and the Encoding Layer, re-
spectively. The convolutional layer parameters are denoted as
conv{receptive field size}-{number of channels}/{stride}. N is
the number of frames. SC is skip connection. GAP is global
average pooling. K is the number of the codewords for the En-
coding Layer. For + EL and + GQT + EL, an additional FC
layer of a pooling layer is omitted for simplicity.
model MOSNet + GQT + EL + GQT + EL
input N×257 magnitude spectrogram
conv.
layers

conv3− (channels)/1
conv3− (channels)/1
conv3− (channels)/3
 × 4
channels = [16, 16, 32, 32]
GQT layer
with SC
- # GQTs = 10 - # GQTs = 10
recurrent
layer
BLSTM-128
FC
layers
FC-128,
ReLU,
dropout
FC-1 (frame-level scores)
pooling
layer
GAP layer
(utterance-level score)
Encoding Layer (K=10)
& GAP layer
(utterance-level score)
to generate a similarity score. In this work, we propose SIMNet
by modifying CNN-BLSTM-based MOSNet in a similar way,
and used this as a baseline model for similarity score predic-
tion. SIMNet concatenates two different feature maps of the
shared CNN from the utterance pair and uses the result as an
input of the following BLSTM layer.
Two main contributions of our work are the following.
First, motivated by a global style token (GST) [15], we propose
a model using a global quality token (GQT) layer which learns
the tokens that reflect the criteria for speech quality evaluation.
The GQTs operate in the same way as the GSTs, but we call
them global quality tokens because they are learned in terms of
speech quality. Second, we propose a model using an Encoding
Layer which aggregates the frame-level scores by considering
the distribution of them. Although Quality-Net and MOSNet
showed that using frame-level scores improves MOS prediction
performance, they only considered average information of the
frame-level scores. We consider not only average information
but also distribution information of frame-level scores.
3. Proposed models
To improve MOSNet, we propose two models based on the
GQT layer and the Encoding Layer, respectively. Throughout
this paper, ‘+ GQT’ and ‘+ EL’ stand for using the GQT layer
and using the Encoding Layer, respectively. Our third model is
a combination of the first and second models. For MOSNet, we
use 16, 16, 32, and 32 filters for each convolutional block con-
taining three convolutional layers. The architectures of the four
models are described in Table 1.
3.1. Global quality tokens for MOS and similarity score
A GST model is proposed in [15] for style-expressive end-to-
end TTS. It consists of a reference encoder, style token layer,
and sequence-to-sequence model. The reference encoder ex-
tracts reference embedding of the reference utterance to refer
the style. The GSTs of the style token layer, which are shared
by all training sequences, become the soft clusters of reference
embedding through training. The goal of the style token layer
is to calculate the style embedding, which represents the style
of the reference utterance, as a weighted sum of the GSTs. The
weights assigned to the GSTs are learned by a multi-head atten-
tion module [16]. The style token layer consisting of GSTs and
the attention module is randomly initialized and then trained
jointly with the whole GST model. Therefore, the GSTs can
become useful soft clusters for style modeling, and the GST
model can synthesize speech with a specific style of the refer-
ence utterance by extracting the style embedding from it.
Although Wang et al. [15] suggested the GST layer for
TTS, they also showed that GSTs could be used as speaker clas-
sification features. There is also a report [17] that the GST layer
helps to improve speech recognition performance. In this paper,
we report for the first time that the GST layer also helps to im-
prove the performance of the quality assessment task. Here, we
refer to the GST as the GQT, as we mentioned in the previous
section. Besides, the reference encoder, GQTs, and multi-head
attention module are collectively called the GQT layer.
As the GSTs are targeted for a separate reference utter-
ance, they need a separate reference encoder. Unlike GSTs,
the GQTs are targeted for the same input utterance of MOS pre-
diction. Therefore, we design our reference encoder to share
the convolutional layers with MOSNet. A gated recurrent unit
(GRU) [18] layer follows the convolutional layers and the last
hidden state of the GRU layer serves as the reference embed-
ding. Then, the quality embedding is calculated in the same way
to calculate the style embedding in [15]. As a kind of skip con-
nection, the quality embedding is added to all the frame-level
feature vectors of the CNN. We use the resulting representation
as an input of the BLSTM layer.
When we use a GQT layer for a similarity score prediction
task, we apply the shared GQT layer to generate two quality
embeddings from an utterance pair. Then we add each quality
embedding to the corresponding CNN feature map before the
concatenation of two CNN feature maps.
3.2. An Encoding Layer for MOS and similarity score
The Encoding Layer [19] was proposed for texture recognition
by learning the inherent visual codewords directly from the loss
function. The codewords are learned from the distribution of the
CNN features. The Encoding Layer also acts as a pooling layer,
which converts feature vectors of any size into a fixed-length
representation. Given N feature vectors, X = {x1, ..., xN},
and K codewords, C = {c1, ..., cK}, the output representa-
tion of the Encoding Layer is e = {e1, ..., eK}, called resid-
ual encoding vector. The residual vector rik is calculated by
rik = xi − ck and the assigning weight for rik is given by
wik =
exp(−sk‖rik‖2)∑K
j=1 exp(−sj‖rij‖2)
, (2)
where sk is a learnable smoothing factor for ck. Then the resid-
ual encoding for the k-th codeword ck is calculated as follows:
ek =
N∑
i=1
eik =
N∑
i=1
wikrik . (3)
In the speaker recognition task, Cai et al. [20] and Jung et
al. [21] used the Encoding Layer for aggregating the frame-level
speaker features to generate speaker embedding and improved
the performance. Motivated by this, we apply the Encoding
Layer in the speech quality assessment model. However, we
use the Encoding Layer on frame-level scores, not frame-level
feature vectors. Moreover, we utilize both GAP layer and En-
coding Layer together to combine information from both layers.
In ground terrain recognition task, Xue et al. [22] showed it is
better to use both the Encoding Layer and the GAP layer.
Specifically, we put an Encoding Layer parallel to the GAP
layer. The outputs from the Encoding Layer and the GAP layer
are the residual encoding vector and the average score, respec-
tively. They are concatenated and used as an input of the fol-
lowing FC layer to predict the utterance-level score.
When we use an Encoding Layer for similarity score pre-
diction, the Encoding Layer aggregates the frame-level similar-
ity scores as in MOS prediction.
4. Experiments
4.1. Dataset
As in [14], we use the MOS and similarity evaluation re-
sults from the Voice Conversion Challenge (VCC) 2018 [23].
The challenge comprised two tasks: Hub task (parallel VC)
and Spoke Task (non-parallel VC). The VCC 2018 dataset is
based on the device and production speech (DAPS) dataset [24],
which includes recordings of professional US English speakers.
There are a total of eight source speakers and four target speak-
ers. A total of 23 teams submitted systems to the Hub task, with
11 of them additionally participating in the Spoke task. There
are a total of 38 evaluated systems, including the source speaker,
the target speaker, and two baseline systems for the two tasks.
For MOS evaluation, 267 people rated the naturalness
of 20,580 submitted utterances with a score ranging from 1
(“Completely unnatural”) to 5 (“Completely natural”). The
corresponding number of evaluation results is 82,304, and the
ground-truth MOS of each utterance was obtained by averag-
ing all the MOS ratings of the utterance. Among the 20,580
<audio, ground-truth MOS> pairs, we use 15,580, 3,000, and
2,000 pairs for training, validation, and testing, respectively.
The MOS of each system is obtained by averaging all the MOS
values of the utterances from the system.
The same 267 people also rated the similarity between two
utterances with a score among 1 (“Same, absolutely sure”), 2
(“Same, not sure”), 3 (“Different, not sure”), and 4 (“Different,
absolutely sure”). An utterance pair consists of an anchor utter-
ance, which can be either converted speech or human speech,
and a reference utterance, which is an utterance from either the
source or the target speaker of the anchor speech with the same
linguistic context. There are a total of 30,864 evaluation re-
sults, and the ground-truth similarity of each utterance pair is
obtained from the average of the scores received. Among a to-
tal of 21,608 <audio pair, ground-truth similarity> pairs, we
use 17,286 for training, 2,161 for validation, and 2,161 for test-
ing. We consider a pair <anchor system, reference system> as
one system pair, then the corresponding number of system pairs
for similarity score prediction is 76.
We also use the MOS evaluation results of the VCC 2016
[25] to test the generalization ability of the models trained on
the VCC 2018 training set. The VCC 2016 comprised only a
parallel voice conversion task, and there are a total of 26,028
utterances from 20 systems. Each system has 1,600 utterance-
level evaluation results without any description of the utter-
ances. Therefore, we can report only system-level performance
Table 2: Results of different models. + GQT, + EL, + GQT +
EL stand for using the GQT layer, the Encoding layer, and both
of them, respectively. The best results are highlighted in bold.
Model
VCC 2018 VCC 2016
utterance-level system-level system-level
MSE LCC SRCC MSE LCC SRCC MSE LCC SRCC
MOSNet 0.448 0.651 0.619 0.039 0.966 0.924 0.316 0.896 0.858
+ GQT 0.447 0.654 0.621 0.041 0.968 0.931 0.242 0.921 0.853
+ EL 0.444 0.656 0.617 0.031 0.974 0.938 0.242 0.908 0.855
+ GQT + EL 0.447 0.656 0.616 0.032 0.967 0.940 0.246 0.885 0.839
on the evaluation results of the VCC 2016.
4.2. Implementation details
We implement all the models using PyTorch and train them on a
single NVIDIA GTX 1080 Ti GPU with four different random
seeds. We set α, the weighting factor for the frame-level MSE,
to 0.8. When we use the GQT layer, we use 10 GQTs and 8
heads for a multi-head attention module. When we use the En-
coding Layer, we use 10 codewords. We use a batch size of 16
for MOSNet + GQT + EL and 32 for the rest of the models. We
use the Adam optimizer with a learning rate of 0.0001 and set a
dropout rate to 0.3. We use the validation set to select the model
with the lowest MSE during 200 epochs. We report the average
MSE, linear correlation coefficient (LCC) [26], and Spearmans
rank correlation coefficient (SRCC) [27] of the models trained
with four random seeds.
4.3. Experiments on MOS prediction
First, we discuss the results on MOS prediction with the VCC
2018 test set, shown in Table 2. MOSNet + GQT made im-
provements with all the metrics except the system-level MSE.
To directly interpret the role of each GQT, we should adjust the
weights of GQTs and observe the change in the predicted MOSs
for various input utterances. However, this process is practically
impossible since it requires listening to a lot of utterances and
analyzing the factors that affect the MOS, which are expensive
and subjective. Instead, from the MOS prediction results, we
can infer that the GQTs become useful soft clusters for MOS
evaluation.
Using the Encoding Layer improved all the metrics except
the utterance-level SRCC as the model aggregated the frame-
level scores using their distribution and learned the embeddings
that are useful for the aggregation. It achieved the lowest MSE
and highest LCC at both the utterance and system level. From
the fact that MOSNet + EL shows better performance than
MOSNet + GQT, we can say that considering the distribution
of frame-level MOSs is more important than learning the qual-
ity embeddings for MOS evaluation.
When we combine MOSNet with both the GQT layer and
Encoding Layer, the performance of MOSNet + GQT + EL is
better than MOSNet + GQT but worse than MOSNet + EL. In
other words, the Encoding Layer helps MOSNet + GQT, but the
GQT layer does not help MOSNet + EL. As will be described in
Section 4.5, we conjecture that GQTs prevent the embeddings
of the utterances with similar scores from getting too far from
each other, which results in that MOSNet + EL cannot separate
the embeddings according to the frame-level scores as before.
With the test results using the VCC 2016 data, we can con-
clude that either the GQT layer or the Encoding Layer also im-
proves the generalization ability of MOSNet. The Encoding
Layer helps generalization through the sophisticated aggrega-
tion of frame-level scores. Moreover, the GQT layer directly
Table 3: Results of similarity prediction. ACC denotes accu-
racy. The best results are highlighted in bold.
Model Level MSE LCC SRCC ACC
SIMNet utterance 0.774 0.552 0.549 0.687system 0.052 0.925 0.905 -
+ GQT utterance 0.763 0.558 0.554 0.687system 0.047 0.931 0.913 -
+ EL utterance 0.770 0.555 0.554 0.684system 0.049 0.929 0.911 -
+ GQT + EL utterance 0.761 0.560 0.558 0.689system 0.045 0.934 0.916 -
improves the generalization ability of the model by learning the
universal criteria for speech quality evaluation.
4.4. Experiments on similarity score prediction
The performance of the similarity score prediction models is
evaluated with the MSE, LCC, SRCC, and accuracy, as shown
in Table 3. As we use a scalar for both the ground-truth and pre-
dicted similarity score, we regard the scores lower than 2.5 as
the answer “Same” and the scores higher or equal to 2.5 as the
answer “Different.” Then we calculate the accuracy of a model
as the ratio of cases when both answers from the model and
humans are the same. All the proposed models show improve-
ments in all the metrics except the accuracy.
Note that, unlike in MOS prediction, using the GQT layer
shows better results than using the Encoding Layer. We can
infer that finding the criteria for voice similarity evaluation is
more important than using the distribution of the frame-level
similarity scores. Furthermore, SIMNet + GQT + EL achieved
the best performance among the four models, which means that
SIMNet + EL takes advantage of the GQT layer. Consider-
ing this result and the fact that we judge the voice similarity
throughout the whole utterance rather than specific frames, we
can infer that SIMNet + EL does not separate the embeddings
as far as in MOSNet + EL, according to the frame-level scores.
Finally, we test how well our model, SIMNet + GQT +
EL, approximates human assessment in terms of an evaluation
method used in VCC 2018 [23]. As mentioned earlier, the
utterance-level similarity score can be classified into “Same” or
“Different.” According to the method, the similarity score of a
system is the ratio of the utterances that received “Same” com-
pared to the target speech. Then we obtain the MSE, LCC, and
SRCC by comparing the scores using the answers of our model
and human, which are 0.037, 0.714, and 0.696, respectively.
4.5. Embeddings learned from the proposed models
To discuss the effect of the GQT layer and Encoding Layer to
the embeddings, we visualized the embeddings of four MOS
prediction models using t-distributed stochastic neighbor em-
bedding (t-SNE) [28] in Figure 1. We displayed a frame-level
feature of CNN-BLSTM as a single dot. We consider two sys-
tems submitted by one team as the same system because they
are based on similar algorithms, which results in a total of 26
systems. We use 390 random utterances from the VCC 2018
test set so that an average of 15 utterances per system exists.
We evenly select half of 26 systems after sorting the systems
according to the MOS. The color in Figure 1 indicates the sys-
tem that generates the corresponding utterance. Note that each
system has its own system-level MOS in that different systems
have different MOSs and the utterance-level MOSs are similar
(a) MOSNet (b) + GQT
(c) + EL (d) + GQT + EL
Figure 1: Visualization of embeddings for (a) MOSNet, (b) +
GQT, (c) + EL, and (d) + GQT + EL
within each system. The red dots are for the source speech, and
the orange dots are for the voice conversion system with the
highest MOS.
Compared to (a), (b) shows that the GQT layer prevents the
embeddings of the same system from getting apart from each
other. Comparing (a) and (c), we see that the Encoding Layer
separates the embeddings according to the system. This shows
that the Encoding Layer automatically learns the embeddings
that are more useful for the aggregation, by utilizing the distri-
bution of the frame-level scores. In (d), we see that the embed-
dings of the same systems get close to each other while embed-
dings of different systems get apart from each other. Specifi-
cally, + GQT + EL learns distinguishable embeddings between
different systems that have higher MOSs, including S00, N10,
and N17. However, the other systems having lower MOSs are
less distinguishable from each other than in MOS + EL. We
infer that this is the main reason for the degradation of perfor-
mance.
5. Conclusion
We proposed three deep-learning-based speech quality assess-
ment models using cluster-based modeling, which improved
MOSNet and SIMNet using a GQT layer, an Encoding Layer,
and both of them, respectively. With experimental results on
MOS and similarity score prediction, we showed that the GQT
layer learns the criteria of speech quality evaluation as soft clus-
ters, and the Encoding Layer utilizes the frame-level scores in
a more sophisticated way. For future work, we will apply our
models to approximate other speech quality assessments, such
as PESQ. Furthermore, we will use our models to guide current
TTS models to learn human perception, by using a perceptual
loss in training. Finally, we will figure out how to create the
synergy between using the GQT layer and using the Encoding
Layer for MOS prediction.
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