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With recent progress on experimental quantum information processing, an important question has arisen as to
whether it is possible to verify arbitrary computation performed on a quantum processor. A number of protocols
have been proposed to achieve this goal, however all are interactive in nature, requiring that the computation be
performed in an interactive manner with back and forth communication between the verifier and one or more
provers. Here we propose two methods for verifying quantum computation in a non-interactive manner based
on recent progress in the understanding of the local Hamiltonian problem. Provided that the provers compute
certain witnesses for the computation, this allows the result of a quantum computation to be verified after the
fact, a property not seen in current verification protocols.
Quantum computers offer the potential to dramatically in-
crease our ability to efficiently solve otherwise intractable
computational problems, spanning a range of applications,
from computational number theory [1] to the simulation of
physical systems [2]. While for most of its history the ex-
perimental side of the field has been restricted to performing
experiments on systems with very few degrees of freedom,
which could be simulated using conventional computers with
modest effort, recent advances have begun to push against this
bound [3]. As the complexity of controlled quantum systems
has grown, it has begun to exceed our ability to convincingly
answer questions as to whether observed behaviour is con-
sistent with quantum mechanics. This question has already
arisen in relation to several recent experiments, leading to
sometimes heated debate [4–12].
Fortunately, recent years have also seen the emergence of
interactive methods for verifying quantum dynamics, in the
form of protocols for verified quantum computation [13–18].
Such protocols can be divided broadly into two classes. The
first class are protocols which use a small, well characterized,
quantum device to verify a computation carried out on a larger
quantum system [13–15, 18, 19]. Protocols in this class gener-
ally exhibit low overhead, but this comes at the cost of an as-
sumption that there is no malicious conspiracy involving both
the verifier’s device and the quantum system being probed.
The second class of protocols make use of queries to multiple
non-communicating quantum provers which share entangle-
ment to verify the computation using self-testing techniques
[16, 17, 20]. Such protocols offer security conditioned under
the assumption that the provers do not communicate during
the protocols. This type of security comes at the price of as-
tronomical overhead, and enforcing a ban on communication
between provers can become problematic in multi-round pro-
tocols where space-like separation becomes infeasible. Re-
cently attempts have been made to unify the two approaches,
making use of self-testing protocols to replace the quantum
operations of the verifier in verifiable blind computation pro-
tocols [21, 22], which has shown some success in lowering
the overheads associated with multi-prover schemes.
Despite their differences, several common features remain
between all known protocols from both classes. Current pro-
tocols require continuous interaction during the computation
in order to verify correctness [37]. This fundamentally links
the task of verification to the specific implementation of the
computation, making it impossible to verify the correctness
of a computation after the fact. Furthermore, all known ver-
ification schemes, whether intentional in the design or not,
exhibit some form of blind quantum computation [23, 24], al-
lowing them to hide the computation being performed from
the processor performing the computation.
Here we introduce a new approach to the problem of verify-
ing quantum computation, based on recent progress on short
interactive proofs of the local Hamiltonian problem [25, 26].
This gives rise to a pair of verification protocols that can be
used to verify a quantum computation with only a single round
of communication. This verification can occur arbitrarily long
after the computation has been completed, provided that a
suitable witness state has been prepared. Furthermore, these
post hoc verification protocols do not inherently exhibit blind-
ness, and hence their existence serves to introduce a separa-
tion between the notions of blindness and verifiability.
The class of decision problems answerable by a quantum
computer in polynomial time (BQP) is contained within a
larger class known as QMA. This larger class corresponds
to the class of problems for which the solution can be veri-
fied by a quantum computer in polynomial time given a suit-
able quantum state to act as a witness [27, 28]. QMA can be
though of as the quantum analogue of the classical complexity
class NP. Of the problems known to be complete for QMA,
meaning that any problem within QMA can be reduced to an
instance of that problem with modest computational overhead,
perhaps the most studied is the problem of deciding whether
the ground state energy of some local Hamiltonian is bounded
below some threshold [29, 30]. Specifically, given constants
a and b, with a < b, and a Hamiltonian H = ∑mi=1 Hi, where
each Hi acts non-trivially on at most k qubits, with the promise
that for constants a < b either 〈ψ|H|ψ〉 ≤ am for some |ψ〉 or
〈ψ|H|ψ〉 ≥ bm for all |ψ〉, the local Hamiltonian problem is
to decide between these two cases.
The fact that BQP is contained in QMA does not imme-
diately imply a non-trivial method to verify a quantum com-
putation, since several conditions must be met in order for a
verification protocol to be useful:
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2• Not every computation we may wish to perform with
a quantum computer is a decision problem, and so in
order to exploit membership of QMA in constructing
a verification procedure, it is first necessary to cast the
verification as a decision problem.
• The definition of QMA allows for the verification to
require polynomial-sized quantum circuits, and hence
it is not clear a priori that verification can be any more
efficient than the original computation.
• It must be possible to efficiently generate a witness state
for a given quantum computation. In general, participa-
tion as a prover in interactive proofs may require signif-
icantly greater computational power than that required
to decide the particular statement to be proved.
We now show that each of these criteria can be satisfied by
casting the problem of verifying the output of a quantum cir-
cuit as an instance of the local Hamiltonian problem.
Our first step is to formalize the verification of a quantum
circuit as a decision problem. There are a number of ways
in which this problem can be posed. A strong definition of
this problem was introduced in [31] based on trace distance
between the output state at the end of the protocol and the
ideal output of the computation to be verified. This defini-
tion is effectively impossible to decide retrospectively given a
finite number of runs of the computation, due to the lack of
any observable to compare probability distributions. Instead,
we consider a formulation motivated by operational concerns,
which sidesteps the problem of comparing two probability
distributions: Given a quantum circuit C composed of initial
input in the state |0〉⊗n followed by a polynomial number of
one- and two-qubit gates chosen from some standard gate set,
let M be a string obtained by sampling the output of C in the
computational basis. Given a string S, and the promise that
either the probability pS with which S = M is at least 1−δ or
at most 1−δ − γ for some positive γ , the probability verifica-
tion problem is to decide which of these is the case.
Intuitively, this problem captures the task of deciding
whether S is indeed a likely outcome of the chosen compu-
tation described by C or not. We will restrict attention to the
case where γ is bounded from below by some inverse polyno-
mial in the number of qubits strictly greater than zero, since
in the case where the gap can be arbitrarily small this problem
becomes PP-hard [32]. The problem of verifying that S was
produced according to some particular probability distribution
is removed. A simple quantum circuit for this decision prob-
lem is shown in Fig. 1. Measuring the output qubit in the com-
putational basis results in |1〉 with probability precisely equal
to pS. Provided that γ is at most polynomially small, this de-
cision problem is then contained within BQP. This procedure
can be extended to amplify the probability of accepting only
when pS is above 1− δ as shown in Fig. 2. We shall refer
to this latter circuit as the verification circuit V N(C ,S) for C for
output S.
FIG. 1. A quantum circuit for verifying that S is a possible
output of computation C . The measured qubit is in state |1〉
with probability pS.
FIG. 2. A quantum circuit for verifying that S is a possible
output of computation C with amplified probability of suc-
cess. USUM performs an X gate on the final qubit conditioned
on at least a fraction 1−δ− γ2 of the other qubits being in state|0〉. From Hoeffding’s inequality [33], it follows that when
pS ≥ 1− δ that the probability p˜S that output qubit is mea-
sured to be in state |1〉with probability at least 1−exp(−Nγ22 ),
where N is the number of times C is evaluated. However,
when pS ≤ ε then p˜S is at most exp(−Nγ
2
2 ).
We now turn attention to the task of casting the verification
problem described above as an instance of the local Hamil-
tonian problem. As part of the proof that the local Hamil-
tonian problem is QMA-complete, Kitaev showed how one
can encode a quantum computation as the ground state of a
5-local Hamiltonian [27]. Specifically, he showed that a 5-
local Hamiltonian could be constructed such that its ground
state has energy below some threshold if and only if a cho-
3sen quantum circuit, from which Hamiltonian is constructed,
results in a specific output qubit being in state |1〉 with high
probability. Here we make use of a subsequent improvement
by Kempe, Kitaev and Regev which reduces the required lo-
cality for Hamiltonian to 2-local [34]. Given a quantum circuit
C ′ composed of T one- and two-qubit gates acting on some
initial state |ψ(0)〉 which can be taken to be |0〉⊗n, with a des-
ignated output qubit used to decide whether the circuit accepts
or rejects, this is accomplished by making use of a clock-state,
|η〉=
T
∑
t=0
|1〉⊗t |0〉⊗T−t ⊗|ψ(t)〉,
where |ψ(t)〉 is the state of the computation after the first t
gates have been applied. The state |η〉 is simply a superposi-
tion of states of a clock register comprising the first T qubits
of the system concatenated with the state of the logical com-
putation after the number of steps indicated by the clock. In
the original 5-local construction, the guiding intuition is that
Hamiltonian terms of fixed locality can be used to separately
verify that the clock state is of an appropriate form by en-
suring that a |0〉 never appears to the immediate left of a |1〉,
ensuring that neighbouring values of the clock register differ
by the corresponding gate on the computational register, and
ensuring that input bits and output bits are in the desired state
when the clock begins with |0〉 or ends with |1〉 respectively.
The 2-local construction is somewhat more involved, and
makes use of perturbation theory to reduce the locality of the
operators required to verify that the state |η〉 is of the required
form. Specifically, the Hamiltonian corresponding to C ′ is
given by
HC ′ = Hout + JinHin + J2Hprop2 + J1Hprop1 + JclockHclock,
where Jin  J2  J1  Jclock ≤ poly(N). The definitions
of the individual Hamiltonians Hout, Hin, Hprop2, Hprop1 and
Hclock are relatively complicated, and the reader is referred to
Ref. [34] for a full definition, however their role is straightfor-
ward. Hout is used to ensure that the output qubit is in state |1〉
when the right most qubit of the clock register is in state |1〉,
by applying an energy penalty when the clock register ends in
|1〉 but the output qubit is |0〉. Hin similarly ensures that the
computational register is in state |0〉⊗N when the clock reg-
ister begins with |0〉. Hclock ensures that the clock register is
restricted to states of the form |1〉⊗t |0〉T−t for 0 ≤ t ≤ T . Fi-
nally, Hprop1 and Hprop2 ensure that the computational register
differs by an appropriate logic gate for branches of the wave-
function corresponding to neighbouring clock states. Impor-
tantly for the sake of our verification approach, provided that
the gate set is well chosen, each Hamiltonian contains prod-
ucts of only Pauli X and Z operators. Furthermore, the ground
state of the Hamiltonian can be prepared efficiently by simply
preparing an ancillary register in a superposition of states |0〉
to |T 〉 and then performing the computation in a controlled
manner up to the gate indicated by this register.
Kempe, Kitaev and Regev proved that if C ′ accepts with
probability more than 1− δ , then HC ′ has an eigenvalue
smaller than δ , whereas if C ′ accepts with probability less
than ε , then all eigenvalues of HC ′ are larger than 12 − ε . As
such, if circuit encoded in the Hamiltonian is taken to be
the verification circuit V N(C ,S) for a particular quantum com-
putation C and output S, as depicted in Fig. 2, then decid-
ing the local Hamiltonian problem for HV N
(C ,S)
, with constants
a = exp(−Nγ
2/2)
m and b =
1−2exp(−Nγ2/2)
2m is equivalent to veri-
fying the original computation.
The above construction alone does not suffice to provide a
means to verify a quantum computation without making use
of a comparably powerful device, since the task of estimating
the energy of the witness state |η〉 may well be comparable
in complexity to independently implementing the circuit to be
evaluated. However, if the number of provers is expanded, the
complexity of verifying the ground state drops. Specifically,
it was shown recently in Ref. [25], that there existed a one-
round multi-prover interactive proof for the k-local Hamilto-
nian problem where the verifier sends a classical message of
length logarithmic in the number of local terms in the Hamil-
tonian to each of each of 5 provers each of whom respond with
at most k qubits. The interactive proof takes the form of a sim-
ple game, which can be won by honest provers if they share
the ground state to the Hamiltonian encoded in a specific five-
qubit quantum error correction code, with each prover holding
one of the physical qubits comprising each logical qubit [38].
The game proceeds as follows for a k-local Hamiltonian
H =∑mi=1 Hi on n qubits. The verifier decides with equal prob-
ability either to test H or to test the encoding. If the verifier
decides to test H, then they choose a j uniformly at random
between 1 and m, and ask each prover for their share of the
qubits corresponding to the set S j of qubits acted upon by H j.
The verifier then decodes the returned qubits, and performs
a measurement on the decoded qubits with POVM elements
H j and I−H j, rejecting if the outcome corresponds to H j and
accepting otherwise. If instead the verifier decides to test the
encoding, they then choose uniformly randomly between each
of two subtests. In the first, they choose an i uniformly at
random between 1 and n, and ask each prover for their share
of qubit i. They then accept if the returned qubits lie within
the code space, and reject if not. In the second subtest, they
choose both an i uniformly at random between 1 and n, and
an S as a uniformly random tuple of three distinct integers be-
tween 1 and n such that S contains i. They then ask a random
prover for their share of qubits indexed by S, and the remain-
ing provers for their share of qubit i. As in the other subtest,
the verifier accepts if the shares of qubit i lie within the code-
space, and reject otherwise.
Intuitively, the second test is used to ensure that the provers
must always respond with distinct qubits associated with the
indices requested, so that their response when a particular
qubit q is requested does not depend on which subset of qubits
containing q they have been asked for. The first test then sim-
ply ensures that these (now fixed) qubits correspond to a valid
witness for the specific instance of the local Hamiltonian prob-
lem being tested. It was proved in [25] that the probability of
4accepting is at least 1− a2 if H has an eigenvalue less than or
equal to am, while this probability is at most 1−Cbn−c, for
non-negative constants c and C, in the case where H has no
eigenvalues below bm.
This leads directly to our first protocol for post hoc verifi-
cation of a quantum computation C :
1. The prover performs C obtaining an output string S and
sends this to the verifier.
2. The prover constructs a witness state |η〉 for the local
Hamiltonian problem for HV N
(C ,S)
, for suitably large N.
3. Once the verifier chooses to initiate verification, the
prover encodes |η〉 in the 5-qubit code and distributes
a share of each logical qubit among each of 5 spatially
separated locations (effectively 5 provers) which can be
queried in a space-like separated manner by the verifier.
4. The verifier then engages in the 5-local Hamiltonian
game described above. The verifier accepts S as the out-
put of the computation if and only if the provers win the
game.
From the completeness and soundness properties of the local
Hamiltonian game, and from the bounds on the eigenvalues
of HV SC
imposed by the results of Kempe, Kitaev and Regev, it
follows that the verifier will accept S with polynomially higher
probability when pS ≥ 1− δ than when pS ≤ 1− δ − γ pro-
vided that N > 2γ−2 log(C−1nc + 1), where C and c are the
constants from the local Hamiltonian game in [25].
Recently, Ji introduced a modification of the local Hamil-
tonian game considered above which removed the need for
limited quantum computation on the part of the verifier [26].
This approach mirrors that of [25], replacing the code-space
and energy tests with versions that can be verified by a purely
classical prover.
The code-space test is accomplished using a clever appli-
cation of CHSH rigidity. Consider the 5-qubit quantum er-
ror correction code with generators {gi}4i=1 and let |φ〉 be
a state from the 2-dimensional stabilised subspace, that is
〈φ |gi|φ〉= 1 for all i. The structure of the stabiliser generators
is such that one of the subsystems, labelled t, always has either
a Pauli X or a Pauli Z operator acting on it. Furthermore, due
to translational invariance of the 5-qubit error correction code,
we have freedom of choosing the subsystem t and then fixing
the remaining Pauli operators in gi appropriately while pre-
serving the 2-dimensional code space. By a repeated use of a
reflection operator Wt = cos
(pi
8
)
Xt + sin
(pi
8
)
Zt on the special
subsystem t, we can obtain set of eight operators {hi}8i=1 satis-
fying 〈φ |∑8i=1 hi|φ〉= 4
√
2 and that are related to the original
generators by h2i−1 +h2i =
√
2gi. Bipartitioning the 5 provers
into non-special provers, labelled as system A, and the special
prover t, labelled as B, we obtain the familiar CHSH expres-
sions,
〈φ |C|φ〉= 2
√
2, 〈φ |C′|φ〉= 2
√
2,
where C = X¯AH+B + X¯AH
−
B + Z¯AH
+
B − Z¯AH−B and C′ =
X¯ ′AH+B + X¯ ′AH
−
B + Z¯′AH
+
B − Z¯′AH−B . The Pauli operators X¯A
and X¯ ′A are defined as the generators gi containing Xt where
we replace Xt with the identity operator I. Similarly Z¯A and
Z¯′A are defined as the generators gi whose Zt are replaced
with I. For example when t = 5, we have X¯A = IXZZI,
Z¯A = XIXZI, X¯ ′A = ZZXII and Z¯′A = ZXIXI. Via the rigidity
of CHSH games, it can then be shown that if the probability of
winning the corresponding CHSH game is close to ideal, then
the shared state must be close to a state in the code-space.
The energy test is also replaced, making use of the fact that
measurements of the logical X and Z operators of the code can
be performed transversally by making an appropriate Pauli
measurement on each share of the logical qubit. By expand-
ing out the Hamiltonian as a sequence of Pauli terms polyno-
mial in n. By choosing randomly to either measure a Pauli
term from the Hamiltonian, or make Pauli measurements cor-
responding to a CHSH game to test the code space, it is pos-
sible to achieve an interactive proof for the local Hamiltonian
problem where the verifier is entirely classical, with a polyno-
mial gap between completeness and soundness, similar to that
in [25].
It is thus possible to replace Step 4 in our initial protocol
with a protocol that requires only a purely classical prover,
using Ji’s protocol. This removes the need for any quantum
capabilities on the part of the prover while still retaining the
post hoc verification characteristics of our first protocol, and
requiring only one round of communication between verifier
and provers. Recent modifications of this approach due to
Natarajan and Vidick [35] could also be incorporated, poten-
tially leading to improved performance.
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