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Abstract
A new version of the unsymmetric Lanczos algorithm without look-ahead is
described combining elements of numerical stability and parallel algorithm de-
sign. Firstly, stability is obtained by a coupled two-term procedure that generates
Lanczos vectors scaled to unit length. Secondly, the algorithm is derived by mak-
ing all inner products of a single iteration step independent such that global syn-
chronization on parallel distributed memory computers is reduced. Among the
algorithms using the Lanczos process as a major component, the quasi-minimal
residual (QMR) method for the solution of systems of linear equations is illus-
trated by an elegant derivation. The resulting QMR algorithm maintains the fa-
vorable properties of the Lanczos algorithm while not increasing computational
costs as compared with its corresponding original version.
1 Introduction
The key to many algorithms in engineering and scientific applications often involves
the solution of large-scale eigenvalue problems that model oscillations or stability of
some physical situation. Such problems are crucial in the analysis of complex dy-
namic systems. For example, computational physicists yield information about energy
levels by investigating eigenvalue spectra in quantum mechanics. Structural engineers
are led to eigenvalue problems in vibration analysis where the dynamic equations of
motion model a structure subjected to a time-varying force. Control engineers use
eigenanalysis to study the stability of large electric power systems whose response to
small disturbances around an operating state is represented by a set of linearized equa-
tions. This list could easily be extended to molecular dynamics, plasma physics and
others; see [27, 8] for illustrations from science and engineering.
Due to their overwhelming importance in applications, eigenproblems are among
the most investigated issues in numerical linear algebra. Standard serial algorithms
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for computing eigenvalues or eigenvectors of a dense matrix typically include two
phases. The matrix is initially reduced to a condensed form, e.g. upper Hessenberg
form, and afterwards an iterative technique, e.g. QR iteration, is applied to the con-
densed form [21]. The idea behind this two-phase structure is that the computational
complexity of the iterative technique is tremendously decreased when applied to a con-
densed form rather than to the original matrix. The two-phase structure originally de-
signed for serial computers is easily transferred to parallel shared memory and vector
computers commonly used for large problems. For such computer systems, software
libraries [1, 15] provide important computational components for the first phase, the
reduction of dense matrices to condensed forms. Distributed memory computers are
considered in a recent software project [6, 15]. Unfortunately, the parallelization of
the second phase is much harder and has initiated the design of new algorithms that
are not parallel versions of serial ones; see Section 6.5 of [14].
While the situation is solved quite satisfactorily for dense matrices of moderate
size, the setting is different for larger matrices where the above process becomes more
and more computationally intractable. However, many problems arising in science
and engineering lead to large sparse matrices, i.e., the matrix contains enough zero
entries to be worth taking advantage of them to reduce both storage requirement and
computational work. For large sparse matrices, the Lanczos algorithm comes into
the picture. In 1950, Lanczos [29] proposed an iterative method that computes the
eigenvalues of a not necessarily symmetric matrix by reducing the matrix via similarity
transformation to tridiagonal form. Therefore, the eigenvalues of the two matrices
coincide and applying any efficient and numerically stable method to the tridiagonal
matrix yields the eigenvalues of the original matrix. This process is particularly suited
for large sparse matrices because a matrix need not be stored explicitly; the Lanczos
algorithm solely makes use of a matrix, sayA, in the form of computingAx andATx
for an arbitrary vector x. This feature makes the Lanczos algorithm attractive for
large problems where storage usually is the limiting factor. Some historical remarks
concerning the Lanczos algorithm are given in [22].
The Lanczos algorithm for symmetric matrices has been analyzed extensively in
the literature [9, 31] but has gained much less attention in the unsymmetric case. The
reason is that the unsymmetric Lanczos algorithm suffers from numerical instabili-
ties and its potential to fail for unsuitable starting vectors. More recently, several
adjustments referred to as look-ahead techniques that prevent the process to break
down have been proposed. Rather than discussing such techniques that can be found
in [33, 24, 25, 18, 32, 4, 36, 26] we consider the introduction of parallelism into the
unsymmetric Lanczos algorithm in its look-ahead-free form.
It has been observed [10, 11, 12, 23, 5] that, among the operations involved in
Lanczos-like procedures, the bottleneck on distributed memory parallel computers is
often due to the computation of inner products. An intuitive argument is as follows.
Assume that all vectors are split equally among the processors. Then, inner products
require global communication, i.e., communication of all processors. On the other
hand, all remaining operations do not require any or at least much less communica-
tion. For example, on many occasions, the sparsity of the matrix leads to the exchange
of messages only between nearby processors when computing Ax and ATx. Con-
sequently, if the number of processors becomes large the performance is dramatically
influenced by the computation of inner products. Moreover, inner products possibly
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provoke global synchronization points. A global synchronization point is defined as
the locus of an algorithm at which all local information have to be globally available
in order to continue the computation.
Two different strategies have basically been pursued to remedy the difficulties with
the parallel computation of inner products. The first is to restructure a serial algorithm
such that communication can be overlapped by useful computation, a feature that most
distributed memory parallel computers support. The second approach is to design new
algorithms with a reduced number of global synchronization points. The pros and
cons of these two strategies are added up in [14] for the conjugate gradient method,
an iterative technique for the solution of systems of linear equations resembling the
Lanczos algorithm in parallelization aspects. Note that following the second approach
and deriving a version of the conjugate gradient method that eliminates one global
synchronization point requires additional computation [34].
In this paper, we do not consider overlapping but are concerned with the design of a
new version of the unsymmetric Lanczos algorithm that has fewer global synchroniza-
tion points than its corresponding original version. Rather than using a polynomial for-
mulation of the unsymmetric Lanczos algorithm [24, 25] we use an equivalent matrix
and vector representation here, and show that the properties of the resulting Lanczos
algorithm are transferred to a specific iterative technique for the solution of systems of
linear equations called quasi-minimal residual (QMR) method [19]. With respect to
QMR, we do not only present a new Lanczos algorithm at its heart but additionally in-
troduce a new derivation avoiding the puzzling use of Givens rotations employed in the
original paper [19]. We do not address preconditioning techniques here; but note that
there has been a true revival of polynomial preconditioning [34] with the availability
of parallel computers because this technique decreases the number of inner products,
however, at the expense of additional matrix-vector products.
The organization of the paper is as follows. Section 2 reviews the classical un-
symmetric Lanczos algorithm. Due to the structure of the underlying equations, this
process is referred to as based on three-term recurrences. Although most of the work
around unsymmetric Lanczos algorithms is influenced by three-term recurrences, it
is known that a mathematical equivalent formulation built on coupled two-term re-
currences is numerically more stable. Section 3 is devoted to the derivation of a new
algorithm of that kind additionally improving numerical stability by appropriate vector
scalings. The fact that the resulting algorithm has only a single global synchronization
point per iteration is essential in the field of parallel computing. This algorithm sets
the stage for a new version of QMR derived in the next two subsequent sections. Sec-
tion 4 proves a lemma that—compared to the original derivation of QMR [19, 20]—
considerably eases the entry to the quasi-minimal residual method. Finally, a new
QMR version with a single global synchronization point per iteration is derived in
Section 5.
Throughout the paper, matrices are denoted by upper case bold letters, vectors are
indicated by lower case bold letters, and scalar elements are written in Greek letters.
Unless otherwise stated, all matrices belong to the vector space C NN , and all vectors
are taken from C N correspondingly. The vector norm kxk always is the Euclidean
norm. The symbol I = diag(1; 1; : : : ; 1) represents the identity matrix. A bar denotes
complex conjugation of scalars as well as component-wise complex conjugation of
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). The conjugate
transpose of a matrix A is denoted by AH .
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2 Classical unsymmetric Lanczos algorithm
The classical unsymmetric Lanczos algorithm [29] reduces a matrix A 2 C NN to




For a moment, assume thatW is used instead ofV T . Then, (1) leads to the following
three relations that serve to derive the unsymmetric Lanczos algorithm:
W
T
V = I (2)






The algorithm consists of gradually computing the matrices V, W and T. More pre-
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= 1 are given. Under the above scenario, the unsymmetric Lanczos al-













; : : : called Lanczos vectors. Due to (2), the algorithm enforces biortho-








0 if i 6= j ;
1 if i = j :
(5)
For a derivation of an iterative scheme to compute these vectors, compare the nth









































, these equations represent recur-






are chosen such that the biorthogonality relation (5) holds. In particular, an expression
for 
n























































are assumed to be known from the previous iteration step. Note that









































Properly sequencing the above formulae results in an unsymmetric Lanczos algorithm
that—due to the structure of (9) and (10)—is based on three-term recurrences. This
process is depicted in ALGORITHM 1 where statements leading to global synchroniza-










































































































, respectively. There are infinitely many choices satisfying (13); three of
them are discussed below. A canonical choice used by several authors [21, 27, 13] is
to scale one of the sequences of Lanczos vectors, say v
n+1






















Inspired by treating both sequences equally, other scientists [2, 28, 33] propose fixing



























A third choice is motivated by the desire to make the resulting tridiagonal matrix sym-















Restricting the field from C toR , i.e., given a real matrix and two real starting vectors,
the choices (14) and (15) guarantee real arithmetic throughout the whole iteration pro-
cess, whereas the choice (16) does not preserve real arithmetic. For this latter choice,
the resulting tridiagonal matrix is symmetric but generally complex. In contrast to this
penalty, choice (16) may improve numerical stability because of its symmetrization of
error propagation. Moreover, it may be advantageous to compute the eigenvalues ofT,
and hence the eigenvalues ofA, with an algorithm specifically-designed for symmetric
tridiagonal matrices. The reader is referred to [7] for details of the choice (16).
From the numerical analyst' s point of view [35, 33, 17, 18], one should in practice





k = 1; n = 0; 1; 2; : : :













k. However, (13) solely gives the possibility




, but not both. To circum-
vent this difficulty, a second degree of freedom is introduced by bringing into play
a nonsingular diagonal matrix D. Assuming that the first degree of freedom is used
to scale the Lanczos vectors v
n
, the matrix D can serve for the scaling of the other
Lanczos vectors w
n
by setting W := V TD. With this modification, the whole pro-
cess of deriving an algorithm can be repeated by returning to the starting-point of the
discussion: the similarity transformation. We will not call the reader' s attention to this
process completely. But the first step, the replacement of the similarity transforma-
tion (1) by three separate equations analogous to (2)–(4), is given because it forms the
basis of the next section.
The modification W = V TD obviously leads to a different formulation of the
biorthogonality (2), but it does not alter (3). Equation (4) slightly changes as can be















follows. Hence in summary, the following analog of (2)–(4)
W
T
V = D (17)









can be used to derive a three-term procedure of the unsymmetric Lanczos algorithm




are scaled to unit length; see
Section 2.2 of [20]. Before using these equations in the next section as the starting
point of a new version of the unsymmetric Lanczos algorithm we finish with some
remarks.








= 0. This may occur in two different situations. Firstly, the process
regularly stops when ev
n+1
= 0 or ew
n+1
= 0; and secondly, the method fails when
neither ev
n+1
= 0 nor ew
n+1
= 0. The latter case is referred to as serious breakdown.





is nonzero but small in some sense, have
to be managed. Throughout this paper, we assume that breakdowns will not take place
and refer the reader to several look-ahead techniques [33, 18, 32, 4, 36, 26] that allow
to skip over those iterations where breakdowns occur. Gutknecht [24, 25] presents a
theoretical background that offers insight into why breakdowns occur and how they
can be treated.
Remark 2.2. The Lanczos algorithm basically consists of the two recurrences (9)





, the process is called Hermitian Lanczos algorithm. Suppos-




, the method is known as complex symmetric
Lanczos algorithm [16]. In both cases, work and storage requirements are roughly
halved by using reformulated versions of the Lanczos algorithm that omit one of the





Remark 2.3. What we have shown so far is that ALGORITHM 1 can be derived from
the equations (2)–(4). But it is not immediately apparent that, conversely, the quantities
given by this algorithm actually fulfill the requirements (2)–(4), particularly the bior-
thogonality (2). However in exact arithmetic, it is possible to establish that the Lanczos
vectors generated by ALGORITHM 1 achieve the biorthogonality relationship. This is
demonstrated by Cullum and Willoughby [7] for the particular choice (16). An analo-
gous proof that shows the biorthogonality of the Lanczos vectors generated by a new
version of the unsymmetric Lanczos algorithm proposed in this paper is given in the
next section.
Remark 2.4. Concerning aspects of parallelism, ALGORITHM 1 consists of two ma-




, that usually lead to synchroniza-
tion of only a few processors as opposed to global synchronization needed for the
computation of inner products on parallel computers. The choice (13) as well as the
computation (8) involve the evaluation of inner products. Unfortunately, there is a di-
rect data dependence between both, i.e., the value of 
n
in (8) only can be evaluated





has been computed in (13) at the previous iteration step.
Thus, calculating both inner products simultaneously is prevented. To eliminate this
data dependence, the computation of 
n









. Hence, the calculation in (11) and (12) can be postponed. The result
is a restructured Lanczos procedure with a single global synchronization point per it-










in order to prevent the calculation of a third matrix-vector product
per iteration.
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We further remark that the two matrix-vector products of the unsymmetric Lanczos
algorithm are independent so that a parallel implementation of ALGORITHM 2 can




simultaneously, right after (9)






































































































































ALGORITHM 2: Three-term procedure with one global synchronization point
Remark 2.5. In some applications, e.g. when the Lanczos algorithm is employed as














. Hence in this case, (11) and (12) can be
eliminated completely.
3 Lanczos algorithm based on coupled two-term recurrences
The standard Lanczos algorithm presented in the last section is based on three-term re-
currences for the generation of the Lanczos vectors. In this section, a different formu-
lation of the method built on coupled two-term recurrences is derived. Although Lanc-
zos [30] used a similar technique in the early 1950's, the majority of papers are dealing
with the three-term procedure, until, quite recently, Freund et al. [18] reused this idea
to improve numerical stability. Additionally, to prevent instabilities they scaled both
sequences of Lanczos vectors to unit length, as discussed in the previous section. In
their algorithm, each iteration involves three global synchronization points that readily
can be reduced to two but not to a single one. This paper proposes a different approach
that combines the favorable numerical properties with aspects of parallel algorithm
design, specifically the avoidance of global synchronization. The result is a new un-
symmetric Lanczos algorithm based on coupled two-term recurrences that generates
Lanczos vectors scaled to unit length and has only one global synchronization point
per iteration.
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Throughout the rest of this paper, we assume that the tridiagonal matrix has an
LU decomposition
T = LU ; (20)






















































As mentioned above, an algorithm where the Lanczos vectors are scaled to unit length
can be derived from (17)–(19). But this derivation results in three-term recurrences.
Our new approach introduces the settings P := VU 1 and eQ := WD 1UT that
produces coupled two-term recurrences as will be shown in the sequel. Applying these
settings as well as (20) to (17)–(19) leads to
W
T
V = D (22)
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is used to obtain an equivalent







































= 0. To eliminate all 
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that will be needed later for scaling of the Lanczos vectors. Hence, (27)–(30) lead to




















































= 0. The structure of these four recurrences that form the heart of the
algorithm gives rise to calling the process coupled two-term procedure. We still have
to show that the updates of the unknown quantities are uniquely determined by these

















are known from the previous iteration step, their
successors have to be determined enforcing the biorthogonality relationship. Under




are updated from (32) and (33). Furthermore,


































































































Note that all operations leading to global synchronization, i.e., (38), (39) and (41),
are independent. Thus, they can be computed at one global synchronization point.
It remains to be shown that the computation of the last coefficient 
n+1
involves no
further global synchronization point. To determine 
n+1

















On account of (32), the determination of p
n+1
involves the knowledge of 
n+1
whose









in (44) cannot be evalu-
ated with the others simultaneously. We overcome that difficulty as follows. Putting
in p
n+1

































given by (34) into the second


















































Note that in the above derivation the initialization p
0









= 0. The computation of "
n+1
requires a further inner product, but all opera-
tions involving global synchronization, i.e., (38), (39), (41) and (45), are independent,
and can be calculated simultaneously. The resulting algorithm is formulated in ALGO-
RITHM 3.




appear in ALGORITHM 3. So, it seems that this algorithm does not fulfill one of




that are scaled to unit













the desired quantities as can be seen from (40). A syntactically different formulation
of the same algorithm that explicitly uses the Lanczos vectors can be obtained by
inserting (40) into ALGORITHM 3.







of the diagonal matrix D that characterize












































































































































































































ALGORITHM 3: Coupled two-term procedure with one global synchronization point








. These two matrix-vector products of the unsymmetric Lanczos
algorithm are independent such that a parallel implementation can compute the two




is reversed. Right after the calculation of ew
n+1





are computed. With this value of Ap
n




The above discussion illustrates that (22)–(26), particularly the biorthogonality
relationship, are used to derive ALGORITHM 3. We finish this section with a theorem
conversely showing that, in exact arithmetic, the vectors generated by ALGORITHM 3
are biorthogonal.
Theorem 3.1. As long as no breakdown occurs, the ev-vectors and ew-vectors gener-










0 if i 6= j ;
%
i
6= 0 if i = j : (47)











in the initialization phase of the algorithm gives the basis of the
induction. Note that %
i
6= 0 as long as no breakdown occurs. For n  1, the assign-























































where the last term is understood to be non-existing for n = 1. An analogous calcula-


































; i = 1; : : : ; n :





















































































































if i = n ;
where the induction hypothesis and the assignment of "
n





imply the biorthogonality for i = n 1 and i = n, respectively. Similarly,









4 A special least-squares problem
In this section, we present the mathematical background needed to offer an easy and
new approach to the QMR algorithm. The following lemma gives an iterative solution
of a special least-squares problem.
Lemma 4.1. For n 2 N , let L
n
2 C


































2 C and e(n+1)
1










































Then, the recursion relation
y
n












































































; (n  1) ; 
0





















; (n  2) ; 
1
= 1 : (52)
Proof. The full rank condition implies that if for some index 
i
= 0 then 
j
6= 0
for j = i+ 1; : : : ; n+ 1, such that the sequences (52), (51), (50), and finally (49) are
well-defined. Note that (49) gives 
n





















































































we show by induction on n that y
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2 C denoting the last component of y
i

































































































































Using (50)–(52), a simple calculation shows that the last two components of the above












The following corollary is used in the next section.







































Proof. By induction, the coupled iteration is identical to (49).
5 Quasi-minimal residual method
From the two previous sections, we take the Lanczos process given in ALGORITHM 3
as well as Corollary 4.1 as the two main ingredients to derive a method for the solution
of a system of linear equations
Ax = b ; where A 2 C NN and x;b 2 C N : (55)
The goal is to draw out a new version of an iterative technique called quasi-minimal





















is determined by a quasi-minimal residual property that will be described later.
We take the Lanczos algorithm derived in Section 3 as the first main ingredient of


































































































are the leading principal (n+1)n and nn submatrices of L andU defined in (21).
Note that L
n
has full rank as long as no breakdown occurs.
For the QMR method, the initial residual vector r
0
= b   Ax
0
is used as the
starting vector ev
1














The second starting vector ew
1







The second main ingredient of QMR is the definition of its iterates by the quasi-
minimal residual property. In (56), the vector z
n
2 C





























The corresponding residual vector in terms of y
n
follows from (60) by applying the























. Rather than minimizing kr
n
k that generally
is an expensive task, the quasi-minimal residual property reduces costs by only min-
imizing the factor of the residual given in parentheses, i.e., y
n





































has full rank, the solution y
n
is uniquely determined by Lemma 4.1. Thus,
the solutiony
n
is given by the two coupled recurrences of Corollary 4.1. Inserting the































































are defined in (50)–(52) and d
0
= 0. Note that the vector p
n
is




, the residual vector is
























= 0. Properly putting the four equations (62)–(65) and the three recur-
rences (50)–(52) of Lemma 4.1 on top of ALGORITHM 3 completes the QMR method.
The resulting QMR version with one global synchronization point is depicted in AL-
GORITHM 4.
Remark 5.1. On the assumption that no breakdown occurs, the QMR method of AL-
GORITHM 4 stops if the Euclidean norm of the residual vector falls below a user-
supplied tolerance. This stopping criterion adds global synchronization. The conver-
gence check in ALGORITHM 4 is delayed such that the whole algorithm still involves
just one global synchronization point. That aspect should be taken into account while
implementing other stopping criteria.
Remark 5.2. The equations that are put on top of the Lanczos algorithm to build the
QMR method do not require a further matrix-vector product. The vectorAp
n
appear-
ing in (65) is already known from the calculation of ev
n+1
. Consequently, a parallel
implementation of ALGORITHM 4 can simultaneously compute the two matrix-vector
products using the strategy outlined in Remark 3.3.
Remark 5.3. Besides the computation of two matrix-vector products, ALGORITHM 4
requires 26N+c
1
floating-point operations (additions or multiplications) per iteration,
whereN is the dimension of the linear system, c
1
is a constant, and costs of the conver-
gence check are not included. Freund and Nachtigal propose a QMR version in Algo-
rithm 7.1 of [20], also published in [3], corresponding to ALGORITHM 4 in the sense
that coupled two-term recurrences and appropriate scalings of the Lanczos vectors are
used. Their algorithm consists of three global synchronization points and is formulated
without residual vectors. If one adds two equations by analogy to (64) and (65) in order
to recursively compute the residual vector and takes the unpreconditioned form of Al-




= I, their algorithm needs 26N + c
2
floating-point
operations as well. So, the new Lanczos algorithm derived in Section 3 leads to a new
QMR version that reduces the number of global synchronization points per iteration
by a factor of 3 while not increasing computational costs.
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ALGORITHM 4: QMR method with one global synchronization point
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6 Summary
A new version of the unsymmetric Lanczos algorithm meeting the generally-known
requirements of numerical stability is derived, namely, the Lanczos vectors are scaled
to unit length and are generated by coupled two-term recurrences. Additionally, all
inner products of a single iteration step are independent. This is a crucial feature on
parallel computers with a large number of processors where the performance is almost
entirely dominated by the computation of inner products that need synchronization of
all processors. These favorable properties can be transfered to a broader class of algo-
rithms, those that make use of the unsymmetric Lanczos algorithm as an underlying
process. The quasi-minimal residual method is taken as an example accompanied by
an elegant and new derivation.
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