We consider the question of finding deep cuts from a model with two rows of the type
Introduction
Cutting plane generation has become an important part of integer programming solvers. It allows one to automatically strengthen the linear programming relaxation of a given formulation of a mixed-integer program. Most cutting plane techniques that are implemented and computationally effective deal with inequalities that are either problem-specific or derived from one-row relaxations of the initial problem. In recent years however, a renewed interest has developed in generating cuts from several rows of a mixedinteger program. A recurrent model that has been studied in this framework consists in considering a subset of the rows of a simplex (optimal) tableau in which one relaxes the nonnegativity of the integer basic variables and the integrality of the nonbasic variables. This can be seen as a continuous relaxation of the corner polyhedron introduced by Gomory and Johnson [23, 21, 22] . Andersen, Louveaux, Weismantel and Wolsey [4] and Cornuéjols and Margot [14] studied the case of two rows and they showed that the facet-defining inequalities for the convex hull of all mixed-integer solutions of the relaxed model are intersection cuts obtained from lattice-free polyhedra in R 2 with at most four sides. This result has been generalized to an arbitrary number of rows of the simplex tableau by Borozan and Cornuéjols in [12] where they show that the facet-defining inequalities are intersection cuts from lattice-free polyhedra in R m in general. Many authors have studied variants of the model, considering for example bounds on nonbasic variables [2] or bounds on basic variables [18, 8, 20] . Some papers also considered the problem of strengthening the inequalities by considering the integrality of the nonbasic variables, the so-called lifting problem [17, 13] . This line of research has also generated some theoretical work comparing the strength of such inequalities with split cuts [5, 10, 16] .
Another question that arises in this context regards how to generate and use such cutting planes computationally. Espinoza [19] performed some early experiments, generating cutting planes using three families of lattice-free polyhedra in R m . More recently, Dey, Lodi, Tramontani and Wolsey [15] and Basu, Bonami, Cornuéjols and Margot [9] also tackled the question, by focusing on a particular type of parametric lattice-free polyhedron in R 2 . Specifically, both make use of so-called Type-2 triangles, whose precise shape is determined by a heuristic procedure in [15] , while [9] concentrates on the case where one of the two considered rows has zero as a right-hand side. In this paper we also consider the question of how to generate these cuts computationally. However, our approach is different from [19] , [9] and [15] as we do not fix a priori the shape or the type of lattice-free polyhedra used in order to generate a cut. In particular, consider a model of the type P I = {(x, s) ∈ Z 2 × R n + : x = f + n j=1 r j s j } with f ∈ R 2 \ Z 2 , r j ∈ R 2 . We study the separation problem i.e. given (x,ŝ) ∈ R 2 × R n + , either show that (x,ŝ) ∈ conv(P I ) or provide a valid inequality n j=1 α j s j ≥ 1 for conv(P I ) that separates (x,ŝ), or in other words such that n j=1 α jŝj < 1. The separation problem for the 2-row model is known to be solvable in polynomial time by explicitly writing the polar of conv(P I ) [3] , but that approach reveals difficult to apply efficiently in practice. More specifically, the polar system of conv(P I ) can be constructed by considering a set of constraints for every pair of nonbasic variables (i, j). Given (i, j), there is one constraint in the polar for every vertex of the convex hull of {(x, s) ∈ Z 2 × R 2 + : x = f + r i s 1 + r j s 2 }. Constructing the polar therefore requires a quadratic number of two-dimensional integer hull computations. There are two main results in our paper. Our first result is to show that the complexity of the polar can be reduced from a quadratic to a linear (in n) number of integer hull computations in order to perform an exact separation. Our second result is to provide an algorithm that avoids computing explicitly all integer hulls and hence obtain a method that runs quickly in practice despite having no guaranteed polynomial running time.
The paper is organized as follows. Section 2 introduces the notation and the main tool to tackle the separation question, namely the polar system. We then prove the main theorem in this paper, i.e. that we can reduce the complexity of stating the polar from a quadratic number to a linear number of constraints (in n). In Section 3, we show how to further reduce the number of constraints by avoiding to compute explicitly all two-dimensional integer hulls. Finally, Section 4 presents computational results obtained with an implementation of our algorithm. In particular, we show that cut generation is fast in practice, and closes a measurable amount of gap on top of one-row intersection cuts, although much of that gap closure can be achieved with split cuts of the same rank.
2 Reducing the complexity of setting up the polar of conv(P I )
We deal with the MIP problem min c T x s.t. Ax = b x ≥ 0 x j ∈ Z, ∀j ∈ J.
(1)
Consider a basis of the corresponding linear relaxation
If we select two rows of (2) where the basic variables are required to be integer, relax the nonnegativity of these two basic variables, and relax the integrality of all nonbasic variables, we obtain the model discussed by Andersen et al. [4] , namely the set
Note that this set is a relaxation of the initial MIP (1), thus any valid inequality for conv(P I ) is also valid for (1). For ease of presentation, we assume without loss of generality in the rest of the paper that no two vectors r i , r j are parallel with the same direction, i.e. r j = µr i for all i, j and µ ≥ 0. We consider the question of the separation for conv(P I ) using its polar, which we now introduce. To do so, we start with some useful definitions and notation. First, given a pair of indices (i, j), C ij denotes the conic polyhedron with apex f and two extreme rays r i and r j .
Next, we introduce a notation for the set of all vertices of the integer hull of C ij .
Definition 1.
We define X ij as the set of vertices of conv(C ij ∩ Z 2 ).
Once we fix i and j, every point x ∈ R 2 has a unique representation as x = f + r i s i + r j s j . That representation is very useful to set up the polar and is defined next.
Definition 2. Let x, r
i , r j ∈ R 2 . We define s x i,j and s x j,i to be such that
These values exist and are unique unless r i = νr j , for some ν ∈ R.
Observe that s
The following definition is similar except that it deals with rays.
We define λ j i,k and λ j k,i to be such that
These values exist and are unique unless r i = νr k , for some ν ∈ R.
What we refer to as the polar here is related to the 1-polar in [26] and is defined in more detail in Appendix A. Let P ⊆ R n + be a polyhedron that does not contain 0, and whose recession cone is R n + . Its polar Q is the set Q := {α ∈ R n : α T x ≥ 1 is a valid inequality for P }.
It is a polyhedron in R n + and it has the following property: every extreme pointᾱ of Q is such that α T x ≥ 1 is a facet-defining inequality for P , and every other facet-defining inequality for P is of the form β T x ≥ 0 whereβ is an extreme ray of Q. Furthermore, the polar of the polar is the polyhedron itself, so a symmetric relationship holds: the facet-defining inequalities of Q arex T α ≥ 1 for every extreme point x of P , andr T α ≥ 0 wherer is an extreme ray of P .
We are now ready to express the polar of conv(P I ). The following statements have been proven in [4]:
1. The dimension of conv(P I ) is n.
2. The extreme rays of conv(P I ) are (r j , e j ) for j ∈ N , where e j denotes the j th unit vector.
3. The vertices of conv(P I ) take the form:
, with x ∈ X ij and s ∈ R n + .
Note that, since P I is defined with two equality constraints, it can be observed that the x variables are not needed in the representation. Therefore, if we project conv(P I ) onto the space of the s variables, we easily obtain the full-dimensional polyhedron proj s (conv(P I )), whose facet-defining inequalities also define facets of conv(P I ). Every vertex of conv(P I ) can be projected onto a vertex of proj s (conv(P I )). Hence, we can formulate the polar Q of proj s (conv(P I )) as follows:
extreme ray of conv(P I )} or, with our notation,
This allows us to consider the question of separating a point (x * , s * ), namely either proving that (x * , s * ) ∈ conv(P I ), or finding α * ∈ Q such that α * T s * < 1. In order to do so, we need to solve the linear optimization problem min s * T α s.t. α ∈ Q.
(4) Observe that (4) is bounded as long as (x * , s * ) belongs to the linear relaxation of P I , as then s * ≥ 0. If the optimal value of (4) is greater than or equal to 1, this implies that (x * , s * ) ∈ conv(P I ), otherwise the optimal solution α * of (4) yields a violated valid inequality for conv(P I ).
While it is possible to optimize over the polar Q, we present an alternative, more compact formulation Q. Indeed, to set up Q, we need to consider every pair (r i , r j ) of rays and compute the vertices of the integer hull of the cone C ij that they define (i.e. the set X ij ). Every such vertex (every point in every X ij ) generates one constraint of Q. On the other hand, we construct Q by considering only pairs of consecutive rays (r i , r i+1 ) and their respective X i,i+1 , plus at most n constraints linking the α coefficients for triples of consecutive rays. More precisely, we consider the set
where the rays are indexed in counter-clockwise order, and modulo n (e.g. r −1 ≡ r n−1 ). We observe that the set Q is described by n−1 i=0 n−1 j=i+1 |X ij | constraints while Q features at most n + n−1 i=0 |X i,i+1 | constraints. Theorem 1 shows that optimizing over Q can be done through optimizing over Q.
Theorem 1. Let c ∈ R
n , c > 0, the problem min{c T α : α ∈ Q} and the problem min{c T α : α ∈ Q} share the same set of optimal solutions.
Before proving Theorem 1 we present some geometric intuition on the result. Let P LP := {(x, s) ∈ R 2 ×R n + : x = f +Rs} be the linear relaxation of P I , we define the two-dimensional lattice-free polyhedron L α as follows.
The polyhedron L α is such that its interior is the projection on the plane (x 1 , x 2 ) of the points (x, s) ∈ P LP that violate the inequality α T s ≥ 1 :
Definition 5. Assume that α i > 0 for all i, we define
To simplify the geometric discussion, we assume for the time being that α > 0, which implies that L α is bounded, and that the rays {r Figure 2 ). The geometric intuition behind the constraints of Q is that stating α ∈ Q is equivalent to stating that L α is lattice-free. Instead, if we want α ∈ Q, we first consider only the constraints of Q that correspond to cones formed with consecutive rays. In other words, we state that
is latticefree ( Figure 1 ). Note that K α is not necessarily convex; but we can observe that if it is, then
This motivates the inclusion of the n additional constraints (6) in Q, which enforce the convexity of K α . Indeed, for K α to be nonconvex, there must exist two consecutive triangles whose union is nonconvex, like conv({f, v 0 , v 1 }) and conv({f, v 1 , v 2 }) in Figure 1 . The n additional constraints enforce that any v i must be farther from f than the point in the line segment joining v i−1 and v i+1 along the half line f + cone(r i ). In the presence of such constraints, we miss some valid solutions α ∈ Q, i.e. those which correspond to a nonconvex K α (Figure 2 ). However, in every such solution, there is one v i = f + r i /α i in the interior of L α , and the cut can be trivially strengthened by decreasing α i until v i is on the border of L α .
We prove Theorem 1 by showing that Q is a subset of Q (Lemma 2) and that every optimal solution to min{c T α : α ∈ Q}, is feasible for Q (Lemma 3). First, we need the following result which shows that when (6) holds, a similar constraint also holds for non-consecutive rays contained in the same cone. In other words, it is sufficient to impose convexity constraints on consecutive triangles of K α in order to obtain convexity of K α . Lemma 1. If, for all j such that r j ∈ cone(r j−1 , r j+1 ),
Proof. We prove it by induction on p := k − i (mod n). If p = 0, p = 1 or p = 2, the result is true by hypothesis. We now prove that
Let j, k be such that r j , r k / ∈ {r i , r l }, r j = r k and r j , r k ∈ cone(r i , r l ). Without loss of generality, we can assume that r j ∈ cone(r i , r k ) and r k ∈ cone(r j , r l ), i.e.
hence, using (8) in (7),
This describes r j in terms of r i and r l , giving, by definition of the λ symbols (Definition 3),
and this is well defined because r j ∈ cone(r i , r l ).
Since the rays are ordered, r k = r l and r k ∈ cone(r i , r l ), we know that k − i < p (mod n). Similarly, l − j < p (mod n). Therefore, we can write, using the induction hypothesis,
hence, replacing α k in (11) by the right-hand side of (12) and given that λ j k,i ≥ 0 in (9), we obtain the new inequality
which can be rewritten as
or equivalently, using again the expressions in (10),
We can prove similarly that
Lemma 2. Q is a subset of Q.
Proof. Consider α ∈ R n + such that α ∈ Q. Some constraints of Q do not belong to the description of Q. We must prove that they are satisfied. Let x ∈ C ij with j = i + 1 (mod n). We consider all h, k such that x ∈ C hk . Obviously, C ij ⊆ C hk , thus r i , r j ∈ cone(r h , r k ). In particular, using Lemma 1, we have
Using the description of Q, we also have
We now need to prove that s
Using Definition 2, we can express x in terms of f , r i , r j . And since r i , r j ∈ cone(r h , r k ), we can use Definition 3 to express them in terms of r h , r k :
hence, using (17)- (18) in (16),
which gives an expression of x in terms of r h and r k . Therefore, by Definition 2,
Using (13)- (14) in (15), since s
Lemma 3. If c > 0, all optimal solutions to min{c T α : α ∈ Q} are feasible for Q.
Proof. Let α * ∈ Q \ Q. We want to prove that α * is not an optimal solution to min{c T α : α ∈ Q}. Since α * / ∈ Q, at least one constraint of Q that is not in Q must be violated by α * , i.e. there exists i such that
Consider α such that
We claim that α ∈ Q. First, trivially, for all j, k = i and x ∈ X jk ,
Then, for all k and x ∈ X ik , from Definition 2 and Definition 3, we have
with s
k,i e k ) ∈ P I and since α * ∈ Q, it must satisfy
the third inequality being obtained because of the construction of α in (20) . Together, (21) and (22) prove that α ∈ Q. By construction, c
As a byproduct, the proof of Lemma 3 shows that independently of the objective function c, given α * ∈ Q \ Q, there exists α ∈ Q which provides coefficients for a cut that strictly dominates the one based on α * . This is the reason for requiring c > 0.
Proof of Theorem 1. Lemma 3 shows that all optimal solutions to min{c T α : α ∈ Q} are feasible for Q. Since Q ⊆ Q (Lemma 2), they correspond to the set of optimal solutions to min{c T α : α ∈ Q}.
Corollary 1. All vertices of Q are vertices of Q.
Proof. For any vertex α * of Q, there must exist an objective functionc such that α * is the unique optimal solution to min{c T α : α ∈ Q}. For any c such that c i < 0, the problem is unbounded. For any c such that c i = 0, the optimal solution is not unique. Therefore, all vertices of Q can be obtained by optimizing over Q with a positive objective function, and Theorem 1 applies.
Theorem 1 does not provide a way to tackle the case where there are zero coefficients in the objective function c, which may be important since we typically want to separate points that contain zero components. However, the following corollary holds for any c ≥ 0.
Corollary 2. Given c ≥ 0, any valid inequality α T x ≥ 1 for conv(P I ) with α ∈ Q\Q is strictly dominated by a valid inequalityα
Proof. Observe that α can be expressed as α =α +β whereα is in the convex hull of the vertices of Q (thusα ∈ Q by Corollary 1) andβ is in the recession cone of Q. As the recession cone of Q is in R n + , it follows thatβ ≥ 0, hence c Tα ≤ c T α. Since α / ∈ Q,β = 0. In other words,α ≤ α andα j < α j for some j.
Separation algorithm
Optimizing over the set Q developed above requires explicit knowledge of the sets X i,i+1 . More precisely, we should compute, for every cone(r i , r i+1 ), the vertices of the convex hull of Z 2 ∩ (f + cone(r i , r i+1 )). To each of them corresponds one linear constraint of Q. The number of such vertices is polynomial in the encoding length of (r i , r i+1 ) [24] , and a polynomial-time algorithm for computing them has been presented in [3] .
We adopt a fundamentally different approach that lets us avoid fully computing X i,i+1 and considering one linear constraint per point in X i,i+1 . The motivation for this is to keep the linear program that we optimize over extremely small. In order to do that, we relax the expression of Q, by considering constraints (5) only for x in small sets
. Note that this is indeed a relaxation since the constraints that correspond to points in (
are redundant yet valid for Q. We denote this relaxation by Q(S) ⊇ Q, where S = ∪ i S i,i+1 .
We then follow a classic row-generation approach summarized in Algorithm 1. First, we initialize S to a reasonable subset of ∪ i X i,i+1 . We then optimize over Q(S) and find a solution α. As Q(S) is a relaxation of Q, α may violate some constraints (5). If we find such a constraint, we add the corresponding point x to S, and iterate. Otherwise, if no such constraint is violated, α is valid for Q and is thus the desired optimal solution.
Initialization: S := S 0
Step A:ᾱ := argmin{c T α : α ∈ Q(S)}
Step B:
If no such x exist α is optimal for min{c T α : α ∈ Q}, terminate. Otherwise S := S ∪ {x}, go back to Step A.
Algorithm 1: Using Q(S) to optimize over Q This scheme mainly relies on the fact that we possess an oracle that is able to find violated constraints of Q, or prove that no such constraints exist. We describe such an oracle in this section. Note that the complexity of the algorithm as it is stated here is undefined, as it depends on the output of the oracle. Adopting a geometric perspective, we can restate the task of the oracle as follows: Given Q(S), α := argmin{c T α : α ∈ Q(S)} and the polyhedron Lᾱ, find x ∈ Z 2 ∩ interior(Lᾱ) or prove that no such points exist. Barvinok [6] presented a polynomial-time algorithm that can solve this problem in any fixed dimension d, with the vertices of Lᾱ as its only input. However, we proceed otherwise, taking advantage of our specific two-dimensional setup and our knowledge of the set S. Our proposed oracle can be summarized as described in Algorithm 2. We detail the procedure in the rest of this section.
Step 1. We define T ⊆ S to be the set of vertices of conv(S ∩ Lᾱ). An example is shown on Figure 3 . After Step A, s x i,jᾱ i + s x j,iᾱ j ≥ 1 for all x ∈ S. Therefore, no such x lies in the interior of Lᾱ, and points in T must be on the boundary of Lᾱ. We want to check whether conv(T ) is lattice-free. By triangularizing conv(T ), the problem reduces to finding integer points on line segments and in the interior of triangles with integer vertices. Both can be solved by elementary modulo calculus. In particular, the number of integer points in the interior of a triangle conv({0, u, v}), with u, v ∈ Z 2 , follows directly from Pick's formula (see for example [7] )
Input:
Step 1: Let T be the set of vertices of conv(S ∩ Lᾱ). Check whether conv(T ) is lattice-free.
Step 2: Check whether there are integer points in the relative interior of the edges of conv(T ) that are in the interior of Lᾱ.
Step 3: Assumeᾱ > 0. Use Theorem 2 to check whether Lᾱ is lattice-free.
Algorithm 2: Oracle for finding integer points in the interior of Lᾱ Then, knowing that the triangle contains integral points, we find them using the following procedure: If there are lattice points in the relative interior of two or three edges, we construct an integral point using integer combinations of these. This point is in the interior of conv(T ) except when there is exactly one lattice point in the relative interior of each edge, in which case we divide conv(T ) in the 4 sub-triangles they define, and proceed with one of these sub-triangles, as they all contain the same number of integer points in their interior. Otherwise, at least two edges contain no lattice points in their relative interior, and we make use of Lemma 4.
Lemma 4. Let ∆ be a triangle with integer vertices {0, u, v} that has interior lattice points and such that gcd(u 1 , u 2 ) = gcd(v 1 , v 2 ) = 1. ∆ has an interior lattice point w such that w =
Proof. Any point w in Z 2 can be expressed as w = β u u + β v v, with
By explicitly developing the matrix inverse, we get β u = ku(w)
Note that k u (w) and k v (w) are the components of w in the coordinate system defined by u and v, multiplied by det([u|v]), and are thus integral as long as w is integer. We are looking for a point w in the interior of ∆, i.e. such that k u (w), k v (w) ≥ 1 and
The claim in this Lemma is that such a point exists even when k u (w) is fixed to 1. We now consider k u (w) = 1 as a Diophantine equation with variables w 1 , w 2 , i.e. w 1 v 2 − w 2 v 1 = 1. Since gcd(v 2 , −v 1 ) = 1, there existw 1 ,w 2 ∈ Z such that k u (w) = 1, and we could find the value ofw using the Euclidian algorithm. 
v, which proves the claim. 
for k v , choosing the smallest positive solution. This can be done either by three applications of the Euclidean algorithm or by using the Hermite normal form of the system. In both cases, finding the smallest positive solution is easy as the set of solutions is a one-dimensional translated lattice.
Step 2. We now assume that conv(T ) is lattice-free, and we check that the relative interior of its edges does not contain integer points that are in the interior of Lᾱ. Note that since Lᾱ is convex, it is enough to check one integer point in the relative interior of each edge of conv(T ).
Step 3. We now assume that no integer point was found in the interior of Lᾱ through Steps 1 and 2. Moreover, we assume thatᾱ i > 0 for all i, hence Lᾱ is a polytope; we show in Section 4 how we proceed if this assumption is not true. We start by showing that Lᾱ is tight at three affinely independent points in S, or in other words that conv(T ) = conv(S ∩ Lᾱ) is full-dimensional.
Lemma 5. Letᾱ be a vertex of Q(S).
If cone(r 1 , . . . , r n ) = R 2 andᾱ > 0, then S ∩ Lᾱ contains three affinely independent points.
Proof. Note that we can assume wlog that for every x ∈ S there exists a unique i such that x ∈ S i,i+1 . Consider now the constraints defining the set Q(S).
There are |S| constraints of type (24), n of type (25) , and n of type (26), of which a subset of n linearly independent overall must be tight atᾱ. Becauseᾱ > 0, none of the nonnegativity constraints are tight forᾱ. (25) is not tight.
Moreover, if cone(r 1 , . . . , r n ) = R 2 , then f ∈ interior(Lᾱ). Therefore, Lᾱ is full-dimensional, and has at least three vertices. This implies that at most n − 3 of the constraints (25) are tight forᾱ. Equivalently, we have at least three tight constraints of type (24) forᾱ. If the corresponding three integer points are affinely independent, the result follows.
Suppose now that they are on a line. More specifically let W be a collinear set of such tight points, i.e. W ⊆ S ∩ boundary(Lᾱ) such that |W | ≥ 3 and dim(aff(W )) = 1. Since Lᾱ is convex, all points in W must belong to a single facet conv(v i , v j ) of Lᾱ. Now let us define K as the index set of the rays inside the corresponding cone, i.e. K := {k : r k ∈ cone(r i , r j )}. Observe that there are at most |K| linearly independent tight constraints including the variables with indices in K only. Thus, there must be at least n − |K| linearly independent tight constraints including at least one of the n − |K| remaining variables. For at least one of these remaining variables, the associated ray supports a vertex of Lᾱ, i.e. there exists h / ∈ K such that v h is a vertex of Lᾱ. Therefore, at least one of the n − |K| remaining constraints (25) is not tight forᾱ. It follows that there is at least one additional tight constraint (24), which does not correspond to a point in W .
As suggested by Lemma 5, we ensure that we have three affinely independent points on the boundary of Lᾱ by adding artificial rays to P I , as needed, in order to have R 2 -spanning rays. By using a zero objective function cost for variables associated to artificial rays, we do not modify the separation problem. Observe that since conv(T ) is a lattice-free polyhedron in R 2 with integer vertices, we know that it has at most four vertices [25] , thus |T | may only be three or four, i.e. conv(T ) is a triangle or a qualidrateral.
Definition 6 summarizes the assumptions we can make in Step 3: we call (T, Lᾱ) checkable if we found integer points in the interior of Lᾱ neither in Step 1 nor in Step 2. We showed previously that it is easy to verify whether (T, Lᾱ) is checkable. In the remainder of this section, we show that it is computationally cheap to check whether Lᾱ is lattice-free when (T, Lᾱ) is checkable. Lemma 6, 7, 8 and 9 cover the four possible cases.
Lemma 6. Let (T, Lᾱ) be checkable and conv(T ) be a lattice-free triangle with exactly one integer point in the relative interior of each edge. Then Lᾱ is lattice-free.
Proof. conv(T ) is a maximal lattice-free body. Therefore, Lᾱ ⊇ conv(T ) is lattice-free if and only if Lᾱ = conv(T ). Since the integer points on the edges of conv(T ) are not in the interior of Lᾱ, they are on its boundary, so Lᾱ = conv(T ). Lemma 9. Let (T, Lᾱ) be checkable and conv(T ) be a lattice-free quadrilateral. Then Lᾱ is lattice-free. (Figure 10 ) and apply Lemma 7 on one of them. The vertices of this unimodular triangle can be vertices of conv(T ) or integer points in the relative interior of the edges of conv(T ), belonging in both cases to the boundary of Lᾱ. One can easily see that the integer points to be verified in Lemma 7 are either on the edges of conv(T ) or trivially not in the interior of Lᾱ, by convexity. Proof. This follows from Lemma 6, 7, 8 and 9.
Proof. As for Lemma 8, we can decompose conv(T ) in unimodular triangles
The results in this section show that, in Step 3, it is enough to check at most three integer points against the interior of Lᾱ to verify that Lᾱ is lattice-free.
Computations
In this section, we present an implementation of the two-row cut separator described previously and computational results obtained with it. First, we need to address an issue that was not covered before.
Handling of the case α i = 0. So far, we have only considered the case where Lᾱ is a polytope, i.e. α i > 0 for all i, while the constraints of Q(S) only ensureᾱ i ≥ 0. Note that if Lᾱ is lattice-free and unbounded, then it is necessarily a split set. If only one coefficientᾱ h is zero, then we can check that Lᾱ is inscribed in a split set parallel to r h . If two such coefficientsᾱ j andᾱ k are zero, then Lᾱ is not lattice-free and we can easily construct an integer point f + µ j r j + µ k r k in its interior. However, both these operations involve computing a rational representation of the rays r i and the point f , which are usually only available in floating-point form. Besides numerical difficulties, this could yield points with large coefficients, and that are very "far" from f . Recall that when we find points in Z 2 ∩ interior(Lᾱ), we add them to the set S, whose elements correspond to the constraints of Q that are considered in its relaxation Q(S). In that context, large coefficients cause numerical instability, and points that are "far" from f typically correspond to weak (i.e. dominated) constraints of Q.
We tackle this issue in a different way, by imposing positive lower bounds on α, thus ensuring that we obtain a bounded polyhedron Lᾱ. This can yield problems in case some of these bounds end up tight in α, as then the result of Lemma 5 is not guaranteed to hold, i.e. conv(T ) may not be full-dimensional. If it is full-dimensional nevertheless, then Theorem 2 holds and we can still use the oracle described in Algorithm 2. Otherwise, as mentioned earlier, we could fall back on verifying that Lᾱ is lattice-free with the polynomial-time algorithm of Barvinok [6] . But for that case, we instead implement the naive enumeration that runs in w(Lᾱ) iterations, where
This is not polynomial in the encoding length of Lᾱ, and potentially much more costly than Algorithm 2, which is basically O(1) for fixed values of |S| and n. In practice however, it is possible to bound the number of iterations by suitably choosing the value of the lower bounds on α, for instance α i ≥ |r i | K for some K > 0. Since the vertices of Lᾱ are of the form v i = f + 1 αi r i , this ensures that Lᾱ is contained in a disc of radius K centered at f , implying w(Lᾱ) ≤ 2K. In our implementation, K = 500. Note also that if we fix the value of K, the complexity of Algorithm 1 becomes polynomial, as it performs at most O(K 2 ) iterations.
Remark that Lᾱ being lattice-free is enough forᾱ T s ≥ 1 to be a valid inequality for P I , but if some components ofᾱ are at their positive lower bound, thenᾱ T s ≥ 1 is not guaranteed to define a facet of conv(P I ), as the lower bounds on α are not actual constraints of the polar of conv(P I ). For this reason, whenever we generate a valid inequality having a coefficient α j at lower bound, we consider instead the intersection cut corresponding to a split set of direction r j , i.e. the lattice-free body
is an integral vector orthogonal to r j . This is the only facet-defining inequality for P I having α j = 0, and is hence a solution to min{s * T α : α ∈ Q} in this case, if K is sufficiently large. The computation can fail since p T f may be integral, which is made more likely by the fact that we must convert (approximately) a floating-point representation of r j into a rational in order to compute p. If it fails for every such α j at lower bound, then we discard the current cut, so that we return only facet-defining inequalities.
Computational experiment. Algorithm 3 summarizes the computational experiment performed in order to measure the practical speed of our method. Given a mixed-integer problem, the algorithm 1 input: a mixed-integer problem P , its linear relaxation P LP 2 3 for r = 1 to RANK MAX (outer loop) 4
Optimize over P LP . Let x * be the optimal solution. 5
Compute the optimal simplex tableau. 6 Build up to MODELS MAX two-row models. 7 8 for each row of the simplex tableau, 9
generate the corresponding one-row intersection cut. Add the cuts separating x * to P LP . 20 21 while at least one cut was added. 22 end for Algorithm 3: Computational experiment starts by optimizing over its linear relaxation. In the outer loop, we extract, from the simplex tableau associated to the current optimal solution x * , the two-row models to be used for cut generation. In the inner loop, we separate one inequality with each model and add the cuts that separate x * to the linear relaxation, over which we then reoptimize, yielding a new solution x * . The inner loop terminates when no more separating inequality is found. At that point, the next iteration of the outer loop will build different models based on a new simplex tableau. Observe that at a given iteration of the outer loop, all the generated inequalities are at most of rank r.
In order to compare two-row inequalities with their single-row counterpart, we compute the one-row intersection cut associated to each row of the simplex tableau, at every outer loop iteration, before we start separating two-row inequalities. These cuts are intersection cuts on a one-row relaxation of the original problem, keeping the integrality constraint only for the corresponding basic variable (i.e. nonlifted intersection cuts). Note that while much easier to compute, they are a subset of those we can obtain with our two-row separator.
Although more sophisticated options exist (see e.g. [19, 15, 10, 9] ), our method for building the two-row models is essentially heuristic. We arbitrarily restrict ourselves to reading rows from optimal simplex tableaux. Our intent is to build models whose constraints have similar supports, while covering all Table 1 : Conditions of the experiments relevant rows. Intuitively, this can be motivated by observing that any intersection cut separated from a model whose two rows have disjoint support is equivalent to a linear combination of two intersection cuts from the corresponding one-row models. In practice, we select up to MODELS MAX models meeting the following requirements:
1. Each of the two rows is a suitable simplex tableau row, i.e.
a. its basic variable is integer-constrained, b. its density, i.e. the ratio of the number of nonzero coefficients in the row over the number of columns, does not exceed ROW DENSITY MAX.
2. Each of the two rows is used in at most (ROW USE MAX − 1) other selected models.
3. At least one of the two rows has a fractional right-hand side.
4. Among the models that are not selected, none has a higher score. The score of a two-row model is computed as (c − d) where c is the number of colums having nonzero coefficients in both rows, and d is the number of columns a having nonzero coefficient in exactly one row.
Results analysis. Tables 2 and 3 present the results of our experiment. The testbed is composed of problems from the MIPLIB 3 [11] and MIPLIB 2003 [1] libraries. We report results on all the instances except for three having no integrality gap (dsbmip, enigma, disctom), four whose optimal solution is unknown (dano3mip, liu, momentum3, t1717), and five for which the experiment runs out of memory (ds, momentum2, stp3d, mzzv42z, rd-rplusc-21). The general conditions of our experiments are detailed in Table 1. The columns of Tables 2 and 3 are composed of two parts. The first one (one-row only) serves as a comparison point using only one-row intersection cuts, i.e. split cuts from a simple disjunction on a basic variable (MODELS MAX = 0, ROW USE MAX = 0). The column cuts indicates the number of separating one-row intersection cuts and %gc is the percentage of integrality gap closed as a result. We compute gap closures as %gc = 100
where z MIP is the optimal objective function value of the original problem, z LP the one of its LP relaxation, and z LP+cuts the one of its LP relaxation with cuts added. The second part (one-row + two-row ) corresponds to Algorithm 3 with MODELS MAX = 5000 and ROW USE MAX = 4, i.e. each row of the simplex tableau is used to build at most 4 different two-row models. Note that we do not consider rows with more than 40% nonzero components (ROW DENSITY MAX = 0.4). In both cases, we limit ourselves to rank-5 inequalities (RANK MAX = 5), and we discard cuts whose dynamism (i.e. the quotient of the largest and the smallest nonzero coefficient, in absolute value) exceeds 10 6 , as they are likely to cause numerical difficulties. Moreover, we consider that a cut α T x ≥ 1 "separates" a point x * only if its violation at x * is at least 10 −6 i.e. 1 − α T x * ≥ 10 −6 . The column one-row cuts indicates the number of separating onerow intersection cuts generated as part of Algorithm 3. In the subcategory two-row, models indicates the overall number of times the two-row separation procedure is called, time shows the total time spent within the algorithm, in seconds, and cuts indicates the number of two-row cuts that succeed at separating the corresponding x * . The set S in Algorithm 1 is initialized with the four points ( f 2 ) and ( f 1 , f 2 ) , and +total denotes the total number times a point was added to a set S, across all separations. Finally, %gc shows the percentage of gap closed by adding all the separating cuts. The primary objective of our experiment is to assess whether our separator is fast in practice. In particular, since Algorithm 1 does not have a proven complexity bound, we need to evaluate how many iterations it performs in a practical setting. Over the course of the experiment conducted to generate Table 2 and  Table 3 , only 10.4 points are added to S on average per call to the separator, in addition to the four initial points, i.e. Algorithm 1 performs 11.4 iterations on average. On average, the computation takes 20.5ms per call to the separator (1.8ms when considering MIPLIB 3 only). A cut is successfully computed in 99.87% of the cases, failure happening when no facet-defining inequality could be generated as explained above, and 1.39% of the generated cuts do separate the corresponding point x * . Note that for being considered a separating cut, a valid inequality must also satisfy the condition on coefficient dynamism described previously. On the other hand, 86.61% of the generated one-row intersection cuts are separating (in the same one-row + two-row experiment), with separation taking approximately 0.14ms on average in our implementation. Recall however that two-row cuts are separated after one-row cuts, hence every separating two-row cut is, in the separation sense, "stronger" than all the one-row cuts generated before. Note finally that overall in our experiment, only 16.98% of the time is taken by the two-row separator, the rest being spent optimizing over the LP relaxation, computing the optimal LP tableau, and selecting pairs of rows.
The secondary objective of this experiment is to evaluate the usefulness of two-row cuts in a separation scheme. In terms of average gap closed (35.81%, compared to 29.85% with one-row intersection cuts only), the addition of two-row inequalities does seem to slightly strengthen the original formulation, without however providing a compelling argument to justify their computational cost. But it should be noted that on some instances (e.g. misc03, p0201, p0548, p2756, pp08a, qnet1, tr12-30), two-row cuts provide a significant improvement in the LP bound, without the addition of a disproportionate number of cuts. On a lot of other instances, the significant improvement brought by two-row cuts could be attributed to their sheer number. Remark also that in some cases, the amount of gap closed by one-row + two-row is smaller than with one-row only. This can happen since, as we do not limit ourselves to rank-1 cuts, the bases (and hence the tableaux) used in the various experiments can differ, starting from the second outer loop iteration. Figure 11 illustrates the evolution of the average gap closed from one (outer loop) iteration to the next, over both instance sets. The bars labeled one-row only and one-row + two-row correspond to the gap closed after each iteration in their respective experiment. The one-row (+ two-row) bar corresponds to the gap closed at each iteration of the one-row + two-row experiment before the addition of two-row inequalities, i.e. at line 12 of Algorithm 3. Observe that while the difference between the two experiments is noticeable, one-row cuts still seem to close most of the gap in the one-row + two-row experiment. This might indicate that the main advantage provided by the two-row inequalities arises from obtaining useful relaxations from simplex bases that are not reached adding one-row cuts only. Table 4 and Table 5 , we survey the lattice-free sets that we obtained throughout the experiment, and classify them according to the taxonomy described in [17, 16] . We count only lattice-free sets corresponding to separating two-row cuts. One can observe that no Type-1 triangle is generated, which is worth noting as only cuts corresponding to Type-1 triangles have infinite split rank [4, 16] . This could be caused by the fact that the set P I must take a very specific form in order for us to be able to build a Type-1 triangle with each of its vertices on f + cone(r i ) for some ray r i .
Split sets play a special role in the context of intersection cuts. In particular, any two-row intersection cut from a split set can be obtained, at a fraction of the computational cost, as a one-row cut, by combining the two initial rows. Such a cut is thus a rank-1 split cut (when constructing models from the initial LP formulation). In order to evaluate the importance of these cuts, we re-ran the experiment, discarding all two-row cuts except the ones arising from split sets. Therefore, this new experiment uses only split cuts of rank at most 5. The results are shown in Table 6 and Table 7 , under the column "+ two-row splits". It appears that intersection cuts on split sets alone can close most of the gap closed by all two-row cuts together, going from 29.85% (one-row only) to 34.40% (+ two-row splits), instead of 35.81% (+ two-row all ). More importantly, they do so despite the addition of fewer cuts, 135 in average (+ two-row splits), instead of 316 (+ two-row all ).
Conclusion
In this work, we developed a compact formulation of the polar of the two-row model studied by Andersen et al. [4] , built an algorithm to separate two-row cuts using this formulation, and showed computationally that it is fast in practice. As a result, we are able to generate separating two-row intersection cuts without fixing the underlying lattice-free set within a few milliseconds of computing time. We do not answer however the question of the practical usefulness of these cuts, as our experiments show mixed results in this regard. More precisely, for the instances tested, two-row intersection cuts close significantly more gap than one-row intersection cuts, but we can achieve almost as much when restricting to two-row cuts from split sets, which are split cuts of the same rank. In that context, the main direction for further research is to evaluate computationally the impact of various strengthenings of the two-row relaxation, obtained by reintroducing some of the original constraints that were dropped in it. Table 6 : Two-row cuts on split sets (MIPLIB 3) Figure 12 : Example radial set P Figure 13 : Example polar Q Proof. By Proposition 5, Q is a radial polyhedron, thus its polar can be defined as in Definition 8. Let P = {y ∈ R n : y T α ≥ 1, for all α ∈ Q} be the polar of Q. If x ∈ P , then α T x ≥ 1, for all α ∈ Q. Thus x ∈ P , so P ⊆ P . Now let y / ∈ P . By Proposition 2, there exists a valid inequality α T x ≥ 1 of P such that α T y < 1. Since α ∈ Q, y / ∈ P , so P \ P = ∅.
Corollary 3. The facet-defining inequalities of P are (a). α T x ≥ 1 for all α extreme point of Q (b). β T x ≥ 0 for all β extreme ray of Q such that β / ∈ cone{α : α extreme point of P }.
The following example illustrates the properties that we established in this section.
Example 1. Let P ⊆ R 2 be given by ( Figure 12 )
It is easy to verify that P is radial. From the vertices and extreme rays of P immediately follows a description of its polar Q in terms the constraints ( Figure 13 ) Q = {(α 1 , α 2 ) ∈ R 2 : 2α 1 + α 2 ≥ 1 (27)
By optimizing over Q, we can obtain vertices and extreme rays of Q. In our small example, we can observe that
and that (27), (28) and (30) are facet-defining for Q while (29) is not (it is strictly dominated by (27)). Indeed, the corresponding extreme ray of P 2 1 ∈ cone 2 1 , 1 1 .
Conversely, the vertices and extreme rays of Q yield a constraint description of P P = {(x 1 , x 2 ) ∈ R 2 : x 1 ≥ 1 (31)
x 2 ≥ 1 (32)
where (31), (32) and (34) are facet-defining for Q while (33) is not (it is strictly dominated by (31)). Again, the corresponding ray of Q 1 0 ∈ cone 1 0 , 0 1 .
