The pairing heap is a classical heap data structure introduced in 1986 by Fredman, Sedgewick, Sleator, and Tarjan. It is remarkable both for its simplicity and for its excellent performance in practice. The "magic" of pairing heaps lies in the restructuring that happens after the deletion of the smallest element. The resulting collection of trees is consolidated in two rounds: a left-to-right pairing round, followed by a right-to-left accumulation round. Fredman et al. showed, via an elegant correspondence to splay trees, that all operations take logarithmic amortized time. They also proposed an arguably more natural variant, where both pairing and accumulation are performed in a combined left-to-right round (we call this the forward variant). The analogy to splaying breaks down for this variant, and its analysis was left open. Since then, no progress was made on this question.
Introduction
A heap is an abstract data structure that stores a set of keys. Typical operations include creating an empty heap, inserting a key, finding and deleting the smallest key, decreasing a key, and melding (joining) two heaps.
Pairing heaps, introduced by Fredman, Sedgewick, Sleator, and Tarjan [FSST86] , are a popular heap implementation that support all operations in O(log n) amortized time, intended to be a simpler alternative to Fibonacci heaps [FT84] . Their efficiency follows from their self-adjusting properties, similar to those of splay trees [ST85] . Like splay trees, pairing heaps store no extra information at their nodes, besides the pointers used to represent the structure. They are observed to have excellent performance in practice [SV87, MS91, LST14] , and remain a popular choice in applications. Despite the conceptual simplicity of pairing heaps, the time complexity of their operations is not fully understood [FSST86, Fre99, Iac00, Pet05, Elm09, IÖ14b, IY16].
A pairing heap is built as a single tree with nodes of arbitrary degree. Each node is identified with a key, with the usual min-heap condition: every (non-root) key is larger than its parent key. The operations are implemented using the unit-cost linking primitive: given two nodes x and y (with their respective subtrees), link(x, y) compares x and y and lets the greater of the two become the leftmost child of the smaller.
The delete-min operation works as follows. We first delete (and return) the root r of the heap (i.e., the minimum), whose children are x 1 , . . . , x k . Then we perform a left-to-right pairing round: for all i = 1, . . . , k/2 , call link(x 2i−1 , x 2i ). The resulting roots are denoted y 1 , . . . , y k/2 . (Observe that if k is odd, the last root is not linked.) Finally, we perform a right-to-left accumulate round: for all i = k/2 , . . . , 2, call link(p i , y i−1 ), where p i is the minimum among y i , . . . , y k/2 . We illustrate this process in Figure 1 .
The other operations are straightforward. In decrease-key, we cut out the node whose key is decreased (together with its subtree) and link it with the root. In insert, we link the new node with the root. In meld, we link the two roots.
Fredman et al. showed that the amortized time of all operations is O(log n). They also conjectured that, similarly to Fibonacci heaps, the amortized time of decrease-key is in fact constant. This conjecture was disproved by Fredman [Fre99] , who showed that in certain sequences, decrease-key requires Ω(log log n) time. In fact, the result of Fredman holds for a more general family of heap algorithms. Iacono andÖzkan [IÖ14b, IÖ14a] gave a similar lower bound for a different generalization 1 of pairing heaps. Assuming O(log n) for decrease-key, Iacono [Iac00] showed that insert takes constant amortized time. Pettie [Pet05] proved that both decrease-key and insert take O(4 √ log log n ) time. Improving these trade-offs remains a challenging open problem.
Variations on a theme. We refer to the pairing heap data structure described above as the standard pairing heap. Fredman et al. also proposed a number of alternative variants that differ in the way the heap is consolidated during a delete-min operation.
We describe first the forward variant, which is the main subject of this paper. The pairing round in the forward variant is identical to the standard variant, resulting in roots y 1 , . . . , y t , where t = k/2 , and k is the number of children of the deleted root. In the forward variant, however, we perform the second round from left to right: for all i = 1, . . . , t − 1, we call link(p i , y i+1 ), where p i is the minimum among y 1 , . . . , y i . See Figure 1 for an illustration.
What may seem like a minor change causes the data structure to behave differently. Currently, the forward variant appears to be much more difficult to analyse than the standard variant.
The implementation of the forward variant is arguably simpler. The two passes can be performed together in a single pass, using only the standard leftmost child and right sibling pointers. In fact, it is possible to implement the two rounds in one pass also in the standard variant. To achieve this, we need to perform both the pairing and accumulation rounds from right to left. As shown by Fredman et al., this can be achieved with a slightly more complicated link structure, and the original analysis goes through essentially unchanged.
The reader may observe that it is the relation between the accumulation direction and the way we link, where the different behavior originates. If we were linking by making the larger item the rightmost child of the smaller, then the situation would be the opposite, with the forward variant being easy, and the standard variant hard to analyse. In summary, given the two most natural variants of pairing heaps, one is significantly better understood than the other. We find it a worthy task to develop tools to remedy this situation. Our main result is the following.
Theorem 1. In the forward variant of pairing heaps, the amortized costs of delete-min and insert are O(log n · 4 √ log n ), where n is the number of items in the heap when the operation is performed.
Finally, there has been significant further work in designing heap data structures, with the goal of finding a simpler alternative to Fibonacci heaps, matching, or almost matching their theoretical guarantees (e.g., [SV87, KT08, Elm09, Elm10a, Elm10b, HST11, HKTZ15]). Some of these structures are inspired by pairing heaps, but are sufficiently different (typically more complicated or in a model where extra information can be stored at the nodes) to be out of the scope of this paper.
Splaying and sorting. There is a standard representation of multi-way rooted trees as binary trees ([Knu97, § 2.3.2], [FSST86] ), by renaming the leftmost child and right sibling pointers as left child and right child. (See Figure 1 .) In this binary tree representation, the restructuring performed when we delete the minimum from a pairing heap closely resembles the restructuring performed by an access to an item in a splay tree. The correspondence is sufficiently close that the proof of logarithmic access cost in splay trees [ST85] also goes through for the pairing heap. (We note that this correspondence is far from trivial: one has to relabel some nodes and swap their left and right children in the analysis to make it work; we refer to the original pairing heap paper [FSST86] for details.)
In case of the forward variant, the analogy with splay trees breaks down, with no apparent way to fix it. The reason is that the accumulation round of the forward variant may reverse the ordering of large groups of contiguous neighbors. In splay-view, this has the effect of turning long portions of the search path upside-down, something known to be notoriously hard to analyse, see
There is a close relation between heaps and sorting. The ancestor-descendant relationship in a heap captures everything we know about the order of the keys at a certain time. A sequence of delete-min s in a pairing heap (or in any other heap, for that matter), can be seen as transitioning from the current partial order towards the total order, i.e., sorting. (More precisely, we have here a special kind of selection-sort, in which only candidate minima are ever compared.) It would then be natural for the potential function to capture some measure of "sortedness" of the heap, for example, the entropy of the partial order or some other quantity related to the number of linear extensions. In general, as observed by Pettie [Pet05] , this is far from being the case for the splay potential. It may seem that the accumulation round destroys the splay-like structure obtained in the pairing round. Observe however, that by swapping the left and right children of certain nodes, the attachment-order of the named subtrees to the "search path" can be restored. The splay potential is clearly unaffected by these modifications. Such a transformation is possible for the standard variant (iii), but not for the forward variant (iv).
The potential function in the classical analysis of splay trees is equal to the sum of the logarithms of subtree-sizes of all nodes in the tree. A subtree in the splay-view corresponds, in the heap-view, to the set of subtrees of a node and all of its right siblings ( Figure 1 ). It is far from intuitive why such a quantity would be useful in analysing pairing heaps. In particular, this potential function does not distinguish between left and right children in the splay-view, even though, in the heap-view, they play different roles: one is a provably larger key, and the other is (so far) incomparable. It may seem that, implicitly, the splay potential assumes that the left-to-right ordering of siblings (in heap-view) is, to some extent, correlated with the sorted order. We argue that such an assumption is somewhat reasonable for the standard variant of pairing heaps, but not for the forward variant (since the accumulation round of the forward variant frequently reverses contiguous blocks of siblings).
As a simple example, consider either the standard or the forward variant, and look at a contiguous group of siblings x 1 , x 2 , . . . , x k , y (arbitrarily shuffled), of which y is the smallest. Suppose, for simplicity, that these nodes interact with each other only in pairing rounds, i.e., the minimum of the accumulation round always comes from "outside the group", and does not change within the group. Assume also that, in each pairing round following a deletion of the parent of the group, y gains one node from the group as its new leftmost child.
If x i and x j both become children of y, and x i is to the left of x j , then x i became the child of y in a later round than x j , having "survived" more rounds (winning the links it took part in) at the same level as y. This fact is an indication that x i may be smaller than x j . When y is eventually deleted, the standard variant will preserve the order of its children, whereas the forward variant will reverse it (assuming again, that there is no minimum-change within the group during the accumulation round).
There are limits to this intuition, and it is easy to construct examples that break it. Nonetheless, this interpretation suggests that we analyse the forward variant by somehow directly using the order-information, instead of trying to infer it from the tree structure. This motivates our potential function in § 2.
The intuition described earlier also hints at why the standard variant of pairing heaps may in fact be faster than the forward variant. If the left-to-right ordering of siblings is indeed the increasing order, then a right-to-left accumulate round is vastly more efficient then a left-to-right round. (The former immediately achieves the sorted order, whereas the latter merely finds the minimum.) On the other hand, in this case, the left-to-right round also reverses the order of siblings, making it optimal for the subsequent round. This intuition is consistent with our experiments that show the forward-variant to be somewhat slower 5 than the standard variant. However, the possibility that the forward-variant also has logarithmic cost has not been ruled out. 
Analysis of the forward variant of pairing heaps
Before proving our main result, as a warm-up, we look at the arbitrary pairing and linking variant of pairing heaps. First we introduce some terminology.
We define the rank of a node x as the number of nodes in the heap with a smaller key, 6 e.g., the rank of the root is 0. (For simplicity, we assume that the keys are unique.) We denote the rank of x by r(x). The rank-difference rd(x) of a node x is defined as
is positive for all non-root nodes x. For the root r, we define rd(r) = 0.
Arbitrary pairing and linking
We show that starting with an arbitrary initial heap of size n, the cost of n delete-min s using arbitrary pairing and linking is O(n √ n). This was already known, as a corollary of Fredman et al.'s result in the original pairing heap paper. Our proof is different (and arguably simpler), and is intended to illustrate the use of rank-differences in the analysis.
Consider a heap of size n. Let Φ denote the sum of rank-differences over all nodes of the heap. Observe that the ranks take all values 0, . . . , n − 1, and the rank-difference of a node is not more than its rank. It follows that 0 ≤ Φ ≤ n(n − 1)/2.
For the purpose of the analysis, we slightly change the implementation of delete-min. Rather than deleting the root first, we first do the pairing and accumulation rounds on the children of the root, until the root has only one child. Only then, we actually delete the root. This modified algorithm is equivalent to the original.
In this implementation, all link operations take place between children of the root. Consider a link between nodes x and y, whose rank-differences are a and b, respectively. Suppose x < y, and consequently a < b. After the operation, y becomes the leftmost child of x. The new rank-difference of y is b − a. Observe that the rank-differences of nodes other than y remain unchanged, therefore the potential Φ decreases by a.
Theorem 2. The cost of n delete-min operations from an arbitrary initial heap of size n, using arbitrary pairing and linking, is O(n √ n).
Proof. Consider a delete-min in which the root has k children. In the pairing round we perform k/2 link operations. By the earlier observation, the potential Φ goes down by a 1 + · · · + a k/2 , where a i is the rank-difference of the "winner" (i.e., smaller node) in the i-th link.
The values a i are distinct (since all respective nodes have different ranks, and the same parent), and a i > 0 for all i. Thus, the entire pairing round reduces Φ by at least 1 + 2 + · · · + k/2 ≥ (k 2 − 1)/8 ≥ (k − 1) 2 /8. The remaining operations can only further decrease the potential.
Let k i denote the number of children of the root before the i-th delete-min operation. (This is also our estimate for the cost of the operation.) The total reduction in potential due to this operation is at least n i=1 (k i − 1) 2 /8. On the other hand, the total reduction in potential over all n operations is not more than n 2 /2. It follows that i (k i − 1) 2 ≤ 4n 2 . Under this condition, setting k 1 = · · · = k n = 2 √ n + 1 maximizes the total real cost i k i .
In its current form, the potential function is not well suited for analysing operations other than delete-min; a single insert, for example, may increase Φ by a linear term. It is not hard to fix this, as long as our goal is a modest O( √ n) amortized time bound for insert. (We remark that Fredman et al. show that operations other than delete-min take constant amortized time.)
We sketch the proof, as it foretells the technique used in § 2.2. Define the potential of a node x, denoted by φ(x), to be rd(x), if rd(x) ≤ √ n − 1, and √ n − 1 + rd(x)/ √ n otherwise. Call nodes of the first kind light, and nodes of the second kind heavy. The potential function Φ is now defined as the sum of φ(x) over all nodes x. Observe that for a heap of size n, the total potential is Φ < 2n √ n.
Consider the pairing round in a delete-min operation. Since there are less than √ n light nodes among the children of the root, all but √ n of the link operations are between heavy nodes. It is easy to verify that a link between two heavy nodes reduces the potential by at least 1. The amortized O( √ n) cost of delete-min follows.
An insert operation performs a single link, its real cost is therefore constant. However, to bound the amortized cost, we also need to consider the increase in potential that the operation may cause.
First, we have to add the potential of the newly inserted key, which is at most 2 √ n. (In case the newly inserted key is the new minimum, it does not contribute to the potential.)
The second, more subtle effect of insert is that it may cause a change in the rank-differences of other nodes. A given node y is affected by a newly inserted node x if the rank of x falls between the rank of y and that of its parent p(y). If the affected node y is a light node (before the insert), then its rank r(y) (before the insert) can be larger than r(x) by at most √ n − 2 (otherwise, the rank-difference of y would have been too large). There can be at most √ n − 1 such nodes, and the potential of each may go up by 1. Otherwise, if y is a heavy node, then φ(y) may go up only by 1/ √ n, which is less than √ n overall. The amortized O( √ n) cost of insert follows.
The reader may observe that we ignored the effect on the potential, of the change in the value of n. We can deal with this technicality by keeping n unchanged, as long as it does not get too far away from the true number of elements. When that happens, n can be updated by a standard doubling-halving strategy, without affecting the claimed amortized costs. We discuss this issue in more detail in the context of our main result.
The main result
Theorem 1 (restated). In the forward variant of pairing heaps, the amortized costs of delete-min and insert are O(log n · 4 √ log n ), where n is the number of items in the heap when the operation is performed.
To prove Theorem 1, we replace the simple potential function used in § 2.1 by one with a more fine-grained scaling. Again, first we present the tools necessary to analyse the heap in a sorting mode, i.e., we compute the cost of n delete-min operations on an arbitrary initial heap of size n, then we make the necessary changes to analyse both insert and delete-min.
In the following, for the purpose of analysis, we assume that n is an upper bound on the number of nodes in the heap, not greater than four times the true value. (Except for the beginning, when the heap is empty, and we set n to a small constant value, say n = 4.) At the end, we describe how we update n, if, after a certain number of operations, the true value reaches n, or falls far below n.
Let q = q(n) be the scaling factor, an integer value that we fix later, such that 1 < q < n. The category of a (non-root) node x, denoted c(x) is defined as c(x) = log q rd(x) . Observe that c = c(x) is the unique integer for which q c ≤ rd(x) < q c+1 . We can bound c(x) as 0 ≤ c(x) < t, for all nodes x, where t = log q (n − 1) + 1. Also, t ≥ 2.
For all non-root nodes x, we define the node potential of x as
For the root r, we define φ(r) = 0. The total node potential is Φ N = φ(x), where the sum ranges over all nodes x. Some observations about the node potential are in order.
Lemma 1. With the previous definitions, we have:
(ii) For every node x, it holds that 0 ≤ φ(x) ≤ t · q, and therefore Φ N ≤ n · t · q.
(iii) If two nodes of the same category are linked, then Φ N decreases by at least 1.
(iii) Let us define the function f (·) that maps rd(x) to φ(x) for all x. It is easy to verify that f (·) is strictly increasing for rd(x) ≥ 1.
Suppose that x < y, and c(x) = c(y) = c. Then, q c ≤ rd(x) < rd(y) < q c+1 . Only the potential of y changes after the link operation, from f (rd(y)) to f (rd(y) − rd(x)).
We want to show f (rd(y)) − f (rd(y) − rd(x)) ≥ 1. This quantity is minimized if rd(x) = q c .
Within the heap, we consider certain contiguous groups of siblings to be in a box ; this is only for the purpose of the analysis, with no effect on the implementation. We define a second kind of potential to capture the current state of the boxes. Throughout the lifetime of the heap we maintain a number of invariants about the boxes, as follows.
(A) The size of a box (i.e., the number of nodes in a box) is of the form 2 b − 1, for some 2 ≤ b ≤ t. The box potential, denoted Φ B is a sum over all boxes of (b − t − 1)/t, where 2 b − 1 is the size of the box. In particular, the largest possible box of size 2 t − 1 contributes −1/t to the box potential, and the smallest possible box of size 3 contributes (1/t − 1). Observe that −n < Φ B ≤ 0.
The total potential Φ combines the node potential and the box potential, as Φ = Φ N + Φ B .
We are ready to analyse the individual operations and their effect on the potential.
Delete-min only. Again, assume that the delete-min operation performs the pairing and accumulation rounds first, and deleting the root afterwards. We need to account for the change of node and box potential in all steps.
Consider an operation link(x, y), and assume w.l.o.g. that x < y, and therefore x becomes the parent of y. We say that the link is a good link if one of the following holds:
(1) before the link x and y were of the same category,
(2) the link occurs in the accumulation round, is not of type (1), and y was the previous left-to-right minimum (i.e., a new left-to-right minimum is encountered).
At a high level, our strategy is to show that for every t · 2 t link operations, one good link occurs. A good link of the type specified in case (1) decreases the node potential by at least 1. Therefore, by Lemma 1(ii), there are at most n · t · q such links. A good link of the type specified in case (2) can occur at most t − 1 times during a delete-min. To see that there are no more than t − 1 type-(2) good links in a delete-min, observe that such an event necessarily leads to a decrease in category of the current left-to-right minimum, and the number of possible categories is t.
The link operations that we charge to a single good link may be scattered through multiple delete-min operations. The purpose of the boxes is to keep track of link operations that we have not yet accounted for.
Let k denote the number of children of the deleted root, i.e., the real cost of the operation, up to a constant factor, and let us look in turn at the pairing round, accumulation round, and the deletion of the root.
Pairing round. Consider the links involving nodes from a box of size 2 b − 1. If at least one of these is a good link of type (1), we simply remove the box. The result is an increase in box potential by (t − b + 1)/t due to the deletion of the box, and a decrease in node potential by at least 1 due to the good link. This amounts to a decrease in total potential of (b − 1)/t ≥ 1/t. Observe that if the box size before the operation is 2 2 − 1 = 3 (i.e., minimal), then the link operation within the box is always a good link. This is because, by invariant (C), all nodes in the box are of category 0.
Suppose that we process a box of size 2 b − 1 for b > 2, and no good link occurs within the box. Then, we maintain the box around the winners of the link operations where both nodes were in the box, i.e., the losers of the link operations leave the box. Observe that the size of the box goes from 2 b − 1 to 2 b−1 − 1. Due to the decrease of the box size, we have a decrease in box potential by 1/t, and consequently a decrease by 1/t in total potential. Now suppose we execute T = 2 t − 1 consecutive non-good link operations without encountering a box. Then, we form a box around the 2 t − 1 winners of these linkings. Due to the newly created box of maximum size, the total potential decreases by 1/t.
Consider a sequence of T consecutive links. Then, either (i) one of the links is good, or (ii) we create a new box containing the T winners, or (iii) we encounter an existing box. In the latter case, we process the box until its end. Thus, in all cases, for at most 2T − 1 consecutive link operations, we achieve a saving in potential of at least 1/t. This yields (for the entire pairing round) a decrease in potential of at least
We need to argue that in the cases described above, the box invariants are maintained. Condition (A) clearly holds in every case. When we create a new box, we only use nodes that are not in a box, therefore condition (B) holds. We never add new nodes to an existing box, thus (B) continues to hold.
Invariant (C) is the crucial ingredient of our proof.
When we create a new box of size 2 t − 1, we claim that there cannot be any node of category t − 1 within the box. This is because, if any node in the box was of category t − 1, its "winning" of the linking would have happened against another node of category t − 1, a type-(1) good link that contradicts our condition for creating the box.
Similarly, when shrinking an existing box from size 2 b − 1 to 2 b−1 − 1, if invariant (C) was true before the operation (i.e., there were only nodes of category 0, . . . , b − 2 in the box), then the nodes in the box after the operation can only be of category 0, . . . , b − 3. A node of category b − 2 could only have "won" against another node of category b − 2, a type-(1) good link that contradicts our condition for maintaining the box. This establishes the invariants.
Accumulation round. By Lemma 1(i), the node potential can only further decrease. We need to argue that the box-structure is not destroyed by this round.
Recall that we start with the leftmost node (the current minimum), and keep linking against the nodes from left to right. As long as there is no type-(2) good link, the nodes that we encounter left-to-right become the children of the current minimum in right-to-left order. The box invariants are clearly not affected by this reversal of order. (Categories of nodes in the box only decrease.)
If there is a change in the minimum, i.e., a type-(2) event, while we are processing the nodes in a box, then we delete the box. By deleting the box, we may increase the box potential by 1 − 1/t < 1. This is the only kind of potential-change we need to consider in this round, yielding an increase in total potential of at most t − 1 (since there are at most t − 1 type-(2) events).
Deleting the root. The actual deletion of the root leaves the node potential unchanged, since at that time the root has only one child, its successor, which has rank-difference 1, and consequently, node potential 0. The box potential is unaffected, since the root cannot be in a box.
To summarize, if the actual cost of delete-min is k, then, collecting the terms from the different rounds, the decrease in potential is at least k/(4t
Denoting the actual costs of the n delete-min oparations by k 1 , . . . , k n , for the total potential decrease ∆Φ we have:
From Lemma 1(i) it follows that Φ ≤ n · t · q, for an arbitrary heap. For the empty heap, we have Φ = 0. Thus, ∆Φ ≤ n · t · q. It follows that the total cost is k i ≤ (n · t · q + n · t) · (4t · 2 t ).
Let us now choose the scaling factor used in the analysis. Recall that t = log q (n − 1) . Fixing t = √ log n , we have q = O(n 1/ √ log n ) = O(2 √ log n ). Thus, we obtain that the amortized cost of delete-min is O(log n · 4 √ log n ).
Insert and Delete-min. Now we consider a sequence of insert and delete-min operations, arbitrarily intermixed.
The analysis of delete-min is the same as before, yielding a decrease in total potential due to a delete-min of at least k/(4t · 2 t ) − t, where k is the actual cost of the operation.
The true cost of insert is O(1), but we also need to consider the increase in potential. The box potential is not affected by insert, as we do not create any new boxes and neither the root, nor the newly inserted node are in a box.
If the key x is inserted, its most immediate contribution is its own node potential φ(x), in case it becomes the child of the root. (If x is smaller than the root, then, after the linking, both x and the old root have node potential zero.) By Lemma 1(ii), the resulting increase in the node potential is at most t · q.
As in § 2.1, we need to deal with the fact that an insert operation may change the ranks of existing nodes, possibly increasing their rank-difference. We could proceed with an argument similar to the one in § 2.1, estimating the change in potential for nodes in each category. The argument gets complicated, however, because the increase in rank-difference may also cause an increase in category, invalidating the box invariants.
We observe that our problem of maintaining the ranks under insertions is reminiscent of the wellstudied ordered list maintenance problem, for which efficient (although quite involved) solutions exist. Luckily, we can get away with a simpler solution. Since we use ranks only in the analysis, we can afford to look into the future, and define rank with respect to the current items, as well as the items that will be inserted into the heap. In this way, an insert operation does not affect the ranks, rank-differences, or categories of existing items, since the rank of the new element was already taken into consideration. Therefore, there is no further change in potential that we need to consider.
However, we cannot afford to look too far into the future, as we want n to be, at all times, close to the true size of the heap. Therefore, we split the operations into epochs, and keep the value of n fixed throughout an epoch.
If the heap is empty, e.g., in the beginning, we let n = 4.
An epoch ends when the true size of the heap increases to n (after an insert), or decreases to n/4 (after a delete-min), or if, within the epoch, n distinct keys have already been encountered (including those that were in the heap at the beginning of the epoch). In all three cases, we reset n to be twice the true size of the heap, remove all boxes, and start a new epoch. (We stress that both epochs and boxes are used in the analysis only, with no effect on the actual operation of the data structure.) As mentioned, the ranks of the items are computed with respect to all items encountered during an epoch. Clearly, all ranks and rank-differences are still upper bounded by n.
We make four observations, all of which are easy to verify based on the preceding discussion: (1) The true size of the heap is between n/4 and n.
(2) Within a finished epoch there must have been at least n/4 operations. (3) The increase in node potential due to the resetting of n is at most n · t · q. (We are somewhat pessimistic here.) (4) Since the boxes are disjoint, there are less than n boxes that we are removing, increasing the total potential by at most n.
We distribute the increase in potential of at most n · t · q + n among the n/4 operations in the epoch, obtaining that the increase in potential during an insert is at most 5 · t · q + 4, and the increase in potential during a delete-min is at most t − k/(4t · 2 t ) + 4 · t · q + 4. Scaling the potential by t · 2 t , we obtain that the amortized cost of both insert and delete-min is O(t 2 · q · 2 t ).
Again, choosing t = √ log n , we obtain q = O(n 1/ √ log n ) = O(2 √ log n ), and the amortized costs of O(log n · 4 √ log n ) follow.
Meld operations.
A meld operation is similar to an insert, in that only a single node changes its rank-difference, and thereby its node potential (the root with the larger key). Furthermore, meld also leaves the box potential unaffected, therefore its analysis goes through in the exact same way as the analysis of insert, yielding the same amortized cost for meld as for insert and delete-min. Observe, however, that if we also include meld operations in a sequence of operations, then the value n that appears in the cost no longer denotes just the size of the affected heap, it is instead, the number of items in all heaps that we are currently working with.
Other variants. It is not difficult to adapt the analysis of this section to the standard and multipass variants of pairing heaps, yielding similar upper bounds. In case of the standard variant the analysis is essentially the same as the one presented for the forward variant. For multipass, the analysis is somewhat simpler, since boxes need to be maintained only during individual delete-min operations. However, for these variants, stronger upper bounds are already known, as discussed in § 1.
We leave open the problem of improving the bounds presented in the paper and of extending the analysis to other operations.
