In this paper we discuss local uniqueness, continuity, and differentiability properties of solutions of parameterized variational inequalities (generalized equations). To this end we use two types of techniques. One approach consists in formulating variational inequalities in a form of optimization problem based on regularized gap functions, and applying a general theory of perturbation analysis of parameterized optimization problems. Another approach is based on a theory of contingent (outer graphical) derivatives and some results about differentiability properties of metric projections.
1. Introduction. In this paper we discuss continuity and differentiability properties of solutions of the parameterized variational inequalities
Here K is a nonempty closed subset of n , F n × U → n is a mapping, U is a normed space, and N K x denotes a normal cone to K atx. In case the set K is not convex, there are several concepts of normal cones available in the literature. To be specific we assume that N K x is given by the polar (negative dual) of the contingent (Bouligand) cone to K at x ∈ K, and N K x = ifx ∈ K. If the set K is convex, then this definition coincides with the standard notion N K x = y y x −x ≤ 0 ∀ x ∈ K of the normal cone at the pointx ∈ K (the notation · · stands for the standard scalar product in n ). We denote variational inequality (1.1) by VI K F u and by Sol K F u its set of solutions; i.e.,x ∈ Sol K F u iffx ∈ K and F x u ∈ N K x . For a reference value u 0 ∈ U of the parameter vector, we often drop the corresponding subscript in the above notation. In particular, F · = F · u 0 and VI K F corresponds to the reference variational inequality
It is well known that for optimization problems, VI K F represents first order optimality conditions. That is, consider the optimization problem where f n → is a continuously differentiable function. We have that if x 0 is a locally optimal solution of (1.3), then x 0 ∈ Sol K F with F · = − f · .
There is a large literature on all aspects of the theory of variational inequalities. It will be beyond the scope of this paper to give a survey of all relevant results. In that respect we may refer to the recent comprehensive monograph by Facchinei and Pang [8] and references therein. We also do not investigate existence of solutions of VI K F u and concentrate on continuity and differentiability properties of such solutions if they do exist. For a discussion of various conditions ensuring nonemptiness of the solution set Sol K F u we refer to Facchinei and Pang [8, §2.2] . For example, a simple sufficient condition for existence of a solution of VI K F u is that F · u is continuous and the set K is convex and bounded, and hence compact (see Kinderlehrer and Stampacchia [14] ). In case the set K is polyhedral, a perturbation theory of VI K F u is thoroughly developed notably by Robinson [20, 21, 22] , Levy and Rockafellar [17] , Dontchev and Rockafellar [7] , Levy [16] , and Klatte and Kummer [13] . Much less is known about continuity and differentiability properties of the solution multifunction u → Sol K F u for a general, not necessarily polyhedral, set K. Some results of that type were obtained in Shapiro [29] by a reduction approach. It is clear from a general perturbation theory of parameterized optimization problems (see Bonnans and Shapiro [4] and references therein) and results presented in Shapiro [29] that an additional term, representing curvature of the set K, should appear in the corresponding formulas.
In contrast to variational inequalities, sensitivity analysis of locally optimal solutions of optimization problems is quite well developed. One of the reasons for this discrepancy is that powerful tools of duality theory cannot be directly applied to an analysis of variational inequalities. In this paper we investigate properties of the solution mapping u → Sol K F u by using two, somewhat different, techniques. One approach is based on reducing the analysis to a study of optimization problems related to the corresponding (regularized) gap functions. Another methodology approaches the problem by using tools of various derivative and coderivative mappings. For a discussion of that approach we may refer to a survey paper by Levy [16] and references therein.
For perturbation theory of optimization problems we use, as a reference, Bonnans and Shapiro [4] . In particular, we discuss the case where the set K = K u may depend on u and is given in the form
where G n × U → m is a continuously differentiable mapping and Q ⊂ m is a closed convex set. For the polyhedral set Q = 0 × m + ⊂ n , sensitivity analysis of such variational inequalities (generalized equations) was developed in Levy [15] , Klatte [11] and Klatte and Kummer [12, 13] . The case of a general polyhedral set Q was developed in Robinson [23] under a nondegeneracy condition. Shapiro [29] studied the case where the set Q is cone reducible and a nondegeneracy condition holds. This paper is organized as follows. In §2 we discuss some general properties of (regularized) gap functions which allow us to reformulate variational inequalities into respective optimization problems. In §3 we study relations between optimization problems associated with gap functions and local properties of the corresponding variational inequalities (generalized equations). Results of these two sections may have an independent interest. In § §4 and 5 we investigate continuity and differentiability properties of solutions of parameterized variational inequalities and generalized equations in terms of the corresponding contingent derivative multifunctions.
We use the following notation and terminology. The space n is equipped with the Euclidean norm x = x x 1/2 . It is said that F · · is directionally differentiable at a point x 0 u 0 ∈ n × U , if the limit
exists for all h p ∈ n × U . Unless stated otherwise we assume that F · · is locally Lipschitz continuous. Then it follows from (1.5) that F · · is Hadamard directionally differentiable at x 0 u 0 ; i.e.,
By D 2 G x h h we denote the quadratic form associated with the second order derivative of a mapping G n → m at x. For a point x ∈ n we denote by B x r = y y −x ≤ r the ball of radius r centered at x, and by dist x K the distance from x to the set K. By P K x we denote the metric projection of x onto K; i.e., P K x is a closest point of K to x. Of course, dist x K = x − P K x . Since the set K is closed, the metric projection P K x always exists although may not be unique if the set K is not convex. The notation T K x stands for the contingent (Bouligand) cone to K at x. By the definition T K x = if x ∈ K. As we mentioned earlier, the normal cone N K x , atx ∈ K, is defined as the negative dual of T K x ; that is,
For a set S ⊂ n we denote by cl S its topological closure, by
its indicator function, and by
its support function. An extended real valued function f n → is said to be proper if f x > − for all x ∈ n and its domain dom f = x f x < + is nonempty. If f is convex, we denote by f x its subdifferential at x ∈ dom f . For a linear mapping A n → m we denote by A * m → n its adjoint mapping; i.e., y Ax = A * y x for any x ∈ n and y ∈ m . By n we denote the space of n × n symmetric matrices.
Preliminary results.
We assume in this and the following sections that the set K and mapping F x are independent of u, in particular, if K is defined in the form (1.4), we assume that the mapping G x is independent of u. We introduce a gap function, associated with VI K F , and discuss its basic properties. This, in itself, may have an independent interest. Consider a (reference) point x 0 ∈ K. For a constant > 0 and a neighborhood V of x 0 consider the following (regularized) gap function:
For convex set K, such regularized gap functions were introduced by Auchmuty [1] and Fukushima [9] , and are discussed in Facchinei and Pang [8, §10.2.1]. Let us remark that the subsequent analysis is local in nature and the above gap function also depends on the neighborhood V . For the sake of simplicity we suppress this dependence in the notation. If the set K is convex, then the optimization problem in the right-hand side of (2.1) is convex, and therefore in that case the restriction to a neighborhood of x 0 can be removed.
Clearly for y = x we have that the value of the function in the right-hand side of (2.1) is zero, and hence x ≤ 0 for all x ∈ K ∩ V . It is known that if the set K is convex and
andx is an optimal solution of the optimization problem
We extend this result to nonconvex sets K. In order to proceed we need the following concept. Definition 2.1. It is said that the set K is prox-regular at x 0 if there exists a neighborhood W of x 0 and a positive constant such that
Property (2.3) was introduced in Shapiro [26] under the name "O 2 -convexity." The term "prox-regularity" was suggested in Poliquin and Rockafellar [19] and Rockafellar and Wets [25] where this concept was defined in a somewhat different, although equivalent, form. Any convex set K is prox-regular at its every point. If the set K is given in the form (1.4), i.e., Let us discuss now some properties of the function · . We assume in what follows that the set K is prox-regular at the point x 0 . It will be convenient to write the gap function in the form x = x F x , where
The function g x a y can also be written as follows:
The following properties are assumed to hold locally, i.e., for x in a neighborhood of x 0 , bounded a and sufficiently large . By Proposition 2.1 we have that the minimization problem in the right-hand side of (2.4) has unique optimal solution
andȳ · · is locally Lipschitz continuous. Consequently, · is real valued and Lipschitz continuous in a neighborhood of x 0 . Also it follows by Danskin's Theorem [6] , that · · is differentiable with D x a = Dg x a ȳ , whereȳ =ȳ x a . By straightforward calculations we obtain that and hence D · · is locally Lipschitz continuous. Let us also observe that if x ∈ K and a ∈ N K x , then P K x + −1 a = x, and henceȳ x a = x. In particular, if
Suppose thatx ∈ Sol K F , and let x =x + h. We have thatȳ x F x =x, and since F · is assumed to be locally Lipschitz continuous,
It follows that · is differentiable atx and x = F x . Note again that the above properties hold locally and for large enough.
The following proposition is an extension of the corresponding results for the case of convex set K (Auchmuty [1] 
Proof. Consider a pointx ∈ Sol K F . By the definition we have thatx ∈ K and F x belongs to the negative dual of the cone T K x . It follows that for any h ∈ n ,
Together with (2.3) this implies that forx ∈ V and V sufficiently small,
Moreover, we can choose the neighborhood V such that F x ≤ for some > 0 and all x ∈ V . Then for > 2 , we obtain that the function g x F x · attains its minimum over K ∩ V atȳ =x, and hence x = 0. Conversely, suppose thatx ∈ K ∩ V and x = 0. Thenȳ =x is an optimal solution of the right-hand side of (2.1). By (2.7) and derivations similar to (2.8), we have that for large enough andx sufficiently close to x 0 , the minimizerȳ is unique and x x = F x . It follows then by first order optimality conditions that F x ∈ N K x , and hencē x ∈ Sol K F .
Let us now discuss second order differentiability properties of · · and · . In general the metric projection P K · is not differentiable everywhere, and hence · · is not twice differentiable, even if K is convex. Therefore we study second order directional derivatives of · · and · . It is said that a differentiable function f n → is second order Hadamard directionally differentiable, at a point x, if for any h ∈ n the limit
exists. In case it exists, we denote this limit by f x h . Note that if f x h exists, it is continuous in h.
Consider the second order tangent set to K at a point x ∈ K in a direction h:
Note that the set T 2 K x h can be nonempty only if h ∈ T K x , and for any t > 0, T
It is said that the set K is second order regular, at a pointx ∈ K, if for any h ∈ T K x and any sequence x k ∈ K of the form x k =x + t k h + 
The above concept of second order regularity (for general, not necessarily convex, sets) was developed in Bonnans et al. [3] and Bonnans and Shapiro [4] . The class of second order regular sets is quite large; it contains polyhedral sets, cones of positive semidefinite matrices, etc. Note that second order regularity of K atx implies that
Consider the optimization (minimization) problem in the right-hand side of (2.4). At a point x 0 a 0 ȳ , where x 0 ∈ K, a 0 ∈ N K x 0 , andȳ = x 0 , the function g · · · has the following second order Taylor expansion:
(The above expansion is exact since g · · · is a quadratic function.) Therefore, the corresponding so-called critical cone, associated with the problem of minimization of g x 0 a 0 · over the set K ∩ V , is defined as
Recall that if K is prox-regular at x 0 , then T K x 0 is convex, and hence C x 0 is convex. We have the following result (Bonnans and Shapiro [4, Theorem 4 .133]). 
From now on we assume that the mapping F · is directionally differentiable at x 0 . Then, since it is assumed that F · is locally Lipschitz continuous, F · is directionally differentiable at x 0 in the Hadamard sense, and F x 0 · is Lipschitz continuous. 
Proof. Because of Hadamard directional differentiability of F · at x 0 and since D a x 0 F x 0 = 0 and D · · is locally Lipschitz continuous, we have that for any sequences t k ↓ 0 and d k → d,
Together with Proposition 2.3, this completes the proof.
3. Local uniqueness of solutions. In this section we discuss conditions ensuring local uniqueness of solutions of the variational inequality VI K F . We consider the case where the set K is given in the form (1.4), i.e., K = G −1 Q . For the reference point x 0 ∈ K we denote by z 0 = G x 0 . Unless stated otherwise, we make the following assumptions throughout this section.
(A1) The mapping G n → m is twice continuously differentiable. (A2) The set Q ⊂ m is convex, closed, and second order regular at the point z 0 . (A3) Robinson's constraint qualification holds at the point x 0 . In the considered finite dimensional case, Robinson's constraint qualification can be written in the form
Under the above assumptions (A1)-(A3), the set K is second order regular (Bonnans and Shapiro [4, Proposition 3 .88]) and, as it was mentioned in the previous section, is proxregular at the point x 0 . Moreover, the tangent cone to K at x 0 can be written as follows:
Therefore, F x 0 ∈ N K x 0 iff the optimal value of the problem
is zero. By calculating the dual of the above problem (cf., Bonnans and Shapiro [4, p. 151]), we obtain that F x 0 ∈ N K x 0 iff there exists ∈ m satisfying the following conditions:
We refer to the system (3.4) as generalized equations. Denote by x 0 the set of all satisfying (3.4). By the above discussion we have that x 0 ∈ Sol K F iff the set x 0 is nonempty. Moreover, because of Robinson's constraint qualification, the set x 0 is bounded and hence compact. Because of (3.2) and (3.4) we have that for any ∈ x 0 , the critical cone C x 0 can be written in the form
Let us discuss properties of the function
This function appears in formula (2.14). We refer to · as the sigma term. By (2.10) we have that th = t 2 h for any h ∈ n and t > 0 (3.7)
Lemma 3.1. Let x 0 ∈ Sol K F and consider · defined in (3.6) . Suppose that the assumptions (A1)-(A3) hold. Then 0 = 0, and for any h ∈ C x 0 , h is finite valued and h = sup
Proof. By the second order regularity of K, the set T 2 K x 0 h is nonempty, and hence h < + , for any h ∈ C x 0 . Since T 2 K x 0 0 = T K x 0 and F x 0 belongs to the negative dual of T K x 0 , it follows that 0 = 0. Now since Q is convex, we have (cf., Cominetti [5] ) that for z 0 ∈ Q and v ∈ T Q z 0 ,
where sp v denotes the linear space generated by vector v. By a chain rule (Cominetti [5] , Bonnans and Shapiro [4, Proposition 3 .33]), we have
It follows that the term − F x 0 T 2 K x 0 h is equal to the optimal value of the following problem:
The dual of this problem is
and (under Robinson's constraint qualification) the optimal values of (3.12) and (3.13) are equal to each other (cf., Bonnans and Shapiro [4, p. 175] ). We obtain that for any h ∈ C x 0 , formula (3.8) holds.
Since for any h ∈ C x 0 and ∈ x 0 , we have that DG x 0 h = 0 and v ≤ 0 for v ∈ T Q z 0 , it follows by (3.9) and (3.10) that
Consequently, h ≥ sup
Recall that x 0 = , since x 0 ∈ Sol K F . It follows that h is finite valued for any h ∈ C x 0 . 
Condition (3.16) also implies that the set Q is second order regular at z 0 (Bonnans and Shapiro [4, p. 203] ). The first-order necessary condition for x 0 to be an optimal solution of (2.2) is that 18) follows, of course, from the assumption x 0 ∈ Sol K F . Also the critical cone associated with problem (2.2) at the point x 0 is the same as the one defined in (2.12).
Definition 3.1. We say that the quadratic growth condition holds, for the problem (2.2) at x 0 , if there exist a constant c > 0 and a neighborhood N of x 0 such that
Of course, if x 0 ∈ Sol K F , then x 0 = 0 and condition (3.19) implies that x 0 is a locally unique solution of VI K F .
Since the set Q is convex, the function T 2 Q z 0 DG x 0 · is concave (Bonnans and Shapiro [4, Proposition 3.48]). Therefore, it follows from (3.8) that the function · is representable, on C x 0 , as the maximum of the sum of quadratic and convex functions. Since the set x 0 is compact, the corresponding quadratic functions can be represented in the form
such that f · is convex for all ∈ x 0 and large enough. It follows that · can be represented as the difference of an extended real valued convex function and the quadratic function · 2 . The subdifferential h is then defined in a natural way as the subdifferential of the corresponding convex function minus h 2 = 2 h. In particular, for · given in (3.17) and h ∈ C x 0 , we have
where
has only one solution d = 0.
Note that, because of (3.14) we have that 0 ∈ 0 , and since F x 0 0 = 0, it follows that d = 0 is always a solution of (3.22) .
We can now formulate the main result of this section. 
denotes the parabolic second order directional derivative. We have then the following necessary and, because of the second order Hadamard directionally differentiability, sufficient condition for the quadratic growth property (3.19): 
It follows that condition (3.25) can be written in the following equivalent form:
By employing formula (2.14) we obtain that condition (C1) is equivalent to (3.26) , and hence is necessary and sufficient for the quadratic growth (3.19) . Now for a given d ∈ C x 0 consider the function
Clearly, for h = d we have that d = d . Since h = + for any h ∈ n \C x 0 , we obtain that condition (C1) means that inf h∈ n h < d . Equivalently this can be formulated as that d is not a minimizer of · over n . Since · can be represented as a difference of a convex and quadratic function, the function · is convex for large enough. Consequently, d is a minimizer of
and hence (3.22) is a necessary and sufficient condition for d to be a minimizer of · for large enough. This shows equivalence of conditions (C1) and (C2), and hence completes the proof. Proof. Recall that by Theorem 3.1 condition (C2) is equivalent to condition (C1) for large enough. Suppose that condition (C3) holds. Consider d ∈ C x 0 \ 0 . In order to show the implication (C3) ⇒ (C2) it will suffice to verify that d is not a minimizer of the function · defined in (3.27). By (3.7) we have that for t > −1,
Since d = 0, it follows that q t d < 0 for all negative or positive, depending on the sign of the number
values of t sufficiently close to zero. This implies that d is not a minimizer of
· . Suppose now that d ≥ 0 for all d ∈ C x 0 , F · is differentiable at x 0 , and F x 0 is symmetric. Since 0 = 0 and d = + for d ∈ C x 0 , it follows that d = 0 is a minimizer of · . We have
Consequently, if d ∈ C x 0 is a minimizer of · , then (3.22) holds by the first order necessary conditions. Therefore, condition (C2) implies that d = 0 is the unique minimizer of · , and hence that d > 0 for all d ∈ C x 0 \ 0 . That is, (C2) implies (C3). Since we already showed that (C3) ⇒ (C2), it follows that (C2) and (C3) are equivalent.
The following is a consequence of Theorem 3.1 and Proposition 3.1.
Theorem 3.2. Let x 0 ∈ Sol K F . Suppose that the assumptions (A1)-(A3) hold, and either condition (C2) or (C3) is satisfied. Then x 0 is a locally unique solution of VI K F .
Remark 3.2. Suppose that G x ≡ x, i.e., G · is the identity mapping. Then we can identify the set K with the set Q, and the assumptions (A1) and (A3) hold automatically and the assumption (A2) means, of course, that the set K is convex, closed and second order regular at x 0 . If, moreover, the set K is polyhedral, then F x 0 T 2 K x 0 h = 0 for any h ∈ C x 0 and · becomes the indicator function of the set C x 0 (see Remark 3.1). Consequently, in that case the system (3.22) takes the form: 4. Continuity and differentiability properties of solutions. Consider the parameterized variational inequality (1.1). In this section we discuss continuity and differentiability properties of the multifunction u = Sol K F u , at the (reference) point u 0 ∈ U . It will be assumed in this section that the set K is independent of u, and x 0 ∈ Sol K F ; i.e., x 0 ∈ u 0 , and that the mapping F · · is locally Lipschitz continuous and directionally differentiable at x 0 u 0 . We describe continuity and differentiability properties of u in terms of the corresponding contingent derivatives. Such approach to sensitivity analysis was initiated by Rockafellar [24] .
Definition 4.1. For a multifunction U ⇒ n and a point x 0 ∈ u 0 , the contingent derivative D u 0 x 0 is defined as a multifunction, from U into n , with h ∈ D u 0 x 0 w iff there exist sequences w k → w, h k → h and t k ↓ 0 such that x 0 + t k h k ∈ u 0 + t k w k .
The term "contingent derivative" is motivated by the fact that the graph of the multifunction D u 0 x 0 · coincides with the contingent (Bouligand) cone to the graph of · at u 0 x 0 . The contingent derivatives are called (outer) graphical derivatives in Levy [15] and Rockafellar and Wets [25, p. 324] .
By the definition we have that u is the solution of the variational condition 0 ∈ −F x u + N K x . Therefore, we can employ the following results due to Levy 
Moreover, the left-hand side of (4.1) is equal to the right-hand side if the parameterization is rich enough, that is, if F x u can be written in the form
In this section we employ the above result for the normal-cone multifunction x = N K x . Since this multifunction does not depend on u, formula (4.1) then takes the form
In order to proceed we need to calculate the contingent derivative of the multifunction
Lemma 4.1. Suppose that the set K is prox-regular at x 0 ∈ K. Then for any y 0 ∈ N K x 0 sufficiently close to 0, the following inclusion holds:
provided that P K is directionally differentiable at x 0 + y 0 .
Proof. As it was mentioned earlier, it follows from prox-regularity of K at x 0 that the projection P K · is uniquely defined and Lipschitz continuous in a neighborhood of x 0 , and P K x + y = x iff x ∈ K and y ∈ N K x for x in a neighborhood of x 0 and y sufficiently close to 0. We have that h ∈ DN K 
Note that it follows from (4.4) that
Since P K · is Lipschitz continuous in a neighborhood of x 0 and directionally differentiable at x 0 + y 0 , we have that
Consequently, it follows from (4.4) that
which completes the proof. We assume in the remainder of this section that the set K is defined in the form (1.4), i.e., K = G −1 Q . Suppose that the assumptions (A1)-(A3) of §3 hold. Then P K · is directionally differentiable at the point x 0 + y 0 , and P K x 0 + y 0 w is equal to the optimal solution of the problem
where C x 0 = h y 0 h = 0 h ∈ T K x 0 This follows from general results of sensitivity analysis of parameterized optimization problems (see Bonnans and Shapiro [4, §4.7.3] ). For convex sets K this formula was given in Bonnans et al. [2] . Note that, under assumptions (A1)-(A3), the critical cone C x 0 is convex and problem (4.7) has unique optimal solution for all y 0 in a neighborhood of 0. 
where · is defined in (3.6).
Proof. As we mentioned earlier, assumptions (A1)-(A3) imply that K is prox-regular at x 0 . Moreover, by rescaling y 0 → ty 0 , if necessary with t > 0 small enough, we can assume that y 0 belongs to a sufficiently small neighborhood of 0. Thus P K is directionally differentiable at the point x 0 + y 0 and P K x 0 + y 0 w is equal to the optimal solution of the problem (4.7), and the inclusion (4.3) holds. That is, if h ∈ DN K y 0 x 0 d , then¯ = d is the optimal solution of (4.7) for w = d + h. By first order necessary conditions, this, in turn, implies that 0 ∈ −2h + d This completes the proof. Note that if the set K is convex, then assumptions (A1)-(A3) in the above proposition can be replaced by the assumption that K is second order regular at x 0 . If the set K is convex polyhedral, then P K is directionally differentiable and
for all t > 0 sufficiently small. Therefore, in that case DN K x 0 y 0 d is equal to the righthand sides of (4.3) and (4.8), and hence
For convex polyhedral set K, the contingent derivative DN K x 0 y 0 · was calculated in Levy and Rockafellar [18] . Theorem 4.1 and Proposition 4.1 imply the following theorem which is the main result of this section.
Theorem 4.2. Suppose that assumptions (A1)-(A3) hold. Then the following inclusion holds for every
where p is the set of all vectors d ∈ n satisfying the following condition:
Let us discuss now some implications of the above result. Recall that a multifunction U ⇒ n is said to be locally upper Lipschitz at u 0 ∈ U for x 0 ∈ u 0 if there exist positive number and neighborhoods V and W of x 0 and u 0 , respectively, such that
By taking u = u 0 in (4.12) we obtain that u 0 ∩ V = x 0 ; i.e., u 0 restricted to a neighborhood of x 0 is single valued. Because of the inclusion (4.10), we have that if 0 = 0 , then D u 0 x 0 0 = 0 . Clearly, for p = 0, system (4.11) coincides with system (3.22), and condition 0 = 0 , is the same as condition (C2). Therefore, we obtain the following result. It can be noted that the result of Theorem 3.2 (about local uniqueness of x 0 ) follows from Theorem 4.3. Also, as it was shown in Theorem 3.1, condition 0 = 0 is necessary and sufficient for the quadratic growth condition (3.19) .
It was shown in Remark 3.3 that, under assumptions (A1)-(A3), condition (C2) is equivalent to the corresponding quadratic growth condition for the optimization problem (1.3). It is said that a parameterization f x u of the objective function of problem (1.3) includes the tilt perturbation if f x u = f 1 x u 1 + u 2 x , u = u 1 u 2 ∈ U 1 × n (see, e.g., Levy [16, p. 7] ). In that case the gradient mapping F x u = x f x u can be written in the form F 1 x u 1 + u 2 , where F 1 x u = x f 1 x u . It is possible to show that for a parameterization of problem (1.3) which includes the tilt perturbation, the corresponding quadratic growth condition is necessary for the locally upper Lipschitz continuity of Sol K F u (see the proof of Bonnans and Shapiro [4, Theorem 5.3] and the second part of Theorem 4.1). Therefore, at least for variational inequalities associated with optimization problems, the locally upper Lipschitz continuity of Sol K F u implies condition (C2) for a sufficiently rich parameterization.
The following result about directional differentiability of a solution mappingx u ∈ u is a consequence of Theorem 4.2 (cf., Levy [15, Theorem 4.6] ). Corollary 4.1. For a vector p ∈ U and a path u t = u 0 + tp + o t , letx t ∈ u t be such that x t − x 0 = O t for all t > 0 sufficiently small. Suppose that assumptions (A1)-(A3) hold and system (4.11) has unique solutiond =d p . Then x t − x 0 /t converges tod as t ↓ 0.
For polyhedral set K, system (4.11) takes the form (compare with (3.29)):
For polyhedral set K and differentiable F · · , the linearized system (4.13) was considered and directional differentiability of the solution mapping was established, under an assumption of strong regularity, in Robinson [21] , and the corresponding locally upper Lipschitz behavior of the solution multifunction was derived in Robinson [20, n , to the set C x 0 (cf., Bonnans and Shapiro [4, p. 242] ). In that case the system (4.11) takes the form:
In some cases (e.g., for the cones of positive semidefinite matrices as discussed in Shapiro [27] ) this quadratic function, and hence its gradient q d = 2Ad, can be calculated in a closed form. For cone reducible set K and differentiable F · · , the system (4.14) and the result of Theorems 4.2 and 4.3 were derived in Shapiro [29] by a different method.
Parameterized generalized equations.
In this section we discuss generalized equations of the form
Here the mapping G u · = G · u and the set K u = G −1 u Q depend on the parameter vector u ∈ U . As before, we denote by u the set of solutions of (5.1), i.e., x ∈ u iff there exists ∈ m satisfying (5.1). We denote by x u the set of satisfying generalized equations (5.1). We assume that x 0 ∈ u 0 , i.e., that the set x 0 u 0 is nonempty. We also make the following assumptions.
(B1) The mapping G n × U → m is twice continuously differentiable. Consider function x u defined in the same way as in (2.1) with K replaced by K u and F x replaced by F x u . Since, by assumption (B1), DG x u is locally Lipschitz continuous, it follows by the Robinson-Ursescu stability theorem that property (2.3) , in the definition of prox-regularity, holds for all u in a neighborhood of u 0 and K = K u , with the constant and the corresponding neighborhood independent of u. Therefore, we have by Proposition 2.2 that there exist constant > 0 and neighborhoods V and W of x 0 and u 0 , respectively, such that for any u ∈ W andx ∈ V , it holds thatx ∈ u iffx ∈ K u and x u = 0. The quadratic growth condition, for x = x 0 and u = u 0 , is defined here in the same way as in Definition 3.1 for the function · = · u 0 and the set K = K u 0 . Similar to Theorem 3.1 we have here that, under assumptions (B1)-(B3) and second order regularity of Q at z 0 = G x 0 u 0 , for large enough the quadratic growth condition (3.19) holds iff condition (C2) is satisfied.
We say that a multifunction U ⇒ n is locally upper Hölder, of degree 1 2 , at u 0 for x 0 ∈ u 0 if there exist positive number and neighborhoods V and W of x 0 and u 0 , respectively, such that , at u 0 for x 0 .
Proof. Suppose that the quadratic growth condition (3.19) holds at x 0 , with the corresponding constant c > 0 and neighborhood N . Consider a solutionx u ∈ u ∩ N . We can choose the constant large enough and the neighborhoods V and W , such that x u is a maximizer of · u over K u ∩ V for all u ∈ W . By Bonnans and Shapiro [4, Proposition 4.37] we have then that the following estimate holds: 
We also have thatȳ x 0 u 0 = x 0 and (see Bonnans and Shapiro [4, ) that the mapping x u → P K u x , and hence the mapping x u → P K u x + −1 F x u , are locally upper Hölder, of degree 1 2 , at x 0 u 0 . Therefore, by choosing N u = x 0 x u , we can bound the norm of the first term in the right-hand side of (5.4), on that subset, by x u − x 0 1/2 for some > 0. Moreover, by continuity of DF x u , the constant can be arbitrary small for all u in a sufficiently small neighborhood of u 0 . In particular, we can choose a neighborhood of u 0 such that ≤ c/2. The other three terms in the righthand side of (5.4) are of order O u − u 0 1/2 uniformly in x ∈ N , for a sufficiently small neighborhood N . The proof can be completed then by applying the estimate (5.3).
Without additional assumptions, the power constant 1 2 in the above locally upper Hölder continuity of · cannot be improved. For optimization problems this is discussed in 
Note that y ∈ x u iff there exists ∈ N Q G x u such that y = D x G x u * . Therefore, generalized equations (5.1) can be written in the form
We say that the strict constraint qualification holds at 0 ∈ x 0 u 0 if
where z 0 = G x 0 and Of course, for K = Q and identity mapping G x u ≡ x, system (5.16) coincides with system (4.11), and Theorem 5.2 reduces to Theorem 4.3.
