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Sistemas Dinâmicos Discretos em Álgebras
RESUMO
Neste trabalho é feito o estudo de sistemas dinâmicos discretos em álgebras de matrizes.
Este tema é explorado recorrendo a várias ferramentas da álgebra linear, com o objectivo
de tirar partido da estrutura algébrica do espaço.
É estudada a aplicação quadrática matricial, tomando uma matriz como parâmetro,
aliando as propriedades algébricas à teoria das aplicações quadráticas escalares já existente,
no caso real e complexo. São exploradas diversas características da dinâmica, tais como,
a existência de ciclos comutativos e não-comutativos, a sua estabilidade, entre outras.
São estudadas possíveis generalizações para o caso matricial das noções de conjunto de
Mandelbrot e de conjunto de Julia.
Os resultados atingidos são aplicados ao estudo da dinâmica da aplicação quadrática
em diferentes álgebras hipercomplexas.
É explorada a iteração quadrática no conjunto das matrizes estocásticas simétricas; as
conclusões ilustram o comportamento do sistema dinâmico discreto definido no espaço das
cadeias de Markov reversíveis.
PALAVRAS-CHAVE: Dinâmica em álgebras de matrizes, ciclos comutativos, ciclos
não-comutativos, conjunto de Mandelbrot matricial, conjunto de Julia matricial, matrizes
estocásticas, cadeias de Markov reversíveis
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Discrete Dynamical Systems in Algebras
ABSTRACT
In this work we study discrete dynamical systems in matrix algebras. This subject is
explored using different tools of linear algebra, in order to take advantage of the algebraic
structure of the space.
It is studied the iteration of a quadratic family in the algebra of real matrices, with a
parameter matrix, combining the properties of the algebraic theory with the theory of the
quadratic map in the real and complex cases. Several characteristics of the dynamics are
explored, such as, the existence of commutative and non-commutative cycles, its stability,
among others. Possible generalizations of the Mandelbrot set and Julia set are considered
and studied.
The results obtained are applied to the study of the quadratic dynamic in different
hypercomplex algebras.
Quadratic iteration is explored in the set of symmetric stochastic matrices; the findings
illustrate the behavior of the discrete dynamical system on the space of reversible Markov
chains.
KEYWORDS: Matrix dynamics, commutative cycles, non-commutative cycles, Man-
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1.1 A dinâmica da aplicação quadrática
A aplicação logística yn+1 = µyn (1− yn) , proposta em 1975 pelo biólogo Robert May
como modelo para estudar o crescimento de populações, é uma versão discreta do modelo
demográfico originalmente introduzido por Pierre François Verhulst em [Ver45]. Este
sistema dinâmico não linear é amplamente citado na ilustração de fenómenos complexos,
já que exibe diferentes comportamentos característicos dos sistemas caóticos.
Após a sua apresentação, algo que impressionou a comunidade científica foi o facto
de, apesar do sistema dinâmico ser determinístico e definido por uma equação não linear
simples, existem valores do parâmetro µ para os quais o comportamento do sistema é
bastante complexo. Um exemplo desta complexidade é o facto de estados tão próximos
quanto se queira poderem sofrer evoluções muito diferentes, o que condiciona o seu estudo
numérico, pois um erro de cálculo pode produzir soluções completamente alteradas.
Surge então o conceito de caos determinístico, introduzido na ciência na década de
setenta por Li e Yorke, em [LY75]. No entanto, já tinham sido desenvolvidos alguns
trabalhos que são hoje pilares no desenvolvimento dos sistemas dinâmicos caóticos, tais
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como, [Sha95] de Alexander Sharkovsky. Durante as décadas de setenta e oitenta do
século XX, o interesse na dinâmica caótica explodiu e apareceram então as primeiras
tentativas de formalizar matematicamente a noção de caos, tais como, a definição de
Devaney, apresentada em [Dev86] e neste trabalho.
A dependência das condições iniciais, conhecida como sensibilidade às condições ini-
ciais, é uma das propriedades dos sistemas caóticos presente nas diferentes definições
matemáticas de caos apresentadas por vários autores. Esta é uma das características da
dinâmica da aplicação logística. Como iremos verificar, a riqueza de fenómenos observados
nesta aplicação é comum à aplicação quadrática xn+1 = x2n+ c, já que estas aplicações são
dinamicamente equivalentes, facto que se deve à existência de uma conjugação topológica.
1.2 Conjuntos de Mandelbrot e de Julia
Gaston Julia e Pierre Fatou foram dos primeiros matemáticos a estudar as propriedades
dos conjuntos de Julia, durante a segunda década do século XX, [Jul18] e [Fat17]. Intro-
duziram os métodos iterativos no estudo dos sistemas dinâmicos sem recurso ao computa-
dor, que nos dias de hoje é das ferramentas mais úteis na reprodução do comportamento
de funções iteradas.
Na década de 70, o estudo da dinâmica da aplicação quadrática fc, definida no plano
complexo por
fc (z) = z
2 + c, c ∈ C,
foi amplamente aprofundado. Em [Man82], o matemático Mandelbrot foi um dos primeiros
autores a apresentar imagens de um novo objecto matemático, designado por conjunto de
Mandelbrot, definido através da iteração do ponto crítico sob a acção de fc. Este é um
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dos mais belos objectos matemáticos, tanto do ponto de vista estético, como também pelo
imprevisível salto da simplicidade da sua definição para a complexidade da sua imagem.
Combinando a computação gráfica com a teoria de iteração em C, já estudada por Julia
e Fatou, foi explorada a aplicação quadrática neste plano, obtendo-se assim conjuntos
fractais de extrema complexidade, permitindo a classificação dos parâmetros de acordo
com a conexidade dos conjuntos de Julia. Apesar do recurso à computação gráfica ter sido
um grande passo, uma parte considerável da teoria hoje conhecida sobre o extremamente
intrigante conjunto de Mandelbrot deve-se a Douady e Hubbard, [DH82] e [DH85].
Até aos dias de hoje, as propriedades dos conjuntos de Mandelbrot e de Julia foram
exploradas profundamente, desde os aspectos geométricos, tais como, o detalhe infinito ou
a auto-semelhança, aos aspectos mais analíticos, nomeadamente, a periodicidade, estabi-
lidade, espaços invariantes, entre muitos outros.
Coloca-se então a questão: como será a dinâmica desta aplicação noutros espaços? E
os conjuntos análogos, serão tão reveladores do comportamento da aplicação ou poderão
não caracterizar tantas propriedades como no caso complexo?
1.3 Generalizações do estudo da dinâmica da aplicação qua-
drática a outros espaços
A observação de características inesperadas, vindas de uma aplicação cuja definição é
tão simples, bem como a beleza e complexidade dos conjuntos obtidos, gerou um grande
interesse e entusiasmo por parte da comunidade científica nas possíveis generalizações deste
estudo.
Surgiram assim vários trabalhos que abordam a generalização a outros conjuntos. Senn,
em [Sen90], demonstrou que todo o sistema numérico de duas componentes é isomorfo,
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como anel, aos números complexos C, perplexos P ou duais D. Em [Fis05], Fishback
descreve o estudo da dinâmica da aplicação quadrática em subálgebras hipercomplexas de
duas componentes, também designadas por sistemas numéricos de duas componentes.
As generalizações dos conjuntos fractais a dimensões superiores foi essencialmente feita
usando a álgebra dos quaterniões, como extensão natural dos números complexos. Nor-
ton, em [Nor82] e [Nor89], apresentou pela primeira vez os conjuntos de Julia de funções
definidas na álgebra dos quaterniões. Como os fractais quaterniónicos são 4-dimensionais,
os gráficos 3-dimensionais apresentados nos seus trabalhos ilustram o comportamento de
apenas três das quatro componentes, ou seja, são projecções destes conjuntos. Na mesma
altura, Holbrook apresenta em [Hol87] um algoritmo para gerar nuvens de pontos represen-
tativos dos conjuntos de Julia quaterniónicos. Em [HKS90], Hart et al. desenvolvem este
algoritmo, criando um outro alternativo, apresentado em [HSK89], mais satisfatório quanto
à observação de detalhes dos conjuntos fractais. Os trabalhos que acabámos de mencionar
foram mais orientados para a parte gráfica e computacional da aplicação quadrática quater-
niónica, isto é, para a construção de algoritmos que gerassem os respectivos fractais. Go-
matam et al. [GDSM95] orientaram o estudo para os aspectos analíticos deste problema,
analisando a estabilidade dos ciclos e caracterizando os conjuntos de Julia associados.
Embora Bedding e Briggs tenham defendido que não existe uma dinâmica interessante
resultante do estudo da aplicação quadrática quaterniónica, alegando em [BB95] que os
conjuntos fractais obtidos são localmente uma rotação dos fractais do plano complexo,
os trabalhos nesta área continuaram. Em [GM99], Gomatam e McFarlane exploraram os
domínios de estabilidade dos k−ciclos do conjunto de Mandelbrot, para diferentes classes
de aplicações quaterniónicas, apresentando-os explicitamente. Usando a análise de teoria
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de grupos, Bogush et al. [BAKS01] analisaram propriedades algébricas e geométricas dos
conjuntos de Julia na álgebra dos quaterniões, mostrando que as simetrias intrínsecas a
estes números dão origem a classes de conjuntos de Julia idênticos, situação que não se
verifica no conjunto dos números complexos. Os autores acrescentam ainda que a parte
vectorial do conjunto de Julia pode ser obtida pela rotação de um subconjunto de Julia
bidimensional arbitrário, em torno de um determinado eixo. Simultaneamente, a genera-
lização dos conjuntos fractais a dimensões superiores tomou um outro rumo: iniciou-se o
estudo de outros tipos de álgebras hipercomplexas 4-dimensionais. Em [Roc00], Rochon
provou que, na álgebra dos números bicomplexos, onde é válida a propriedade comutativa,
os conjuntos de Mandelbrot 4-dimensionais são conexos. Ainda na álgebra dos quaterniões,
em [BGS02], Gomatam et al. analisaram as aplicações meromorfas. Rochon apresentou
em [Roc03] uma versão do teorema de Fatou-Julia para a álgebra dos números bicom-
plexos e caracterizou topologicamente os conjuntos de Julia preenchidos, mostrando que a
dinâmica na álgebra dos números bicomplexos é uma generalização interessante dos con-
juntos de Mandelbrot clássicos. Nakane, em [Nak05], investigou a dinâmica das aplicações
quadráticas quaterniónicas e a respectiva conectividade dos conjuntos fractais. Petek et
al. aplicaram a dinâmica simbólica ao estudo destas aplicações no conjunto dos quater-
niões, em [LŠRP05]. Martineau e Rochon apresentaram em [MR05] várias fórmulas para
estimar a distância nos conjuntos fractais bicomplexos no espaço tridimensional. Além
dos trabalhos na álgebra dos números bicomplexos, em [Gin02], Gintz introduziu a álge-
bra dos quaterniões complexificada (CQUAT). Cheng apresentou em [CT07] dois novos
métodos para gerar conjuntos fractais tridimensionais. Em [WS07], Wang et al. discutiu
as características dos conjuntos de Julia e Mandelbrot para as aplicações z → zα + c,
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α ∈ N, definidas na álgebra dos quaterniões, entre elas, a conectividade e os limites das
regiões de estabilidade dos pontos fixos. Em [SW09a] e [SW09b], os mesmos autores ex-
ploraram a estrutura topológica dos conjuntos de Mandelbrot quaterniónicos sob a acção
de determinada perturbação e os conjuntos de Mandelbrot quaterniónicos associados a
pontos críticos não nulos, respectivamente.
1.4 O estudo do caso matricial
A análise da dinâmica da iteração da aplicação quadrática em álgebras de matrizes
é o grande objectivo deste trabalho; este tópico pode ser visto como a generalização do
estudo já realizado em R ou C a estruturas algébricas mais abrangentes. A potencialidade
deste tema é especialmente evidenciada se tivermos em conta que a estrutura algébrica
deste espaço é bastante rica e que esta poderá trazer uma mais-valia ao estudo. Esta
estrutura poderá também permitir uma generalização a espaços de dimensão superior,
resultante da iteração em matrizes de ordem superior ou da iteração em matrizes com
entradas complexas, quaterniónicas ou outras. As ferramentas existentes na álgebra linear
são poderosas e a dinâmica que obtemos é muito diversificada, apresentando, por vezes,
fenómenos inesperados.
A pesquisa de artigos sobre este tópico específico resultou num único trabalho, [Ser02],
onde Amanda Serenevy analisa a iteração em M2 (R) sob a acção do polinómio quadrático
z → z2 + c.
Na sequência de alguns dos factos analisados por Serenevy, no primeiro trabalho feito
sobre este tema, em [NBCRM10], abordámos a existência de ciclos não-comutativos, ca-
racterizando analiticamente um caso particular dos 2−ciclos deste tipo.
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A procura de aplicação de alguns dos resultados observados levou-nos ao estudo da
dinâmica da família quadrática em certas subálgebras de Mn (R), em particular, nas sub-
álgebras das matrizes estocásticas simétricas. O comportamento dinâmico, já bem conhe-
cido, da família quadrática no intervalo é reproduzido no espectro das matrizes estocás-
ticas e, para determinadas subclasses de matrizes estocásticas, o referido comportamento
dinâmico é também obtido nas entradas da matriz. Uma vez que uma matriz estocástica
caracteriza uma cadeia de Markov, obtemos um sistema dinâmico discreto no espaço das
cadeias de Markov reversíveis. Portanto, dependendo do parâmetro, existem condições
iniciais para as quais a correspondente cadeia de Markov reversível será atraída, sob a ite-
ração, para um ponto fixo, para um ponto periódico ou para um ponto aperiódico. Além
disso, verifica-se a sensibilidade às condições iniciais e a coexistência de infinitas órbitas
periódicas repulsivas, duas das caracerísticas do caos. Este trabalho deu origem ao artigo
[CRMNB11].
No seguimento do trabalho [NBCRM10], o estudo dos ciclos não-comutativos foi apro-
fundado, o que deu origem ao artigo [CRMNB12], onde foram estabelecidos resultados que
caracterizam os ciclos matriciais comutativos e não-comutativos. Além disso, foram apre-
sentados todos os tipos de 2−ciclos matriciais não-comutativos em função do parâmetro




Na primeira secção são introduzidos alguns conceitos e resultados fundamentais de
sistemas dinâmicos discretos. Na segunda secção é apresentada a iteração quadrática nos
casos real e complexo. No caso complexo, o comportamento desta família de funções é
ilustrado através dos conjuntos de Julia, Fatou e Mandelbrot, com definições e propriedades
básicas sobre estes conjuntos. Para mais detalhes sobre as suas propriedades, poderão ser
consultadas as referências [Bea91], [Mil06], [CG93], [Rob99], entre outras.
Dada a natureza deste capítulo, as demonstrações não são apresentadas já que estes
resultados não constituem, por si só, o objectivo deste trabalho, mas sim uma contextua-
lização do estudo que se segue; no entanto, é indicada uma referência onde essa mesma
demonstração pode ser encontrada.
2.1 Conceitos básicos de sistemas dinâmicos
Um sistema dinâmico é um modelo da evolução de algo ao longo do tempo, durante
o qual essa entidade vai ocupando determinado estado. Dada a regra determinística que
define a evolução dos estados e o conjunto de estados possíveis, o principal objectivo do
seu estudo é compreender o seu comportamento assimptótico e a sua dinâmica.
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Recordamos de seguida alguns resultados essenciais, bem como a definição de certos
tipos de pontos que têm um papel decisivo no estudo do comportamento dinâmico de uma
aplicação, designadamente os pontos fixos, os pontos periódicos e os pontos críticos.
Definição 2.1 Um sistema dinâmico S é um triplo
(
E, T, f t
)
, onde T é um conjunto
tempo com estrutura de grupo, o conjunto E é um espaço de estados e f t : E → E é uma
lei de evolução parametrizada em t ∈ T que satisfaz as propriedades:
• f0 = idE;
• f t+s = f t ◦ fs,∀t, s ∈ T, sempre que ambos os membros da igualdade estejam
definidos.
E é um espaço métrico completo, usualmente designado por espaço de fases. Quando
T ⊆ Z, o sistema dinâmico S diz-se discreto; quando T ⊆ R, este diz-se contínuo. Ao
longo deste trabalho estudamos sistemas dinâmicos discretos, cuja evolução é determinada
pela iteração de uma certa aplicação.
Sendo f : E → E a regra determinística que determina a evolução dos estados no espaço
de fases e x ∈ E, denotamos por fk (x) a k−ésima iterada do ponto inicial x por f, ou seja,
fk (x) = fk−1 (f (x)) ; assim, fk significa a composição de f consigo própria k−1 vezes. A
iteração de x sob a acção de f gera a órbita de x, dada por O (x) =
{
x, f (x) , f2 (x) , ...
}
,
onde x é o ponto inicial. Quando conveniente, poderemos considerar a notação x ≡ x0
e xn+1 = f (xn) , n ∈ N, indicando que f transforma cada estado xn no estado seguinte
xn+1. Dado um ponto y, um ponto x tal que f (x) = y é chamado pré-imagem de y.
Os sistemas dinâmicos estudados ao longo deste trabalho são não lineares, já que
as aplicações consideradas são não lineares. A definição destas aplicações envolve um
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parâmetro fixo; o domínio desse parâmetro é chamado espaço dos parâmetros.
Dado um sistema dinâmico, o objectivo principal é conhecer e caracterizar as diferentes
dinâmicas admitidas por f, tendo como ponto inicial um elemento de E. De seguida,
são definidos alguns destes tipos de comportamento, comuns à generalidade dos sistemas
dinâmicos.
Definição 2.2 Seja f : E → E a regra determinística que determina a evolução dos
estados no espaço de fases e x, p, q ∈ E.
• x diz-se um ponto periódico de período n de f se fn (x) = x, e fk (x) = x, para
1 ≤ k ≤ n − 1. Neste caso, f tem uma órbita periódica ou um ciclo de período n,
{
x, f (x) , ..., fn−1 (x)
}
. Se n = 1, x diz-se um ponto fixo de f. Um ponto periódico de
período n pode também designar-se por n−ciclo.
• x diz-se um ponto pré-periódico (ou eventualmente periódico) se existe um inteiro
k > 0 tal que fk (x) é um ponto periódico.
• x diz-se um ponto estritamente pré-periódico se é pré-periódico mas não é periódico.
• x diz-se um ponto aperiódico se não existe um inteiro k tal que fk (x) é um ponto
periódico.
• a órbita de x diverge, sob a acção de f, se fn (x)→∞, quando n tende para infinito.
Definição 2.3 O conjunto dos pontos que são fixos por fn denota-se por Per (n, f) , ou
seja, Per (n, f) = {x : fn (x) = x} .
Definição 2.4 Seja d a métrica considerada em E e p um ponto periódico.
• Diz-se que um ponto q é assimptótico a p no futuro se d
(




0 quando k→ +∞. O conjunto dos pontos assimptóticos a p no futuro, definido como
W s (p) =
{
q ∈ E : d
(
fk (q) , fk (p)
)
→ 0 quando k→ +∞
}
,
diz-se o conjunto estável de p.
• Se a função f é invertível, diz-se que um ponto q é assimptótico a p no passado se
d
(
fk (q) , fk (p)
)
converge para 0 quando k → −∞. O conjunto dos pontos assimptóticos
a p no passado, definido como
Wu (p) =
{
q ∈ E : d
(
fk (q) , fk (p)
)
→ 0 quando k→ −∞
}
,
diz-se o conjunto instável de p. Se f não é invertível, então diz-se que um ponto q é
assimptótico a p no passado se existirem sequências p−k e q−k tais que p0 = p, q0 = q,
f (p−k) = p−k+1, f (q−k) = q−k+1 e d (p−k, q−k) converge para 0 quando k→ +∞.
Os conjuntos estável e instável de um ponto periódico p verificam a relação
fk (W s,u (p)) ⊆W s,u (p) , para todo o k ∈ T.
Dado um ponto periódico p, o conjunto estável W s (p) também se designa por bacia
de atracção do ponto p.
Definição 2.5 A bacia de atracção de uma órbita periódica O = {p0, p1, ..., pn−1} é o
conjunto dos pontos x tais que d
(
fk (x) , fk+m (p0)
)
→ 0 quando k → +∞ para algum m.
Assim, a bacia de atracção da órbita O consiste nos pontos que são assimptóticos a
algum ponto pi da órbita, 0 ≤ i ≤ n− 1.
Definição 2.6 A bacia de atracção imediata do ponto periódico p0 é a vizinhança máxima
I que contém p0 tal que d
(
fk (x) , fk (p0)
)
→ 0 quando k → +∞ para qualquer x ∈ I. A
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bacia de atracção imediata de uma órbita periódica é a união das componentes conexas da
sua bacia de atracção que contêm um ponto da sua órbita.




diz-se f t−invariante se f t (A) = A.
Como exemplo de um conjunto invariante podemos indicar uma qualquer órbita do
sistema dinâmico. Alguns dos exemplos mais simples de conjuntos invariantes fechados
são os pontos fixos e as órbitas periódicas.
Uma ligeira perturbação numa órbita poderá ou não ter impacto na sua evolução
futura. As noções de estabilidade que definimos de seguida ilustram diferentes tipos de
comportamento.
Definição 2.8 Seja d a métrica considerada em E. A órbita de um ponto x diz-se:
• Lyapunov estável se, para qualquer ǫ > 0 existe δ (ǫ) > 0 tal que d
(
fk (x) , fk (q)
)
< ǫ
sempre que d (x, q) < δ (ǫ) , ∀k ≥ 0.





fk (x) , fk (q)
)
= 0 sempre que d (x, q) < ε, ou seja, se W s (x) contiver uma
vizinhança de x.
Definição 2.9 Um ponto p diz-se:
• atractivo se for periódico e assimptoticamente estável;
• repulsivo se Wu (p) contém uma vizinhança de p.
A estabilidade de um ponto fixo de uma determinada aplicação não linear
estuda-se usando o método de linearização, fazendo a análise do sinal dos valores próprios
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da linearização do sistema em torno desse ponto, ou pelo método directo de Lyapunov,
fazendo a análise de uma função de Lyapunov apropriada. Em alguns casos, pode ser feito
o estudo quantitativo determinando os vectores próprios associados a cada valor próprio.
Se a matriz Jacobiana no ponto fixo x possuir valores próprios que se situam no interior
do círculo unitário do plano complexo, estabelecemos o resultado que se segue.
Proposição 2.10 Seja (E, T, f) um sistema dinâmico definido num aberto E ⊂ Rm por
um difeomorfismo f de classe Cr com r ≥ 1. Se x é o único ponto fixo do sistema, então
x é assimptoticamente estável se os valores próprios de Df(x) se encontram todos no
interior do círculo unitário do plano complexo.
Dem. [ASY97].
Quando existir mais do que um ponto fixo, o que geralmente acontece quando traba-
lhamos com aplicações não lineares, poderão existir vários pontos fixos assimptoticamente
estáveis; nesse caso, diz-se que o sistema exibe multi-estabilidade e nenhum dos pontos
fixos tem estabilidade assimptótica global.
Quando falamos de estabilidade de aplicações lineares de Rm em Rm, isto é, aplicações
do tipo
p → Ap,
onde A é uma matriz m × m tal que a aplicação A(p) é linear para cada a, b ∈ R, e
p,q ∈ Rm, tem-se
A (ap+ bq) = aA(p) + bA(q).
Toda a aplicação linear tem a origem 0 como ponto fixo. Se todos os pontos que estão
numa vizinhança do ponto fixo 0 se aproximam deste quando iterados pela aplicação, con-
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sideramos o ponto fixo como sendo um atractor. Este comportamento pode ser explicado
recorrendo aos valores próprios da matriz A. O próximo teorema ilustra este facto.
Teorema 2.11 Seja A(p) : Rm → Rm uma aplicação linear. Então:
• a origem é atractiva se todos os valores próprios de A são menores do que 1, em
valor absoluto;
• a origem é repulsiva se todos os valores próprios de A são maiores do que 1, em valor
absoluto.
Dem. [ASY97].
Outro aspecto importante, que acontece em dimensão superior a um, é o facto de se
poder considerar aplicações lineares para as quais numa direcção a origem é atractiva e
noutra a origem é repulsiva, ou seja, a origem é um ponto de sela.
Definição 2.12 Seja A uma aplicação linear definida em Rm. Dizemos que A é hiper-
bólica se A não tem valores próprios de valor absoluto igual a 1. Se uma aplicação linear
hiperbólica A tem pelo menos um valor próprio maior que 1, em valor absoluto, e pelo
menos um valor próprio menor que 1, em valor absoluto, então a origem é definida como
ponto de sela.
Assim, existem três tipos de aplicações hiperbólicas: um tipo para o qual a origem
é um ponto atractivo, outro onde a origem é um ponto repulsivo e um terceiro onde a
origem é um ponto de sela. As aplicações lineares hiperbólicas são um importante objecto
de estudo, pois estas têm bem definidas as direcções de contracção e de expansão. Neste
sentido, podemos definir três tipos de subespaços: o subespaço próprio instável, Eu, o
subespaço próprio estável, Es, e o subespaço próprio centro, EC .
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Definição 2.13 Seja A uma aplicação linear definida em Rm. Representamos por
Es = span{v : v é vector próprio associado ao valor próprio λ de A, com |λ| < 1}
EC = span{v : v é vector próprio associado ao valor próprio λ de A, com |λ| = 1}
Eu = span{v : v é vector próprio associado ao valor próprio λ de A, com |λ| > 1}
onde span{v1, ..., vr} representa o espaço gerado pelos vectores v1, ..., vr.
Nas aplicações não lineares, como podemos estudar a estabilidade dos pontos fixos ou
de pontos pertencentes a uma órbita periódica? A ideia usada tem presente o que é feito
no estudo da estabilidade de pontos fixos de aplicações não lineares de dimensão um. Em
dimensão um, o processo que determina se um ponto fixo é repulsivo ou atractivo passa
pela linearização da aplicação em torno desse ponto, linearização essa que é feita usando
a noção de derivada.
Teorema 2.14 Seja x um ponto periódico de período n e seja λ o valor da derivada de
fn em x, (fn)′ (x) = λ. O ponto x é:
• atractivo se |λ| < 1.
• neutro se |λ| = 1.
• repulsivo se |λ| > 1.
Dem. [Rob99]
Em dimensão superior a um a situação é similar, tendo em atenção que o estudo da
derivada da função no ponto é agora substituído pelo estudo do valor absoluto dos valores
próprios da matriz Jacobiana nesse ponto.
Seja F = (f1, f2, ..., fm) uma aplicação em Rm e seja p ∈ Rm. Dado um ponto
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h = (h1, ..., hm) onde hi toma valores suficientemente pequenos, tem-se
F (p+ h)− F (p) ≈ DF (p).h,
onde DF (p) é a matriz Jacobiana da aplicação F no ponto p, sendo o erro de aproximação
proporcional ao quadrado da norma de p. Enquanto o erro de aproximação permanecer
pequeno, a acção da aplicação F perto do ponto fixo p é essencialmente a mesma que a
acção da aplicação linear
h → Ah,
onde A = DF (p) perto do ponto fixo 0 = (0, ..., 0).
Teorema 2.15 Seja F uma aplicação em Rm e F (p) = p.
• Se o valor absoluto de cada valor próprio de DF (p) é menor do que 1, então p é um
ponto fixo atractivo.
• Se o valor absoluto de cada valor próprio de DF (p) é maior do que 1, então p é um
ponto fixo repulsivo.
Dem. [ASY97].
Definição 2.16 Seja F uma aplicação em Rm e F (p) = p. Então o ponto fixo p é
designado como hiperbólico se nenhum dos valores próprios de DF (p) tem norma igual
a um. Se p é hiperbólico e se existe pelo menos um valor próprio de DF (p) com norma
menor que um e pelo menos um valor próprio de DF (p) com norma maior que um, então
p é designado por ponto de sela.
Se, em vez de um ponto fixo, p for um ponto periódico de período k, isto é, F k(p) = p,
basta tomar F k em vez de F .
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Se p se trata de um ponto periódico de período k interessa saber qual é o comporta-
mento dos valores próprios de DF k em cada um dos pontos da órbita periódica de período
k, {p1, ...,pk}. Vamos considerar uma aplicação F definida em Rm tal que existe uma
órbita periódica {p1, ...,pk} de período k. É sabido que o conjunto dos valores próprios
do produto de várias matrizes é inalterado quando se faz uma permutação cíclica desse
produto. Por outro lado, usando a regra da derivada da função composta, temos
DF k(p1) = DF (pk) DF (pk−1)...DF (p1). (2.1)
Assim, os valores próprios da matriz Jacobiana determinada no ponto p1, DF k(p1), vão
determinar a estabilidade no ponto F k(p1) mas também de toda a órbita de período k.
De facto, se examinarmos os valores próprios, por exemplo, de DF k(pr) onde pr é um dos
pontos da órbita periódica, verificamos que
DF k(pr) = DF (pr−1) DF (pr−2)...DF (p1) DF (pk)...DF (pr). (2.2)
Pelo que foi dito, concluímos que os valores próprios de 2.1 e 2.2 são idênticos. Assim,
temos a garantia que os valores próprios são sempre os mesmos, qualquer que seja o ponto
da órbita periódica considerado.
Definição 2.17 Seja F uma aplicação em Rm e p um ponto da órbita periódica {p1, ...,pk}
de período k . Representamos por
Es = span{v : v é vector próp. associado ao valor próp. λ de DF k(p), com |λ| < 1}
EC = span{v : v é vector próp. associado ao valor próp. λ de DF k(p), com |λ| = 1}
Eu = span{v : v é vector próp. associado ao valor próp. λ de DF k(p), com |λ| > 1}
onde span{v1, ..., vr} representa o espaço gerado pelos vectores v1, ..., vr.
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Assim, é possível provar que um ponto fixo atractivo de uma aplicação não linear
é topologicamente conjugado ao ponto fixo de uma aplicação linear, onde esta última
é induzida pela Jacobiana da aplicação não linear. Consideremos então o teorema de
Hartman-Grobman.
Teorema 2.18 (Teorema de Hartman-Grobman) Seja F : Rm → Rm um difeomorfismo
de classe Cr e p um ponto fixo hiperbólico. Então, existem as vizinhanças U de p e V de
0 e um homeomorfismo h : V → U tal que
F (h(q)) = h(Aq),
para todo q ∈ V, onde A = DF (p).
Dem. [ASY97].
Corolário 2.19 Seja F : Rm → Rm um difeomorfismo de classe Cr e p um ponto fixo
hiperbólico. Se p é um ponto repulsivo então não é Lyapunov estável; se p é um ponto
atractivo então é assimptoticamente estável.
Se a matriz Jacobiana possuir um valor próprio na circunferência unitária, o estudo
da estabilidade é mais exigente.
Um dos aspectos mais relevantes da teoria dos sistemas dinâmicos é exactamente a
distinção entre as regiões de estabilidade e as regiões onde o comportamento é caótico.
Mas o que entendemos por caótico?





nâmico, J ⊆ E um subconjunto invariante e f t uma aplicação contínua. Dizemos que o
sistema dinâmico é caótico em J se:
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• f t apresenta sensibilidade às condições iniciais em J ;
• f t é topologicamente transitiva em J;
• os pontos periódicos de f t são densos em J.
Nesta definição de caos segundo Devaney, verificamos que o comportamento caótico de
determinada aplicação caracteriza-se pela sensibilidade às condições iniciais, isto é, existe
uma constante β > 0 tal que, por muito pequena que seja a vizinhança de um ponto
p considerada, existe sempre um outro ponto nessa vizinhança cuja órbita, a partir de
certa iterada, dista da órbita de p pelo menos β. Outro dos requisitos é a transitividade
topológica, caracterizada pela transição, através da iteração, de pontos de uma vizinhan-
ça arbitrariamente pequena para outra, e pela impossibilidade de decompor o sistema
dinâmico em dois conjuntos abertos disjuntos que sejam invariantes sob a acção de f t.
Finalmente, o último requisito para o caos: os pontos periódicos são densos em E, isto é,
para qualquer ponto periódico, existe um ponto de E arbitrariamente próximo do primeiro.
Outra questão que surge no estudo de sistemas dinâmicos prende-se com a distinção
entre dois sistemas dinâmicos. O estudo deste problema pode ser feito através de grandezas
numéricas, características qualitativas ou estruturas algébricas, estabelecendo relações de
equivalência ou outras entre os sistemas dinâmicos.
A definição que apresentamos de seguida caracteriza a conjugação topológica, que
preserva o número de pontos periódicos das dinâmicas dos sistemas envolvidos e também as
órbitas densas, já que aplica homeomorficamente as órbitas de um dos sistemas dinâmicos
nas do outro que lhe é conjugado.
2.2 A aplicação quadrática nos casos real e complexo 21
Definição 2.21 Sejam f : I → I e g : J → J duas aplicações. Dizemos que f e g são
topologicamente conjugadas se existe um homeomorfismo h : I → J tal que h ◦ f = g ◦ h.
Neste caso, diz-se também que f é topologicamente equivalente a g e que h é uma
conjugação topológica entre f e g.
2.2 A aplicação quadrática nos casos real e complexo
Tal como referimos, a aplicação logística, yn+1 = µyn (1− yn) , é um sistema dinâmico
não linear muito citado quando se retratam as características dos sistemas caóticos. No
entanto, apesar de bem conhecido, apresentamos algumas das características que serão
úteis na compreensão de certos fenómenos nos capítulos que se seguem.
Usualmente, a família quadrática é definida na literatura usando uma das seguintes
formas:




n + c. (2.4)
Assim, tendo presente a Definição 2.21, podemos verificar que (2.3) e (2.4) são dinami-
camente equivalentes, já que são topologicamente conjugadas, considerando a conjugação








. Ao longo deste estudo, é usada a forma (2.4) , sendo
c um parâmetro real/complexo. Assim, ao estudar o sistema dinâmico regido por (2.4) ,
será possível compreender o comportamento de qualquer outro sistema dinâmico definido,
em R ou C, por qualquer outra aplicação polinomial quadrática.
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2.2.1 A iteração sob a acção da família quadrática real
Consideremos a família quadrática fc definida em R por fc (xn) = x2n + c, sendo c ∈ R
um parâmetro fixo. Ao resolver a condição fc (x) = x, com o objectivo de determinar os

















reais se e só se c ≤ 1
4
) e verificamos que λ = f ′ (x±) = 1±
√
1− 4c. Os pontos fixos, bem
como os outros pontos periódicos, são essenciais na descrição do comportamento dinâmico
de fc; usando o Teorema 2.14, o comportamento assimptótico desta família é descrito ao
longo dos resultados que se seguem.
Definição 2.22 Uma família de funções a um parâmetro Fλ sofre uma bifurcação do tipo
sela-nó ou bifurcação tangente em λ0 se existir um intervalo aberto I e um valor ε > 0 tal
que:
1. para λ0 − ε < λ < λ0, Fλ não tem pontos fixos em I;
2. para λ = λ0, Fλ tem um ponto fixo no intervalo I e este ponto fixo não é atractivo
nem repulsivo;
3. para λ0 < λ < λ0 + ε, Fλ tem dois pontos fixos no intervalo I, um atractivo e outro
repulsivo.
Note-se que não é relevante o facto da definição anterior estar formulada para o caso
em que a bifurcação ocorre à medida que λ cresce, já que é sempre possível encontrar uma
outra família de funções F−λ que terá o comportamento adequado quando λ→ λ0.
Como podemos observar na Figura 2.1, quando c =
1
4
, ocorre a primeira bifurcação,
do tipo bifurcação de sela-nó ou bifurcação tangente, caracterizada pela criação (ou des-
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truição) de um par de pontos de equilíbrio com estabilidades contrárias. Usando o que
vimos anteriormente, demonstra-se o seguinte resultado.
Proposição 2.23 A aplicação fc (xn) = x2n + c, xn, c ∈ R, é tal que:
• se c > 1
4
, todas as órbitas divergem para ∞;
• se c = 1
4
, fc tem um único ponto fixo, x+ = x− =
1
2
e este é neutro;
• se c < 1
4







, então todas as órbitas de fc em ]−2; 2[ são assimptóticas ao
ponto fixo x−, ou seja, x− é um ponto fixo atractivo;
— se c = −3
4
, o ponto fixo x− é neutro;
— se c < −3
4
, o ponto fixo x− é repulsivo.
Ao resolver a condição f2c (x) = x, com o objectivo de determinar os pontos periódicos
















(que são reais se e só se c ≤ −3
4






′ (f (q±)) f
′ (q±) = 4 (c+ 1) .
Como verificamos na Figura 2.1, para c = −3
4
surge um novo tipo de bifurcação, de-
signada por bifurcação de duplicação de período, caracterizada pela perda de estabilidade
do ponto fixo e pelo aparecimento de uma nova órbita periódica de período 2.
Definição 2.24 Uma família de funções a um parâmetro Fλ sofre uma bifurcação de
duplicação de período em λ0 se existir um intervalo aberto I e um valor ε > 0 tal que:
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1. se λ ∈ [λ0 − ε;λ0 + ε], então Fλ tem um único ponto fixo pλ em I;
2. se λ0 − ε < λ < λ0, então Fλ não tem 2−ciclos no intervalo I e o ponto fixo pλ é
atractivo;
3. se λ0 < λ < λ0 + ε, então Fλ tem um único 2−ciclo {qλ1 , qλ2} no intervalo I, com
Fλ (qλ1) = qλ2 . Este 2−ciclo é atractivo e o ponto fixo pλ é repulsivo.
4. se λ→ λ+0 , então qλ1 , qλ2 → pλ0 .
Também nesta definição, e por motivos análogos, não é relevante o facto da formulação
estar feita para o caso em que a bifurcação ocorre à medida que λ cresce.






, então fc tem um único ponto fixo atractivo x−;
• se c = −3
4
, então o ponto fixo x− = q± é neutro;
• se −5
4
< c < −3
4
, então x± são pontos fixos repulsivos e todas as órbitas de fc e as
suas pré-imagens em ]−2; 2[ são assimptóticas a um 2−ciclo {q+, q−} atractivo.
• se c < −5
4
, então x± são pontos fixos repulsivos e {q+, q−} é um 2−ciclo repulsivo.
Em c = −5
4
o 2−ciclo torna-se instável e surge um 4−ciclo estável; à medida que o
valor de c vai decrescendo, este tipo de bifurcação vai-se repetindo, observando-se um fenó-
meno designado por cascata de duplicação de período, que podemos observar na Figura
2.1. Ao contrário do que poderemos pensar, este fenómeno não se estende ilimitadamente
até −∞. Com o crescimento do número de bifurcações, o período do ciclo aumenta ex-
ponencialmente e as sucessivas bifurcações ocorrem cada vez mais rapidamente; devido à
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Figura 2.1: Diagrama de bifurcação da função quadrática fc (x) = x2 + c
escala de auto-semelhança, o ponto de acumulação ck = −1.401155, designado por ponto
de Myrberg-Feigenbaum, determina a paragem deste comportamento e a passagem ao
caos. Surgem algumas "janelas de regularidade" ou de dinâmica periódica, como o caso
do período 3 ou do período 5, que podem ser observados na Figura 2.2.
Quando c = −2, verificamos que fc aplica o intervalo [−2; 2] em si próprio.
Teorema 2.26 Consideremos I = [−2; 2] e c = −2. Então a função fc tem pelo menos
2n pontos fixos de período n no intervalo I.
Dem. [Dev86].
Se c < −2, existem pontos do intervalo I = [−2; 2] cujas iteradas por fc não per-
manecem contidas em I, escapando para infinito. Coloca-se a questão: qual é o conjunto
dos pontos cuja órbita permanece no intervalo I?
Definição 2.27 Um conjunto de Cantor é um conjunto não vazio Σ ⊂ R tal que:
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Figura 2.2: Ampliação do diagrama de bifurcação da aplicação fc
• Σ é compacto (fechado e limitado);
• Σ é totalmente desconexo;
• todos os pontos de Σ são pontos de acumulação.




Λn = {x ∈ [−2; 2] : fnc (x) ∈ [−2; 2] para todo o n ∈ N} . Então
• Para qualquer n, Λn é formado pela união de 2n intervalos fechados em I.
• Sendo J qualquer um dos 2n intervalos fechados em Λn, temos que fnc : J → [−2; 2]
é bijectiva.
• Λ é um conjunto de Cantor.
Dem. [Dev86].
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Recorrendo a resultados de dinâmica simbólica, em [Dev86] prova-se que, para c < −2,
a dinâmica da aplicação quadrática fc no conjunto de Cantor Λ, ou seja, no conjunto dos
pontos cuja órbita se mantem no intervalo I, é caótica.
Ao estudar o comportamento das órbitas à medida que o valor do parâmetro c cresce,
verificamos que existe uma determinada regularidade quanto à existência de pontos perió-
dicos de diferentes períodos.
O resultado que se segue, publicado em 1975 por Li e Yorke, mostra que a existência
de um ponto periódico de período 3 implica a existência de pontos periódicos de todos os
outros períodos.
Teorema 2.29 Seja f : R→ R uma função contínua num ponto a tal que
f3 (a) ≤ a ≤ f (a) ≤ f2 (a) ou f3 (a) ≥ a ≥ f (a) ≥ f2 (a) .
Então f tem pontos periódicos de todos os períodos.
Dem. [LY75].
Só mais tarde se verificou que o teorema de Li e Yorke era, na realidade, um corolário
do teorema de Sharkovsky, resultado que não teve grande impacto quando foi publicado
em 1964, mas que hoje é reconhecido como um marco no estudo da família de aplicações
unimodais. Antes de enunciarmos o teorema, consideremos a ordem de Sharkovsky, uma
nova ordenação dos números naturais definida da seguinte forma:
3 ⊲ 5 ⊲ 7 ⊲ 9 ⊲ 11 ⊲ ... ⊲ 2n+ 1 ⊲ 2(n+ 1) + 1 ⊲ ... ⊲ 2 · 3 ⊲ 2 · 5 ⊲ 2 · 7 ⊲ ...
... ⊲ 22 · 3 ⊲ 22 · 5 ⊲ 22 · 7 ⊲ ... ⊲ 2n · 3 ⊲ 2n · 5 ⊲ 2n · 7 ⊲
... ⊲ 2n+1 · 3 ⊲ 2n+1 · 5 ⊲ 2n+1 · 7 ⊲ ... ⊲ 2n ⊲ ... ⊲ 22 ⊲ 2 ⊲ 1.
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Teorema 2.30 (Teorema de Sharkovsky) Suponhamos que f : R → R é uma função
contínua num intervalo J, com f (J) ⊆ J. Se f tem um ponto periódico de período m
então f também tem pontos periódicos de período n, para todo o n tal que m ⊲ n.
Dem. [Sha95].
É interessante observar que este padrão, no que concerne ao aparecimento de órbitas
periódicas, é independente da família de funções contínuas considerada.
No entanto, o teorema de Sharkovsky não é garantidamente válido em sistemas dinâmi-
cos definidos em outros espaços topológicos.
Uma outra característica do comportamento de certas aplicações não lineares é a pos-
sibilidade destas apresentarem mais do que um atractor. No caso da aplicação quadrática
fc, para cada valor de c, constatamos a existência de um único atractor. De seguida,
iremos verificar que este comportamento se relaciona directamente com o facto de fc ter
um único ponto crítico.












Pela regra da cadeia,
S (g ◦ f) (x) = Sg (f (x))
∣∣f ′ (x)
















Assim, se uma aplicação f tiver derivada de Schwarz negativa, o mesmo se passa com
todas as suas iteradas fn, para n > 1.
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Em [Sin78], Singer provou um resultado que relaciona o número de pontos críticos com
o número de órbitas periódicas atractivas.
Teorema 2.32 (Teorema de Singer) Seja f : I → I uma aplicação de classe C3 com
derivada de Schwarz negativa em todos os pontos do intervalo compacto I; então a bacia
de atracção imediata de qualquer órbita periódica atractiva contém um ponto crítico de f
ou um dos extremos de I.
Dem. [Dev86].
Assim, segundo este resultado, uma aplicação com n pontos críticos e com os extremos
repulsivos tem no máximo n órbitas periódicas atractivas. Concluímos então que, no caso
da família quadrática, como existe apenas um ponto crítico, existe no máximo uma órbita
periódica atractiva.
2.2.2 A iteração sob a acção da família quadrática complexa - Conjunto
de Julia e conjunto de Mandelbrot
Consideremos a família quadrática fc definida em C por fc (xn) = x2n + c, sendo c ∈ C
um parâmetro fixo. Fixado o parâmetro complexo c, temos como objectivo definir o
conjunto de Julia de fc. O nome deste conjunto deriva do nome do matemático francês
Gaston Julia, que estudou a iteração de funções racionais complexas em pormenor, a par
de Pierre Fatou.
As demonstrações dos resultados apresentados nesta secção podem ser consultadas em
bibliografia variada, como por exemplo [Dev86], [DH85], [CG93], [ASY97].
Para qualquer aplicação polinomial, o infinito é sempre um ponto fixo atractivo, logo,
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para cada parâmetro fixo c, é sempre possível definir o conjunto
Ac (∞) =
{
z0 ∈ C : fk (z0)→∞ quando k→∞
}
.
Existem sempre pontos z0 cuja órbita fkc (z0) não é ilimitada, como os pontos periódicos,
logo definimos o seguinte:
Definição 2.33 O conjunto de Julia preenchido Kc é composto pelos pontos cujas órbitas
permanecem limitadas sob a acção de fc, ou seja, o conjunto definido por
Kc = {z0 ∈ C : fkc (z0)∞ quando k →∞} = C \Ac (∞) .
O conjunto Kc é um subconjunto compacto de C.
Definição 2.34 O conjunto de Julia de fc, que denotamos por Jc, é a fronteira do con-
junto de Julia preenchido, ou seja, Jc = ∂Kc.
Definição 2.35 O conjunto de Fatou Fc é o conjunto complementar em C de Jc,
Fc = C \ Jc.
Por vezes, os conjuntos Kc e Jc são ambos designados por conjuntos de Julia, embora
se deva distinguir que o primeiro é o conjunto de Julia preenchido, enquanto que o segundo
é a fronteira do conjunto de pontos cuja órbita é atraída para o infinito, que será igual à
fronteira do conjunto de pontos cuja órbita permanece limitada sob a acção de fc.
Podemos observar na Figura 2.3 vários conjuntos de Julia preenchidos Kc.
Estes conjuntos são bastantes distintos, consoante o valor do parâmetro c considerado.
Para a maior parte dos valores de c, o conjunto Jc é um fractal. Observamos que Jc
delimita as órbitas que permancem limitadas e aquelas que são atraídas para ∞, sob a
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Figura 2.3: Conjuntos de Julia preenchidos Kc: (a) c = −0.25−0.5i; (b) c = 0.278+0.525i;
(c) c = −0.2057− 0.648079i; (d) c = −0.0694 + 0.663i; (e) c = −0.6− 0.6i; (f) c = i
acção de fc. Assim, outra forma de caracterizar o conjunto de Julia Jc é dada pelo seguinte
resultado:
Teorema 2.36 Jc é o fecho do conjunto de todos os pontos periódicos repulsivos de fc.
Proposição 2.37 Jc é um conjunto compacto, não-vazio, e invariante sob a acção de fc.
Proposição 2.38 Seja c = 0. Se |z| < 1 então fk0 (z) −→ 0, enquanto que se |z| > 1
então fk0 (z) −→∞, quando k→∞.
Assim, o conjunto {z ∈ C : |z| < 1} é a bacia de atracção do ponto fixo 0, representada
na Figura 2.4.
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Figura 2.4: Conjunto de Julia preenchido K0
Os pontos pertencentes ao círculo unitário |z| = 1, que é a fronteira de K0, formam o
conjunto de Julia J0. Mas este caso particular é a excepção, no sentido em que a maior
parte dos conjuntos de Julia Jc são fractais.
Quanto ao espaço de parâmetros, este pode ser decomposto em diferentes regiões,
consoante o comportamento do único ponto crítico da aplicação, z = 0, sob a acção de
fc. Esta decomposição é ilustrada no conjunto de Mandelbrot, um dos mais populares e
admirados objectos matemáticos, dado a conhecer em 1980 por Benoît Mandelbrot, quando
o estudo analítico realizado por Gaston Julia e por Pierre Fatou pôde ser complementado
com recurso ao computador, o que permitiu ilustar e reproduzir a iteração de funções
racionais complexas.
Definição 2.39 O conjunto de MandelbrotM é o conjunto de todos os pontos c do espaço




c ∈ C : fkc (0)∞ quando k→∞
}
.
Mas este conjunto extremamente complexo, ilustrado na Figura 2.5, pode ser descrito
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Figura 2.5: Conjunto de MandelbrotM
de outra forma equivalente, recorrendo à dicotomia existente no comportamento dinâmico
de fc, expressa pelo facto do conjunto de Julia preenchido ser conexo ou ser um conjunto
de Cantor,
M = {c ∈ C : o conjunto de Julia preenchido Kc é conexo},
visto que, pelos trabalhos de Fatou, Julia, Douady e Hubbard, se o ponto crítico de fc
pertence a Kc, então Kc é conexo, sendo o recíproco válido, já que, se o conjunto de Julia
preenchido Kc é conexo, então a órbita de 0,
{
0, fc (0) , f
2
c (0) , ...
}
, é limitada, [Dev86].
Assim, a órbita do ponto crítico 0 permite caracterizar a geometria dos conjuntos de Julia
Jc:
• se as iteradas de 0 são atraídas para um ponto fixo atractivo, então Jc é uma curva
fechada simples, não diferenciável, como por exemplo a fronteira do conjunto de Julia
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preenchido K−0.25−0.5i, ilustrado na Figura 2.3 (a).
• se as iteradas de 0 são atraídas para um ciclo atractivo de período n ≥ 2, então
Jc é um conjunto conexo mais complexo: contém um número infinito de curvas simples
fechadas, como por exemplo a fronteira do conjunto de Julia preenchido K0.278+0.525i,
ilustrado na Figura 2.3 (b).
• se as iteradas de 0 são atraídas para∞, então Jc é um conjunto de Cantor, um con-
junto totalmente desconexo designado por Poeira de Fatou, como por exemplo a fronteira
do conjunto de Julia preenchido K−0.6−0.6i, ilustrado na Figura 2.3 (e).
Observamos então que a caracterização da dinâmica de fc é dominada pelo comporta-
mento do ponto crítico:
Teorema 2.40 (Teorema de Fatou) Todo o ciclo atractivo de uma função polinomial ou
racional complexa atrai, pelo menos, um ponto crítico.
Pelos resultados anteriores, caracterizando os parâmetros para os quais a órbita de 0
é limitada, iremos caracterizar as órbitas atractivas e também todos os parâmetros para
os quais o conjunto de Julia preenchido Kc é conexo. Assim, o conjunto de Mandelbrot
M pode ser visto como um catálogo dos conjuntos de Julia, como ilustra a Figura 2.6, ou
como algo análogo ao diagrama de bifurcação do caso real, representado anteriormente na
Figura 2.1, mas para o caso da aplicação quadrática definida em C.
As regiões do conjunto de Mandelbrot indicam qual o período da única órbita atractiva
de fc, como ilustramos na Figura 2.7. Por exemplo, os valores de c pertencentes ao cardióide
principal deM são tais que a aplicação quadrática fc possui um único ponto fixo atractivo.
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Figura 2.6: Conjunto de Mandelbrot como catálogo dos conjuntos de Julia preenchidos
Quanto às propriedades do conjunto de Mandelbrot, podemos ainda afirmar:
Proposição 2.41 M contém todos os parâmetros c tais que |c| ≤ 1
4
.
Proposição 2.42 Se c ∈M, então |c| ≤ 2.
Proposição 2.43 Se |c| ≤ 2 e |fnc (0)| > 2 para algum n, então fkc (0) −→∞.
Proposição 2.44 O conjunto de Mandelbrot,M, é um conjunto compacto e conexo.
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Figura 2.7: Períodos da órbita atractiva de fc, a órbita do ponto crítico
No estudo do conjunto de Mandelbrot, existe um outro valor do parâmetro relevante:
Definição 2.45 Um ponto de Misiurewicz é um ponto c ∈M tal que fkc (0) é estritamente
pré-periódico.
Exemplo 2.46 Se considerarmos:
• c = i, a órbita fkc (0) será {0, i,−1 + i, i,−1 + i, ...} .
• c = −2, a órbita fkc (0) será {0,−2, 2, 2, ...} .
Os pontos de Misiurewicz pertencem à fronteira do conjunto de Mandelbrot, ∂M,
e formam um conjunto enumerável denso em ∂M. Além disso, se c é um ponto de
Misiurewicz, o conjunto de Julia é igual ao conjunto de Julia preenchido, Jc = Kc, como
podemos ver na Figura 2.3, caso (f), quando c = i. Neste caso, o conjunto de Julia
define-se como dendrite e todos os ciclos pertencentes a Jc são repulsivos, inclusivamente
o ciclo onde cai a órbita do ponto crítico, fkc (0).
Capítulo 3
Iteração em Mn (R)
Sendo este um trabalho que tem como principal objectivo o estudo de sistemas dinâmi-
cos discretos em álgebras de matrizes, é essencial começar por abordar as formas distin-
tas que poderemos considerar quando generalizamos uma aplicação polinomial escalar f ,
definida em R ou em C, a uma aplicação matricial, definida na álgebraMn(R), das matrizes
reais do tipo n× n.
Tomemos, por exemplo, a aplicação quadrática, definida por
fc (z) = z
2 + c, z, c ∈ R. (3.1)
Com base em 3.1, podemos considerar a aplicação matricial
Fc (Z) = Z
2 + cI, Z ∈Mn(R), c ∈ R, (3.2)
ou podemos fazer uma generalização mais ampla, dada por
FC (Z) = Z
2 +C, Z ∈Mn(R), C ∈Mn(R). (3.3)
É importante clarificarmos que, ao longo deste estudo, trabalharemos com os dois
tipos de generalização. Iniciaremos este capítulo caracterizando a iteração sob a acção de
aplicações matriciais que resultam directamente de uma aplicação escalar, na medida em
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que deixamos de ter um objecto real x ∈ R e passamos a ter uma matriz X ∈Mn(R), como
por exemplo a generalização 3.2. No capítulo 6 regressaremos a este tipo de generalização,
ao efectuarmos o estudo de sistemas dinâmicos discretos no espaço das cadeias de Markov
reversíveis.
Generalizações de aplicações polinomiais que envolvam a passagem a parâmetros ma-
triciais, como por exemplo a generalização 3.3, serão abordadas de seguida.
São descritos neste capítulo os resultados apresentados nos artigos [NBCRM10] e
[CRMNB12], sendo que este último já foi aceite e está em fase de publicação.
3.1 Generalizações do caso unidimensional ao caso matricial
A decomposição canónica de Jordan é uma das ferramentas algébricas que usamos na
caracterização que pretendemos fazer.
Segundo um dos resultados básicos de álgebra linear, qualquer matriz A ∈ Mn (C)
pode ser expressa na forma canónica de Jordan
P−1AP = J = diag (J1, J2, ..., Jp)
com











onde P é uma matriz invertível, λj são os valores próprios de A e m1+m2+ ...+mp = n.
A matriz de Jordan J é única a menos da ordem dos blocos Ji, mas a matriz P não é
única. Se λ1, λ2, ..., λs forem os valores próprios distintos de A, à ordem ni do maior bloco
de Jordan em que λi aparece chamamos índice de λi.
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Duas matrizes A,B ∈ Mn(C) dizem-se semelhantes se existir uma matriz invertível
P ∈Mn(C), tal que
B = P−1AP.
Como a semelhança de matrizes é uma relação de equivalência, em cada classe de
equivalência é possível considerar uma matriz que está na forma canónica de Jordan.
Uma matriz quadrada A é diagonalizável se for semelhante a uma matriz diagonal
D, isto é, se A = PDP−1 para alguma matriz invertível P e alguma matriz diagonal D.
Usualmente a matriz D é chamada de matriz espectral de A.
Assim, se A é diagonalizável, a sua forma canónica de Jordan reduz-se a uma decom-
posição pelos valores próprios, com todos os blocos de Jordan tais que mi = 1. Neste caso,
A = PDP−1 com D = diag (λ1, λ2, ..., λn) e as colunas de P são os vectores próprios de
A.
Se A ∈ Mn (R), a sua forma canónica de Jordan pode ou não ser real; no entanto,
existe uma matriz real P invertível tal que P−1AP = J é uma matriz real diagonal por
blocos, sendo cada bloco um bloco de Jordan real. Um bloco de Jordan real é idêntico
a um bloco de Jordan complexo se o correspondente valor próprio λj é real; no caso do
valor próprio ser complexo da forma λj = aj + bji, o bloco de Jordan real será composto







Assim os blocos serão dados por
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sendo I a matriz identidade.
Desta forma, qualquer que seja a matriz quadrada A, com entradas reais ou complexas,
é possível determinar a sua forma canónica de Jordan. Podemos então considerar o con-
junto das matrizes de Jordan que são semelhantes a alguma matriz A ∈Mn (R) e tomá-las
como representantes das diferentes classes de equivalência; estas são uma mais-valia no
estudo da dinâmica que se segue.
Dois tipos distintos de generalização
Como mencionámos anteriormente, o estudo da iteração de matrizes pode ser feito de
diferentes perspectivas.
Consideremos uma aplicação escalar f definida em R ou em C. Dizemos que f está
definida no espectro {λ1, λ2, ..., λs} de Z ∈ Mn(R) se os valores f (j) (λi) existem, com
j ∈ N0, i = 1, ...s. Estes são os chamados valores da aplicação no espectro de Z.
Ao estudarmos um sistema dinâmico matricial discreto
(
Mn (R) , F̃c
)
tal que F̃c é uma
aplicação matricial da forma
F̃c (Z) = anZ
n + an−1Z
n−1 + ...+ a1Z + cI, Z ∈Mn(R), ai, c ∈ R, (3.4)
que resultou da generalização directa da aplicação escalar f̃c, dada por
f̃c (z) = anz
n + an−1z
n−1 + ...+ a1z + c, z, ai, c ∈ R, (3.5)
com c um parâmetro real, definida no espectro de Z, a caracterização pode ser feita tendo
por base a dinâmica das diferentes matrizes de Jordan que representam as diferentes
classes de equivalência referidas anteriormente, partindo da forma canónica de Jordan de
Z, P−1ZP = J = diag (J1, J2, ..., Jp).
Se f̃c é uma aplicação escalar e f̃
(mk−1)
c é a sua derivada de ordem mk − 1, ambas
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definidas no espectro de Z, então a aplicação matricial que resulta da generalização directa
da aplicação escalar f̃c, no sentido de passarmos a ter como objecto uma matriz Z, é dada
por

























ou, de forma geral,








Assim, a órbita de uma matriz Z ∈Mn(R) pode ser analisada pela iteração da matriz de
Jordan J, semelhante à matriz Z. De notar que, a cada matriz invertível P, está associado
o subespaço no qual ocorrem as iterações; por outro lado, para cada n, F̃nc (J) representa
a classe de equivalência a que F̃nc (Z) pertence.
No caso em que Z é diagonalizável, isto é, se Z = PDP−1 comD = diag (λ1, λ2, ..., λn) ,
então








f̃c (λ1) , f̃c (λ2) , ..., f̃c (λn)
)
P−1.
Para mais detalhes, consultar [HJ85] ou [Hig08].
Estas relações permitem-nos usar resultados bem conhecidos da iteração em aplicações
definidas no intervalo, de forma a obtermos resultados quanto à dinâmica matricial.
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Proposição 3.1 A matriz diagonalizável X ∈ Mn(R) é um ponto periódico de F̃c se e
só se o espectro de X, sp (X) , é um conjunto de pontos periódicos de f̃c. Mais ainda:
o período de X é o mínimo múltiplo comum dos períodos dos valores próprios de X,
relativamente a f̃c.
Dem. Seja X ∈ Mn (R) uma matriz diagonalizável por uma certa matriz P tal que
P−1XP = diag (sp (X)). Se sp (X) é um conjunto de pontos periódicos de f̃c, então existe
um inteiro positivo m (o mínimo múltiplo comum dos períodos de sp (X) relativamente a
f̃c) para o qual
diag
(




= diag (x1, ..., xn) ,
logo F̃mc (X) = Pdiag
(




P−1 = Pdiag (x1, ..., xn)P−1 = X. Recipro-
camente, se existe uma matriz X ∈ Mn (R) tal que F̃mc (X) = X, para algum inteiro
positivo m, estão isto implica que diag
(




= diag (x1, ..., xn) e ainda
que o espectro de X é composto por n pontos periódicos de f̃c.
Pelo que vimos anteriormente, concluímos então que o estudo de um sistema dinâmico
matricial discreto
(
Mn (R) , F̃c
)
tal que F̃c é uma aplicação matricial da forma (3.4) pode
ser feito recorrendo à iteração no conjunto de todas as formas canónicas de Jordan.
O estudo do sistema dinâmico matricial discreto
(
Mn (R) , F̃C
)
é mais complexo, pois
neste caso a iteração de matrizes é feita sob a acção de uma aplicação matricial F̃C da
forma
F̃C (Z) = AnZ
n +An−1Z
n−1 + ...+A1Z +C, Z,Ai, C ∈Mn(R), (3.7)
com C um parâmetro matricial; esta resultou de uma generalização da aplicação escalar
f̃c distinta da que acabámos de expor, já que os coeficientes e parâmetro são matriciais.
Esta complexidade, entre outras razões, resulta da não comutatividade da multiplicação
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de matrizes. Devido a este facto, a descrição das aplicações tem de ser mais cuidada, já
que, por exemplo, aplicações descritas pelos polinómios AX2 +BX +C, X2A+BX +C
ou X2A+XB +C, com A,B,C,X ∈Mn (R), não são equivalentes.
Nas próximas secções deste capítulo, iremos focar-nos no estudo do sistema dinâmico
discreto (M2 (R) , FC) , em que a aplicação FC é do tipo (3.7), dada por FC (X) = X2+C.
3.2 Iteração em M2(R) - a aplicação quadrática matricial
Consideremos a aplicação quadrática matricial definida em M2(R) por
FC : M2 (R) −→M2 (R)
X → FC (X) = X2 +C
Temos como objectivo descrever algumas das propriedades do sistema dinâmico discreto
(M2 (R) , FC) , onde C é uma matriz parâmetro fixa.
A órbita de uma matriz inicial X0 ∈ M2(R) é o conjunto {X0,X1, ...,Xn, ...} , onde
Xk+1 = FC (Xk) para a matriz parâmetro C fixada.
A partir deste ponto, ao longo do texto, denotaremos por fc o caso da aplicação
quadrática unidimensional, ou seja, fc(z) = z2+ c, onde c é um parâmetro real/complexo,
consoante o contexto.
3.2.1 Forma canónica de Jordan e comutador
Tal como referimos anteriormente, existem ferramentas algébricas que serão fundamen-
tais na concretização do objectivo deste trabalho; exemplos disso são a forma canónica de
Jordan e o comutador.
Sendo X ∈ M2 (R) , denotaremos a forma canónica de Jordan da matriz X por JX e
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- matriz com valores próprios complexos x± yi
Se X já se encontra numa destas formas, dizemos que X está na forma canónica de Jordan.
Lema 3.2 Se P é uma matriz invertível tal que P−1CP = JC então o sistema dinâmico
discreto (M2 (R) , FC) é equivalente, por um homeomorfismo/conjugação, ao sistema dinâmico
(M2 (R) , FJC ).
Dem. Usando o automorfismo definido em M2 (R) por
αP : M2 (R) −→M2 (R)
X → αP (X) = P−1XP
obtemos
α−1P ◦ FJC ◦ αP (X) = FC (X)
já que
P−1FC (X)P = P




















Logo, sendo conveniente para o estudo, podemos assumir que a matriz parâmetro C
se encontra na forma canónica de Jordan, enquadrada num dos três tipos apresentados.
Apesar da complexidade existente no caso em que a aplicação FC é do tipo (3.7), se
restringirmos o estudo a certas subálgebras, é possível usarmos argumentos semelhantes
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aos usados na caracterização do caso (3.4) . Mas como podemos então distinguir estas
situações?
O comutador é o instrumento algébrico que usaremos nesta distinção, já que permitirá
escolher a abordagem a utilizar no estudo da dinâmica resultante da acção de FC em X0,
sendo X0 a matriz inicial e C a matriz parâmetro (que assumiremos ser não escalar, já
que esta situação se reduz ao caso particular (3.2) do caso (3.4) , descrito anteriormente).
Consideremos o comutador
[X0, C] := X0C −CX0. (3.8)
Se [X0, C] = 0 então existe uma base de R2 na qual as matrizes X0 e C estão simultanea-
mente na mesma forma canónica de Jordan, ou seja, existe P ∈ GL2(R), tal que
P−1X0P = JX0 e P
−1CP = JC . (3.9)
Lema 3.3 Consideremos a matriz parâmetro C na forma canónica de Jordan. Uma ma-
triz X comuta com C, [X,C] = 0, se e só se X está na mesma forma canónica que C.
Dem. Estudando o caso particular de cada um dos diferentes tipos de matriz parâmetro
C, na forma canónica de Jordan, verificamos algebricamente que [X,C] = 0 se e só se X
está na mesma forma canónica que C, já que assumimos que a matriz parâmetro C não é
escalar.
3.2.2 Conjuntos geradores
Consideremos X0 e C pertencentes a M2(R), pressupondo que apenas C está na forma
canónica de Jordan. Em [Ser02], Serenevy demonstrou o resultado que se segue.
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Teorema 3.4 A dinâmica de FC está restrita ao subespaço 〈I,X0, C〉 de M2(R), de di-
mensão 3.
Dem. [Ser02].
Este resultado é consequência do teorema de Cayley-Hamilton, [HJ85], que estabelece
que, se p = p(x) = det (xI −X) é o polinómio característico associado à matriz X de
ordem n, então p(X) = 0. Isto implica que, se X ∈M2(R), então
X2 = tr (X)X − det (X) I, (3.10)
sendo tr(X) e det (X) o traço e o determinante da matriz X, respectivamente, e I a matriz
identidade de ordem 2. Logo
F (X0) = tr (X0)X0 − det (X0) I +C
e todas as iterações posteriores irão pertencer ao subespaço gerado pelas matrizes I, C e
X0. Assim, podemos escrever cada elemento de uma dada órbita como combinação linear
de I, C e X0, como definido em [CRMNB12].
Proposição 3.5 As iteradas de uma dada matriz inicial X0, sob a acção de FC, podem
ser dadas por












α0 = 1, αn = tr (Xn−1)αn−1,
β0 = 0, βn = 1 + tr (Xn−1)βn−1,
γ0 = 0, γn = −det (Xn−1) + tr (Xn−1)γn−1.
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para todo o n ∈ N.
Dem. Por indução, para n = 1, o resultadoX1 = FC (X0) = tr (X0)X0+C−det (X0) I
é válido por (3.10) , que é consequência do teorema de Cayley-Hamilton para matrizes de
ordem 2. Supondo, por hipótese, que o resultado é válido para n = k, provamos por
cálculos que este é válido para n = k + 1, ou seja, todas as iteradas de X0 por FC podem
ser escritas como combinação linear das matrizes I,X0 e C da forma indicada.
Se X0 comuta com a matriz parâmetro C, pelo Lema 3.3, estará na mesma forma
canónica que C, logo a dinâmica sob a acção de FC está restrita ao subespaço 〈I, C〉 de
M2(R), de dimensão 2, como estabelece o resultado seguinte.
Corolário 3.6 Se X0 comuta com C, então o subespaço 〈I,C〉 de M2(R) de dimensão 2
é invariante sob a acção de FC . Neste caso, as iteradas de uma dada matriz inicial X0
são dadas por
















para todo o n ∈ N. Os valores iniciais β0 e γ0 dependem da forma canónica de Jordan de
X0 :
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são do tipo II, então β0 = 1 e γ0 = −a+ x;


















Dem. A partir da Proposição 3.5, recorrendo a cálculo algébrico.
3.2.3 Tipos distintos de órbitas matriciais
Pelas características específicas de certos tipos de órbitas matriciais, é essencial esta-
belecer certas designações:
Definição 3.7 Seja X0 ∈M2(R). A órbita {X0,X1, ..., Xn, ...} da matriz X0 diz-se:
• comutativa se XiC = CXi, para todo o i ∈ N0.
• pré-comutativa se existe k ∈ N tal que a órbita de Xk = F kC (X0) é comutativa.
• não-comutativa se XiC = CXi para todo o i ∈ N0.
• um n−ciclo se é periódica de período n, ou seja, se FnC (X0) = X0 e F kC (X0) = X0,
para 1 ≤ k ≤ n− 1.
De acordo com as definições dadas, um n−ciclo comutativo será uma órbita
{X0, X1, ...,Xn−1} tal que FnC (X0) = X0 e XiC = CXi, para todo o i ∈ N0; um n−ciclo
não-comutativo será uma órbita tal que FnC (X0) = X0 e XiC = CXi, para todo o i ∈ N0.
É relevante notar que faz sentido definir o conceito de órbita pré-comutativa, mas não
faz qualquer sentido definir o conceito de órbita "pré-não-comutativa", já que é impossível
que as iteradas iniciais X0, X1, ...,Xk de uma órbita comutem com a matriz parâmetro C
e depois se verifique que FnC (Xk) C = C FnC (Xk), para algum n ≥ k + 1.
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do tipo III. Fixando
este C, podemos exemplificar dois tipos de 2−ciclos, tomando diferentes matrizes iniciais:











totalmente determinado pelo isomorfismo canónico existente entre determinada subálgebra
de M2(R) e o conjunto C dos números complexos, e um 2−ciclo não-comutativo, relatado












Os n-ciclos podem ainda ser caracterizados da seguinte forma:
Definição 3.9 Um n−ciclo {X0,X1, ..., Xn−1} diz-se:
• em fase se existe um k ∈ N tal que F kC (0) = X0, isto é, se existe um k ∈ N a partir
do qual a órbita da matriz nula coincide com o n−ciclo.
• fora de fase se não existir tal valor k.
Como iremos ver na secção 3.3, as entradas dos elementos da órbita de um ciclo ma-
tricial que esteja em fase obtêm-se directamente dos elementos dos ciclos existentes no
caso unidimensional. Realçamos também que um n−ciclo não-comutativo é sempre um
n−ciclo fora de fase, caso contrário entraríamos em contradição. No entanto o recíproco
não se verifica: um n−ciclo fora de fase não é necessariamente um ciclo não-comutativo,
como ilustra o exemplo seguinte.
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Ambos resultam directamente dos dois ciclos de período 2 existentes no caso unidimen-
sional fc, {−0.887298...,−0.112702...} e {−1.09161..., 0.091608...} , com c = −0.9 e
c = −1.1, respectivamente.
3.2.4 A aplicação quadrática em M2 (R) vista como uma aplicação de R4
em R4
Para que possamos posteriormente estudar outros aspectos da dinâmica, é útil, em
certos pontos, encarar a aplicação matricial como uma aplicação de R4 em R4.











que se encontra na forma canónica de Jordan, enquadrada num qualquer dos três tipos







n + ynzn + a
yn+1 = (xn +wn) yn + b
zn+1 = (xn +wn) zn + c
wn+1 = w
2
n + ynzn + d
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2xn zn yn 0
yn xn +wn 0 yn
zn 0 xn +wn zn
0 zn yn 2wn

 , (3.11)
com determinante igual a






n − 4ynznw2n + 4wnx3n − 8ynznwnxn − 4ynznx2n
= 4 (tr (Xn))
2 det (Xn) .
(3.12)
Os valores próprios de D (Xn) são
wn + xn e wn + xn ±
√
w2n − 2wnxn + x2n + 4ynzn, (3.13)
ou seja,
tr (Xn) e tr (Xn)±
√
(tr (Xn))




2 − 4Det (Xn) = 2 (u± vi), onde (u± vi) são os valores próprios
de Xn.
Teorema 3.11 Para cada n ∈ N, seja D(n) (X0) a matriz Jacobiana de FnC em X0. O










2 det (Xk) ,
sendo {X0, X1, ...} a órbita de X0.
Dem. Pela regra da cadeia,




× ...×D (FC (X0))×D (X0) =
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2 det (Xk) .
As definições e resultados que acabámos de enunciar, presentes em [CRMNB12], carac-
terizam alguns dos aspectos gerais do sistema dinâmico (M2 (R) , FC) . No entanto, para
descrever algumas das características e aspectos mais específicos, necessitamos de dividir o
estudo em duas situações distintas: o caso em que a matriz inicial X0 comuta com a matriz
parâmetro C, [X0, C] = 0, em oposição ao caso em que tal não acontece, [X0, C] = 0. Tal
como já referimos, o comutador definido em (3.8) é o instrumento algébrico que permite
diferenciar as duas situações. Nas secções que se seguem, estudaremos cada um destes
casos em particular.
3.3 Caracterização da dinâmica no caso comutativo
Se X0 e C comutam, o estudo da dinâmica pode fazer-se usando argumentos seme-
lhantes aos usados na caracterização do caso em que a aplicação é do tipo (3.4) , já que a
caracterização do sistema dinâmico (M2 (R) , FC) nos três subespaços canónicos de Jordan
distintos permite efectuar um paralelo com o caso real/complexo. De seguida descreve-
mos a dinâmica nestes três subespaços, resultados que foram apresentados em [Ser02] e
[NBCRM10].
3.3.1 Dinâmica nos planos canónicos de Jordan
O plano canónico de Jordan do tipo I
Se as matrizes X0 e C têm ambas valores próprios reais distintos (são ambas do tipo I)
estaremos a estudar a iteração por FC na subálgebra de M2 (R) composta pelas matrizes
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o sistema dinâmico X0 → FC(X0) é equivalente ao espaço produto das dinâmicas das





sendo a e b parâmetros reais.
Notemos que as entradas diagonais são totalmente independentes uma da outra.
O plano canónico de Jordan do tipo II
Se as matrizes X0 e C têm ambas apenas um valor próprio real (são ambas do tipo II),
estaremos a estudar a iteração por FC na subálgebra de M2 (R) composta pelas matrizes



















sendo fa a aplicação quadrática de parâmetro real a e f ′a a sua derivada.
Também neste caso as entradas diagonais são totalmente independentes; contudo, a
outra entrada não nula depende do comportamento da entrada diagonal.
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O plano canónico de Jordan do tipo III
Se as matrizes X0 e C têm ambas valores próprios complexos (são ambas do tipo III),
estaremos a estudar a iteração por FC na subálgebra de M2 (R) composta pelas matrizes












o sistema dinâmico X0 → FC(X0) é equivalente a
zk+1 = fc(zk)
sendo c = a+ bi um dos valores próprios complexos de C e z0 = x0 + y0i um dos valores







definido entre os valores φ (X) ∈ C e as matrizes X pertencentes à referida subálgebra de
M2 (R). Esta correspondência respeita a adição e multiplicação de matrizes, verificando-se
φ (FC (Z)) = fφ(C) (φ (Z)) .
3.3.2 Ciclos comutativos e sua caracterização
Em qualquer um dos planos canónicos que acabámos de definir verificamos que os
n−ciclos existentes são sempre comutativos. Verifica-se que existe uma relação estreita
entre estes e a aplicação unidimensional que tem como parâmetro o(s) valor(es) próprio(s)
da matriz parâmetro C.
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Teorema 3.12 Seja λ um valor próprio da matriz parâmetro C. A aplicação FC tem um
n−ciclo comutativo se e só se fλ tem um n−ciclo.
Dem. Se FC tem um n−ciclo comutativo {X0, ...,Xn−1} então, pelo Corolário 3.6,
Xn = FC (Xn−1) = βnC + γnI, para todo o n ∈ N,
e todo o Xn está no mesmo tipo de forma canónica de Jordan que a matriz parâmetro C,
considerando a matriz invertível P a que nos referimos em (3.9), tal que P−1CP = J (C) e
P−1XiP = J (Xi) , 0 ≤ i ≤ n−1. Logo a iteração matricial é totalmente caracterizada pela
iteração nos valores próprios, tendo em conta o que vimos quanto à dinâmica nos planos
canónicos de Jordan. De salientar que, no caso particular do plano canónico de Jordan do
tipo II, a entrada não nula da diagonal secundária também será regida por um n−ciclo,
caso as entradas da diagonal principal o sejam, como provou Serenevy em [Ser02]. A
implicação contrária resulta directamente da existência dos ciclos no caso unidimensional
para os parâmetros dados pelos valores próprios de C. Logo obtemos o resultado enunciado.
De notar que, no caso do plano canónico de Jordan do tipo I, no teorema anterior fλ
deverá ter um n−ciclo qualquer que seja o valor próprio considerado.
Salientamos ainda que a órbita da matriz nula é sempre atraída para o ciclo comutativo
induzido pelo caso unidimensional.
No caso dos ciclos comutativos, os únicos existentes quando nos cingimos aos planos
canónicos de Jordan, podemos caracterizar com mais pormenor os valores próprios da
matriz Jacobiana, recorrendo aos valores próprios dos elementos da órbita periódica.
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Teorema 3.13 Se {X0, ...,Xn−1, ...} é uma órbita comutativa, os valores próprios da






2 (uk ± vki), sendo uk ± vki os valores
próprios de Xk.
Dem. Se {X0, ...,Xn−1, ...} é uma órbita comutativa, pelo Corolário 3.6, Xn pode ser
escrito como combinação linear de C e I, para todo o n, logo concluímos queXiXj = XjXi,
para 0 ≤ i, j < n. Como consequência, usando (3.11), provamos que D (Xi)D (Xj) =
D (Xj)D (Xi), para 0 ≤ i, j < n. Por outro lado, se temos um conjunto de matrizes
comutativas entre si, então elas terão os mesmos vectores próprios. Como consequência,
o valor próprio associado a um vector próprio do produto de matrizes comutativas é o
produto dos valores próprios das matrizes correspondentes a esse mesmo vector próprio.
Assim, tendo em conta que D(n) (X0) =
n−1∏
k=0
D (Xk) e que os valores próprios da matriz
Jacobiana D (Xk) são o traço de Xk, com multiplicidade 2, e ainda o par 2 (u± vi),
sendo (u± vi) os valores próprios de Xk, como vimos em (3.13) , então concluímos que
os valores próprios da matriz Jacobiana D(n) (X0) são
n−1∏
k=0
tr(Xk) (de multiplicidade 2) e
n−1∏
k=0
2 (uk ± vki), sendo uk ± vki os valores próprios de Xk.
De realçar que este resultado é válido apenas para as órbitas comutativas, quer estejam
em fase ou fora de fase.
3.4 Caracterização da dinâmica no caso não-comutativo
Quando a matriz inicial X0 não comuta com a matriz parâmetro C, o estudo da
dinâmica é mais complexo do que no caso comutativo, que acabámos de apresentar. No
entanto, alguns aspectos continuam a ter uma forte relação com o caso real/complexo. O
caso não-comutativo é aquele que demonstra ser mais rico na variedade de fenómenos ap-
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resentados. De seguida, são estabelecidos resultados gerais sobre os ciclos não-comutativos
e sobre o estudo da sua estabilidade, publicados em [CRMNB12].
3.4.1 Ciclos não-comutativos e sua caracterização
Os ciclos não-comutativos da aplicação FC verificam certas igualdades, que descreve-
mos no resultado que se segue.


















tr (Xj) = 0.
Dem. Pela Proposição 3.5, sabemos que αn = tr(Xn−1)αn−1. Como {X0, ...,Xn−1} é
um ciclo de período n, então α0 = αn, e concluímos então que








Por outro lado, pelo Lema 3.3 e pelo Corolário 3.6, se temos um n−ciclo não-comutativo
{X0, ..., Xn−1} então αn = 0, ∀n ∈ N. Logo, como consequência,
n−1∏
i=0
tr(Xi) = 1. Novamente
























, a ∈ R. Se x não pertence à bacia de atracção de y, sob
a acção de fa, apesar dos elementos da diagonal principal de cada um dos elementos do
ciclo matricial serem os elementos do n−ciclo {x0, ..., xn−1} de fa, o n−ciclo comutativo
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está fora de fase. Desta forma, embora {X0, ..., Xn−1} seja um n−ciclo comutativo, pelo
Teorema 3.5, a primeira igualdade do Teorema 3.14 é válida. Como consequência, verifi-
camos que o produto da soma das iteradas (duas a duas) da aplicação quadrática no caso
unidimensional é igual a 1, o que nos permite tirar a seguinte conclusão quanto à aplicação
unidimensional:
Proposição 3.15 Seja c um parâmetro real, c ∈ R. Qualquer ciclo {x0, x1, ..., xn−1} de
período n de fc verifica
n−1∏
i=0
(xi + xi+1) =
n−1∏
i=0
(xi + xi+2) = ... =
n−1∏
i=0
(xi + xi+n−1) = 1
Este resultado também é válido se o parâmetro c for complexo.
Relativamente à caracterização dos ciclos não-comutativos, o Teorema 3.14 permite
simplificar/particularizar alguns dos resultados já enunciados e salientar mais algumas
propriedades dos ciclos não-comutativos.
Lema 3.16 Se {X0, ...,Xn−1} é um n−ciclo não-comutativo, o determinante da matriz









Dem. Pelo Teorema 3.14, o produto dos traços das matrizes que compõem o n−ciclo
não-comutativo, {X0, ...,Xn−1} , é
n−1∏
k=0














Apesar de não apresentarmos os valores próprios da matriz Jacobiana de forma ex-
plícita, como fizemos no Teorema 3.13 para o caso comutativo, podemos apresentar um
valor próprio da Jacobiana, comum a todos os ciclos não-comutativos.
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Teorema 3.17 Se {X0, ...,Xn−1} é um n−ciclo não-comutativo, então
n−1∏
k=0
tr (Xk) = 1 é
um valor próprio da matriz Jacobiana D(n) (X0) .
Dem. Como {X0, ...,Xn−1} é um ciclo não-comutativo, pelo Teorema 3.14,
n−1∏
k=0


















tr(Xk) por 1 na se-
gunda e terceira linhas e, de seguida, efectuamos algumas operações elementares nas linhas
da matriz, verificando que duas delas ficam idênticas, tendo também em atenção o for-





= 0, ou seja, 1 é um valor próprio da matriz Jacobiana.
De uma forma geral, o estudo de um sistema dinâmico analisa a estabilidade do sis-
tema relativamente a um determinado ponto de equilíbrio, em relação a todas as variáveis
de estado. No entanto, existem estudos que se focam na análise desta estabilidade num
subconjunto do espaço de estados. No caso da aplicação FC , a dinâmica está restrita ao
subespaço 〈I,X0, C〉 de M2(R) de dimensão 3, como vimos anteriormente no Teorema 3.4.
Assim, se deixarmos de encarar a aplicação quadrática em M2 (R) como uma aplicação de
R4 em R4 e limitarmos o estudo ao subespaço invariante de dimensão 3 onde a dinâmica
se desenvolve, 1 não será necessariamente um valor próprio da matriz Jacobiana D(n) (X0)
associada ao n−ciclo não-comutativo {X0, ..., Xn−1}. Desta forma, a noção de atractivi-
dade que definimos para os subespaços 〈I,X0, C〉 de M2(R) de dimensão 3 é estabelecida
da seguinte forma:
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Definição 3.18 Um n−ciclo não-comutativo {X0, ...,Xn−1} de FC diz-se um ciclo atrac-
tivo se D(n) (Xi) tem três valores próprios de valor absoluto inferior a 1 (sendo o quarto
valor próprio igual a 1).
Esta definição de atractividade de um n−ciclo não-comutativo limita o estudo da
atractividade dos ciclos não-comutativos a uma subálgebra onde FC é invariante.
Mas como surge um ciclo não-comutativo? Para que existam ciclos não-comutativos,
a dinâmica de FC terá que envolver uma matriz parâmetro C e uma matriz inicial X0 de
tipos diferentes, de forma que estas não comutem. Mas esta condição não é suficiente,
já que, mesmo satisfazendo esta exigência, verifica-se que, para um dado parâmetro C
fixo, certas matrizes iniciais originam ciclos comutativos enquanto outras originam ciclos
não-comutativos, como podemos observar no exemplo que se segue:
Exemplo 3.19 Fixemos a matriz parâmetro C do tipo III e consideremos a matriz inicial












• a órbita de alguns casos particulares de X0 é atraída para um ciclo comutativo de
período 2 contido no subespaço 〈I,C〉 , que coincide com a órbita da matriz nula, a


















• algumas matrizes iniciais X0 são atraídas para um ciclo não-comutativo de período
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Este facto leva-nos a questionar qual será o factor que levará a que determinada órbita
seja atraída para um ciclo não-comutativo. Outra questão directamente relacionada com
esta, que poderá guiar o estudo, é a seguinte: será que na dinâmica matricial se passa algo
análogo aos casos real e complexo, em que todo o ciclo atractivo de uma função polinomial
atrai, pelo menos, um ponto crítico?
3.4.2 As órbitas dos pontos críticos
Tendo como motivação as questões colocadas no final da subsecção anterior, será útil
estudar o comportamento dos pontos críticos. Mas como definir ponto crítico de uma
aplicação definida de Rn em Rn? Recorremos à noção de conjunto crítico, definida por
Gumovski e Mira em [GM80] e [MGBC96].
Conjuntos críticos
Os conjuntos críticos são ferramentas importantes quando estudamos aplicações não
invertíveis. Quando a aplicação é definida da recta para a recta, o conjunto crítico reduz-se
aos pontos críticos; nas aplicações definidas do plano para o plano, definimos as curvas
críticas e nas aplicações definidas de Rn em Rn teremos os conjuntos críticos.
A utilização dos conjuntos críticos no estudo da dinâmica de uma aplicação é feita com
o objectivo de entender a estrutura dos atractores/bacias de atracção.
A definição de conjunto crítico CS que apresentamos de seguida é a generalização, para
a dimensão n, da noção de valor crítico (imagem de um ponto crítico) de uma aplicação
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definida na recta e da noção da curva crítica LC (do francês "Ligne Critique") de uma
aplicação não invertível definida no plano.
Definição 3.20 O conjunto crítico CS de uma aplicação contínua F é o conjunto dos
pontos que têm pelo menos duas pré-imagens coincidentes, que estão localizadas no con-
junto CS−1, definido como o conjunto das pré-imagens coincidentes.
Assim, o conjunto CS−1 é a generalização, para a dimensão n, da noção de ponto crítico
de uma aplicação definida na recta e da noção de fold curve LC−1 de uma aplicação não
invertível definida no plano.
Apresentamos de seguida um exemplo que, apesar de ser apenas a uma dimensão, já
que envolve uma aplicação simples da recta para a recta, permite ilustrar melhor o conceito
que acabámos de definir e o que se entende por "pré-imagens coincidentes".
Exemplo 3.21 Consideremos a aplicação logística definida por
xn+1 = f(xn) = αxn(1− xn).
Sabemos que esta aplicação tem um único ponto crítico em x =
1
2




. Como podemos observar na Figura 3.1, este valor divide a recta real em dois
conjuntos: Z0 = ]c,+∞[, onde não existe inversa definida, e Z2 = ]−∞, c[, onde os pontos
















Se xn ∈ Z2, as suas duas pré-imagens vão estar localizadas simetricamente, relativamente
ao ponto c−1 =
1
2
. Assim, c−1 é o ponto onde temos as pré-imagens coincidentes.
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Figura 3.1: Exemplo de conjunto crítico para a aplicação logística
O conjunto crítico CS é geralmente formado por hiper-superfícies de Rn de dimensão
n− 1 em que os subconjuntos do CS separam o espaço de fases em diferentes regiões que
são caracterizadas por um número diferente de pré-imagens.
Da definição de conjunto crítico podemos concluir que CS = F (CS−1) e ainda que os
pontos de CS−1, para os quais a aplicação F é diferenciável, são necessariamente pontos
onde o determinante da Jacobiana é igual a zero. Assim, se F é suave, teremos
CS−1 ⊂ {p ∈ Rn : det(DF (p)) = 0} .
Logo CS está contido nas curvas (ou conjuntos equivalentes de dimensão superior) que
separam regiões caracterizadas por um número diferente de pré-imagens.
Pontos críticos de FC
Os pontos críticos de FC serão então as matrizes X tais que det (DF (X)) = 0, logo,
recorrendo a (3.12) , serão as matrizes X tais que
4 (tr (X))2 det (X) = 0⇔ (tr (X) = 0 ∨ det (X) = 0) .
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Pontos críticos de traço nulo
Quanto aos pontos críticos que verificam a primeira condição, isto é, as matrizes X0
cujo traço é nulo, podemos afirmar que:
Teorema 3.22 Se tr (X0) = 0, a dinâmica de X0 sob a acção de FC é caracterizada pelos
casos em que a matriz parâmetro comuta com a matriz inicial.






, x, y, z ∈ R. Isto significa que X20 =
[
x2 + yz 0
0 x2 + yz
]
será uma
matriz escalar. Logo, qualquer que seja o tipo da matriz parâmetro C, FC (X0) = X20 +C
irá comutar com C. Assim, FC (X0) irá gerar uma órbita comutativa, totalmente ca-
racterizada e enquadrada num dos casos dos planos canónicos de Jordan que expusemos
anteriormente, apresentados em [Ser02] e [NBCRM10].
De notar que, no caso em que tr(X0) = 0, a órbita de X0 coincidirá, a partir da








caso, o det (X0) será o factor determinante para o comportamento da matriz inicial X0
sob a acção de FC . Como acabámos de ver, a órbita de uma matriz de traço nulo é sempre
pré-comutativa. Logo, caso seja atraída para um n−ciclo, será sempre para um n−ciclo
comutativo.
Pontos críticos de determinante nulo
O outro tipo de pontos críticos já não tem uma caracterização tão directa, uma vez
que, seX0 é tal que det (X0) = 0, existem casos para os quais a sua órbita é pré-comutativa
e outros para os quais é não-comutativa. Como distinguir estas situações?
Comecemos por notar que, se X0 é um ponto crítico de determinante nulo do tipo











, então o traço deste ponto crítico
também será obrigatoriamente nulo, tr(X0) = 0; assim, se a matriz inicial se enquadrar
num destes dois casos, o estudo reduz-se à situação que acabámos de abordar no Teorema
3.22. Concluímos então que, em M2 (R), tendo como matriz inicial X0 um ponto crítico de
determinante nulo, os ciclos não-comutativos poderão surgir apenas no caso em que X0 é





, (assumindo que X0 se encontra na forma canónica de Jordan).
Se X0 é um ponto crítico do tipo I com det (X0) = 0, apesar da situação não se
resumir ao que descrevemos no resultado anterior, sabemos que os seus valores próprios
são 0 e tr(X0) e ainda que FC (X0) = tr (X0)X0 +C, ou seja, o traço de X0 é decisivo no
comportamento da órbita de X0.
Notemos que as entradas da diagonal secundária mantêm o formato consoante a matriz






tr (X0) = 0, estudemos os dois casos separadamente.
Matriz parâmetro C do tipo II





, as entradas da diagonal principal de cada uma
das iteradas da órbita matricial são dadas pelos elementos da órbita da quadrática uni-
dimensional fa, de forma totalmente independente da outra entrada não nula; quanto à
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Assim, se a aplicação quadrática unidimensional fa induz um n−ciclo {u0, ..., un−1} e
tr (X0) pertence à bacia de atracção deste ciclo, então existe um t tal que xt = ui e
zt = uj , para algum i, j. Quando isto acontecer, o tr (Xt) entra num n−ciclo e a entrada
não-nula yk da diagonal secundária é tal que






tr (Xj) . Se as entradas xk e zk estiverem desfasadas para todo o k,
ou seja, se xk = zk para todo o k, então, pela Proposição 3.15, tr (Xt+n−1) ...tr (Xt) = 1.
Assim a n−ésima composição da qual resulta yt+n é linear em yt, com declive igual a
1. Desta forma, para termos um n−ciclo na entrada yn, e consequentemente um n−ciclo





tr (Xj) = 0,
para que a aplicação linear que resulta da composição tenha ordenada na origem nula.
Notemos que esta condição é equivalente à referida no Teorema 3.14, que caracteriza os
ciclos não-comutativos. A questão que se coloca agora é a seguinte: será que esta condição
se verifica, qualquer que seja o desfasamento feito nas entradas da diagonal principal, isto
é, nos elementos do n−ciclo unidimensional? Poderíamos pensar que existiriam sempre
n− 1 ciclos matriciais não-comutativos, já que podemos desfasar as entradas da diagonal
principal de n− 1 formas distintas, mas tal não é verdade, já que a condição referida nem
sempre se verifica.
Tendo presentes as três condições que um n−ciclo não-comutativo {X0, ...,Xn−1} de FC
tem de verificar, enunciadas no Teorema 3.14, comecemos por notar que, se {u0, ..., un−1}
é um n−ciclo de fa de período par e o tr (X0) pertence ao conjunto estável de f
n
2 (0) , isto
é, se d
(







converge para 0 quando k→ +∞, então as entradas da
diagonal principal da órbita do ponto crítico matricial X0 serão atraídas para o n−ciclo
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−ciclo não-comutativo. Logo a segunda condição do Teo-





tr (Xj) se anulam. Quanto à terceira
condição, como neste caso det (Xk) = xkzk, então teremos também





, a terceira igualdade do Teorema 3.14.





um ponto crítico de determinante nulo, com





uma matriz parâmetro do tipo II. Se {u0, ..., un−1} é um
n−ciclo de fa de período ímpar ou se n é par mas tr (X0) não pertence ao conjunto
estável de f
n





tr (Xj) = 0, logo não existirá o n−ciclo não-comutativo matricial induzido por
este ponto crítico.
Se as entradas xk e zk estiverem em fase a partir de determinada iterada k, isso significa
que d
(
fk (tr (X0)) , f
k (0)
)
converge para 0 quando k→ +∞, ou seja, tr(X0) pertence ao
conjunto estável de 0, W s (0) . Neste caso a órbita será pré-comutativa. Assim, temos:
Lema 3.24 Se a matriz inicial X0 do tipo I é um ponto crítico de FC tal que det (X0) = 0
e se os seus valores próprios pertencem ao conjunto estável de 0, relativamente a fa, então
a órbita de X0 sob a acção de FC será pré-comutativa.
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Matriz parâmetro C do tipo III





, o caso é mais complexo, já que cada uma das
entradas da diagonal principal não é independente das outras entradas. Para analisar este
caso, usaremos o isomorfismo entre M2(R) e C×C descrito por Crilly em [Cri03], já que
este será útil no estudo deste caso em que a matriz parâmetro C é do tipo III e a matriz
inicial X0 é do tipo I.
A decomposição de Crilly Consideremos novamente o isomorfismo φ, a que já
recorremos anteriormente quando descrevemos a dinâmica do plano canónico de Jordan
do tipo III; este isomorfismo, definido entre o subgrupo H de M2 (R) , dado por
H =
{





, z1, z2 ∈ R
}
e o conjunto dos números complexos C, é caracterizado por




→ z1 + z2i
.






























. Verificamos que apenas a
primeira matriz pertence ao subgrupo H de M2 (R) , definido anteriormente. No entanto,

















3.4 Caracterização da dinâmica no caso não-comutativo 69
logo
X = Z +EW,
com as matrizes Z e W pertencentes ao subgrupo H de M2 (R) . Assim, existe um iso-
morfismo entre M2 (R) e C × C que a cada matriz X faz corresponder o par ordenado
de números complexos (z,w) , em que z = z1 + z2i é o número complexo associado











. Denotaremos a correspondência entre a matriz real X e o par orde-
nado (z,w) de números complexos por X ≡ (z,w) . Verificamos ainda que tr(X) = 2Re (z)
e que det (X) = |z|2 − |w|2 .
Esta representação das matrizes reais 2× 2 como pares ordenados de matrizes (Z,W )
e, consequentemente, como pares ordenados de números complexos e a comutatividade
da multiplicação existente em C permitem-nos fazer uma caracterização das matrizes que
comutam em função deste par ordenado:
Teorema 3.25 Consideremos X ≡ (x1, x2) e Y ≡ (y1, y2) , com x1, x2, y1, y2 ∈ C.
Tem-se XY = Y X se e só se (x2)
∗ y2 = x2 (y2)
∗ e x2 (y1 − (y1)∗) = y2 (x1 − (x1)∗) ,
ou seja, X comuta com Y se e só se (x2)
∗ y2 é real e x2 Im (y1) = y2 Im (x1) .
Dem. [Cri03].
Este resultado permite-nos fazer algumas observações que serão úteis no estudo deste
caso da iteração em M2 (R) :
• caso X seja tal que X ≡ (x1, 0), ou seja, caso X pertença ao subgrupo H de M2 (R),
então X comutará com Y se e só se y2 Im (x1) = 0. Se Im (x1) = 0 então X seria






, que comuta com qualquer matriz. Se Im (x1) = 0,
então y2 = 0, ou seja, concluímos que Y ≡ (y1, 0) também pertence ao subgrupo H.
• caso X seja tal que X ≡ (x1, x2), com x2 = 0, então X não pertence ao subgrupo
H. Como vimos, X comuta com Y se e só se (x2)
∗ y2 é real, ou seja, (x2)
∗ y2 = k,
com k ∈ R, e x2 Im (y1) = y2 Im (x1) . Multiplicando a primeira igualdade por x2,
obtemos
(x2)




e assim y2 = tx2 com t =
k
|x2|2
um número real. Multiplicando a igualdade
x2 Im (y1) = y2 Im (x1) por (x2)
∗ , obtemos
(x2)
∗ x2 Im (y1) = (x2)
∗ y2 Im (x1)
⇔ |x2|2 Im(y1) = (x2)∗ y2 Im (x1)
















Im (y1) = t Im (x1) .
Assim, se X não pertence ao subgrupo H, X comuta com Y se e só se y2 = tx2,
onde t é um número real dado por Im (y1) = t Im (x1) .
No caso particular que estamos a estudar, em que X0 é do tipo I e C é do tipo III, ao
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iterarmos X0 sob a acção de FC , qualquer iterada pertence à subálgebra
G =
{





, x, y, z ∈ R
}
. (3.14)




























ou seja, X0 = Z0 +EW0, com a matriz Z0 associada ao número complexo z = z1 + z2i =
x+ z
2




que a decomposição de qualquer um dos elementos Xi da órbita é tal que Re (w) = 0, e
assim, tendo em conta a decomposição de Crilly, a iteração sob a acção de FC é dada por







1 − z22 + a
)
+ (b+ 2z1z2) i o número complexo associado à matriz
Z1 e w = (2w2z1) i o número complexo associado à matriz W1.
Podemos ainda concluir que o traço de cada iterada é dado por 2Re (z) e que o deter-




− (Im(z))2 + (Im(w))2 (3.15)
= z1 ±
√
− (z2)2 + (w2)2 (3.16)
Tendo em conta o descrito, analisemos a iteração no caso em que X0 é um ponto
crítico do tipo I com det (X0) = 0. Tal como fizemos anteriormente, assumimos, sem
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, as sucessivas iteradas de X0 podem ser dadas por
Xk+1 = X
2
k +C = Zk+1 +EWk+1,
com Zk+1 a matriz associada ao número complexo zk+1 = (z1)k+1 + (z2)k+1 i e Wk+1 a
matriz associada ao número complexo wk+1 = (w1)k+1+ (w2)k+1 i, sendo as componentes
(







2 − ((z2)k)2 + ((w2)k)2 + a
(z2)k+1 = 2 (z1)k (z2)k + b
(w1)k+1 = 0
(w2)k+1 = 2 (z1)k (w2)k
(3.17)
De notar que, se o ciclo é não-comutativo, então (w2)k = 0 para toda a iterada Xk.






at (Y ) = x−w,
verificamos ainda que o n−ciclo não-comutativo é tal que
at (Xi) = at (Xi−1) tr (Xi−1) ,
já que
ui+1 − uj+1 = (ui − uj) (ui + uj) ,
pois ui+1 = u2i + c e uj+1 = u
2
j + c. Assim, tendo em conta a iteração descrita em (3.17),
tr (Xi) = 2 (z1)i e at (Xi) = −2 (w2)i .
Neste caso, as entradas da diagonal principal de cada uma das iteradas da órbita ma-
tricial não são dadas directamente pelos elementos da órbita da quadrática unidimensional
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fa, já que não são independentes do valor da entrada yk da diagonal secundária. Quer isto
dizer que o facto da aplicação quadrática unidimensional fa induzir um n−ciclo no caso
unidimensional, para um determinado ponto inicial x0, não tem como consequência directa





. Podemos também observar
que a entrada (z2)k+1 é linear em (z2)k , com declive igual a 2 (z1)k = tr (Xk) . Então, à se-
melhança do que aconteceu no caso da matriz parâmetro C do tipo II, a composição desta
expressão n vezes resultará numa aplicação linear com declive igual ao produto dos traços
de cada uma das iteradas matriciais, que é igual a 1, se tivermos um ciclo não-comutativo.
Assim, para obtermos um n−ciclo na entrada yn, e consequentemente um n−ciclo ma-





tr (Xj) = 0, a terceira do
Teorema 3.14. Quando isto acontecer, o traço 2 (z1)n estará também num n−ciclo, bem
como o anti-traço −2 (w2)n .





um ponto crítico de determinante nulo, com





uma matriz parâmetro do tipo III. Se existir um n−ciclo
unidimensional induzido por fa então existirá um n−ciclo não-comutativo matricial in-
duzido por este ponto crítico, caso os valores próprios de X0 não pertençam ao mesmo
conjunto estável, relativamente a fa; se os valores próprios de X0 pertencerem ao conjunto
estável de 0, a órbita de X0 sob a acção de FC será pré-comutativa.
3.4.3 O formato dos ciclos não-comutativos
De seguida será estudado o formato dos n−ciclos não-comutativos.
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Pontos fixos não-comutativos
Por definição, os pontos fixos da aplicação FC serão os pontos X tais que FC (X) = X.
Para que tal se verifique
X2 +C = X ⇔ C = X −X2










e assim FC não tem pontos fixos não-comutativos - só existem pontos fixos comutativos.
Ciclos de período 2 não-comutativos
Seja {X0,X1} um ciclo não-comutativo de período 2. Em [CRMNB12] estudámos
todos os tipos de 2−ciclos não-comutativos, estabelecendo os resultados que apresentamos
de seguida.
Teorema 3.27 Se {X0,X1} é um ciclo não-comutativo de período 2 então tr(Xi) = −1,
det (Xi) = 1 +
tr (C)
2









i = 0, 1.









tr (X0) tr (X1)
= 0





tr (X0) = −1
det (X0) = det (X1)
tr (X1) = −1
como vimos em (3.10), como consequência do Teorema de Cayley-Hamilton, temos
F (X0) = X
2
0 +C = tr (X0)X0 − det (X0) I +C,
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então
tr (F (X0)) = (tr (X0))
2 − 2 (det (X0)) + tr (C) .
Como tr(Xi) = −1, para i = 1, 2, então
det (Xi) = 1 +
tr (C)
2
para i = 1, 2. Visto que os valores próprios de uma matriz X ∈M2 (R) são dados por
tr (X)±
√
(tr (X))2 − 4det (X)
2










Em função do tipo da matriz parâmetro C, podemos descrever três tipos de órbitas
não-comutativas.
Proposição 3.28 Seja C a matriz parâmetro associada a um 2−ciclo não-comutativo
{X0,X1} de FC .




















(−2 + a− b) e y = −12− 8a− a
2 − 8b+ 2ab− b2
16z
.
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−3− 4a− 4bz − 4z2
)
.
Dem. Usando as condições dadas no Teorema 3.27 para um ciclo não-comutativo
{X0, X1} de período 2, designadamente tr(Xi) = −1 e det (Xi) = 1+
tr (C)
2
, e o facto que
n−1∏
i=0
tr(Xi) = 1, provado no Teorema 3.14, bastará resolver um sistema para cada um dos
três casos, tendo em conta o tipo de matriz parâmetro C.
Quanto à atractividade destes ciclos, dada na Definição 3.18, quais serão as matrizes
parâmetro C tais que {X0, X1} é atractivo?
Teorema 3.29 Se um 2−ciclo não-comutativo {X0, X1} é atractivo, então a matriz C é





, e o domínio de estabilidade, no plano (a, b), é o representado
na Figura 3.2.
Dem. Pelo Teorema 3.17,
n−1∏
k=0
tr(Xk) = 1 é um valor próprio da matriz Jacobiana
DF (2) (X) , logo as raízes do polinómio característico, soluções da equação
λ4 + k1λ
3 + k2λ
2 + k3λ+ k4 = 0,
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Figura 3.2: Domínio de estabilidade no plano (a, b) de um 2−ciclo não-comutativo quando
C é do tipo III
podem ser determinadas resolvendo (λ− 1)
(
λ3 + c1λ
2 + c2λ+ c3
)
= 0, com c1 = k1 + 1,
c2 = k2 + c1 e c3 = k3 + c2. Estes coeficientes são dados por c1 = −9 + 4dC − 4tC − t2C ,
c2 = 4
(
2 + tC +
(




e c3 = −4(2 + tC)2, com tC e dC o traço e o
determinante da matriz parâmetro C, respectivamente. As raízes do polinómio cúbico
λ3 + c1λ




































































forma que o ciclo não-comutativo de período 2 seja atractivo, temos de exigir que o raio
espectral da matriz Jacobiana seja igual a 1, ou seja, temos de exigir que todas as raízes
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z1, z2, z3 tenham valor absoluto inferior a 1. Logo, analisando cada um dos tipos de matriz
parâmetro C, concluímos que: se C é do tipo I ou tipo II, não existirão matrizes parâmetro
tais que {X0,X1} é um 2−ciclo atractivo não-comutativo. Se C é do tipo III, as condições
impostas levam-nos ao domínio de estabilidade representado na Figura ??.
De notar que o domínio de estabilidade que determinámos para os ciclos não-comutativos,
quando a matriz parâmetro C é do tipo III, não coincide com o domínio de estabilidade
dos ciclos comutativos de período 2 (que será igual ao do caso complexo, caracteriza-
do no conjunto de Mandelbrot pelo bolbo imediatamente à esquerda do bolbo princi-
pal, ver Figura 2.5). Realçamos ainda que este domínio de estabilidade, representado
na Figura 3.2, caracteriza a atractividade dos 2−ciclos não-comutativos na subálgebra
G =
{





, x, y, z ∈ R
}
sob a acção de FC , com C a matriz
parâmetro do tipo III. Fixada a matriz parâmetro C, se estudarmos a atractividade em
M2 (R), verificamos que, numa vizinhança do ciclo não-comutativo {X0,X1}, uma matriz
que não pertença à subálgebra referida não é atraída para este, mas sim para outro ciclo
não-comutativo {Y0, Y1} , com {X0, X1} e {Y0, Y1} n−ciclos semelhantes entre si, segundo
a seguinte definição:
Definição 3.30 Fixada a matriz parâmetro C, dois n-ciclos matriciais {X0, ...,Xn−1} e
{Y0, ..., Yn−1} de FC dizem-se semelhantes entre si se os n−ciclos no traço e no determi-
nante são os mesmos, isto é,
{tr (X0) , ..., tr (Xn−1)} = {tr (Yk) , ..., tr (Yn−1+k)}
e
{det (X0) , ...,det (Xn−1)} = {det (Yk) , ...,det (Yn−1+k)} ,
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para algum 0 ≤ k ≤ n− 1.
Assim, embora na Proposição 3.28 seja apresentado um número infinito de 2−ciclos
não-comutativos, considerando quaisquer dois ciclos obtidos a partir do mesmo parâmetro
C, eles serão semelhantes entre si, segundo a noção de semelhança entre ciclos introduzida
na Definição 3.30.



















































. Observamos que fa (vp±) = vp∓,
sendo fa a quadrática unidimensional de parâmetro a, ou seja, {vp+, vp−} é um 2−ciclo
no caso unidimensional. Neste caso, a iteração sob a acção de FC , que se se desenvolve na




xn+1 = x2n − y2n + a
yn+1 = (xn + zn) yn + b
zn+1 = z
2
n − y2n + a
e como vimos, se {X0,X1} é um 2−ciclo em G, então o traço das iteradas matriciais é
sempre constante e igual a −1. Assim, yn+1 = −yn + b. Se y =
b
2
, teremos um ponto
fixo desta aplicação logo, neste caso, as entradas xi e zi da diagonal principal do 2−ciclo





+ a. Se y = b
2
, o
2−ciclo não está contido na subálgebra G, mas qualquer que seja o valor de y, a aplicação
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yn+1 = −yn + b terá período 2, pelo que o 2−ciclo será da forma {y,−y + b} . A outra
entrada da diagonal secundária também entrará num 2−ciclo {−y + b, y} , e assim as
entradas da diagonal principal do 2−ciclo matricial também serão regidas por uma mesma




+ a, mas desfasada. Salientamos assim
que, no caso dos 2−ciclos não-comutativos, fixada a matriz parâmetro C, as entradas da
diagonal principal são dadas por uma única aplicação quadrática e, como já foi referido,
quaisquer dois ciclos não-comutativos originados por um mesmo parâmetro C são seme-
lhantes entre si.
Ciclos não-comutativos de período n > 2
No caso dos ciclos não-comutativos de período n > 2, não teremos apenas uma apli-
cação quadrática unidimensional no controlo das entradas da diagonal principal. Notemos
que o aparecimento dos ciclos não-comutativos pode ser relacionado com um determinado
desfazamento nas entradas da diagonal principal. Foquemo-nos no caso n = 4, com X0 do
tipo I e a matriz parâmetro C do tipo III, cuja dinâmica se desenrola na subálgebra G.
Existe mais do que um ciclo não-comutativo de período 4; um deles é o ciclo descrito no
resultado que se segue.
Teorema 3.31 Seja C a matriz parâmetro associada a um 4−ciclo não-comutativo




























































































e t1 uma das raízes reais da equação −1− 4ax2 + (4 + 4b2)x3 + 4ax4 + x6 = 0.
Dem. Fixado o parâmetro C, as componentes deste ciclo obtêm-se considerando o




na perspectiva de que a dinâmica é controlada pela composição de diferentes aplicações
quadráticas de parâmetros ai. Da sua solução, concluímos que os traços t1 e t2 são as raízes
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reais da equação −1− 4ax2 + (4 + 4b2)x3 + 4ax4 + x6 = 0 e que, a partir das mesmas, é





























t22 − 4at32 − t52 −
√


















t21 − 4at31 − t51 −
√


















t22 − 4at32 − t52 +
√


















t21 − 4at31 − t51 +
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Determinamos ainda os parâmetros das duas quadráticas que regem a dinâmica nas en-




(4a− b2 − 2b2t1 − b2t21) =










+ ab2 − b2
(



















b (1 + t2)
)2
+ a
Os parâmetros a1 e a2 das quadráticas fa1 = x
2 + a1 e fa2 = x
2 + a2 que con-
trolam o 4−ciclo em que se encontram os elementos da diagonal principal são tais que
fa1 (fa2 (fa1 (fa2 (xi)))) = xi, i = 1, 3, e fa2 (fa1 (fa2 (fa1 (xi)))) = xi, i = 2, 4.
Teorema 3.32 O domínio de estabilidade, no plano (a, b), do 4−ciclo {X0, X1, X2, X3}
dado em (3.18) é o representado na Figura 3.3.
Dem. De forma análoga ao que foi feito relativamente à região de estabilidade do ciclo
de período 2, sabemos que, pelo Teorema 3.17, 1 é um valor próprio da matriz Jacobiana




2 + c2λ+ c3
)
= 0. O raio espectral da matriz Jacobiana deverá
ser 1, de modo que o ciclo não-comutativo seja atractivo, e assim chegamos ao domínio de
estabilidade no plano (a, b) representado na Figura 3.3.
De notar que alguns dos 4−ciclos não-comutativos que não estão contidos na subál-
gebra G são semelhantes a este ciclo. Os outros dois 4−ciclos não-comutativos são ciclos
semelhantes entre si.
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Figura 3.3: Domínio de estabilidade no plano (a, b) do 4−ciclo não-comutativo dado no
Teorema 3.31
Capítulo 4
Conjunto de Mandelbrot matricial
e conjunto de Julia matricial
Neste capítulo são estudadas possíveis generalizações das noções de conjunto de Man-
delbrot e de conjunto de Julia, apresentadas no capítulo 2, ao caso da aplicação quadrática
matricial. Tal como no caso complexo, o estudo dos ciclos atractivos e suas bacias de
atracção faz sentido no caso alvo deste estudo e muitas das características da dinâmica
podem ser ilustradas recorrendo aos conjuntos de Mandelbrot e de Julia matriciais que
iremos considerar.
4.1 Generalização do conjunto de Mandelbrot ao caso ma-
tricial
Numa primeira abordagem a esta questão, podemos definir o conjunto de Mandelbrot
da aplicação quadrática matricial FC como
M = {C ∈M2 (R) : a órbita da matriz nula, {FnC (0)} , é limitada}, (4.1)
generalização feita tendo como base o caso clássico dos números complexos.
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Apesar do conjunto de Mandelbrot matricial definido em (4.1) ser 4−dimensional, o
resultado que se segue permitirá caracterizá-lo recorrendo apenas ao plano.
Teorema 4.1 O parâmetro matricial C ∈ M2 (R) pertence ao conjunto de Mandelbrot
matricial dado em (4.1) se e só se os valores próprios de JC = P−1CP pertencem ao
conjunto de Mandelbrot unidimensional.
Dem. O facto do parâmetro matricial C pertencer ao conjunto de Mandelbrot uni-
dimensional é equivalente a dizer que a órbita da matriz nula é limitada sob a acção de
FC e, consequentemente, pela acção de FJC já que, como vimos anteriormente, o sistema
dinâmico (M2 (R) , FC) é equivalente ao sistema dinâmico (M2 (R) , FJC ). Como vimos no
Teorema 3.12, sendo λ um valor próprio de uma matriz parâmetro que esteja na forma
canónica de Jordan, a aplicação matricial tem um n−ciclo comutativo se e só se fλ tem
um n−ciclo, já que a órbita da matriz nula é atraída para este ciclo comutativo. Podemos
então concluir que a órbita da matriz nula é limitada sob a acção de FJC se e só se os
valores próprios de JC pertencem ao conjunto de Mandelbrot complexo.
Assim, podemos ilustrar o conjunto M tomando cada um dos parâmetros na sua forma
canónica de Jordan; desta forma, caracterizamos este conjunto 4−dimensional usando
apenas duas dimensões, fazendo-o no plano dos parâmetros a e b. Por exemplo,
MIII =
{



















O conjunto MIII, apresentado em (4.2) e na Figura 4.1, coincide com o conjunto de Man-
delbrot complexo, ilustrado na Figura 2.5.
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Figura 4.1: Conjunto de Mandelbrot MIII
Mas o conjunto de Mandelbrot, definido como o conjunto dos parâmetros para os
quais a órbita da matriz nula é limitada, não terá o mesmo significado nem caracterizará
a dinâmica de forma tão completa como o conjunto de Mandelbrot faz no caso complexo.
Notemos que, pelo teorema de Fatou, todo o ciclo atractivo de uma função polinomial ou
racional complexa atrai, pelo menos, um ponto crítico. No caso da aplicação quadrática
complexa, como 0 é o único ponto crítico, caracterizando os parâmetros para os quais a sua
órbita é limitada, caracterizamos as órbitas atractivas. Assim, o conjunto de Mandelbrot
complexoM indica e caracteriza todos os parâmetros para os quais existem órbitas atrac-
tivas. Tal não acontece com o conjunto de Mandelbrot matricial M, se o definirmos da
forma (4.1), já que existem matrizes parâmetro C que geram ciclos atractivos (tendo em




não é limitada, ou seja, o ciclo atractivo que está definido fora do espaço gerado por C e I
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não atrai a órbita da matriz nula. Assim, o conjunto de Mandelbrot matricial M, definido
como em (4.1) , caracterizará apenas os parâmetros para os quais existe um ciclo atractivo
comutativo e não irá conter todos os parâmetros para os quais existem órbitas atractivas,
como acontece com o conjunto de Mandelbrot complexo.
Exemplo 4.2 Consideremos a matriz parâmetro C do tipo III e a matriz inicial X0 do












cuja dinâmica se desenvolve, sob a acção de FC , na subálgebra G, definida em (3.14). Ve-
rificamos que o parâmetro complexo c = −1.1+0.3i, associado à matriz parâmetro C, não
pertence ao conjunto de Mandelbrot complexo, logo, pelo Teorema 4.1, C /∈ M, definido
como em (4.1). Isto significa que a órbita da matriz nula não é limitada, sob a acção de
FC , ou seja, não existe um ciclo matricial comutativo. No entanto, existe um 2−ciclo
atractivo não-comutativo, como podemos observar no conjunto de Julia preenchido KC ,
ilustrado na Figura 4.8.
Assim podemos estudar a possibilidade de definir o conjunto de Mandelbrot matricial
de outra forma, ou de considerar mais do que um conjunto de Mandelbrot matricial, já






















é um ponto crítico de FC .
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4.2 Generalização do conjunto de Julia ao caso matricial
Podemos também generalizar a noção de conjunto de Julia tendo como base o caso
clássico; como vimos anteriormente, o conjunto de Julia complexo Jc é caracterizado por
ser a fronteira do conjunto de Julia preenchido Kc, o conjunto constituído pelos pontos
cujas órbitas permanecem limitadas sob a acção de fc.
Fazendo um paralelo com o caso complexo, podemos definir o conjunto de Julia
preenchido matricial KC como
KC = {X ∈M2 (R) : a órbita da matriz X, sob a acção de FC , é limitada},
e o conjunto de Julia matricial JC como a fronteira de KC , sendo C ∈M2 (R) uma matriz
parâmetro matricial.
Dada a dificuldade em representar um conjunto a 4 dimensões, há necessidade de
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considerar um corte do conjunto KC , o que permite representá-lo a três dimensões. Por
exemplo, considerando a subálgebra G, definida em (3.14) , podemos definir o conjunto de








∈ G : a órbita da matriz X, sob a acção de FC , é limitada
}
.





, obtemos o conjunto de Julia preenchido
matricial KGC representado na Figura 4.3.















∈M2 (R) : a órbita da matriz X, sob a acção de FC , é limitada
}
,
iremos obter um corte do conjunto KGC . É possível representar este conjunto no plano,
tomando como representantes da matriz X o par (x, y), que é composto pelos valores
próprios de X.
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, o conjunto KIC
será o representado na Figura 4.4.
• Verificamos que, sob a acção de FC :
A órbita da matriz nula X0 = 0 é atraída para um ciclo atractivo de período 2,





















• A órbita de alguns dos outros pontos críticos (de determinante nulo e traço não
nulo) é atraída para um ciclo atractivo não-comutativo de período 2, que não está
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; as órbitas das
matrizesX do tipo I cujos valores próprios (x, y) estão situados nos subconjuntos marcados
com um círculo e que são atraídas para o ciclo comutativo; se os valores próprios (x, y)
estão situados nos subconjuntos marcados com um quadrado, então a órbita deX é atraída
para o ciclo não-comutativo
• O conjunto de Julia preenchido matricial KIC apresentado na Figura 4.4, composto





do tipo I para as quais as órbitas permanecem
limitadas, sob a acção de FC, tem um padrão tipo "tabuleiro de damas", referenciado
no artigo de Serenevy, [Ser02]. Este padrão descreve o comportamento das órbitas,
consoante a matriz inicial X0: as órbitas das matrizes associadas aos pontos (x, y)
situados nos subconjuntos marcados com um círculo na Figura 4.5 são atraídas para
a órbita que atrai a matriz nula; as órbitas das matrizes associadas aos pontos (x, y)
situados nos subconjuntos marcados na Figura 4.5 com um quadrado são atraídas
para um ciclo atractivo não-comutativo. Nota: Os valores apresentados são valores
arredondados.
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Tal como já referimos, para alguns valores da matriz parâmetro C do tipo III, a órbita
do ponto crítico 0 ∈M2(R) não é limitada, ou seja, não existe um ciclo comutativo, apesar
de existir um ciclo não-comutativo. Este facto também pode ser ilustrado recorrendo ao
conjunto de Julia preenchido matricial KGC , como ilustramos no exemplo que se segue.





, o parâmetro matricial usado no Exemplo
4.2, obtemos o conjunto de Julia preenchido matricial KGC , representado nas Figuras 4.6
e 4.7. Considerando o corte em KGC em que se obtém o conjunto composto pelas matrizes
iniciais X0 do tipo I, obtemos a representação no plano de KIC , dada na Figura 4.8.






Notemos que este padrão tipo "tabuleiro de damas" é facilmente compreendido no
caso simples em que a dinâmica de cada uma das entradas das iteradas matriciais é to-
talmente independente das outras, ou seja, o caso em que a dinâmica se desenrola no
plano canónico de Jordan do tipo I. Nesse caso ou no caso em que a matriz parâmetro é
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escalar, a construção da bacia de atracção é feita através das intersecções sucessivas entre
rectas definidas a partir dos pontos de intersecção das sucessivas compostas da aplicação f
(fn−1 = fn, n ∈ N). Assim, teremos o "cruzamento" das bacias de atracção das entradas
x e y, como podemos observar na Figura 4.9, para o caso em que a = −1 (e b = 0).








1− 4c, já que, no caso real, a bacia de atracção é o intervalo ]−q; q[.
Neste caso, conseguimos delimitar analiticamente as regiões que são atraídas para o
ciclo comutativo e as que são atraídas para o não-comutativo; o mesmo não acontece nos
casos mais gerais em que X e C são de tipos diferentes, por exemplo.
De seguida, apresentamos um exemplo relativo a uma matriz parâmetro C que induz
ciclos de período 4.
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, obtemos o conjunto de Julia preenchido
matricial KGC representado na Figura 4.10. O conjunto K
I
C será o conjunto representado
na Figura 4.11.
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Figura 4.9: Limites das subregiões do conjunto de Julia preenchido matricial KIC no caso
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Capítulo 5
Aplicação ao estudo da dinâmica
em álgebras hipercomplexas
Motivados pelo facto de uma álgebra hipercomplexa A poder ser representada por uma
álgebra de matrizes, neste capítulo fazemos o estudo da dinâmica da aplicação quadrática
nos diversos sistemas numéricos de duas componentes, considerando a abordagemmatricial
introduzida nos capítulos anteriores. Este tópico foi estudado por Senn, Metzler, Artzy e
Fishback em [Sen90], [Met94], [Art92] e [Fis05], respectivamente. Em [IKP01], Isaeva et
al. descrevem algumas aplicações deste estudo em sistemas de duas componentes a um
sistema electrónico.
É também salientado o paralelo existente entre a álgebra dos números split-quaterniões
e a álgebra das matrizes reais de ordem 2, útil na caracterização do comportamento da
aplicação quadrática no conjunto dos números split-quaterniões.
5.1 A formulação matricial
Uma álgebra hipercomplexa A, n-dimensional, é constituída pelos elementos
a = a1i1 + a2i2 + ...+ anin =
n∑
v=1
aviv ∈ A, a1, a2, ..., an ∈ R
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e definida através de vectores unitários imaginários i1, ..., in, onde i1 = 1 representa
o vector identidade, e de uma tabela de multiplicação que define o produto de qual-
quer unidade imaginária com cada uma das outras e consigo própria. Esta é tal que
i1iv = ivi1 = iv1 = iv, v = 1, ..., n, e todas as suas entradas se restringem aos produtos
iλiµ = ±iv, com λ, µ, v = 1, ..., n.
Duas álgebras hipercomplexas são isomorfas se as suas tabelas de multiplicação podem
tornar-se idênticas pela troca ou combinação linear das unidades imaginárias da base.
Consideremos, por exemplo, a álgebra dos quaterniões H, uma das álgebras hipercom-
plexas 4-dimensionais mais estudadas. Esta álgebra hipercomplexa é isomorfa à álgebra
real
R1 ⊕ Ri ⊕ Rj ⊕ Rk
e gerada pela base {1, i, j,k} ; podemos considerar qualquer uma das tabelas da multipli-
cação
1 i j k
1 1 i j k
i i −1 −k j
j j k −1 −i
k k −j i −1
1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
já que estas são equivalentes.
A comutatividade e/ou associatividade da multiplicação são das principais propriedades
a analisar quando pretendemos caracterizar uma álgebra hipercomplexa. Como podemos
verificar, na álgebra dos quaterniões, H, a multiplicação não é comutativa mas goza da
propriedade associativa.
Um facto importante para este estudo é que uma álgebra hipercomplexa A pode ser
representada por uma álgebra de matrizes. Exemplo disso é o isomorfismo φ, já referido
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anteriormente, definido entre o subgrupo H de M2 (R) , dado por
H =
{





, z1, z2 ∈ R
}
e o conjunto dos números complexos C, caracterizado por




→ z1 + z2i
.
Neste exemplo particular verificamos ainda que det (Z) = |z|2 e que a representação ma-
tricial de um número complexo z pode basear-se na correspondência entre os elementos












Assim, muitas propriedades da iteração em álgebras hipercomplexas podem ser observadas
pela análise feita quanto à iteração em álgebras de matrizes.
5.2 Dinâmica em subálgebras hipercomplexas de duas com-
ponentes
Nesta secção aplicaremos alguns dos resultados do caso comutativo, descritos ante-
riormente no capítulo 3, ao estudo da dinâmica em subálgebras hipercomplexas de duas
componentes, também designadas por sistemas numéricos de duas componentes.
No artigo [Fis05], Fishback descreve o estudo da dinâmica da aplicação quadrática nos
diversos sistemas numéricos de duas componentes; são exploradas propriedades da família
quadrática real a fim de fornecer uma descrição mais completa da dinâmica quadrática
nestes sistemas de números. A abordagem feita pelos autores que estudaram estes sistemas
numéricos não recorre à estrutura de uma álgebra de matrizes, algo que faremos de seguida,
sendo o estudo apresentado equivalente aos referenciados ao longo do capítulo.
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Dados dois números reais fixos, α e β, o sistema numérico Rα,β é definido por
Rα,β =
{
a+ bǫ : a, b ∈ R, ǫ /∈ R, ǫ2 = α+ βǫ
}
.
Os elementos de Rα,β são adicionados componente a componente e são multiplicados
usando a lei distributiva e a identidade ǫ2 = α+ βǫ. Três dos mais importantes exemplos
destes sistemas numéricos são:
• O conjunto dos números complexos, C, quando α = −1 e β = 0;
• O conjunto dos números perplexos ou números de Minkowski, P, quando α = 1 e
β = 0;
• O conjunto dos números duais, D, quando α = 0 e β = 0.
Em [Sen90], Senn demonstrou que todo o sistema numérico Rα,β é isomorfo, como
anel, aos números complexos C, perplexos P ou duais D, consoante o valor κ = α +
β2
4
seja negativo, positivo ou nulo, respectivamente.







a condição que envolve κ pode ser dada, de forma equivalente, em termos dos valores
próprios da matriz ǫM : se ǫM tiver valores próprios complexos, Rα,β é isomorfo a C; se
ǫM tiver valores próprios reais distintos, Rα,β é isomorfo a P; se ǫM tiver um único valor
próprio real, Rα,β é isomorfo a D. Em [Fis05], este isomorfismo é usado para estabelecer
que a família quadrática, quando actua em determinado sistema numérico binário Rα,β,
é topologicamente conjugada à família quadrática complexa, perplexa ou dual. De notar
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que a forma matricial de representar ǫ, ǫM , não é única, mas o polinómio característico
correspondente, p (x) = x2 − βx − α, é determinado de forma única através da definição
de Rα,β.
Tal como exemplificámos anteriormente para os números complexos, estes sistemas
numéricos de duas componentes podem ser expressos como anéis de matrizes reais 2× 2.
Assim, o estudo da dinâmica da aplicação quadrática em M2(R), feito anteriormente,
permite-nos caracterizar os diversos comportamentos em cada uma destas subálgebras, já
que, em cada um dos casos, Rα,β é isomorfo a uma subálgebra de M2 (R) .
5.2.1 Conjunto dos números complexos
O conjunto dos números complexos C é definido por
Rα,β =
{
a+ bǫ : a, b ∈ R, ǫ /∈ R, ǫ2 = α+ βǫ
}
,






























O comportamento de FC nesta subálgebra já foi estudado anteriormente, quando descreve-
mos a dinâmica de FC no plano canónico de Jordan do tipo III.
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5.2.2 Conjunto dos números perplexos ou split-complexos
O conjunto dos números perplexos P, também designados por números split-complexos
por alguns autores, é definido por
Rα,β =
{
a+ bǫ : a, b ∈ R, ǫ /∈ R, ǫ2 = α+ βǫ
}
,








































, será equivalente a um dos comportamentos descritos anteriormente.
Como X0 e C comutam, a dinâmica é totalmente caracterizada fazendo um paralelo com
o caso unidimensional, como vimos anteriormente, já que existe uma base na qual estas
matrizes estão simultaneamente na mesma forma canónica de Jordan. Dado que as ma-
trizes X0 e C têm valores próprios reais distintos α0 = x0− y0 e β0 = x0+ y0, e u = a− b
e v = a + b, respectivamente, (excluímos o caso trivial em que as matrizes são nulas),












Este caso já foi descrito quando caracterizámos o comportamento de FC no plano canónico
de Jordan do tipo I.
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Figura 5.1: Conjunto de Mandelbrot definido no conjunto dos números perplexos, MP






tará tomar os números perplexos associados a P (JX0)k P
−1, sendo P ∈ GL2(R) tal que
P−1X0P = JX0 e P
−1CP = JC .
Logo, tal como foi descrito por Metzler em [Met94], por Artzy em [Art92] e por Fish-








, é limitada quando n→∞
}
é um quadrado, sem qualquer estrutura fractal, como podemos observar na Figura 5.1.
Quanto aos conjuntos de Julia preenchidos definidos em P, discutidos por Artzy, surgem
diversos tipos distintos: rectângulos, conjuntos de Cantor e produtos destes conjuntos,
consoante seja a combinação feita entre os casos da função quadrática real, quando os
parâmetros são α0 = x0 − y0 e β0 = x0 + y0, exemplificados nas Figuras 5.2, 5.3 e 5.4.
106 Aplicação ao estudo da dinâmica em álgebras hipercomplexas
Figura 5.2: Conjunto de Julia preenchido definido em P, com a = −0.3 e b = 0.4
Figura 5.3: Conjunto de Julia preenchido definido em P, com a = −1.8 e b = 0.26
5.2.3 Conjunto dos números duais
O conjunto dos números duais D é definido por
Rα,β =
{
a+ bǫ : a, b ∈ R, ǫ /∈ R, ǫ2 = α+ βǫ
}
,
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Figura 5.4: Conjunto de Julia preenchido definido em P, com a = −2.3 e b = 0.2

































matrizes que comutam, com um único valor
próprio real, α0 e u, respectivamente, para estudar a dinâmica desta subálgebra sob a
acção da aplicação quadrática FC recorremos ao caso do plano canónico de Jordan do tipo
II, um dos casos estudados anteriormente, para descrever o comportamento de JX0 sob a

















, bastará tomar os
números duais associados a P (JX0)k P
−1, sendo P ∈ GL2(R) tal que P−1X0P = JX0 e
P−1CP = JC .
O conjunto de Mandelbrot definido no conjunto dos números duais, representado na
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Figura 5.5, é dado por
MD =
{




, é limitada quando n→∞
}
.
Figura 5.5: Conjunto de Mandelbrot definido no conjunto dos números duais, MD
Quanto aos conjuntos de Julia preenchidos definidos em D, estes são constituídos por
bandas verticais, como observamos nas Figuras 5.6, 5.7 e 5.8.
Figura 5.6: Conjunto de Julia preenchido definido em D, com a = −0.4
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Figura 5.7: Conjunto de Julia preenchido definido em D, com a = −1
Figura 5.8: Conjunto de Julia preenchido definido em D, com a = −1.3
5.3 Dinâmica em subálgebras hipercomplexas de quatro com-
ponentes
A álgebra dos quaterniões, cuja iteração sob a acção da aplicação quadrática foi am-
plamente estudada por diversos autores, e a álgebra dos split-quaterniões são as únicas
álgebras quaterniónicas sobre R, a menos de isomorfismo. De seguida, iremos considerar
a álgebra dos split-quaterniões e fazer o paralelo entre o estudo efectuado nos capítulos
anteriores e a iteração sob a acção da aplicação quadrática neste conjunto de números.
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Álgebra dos números split-quaterniões
A álgebra dos números split-quaterniões (designados também por para-quaterniões ou
coquaterniões), que denotaremos por H′, é isomorfa à álgebra real
R1 ⊕ Ri ⊕ Rj′ ⊕ Rk′,




, com a seguinte tabela de multiplicação
1 i j′ k′
1 1 i j′ k′
i i −1 k′ −j′
j′ j′ −k′ 1 −i
k′ k′ j′ i 1
Sendo q′ = q01+ q1i+q2j′ + q3k′ um número split-quaternião, tem-se
q′q′ = (q0)
2 + (q1)
2− (q2)2 − (q3)2 .
Esta álgebra hipercomplexa é isomorfa a uma álgebra de matrizes, já que a cada número
split-quaternião q′ = q01+ q1i+q2j′ + q3k′ ∈ H′ podemos associar a matriz
[
q0 − q3 −q1 + q2
q1 + q2 q0 + q3
]
,






















Esta correspondência ilustra o isomorfismo existente entre H′ e a álgebra M2(R) das ma-
trizes reais de ordem 2 :
(q0, q1, q2, q3)←→ q01+ q1i+q2j′ + q3k′.
Assim salientamos que, ao estudar a iteração em M2(R), podemos observar as caracterís-
ticas da iteração na álgebra dos números split-quaterniões. Notemos o paralelo existente
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entre o paraquaternião (q0, q1, q2, q3) , cuja matriz associada é
[
q0 − q3 −q1 + q2
q1 + q2 q0 + q3
]
, e a
decomposição de Crilly desta matriz, descrita no capítulo 3, dada por X = Z+EW , sendo





e w = w1 + w2i o









q0 = z1 = Re (z)
q1 = z2 = Im(z)
q2 = w1 = Re (w)
q3 = −w2 = − Im (w)
. (5.1)
Assim, o estudo de FC efectuado emM2(R) será proveitoso no estudo da iteração quadrática
na álgebra dos números split-quaterniões.
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Capítulo 6
A iteração em matrizes
estocásticas
Neste capítulo será estudada a iteração polinomial no conjunto das matrizes estocásti-
cas simétricas. Concentramo-nos, em particular, no caso de uma determinada família de
aplicações quadráticas. O comportamento dinâmico da família quadrática no intervalo, já
bem conhecido, e sua dependência do parâmetro é reproduzido no espectro das matrizes
estocásticas.
Já que uma matriz estocástica caracteriza uma cadeia de Markov, obtemos um sistema
dinâmico discreto no espaço das cadeias de Markov reversíveis. Portanto, dependendo do
parâmetro, há condições iniciais para as quais a correspondente cadeia de Markov reversível
será atraída para um ponto fixo, para um ponto periódico ou para um ponto aperiódico.
Os conceitos e resultados clássicos de álgebra linear usados ao longo deste capítulo
podem ser consultados em [HJ85].
Os resultados apresentados neste capítulo foram publicados em [CRMNB11].
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6.1 O conjunto Ωn
Seja Ωn o conjunto das matrizes n × n, estocásticas, simétricas e definidas positivas.
Assim, se X = (xij) ∈ Ωn, a matriz X é duplamente estocástica, já que é estocástica e
simétrica, todas as suas entradas são não negativas, xij ≥ 0, e a soma dos elementos de
cada linha/coluna é igual a 1,
n∑
i=1
xij = 1 e
n∑
j=1
xij = 1. Por ser estocástica, a matriz tem
1 como valor próprio.
Por outro lado, uma matriz simétrica é definida positiva se e só se os seus valores
próprios são positivos, logo concluímos que o espectro deX, sp(X), é tal que sp(X) ⊂ ]0, 1].
Pelo teorema de Perron—Frobenius, se A ∈ Mn (R) é uma matriz não negativa, então
ρ (A) = max {|λ| : λ ∈ sp (A)} , o raio espectral de A, é um valor próprio de A e existe
um vector próprio não negativo de A correspondente a ρ (A) . Logo 1 é o valor próprio de
Perron associado ao vector próprio de Perron à direita u := (1, 1, ..., 1) ∈ Rn.
Consideremos a aplicação polinomial gλ, definida por gλ (x) := 1 − λx (1− x) , topo-
logicamente equivalente à aplicação logística e alterada de modo que x = 1 seja um ponto
fixo.
Seja Gλ a aplicação matricial, induzida por gλ, definida por
Gλ : Ωn −→Mn (R)
X → 1− λX (1−X)
,
onde 1 denota a matriz identidade e λ ∈ [0, 4] .
O facto de 1 ser um ponto fixo de gλ é essencial no estudo, já que garante que a iterada
de uma matriz estocástica, pela acção da aplicação Gλ, seja ainda uma matriz estocástica.
Como vimos anteriormente, a dinâmica matricial em Ωn e alguns dos seus aspectos
podem ser estudados recorrendo à dinâmica unidimensional no espectro da matriz.
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Já que toda a matriz simétrica é diagonalizável, qualquerX ∈ Ωn é diagonalizável, logo
existe uma matriz invertível P tal que D = P−1XP é uma matriz diagonal,
D = diag (x1, ..., xn) . Como as entradas da diagonal correspondem aos elementos do es-
pectro de X, sabemos que estas são tais que xi ∈ ]0, 1] , i = 1, ..., n. Então, como vimos
em (3.6) ,















Esta relação permite-nos usar alguns dos resultados bem conhecidos da iteração em apli-
cações definidas no intervalo, de forma a obtermos resultados quanto à dinâmica matricial,
como vimos, por exemplo, na Proposição 3.1.
Dado que pretendemos trabalhar com cadeias de Markov, o ideal seria que o conjunto
Ωn fosse invariante, ou seja, que Gλ (X) ∈ Ωn sempre que X ∈ Ωn. Tal não se verifica,
visto que algumas entradas de Gkλ (X) poderão ser negativas, para algum k ≥ 1. No
entanto, algumas das características mantêm-se pela iteração de Gλ, como é estabelecido
no seguinte lema.
Lema 6.1 Se X ∈ Ωn, então Gλ (X) é simétrica, definida positiva e u := (1, 1, .., 1) ∈ Rn
é o vector próprio de Perron associado a 1, o valor próprio de Perron.
Dem. A matriz Gλ (X) é simétrica, pois XT = X e, como consequência,
(Gλ (X))






= 1− λX (1−X)
= Gλ (X)
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Por outro lado, a matriz X é diagonalizável, dado que é simétrica, logo existe uma
matriz invertível P tal que D = P−1XP é uma matriz diagonal, D = diag (x1, ..., xn) ,
com xi ∈ ]0, 1] , i = 1, ..., n, e


























⊂ ]0, 1] e assim Gkλ (X) é definida positiva para todo o
k ∈ N. Finalmente,
Gλ (X)u = u− λX (1−X)u = u− λX (u−Xu) = u
já que u é o vector próprio de Perron de X associado a 1, o valor próprio de Perron.
Assim, a única condição necessária que poderá falhar, de forma a termos Gλ (X) ∈ Ωn
sempre que X ∈ Ωn, é a estocacidade, já que não é assegurada a não negatividade das
entradas da matriz Gkλ (X) , para todo o k ≥ 1.
De forma a contornarmos esta questão, definimos o seguinte conjunto:
Λn (λ) :=
{
X ∈ Ωn : Gkλ (X) ∈ Ωn, para todo o k ∈ N
}
.
Este conjunto é invariante, ou seja, Gλ (Λn (λ)) = Λn (λ) , e é análogo ao conjunto de
Cantor invariante no caso da iteração no intervalo, [Fal97].
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Alguns resultados em baixa dimensão
O caso n = 2
Quando consideramos n = 2, verificamos que Gλ (Ω2) = Ω2.






, x ∈ [0, 1] ,
com sp (X) = {1, 2x− 1} . Assim, para garantir que X é definida positiva, temos de
considerar x ∈ ]1/2, 1]. Por outro lado, temos
Gλ (X) =
[
1 + λ− 3xλ+ 2x2λ
(
−1 + 3x− 2x2
)
λ(
−1 + 3x− 2x2
)
λ 1 + λ− 3xλ+ 2x2λ
]
.
Como λ ∈ [0, 4], quando x ∈ ]1/2, 1], a matriz Gkλ (X) tem entradas não negativas para
todo o k ∈ N. Logo teremos Gλ (Ω2) = Ω2, ou seja, Ω2 = Λ2 (λ), para todo o λ ∈ [0, 4].




























, i = 1, ..., k.
Contudo, esta matriz não é estocástica, já que ai = 1 para todo o i = 1, ..., k, caso contrário
teríamos o caso trivial do ponto fixo.
Quando n = 2, não existe Y ∈ Ω2 semelhante a um dado X ∈ Ω2, ou seja, não existe
uma matriz não trivial P tal que PXP−1 ∈ Ω2. Mais ainda, existe uma correspondência
biunívoca entre as órbitas em Ω2, sob a acção de Gλ, e as órbitas no intervalo [0, 1] , sob
a acção de gλ. Logo a dinâmica matricial em Ω2 é essencialmente equivalente à dinâmica
no caso unidimensional no intervalo.
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O caso n = 3
Neste caso, não é verdade que Ω3 = Λ3 (λ) , para todo o λ ∈ [0, 4] , como podemos
verificar no seguinte exemplo.









Os valores próprios de X são 1, 0.50132 e 0.191458 (arredondamento dos valores feito à
sexta casa decimal). Para λ = 3.9, embora Gλ (X) tenha todas as entradas positivas, a









e, por essa razão, G2λ (X) /∈ Ω3. Neste caso, para a matriz X dada como exemplo, temos
X /∈ Λ3 (λ) , para λ = 3.9.




x y 1− x− y
y z 1− y − z
1− x− y 1− y − z x+ 2y + z − 1

 , (6.1)
com x, y, z ∈ [0, 1]. Neste caso, tanto as condições necessárias em x, y, z para que a matriz
seja definida positiva como as condições que asseguram a não negatividade das entradas
da iterada são mais complicadas que no caso em que n = 2. De forma a introduzir a ideia
do que devemos fazer, consideremos o caso particular em que z = x.
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A subfamília em que z = x
Analisemos a subfamília das matrizes dadas em (6.1) caracterizada por z = x. Neste
caso, Gλ (X) também pertence a esta subfamília. Coloca-se então a questão: quais são os
subconjuntos invariantes minimais Λn (λ), dado um determinado n? O conjunto Ωn não é
ele próprio um conjunto mínimal, como vimos no exemplo para n = 3.




x y 1− x− y
y x 1− x− y
1− x− y 1− x− y 2y + 2x− 1

 , (6.2)
com x, y ∈ [0, 1].
Temos de impor condições adicionais a x, y para garantir que X ∈ Ω3. Os valores
próprios de X são 1, x− y e 3x+ 3y − 2. Logo, para garantir que X é definida positiva,
temos de considerar x > y e x > 2/3 − y. Seja Λ̃ (λ) o subconjunto de Λ3 (λ) composto
pelas matrizes da forma (6.2). Na Figura 6.1 podemos observar o subconjunto invariante
Λ̃ (λ), para λ = 3.9, que ilustra o quão diferentes podem ser os conjuntos Ω3 e Λ3 (λ).
Na Figura 6.2 pode ver-se um detalhe da Figura 6.1. O exemplo dado no início desta
secção foi escolhido a partir da observação desta figura: tomámos o exemplo de um par
(x, y) para o qual a cor associada seja o branco (no exemplo escolhemos x = 0.615903 e
y = 0.114583). De notar que, seguindo este mesmo método, é muito mais difícil encontrar
um par (x, y) para o qual Gkλ (X) tenha entradas não negativas para todo o inteiro positivo
k. Esta dificuldade resulta do facto do conjunto invariante Λ̃ (λ) ser um conjunto com uma
estrutura fractal não trivial.
Uma forma mais eficiente de encontrar uma matriz X ∈ Λ̃ (λ), isto é, X da forma
(6.2) para a qual Gkλ (X) tenha entradas não negativas para todo o inteiro positivo k, é
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Figura 6.1: Gráfico do conjunto invariante Λ̃ (λ) para λ = 3.9
escolher um ponto periódico X = {X0,X1, ..., Xn−1} de Gλ. Contudo, há que ter alguma
prudência na escolha do ponto periódico, já que, mesmo neste caso, há que assegurar a
não negatividade das entradas das matrizes Xi, 0 ≤ i ≤ n− 1.
Sejam a = x− y e b = 3x + 3y − 2 os valores próprios de X. Determinando x, y em






3a+ b+ 2 −3a+ b+ 2 2− 2b
−3a+ b+ 2 3a+ b+ 2 2− 2b
2− 2b 2− 2b 2 + 4b

 .
De modo a termos x, y ∈ [0, 1], as condições a impor aos valores próprios a, b são
1
6
(3a+ b+ 2) ≥ 0 e 1
6
(−3a+ b+ 2) ≥ 0.
Para assegurar que X seja definida positiva, devemos considerar 0 < a, b ≤ 1, logo deter-
minamos um domínio, no plano (a, b), de possíveis valores próprios de uma dada matriz
pertencente a Ω3, representado na Figura 6.3. Consideremos então a região ∆ definida por
∆ =
{
(a, b) ∈ R2 : 0 < a ≤ 1, 0 < b, 3a− 2 ≤ b ≤ 1
}
. De notar que o facto de (a, b) ∈ ∆
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Figura 6.2: Detalhe do conjunto invariante Λ̃ (λ) para λ = 3.9
não implica que (b, a) ∈ ∆.
Figura 6.3: Domínio ∆ no plano (a, b)
Seja {a1, ..., ak} um ciclo de período k da aplicação gλ, isto é, gλ (ai) = ai+1,
i = 1, 2, ..., k − 1 e gλ (ak) = a1. Para obter um ciclo matricial de Gλ é necessário es-
colher um par de pontos de {a1, ..., ak}. No conjunto considerado, este par (ai, aj) irá
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gerar um determinado ciclo matricial de Gλ em Ω3 se e só se (ai+r, aj+r) ∈ ∆ para todo
o inteiro positivo r (tendo em conta que gλ (ak) = a1). Já que (a, a) ∈ ∆, para todo o
a ∈ ]0, 1], uma escolha possível é o par (ai, ai); neste caso, dizemos que o ciclo matricial






3ai + aj + 2 −3ai + aj + 2 2− 2aj
−3ai + aj + 2 3ai + aj + 2 2− 2aj
2− 2aj 2− 2aj 2 + 4aj


com i, j = 1, ..., k.
Podemos implementar um algoritmo para obter todos os ciclos de Gλ. Seja λ ∈ [0, 4];
cada ciclo de gλ pode ser determinado usando rotinas numéricas ou dinâmica simbólica
e argumentos de combinatória, [LRdSSR86] e [RMR07]. Tendo como base um k−ciclo
unidimensional {a1, ..., ak} , temos um ciclo matricial em fase, gerado pelo par (a1, a1) .
Para obter todos os outros ciclos, que estarão fora de fase, associados a este ciclo unidi-
mensional, é necessário verificar se (a1+r, ai+r) ∈ ∆, com r = 1, ..., k − 1, para cada par







3ai + aj + 2 −3ai + aj + 2 2− 2aj
−3ai + aj + 2 3ai + aj + 2 2− 2aj
2− 2aj 2− 2aj 2 + 4aj

 .
Seja λ = 4. Os dois ciclos de gλ de período 3 são
{a1, a2, a3} = {0.0301537, 0.883022, 0.586824} e
{a4, a5, a6} = {0.0495156, 0.811745, 0.38874}
(apresentamos valores aproximados). De notar que nem todos os pares (ai, aj) compostos
por elementos dos ciclos de gλ, geram um ciclo matricial com as características desejadas.
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Na tabela que se segue, o símbolo × representa os pares (ai, aj) que geram um ciclo de Gλ.
O símbolo ∅ representa os outros casos.
a1 a2 a3 a4 a5 a6
a1 × ∅ ∅ × ∅ ∅
a2 ∅ × ∅ ∅ × ∅
a3 ∅ ∅ × ∅ ∅ ×
a4 × × ∅ × ∅ ∅
a5 ∅ × × ∅ × ∅
a6 × ∅ × ∅ ∅ ×
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O caso geral




1− x− z x z
x 1− x− y y
z y 1− y − z

 .
O espectro de X é sp (X) = {1, a, b} , com
a = 1− x− y − z +
√
x2 − xy − xz + y2 − yz + z2 e
b = 1− x− y − z −
√
x2 − xy − xz + y2 − yz + z2.



















3a2 + 3b2 + b (4− 12z)− 4 (1− 3z)2 − 2a (−2 + 5b+ 6z)
)
Recorrendo a estas expressões, podemos também reescrever a matriz X em função dos
valores próprios e da entrada z. É também possível determinar a matriz P da decomposição
















onde p12, p13, p22 e p23 dependem da matriz considerada.
Para garantir que os valores próprios da matriz X são reais, terá de se verificar a
condição x2 − xy − xz + y2 − yz + z2 ≥ 0; em termos dos valores próprios a e b, esta
condição é equivalente a 3a2+3b2+ b (4− 12z)− 4 (1− 3z)2− 2a (−2 + 5b+ 6z) ≥ 0, que
define a região representada nas Figuras 6.4 e 6.5.
Notemos que, apesar de considerarmos inicialmente 0 ≤ z ≤ 1, o valor de z é sempre
tal que z ≤ 0.5, dado que 0 < a, b ≤ 1.
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Figura 6.4: Domínio inicial
Particularizando o valor de z, existem pares de valores próprios (a, b) que estão excluí-
dos à partida como valores próprios de X0, já que fazem com que as entradas de X0 não
sejam reais. O domínio E, composto por pares de valores próprios (a, b) tais que X0 tem
entradas reais, é definido por:
E =
{










(2 + a− 6z) ≤ b ∧−2 + 3a+ 6z ≤ b
)}
.
Exemplo 6.4 Tomando z = 0.3, a região E constituída pelos pares (a, b) de possíveis
valores próprios da matriz inicial X0 com entradas reais é a representada na Figura 6.6.
Por outro lado, dada uma determinada matriz inicial X0, podemos identificar directa-
mente o valor de z e o par de valores próprios (a, b) .
Tendo isto em conta, como podemos determinar a região composta pelas matrizes de
entradas não negativas pretendidas, denotada por Λz? Comecemos com um exemplo.
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Figura 6.5: Domínio inicial - outra perspectiva




1− x0 − z0 x0 z0
x0 1− x0 − y0 y0
z0 y0 1− y0 − z0

 ,
com x0 = 0.356728, y0 = 0.0883057, z0 = 0.3 e λ = 3.9602701272205008. Esta matriz tem
o par de valores próprios (a0, b0) = (0.00993247, 0.5) . Note-se que, neste primeiro exem-
plo, nem o parâmetro nem a matriz foram escolhidos ao acaso. O parâmetro λ é tal que, na
aplicação unidimensional gλ, temos um ciclo de período 4, dado por
{u0, u1, u2, u3} = {0.00993247, 0.961055, 0.851775, 0.5} . Como a matriz X0 tem como va-
lores próprios o par (a0, b0) = (0.00993247, 0.5) , um par fora de fase resultante de um
desfasamento do ciclo de período 4, a aplicação Gλ gera um ciclo matricial de período 4,
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Figura 6.6: Região E constituída pelos pares (a, b) de possíveis valores próprios da matriz
inicial X0 com entradas reais, sendo z = 0.3
Assim, X0 = PD0P−1 e as seguintes iteradas serão tais que
Gkλ (X0) = Pdiag
(






















0.333333 + 0.659898ak+0.00676839bk 0.333333− 0.387827ak+0.0544936bk 0.333333− 0.272071ak−0.061262bk
0.333333 − 0.387827ak+0.0544936bk 0.333333 + 0.227929ak+0.438738bk 0.333333 + 0.159898ak−0.493232bk
0.333333 − 0.272071ak−0.061262bk 0.333333 + 0.159898ak−0.493232bk 0.333333 + 0.112173ak+0.554494bk
]
Consideremos a matriz T = (tij)3×3 dada por
T =
[
0.333333 + 0.659898a+ 0.00676839b 0.333333− 0.387827a+ 0.0544936b 0.333333− 0.272071a− 0.061262b
0.333333− 0.387827a+ 0.0544936b 0.333333 + 0.227929a+ 0.438738b 0.333333 + 0.159898a− 0.493232b
0.333333− 0.272071a− 0.061262b 0.333333 + 0.159898a− 0.493232b 0.333333 + 0.112173a+ 0.554494b
]
que de facto nos fornece as iteradas Xi, em função da sequência dos pares de valores
próprios. A região Λz fica completamente determinada por
Λz = {(a, b) ∈ ]0, 1]× ]0, 1] : t12 ≥ 0 ∧ t13 ≥ 0 ∧ t23 ≥ 0} .
No caso do exemplo dado, Λz é a região representada na Figura 6.7. Agora basta observar
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Figura 6.7: Região Λz para o Exemplo 6.5
quais são os pares de valores próprios do ciclo
{(a0, b0) , (a1, b1) , (a2, b2) , (a3, b3)}
que pertencem à região.
Tal como foi exemplificado no caso da subfamília em que z = x, podemos ver esta
questão de uma outra perspectiva: se em vez de iniciarmos com uma matriz X0 concreta,
o fizermos a partir de um ciclo de gλ de período n, {u0, u1, ..., un−1}, como verificar se
cada um dos n ciclos matriciais, obtidos pela iteração das n matrizes diagonais construídas
através dos desfasamentos dos valores próprios, dadas por
Xi = Pdiag (1, u0, u0)P
−1





i = Wdiag (1, u0, un−1)W
−1
com P,Q, ...,W matrizes invertíveis que diagonalizam Xi,X ′i, ..., X
{n−1}
i , pertencem à
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região? Neste caso, temos que começar por determinar a matriz que diagonaliza a matriz
inicial de cada um dos ciclos e construir a região Λz para cada um deles.
Façamos esta análise para os restantes ciclos matriciais de período 4 existentes para
λ = 3.9602701272205008, que têm como valores próprios um par (ui, uj) do ciclo
{u0, u1, u2, u3} = {0.00993247, 0.961055, 0.851775, 0.5} da aplicação unidimensional gλ.
Exemplo 6.6 Consideremos novamente λ = 3.9602701272205008 e o ciclo de período 4 :
{u0, u1, u2, u3} = {0.00993247, 0.961055, 0.851775, 0.5} .
Comecemos por salientar que existem apenas 4 órbitas matriciais distintas, geradas pe-
los pares de valores próprios (ui, uj) , que podem ser representadas por (u0, u0) , (u0, u1) ,
(u0, u2) , (u0, u3) (note-se que o ciclo representado por (u1, u3) é o mesmo que o represen-
tado por (u0, u2)).
Por outro lado, verificamos que nem todos os pares (ui, uj) geram uma órbita matricial
relevante para este estudo, já que alguns poderão gerar matrizes X0 que não têm entradas
reais, como é o caso do ciclo em fase (u0, u0) . Basta observar que os pares pertencentes
ao ciclo em fase são pontos que se encontram na recta a = b, logo não pertencerão à região
dada na Figura 6.4. Prova-se analiticamente que, quando a = b, os valores de x e y são
complexos, excepto no caso particular do ponto z =
1− a
3
. Note-se que, para cada órbita
{(ui, uj) , (ui+1, uj+1) , (ui+2, uj+2) , (ui+3, uj+3)} , este pormenor do domínio apenas tem
de se ter em conta para a matriz inicial. A partir do momento em que o primeiro par
de valores próprios faz com que a matriz X0 tenha entradas reais, as outras iteradas de
X0 também terão entradas reais. Assim, para as restantes iteradas de (ui, uj) , devemos
verificar se estas pertencem à região Λz, construída através da matriz que diagonaliza X0.
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Passemos então à análise da questão levantada. Quando o problema é colocado desta
forma, apenas temos o par de valores próprios (ui, uj) , não temos uma matriz definida.
Assim, para cada par (u0, u0) , (u0, u1) , (u0, u2) , (u0, u3) devemos começar por determinar
o intervalo de variação de z de forma a que a matriz inicial X0 tenha entradas reais. Para
tal, determinamos quando é que
3a2 + 3b2 + b (4− 12z)− 4 (1− 3z)2 − 2a (−2 + 5b+ 6z) ≥ 0 :
• Para o par (u0, u0) , verificamos que X0 terá entradas complexas, excepto no caso
particular em que z =
1− u0
3
= 0.330023. Neste caso, a partir do valor de z e







 . Assim, as
seguintes iteradas serão determinadas através da matriz T dada por
T =
[
0.333333 + 0.668224a− 0.00155765b 0.333333− 0.30694a− 0.0263932b 0.333333− 0.361284a+ 0.0279509b
0.333333− 0.30694a− 0.0263932b 0.333333 + 0.166667a+ 0.5b 0.333333 + 0.196175a− 0.529509b
0.333333− 0.361284a+ 0.0279509b 0.333333 + 0.196175a− 0.529509b 0.333333 + 0.165109a+ 0.501558b
]
A região Λz fica completamente determinada por
Λz = {(a, b) ∈ ]0, 1]× ]0, 1] : t12 ≥ 0 ∧ t13 ≥ 0 ∧ t23 ≥ 0}
Neste caso, Λz é a região representada na Figura 6.8. Assim, todos os pares de
valores próprios do ciclo {(u0, u0) , (u1, u1) , (u2, u2) , (u3, u3)} pertencem à região.
• Para o par (u0, u1) verificamos que, para X0 ter entradas reais, temos de impor
3a2 + 3b2 + b (4− 12z) − 4 (1− 3z)2 − 2a (−2 + 5b+ 6z) ≥ 0, que é válido sempre
que −0.145539 ≤ z ≤ 0.488543, mas como z também tem de ser não negativo, temos
0 ≤ z ≤ 0.488543. Para qualquer z neste intervalo, repetimos o processo: determi-
namos a matriz P através do valor do z escolhido e de (u0, u1) e a matriz T (que
6.1 O conjunto Ωn 131
Figura 6.8: Região Λz, com z = 0.330023
nos dá as iteradas Xi, em função da sequência dos pares de valores próprios). A
partir da região Λz, verificamos cada par. Por exemplo, para z = 0.1, temos a região
Λz representada na Figura 6.9, e verificamos que
(0.00993247, 0.961055) /∈ Λz
(0.961055, 0.851775) /∈ Λz
(0.851775, 0.5) /∈ Λz
(0.5, 0.00993247) ∈ Λz.
• Para o par (u0, u2) verificamos que, para X0 ter entradas reais, temos de impor
3a2 + 3b2 + b (4− 12z)− 4 (1− 3z)2 − 2a (−2 + 5b+ 6z) ≥ 0, o que é válido sempre
que −0.090899 ≤ z ≤ 0.47033, mas como z também tem de ser não negativo, temos
0 ≤ z ≤ 0.47033. O restante processo é análogo ao descrito anteriormente. Por
exemplo, para z = 0.4, temos a região Λz representada na Figura 6.10 e verificamos
que nenhum dos pares de valores próprios do ciclo pertence à região.
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Figura 6.9: Região Λz, com z = 0.1
Figura 6.10: Região Λz, com z = 0.4
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6.2 Dinâmica discreta no conjunto das cadeias de Markov
Como referimos anteriormente, cada matriz estocástica determina uma cadeia de Markov.
Assim, a dinâmica em Λn (λ) gerada pela iteração por Gλ, corresponde a um sistema
dinâmico no conjunto das cadeias de Markov reversíveis, já que consideramos matrizes
simétricas. Como o conjunto Λn (λ) é muito vasto, iremos estudar famílias de matrizes
pertencentes a Λn (λ), para um certo inteiro positivo n, que sejam invariantes sob a itera-
ção de Gλ e que tenham potencial interesse na análise de cadeias de Markov. Salientamos
que podem ser obtidas diferentes cadeias de Markov, embora a iteração seja sempre sob a
acção da aplicação Gλ.
A ideia geral é a seguinte: seja λ ∈ [0, 4]; começamos por considerar uma cadeia de
Markov particular caracterizada por uma matriz estocástica X ∈ Λn (λ). Esta cadeia
de Markov pode ser vista como o modelo de um certo sistema num certo estado. As
mudanças estruturais periódicas que ocorrem no sistema são caracterizadas pelas iterações
da aplicação Gλ. A iteração sob a acção de Gλ do estado inicial X irá corresponder a um
novo estado, que é mais uma vez modelado por uma cadeia de Markov caracterizada pela
matriz estocástica Gλ (X). Desta forma, obtemos um processo evolutivo para as cadeias
de Markov que poderá ser estudado aplicando técnicas usadas no estudo da iteração no
intervalo.
6.2.1 O caso redutível
Uma matriz X ∈Mn (R) , n ≥ 2, diz-se redutível se existir uma matriz de permutação
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onde A ∈ Mr (R) , C ∈ Mn−r (R) e B ∈ Mr,n−r (R). Caso contrário, a matriz X diz-se
irredutível.
Uma das propriedades de uma matriz redutível X é a seguinte: as potências de X, Xk,
têm entradas nulas para todo o inteiro positivo k (uma matriz redutível tem de ter pelo
menos n− 1 entradas nulas).




y0 0 z0 0
0 y0 0 z0
z0 0 y0 0
0 z0 0 y0

 .
De forma a Y ser estocástica, temos de ter 0 ≤ y0, z0 ≤ 1 e y0+z0 = 1. Os valores próprios
de Y são y0− z0 e y0+ z0 = 1, ambos de multiplicidade 2. Logo, se y0 > z0, a matriz Y é
definida positiva, com Y ∈ Ω4. A k-ésima iterada de Y por Gλ terá a forma
Gkλ (Y ) =


yk 0 zk 0
0 yk 0 zk
zk 0 yk 0




yk+1 = 1− λyk + λy2k + λz2k e
zk+1 = (2yk − 1)λzk.
(6.4)
Verificamos que Gλ preserva o formato matricial inicial e que os valores próprios de
Gλ (Y ) são yk − zk e yk + zk = 1. Temos, de facto, um sistema unidimensional com
yk+1 = 1− λyk + λy2k + λ (1− yk)2 = 1 + λ− 3λyk + 2λy2k. (6.5)
Podemos então analisar o comportamento dinâmico de Gλ directamente, a partir das
entradas da matriz e, em particular, analisar se alguma das entradas será eventualmente
negativa. A aplicação x → hλ (x) := 1 + λ− 3λx+ 2λx2, restrita a x ∈ [1/2, 1] , de forma
a satisfazer as condições enunciadas anteriormente, permanece no intervalo [1/2, 1] . Isto
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significa que, para todo o λ ∈ [0, 4], todas as entradas de Gkλ (Y ) são não negativas e que,
para todo o k, o conjunto destas matrizes é invariante sob a acção da aplicação Gλ, em
particular yk ∈ [1/2, 1].
Na Figura 6.11 podemos observar a representação das duas cadeias de Markov obtidas,
com vértices {1, 3} e {2, 4}, associadas a um 2-full-shift, acoplado pela recorrência (6.4).
Figura 6.11: Grafos associados à evolução das cadeias de Markov redutíveis, com n = 4,
sendo yk e zk as probabilidades de transição na k-ésima iteração
Para cada iterada k, obtemos uma cadeia de Markov para a qual a probabilidade de
manter o mesmo estado é igual a yk e a probabilidade de transição para um estado diferente
é dada por zk = 1 − yk. Na próxima iteração, ou geração, a probabilidade de manter o
mesmo estado é igual a yk+1 = hλ (yk) = 1 + λ− 3λyk + 2λy2k.
Exemplo 6.7 Nas Figuras 6.12 e 6.13 exemplificamos a evolução desta probabilidade,
iniciando em y0 = 0.7 e considerando λ = 3 e λ = 4, respectivamente.
É interessante notar que a aplicação hλ, com λ ∈ [0, 4] , reproduz as diferentes carac-
terísticas da dinâmica da aplicação quadrática, como podemos ver no diagrama de bifur-
cação de hλ, na Figura 6.14.
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Figura 6.12: Evolução da probabilidade de manter o mesmo estado, yk, considerando λ = 3
e a condição inicial y0 = 0.7
Figura 6.13: Evolução da probabilidade de manter o mesmo estado, yk, considerando λ = 4
e a condição inicial y0 = 0.7
Se λ = 2 (ou λ < 3), toda a condição inicial pertencente ao intervalo [1/2, 1[ é atraída,
sob a acção da aplicação hλ, para o ponto fixo. Se λ = 3.56995... teremos o ponto de
Feigenbaum, que assinala o início do caos. Se λ > 3.56995... teremos entropia topológica
positiva e um número infinito de pontos periódicos repulsivos, [SKSF97].
Estabelecemos a generalização natural do que observámos no próximo resultado:
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Figura 6.14: Diagrama de bifurcação da aplicação hλ




y 0 z 0 z · · · 0
0 y 0 z 0 · · · z
z 0 y 0 z · · · 0
0 z 0 y 0 · · · z
z 0 z 0 y 0
· · · · · · · · ·







λ (Y ) =


yk 0 zk 0 zk · · · 0
0 yk 0 zk 0 · · · zk
zk 0 yk 0 zk · · · 0
0 zk 0 yk 0 · · · zk
zk 0 zk 0 yk · · · 0
· · · · · · · · ·





yk+1 = 1− λyk + λy2k + λnz2k ,
zk+1 = (2yk − 1)λzk + λ (n− 1) z2k
(6.7)
e
y0 = y, z0 = z, yk + nzk = 1. (6.8)
Em particular Gkλ (Y ) ∈ Ω2n+2 para todo o inteiro positivo k, com λ ∈ [0, 4].
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Dem. Se Y é da forma (6.6) e estocástica, então y = 1− nz e z ∈ [0, 1/n]. Os valores
próprios de uma matriz da forma (6.6) são y + nz e y − z. Como Y é definida positiva,
temos y > z e Gλ (Yk) pertence a Ω2n+2. Além disso, efectuando o cálculo directo de
Gλ (Yk) , obtemos a referida relação de recorrência para yk+1 e a matriz Yk+1 também da
forma (6.6). Logo yk+1+nzk+1 = 1. Por indução, o resultado obtém-se para todo o inteiro
positivo k.
6.2.2 O caso primitivo
Seja X ∈Mn (R) uma matriz não negativa e irredutível. A matriz X diz-se primitiva
se tem um único valor próprio cujo valor absoluto é máximo. Pode provar-se que, se
X ∈Mn (R) é uma matriz não negativa, então X é primitiva se e só se qualquer entrada de
Xk é positiva, para um determinado inteiro positivo k. Pelo Teorema de Perron Frobenius,
se X é uma matriz primitiva não negativa, então um dos seus valores próprios é positivo











Esta matriz é primitiva se e só se y0 = 0. Para que Y seja estocástica, temos de impor
0 ≤ y0, x0 ≤ 1 e 2y0 + x0 = 1. Os valores próprios de Y são 1 e 1 − 3y0 (o último
tem multiplicidade 2). Neste caso, temos de considerar y0 < 1/3 para assegurar que Y é
definida positiva, de modo a que Y ∈ Ω3. Calculando Gkλ (Y ) explicitamente, verificamos
que é sempre da forma
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e, consequentemente, temos xk = 1 − 2yk. Concluímos ainda, por cálculo directo que
yk = λyk−1 (1− 3yk−1). Isto significa que, neste caso, a dinâmica das entradas da matriz
pode ser dada explicitamente, usando o espectro. Notemos que a aplicação quadrática
fλ,3 (y) = λy (1− 3y) aplica o intervalo [0, 1/3] nele próprio e reproduz a dinâmica da
aplicação logística no intervalo unitário. Concluímos ainda que todas as entradas de
Gkλ (Y ) são não negativas para todo o y0 ∈ [0, 1/3[ e todo o k.
Na generalização deste caso, consideramos a família Y de matrizes reais n× n para a
qual as entradas fora da diagonal principal são iguais a y e na diagonal principal são iguais
a x = 1 − (n− 1) y. Seja fλ,n (y) = λy (1− ny). A aplicação fλ,n (y) aplica o intervalo
[0, 1/n] nele próprio e reproduz a dinâmica da aplicação logística no intervalo unitário.
Assim, temos:









. . . . . . y







λ (Y ) =







. . . . . . yk





xk+1 = 1− (n− 1)yk+1, yk+1 = λyk (1− nyk) ,
e
y0 = y, x0 = x.
Em particular, Gkλ (Y ) ∈ Ωn para todo o inteiro positivo k, com λ ∈ [0, 4].
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Dem. Se Y é da forma (6.9) e pertence a Ωn, então x = 1− (n− 1) y e y ∈ [0, 1/n].
Os valores próprios de uma matriz da forma (6.9) são x + (n− 1) y e x − y. Como Y
é definida positiva, temos x > y e Gλ (Yk) pertence a Ωn. Calculando explicitamente
Gλ (Yk) , obtemos a relação de recorrência enunciada para yk+1 e uma matriz Yk+1 que
é também da forma (6.9). Logo xk+1 + (n− 1) yk+1 = 1. Por indução verificamos que o
resultado é válido para todo o inteiro positivo k.
Exemplo 6.10 Consideremos o caso n = 5 e λ = 4. Na Figura 6.15 observamos a repre-
sentação das cadeias de Markov obtidas, bem como a representação da dinâmica da própria
cadeia, com y0 ∈ [0, 1/5] e x0 = 1− 4y0.
Figura 6.15: Grafos associados à evolução das cadeias de Markov primitivas, para n = 5,
sendo yk e xk as probabilidades de transição na k-ésima iteração
Nas Figuras 6.16 e 6.17 exemplificamos a evolução das iteradas das cadeias de Markov
para diferentes condições iniciais. Para cada iterada k, obtemos uma cadeia de Markov
para a qual a probabilidade de mudar de estado é igual a yk e a probabilidade de manter o
mesmo estado é dada por xk = 1− (n− 1)yk.
Esta família de matrizes estocásticas Y ∈ Ωn, caracterizadas pelas duas variáveis x e y
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Figura 6.16: Evolução da probabilidade de mudar de estado, yk, considerando λ = 4 e a
condição inicial y0 = 0.1850217... (período 4)
Figura 6.17: Evolução da probabilidade de mudar de estado, yk, considerando λ = 4 e a
condição inicial y0 = 0.1889865... (não periódica)
associadas à probabilidade de permanecer no mesmo estado e à probabilidade de mudar de
estado, respectivamente, é preservada pela aplicação matricial Gλ e a dinâmica é, dadas as
entradas da matriz, determinada por uma aplicação unidimensional fλ,n, onde n é a ordem
da matriz. Começando com o parâmetro λ = 0 e aumentando o seu valor, seguimos a rota
para o caos através da duplicação de período, por sucessivas bifurcações. Obtemos assim
sucessivas cadeias de Markov: primeiro um ponto fixo, depois o período 2, período 4, e
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assim sucessivamente. Como vimos no exemplo, é também possível escolher um parâmetro
apropriado, de forma a obter órbitas de cadeias de Markov que são aperiódicas.
6.3 Conclusões
Ao considerarmos certas subálgebras de matrizes estocáticas simétricas, escolhidas
pelas suas características e possíveis aplicações, e uma determinada aplicação quadrática,
escolhida de forma a que a estocacidade seja preservada, obtemos vários exemplos de
sistemas dinâmicos discretos no espaço das cadeias de Markov reversíveis, já que cada
uma das matrizes estocásticas caracteriza uma cadeia de Markov.
A análise do comportamento dinâmico destes sistemas nos respectivos subespaços in-
variantes permite-nos verificar que a dependência do parâmetro da família quadrática é
reproduzida no espectro das matrizes estocásticas e que, em certas subclasses, o referido
comportamento dinâmico também é obtido nas entradas da matriz. A aplicação matricial
reproduz a dinâmica da aplicação logística no intervalo unitário e, assim sendo, verificamos
a existência da sensibilidade às condições iniciais que, consoante o parâmetro escolhido,
correspondem a cadeias de Markov reversíveis que, pela iteração matricial, são atraídas
para um ponto fixo, para um ponto periódico ou para um ponto aperiódico. A coexistência
de um número infinito de órbitas periódicas repulsivas é também uma das características
do caos, presente nestes sistemas.
Como a dinâmica da aplicação quadrática está amplamente estudada, estamos em
condições de estudar e analisar em detalhe o comportamento dinâmico de cadeias de
Markov reversíveis, decorrente das matrizes estocásticas simétricas, que evoluem sob a
iteração da aplicação quadrática matricial Gλ. Este estudo pode ser feito tendo em conta
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a escolha das condições inicias (correspondente a uma cadeia de Markov inicial) e a de-
pendência do parâmetro λ ∈ [0, 4]. Por exemplo, se λ ≤ 2 para toda a condição inicial
a órbita correspondente é atraída para o ponto fixo. Se λ ≤ 3.56995... (ponto de Feigen-
baum) a ocorrência de pontos periódicos é limitada àqueles cujo período é igual a 2k,
para um certo inteiro positivo k. Se λ > 3.56995... então existe um número infinito de
pontos periódicos repulsivos com períodos condicionados pelo Teorema 2.30, o teorema
de Sharkovsky. Este facto tem reflexo directo na dinâmica das matrizes estocásticas e
respectiva evolução nas cadeias de Markov.
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