[1] Recent theoretical and empirical studies show that the generalization ability of artificial neural networks can be improved by combining several artificial neural networks in redundant ensembles. In this paper, a review is given of popular ensemble methods. Six approaches for creating artificial neural network ensembles are applied in pooled flood frequency analysis for estimating the index flood and the 10-year flood quantile. The results show that artificial neural network ensembles generate improved flood estimates and are less sensitive to the choice of initial parameters when compared with a single artificial neural network. Factors that may affect the generalization of an artificial neural network ensemble are analyzed. In terms of the methods for creating ensemble members, the model diversity introduced by varying the initial conditions of the base artificial neural networks to reduce the prediction error is comparable with more sophisticated methods, such as bagging and boosting. When the same method for creating ensemble members is used, combining member networks using stacking is generally better than using simple averaging. An ensemble size of at least 10 artificial neural networks is suggested to achieve sufficient generalization ability. In comparison with parametric regression methods, properly designed artificial neural network ensembles can significantly reduce the prediction error.
Introduction
[2] An artificial neural network (ANN), as a relatively new approach to modeling both regression and classification problems, has numerous applications in many scientific fields. ANNs have been widely used for solving a range of hydrological problems such as rainfall-runoff modeling, streamflow forecasting, water quality modeling, groundwater modeling, hydrological time series modeling, and reservoir operation [Task Committee, 2000] . Govindaraju and Rao [2000] demonstrate the diverse applications in hydrology and document a range of ANN architectures and training algorithms.
[3] Probably the greatest concern with the application of ANNs is the generalization ability as reflected in the prediction accuracy on data that were not used to train the model. Recent studies show that the generalization ability of ANNs can be improved by combining several ANNs in redundant ensembles, where the member networks are redundant in that each of them provides a solution to the same task, or task component, even though this solution might be obtained by different methods [Sharkey, 1999] . This approach is now formally known as an artificial neural network ensemble. An ANN ensemble is a finite number of ANNs that are trained for the identical purpose whose predictions are combined to generate a unique output. ANN ensembles offer a number of advantages over a single ANN in that they have the potential for improved generalization and increased stability [Sharkey, 1999] . Ensemble methods have been successfully applied in various domains, such as time series prediction, robotics, and medical diagnosis. See and Abrahart [2001] used ANN data fusion strategies for continuous river level forecasting where data fusion is the amalgamation of information from multiple sensors and/or different data sources. Abrahart and See [2002] evaluated six data fusion strategies and found that ANN data fusion provided the best solution for a stable region. Cannon and Whitfield [2002] used a bootstrap aggregated ANN ensemble as a downscaling model to predict streamflow and changes in streamflow conditions in British Columbia, Canada. The results showed that an ANN ensemble was better than a stepwise linear regression model and that an ensemble approach helped to mitigate some of the problems commonly encountered when applying ANNs in hydrology. There have been theoretical studies to explain the working mechanisms of ANN ensembles. Hansen and Salamon [1990] established that the generalization ability of a single ANN can be significantly improved using an ensemble of ANNs with a plurality consensus scheme in which the final decision is the classification reached by the majority of the networks. Krogh and Vedelsby [1995] established that the generalization ability of an ensemble is determined by the average generalization ability and the average ambiguity of the individual ANNs that constitute the ensemble.
[4] The success of the ensemble approach motivates further investigation of its suitability in solving problems in hydrologic modeling. In this paper, a review is provided of popular methods for creating ANN ensembles. Since most ensemble methods were originally proposed for solving classification problems, the effectiveness of ensemble approaches in solving a typical regression problem in pooled flood frequency analysis (also known as regional flood frequency analysis) is evaluated.
[5] Accurate flood quantile estimates are required for the design of hydraulic structures and for floodplain management. To obtain improved flood estimates, pooled flood frequency analysis has been introduced. Pooled flood frequency analysis is a viable approach to obtain reliable flood estimates at catchments where the flood record is either short or not available. There have been two main approaches to pooled flood frequency analysis: the index flood method [Dalrymple, 1960] and the quantile regression method. In the index flood method it is assumed that the distributions of flood peaks at different sites within a pooling group are the same except for a scale parameter that is the index flood for a site. Accurate estimation of the index flood is important, since uncertainty in the index flood estimate is often a major contributor to uncertainty in quantile estimates at ungaged sites. In the regression-based method, catchment characteristics of a site are related to the flood quantile of interest using a regression model. This method can also be used to estimate the index flood of an ungaged site [Zrinji and Burn, 1994; Hosking and Wallis, 1997] .
[6] The ANN ensemble models implemented in this paper are applied to regression-based pooled flood frequency analysis. The use of an ANN is due to its capability of capturing complex nonlinear relationships in the underlying data that are often missed by conventional regression methods, such as multiple linear regression. Using more formal terms of regression to describe the ANN model, let x be the site characteristics of a site in a pooling group (the input variables), y is the index flood or flood quantile of the site, and then the relationship between x and y can be expressed as
where f (x) is the output of the physical system and e(x) is noise. The task of regression is to approximate the function f (x). The implementation of the ANN model usually involves three phases: a training phase to determine the model parameters from a set of training data, a validation phase to estimate the generalization ability of the model, and a test phase to calculate the output using the optimized model.
[7] The remaining parts of this paper are organized as follows. An introduction to ensemble methods is given in section 2. In section 3, ANN ensemble models used for flood frequency analysis are presented. In section 4, various ensemble methods are analyzed and compared. Section 5 summarizes the important research conclusions.
General Ensemble Methods
[8] The creation of an ensemble can be divided into two steps. The first step is to create individual ensemble members, and the second step is the appropriate combination of output from the ensemble members to produce the ensemble output. There are many different methods that have been proposed for creating ensembles. Opitz and Maclin [1999] and Sharkey [1999] provide reviews of ensemble methods.
Methods for Creating Ensemble Members
[9] The main reason for combining ANNs in redundant ensemble is to achieve better performance. Apparently, there is no advantage to combining a set of identical nets that have similar generalization patterns. The goal is therefore to design nets with diverse generalization ability. The following approaches are the most widely used [Sharkey, 1999] : (1) manipulating the set of initial random weights, (2) varying the topologies, (3) varying the training algorithm, or (4) manipulating the training set. Among these approaches, the simplest way for creating diverse ensemble members is to train each network using randomly initialized weights. However, more elaborate approaches of training different ANNs on different training sets have received the most attention, with two popular methods being bagging [Breiman, 1996a] and boosting [Freund and Schapire, 1996; Schapire, 1990] . Both of these methods are based on resampling techniques to alter the training sets for each component network. Dietterich [2000] compared the performance of randomization, bagging, and boosting. The results showed that boosting often gives the best results, while bagging and randomization give similar performance. 2.1.1. Bagging
[10] Bagging [Breiman, 1996a] is an acronym for ''bootstrap aggregation'' and was originally proposed in connection with classification and regression trees. This approach is based on the bootstrap statistical resampling technique [Efron and Tibshirani, 1993] , to generate diverse training sets that are used to train the members composing an ensemble. Suppose the training set T consists of m instances. Each instance is assigned a probability of 1/m, and the training set of a member network, T B , is generated by sampling with replacement m times from the original training set T, using these probabilities. Thus many cases in T may be repeated several times in T B , while others may be left out. This process is repeated and each member network is generated with a different random sampling of the original training set.
[11] Breiman [1996a] concluded that bagging is effective on ''unstable'' learning algorithms. Predictors such as ANNs and regression trees are suitable for bagging. Carney and Cunningham [1999] and Zhang [1999] studied bagging in the context of ANNs and concluded that model generalization ability can be significantly improved.
Boosting
[12] Boosting algorithms [Schapire, 1990; Freund and Schapire, 1996] achieve improved performance by producing a series of predictors trained with a different distribution of the original training data. The algorithm trains the first predictor with the original training set, and the training set of a new predictor is assembled based on the performance of the previous predictors. The learning patterns whose predicted values obtained from the previous predictor differ significantly from their observed values are adjusted with higher probability of being sampled, so they will have a greater chance of appearing in the new training set than those correctly predicted. Thus different predictors are specialized in different parts of the observation space.
[13] Since the standard version of boosting is designed for classification, an algorithm ADABoost.R2 [Drucker, 1997] , designed to work for regression, is employed in this research. ADABoost.R2 is a variation on the ADABoost.R algorithm [Freund and Schapire, 1996] . When applied to ANNs, ADABoost.R2 proceeds by iteratively training networks using training sets determined by the performance of the previous network. An important feature of the ADABoost.R2 algorithm is the sampling distribution. Suppose the training set T consists of m instances (x 1 , y 1 ), . . ., (x m , y m ), the ith element of T has a value in the sampling distribution D t (i) at step t, and this value represents the probability of that element being included in the next training set. The following is a description of the AdaBoost.R2 algorithm [Drucker, 1997] .
[14] Initially, each value in the distribution is assigned the same value so that each element in the initial data set has an equal chance of being included in the first training set and set the step t = 1:
Iterate the following while the average loss L, defined below, is less than 0.5 or a preset number of networks are constructed.
[15] 1. Populate a new training set NT t from the original training data set T using the distribution D t .
[16] 2. Construct a new network h t , and train it using NT t .
[17] 3. Calculate the maximum loss, L max , over the initial training set T where
[18] 4. Calculate the individual loss for each element in the initial training set as follows:
[19] 5. Calculate the weighted average loss:
[20] 6. Set
[21] 7. Update the distribution D t :
where Z t is a normalization factor chosen such that D t+1 is a distribution.
[22] 8. t = t + 1.
[23] Drucker [1997, 1999] showed that this algorithm was, in most cases, better than bagging in terms of prediction error when applied to ANNs.
Methods for Combining ANNs
[24] Once a set of ANNs has been created, an effective way of combining different network outputs must be found. Ahmad and Zhang [2002] provide a review of methods for combining member networks. The two most commonly used methods are linear combination and stacked generalization.
Averaging and Weighted Averaging
[25] Linear combination of the outputs of ensemble members is one of the most popular approaches for combining network outputs. A single output can be created from the outputs of a set of networks via simple averaging, or a weighted average that considers the relative performance of each network. Suppose we derived K individual networks using the bagging or boosting procedure and the ith pattern has an observed value y i and a predicted valueŷ i k obtained from the kth network. Combining using simple averaging is defined asŷ
This method of combination is easy to implement and can lead to improved performance [Perrone and Cooper, 1993; Bishop, 1995] .
Stacking
[26] Under stacking [Wolpert, 1992] an additional model is used to learn how to combine the networks by tuning its weights over the feature space. The outputs from a set of level 0 generalizers, which are the ensemble members, are fed to a level 1 generalizer, which is trained to produce appropriate output. This method has been reported by Drucker [1997] and Hu and Tsoukalas [2003] to be successful in improving the generalization ability of ANNs. The stacking algorithm developed by Breiman [1996b] suggests minimizing the following function:
This algorithm produces estimates for the coefficientsĉ 1 , c 2 , . . .,ĉ K , which are used to construct the ensemble prediction:ŷ
Equation (9) minimizes squared absolute differences between observed and predicted values. This process, however, when used to determine the coefficients, may be dominated by those patterns with a large error. A better choice, as adopted in this study, is to minimize the (squared) relative difference:
3. Regression-Based Methods for Pooled Flood Frequency Analysis
Parametric Regression Methods
[27] Parametric regression methods have been widely used in pooled flood frequency analysis. Unlike nonparametric regression approaches, such as ANNs, parametric regression methods require an assumption regarding the underlying model. The most commonly used model to describe the relationship between the flood quantile Q T and the catchment characteristics (x l , x 2 , . . ., x n ) is the power-form function [Thomas and Benson, 1970] 
where q i is the ith model parameter, a is the multiplicative error term, and n is the number of catchment characteristics.
[28] Parametric estimation of equation (12) can be divided into linear and nonlinear regression. Applying a linear regression technique, such as ordinary least squares (OLS), requires linearizing the power-form model by a logarithmic transformation. The estimation of the linearized model is theoretically unbiased in the logarithmic domain, but will be biased in the real flow domain [McCuen et al., 1990] . There are methods available for eliminating the bias by adjusting the intercept term; however, these methods are sensitive to the underlying normality assumption [Koch and Smillie, 1986] . Nonlinear regression methods directly optimize the model parameters by minimizing the estimation error in the actual flow domain. Pandey and Nguyen [1999] and Grover et al. [2002] provide reviews of commonly used linear and nonlinear regression methods and compare the relative performance of each method for the application in flood quantile and index flood estimation, respectively. Both groups concluded that nonlinear regression, with a properly selected objective function, provides more accurate estimates than linear regression. In the present paper, ordinary least squares regression (REG_OLS) and nonlinear regression (REG_NONLINEAR) are compared with the ANN models. The objective function of the nonlinear regression is selected to minimize the relative difference between the observed and predicted flow as suggested by Grover et al. [2002] ,
where Q T,i andQ T,i are observed and predicted flood statistics, respectively, at site i.
The Single ANN Model
[29] The multilayer perceptron (MLP) is chosen as the base ANN model forming an ensemble. A major advantage of MLPs is that given sufficient hidden units and enough data, they can learn, to any accuracy, a response relationship of arbitrary complexity between input and output variables. In other words, they are universal approximators. The introduction and statistical interpretation of the MLP can be found in major texts, such as Bishop [1995] and Ripley [1996] . Reed and Marks [1999] provide a general review of MLP training algorithms and practical hints for improving network generalization.
[30] An MLP having one output node, one hidden layer, and one input layer is used in this study. The system input will be a set of catchment descriptors that may explain the catchment flood generation mechanisms. The output of the system will be the flood quantile or the index flood. The neurons in the hidden layer use the tan-sigmoid transfer function, while a linear transfer function is adopted for neurons in the output layer. Choosing the linear transfer function for the output units has the benefit of a potentially unbounded output to match the characteristics of the actual flood quantile.
[31] Methods for designing and training an MLP can be easily obtained from general ANN texts. A number of points that are unique to the present implementation are explained below.
Data Preprocessing
[32] Appropriate data preprocessing is necessary for the input and output data to ANNs. In all cases, inputs fed to ANNs are normalized to zero mean and unit standard deviation and the output uses a logarithmic transformation. Most commonly used error functions depend solely on the difference between an observed value y and a predicted valueŷ. If a linear transformation is used for the output, the ANN will concentrate the effort on learning patterns for which jy Àŷj is large instead of treating each pattern to be of equivalent importance. This problem can be worse ifŷ is very noisy. By taking logarithms, these problems can be mitigated, since a difference between two logarithmic transformed values measures the ratio of the original values. Using a logarithmic transformation of the output can have approximately the same effect as dealing with the relative difference j(y Àŷ)/yj or j(y Àŷ)/ŷj, rather than simple differences [Sarle, 2003] .
Training Algorithm
[33] The basic back propagation algorithm for training an MLP adjusts the weights using gradient descent. A drawback of this algorithm is that it needs a long learning time and is affected by local minima. A more efficient algorithm, called the Levenberg-Marquardt (LM) algorithm [Hagan and Menhaj, 1994] , is used in this study. This algorithm has the capability of finding optimal solutions for a variety of problems and is much faster than the gradient descent method. Implementing the algorithm requires the scalar parameter m [Demuth and Beale, 2003] . The initial value of m is set as 0.005. This value is multiplied by m d = 0.1 whenever the performance function is reduced by a step and is multiplied by m i = 10 whenever a step would increase the performance function. If m becomes larger than m max = 1 Â 10 6 , the algorithm is stopped. Alternatively, if the training epochs exceed the maximum training epochs, 300, training will stop.
Improving Generalization Ability
[34] A common problem during ANN training is poor generalization that may occur due to underfitting or overfitting. In the case of underfitting, poor generalization may be due to insufficient training time or an insufficient number of hidden units. The problem may be overcome by increasing the number of training iterations or using a different network configuration. In the case of overfitting, the prediction error on the training set has a very small value; however, when new data are presented to the network, the error is large. Two effective approaches to improve generalization are regularization and early stopping [Bishop, 1995] . With early stopping, a separate validation set needs to be taken from the training set, which can be problematic in the case of flood frequency analysis where the available data sets tend to be small. Furthermore, how to optimally select the validation set and when to stop training still remain as major difficulties in the application of this method. Regularization, which is less affected by these problems, is used in this study.
[35] The idea behind regularization is to modify the performance function to generate a network with smaller weights and biases, and thus a smoother response that is less likely to result in overfitting. Suppose the performance function is chosen to be the mean of the sum of squares of the network errors, mse, on the training set. By adding a term msw that consists of the mean of the sum of squares of the network weights and biases, the modified performance function can be expressed as
where l is the regularization parameter. The success of regularization depends on the choice of an appropriate value of l. This study adopts the method by MacKay [1992] , which determines the optimal l automatically in a Bayesian framework.
The Ensemble Approaches
[36] The general methods for creating ANN ensemble were introduced in section 2. Several approaches formed by variations and/or combinations of the methods will be applied to compare their effectiveness in solving the regression problem of flood statistic estimation. Specifically, the following approaches are adopted:
[37] 1. In the basic network ensemble with simple averaging (NN_BASIC_MEAN) method, each ANN is trained using the original training set and thus only differs from the other networks in the ensemble by its random initial weights. Trained ANNs are combined using simple averaging to generate the ensemble output. This method is included because several researchers [Agrafiotis et al., 2002; Opitz and Maclin, 1999] found that this simple method may produce results as accurate as the more complex bagging and boosting methods.
[38] 2. The basic network ensemble with stacking (NN_BASIC_STACK) method uses the same method as NN_BASIC_MEAN to generate ensemble members; however, the combination of the member networks uses the stacking algorithm.
[39] 3. In the bagging with simple averaging (NN_ BAG_MEAN) method, each ANN in the ensemble is trained using a randomly sampled training set. Trained ANNs are combined using simple averaging to generate the ensemble output.
[40] 4. The bagging with stacking (NN_BAG_STACK) method uses the same method as NN_BAG_MEAN to generate ensemble members; however, the combination of the member networks uses the stacking algorithm.
[41] 5. In the Adaboost.R2 (NN_BOOST_MEDIAN) method, the Adaboost.R2 algorithm is implemented to generate a series of predictors. The cumulative output is the weighted median of the predictors, as suggested by Drucker [1997] . The following is the procedure for calculating the cumulative output: For a particular input x i , each ensemble member makes a prediction h t , t = 1, . . ., T. Each h t is associated with b t calculated by equation (6). To get the ensemble output, the predictions are relabeled such that h 1 < h 2 < . . . < h T and b t are sorted to retain the association of each h t . Then the sorted b t are summed until the smallest t = t s is found such that the following inequality
is satisfied, and the ensemble output for the ith input is h t s .
[42] 6. The Adaboost.R2 with stacking (NN_BOOST_ STACK) method uses the same method as NN_BOOST_ MEDIAN to generate ensemble members; however, the combination of the member networks uses the stacking algorithm.
Application

Data Sets
[43] The study region includes catchments from England, Scotland, and Wales, in the United Kingdom. The United Kingdom is part of a climate region for which flooding arises mostly from frontal cyclonic precipitation [Hayden, 1988] .
[44] The data for flood frequency analysis used in this study were obtained from the Flood Estimation Handbook CD-ROM [Institute of Hydrology, 1999] . Catchments meeting the following six criteria were selected for the study: (1) Catchments must be essentially rural; (2) there could be no significant reservoir and lake attenuation effect for the flood events for the catchments; (3) catchment size is in the interval of 10-1000 km 2 ; (4) an average of four to five peaks-over-threshold (POT) events per year were required for the catchment flood record; (5) catchment records were required to have minimal gaps in the data record; and (6) catchments must have a minimum record length of 10 years. According to these criteria, 404 catchments were selected. For a detailed description of the data sets, refer to Cunderlik and Burn [2002] . The location of the catchment centroids in the study region can be seen in Figure 1 . The drainage area statistics of the catchments are summarized in Table 1 .
[45] The index flood and one representative quantile (the 10-year flood quantile) are selected for this study. The 10-year flood quantile is selected because it is often of concern from a design perspective and is also a quantile that can be estimated reliably from the length of data record available for the catchments in the database. For each site of the study region the index flood is estimated as the mean of the annual maximum flood series and the 10-year flood quantile is estimated assum-ing a generalized-logistic distribution according to recommendations in the Flood Estimation Handbook [Institute of Hydrology, 1999] . Variables used to estimate the index flood and the flood quantile are selected according to both hydrological criteria and statistical criteria. The objective of the selection is to get a relatively small set of variables that provides a good statistical fit and gives a sound hydrological model [Institute of Hydrology, 1999] . Five catchment characteristics representing catchment drainage area (AREA), standard average annual rainfall (SAAR), soil drainage type (represented by SPRHOST and BFIHOST), and reservoir/lake effects (FARL) are selected according to these criteria as reported by the Institute of Hydrology [1999] . AREA [km 2 ] is the catchment drainage area based on drainage boundaries defined by a digital terrain model. SAAR [mm] is the average annual rainfall for the standard period 1961 -1990 represents standard percentage runoff (SPR) derived from HOST (hydrology of soil types) classification. BFIHOST represents the base flow index (BFI) determined from the HOST classification. It is a nondimensional number that ranges from 0 to 1. SPRHOST and BFIHOST for each catchment are estimated using the HOST classification and an area-weighting method. FARL is the index of flood attenuation due to reservoirs or lakes. FARL ranges from 0 to 1, and a value close to 1 means there is little flood attenuation due to reservoirs and lakes. Summary statistics of these variables are shown in Table 2 .
Evaluation Methodology
[46] The index flood and flood quantile estimates from the resulting models are assessed using three indices: the relative squared error (RSError), the percent relative error (PRError), and the relative bias (RBias). The equations for these indices are as follows:
PRError
where n is the number of catchments in the prediction set andQ and Q are the predicted and the observed flood statistic, respectively, for site i. Both RSError and PRError describe the error in the predictive ability of the model, and RBias describes whether the model tends to overpredict or underpredict. The indices are chosen to be dimensionless to eliminate the influence of the differences in the flow magnitudes for different catchments.
[47] The generalization error is estimated using tenfold cross validation. In tenfold cross validation the available data are divided into 10 subsets of approximately equal size. Each model is then trained 10 times, each time leaving out one of the subsets from the training set, and using only the omitted subset to compute the performance indices. Since ANNs are sensitive to the initial parameter selection, each method will entail a number of cross-validation runs, and the mean and standard deviation of the errors are reported to reflect the true generalization ability of each method.
[48] Since the performance indices used in this study are related to three different aspects of model performance, the overall performance of each model is evaluated using a rank score. This technique was used in previous work in regression-based pooled flood frequency analysis by Pandey and Nguyen [1999] and Grover et al. [2002] . To calculate the rank score, the models are ranked from the best to the worst according to the performance indices. A score of 1 is assigned for the best model and p is assigned for the worst, supposing there are p models for evaluation. For each model, the scores for the different performance indices are summed to obtain the overall rank score R o for the model. Supposing there are q indices, then the overall rank scores are in the range [q, pq] . For convenience, the overall rank scores can be transformed to standardized rank scores R s using
such that the standardized rank scores are in the range [0, 1], and an R s close to 1 is associated with a model with good performance.
Results and Discussion 4.3.1. Experiment Results
[49] Six approaches were presented in section 3.3 to create ANN ensembles. To make a fair comparison of the performance of these approaches, each ANN composing an ensemble uses the same design and training method as described in section 3.2. A relatively large ensemble size of 20 is used for each ensemble method. The ensemble approaches are also compared with the single ANN (NN_SINGLE), which is constructed the same as the base networks forming the ensembles. The ANNs used for both ensemble approaches and NN_SINGLE are randomly initialized, and 50 runs with independent initialization are tested for each method to reflect their true generalization ability.
[50] All the calculations were carried out on a fourprocessor Silicon Graphics Origin 200 running the IRIX 6.5 64-bit operating system. Programs were written using the Matlab programming language. The base ANN models were constructed using the Matlab Neural Network Toolbox [Demuth and Beale, 2003] . Each ANN is designed and trained using the method described in section 3.2. On the basis of the set of inputs selected, five hidden units are used in the hidden layer. Since there is no widely accepted guideline to determine the best number of hidden units, the initial number of hidden units was based on the guidance of Berry and Linoff [1997] , who claim the number of hidden units should never be more than twice as large as the number of inputs. The relatively small data size for model calibration tends to require a more compact network structure. Further optimization was carried out based on another tenfold cross-validation run in the training set. By increasing the hidden units from two to ten, the results indicate that five units in the hidden layer achieve sufficient generalization ability.
[51] The performance of the single ANN and the ensembles is summarized in Tables 3 and 4 for the index flood and 10-year flood quantile estimation, respectively. These tables list the mean and the standard deviation (SD) of the performance criteria obtained from 50 independent tenfold cross-validation runs. The modeling errors of each ANN ensemble method were plotted on a map of the study region (not shown), and no notable spatial patterns were observed.
Analysis and Comparison
[52] The following parts of this section start with a comparison between an individual ANN and ANN ensembles. This is followed by an examination of the factors that may affect the generalization ability of an ANN ensemble (i.e., the method used for creating ensemble members and the combination method). Finally, ANN ensembles are compared with parametric regression methods.
Single Versus Ensemble
[53] For index flood estimation, the average generalization ability of network ensembles is always better than that of individual predictors, regardless of the method used to construct the ensemble models. The better generalization ability is indicated (see Table 3 ) by a higher value in the rank score. The standard deviation for the ensembles is generally much lower than those for the single networks. The same conclusion can be reached for the quantile estimation. These results imply that the ensemble approaches are more accurate in flood estimation and less sensitive to the choice of initial parameters than is the case for a single ANN.
Randomization Versus Averaging Versus Boosting
[54] When the same combination method is used, boosting consistently outperforms bagging, and bagging is better than the basic ensemble method, as evidenced by the rank score for both index flood and quantile estimation. The improvements are mainly in the index RBias, as there is very little difference in the indices RSError and PRError when any two methods are compared. This means that the model diversity introduced by the basic ensemble is com- For both index flood and quantile estimation, the combination using stacking is better than simple averaging when the same method for creating ensemble members is used. The improvements are mainly in the performance indices RSError and PRError. The flood statistics estimated using stacking are generally underestimated, while simple averaging tends to overestimate the values.
ANN Versus Parametric Regression
[56] Since parametric regression methods are the most commonly used methods in the regression-based flood frequency analysis, a comparison between ANNs and parametric regression is included. Tables 3 and 4 list the performance indices for the REG_OLS and REG_NONLINEAR methods in the last two rows. All the ANN models outperform linear regression for all error criteria. Nonlinear regression shows better generalization ability than the single ANN. However, most ANN ensembles, especially those produced by stacking, consistently outperform nonlinear regression. Improvements obtained from ANN ensembles are mainly from the reduction in the magnitude of prediction error, which, however, is generally accompanied by an increase in the bias term, RBias.
Ensemble Size
[57] Hansen and Salamon [1990] suggested that ensembles with 10 members are adequate to reduce model classification error, a result confirmed by Agrafiotis et al. [2002] . An empirical study by Opitz and Maclin [1999] showed that for both bagging and boosting, significant reduction in error occurred after 10-15 classifiers. Since most of these studies are based on classification problems, a similar experiment was conducted for our regression problem to examine the performance of each ensemble method for different ensemble sizes. As an example, the performance of NN_BAG_MEAN and NN_BAG_STACK for index flood estimation using up to 20 networks is presented in Figures 2 and 3 , respectively. After the first few estimators are added, there is a substantial reduction in prediction error. However, the bias term, RBias, for the stacking combination tends to increase as the number of networks increases. The stacking combination involves a level 1 learning, which essentially tries to reduce the prediction error, which is accompanied by an increase in the bias. A better approach may be to use a multiobjective function to minimize both error and bias in the level 1 learning. The performance of the ensembles reaches the best point, according to most performance indices, when the ensemble size is 14. This suggests that the performance indices for the ANN ensembles presented in Tables 3 and 4 could be further improved by reducing the number of networks. Figures 2 and 3 also indicate that the improvement in the generalization ability of the ensemble models after size 10 is actually very small. Similar patterns were observed for the other ensemble methods. Therefore an ensemble size of at least 10 is recommended, based on the results of this study.
Conclusions
[58] Factors that may affect the generalization of an ANN ensemble are analyzed and compared. In terms of the methods for creating ensemble members, the model diversity introduced by varying the initial conditions of the base ANNs to reduce the prediction error is comparable with more sophisticated methods such as bagging and boosting. For both index flood and quantile estimation, combination using stacking is generally better than simple averaging when the same method for creating ensemble members is Figure 2 . Performance indices versus the number of nets in the ensemble for the NN_BAG_MEAN method.
used. However, flood statistics are generally underestimated when stacking is used and overestimated when simple averaging is used. At least 10 networks in an ANN ensemble are suggested to achieve sufficient generalization ability.
[59] The comparison between ANN ensembles and a single ANN shows that ANN ensembles are more accurate in flood estimation and less sensitive to the choice of initial parameters than is the case for a single ANN.
[60] The ANN models proposed in this study were also compared with two parametric regression methods. The nonlinearity introduced by the ANN models allows them to outperform the multiple linear regression method. Most ANN ensembles, especially those produced by stacking, consistently outperform nonlinear regression. Improvements obtained from ANN ensembles are mainly from the reduction in the magnitude of prediction error, which is generally accompanied by an increase in the bias term, RBias.
[61] Properly designed ensemble modeling can significantly improve the generalization ability and should be more widely adopted by the hydrological modeling community. Ensemble approaches generally result in a much heavier computational load than for single ANNs, although with the increases in computing power, the cost is not prohibitively high. 
