Abstract-Understanding facial expressions allows access to one's intentional and affective states. Using the findings in psychology and neuroscience, in which physical behaviors of the face are linked to emotional states, this paper aims to study sentence comprehension shown by facial expressions. In our experiments, participants took part in a roughly 30-minute computer mediated task, where they were asked to answer either "true" or "false" to knowledge-based questions, then immediately given feedback of "correct" or "incorrect". Their faces, which were recorded during the task using the Kinect v2 device, are later used to identify the level of comprehension shown by their expressions. To achieve this, the SVM and Random Forest classifiers with facial appearance information extracted using a spatiotemporal local descriptor, named LPQ-TOP, are employed. Results of online sentence comprehension show that facial dynamics are promising to help understand cognitive states of the mind.
INTRODUCTION
With the great advancements in computer vision and machine learning techniques, a promising new literature is developing that uses dynamic facial expression data to interpret the facial expressions in the wild. The use of dynamic, multimodal data, while at its naissance, has a great deal yet to offer. Vural et al. [1] , whose findings may lead to an early alarm system to avoid car accidents due to fatigue, studied the drowsiness expressions of drivers. Cohn et al. [2] analyzed the facial expressions of patients during psychoanalytic sessions with the intent of diagnosing depression. Recently, Dibeklioglu and Gevers investigated the automatic estimation of the level of taste liking through facial dynamics and showed that the proposed method is more reliable for estimating the taste than the human subjects [3] . Concurrent to studies in facial recognition, bodily movement is also being used to enrich dynamic and multimodal data. Jaques et al. [4] focused on understanding and predicting bonding between interlocutors during conversations using facial expressions and body language. A similar multimodal approach to recognition was used in videos of adults experiencing pain [5] [6] [7] [8] . In 2017, Jaiswal et al. [9] detected the presence of ADHD/ASD using facial movements with the Kinect device, a tool that gives multiple streams of data for both facial and bodily movement.
An application, currently being explored with recognition technology, is facial expression in teaching environments [10] [11] [12] [13] . The study in [12] proposed an affective e-learning model to investigate emotional states of learners and predict their future interaction with a learning system. Related affective states were based on a cognitive appraisal approach [14] that includes twenty emotions. Kort et al. [10] built a computerbased model that identifies users' affective states and responds accordingly, i.e. a learning companion. The paper also proposed a spiral affective model that combines the different phases of learning with the emotional axes. Closer to the goals of the current study, Sathik et al. [13] investigated student learning in a classroom setting through the correlation of successful comprehension with positive expressions, and failed comprehension with negative expressions. The authors did not build a model to predict students' comprehension but instead explored the statistical correlation of expressions towards comprehension types.
To date, none have investigated the multidimensionality of comprehension. Expanding the search to related fields brings us to research in psychology, where neuroscience tools matched with computational modelling, and experimentation, have laid a groundwork for the study of memory and learning specifically about language processing [15] [16] [17] [18] . Facial behavior analysis has much to offer this growing literature in that it may well add another tool to the toolbox of identifying underlying states of cognition, much like the introduction of eye-tracking technology did over two decades ago [19] [20] [21] [22] . The current study differs critically from previous work in that we analyze online aspects of comprehension as they occur dynamically across the face. We do not depend on labelled facial configurations of distinct emotions, nor positions within a continuous model, but rather analyze changes in facial configuration indicative of differing stages of comprehension. Analysis of comprehension according to individual facial dynamics can aid stakeholders (teachers, educators, etc.) in adapting educational practices through increasing access to learners' mental and affective states.
One area of investigation that allows for controlled yet natural responses to online stimuli is sentence processing. To fully comprehend a sentence, one must manage multiple different types of relationships, such as the morpho-syntactic and semantic-thematic relationships between the component parts of the sentence, and the relationship between the sentence's resulting meaning and its associations that have been encountered before and stored within long-term semantic memory [23] . Several studies in cognitive neuroscience have examined the neural networks that are active in processing these relationships by investigating the brain responses when each is violated, i.e. syntactic, semantic-thematic, and world knowledge [15] [16] [17] [18] 23] . To study the facial expressions of sentence comprehension, we choose only world knowledge violations in this study.
Experimental data was obtained in a behavioral experiment in which participants were asked to first read knowledge-based statements, second provide a 'true' or 'false' answer, and finally, receive feedback as either 'correct' or 'false'. During the experiment, the Kinect v2 device was used to record multiple streams of data. Using these data, we analyze the facial behavior not only during successful recall of target information, but during unsuccessful recall, as well as the expressions during guessing.
The organization of the rest of this paper is as follows. In Section II, the data collection method is explained in detail with respect to participants, stimuli and the experimental design. In Section III, the methodologies used in our experiments are explained. Section IV presents the experimental protocol and results. Finally, Section V concludes the paper.
II. DATA COLLECTION
In this section, the experimental design and the data collection process are explained in detail.
A. Participants
Forty-four healthy volunteers (twenty woman and twentyfour man) aged between 20 and 37 years (mean = 27, SD = 3.89) from 16 different nationalities participated in the study. All participants had normal or corrected-to-normal visual acuity. Self-rated English proficiency was also collected from the participants (mean = 7.61, SD = 1.57, with 10 as a native speaker). Participants gave informed written consent to the experimental procedure. This study was approved by the local ethics committee of The Hong Kong Polytechnic University.
B. Stimuli
The experimental material consisted of 100 true or false world-knowledge statements. Selection of the final stimuli began with 240 statements generated from a variety of general knowledge areas: mathematics, science, and technology, as well as art, entertainment, history and geography. Amazon Mechanical Turk was then used to assess each item's difficulty level based on accuracy rate. Four categories were created (25 Baseline TRUE, 25 Baseline FALSE, 25 Range TRUE, and 25 Range FALSE), in which Baseline statements were those that received a high accuracy rate, and Range statements were those that received roughly 50% accuracy, i.e., were the product of guessing. For the purposes of presentation, each statement was segmented into three parts. Table 1 presents example stimuli used in the experiment from each category.
C. Experimental Design and Procedure
The behavioural experiment was designed using PsychoPy, a stimulus delivery library for the Python programming language [24, 25] . PsychoPy allows for the online recording of participants' responses and response times. The experiment was designed as a self-paced reading task, in which participants control the progression of each experimental window, and therefore its duration, through the press of the space button. Each trial within the experiment consists of 6 windows, as can be seen in Fig. 1 . In Window 0, the sentence stimuli are masked with dashes that are equal to the length of the sentence if displayed. In Window 1, only the first of three sentence segments is revealed, while the remaining segments remain masked. Windows 2 and 3 similarly display only the consecutive segments of the sentence while masking the remaining parts. In the Window Answer, participants are asked to evaluate the veracity of the statement by clicking one of the highlighted texts on the computer screen indicating "True" or "False". Finally, participants are given feedback in the Window Feedback as either "correct" or "incorrect". Each trial ends after a 500 millisecond inter-stimulus interval.
During the experiment, participants sat in front of a computer screen in a quiet room. A Kinect 2.0 device, capable of capturing high-resolution RGB videos, was placed on top of the computer screen to save the relevant information during the experiment. All animation units, as well as RGB, depth, and infrared streams obtained from the Kinect 2.0 device, Figure 1 . Experimental procedure were saved to a hard drive during the experiment.
III. METHODOLOGY
At the cognitive level, the construction of an interpretation of a sentence requires not only combining the meaning of words and phrases followed by computing their thematic and syntactic relations, but also using world knowledge [26] . At the brain level, sentence comprehension activates a network of neurons whose activation areas and degrees differ with the type and the complexity of the sentence. The psycholinguists and neuroscientist have been extensively investigated sentence comprehension in the past with EEG and fMRI [15, 23, 27] . Recently, the studies have been started using eye tracking technology [19] [20] [21] [22] . This study aims to introduce a new tool to understand the sentence comprehension through facial dynamics and vice versa.
In the first part of the behavioural experiment design, we manipulated comprehension by altering the veracity of the statements to investigate the facial dynamics during online sentence comprehension, in case of world-knowledge violations. We also controlled the difficulty of the worldknowledge to explore the facial dynamics when the participants lack the required knowledge. It impels us to analyse participants' facial behaviours during online sentence comprehension in terms of two aspects: 1) whether we can identify that they knew the question of interest or simply guessed, i.e. knowing face versus guessing face, and 2) whether we can identify the veracity of the statements through their facial dynamics.
To achieve the analysis, the faces in the videos are aligned based on eye points and cropped to 180×180 pixels. Then, local features from the eye and the mouth regions are extracted separately by a spatiotemporal descriptor, called "Local Phase Quantization Three Orthogonal Planes" (LPQ-TOP) [28] , with the Support Vector Machine (SVM) classifier and Random Forest (RF) classifier.
LPQ-TOP, which is a spatiotemporal extension of Local Phase Quantization (LPQ) into three orthogonal planes (TOP), was selected, because we found that LPQ is an effective and discriminative feature of facial expression and has achieved excellent performance on facial expression recognition [29] . Facial expression for comprehension can be viewed as an expression in between micro and macro-expressions. TOP is an effective feature-extraction method for micro-expression recognition [30] .
To analyse the effect of each window, the spatiotemporal local features are extracted from frames belonging different window configurations, e.g. w23 as Windows 2 and 3 and wA as Window Answer, by discarding Window 1 because of two reasons: 1) the residual of the facial configuration caused by the feedback often observed in the beginning of the next trial, and 2) the part of the sentence given in Window 1 does not affect the truth condition of the statement.
IV. EXPERIMENTAL PROTOCOL AND RESULTS

A. Experimental Protocol
The data collected from the Kinect 2.0 device is divided into segments, where each segment has the Animation Units and the frames belonging to only one trial answered by one participant, i.e. per trial and per participant. It means that one participant would have maximum 100 RGB video shots, 100 depth video shots, etc. corresponding to 100 stimuli.
We cleaned up the database by deleting segments where the participants got distracted by external factors or the RGB videos weren't saved correctly. Therefore, not all the participants have 100 unique segments, although their responses to all of the statements were saved using the PsychoPy experiment. Also, we discarded one of the participants since the participant does not have enough segments to run our experiments. As a result, the experimental data consists of 3,257 unique segments from 43 participants and 100 stimuli where each unique segment has the RGB, depth and infrared video shots, as well as 17 animation units per frame provided by the Kinect 2.0 device. The average length of the videos is 9.1990 seconds (STD: 3.6962 seconds).
In the first set of experiments, we assume that all the trials belonging to the Baseline class, and answered correctly by the participants, represent the class "knowing face". Similarly, all the trials belonging to the Range class should be part of the class "guessing face". The stimuli representing false worldknowledge in the Baseline are also discarded to prevent the facial dynamic caused by the veracity of the statements.
In the second set of experiments, all trials belonging to the Baseline class and answered correctly by the participants are further divided into two classes: representing the veracity of the statements as "true" and "false". Here, we aim to detect the statements with world-knowledge violations using facial dynamics.
Because of the fact that the participants in our experiment were from 17 different countries and with different cultural backgrounds and languages, so the facial dynamics in our study are not generalizable across the participants. Therefore, the leave-one-trial-out (LOTO) classification scheme is adopted, per person, to investigate the predictability of a knowing face and the veracity of the statements. The LOTO scheme trains each fold using the ns -1 trials belonging to one person and tests the model with one trial, where ns is the number of trials belonging to the s-th participant.
We use two different classification methods to investigate the recognition rates of the two sets of experiments: the SVM classifier and the RF classifier. Since the number of samples per subject is much less than the dimensionality of the features, i.e. the dimensionality of the LPQ-TOP features is 4,608 in our experiments, a subspace-learning method, named Marginal Fisher Analysis (MFA) [31] , is applied for dimensionality reduction. MFA, which is a genral framework for manifold learning and dimensionality reduction, constructs two adjacency graphs to represent the within-class and the between-class geometry of the data and uses the Fisher criterion.
It is worth noting that MFA is applied only to the experiments that used the SVM classifier. The RF classifier can deal with high dimensionality with an increased number of trees.
B. Experimental Results
Each participant was confronted with 100 true/false statements. Table II shows their average accuracies and standard deviations with respect to all statements, Baseline and Range. As tested and observed in Amazon Mechanical Turk, Baseline statements achieved higher accuracies and Range statements were answered with a correction rate of 51% only by the participants of the experiment. One reason for Baseline statements not reaching one hundred percent accuracy, unlike our first goal, is the participants' English proficiency, since not all of the participants were native English speakers the mean of self-rated English proficiency being 7.61. Table III shows the AUCs, i.e. areas under the ROC, of the first and second set of experiments on online sentence comprehension, where Figure 2 presents the ROC of the experimental results using the SVM classifier on the detection of knowing faces. As observed in Table III and Figure 2 , the highest accuracy is obtained by using features from the eye and the mouth windows during Window Answer (wA).
We observed in Table III that the best result on knowing face vs. guessing face is achieved by using the eye and mouth features together during wA, with the SVM classifier. For true vs. false, the best result is obtained when wA and the RF classifier are used, but the eye window should also be considered. This suggests that the expression of a knowing face and that of the world-knowledge violation in a statement are reflected in different facial features.
V. CONCLUSION
Researchers in different disciplines, such as computational linguistics and computational neuroscience, are often not aware of the advances in recognizing facial information. This disconnection between disciplines limits the interdisciplinary multimodal studies to understand human facial behavior. This study motivates and fosters the interdisciplinary study by attempting to bring together studies, results and questions from different disciplines by focusing on the computational analysis of human behavior in an experimental setting, specifically facial behavior which can practically provide methodological support to investigate people's facial behavior and mental states.
We collected 100 general knowledge questions from a wide variety of topics, including mathematics, history, sports, art, etc. A total of 44 participants joined our behavioral experiment, where they were asked to answer the collected questions as true or false in front of a computer, while the Kinect v2 device was recording their faces. After each response, the participants were shown their achievements as correct or incorrect.
Using the videos obtained during the behavioral experiment, we conducted experiments using the SVM and the Random Forest classifiers to investigate the online sentence comprehension through facial expression in two stages. The results show that the eye and mouth windows, during the answering window, can best be used to detect the mental states of online sentence comprehension. 
