In this paper we assess the impact of oil price shocks on oil-producer and oil-consumer economies. VAR models for different countries are linked together via a trade matrix, as in Abeysinghe (2001). As expected, we find that oil producers (Russia and Canada here) benefit from oil price shocks. For example, a large oil shock, leading to a price increase of 50%, boosts Russian GDP by some 12%. However, oil producers are hurt by indirect effects of oil shocks, as economic activity in their export countries suffers.
Introduction
In this paper we study how changes in the price of a country's key export good affects its economy when it trades with other countries that are net importers of that good. More specifically, we look at how GDP growth of an energy-exporting country reacts to changes in energy prices. The direct effect is expected to be positive, as it gets more export revenues, but there are also indirect effects, ex ante expected to be negative. For energy-importers, a jump in energy prices constitutes a negative supply shock, which will slow their economic growth. This, in turn, reduces the (energy and other) exports of the energy-exporter.
Therefore, the gain in growth for the energy-exporter is not as large as one could assume at first glance.
On the other hand, energy-importers can benefit from higher energy prices if they are able to export more to the energy-producing country.
Energy -and more specifically oil -is one of the most important raw materials in the modern economy.
Oil products are widely utilised e.g. in transportation and power generation, and oil is also used in manufacturing of chemical products. Therefore, the price of oil is one of the key prices in the international economy, even more so because it is widely used as reference value for other energy resources.
At least since the first oil crises in 1973 the macroeconomic effects of energy prices have been studied extensively. For example, Hamilton (1983) concludes that almost all recessions in the USA have been preceded by a large increase in the price of oil. Also, there is some evidence that the effect of oil prices on economic growth may be non-linear (Hamilton, 2000) . Negative growth effects of large oil price increases are more substantial (in absolute size) than the positive effects of similarly-sized oil price decreases. However, in recent years a growing body of research has indicated that the macroeconomic importance of oil prices may be waning. But these results of course usually relate to countries which are net importers of oil and other energy products. On the other side of the equation, energy exporters can be expected to benefit from higher energy prices. Their terms of trade improve, and higher export revenues can be used for more of both consumption and investment.
3 For example, Rautava (2004) shows that in Russia higher oil prices lead to higher GDP growth.
Our research question is somewhat different. We are interested in how oil price shocks affect growth in different countries, but we also assess the interplay of such shocks across countries. Foreign trade is the key channel of transmission. We are especially interested in how the positive growth effects of higher oil prices for an oil-producing country are altered if one takes into account that economic growth in most other countries slows. If demand in net importers of energy decreases, oil exporters are able to export less to these countries, ceteris paribus. This will then have a negative effect on their economic growth. (Of course, the problem may be less acute for energy-only exporters.) While we expect the net effect of higher oil prices to be positive for energy exporters, it is of interest to see how the situation changes when trade linkages are taken explicitly into account. And, on the other hand, when an oil exporter experiences an economic boom because of higher oil prices, other countries are able to export more to it.
To study this question, we utilise the methodology first formulated by Abeysinghe (1998 Abeysinghe ( , 2001 ).
Abeysinghe (2001) measures the direct and indirect effects of oil prices on GDP growth of 12 economies (ASEAN4 and NIE4 countries, China, Japan, USA, and the rest of OECD as one country). The oil price variable is included in the model as an exogenous variable. Abeysinghe (2001) found that because of the indirect effect, which is transmitted through a trade matrix, even net oil exporters like Indonesia and Malaysia cannot escape the negative influence of high oil price. Positive direct and negative indirect effects offset each other for these two oil producers, and the net effect is nil.
We estimate a model where countries' growth rates depend not only on oil-price changes but also on other countries' growth rates via a bilateral export matrix. The idea is that higher growth in one country boosts other countries' exports to that country, which in turn spurs economic activity in the other countries. We are then able to derive impulse responses for oil price shocks.
To study the question at hand we utilise quarterly data from a large oil exporter, Russia, as well as from its most important trading partners 4 between the first quarter of 1995 and the third quarter of 2006. Russia is one of the most important oil exporters in the world, and in 2004-2006 it was the second biggest world oil producer after Saudi Arabia 5 . It is also large economy that influences other countries' growth rates via its demand for their exports. Currently, energy products account for some 60% of Russia's exports, and therefore the country's other exports are likely to suffer if high energy prices compress demand in its major trading partners.
Our main results can be summarised as follows. Oil price growth has a clear and positive effect on the oilproducer's GDP growth. However, the large positive direct effect is tempered somewhat by the negative indirect (albeit small) effect, as Russia 6 is less able to export to the countries adversely affected by the oil price shock. In most oil-importing countries, the net effect of higher oil prices is negative. Moreover, to our knowledge no one has tried to distinguish between the direct and indirect effects of an oil price shock for our sample of countries.
The study is structured as follows. In the following section we present a selective literature survey. The third section presents the estimation methodology in more detail, and the fourth section describes our data in more detail. The fifth section presents our results and the sixth adds some conclusions.
Literature survey
As noted above, we utilize a methodology that combines the direct and impact effects of an oil price shock on growth. In the previous literature this distinction is usually not made. In this section we review the literature dealing with both trade linkages and economic activity, as well as the macroeconomic effects of oil price shocks.
Trade linkages and macroeconomic activity
In a seminal paper Rose (1997, 1998) Krugman (1993) points out that the impact of more intense trade may actually be the reverse. As countries become more integrated, they increasingly specialise. That is, the importance of asymmetric or sector-specific shocks increases as economic integration progresses. Arora and Vamvakidis (2004) estimate the impact of trading partners' growth on domestic growth using a fixed-effects panel regression for the period 1960-99 for 101 industrial and developing economies. To measure this impact they introduce into a standard growth regression model some additional explanatory variables: trading partners' real per capita GDP growth; the ratio of domestic real per capita GDP to trading partners' real per capita GDP; and in a simple alternative specification trading partners' real per capita GDP. Arora and Vamvakidis (2004) conclude that a 1 percentage point increase in economic growth among a country's trading partners (everything else fixed) is correlated with an increase in domestic growth of as much as 0.8 percentage point. In addition, the level of foreign income relative to domestic income matters, in the sense that the ratio of average per capita GDP of trading partners relative to a country's own per capita GDP is positively correlated with growth. One interpretation of this result is that conditional convergence is the stronger, the richer the country's trading partners.
In several papers Abeysinghe (see Abeysinghe, 1998 , 2001 , and Abeysinghe and Forbes, 2001 has developed a structural VAR model to measure how a shock to a country can affect other-country GDPs.
The model focuses on two types of cross-country linkages: direct effects via bilateral trade and indirect effects via output multipliers. It uses trade linkages to estimate the multiplier effects of a shock as it is transmitted through other countries' output fluctuations. The paper introduces a new specification strategy that significantly reduces the number of unknowns in the estimation and allows cross-country relationships to vary over time.
In Forbes (2001, 2005) this model is used to examine the impact of shocks to 11 Asian countries, USA and the rest of the OECD. Impulse-response matrices suggest that the multiplier effects are large and significant, and can transmit shocks in patterns that are very different than those predicted from a bilateral-trade matrix. For example, due to these output-multiplier effects, a shock to one country can have large impacts on countries that are relatively minor bilateral trading partners. Abeysinghe and Lu (2003) use the same methodology to estimate the impact of China's rising economic power of the past two decades on the economic growth of ASEAN4 and NIE4 countries, Japan, USA and the rest of the OECD countries. They find empirical evidence that China had quickly emerged as a growth engine for the region even before China joined the WTO.
Oil prices and macroeconomic activity
Many empirical studies have looked at the impacts of oil price shocks on economic activity. For a survey, see Lardic and Mignon (2006) . At least until recently, macroeconomists have viewed changes in the price of oil as an important source of economic fluctuations. However, there are several recent studies that indicate that macroeconomic effects of oil prices shocks have become less pronounced.
In a recent paper, Blanchard and Galí (2007) stress that the events of the past decade indicate that oil prices are not a significant source of economic fluctuations. They find that there are at least four reasons for the milder effects on inflation and economic activity of the recent increase in the price of oil: (a) good luck (i.e. lack of concurrent adverse shocks), (b) smaller share of oil in production, (c) more flexible labour markets, and (d) improvements in monetary policy. Kilian (2008) in his empirical study found that some countries (like Italy, France and Japan) have fared much better -as measured by cumulative inflation and growth -than others (like Germany) when faced with exogenous oil price shocks. Segal (2007) assesses several arguments as to why high oil prices over the past three years do not appear to have led to a slowing of the world economy. The most important are 1) that oil prices have never been as important as commonly thought and 2) that high oil prices have not restrained growth in the past three years because they no longer pass through to core inflation, which obviates the typical (growth-slowing) monetary tightening in response to a positive oil price shock.
The other relatively recent and important development in estimating the impacts of oil price shocks on domestic economic activity is the investigation of nonlinear (asymmetric) relationships between oil prices shocks and macroeconomic variables. The most influential such studies were provided by Mork (1989) , Hamilton (1996) and Lee et al (1995 
Estimation methodology
We use a framework developed by Abeysinghe (see Abeysinghe, 1998 , 2001 , and Abeysinghe and Forbes, 2001 . Using reduced form bilateral export functions, Abeysinghe derived the following system of simultaneous equations to capture the inter-linkages between GDP growth rates of different economies: Using the compact notation
where L is the lag operator, Model (1) can be written as
Using eq. (2) the impulse responses with respect to the ith exogenous variable can be obtained
. L Unlike standard VAR or VARX models, which produce fixed impulse responses, the impulse responses produced by model (2) change over time as the trading pattern changes. This allows one to compute impulse responses at any point in time using a given trade matrix W t . Abeysinghe suggests using 12-quarter moving averages of export shares, so that they change slowly over time.
However, we restrict ourselves to 4-quarter moving averages of export shares, due to our relatively short time series.
In our baseline estimations, the only exogenous variables are the oil price shock measures in model (1).
Our baseline model of simultaneous equations system is 
where it y (i=1,…,13) is GDP growth rate in country i; is the share of exports of country i to country j (in country i's total exports); is a measure of oil price shock to country I, and the 
Endogenous variable: GDP growth rates
In our analysis we focus on Russia and its main trading partners, as summarised in Table 1 . However, because of a lack of data, we could not include other former republics of the USSR (Ukraine, Belarus and Kazakhstan). This leaves us with nine countries: Russia and its 8 main trading partners -Germany, Italy, the Netherlands, China, USA, United Kingdom, Switzerland and Finland. While omitting Ukraine and
Belarus is regrettable, their inclusion would also present problems. For the period studied here, they received energy supplies from Russia at prices considerably below the prevailing market prices.
Therefore, estimated effects of oil price shocks on these countries might be spurious. Of course, for
Kazakstan the situation is different, as it is net exporter of energy, like Russia. In accordance with Abeysinghe`s methodology, countries in the model must have close trading links. In order to reduce the bias of foreign variables' estimators in each equation, each country in the data set must have several of the others as its major trade partners. To alleviate this problem, we include four countries which can be considered major trading partners of most of our countries: Belgium, Canada, France and Japan. Belgium is among the major trading partners for Germany, Netherlands, UK and France; Canada for USA, Japan and UK; France for Belgium, Germany, Italy, Netherlands, UK; and Japan for China, First we test all the series for presence of a time trend. Time trends were detected for the GDP growth rates of China, Finland, Netherlands and Russia. These series were detrended using the Hodrick-Prescott filter. The descriptive statistics of the GDP series (after detrending) are shown in Appendix 1.
Secondly, we test the series for unit roots using the Augmented Dickey-Fuller and KPSS tests. The results are presented in Appendix 2. In general for all the series we are not able to reject the null hypothesis of stationarity.
Measures of oil price shock
We define the oil price in real terms, as the ratio of the simple average of three crude oil price measuresPetroleum West Texas Intermediate, Petroleum UK Brent and Petroleum Dubai -in US dollars per barrel to the US GDP deflator. As a robustness check, we also used the nominal oil price deflated by the US producer price index. Because the results were very similar, we retain the GDP deflator in the baseline model. In the context of the methodology followed here, our definition of real oil prices represents a common shock to all countries. However it is noteworthy that the economic impact of the oil shock could be different in countries other than US because of changes in bilateral exchange rates. As a robustness check, we also estimated the model using oil prices converted into domestic currencies and deflated by each country's CPI. Again, we did not find any significant differences in the results and so retained the real oil price in US dollars in our main analysis.
In addition to the simple log-difference of the real oil price, Δln(o it ), we also consider three non-linear transformations of oil prices: 1) an asymmetric specification in which increases and decreases in the price of oil are considered as separate variables; 2) a scaled specification (Lee et al, 1995) which takes the volatility of oil price into account; and 3) a net oil price increase measure, introduced by Hamilton (1996) .
For more details see Appendix 3.
Empirical results

Testing for joint significance of the model's coefficients
In this section we investigate the joint significance of estimated coefficients for the current and lagged values of both foreign variables and oil price shock measures. Wald tests have the null hypothesis that all of the foreign variables or oil price shocks (current value and four lags) are jointly zero in each equation of our system. The test results are displayed in Appendix 5.
With respect to foreign variable we conclude that the null hypothesis can be rejected for most countries in the set except Canada, China, Finland and Japan.
For the oil price shock measures we did not reject the null hypothesis of coefficients' joint insignificance for any of the specifications. This result was expected and is supported by earlier findings; see, e.g., Jiménez-Rodríguez and Sánchez (2004) . Moreover, the sum of the coefficients on positive oil price shock measures is negative for most oil importers and positive for oil exporters, as expected (see Table 5A .4 in Appendix 5). However, the sums are statistically significantly different from zero only for Russia, Japan and the USA. As for the sums of coefficients of negative oil price shocks measures, only Japan's response is statistically significant.
It should be noted here that these tests do not consider the indirect effects that concern us. What we need are tests of the significance of impulse responses. However, Abeysinghe (2001b) points out that the related theoretical work remains to be done. Moreover, Kilian and Chang (2000) stress that existing methodologies do not necessarily provide reliable confidence intervals for large VAR models. Therefore, we will remain somewhat agnostic concerning the statistical significance of our results, unless the point estimates are large in absolute terms.
Second, we assess the goodness of fit of the four different model specifications for each country. Given that these models are not nested, we look at selection criteria such as the Akaike Information Criterion (AIC) and Schwarz Bayesian Information Criterion (BIC). Table A5 .3 in Appendix 5 reports the AIC and BIC for all countries obtained from each econometric specification. On the basis of these two criteria, we conclude that linear specification with oil price change as a measure of oil price shock and asymmetric specification are preferable in terms of the system's goodness-of-fit. However, as the Wald test indicates a higher joint significance of the coefficients of the negative oil price growth rate variable, we employ as baseline model the asymmetric specification, in which increases and decreases in the price of oil are considered to be separate variables. ... 
Baseline results
We present results from model (4) estimated by OLS, as we did not find notable differences between the OLS, 2SLS and 3SLS estimations. 7 Moreover, because of the short sample period we cannot use four lags of instruments (we are limited to two lags). The lack of available instruments is the second argument for using OLS estimators.
We also tested the stability of the OLS estimates of oil price coefficients using the Hansen test. The results are presented in Appendix 6. We did not find any evidence of instability for individual coefficients. The Hansen test did not provide any evidence of model instability as a whole for any country either.
After estimating the model parameters, impulse responses were generated by fixing the W t matrix as the average for the period from quarter 3 of the year 1998 to quarter 3 of the year 2006. We chose this period to account for possible changes in trade patterns between Russia and its trading partners after the major financial crisis in Russia, which led to a sharp depreciation of the rouble. Moreover, the crisis was followed by several positive oil price shocks, which also influenced Russia's foreign trade.
As a robustness check, we also calculated the impulse responses by fixing the W t matrix as the average for the pre-crisis period, i.e. for quarter 3 of the year 1995 to quarter 2 of the year 1998. However, the results are very similar to those for our baseline model and hence are not reported.
The cumulative impulse responses (multiplier effects) of GDP growth in response to a 50% increase in the positive oil price growth rate are plotted up to 20 quarters in Fig. 1 and 2 . Not very surprisingly, we conclude that Russia, as a net oil exporter, gains from oil price shocks in both the short and long run. Moreover, the positive effect is quite large, indicating that a 50% increase in the positive oil price growth rate in the current quarter leads to 12.6 and 8.52 percentage point increases in cumulative GDP after 4 and 20 quarters, respectively. The indirect impact from the main trading partners is negative, as expected, albeit small relative to the positive direct effect.
The second net oil exporter in our sample, Canada, also gains from a positive oil price shock. However, the magnitude of the effect is considerably smaller than for Russia. This means that the Canadian economy, other things equal, is less dependent on oil world prices than is the Russian economy.
Of the countries considered, the largest negative direct effects of a positive oil price shock are found for the USA, Japan and China. The result for Japan is somewhat unexpected, as in recent studies by Blanchard and Galí (2007) , Kilian (2008) and Jiménez-Rodríguez and Sánchez (2004) the findings are the reverse, i.e. they conclude that Japan has recently fared relatively well in the face of exogenous oil price shocks. However, in our study, we separate the effects of positive and negative oil price effects and control for the latter. In the studies mentioned above, the positive and negative oil price shocks are not separated or are not controlled for negative shocks. Moreover, the effect of a negative oil price shock (as measured by the sum of oil shock coefficients; see Appendix 5) for Japan is highly significant and positive, while the effect of a positive oil price shock is negative and significant (albeit smaller in absolute size). When we estimate the symmetric specification (in which the measure of oil price shock is just the log-difference), the effect is positive, although not statistically significant. In the specification in which we control only for the positive oil price shock, using the Hamilton measure, the effect is negative but small and statistically insignificant. These differences in results of different specifications partly explain the deviation of our results for Japan from those of other similar studies.
The result for China may be somewhat surprising, as in recent years China experienced robust growth.
However our results indicate that if oil prices had been stable in the period studied, the Chinese economy would have experience even higher economic growth.
8
Indirect effects are negative for China, Germany, Russia and Japan. For Russia, this is to be expected, as all its main trading partners are net oil importers, which for the most part suffer from positive oil price shocks and hence are able to absorb fewer exports compared to periods of stable oil prices.
In general the indirect effects are determined within the system of countries under consideration and thus depend on the structure of a particular country's exports to the other countries in the set. That is, if a particular country exports more to countries like Russia, Canada, France, Netherlands, Italy and Belgium (which can be considered as gainers from positive oil price shocks), the indirect effect can be positive.
And vice versa: if the country exports mostly to losers from oil price shocks such as USA, China, Japan, and Switzerland, the indirect effect tends to be negative. However this is not the only determinant of the magnitude of an indirect effect under this estimation framework. The indirect effect also depends on the magnitude of coefficients of the foreign variable and its lags.
We also look at the matrix of indirect effects from each country to a particular country as depicted in Table 3 . Note: Bold numbers are direct effects of positive oil price shock, red numbers are indirect effects from Russia to other countries, and green numbers are indirect effects from other countries to Russia.
In general indirect effects between countries are very small. However, there are some interesting patterns in the matrix.
First, indirect effects from Russia to its trading partners are mostly positive, as might be expected. The largest ones affect Switzerland and Finland. It is surprising that Germany gets the largest negative indirect effect from Russia, as it is one of Russia's main trading partners.
On the other hand, the indirect effects of a positive oil price shock from other countries to Russia are mostly negative, as expected. The largest negative effect is from the USA, and the largest positive effect from China. This positive effect may be an artefact of the data in the sense that China's growth was very strong throughout the sample period, regardless of the level of oil prices. This strong growth may also show up as a positive indirect effect for Russia.
USA and Canada appear to induce mutual positive indirect effects during positive oil price shocks. This may reflect their high degree of economic integration; Canada gains from exporting oil and other energy products to the USA, while USA gains from increasing demand in Canada for US consumption and investment goods in times of high oil prices.
What accounts for the size of oil-price effect? With the exception of China, all the net importers of oil in our sample are high-income countries. Some have slightly higher service shares in GDP than others, but the countries do appear to differ in terms of energy efficiency. Figures 3a-d show the GDP per kg oilequivalent energy and the size of the oil price shock effect in the oil-importing countries of our sample.
As we can see, the more energy-efficient countries, i.e. those that achieve a higher GDP with a given level of energy use, fare better when the price of oil rises. Obviously, we are dealing only with a very limited number of countries here and so cannot draw statistically significant conclusions. Nonetheless, the results do conform to economic intuition. A country's energy-efficiency can be influenced by its production structure. For example, if a country's service sector accounts for a large share of GDP, it may consume less energy per unit of GDP, whereas the opposite obtains if the country specialises in heavy industry. Geographic size and population density may also matter. More compact countries need to spend less energy on transportation, ceteris paribus.
Figure 3a Short-run total cumulative effect and energy efficiency
Short-run total effect 
Conclusions
In this paper we have studied the cross-country transmission of a shock in the price of an important raw material. More specifically, we are interested in the direct and indirect effects of such a price shock on an important raw material producer, in this case Russia. The direct effect is expected to be positive and the indirect effect negative. Countries importing such a raw material face a negative supply shock, which will have a dampening effect on their growth. Lower growth leads to lower import demand, which then curtails the raw material producer's exports.
To study this phenomenon, we used data from Russia -an important oil producer -and its main trading partners. In general we conclude that the direct effect for Russia from a positive oil price shock is positive, as expected. The indirect effect is negative, but the net effect is always positive. However, the evidence for oil-importing countries is mixed. The direct effects of positive oil price shocks are negative for China, Finland, Germany, Switzerland, UK, USA and Japan. The indirect effects are negative for China, Germany, Netherlands and Japan. Our estimations are based on an asymmetric specification with separate metrics for positive and negative oil price shocks.
While the results are not particularly surprising as such, to our knowledge this is the first time the direct and indirect effects of a raw material price shock to a major raw material producer and its main trading partners have been estimated this way. While the positive effect for the Russian economy is to be expected, the variety of responses in the oil-importing countries are also interesting. We can tentatively link a country's energy efficiency to the impact of an oil price shock. More energy-efficient countries suffer less in GDP terms when oil prices increase.
Appendix 1 
Appendix 3
The asymmetric specification distinguishes between the positive oil price growth rate, , and the negative oil price growth rate, , which are defined as
where is the real oil price growth rate.
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The scaled and net specifications were developed by Lee et al (1995) and Hamilton (1996) to account for the fact that oil price increases following a long period of price stability have more dramatic macroeconomic consequences than those that are merely corrections to greater oil price decreases during previous quarter. In order to do this, we use several different transformations of the oil price variable. Lee et al. (1995) proposed the following AR(4) GARCH(1,1) representation of oil prices: where SOPI is the scaled oil price increase and SOPD the scaled oil price decrease. Hamilton (1996) argues forcefully that oil price changes as such or their non-linear transformations are clearly an unreliable instrument for macroeconomic analysis of post-1986 data.
Hamilton has proposed a more complicated measure of oil price changes -the net oil price increasewhich distinguishes between oil price increases that establish new highs relative to recent experience and increases that simply reverse recent decreases. For quarterly data, the net oil price increase compares the price of oil each quarter to the maximum value observed during the preceding four quarters. If the value for the current quarter exceeds the previous year's maximum, the percentage change over the previous year's maximum is plotted. If the price of oil in quarter t is lower than it had been at some point during the previous four quarters, the date t value is set at zero, i.e. Note: t-statistics of the sum in parentheses; *** significant at 1% level, ** significant at 5% level, * significant at 10% level.
Appendix 6 Note: The null hypothesis of the Hansen test is parameter stability; the 5 percent significance level for the individual stability test is 0.470; the 5 percent significance level of the joint stability test is 4,52; pos is the positive oil price growth rate variable and neg the negative oil price growth rate variable.
