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Abstract:
In the big data era, machine learning has become an increas-
ingly popular approach for data processing. Data could be in var-
ious forms, such as text, images, audios, videos and signals. The
essence of machine learning is to learn any patterns from features
of data. In the above types of data, the number of features is mas-
sively high, which could result in the presence of a large number
of irrelevant features. Most machine learning algorithms are sen-
sitive to irrelevant features so effective evaluation and selection of
features in machine learning tasks are highly important. Also, ef-
fective evaluation of features can also help identify which features
are necessary to be extracted from unstructured data. In this pa-
per, we focus on the processing of image features in classification
tasks. In particular, we review two main types of feature selec-
tion techniques, namely filter and wrapper. We also review sev-
eral machine learning approaches that have been used popularly
in image classification, and identify the limitations of these algo-
rithms in terms of feature evaluation. An experimental study is re-
ported showing the performance of C4.5 (a decision tree learning
algorithm) and other popular algorithms (Naive Bayes, K Nearest
Neighbours and Multi-layer Perceptron) on five image data sets
from the UCI repository. Furthermore, we describe the nature
of decision tree learning algorithms for analysing the capability
of such algorithms in terms of feature evaluation in the training
stage and for showing how rules extracted a decision tree can be
used for evaluating features in the validation stage.
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1. Introduction
Due to the vast and rapid increase in the size of data, machine
learning has become a very powerful approach for processing
of big data. Big data is generally characterised by five Vs: vol-
ume, velocity, variety, veracity and varability. The third V (va-
riety) indicates that data can be in various forms: structured
data and unstructured data. Unstructured data can be in the
form of text, images, signals, audios and videos [1]. Such data
needs to be transformed into structured data through feature ex-
traction, such that traditional machine learning approaches can
be used directly for learning from features of data. However,
feature extraction from the above types of unstructured data
usually results in a massively high dimensionality (the num-
ber of features), which is very likely to contain a large number
of irrelevant features. The presence of irrelevant features not
only increases the computational complexity of learning, but
also leads to overfitting of training data, as most learning algo-
rithms are sensitive to irrelevant features [2].
Due to the presence of irrelevant features, it has been highly
important to effectively evaluate features and select only a sub-
set of relevant features for learning models. In general, feature
selection can be achieved in two approaches: filter and wrap-
per [3, 2, 4]. The filter approach aims to evaluate features prior
to the training stage, which means to evaluate a set of features
and select a subset of relevant ones for learning models. The
wrapper approach aims to use an algorithm to learn models
from different feature subsets and then check the predictive per-
formance of the models for evaluating the corresponding sub-
sets of features.
In this paper, we focus on investigating the capability of
some popular machine learning algorithms in terms of dealing
with image features, since image features are among the most
complex ones and thus effective evaluation and selection of fea-
tures are highly important in image classification. Also, image
classification has been involved in broad application areas. The
simplest examples include handwritten digits recognition [5],
which aims to identify a handwritten digit to be one of the 10
digits (0-9), and letter recognition [6], which aims to identify a
letter to be one of the 26 letters (A-Z). In cancer research, clas-
sification of bio-medical images can help identify that a person
is a patient of cancer or not [7]. In emotion recognition, image
classification techniques can help identify the facial expression
of people [8], such as sad, fear, anger and happy.
This paper is organized as follows: Section 2 reviews the
two main approaches of feature selection (filter and wrapper),
and analyses the capability of some popular machine learning
approaches (e.g. decision tree learning, Naive Bayes and K
Nearest Neighbours), in terms of evaluating image features. In
Section 3, we conduct an experimental study by using five UCI
data sets on image classification, and analyse the results in or-
der to show that decision tree learning algorithms are highly
competitive to those most popular algorithms used for image
classification. Furthermore, we position in Section 4 the evalu-
ation of image features in the context of decision tree learning,
and explore how the metrics popularly used for evaluating the
quality of decision trees can be used in different ways towards
effectively evaluating image features. The contributions of this
paper are highlighted in Section 5 and some further directions
are suggested in this section towards advancing this area.
2. Related Work
In this section, we review two main types of feature selec-
tion techniques, namely filter and wrapper. We also review in
general several popular machine learning algorithms, which in-
clude multi-layer perceptron, Naive Bayes, K nearest neigh-
bours and C4.5 (an algorithm of decision tree learning). The
review of these machine learning algorithms also involves their
capability of evaluating image features.
2.1. Review of Feature Selection Techniques
As introduced in [9], feature selection involves four main
steps: generation, evaluation, stopping criterion and validation.
In particular, the generation procedure is aimed at generating a
candidate feature subset. In the evaluation stage, a function is
used to evaluate the subset of features selected in the genera-
tion stage. A stopping criteria is then used to decide whether
it is necessary to stop the feature selection process. If yes, the
selected feature subset is validated in the last stage. Otherwise,
the feature selection process needs to be repeated through gen-
eration and evaluation of a candidate feature subset. The pro-
cess of feature selection is illustrated in Fig. 1.
As mentioned in Section 1, feature selection techniques can
be grouped into two categories, namely, filter and wrapper. The
main difference between the two types of feature selections is
in terms of the way of feature evaluation. The filter approach
employs heuristics to rank the features according to their im-
portance, whereas the wrapper approach employs an algorithm
to learn classifiers from different subsets of features and then
check the performance of these classifiers for evaluating the
corresponding feature subsets. In terms of evaluation functions,
popular heuristics employed by the filter approach include dis-
tance metrics [10], entropy [11], information gain [12], corre-
lation coefficients [4], and covariance [13]. The wrapper ap-
proach just simply employs the error rate of a classifier as the
evaluation function [9].
In terms of the performance of feature selection, the filter ap-
proach involves evaluation of features regardless of the fitness
of the employed learning algorithm. In other words, a set of
features is evaluated and the relevant ones are selected without
considering that the selected feature subset is suitable or not
for the chosen algorithm to learn a model. According to exper-
imental results reported in [9], feature selection through the fil-
ter approach leads to a low level of time complexity. However,
when the selected feature subset is used for a pre-employed al-
gorithm to learn a model, the classification accuracy may be
low due to the case that the feature subset is not suitable for the
algorithm to do learning [2].
In contrast, the wrapper approach involves evaluation of fea-
tures through checking the accuracy of the models learned from
different subsets of features. In other words, a number (n) of
different feature subsets are provided and an algorithm is used
to learn n models from these feature subsets. The feature sub-
set, which leads to the best model learned, is selected. Ac-
cording to experimental results reported in [9], feature selec-
tion through the wrapper approach leads very high accuracy of
classification but the time complexity is very high due to the
case that all the possible combinations of features leading to
different feature subsets need to be examined.
2.2. Review of Machine Learning Algorithms
In machine learning, the most popular algorithms include
multi-layer perceptron (MLP), Naive Bayes (NB), K nearest
neighbour (KNN) and C4.5. Also, the first four learning algo-
rithms have been used popularly in image classification tasks.
FIGURE 1. Feature Section Process
MLP is an algorithm of neutral network learning. In a neu-
ral network topology, the first layer is referred to as the input
layer and each node in this layer represents an input feature.
The last layer is referred to as the output layer and the node
in this layer represents the class output. There are also several
other layers in the middle, which are referred to as hidden lay-
ers. In traditional machine learning, due to the constraints on
hardware performance, there are typically only one or two hid-
den layers involved in the training stage. In the context of deep
learning, the number of hidden layers is increased significantly
towards advancing the performance of classifiers [14]. In the
process of learning, the MLP algorithm works in a black box
manner, which indicates that the mapping from inputs to out-
puts is poorly transparent. In terms of feature evaluation, the
MLP algorithm can not show how features are evaluated and
used in the training stage, nor can it achieve feature evaluation
through examining the learned neural network model. More
details on neural network learning can be found in [15].
NB is an algorithm of Bayesian learning. The NB algorithm
employs the Bayes Theorem [16], which aims to learn the con-
ditional relationships between feature values and class labels.
When an instance is being classified, the classier learned by
NB aims to judge the class to which has the highest conditional
probability given the feature vector of this instance. The feature
vector consists of a number (n) of values for the n features. In
this context, the class, which has the highest conditional prob-
ability, would be assigned to the instance. In terms of feature
evaluation, the NB algorithm can show how each input feature
relates to a class in the context of probability theory. However,
the nature of this algorithm assumes that all the input features
are totally independent of each other, i.e. the NB algorithm
does not involve identification of the correlation between dif-
ferent input features. More details on the NB algorithm and
Bayesian learning can be found in [13].
KNN is an algorithm of lazy learning. The nature of this al-
gorithm does not involve learning a model in the training stage.
Instead, an instance is classified through finding k training in-
stances that are the most similar ones to the unseen instance. In
this context, the class to which the majority of the k instances
belong would be assigned to the unseen instance. The similar-
ity between two different instances can be measured through
using distance functions, such as Euclidean distance [17]. In
terms of feature evaluation, since the KNN algorithm does not
involve learning a model, the features are not evaluated in the
training stage. In the stage of classifying an unseen instance,
the whole set of features are used equally, i.e. the features are
not evaluated in terms of their importance or relevance. More
details on the KNN algorithm and lazy learning can be found
in [15].
C4.5 is an algorithm of decision tree learning. The nature of
this algorithm involves the evaluation of features on an itera-
tive basis. In particular, a decision tree has a root node and a
number of internal nodes. Each of these nodes is labeled a fea-
ture and also known as a non-leaf node, which indicates that at
each iteration of decision tree learning, a feature needs to be se-
lected towards labelling a non-leaf node of a tree. The C4.5 al-
gorithm employs entropy or information gain towards heuristic
selection of features, which indicates that the selected feature is
judged heuristically as the best one in the feature set. Follow-
ing the completion of a learning task, as a decision tree works
in a white box manner, the learned tree can show which fea-
tures are appended into it as non-leaf nodes, i.e. those features,
which are not appended into the tree, are judged as irrelevant
according to the heuristic values. On the basis of the above
statement, C4.5 can achieve self-evaluation of features in the
process of learning a decision tree and after the completion of
the learning. More details on the C4.5 algorithm and decision
tree learning can be found in [15, 1]
TABLE 1. Data sets
Dataset Feature Types #Features #Instances #Classes
letter Continuous 16 20000 26
optdigits Continuous 64 5620 10
pendigits Continuous 16 10992 10
segment Continuous 19 2310 7
gisette Continuous 5000 13500 2
3. Experimental Studies
In this section, we conduct an experimental study by using
five image data sets retrieved from the UCI repository [18]. The
characteristics of these data sets are shown in Table 1.
In this experimental study, we compare the performance of
several machine learning algorithms in terms of classification
accuracy. These algorithms include MLP, NB, KNN and C4.5.
We choose the first four algorithms as they have been popularly
used in image classification tasks. C4.5 is not a popular method
for image classification but we have identified in Section 2.2
this algorithm has advantages in terms of feature evaluation.
Therefore, we compare C4.5 with those popular algorithms in
terms of classification accuracy on image data, in order to show
that the C4.5 algorithm has very similar performance to those
popular algorithms but this algorithm also has a better capabil-
ity of feature evaluation.
The experiments are conducted by partitioning a data set into
a training set and a test set in the ratio of 70:30. On all the five
data sets, the experiments are repeated 10 times and the average
accuracy are used for comparison.
The results shown in Table 2 indicate that the C4.5 algorithm
performs a very similar level of accuracy or even better than
the other three algorithms, while the original data sets are used
without pre-processing by feature selection techniques.
The results shown in Table 3 indicate that feature selection
through the filter approach may help some algorithms build a
better model but also negatively impact on the models learned
by other algorithms. In particular, the five data sets are prepro-
cessed for filtering irrelevant features by the Correlation-based
Feature Subset Selection (CFSS) method [19]. The reduced
feature set generally leads to margin decrease of classification
accuracy for the MLP and C4.5 algorithms. For the NB algo-
rithm, feature selection by the CFSS method results in an obvi-
ous increase of classification accuracy on the segment data set.
For the KNN algorithm, feature selection by the CFSS method
results in a margin increase of classification accuracy on the
segment data set but also a margin decrease of performance on
the letter data set.
TABLE 2. Classification accuracy on original data
Dataset NB MLP KNN C4.5
letter 64% 82% 95% 88%
optdigits 91% 98% 99% 91%
pendigits 86% 94% 99% 97%
segment 80% 96% 94% 97%
gisette 49% 93% 96% 94%
TABLE 3. Classification accuracy on reduced data by feature selection
Dataset NB MLP KNN C4.5
letter 66% 78% 94% 87%
optdigits 91% 97% 99% 90%
pendigits 84% 94% 99% 96%
segment 87% 94% 95% 96%
gisette 49% 93% 96% 94%
The comparison of the results shown in Table 2 and Table 3
can indicate the point made in Section 2.1 that feature selec-
tion through the filter approach does not take into account the
nature of learning algorithms and thus this way of feature selec-
tion may not necessarily leads to the increase of classification
performance, i.e. the accuracy of classification may remain un-
changed or even get lower, due to the case that the selected
set of features does not fit well the nature of learning algo-
rithms. As mentioned in Section 2.1, the wrapper approach
has a very high level of time complexity although it may re-
sults in high classification accuracy. The above descriptions
lead to the motivation of having learning algorithms capable of
self-evaluation of features with lower time complexity.
4. Feature Evaluation by Decision Tree Learning
As discussed in Section 3, algorithms that are capable of
self-evaluation of features in the process of learning are needed
to minimize the computational complexity of feature selection.
Also, as indicated in Section 3, C4.5 performs similarly or even
better than the other popular learning algorithms in image clas-
sification. In this section, we position the evaluation of features
in the context of decision tree learning. In particular, we show
how features can be evaluated through using the decision tree
models learned in the training stage.
In the context of decision tree learning, a tree can be con-
verted directly into a set of rules, each of which is extracted
from a branch of the tree. The set of rules can be evaluated in
terms of their quality. Some popular measures of rule quality
include confidence and J-measure.
Confidence is a measure of the weight of (predictive accu-
racy) of a rule, which is defined in Eq. 1. P (x, y) is the joint
probability that the antecedent and consequent of a rule both
occur and P (x) is the probability that the rule antecedent oc-
curs independently.
Confidence =
P (x, y)
P (x)
(1)
J-measure is a measure of the average information content of
a rule, which is essentially the product of two terms as defined
in Eq. 2. J-measure is also one of the most popular way of
ranking rules [20].
J(Y,X = x) = P (x) · j(Y,X = x) (2)
The first term is the probability that the antecedent (left hand
side) of a rule occurs and considered as a measure of simplic-
ity [21]. The second term is read as j-measure, which is a mea-
sure of goodness-of-fit of a rule and also known as cross en-
tropy [21]. The j-measure is defined in Eq. 3.
j(Y,X = x) = P (y|x) · log2
P (y|x)
P (x)
+
(1− (P (y|x)) · log2
1− P (y|x)
1− P (x)
(3)
As mentioned above, a decision tree can be converted into a
set of rules. These rules can represented in the form of a rule
based network [22]. The network topology is illustrated in 2.
In the first layer, each node represents an input feature. Each
node in the middle layer represents a rule and the node in the
last layer represents the class derived through using the rules in
FIGURE 2. Rule Based Network Topology [22]
the middle layer. In terms of feature evaluation, this network
topology can be used to interpret the ranking of features. In
particular, the nodes in the input layer can be ordered to show
the importance of features, e.g. the top one represents the most
important feature and the bottom one represents the least im-
portant feature. Also, the connections between the nodes in the
input layer and the nodes in the conjunction layer show which
features are involved in which rules. An extreme case is that
some nodes in the first layer do not have any connections to the
nodes in the middle layer, which indicates that these features
are not involved in any rules and thus considered as irrelevant.
On the other hand, the nodes in the middle layer can also
be ordered to show the ranking of these rules. In this context,
we propose to evaluate features quantitatively according to the
ranking and weight of rules. In particular, the ranking of rules
can be achieved by using J-measure and the weight of each
rule can be measured by using rule confidence. The evaluation
function is defined in Eq. 4.
I(f) = ∀i(f ∈ ri)
∑
w(ri) ·R(ri) (4)
I(f) represents the importance of feature f , and ri repre-
sents a rule, where i is the index of the rule. R(ri) is the rank
of the rule ri and w(ri) is the weight of the rule ri. In addi-
tion, ∀i(f ∈ ri) means for all rules in which the feature f is
involved, i.e. each rule covers a set of selected features.
5. Conclusions
In this paper, we compared C4.5 with three other algorithms
(MLP, NB and KNN) in terms of classification accuracy on im-
age data, The results show that the C4.5 algorithm performs
similarly or even better than the other three ones. Based on
these results, we positioned the study of image feature evalua-
tion in the context of decision tree learning, as C4.5 has been
judged more capable of evaluating features than other algo-
rithms due to the nature of decision tree learning. In particular,
decision tree learning algorithms can achieve self-evaluation of
features in the process of learning, without the need to employ
filter methods to pre-process features. Also, following the com-
pletion of a decision tree learning task, the learned tree can
show explicitly which features have been used to label non-leaf
nodes, i.e. the used features are considered as relevant. More-
over, we proposed to evaluate features through using the met-
rics of rule quality measure, i.e. the importance of features is
highly correlated to the quality of rules in which the features
are involved. In future, we will investigate empirically the per-
formance of image classification while features are evaluated
according to Eq. 4 in the context of decision tree learning.
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