In a previous paper demonstrating the utility of intraindividual process dynamics in predicting relationship dissolution Castro-Schilo and Ferrer (2013) applied dynamic factor analysis (DFA) models to intensive multivariate data from romantic dyads. This paper helped to demonstrate the utility of using intraindividual process data to predict future, intraindividual outcomes. We revisit their example, highlighting conditions when DFA models may not be appropriate for such applications due to insufficient measurement invariance to justify comparison of intraindividual dynamics of the latent variables at the interindividual level. We then propose that the application of intraindividual network dynamics models can be employed as an alternative approach to capture multivariate dynamics while avoiding the problem of measurement invariance by focusing on manifest, rather than latent, variable dynamics. Results are framed in the context of an empirical example of romantic dyad dynamics predicting future dissolution of romantic relationships, and the broader application of incorporating intraindividual dynamics in interindividual analyses.
outlined the five objectives of longitudinal methodology: (a) direct identification of intraindividual change, (b) direct identification of interindividual differences, (c) analysis of interrelationships in change, (d) analysis of causes of intraindividual change, and (e) analysis of causes of interindividual change. These five objectives promote the importance of establishing the essential relation of longitudinal data to the study of change at the individual level. Consistent with these objectives, the development and application of within-subject methods of analysis are becoming increasingly possible due-in part-to the rapid development of methods to conduct intensive data sampling within subjects. Methods such as daily diary questionnaires (Ferrer & Widaman, 2008; Mehl & Conner, 2012; Miller, Tybur, & Jordan, 2007; Röder, Brewer, & Fink, 2009; Trull et al., 2012) and the utilization of technological advances to improve employment of experience sampling methods (e.g., Klasnja & Pratt, 2012) and continuous sampling (e.g., FitBit monitoring device studies; Liao, Skelton, Dunton, & Bruening, 2016) have made collection of intensive, time series data more tenable-and more common-than ever before. Resulting data sets represent rich observations of information not typically available before, and this has led to increased interest in, and development of methods to effectively analyze these data.
One modeling approach that has been applied to intensive, within-subject data is the dynamic factor analysis (DFA) model (Geweke, 1977; Molenaar, 1985; Nesselroade, McArdle, Aggen, & Meyers, 2002) . DFA models consist of two components: (a) a latent variable model summarizing measurements (e.g., scale items); and (b) a structural model regressing latent variables on prior observations of themselves and other variables. The DFA model has been applied to single subjects (e.g., Chow, Nesselroade, Shifren, & McArdle, 2004) , dyads (Ferrer & Song, 2012; Ferrer & Widaman, 2008; Ferrer & Zhang, 2009; Nelson, Aylward, & Rausch, 2011; Song & Ferrer, 2009) , and could be applied to more complex social systems (e.g., mother, father, and child) with sufficiently intensive time series data. Further, Castro-Schilo and Ferrer (2013) demonstrated that DFA autoregressive and cross-lagged parameter estimates of the association between latent variables over time have predictive ability beyond that of typical series summaries (e.g., M and SD of the series) for distal outcomes of interest.
While not the focus of the Castro-Schilo and Ferrer (2013) , there is evidence that intraindividual measurement structures may lack sufficient measurement homogeneity to justify direct comparison of their latent constructs or the dynamic relations of those constructs (e.g., Gonzales & Ferrer, 2014; Gonzales & Ferrer, 2015; Hamaker, Dolan, & Molenaar, 2005; Molenaar, 2004 ). This raises questions as to the appropriateness of the DFA model as a means for evaluating affective dynamics between individuals. In contrast, network modeling is an approach to describing the concurrent dynamics of scale items (e.g., positive and negative affect indicator variables) without appealing to the concept of an unobserved latent variable that is invariant in structure between persons-for example, describing how ratings of feeling happy and excited are related to themselves and each other over time rather than how a latent variable representing positive affect represents itself over time. These alternative scale summary models have been extended to describe the dynamic relations of scale items, and complex networks of both latent variables and their indicators' residuals (Fried et al., 2017) .
The present paper is framed in the context of understanding relationship dissolution probability as a function of relationship-specific affect (RSA) dynamics between partners, and we begin with a review of this topic in the context of both partner dynamics, and the impact of relationship dissolution. We then revisit the CastroSchilo and Ferrer (2013) application of DFA models to romantic dyad members' RSA dynamics, and some potential limitations of these modeling approaches when trying to summarize these dynamics across dyads for subsequent analysis. Finally, we demonstrate the application of intraindividual network modeling as an alternative approach to describing couples' RSA dynamics, and the use of these dyadspecific relations as predictors of the dissolution of their relationship. Consistent with framing this methodological discussion in the context of RSA dynamics and relationship dissolution we report examples of the application of these approaches to daily diary data from romantic couples.
Romantic Relationship Dissolution
Though there are significant individual and dyadic differences in the experience of relationship dissolution, some common themes have emerged in the extant literature on psychosocial patterns of dissolution trajectories. Several theoretical process models that explain relationship dissolution have been proposed to describe this process in a stagelike fashion. Duck (1982) identified four phases of the process, including the intrapsychic phase, wherein a partner identifies to herself and to others dissatisfaction in the relationship, but does not disclose this displeasure to her partner; the dyadic phases, during which the dissatisfaction is shared with the other partner in an effort to fix it; the social phase, during which the dissolution is legiti-mized through public disclosure through the social circle; and lastly, the grave-dressing stage, during which each partner constructs a narrative of the dissolution and its causes. Lee (1984) expanded upon this with a five-stage model: dissatisfaction (by one partner), exposure (of dissatisfaction to other partner), negotiation (around the dissatisfaction), resolution (or attempts at resolution), and termination (if resolution is unsuccessful). Both models describe relationship dissolution as a process that arises from some experience of dissatisfaction, and progresses in an interactive sequence to produce the ultimate dissolution of the dyad.
Nonetheless, research on relationship dissolution has only recently begun to utilize processlike designs to explore the dynamic process of these interactions and how they contribute to dissolution outcomes or are influenced by different factors. In a review of recent literature on relationship dissolution, research designs in which variables were only measured at one or two time points were used in eight of 21 studies. This research has been the source of several important findings, including the impact of relationship distress and dissatisfaction stemming from infidelity, excessive verbal aggression or alcohol use, younger marriage age, premarital cohabitation with current and previous partners, having prior marriages, and stepchildren (Amato & Hohmann-Marriott, 2007; Boyle, Kulu, Cooke, Gayle, & Mulder, 2008; Gonzaga, Campos, & Bradbury, 2007; Jose, Daniel O'Leary, & Moyer, 2010; Lampard, 2014; Negash, Cui, Fincham, & Pasley, 2014; Poortman & Lyngstad, 2007; Teachman, 2011) . Additionally, parental divorce, less conservative or religious values, and nonmarital cohabitation have been linked to increased risk for relationship dissolution (Amato & Hohmann-Marriott, 2007; Clarkwest, 2007; Cui, Fincham, & Durtschi, 2011; Curtis, Epstein, & Wheeler, 2017; Jose et al., 2010) .
Yet the use of such designs has been declining with the recognition that they do not account for interactive acute and cumulative stressors (e.g., unemployment, mental health problems) on relationship satisfaction or relationship dissolution (Røsand, Slinning, Røysamb, & Tambs, 2014) . Similarly, certain behaviors (e.g., dismissiveness) may not impact relationships in the short term, but may have deleterious impacts when they occur systematically (Sullivan, Pasch, Johnson, & Bradbury, 2010) . In 13 of 21 studies, longitudinal, repeated measurement designs have been utilized to capture these experiences. The use of such designs has been increasing in frequency over recent years, with findings demonstrating the negative impact of unemployment and financial distress (Butterworth, Berry, Oz, & Rodgers, 2008; Lavner & Bradbury, 2012; Røsand et al., 2014) , avoidant or overly anxious attachment styles (Neff & Karney, 2009; Saavedra, Chapman, & Rogge, 2010) , and patterns of problematic relationship behaviors (e.g., frequent criticism; Helland, von Soest, Gustavson, Røysamb, & Mathiesen, 2014; Sullivan et al., 2010) . The protective effects of positive relationship quality, reported commitment, and positive perspectives on one's partner have also been noted (Cui et al., 2011; Langer, Yi, Storer, & Syrjala, 2010; Le, Dove, Agnew, Korn, & Mutso, 2010; Negash et al., 2014) . Finally, greater variability in daily ratings of relationship quality and satisfaction have been linked to increased likelihood of dissolution (Campbell, Simpson, Boldry, & Rubin, 2010) .
Even as repeated measurements are incorporated into relationship dissolution research, these are often not utilized in ways that capture process trajectories in a meaningful way. In the majority of longitudinal studies, panel data consisted of measurements that occurred rather infrequently (e.g., annually), and thus may have been unable to demonstrate meaningful associations between processes. In fact, only two of the 21 studies reviewed included intensive, daily measurements of affective and satisfaction-related variables (Campbell et al., 2010; Neff & Karney, 2009) , and even in these studies, daily variation in scores was reduced to a variability comparison rather than a comparison of trajectories of change over time. Hence, Castro-Schilo, and Ferrer's (2013) suggestion that models capable of describing dynamics could be more informative in analyzing daily data may be particularly helpful in further investigations of relationship dissolution and similar processes.
DFA Models
DFA models-sometimes referred to as the white-noise (Molenaar, 1985) and process factor analysis (PFA; Browne & Zhang, 2006) models-are an extension of intraindividual factor analysis (i.e., P-technique; Cattell, Cattell, & Rhymer, 1947) . By incorporating autoregressive and cross-lagged effects the DFA model can describe the temporal dependencies expected in data comprised of intensive, withinsubject sampling (Anderson, 1963; Molenaar, 1985; Molenaar & Nesselraode, 2009; Wood & Brown, 1994) . As previously mentioned, DFA models consist of two components: (a) a confirmatory factor analysis model summarizing latent construct indicators; and (b) autoregressive and cross-lagged paths describing lagged relations within and between latent constructs over time. Browne and Zhang (2006) express the DFA model using the following equations:
where y t is a vector of manifest variables measured at time t, u is a mean vector of y t , ⌳ is a factor matrix that remains invariant over time, f t is a vector of common factors at time t, and e t is a vector of measurement errors at time t. The common factors (f t ) are assumed to follow a Vector Autoregressive Moving Average (p, q) process
where z t is a random shock vector (i.e., the component of f t that is unexplained by the autoregressive and moving average process), A t are autoregressive weight matrices (i.e., the effect of f tϪ1 on f t ), and B h are matrices of moving average weights (i.e., the effect of z tϪ1 on f t ).
Together, these equations define the PFA (p, q) model and demonstrate the characteristic that a PFA (0, q) model defines a purely moving average process where there is no relation of f tϪ1 on f t , and a PFA (p, 0) model defines a purely autoregressive process where there is no relation of z tϪ1 on f t .
Stepping back from the details of the Browne and Zhang (2006) formulations, it is sufficient to understand that Equation 2 describes the time series relation of one or more factors with themselves and each other, and Equation 1 describes the factor analysis model and the relation of observed data to estimated factors. Generally, for the time series component of the DFA model there is an assumption that the series represents a weakly stationary Gaussian process, which is defined as follows: (a) there are no mean trends; and (b) the variance and covariance structure is invariant across the series (e.g., Molenaar, 2004) . It is worth noting that researchers interested in nonstationary series should review recent work on time-varying autoregressive models by Bringmann et al. (2017) .
In Figure 1 , an example of a DFA model is presented where positive and negative affect for males and females today, t, predict themselves (i.e., autoregressive), the other affect construct within the person (e.g., cross-lagged from positive affect to negative affect for the female dyad member), and the affect constructs for the romantic partner (e.g., cross-lagged from positive affect for the female dyad member to negative and positive affect for the male dyad member) on the following day, t ؉ 1. In Figure 1 , the lagged paths from female positive affect to the other latent variables are solid, to help visualize those paths, but all other possible paths are represented by dotted lines. All manifest variable residuals and loadings were omitted for simplicity, and each latent variable is defined using three manifest variables.
The application of DFA models. The application of these models is broad as they can be used to model the dynamic relations of multiple indicators used to infer a latent construct (e.g., positive and negative affect; Castro-Schilo & Ferrer, 2013; Ferrer & Widaman, 2008; Gonzales & Ferrer, 2014) and objective measurements concurrently. This is particularly useful, given that an autoregressive modeling approach of the individual indicators, k, can result in as many as k k autoregressive and cross-lagged paths for every lag modeled (i.e., network models)-for example, with 10 indicator variables and a lag of t Ϫ 1, there are up to 100 autoregressive and cross-lagged parameter estimates that could be modeled. Instead, the DFA model reduces the number of autoregressive and cross-lagged estimates because the focus of dynamic relations is between the latent constructs of theoretical interest, and not all the indicators of the latent constructs. Further, these models can incorporate multiple lagged relations concurrently, for example, moving average processes and other dynamics of interest.
Another benefit of using the DFA model is that it is estimated in a structural equation modeling (SEM) environment, which allows researchers to evaluate the measurement models of latent constructs before fitting any structural relations among them. This allows for the evaluation of measurement model fit to the intraindividual data. Some important questions can be answered by taking this step and evaluating the proportion of indicator variance explained by the latent construct, whether all indicators share a relation with the latent construct, and whether there is reasonable evidence of a single construct loading onto a set of indicators. Unfortunately, the benefit of measurement model evaluation at the intraindividual level may be more likely to indicate measurement inconsistency than not (e.g., Gonzales & Ferrer, 2014; Hamaker et al., 2005; Molenaar, 2004) .
Model limitations. There are two specific limitations of the DFA model relevant to the present paper. The first is that the DFA model should not be used to arbitrarily model across a sample of subjects until it has been determined that their data are ergodic-that the series of each subject is weakly stationary and that they represent the same multivariate dynamics (Gonzales & Ferrer, 2014; Nesselroade & Molenaar, 1999; Molenaar, 2004) . Second, though directly implied by the requirement of ergodicity, is the assumption that the factor models are sufficiently invariant in structure over time and between subjects. These conditions are difficult to identify (e.g., Gonzales & Ferrer, 2014; Nesselroade & Molenaar, 1999; Voelkle, Brose, Schmiedek, & Lindenberger, 2014) and infrequently observed in empirical data (e.g., Gonzales & Ferrer, 2014; Hamaker et al., 2005; Hooker, Nesselroade, Nesselroade, & Lerner, 1987; Nesselroade, Gerstorf, Hardy, & Ram, 2007; cf., Chow et al., 2004) .
While these limitations may not adversely affect the utility of DFA models if a researcher is interested in describing intraindividual dynamics, they become theoretically problematic when trying to summarize latent variable dynamics across individuals for interindividual analyses using intraindividual dynamics. In the absence of appropriate measurement invariance between systems (e.g., individuals or dyads), it may be difficult to justify the assumption of interindividual measurement equivalence of latent constructs (e.g., Meredith & Horn, 2001 ). Hence, the resulting dynamics of the latent con- Figure 1 . A dynamic factor analysis model of positive and negative affect for a male and female in a dyad. structs could not be comparable at the interindividual level.
Reconsidering Castro-Schilo and Ferrer (2013). The goal for Castro-Schilo and Ferrer (2013) was to explore the utility of integrating intraindividual dynamics into interindividual analyses. Specifically, Castro-Schilo and Ferrer (2013) explored whether incorporating intraindividual data into interindividual analyses can result in greater predictive power for theoretically linked distal outcomes than other summary information-for example, whether romantic partner affective dynamics are predictive of imminent relationship satisfaction and dissolution above and beyond the mean or standard deviation of positive and negative affect scores for dyad members. However, the aforementioned limitations of DFA may pose problems related to measurement invariance in their approach.
Castro-Schilo and Ferrer (2013) used factor analysis to summarize across indicators of RSA types (i.e., positive and negative) for each dyad member. However, considering evidence of interindividual heterogeneity of intraindividual measurement structure, it cannot be assumed that the RSA items measured the same latent construct between dyad members or across dyads without first establishing measurement invariance (e.g., Meredith & Horn, 2001) .
1 This would not be a problem if researchers wanted to evaluate latent variable dynamics of the individual, and it may not be problematic at the level of the dyad if researchers did not want to compare RSA between dyad partners. However, without sufficient evidence of measurement invariance across dyads, the treatment of autoregressive and cross-lagged effects as comparable across dyads (e.g., Castro-Schilo & Ferrer, 2013; Ferrer & Widaman, 2008; Song & Zhang, 2014 ) is unsubstantiated. Appeals to strong theory regarding scale items can be made, but an assumption of interindividual invariance of intraindividual measurement structure is neither theoretically expected (e.g., Nesselroade & Molenaar, 1999; Molenaar, 2004 Molenaar, , 2008 nor typically observed (e.g., Gonzales & Ferrer, 2014; Hamaker et al., 2005; Hooker et al., 1987; Nesselroade et al., 2007) .
As an alternative to measurement invariance, partial measurement invariance may be more tenable (e.g., Byrne, Shavelson, & Muthén, 1989; Millsap & Meredith, 2007; Reise, Widaman, & Pugh, 1993) . Partial measurement invariance was introduced as a method for when full factorial invariance could not be substantiated (Muthén & Christoffersson, 1981) , and is achieved when a subset of scale items or parameters (e.g., factor loadings) are free to vary while others remain invariant between groups or measurement occasions. Some researchers argue that partial invariance is a more practical psychometric characteristic than full invariance across conditions (Byrne et al., 1989; Millsap & Meredith, 2007; Reise et al., 1993) . However, in the context of linking intraindividual factor structure, partial invariance would still be challenging, requiring the identification of at least one factor loading that is equivalent to the same factor loading for every other individual. Therefore, while partial invariance is a less stringent alternative to full invariance, it represents a much more complicated sequence of model testing and development.
A final aspect of the measurement invariance concern is that Castro-Schilo and Ferrer (2013) applied the DFA model to parceled RSA items-for example, averaged scores of a few RSA items to create a series of RSA composite items that were then used to estimate the latent RSA variables. While the unqualified rejection or application of parceling is a mistake (Little, Cunningham, Shahar, & Widaman, 2002; Little, Rhemtulla, Gibson, & Schoemann, 2013) , using item parcels when trying to evaluate measurement structure and measurement invariance can obfuscate measurement model misspecifications and indications of measurement heterogeneity (e.g., Marsh, Lüdtke, Nagengast, Morin, & Von Davier, 2013; Meade & Kroustalis, 2006) . To this point, the decision to use item parcels should follow the evaluation of unidimensionality and invariance of items' measurement structure, not precede it (e.g., Matsunaga, 2008) . Consequently, had Castro-Schilo and Ferrer (2013) evaluated measurement invariance there would be concerns that the parceling procedure would have prevented an accurate comparison of RSA measurement structures. Overall, while DFA modeling is very appropriate for modeling latent variable dynamics when concerned with the intraindividual level of analysis, its applicability to the interindividual level is contingent upon the-unlikely (e.g., Molenaar, 2004 Molenaar, , 2008 )-criterion of interindividual measurement invariance of intraindividual measurement models.
Network Models
Network models represent an alternative method for describing the covariance and autoregressive relations across multiple predictors. Kruis and Maris (2016) recently demonstrated that the factor model and covariance model are mathematically equivalent-an expected conclusion, given that the factor model is inferred from the multivariate covariance structure. As with factor-and other latent variable-models, network models have been extended to describe within-subject multivariate dynamics, but with emphasis on the autoregressive relations between the latent variable indicators, their strength of association, and the centrality of these variables and their interaction in the network; rather than the autoregressive relation of latent variables. These approaches have been particularly popular in theorizing and describing networks of mental health disorder symptoms, and roles in improving therapeutic interventions (e.g., Borsboom & Cramer, 2013; Bringmann, Lemmens, Huibers, Borsboom, & Tuerlinckx, 2015; Cramer, Borsboom, Aggen, & Kendler, 2012; Fried et al., 2017) .
Model description. Network models can be estimated in many ways. Cramer et al. (2012) used concurrent correlations of symptoms to describe their network. This approach could be extended and applied to a lagged data set resulting in a correlation matrix describing the concurrent and lagged correlations of symptoms, resulting in a dynamic correlation network. Similarly, lagged data could be used to conduct autoregression of preceding scores to future scores in multivariate regression or SEM. For example,
describe a series of multivariate models where variables x 1 and x 2 are regressed on lagged (tϪ1) variables x 1 through x k . In this example, a total of k regression models would be estimated with each model treating a different x k(t) (1 through k variable) as the outcome. This would generate a series of regression coefficients describing the vector autoregressive (VAR) relations of variables x 1(tϪ1) through x k(tϪ1) (b 1 through b k ) and their intercepts (b 01 through b 0k ).
In Figure 2 we depict a network model using the same indicator variables in Figure 1 . However, in Figure 2 there are no latent constructs defined by the manifest variables, and all associations between manifest variables are represented as a direct influence from each indicator on the previous day, t, influencing itself and all other indicators on the following day, t ؉ 1. In this example each indicator has 11 cross-lagged paths of influence and one autoregressive effect-only the regression paths from P1 at time, t, are expressed to improve clarity of the figure, but in the model all possible autoregressive and cross-lagged paths would be specified. Similarly, all residuals and covariances were also omitted to improve clarity of the figure.
An extension of this approach is the multilevel-VAR model (Bringmann et al., 2016; Bringmann et al., 2013 ) where both population level (i.e., fixed effects) and individual (i.e., random effects) lagged network dynamics are estimated. The multilevel-VAR model requires relatively few observations from individuals (T Ն 60; Bringmann et al., 2013) , putting it on par with DFA for minimum recommended within-subject sample size of observations. Specification of the multilevel-VAR model can be expressed as an extension of the autoregressive parameters described in Equations 3 and 4 such that
where b 11i is the autoregression coefficient for the ith subject of x 1i(t) on x 1i(tϪ1) , y 0.11 is the fixed autoregression coefficient estimate for the population, and y 1.11i is the random effect of the coefficient for the ith subject.
There are many other ways to model networks, more than are consistent with the scope of the present paper, and we recommend interested readers to a tutorial paper by Epskamp, Borsboom, and Fried (2018) . Further, we note that recent work by Epskamp, Rhemtulla, and Borsboom (2017) describes the interrelation and integration of latent variable and manifest variable dynamics. While interesting, this approach was not considered relevant to the present paper due to the limitations of latent variable modeling with respect to measurement invariance across subjects-a possible limitation of any modeling effort that integrates latent variable and observed variable dynamics across subjects.
The Present Paper
Given evidence that relationship dissolution is partially an outcome of a dynamic, interactive dyadic process, as well as its ultimate impact on the partners in the dyad, their children, and other social networks, the identification and utilization of romantic partner dynamics to predict relationship dissolution is both relevant and important to pursue. However, Castro-Schilo and Ferrer's (2013) previous work demonstrating an application of DFA may not always be appropriate given that measurement invariance-and the ability to therefore compare DFA autoregressive and cross-lagged coefficients between systems (e.g., dyads)-should not be assumed. To determine whether there is reasonable concern that measurement invariance was not sufficient for the Castro-Schilo and Ferrer paper, we evaluate RSA measurement invariance for a subset of RSA items between dyads. Further, we demonstrate an alternative approach to integrating multivariate dynamic summaries into subsequent analyses by evaluating the crosslagged associations of partner RSA using a network modeling approach, and then use those parameters in an exploratory logistic regression model predicting relationship dissolution.
Method Participants
The data used in the present paper are from the Dynamics of Dyadic Interactions Project (DDIP), a longitudinal study of romantic dyads that incorporated daily diary reporting of RSA. For selection to participate in the DDIP both members of the dyad had to participate at the same time and dyad members had to be in a romantic relationship (for further details we direct our readers to Ferrer, Steele, & Hsieh, 2012; Ferrer & Widaman, 2008) . The inclusion criterion for the present sample (N ϭ 130 heterosexual couples) was whether couples had sufficient in-lab follow-ups to determine if their romantic relationship was intact or had ended by the time their participation in the study ended. Participant ages ranged from 17 to 54 years old (females: M ϭ 22.67, SD ϭ 7.16; males: M ϭ 22.50, SD ϭ 6.41). At the beginning of the study most dyads were dating (n ϭ 107), with others reporting being engaged (n ϭ 5) or married (n ϭ 18). By the end of the study 37 couples had experienced relationship dissolution.
Measures and Procedures
All couples completed an intake session where they gave informed consent and completed a series of questionnaires regarding their relationship and demographic information. Participants were then given a daily diary packet which they were instructed to fill out once a day in the evening for up to 90 days. Several measures and demographic variables were collected from participants, but of relevance to the present paper was the demographic question asking whether their romantic relationship had ended.
RSA. RSA is a daily questionnaire developed to evaluate the day-to-day fluctuations in affect participants experienced toward their romantic partner. The questionnaire consists of 18 items intended to measure both positive and negative affect-the positive and negative scales each consist of nine items. Participant instructions read, "Indicate to what extent you have felt this way about your relationship today." Participants would then rate all items using a Likert-type scale ranging from 1 (very slightly or not at all) to 5 (extremely). For the present paper's empirical example, we selected the four positive affect items-that is, loved, committed, emotionally intimate, and happyand four negative affect items-that is, sad, angry, discouraged, and lonely. These items were selected because, across the entire sample of male and female participants, they had the largest factor loadings, indicating that, on average in the population, they were the best indicators of their corresponding constructs.
Traditional measures of reliability (e.g., Cronbach's alpha) are not effective indicators of measurement invariance (e.g., Sijtsma, 2009 ), however, we will note that reliability of withinperson change using generalizability analysis (Cranford et al., 2006) was previously reported by for positive (male ϭ .85, female ϭ .87) and negative (male ϭ .82, female ϭ .85) RSA scales. Generalizability analyses allow the responses by persons to a given item at a given time to be analyzed into components of variance (Cranford et al., 2006) . The resulting calculation can be interpreted similarly to Cronbach's alpha, where larger values reflect greater reliability.
Analytic Plan
To evaluate the possibility that intradyad factor structures of RSA are sufficiently homogeneous across dyads to warrant direct comparison, we employ a similar procedure used by Gonzales and Ferrer (2014) when evaluating autoregressive parameters for homogeneity. Specifically, we estimate the factor structure of the four positive and negative scale items for male and female participants using all observations from all participants. Factor loadings from these population-level factor models are then used as constraints and fit to individual dyads' data. Measures of the population model's fit to each dyad is then evaluated for fit using the comparative fit index (CFI), Tucker-Lewis index (TLI), and root-mean-square error of approximation (RMSEA). For this example, CFI and TLI scores below .90, and RMSEA scores above .10 are considered to indicate poor fit to the dyad. These are less stringent fit index cutoffs when compared with other popular recommendations (e.g., Hu & Bentler, 1999) and therefore make it harder to reject the assumption of measurement invariance between dyads. We also estimate the positive and negative RSA factor loadings for each dyad's members freely, and then conduct a chi-square test of independence, comparing the freely estimated measurement models with the measurement models estimated using the entire sample as constraints.
For our demonstration of utilizing RSA dynamics as predictors of relationship dissolution there are two steps. First, we fit a series of autoregressive regression models estimating the influence of partner RSA on their dyad partner's affect (see Equations 3 and 4) for each dyad separately. The standardized coefficients from these models are then saved and used as predictors of relationship dissolution. As noted, a limitation of the network analysis approach for using dynamics in subsequent analyses is the considerable number of possible autoregressive coefficients that are produced-compared with DFA models. In the present example, using lagged female RSA to predict male RSA, and vice versa, results 128 lagged coefficients per dyad.
The considerable number of dynamic coefficients that can be generated using a network approach results in a low ratio of participants to predictors-or even more predictors than participants. Consequently, researchers interested in utilizing this approach will likely need to incorporate a method for aggregating or selecting dynamic coefficients for subsequent modeling. In this example, we use stepwise logistic regression using both forward and backward entry for three reasons: (a) implementation of stepwise regression is easy to conduct using a range of statistical packages (e.g., SPSS), (b) most researchers are familiar with stepwise regression modeling, and (c) it is capable of handling the low ratio of cases (i.e., 130 romantic dyads) to predictors (i.e., 128 network dynamic coefficients).
Various limitations in automated selection regression models have been identified (e.g., Austin & Tu, 2004; Steyerberg, Eijkemans, & Habbema, 1999) , and we encourage researchers to consider learning about and using any number of other predictor identification approaches-for example, lasso or ridge regression (e.g., Helwig, 2017)-or predictor reduction methods-for example, clustering (e.g., Henry, Tolan, & Gorman-Smith, 2005) , factor analysis (e.g., Gorsuch, 2014) , or mixture modeling (e.g., Berlin, Williams, & Parra, 2014) to enable the integration of dynamics as a predictor of distal outcomes.
Results

Measurement Invariance
Overall, the population-level confirmatory factor analysis of positive and negative RSA for male and female dyad members was supported by fit indices. Specifically, the population-level confirmatory factor analysis of positive RSA for male (CFI ϭ .997, TLI ϭ .992, RMSEA ϭ .052) and female (CFI ϭ 1.000, TLI ϭ .999, RMSEA ϭ .022) dyad members indicated excellent model fit. Similarly, the population-level confirmatory factor analysis indicated good fit of negative RSA for male dyad members (CFI ϭ .978, TLI ϭ .933, RMSEA ϭ .115). However, model fit of the population-level confirmatory factor analysis of negative RSA for female dyad members was not well supported (CFI ϭ .963, TLI ϭ .889, RMSEA ϭ .172).
In contrast, when constraining individual dyad's factor structure to that estimated for the total sample, nearly 25% of RSA models across male and female dyad members failed to converge. Further, for those dyad members for which constrained RSA measurement models did converge, over half the remaining dyads had poor model fit based on each fit measure using our prespecified cutoff criteria (Table 1) . Using the chi-square test of independence to compare between the constrained and unconstrained measurement models of RSA within dyads there were statistically significant decrements in model fit for: (a) male positive RSA in 47.1% of dyads, (b) female positive RSA in 64.4% of dyads, (c) male negative RSA in 60.8% of dyads, and (d) female negative RSA in 76.3% of dyads. Further, when considering only dyads where there were no convergence problems for either the constrained or unconstrained measurement models of positive and negative RSA for either male or female dyad members (76 of the 130 dyads in the sample), only 43 of the 76 (55.6%) possible did not demonstrate a statistically significant decrement using the population-level loading constraints. Overall, the observed fit implies insufficient measurement homogeneity exists between dyads to compare their latent variable scores or associations (i.e., autoregressive associations) between all dyads-only for 43 out of 130 (33.1%) dyads is measurement invariance tenable.
Extraction of Affective Dynamics and Prediction of Relationship Dissolution
Affective dynamics within dyads were modeled using multivariate regression of autoregressive and cross-lagged partner RSA. Standardized lagged regression coefficients were extracted and saved for subsequent analysis in a logistic regression model predicting dyad dissolution. We fit a stepwise logistic regression model with conditional forward entry of crosslagged dyad partner affective relation coefficients. The identified model included a total of seven of the saved cross-lagged coefficients as predictors, four of which were identified as significant predictors of relationship dissolution (Table 2) . Note. Fit measures include comparative fit index (CFI), Tucker-Lewis index (TLI), and root-mean-square error of approximation (RMSEA). Population refers to the fit of the freely estimated population RSA measurement models. "Fit with population loading constraints" indicates the individual dyads' measurement model fit when loadings were constrained to the population loading estimates. The "Poor fit" column indicates the percent of cases that fell below .90 (CFI and TLI) or above .10 (RMSEA) indicating poor fit of the constrained model to a dyad member's positive or negative RSA. It is evident that the majority of male and female dyad members' RSA was not consistent with a population model, and that measurement invariance (i.e., weak invariance) was not likely between most dyads. The final logistic regression model showed evidence of improved fit relative to an interceptonly model-that is, Cox and Snell R 2 ϭ .233, Nagelkerke R 2 ϭ .333, and a change in overall classification percentage from 71.3 to 79.1-as well as fit of the final model to the sample data ( 2 (7) ϭ 34.181, p Ͻ .01). Cross-lagged coefficients entered and retained in the final model that were significant predictors of relationship dissolution were: (a) the influence of female ratings of happiness with their partner from the preceding day on male ratings of feeling committed to their partner the following day (B ϭ Ϫ2.546, SE ϭ .925, odds ϭ .078), (b) the influence of female ratings of emotional intimacy with their partner from the preceding day on male ratings of feeling loved by their partner the following day (B ϭ 1.345, SE ϭ .447, odds ϭ 3.836), (c) the influence female ratings of emotional intimacy with their partner from the preceding day on male ratings of feeling discouraged about their partner the following day (B ϭ Ϫ3.173, SE ϭ .979, odds ϭ .042), and (d) the influence of female ratings of anger with their partner from the preceding day on male ratings of feeling discouraged about their partner the following day (B ϭ Ϫ2.759, SE ϭ .988, odds ϭ .063).
Discussion
In the present paper, we reevaluated CastroSchilo and Ferrer's (2013) demonstration for integrating intraindividual dynamics into interindividual analyses. We drew cases from the same data set (DDIP dyads; e.g., Ferrer & Widaman, 2008) that Castro-Schilo and Ferrer used and explored two questions: (a) is the comparison of DFA autoregressive coefficients across dyads justifiable with respect to the requirement of measurement invariance, and (b) can network models be used to extract affective dynamics at the individual level for subsequent analysis at the group level? With respect to the former, there was little evidence of measurement invariance across all dyads in our sample, suggesting that Castro-Schilo and Ferrer's comparison of dyads' lead-lag relations-while both interesting and novel-was not justified by the assumption of measurement invariance (e.g., Meredith & Horn, 2001) . Given previous findings that interindividual invariance of intraindividual measurement structure is neither typical (e.g., Ferrer & Widaman, 2008; Gonzales & Ferrer, 2014; Hamaker et al., 2005) nor theoretically expected (e.g., Molenaar, 2004 Molenaar, , 2008 , careful evaluation of measurement structure should be considered before applying DFA models for the purposes of integrating autoregressive or cross-lagged DFA parameters into interindividual research.
Regarding the latter, we extracted multivariate dynamics using a network modeling approach and were able to use the intradyadic dynamics to predict relationship dissolution between dyad members in our sample. However, of the 128 cross-lagged parameters estimated, only four were identified as significant predictors of the likelihood of relationship dissolution. Notably, of the statistically significant crosslagged coefficients entered and retained in the final model, none are of dynamic relations where males influenced their female partners. Based on our final model, it seems that female partners' affective influence on their male partner is the best predictor of relationship dissolution in our sample, while male affective influence on their partners did not function as a significant predictor.
Our results are novel in that they shed light on several previously reported affective processes influencing relationship dissolution. For instance, the directionality of affective processes may serve to clarify the ways in which previously reported negative affect (e.g., Sullivan et al., 2010) ultimately predicts the dissolution of romantic relationships. Similarly, though the protective influence of positive affect has been frequently noted in research (e.g., Cui et al., 2011; Langer et al., 2010; Le et al., 2010; Negash et al., 2014) , the direction of this affective process may suggest that these results reflect primarily female positive affect. Our findings specifically complement Røsand et al.'s (2014) observation of a nonlinear escalating effect of female (but not male) dissatisfaction on relationship dissolution, in that both highlight the significance of female affective influence on male partners, and ultimately, on the fate of the relationship. Previous research offers some justification for this unidirectional influence. The difference in affective influence has been attributed to sex differences in the expression of emotions, and particularly negative emotions, whereby women both selfreport-and are perceived by their partners-to be much more expressive (Sprecher & Sedikides, 1993) . Increased negative expressiveness, in turn, can highlight dissatisfaction that would otherwise be invisible, ultimately leading to dissolution (Rauer & Volling, 2005) .
Limitations
It is important to note that our final model only improved classification accuracy by 7.8% relative to the intercept-only model, and the change in pseudo-R 2 was only .233 to .333 (Cox and Snell and Negelkerke R 2 , respectively). Together, this suggests that the network dynamics of RSA indicators between dyad partners were not predictive of relationship dissolution in its entirety. This is not terribly surprising, though, as the RSA data was collected 1-2 years prior to follow-up assessments of relationship status. Any number of design features could be considered to capture dynamic data more useful to forecasting relationship dissolution (e.g., would dynamic data 3 months prior to dissolution be more closely related to dissolution outcomes compared with data 9 to 21 months prior?). Also important is that in our example we only considered cross-partner dynamics, but not intrapartner's. It is possible that intrapartner dynamics, how one feels about their relationship today predicts how they feel about their relationship the next day, is more predictive of relationship outcomes-particularly when more distal to the dissolution event.
Similarly, a clear limitation of the network approach as an alternative method for analyzing and integrating dynamics is that the model can generate a tremendous number of autoregressive and cross-lagged coefficients-in the present example, 128 coefficients were generated and we only considered cross-lagged relations between dyad members. Using interindividual correlations to investigate the association between the cross-lagged coefficients, it is evident that many have strong correlations among each other, suggesting the possibility of multicollinearity between potential predictors to be entered in our logistic regression model. This should be expected when working with construct indicators and scales that were traditionally built to have high interitem correlations in interindividual research, and it could explain why only a few coefficients (7 of 128 dynamic coefficients were included in the final model; see Table 2 ) were ultimately identified by the stepwise procedure for inclusion in the logistic regression model.
It may be possible to factor these coefficient scores, and we expect that when working with the autoregressive, intraindividual dynamics such factor structures would converge with the original population-level RSA measurement models-because these correlations summarize the population-level dynamics of these RSA indicators within individuals. However, other interesting factor structures may be observable, too. In the present empirical example, the coefficients are of the cross-lagged associations of dyad members with each other, and the not autoregressive dynamics of dyad members' influences on themselves. Therefore, identification of a factor would be of cross-lagged dynamics between dyad members, which is not necessarily the same as the measurement structure conceptualized by DFA models.
While this would be a very interesting approach to summarizing interpartner dynamics, there are challenges to such an approach with respect to model identification. One possible factor structure is that all dynamic coefficients of positive female RSA indicators predicting positive male RSA indicators would represent a single latent dynamic process, and the same would be true for all other cross-partner cross-RSA indicator sets. This would result in eight possible dynamics factors (though more could be identified), with 16 different cross-lagged dynamic coefficient indicators for each. Including covariance between the dynamics factors and estimation of the residual for each crosslagged dynamic coefficient, the model would require 284 estimated parameters-more than twice as many as our sample of dyads. Thus, while factor analysis and other data reduction approaches to processing the network dynamics is theoretically interesting, a conventional version of such an approach is not possible due to dyad sample size-a typical challenge for intensive, repeated observation studies.
We did not fully replicate the Castro-Schilo and Ferrer (2013) paper. However, we were able to sample the same data set, which allowed us to more concretely demonstrate that the DDIP data lacked sufficient interindividual invariance of intraindividual measurement structures to justify comparing intradyadic dynamics of positive and negative RSA between relation-ship dyads. While the network approach seems to address this limitation, it is important to clarify how. Specifically, the problem of interindividual heterogeneity of intraindividual measurement structure is not overcome using this modeling approach. Rather, we are avoiding the invocation of invariant latent constructs that are indicated by the manifest observations making up the RSA scale. The heterogeneity between dyads with respect to indicator covariance and correlation still exists, but we are not attempting to infer an unobservable, overarching construct from these heterogeneous structures. Rather, we are considering the heterogeneity itself as part of the dynamics between dyads and using it to predict interdyadic differences-that is, relationship dissolution likelihood.
Conclusion
While a network modeling approach to summarize and integrate dynamics into subsequent interindividual research is not able to resolve the problem of measurement invariance, it does avoid the problem of invoking measurement invariance's assumptions. Consequently, we submit that it is a viable alternative to DFA when researchers are interested in integrating intraindividual dynamics into interindividual research but cannot defend the assumption of measurement invariance. Moreover, we argue that researchers theoretically interested in dynamical processes should consider both DFA and network models as part of a family of models for studying processes using intensive observations-particularly when interested in processes thought to unfold over shorter time scales (i.e., minutes, hours, and days rather than years).
