Cone-beam computed tomography systems have been developed to provide in situ imaging for the purpose of guiding radiation therapy. Clinical systems have been constructed using this approach, a clinical linear accelerator ͑Elekta Synergy RP͒ and an iso-centric C-arm. Geometric calibration involves the estimation of a set of parameters that describes the geometry of such systems, and is essential for accurate image reconstruction. We have developed a general analytic algorithm and corresponding calibration phantom for estimating these geometric parameters in cone-beam computed tomography ͑CT͒ systems. The performance of the calibration algorithm is evaluated and its application is discussed. The algorithm makes use of a calibration phantom to estimate the geometric parameters of the system. The phantom consists of 24 steel ball bearings ͑BBs͒ in a known geometry. Twelve BBs are spaced evenly at 30 deg in two plane-parallel circles separated by a given distance along the tube axis. The detector ͑e.g., a flat panel detector͒ is assumed to have no spatial distortion. The method estimates geometric parameters including the position of the x-ray source, position, and rotation of the detector, and gantry angle, and can describe complex sourcedetector trajectories. The accuracy and sensitivity of the calibration algorithm was analyzed. The calibration algorithm estimates geometric parameters in a high level of accuracy such that the quality of CT reconstruction is not degraded by the error of estimation. Sensitivity analysis shows uncertainty of 0.01°͑around beam direction͒ to 0.3°͑normal to the beam direction͒ in rotation, and 0.2 mm ͑orthogonal to the beam direction͒ to 4.9 mm ͑beam direction͒ in position for the medical linear accelerator geometry. Experimental measurements using a laboratory bench Cone-beam CT system of known geometry demonstrate the sensitivity of the method in detecting small changes in the imaging geometry with an uncertainty of 0.1 mm in transverse and vertical ͑perpendicular to the beam direction͒ and 1.0 mm in the longitudinal ͑beam axis͒ directions. The calibration algorithm was compared to a previously reported method, which uses one ball bearing at the isocenter of the system, to investigate the impact of more precise calibration on the image quality of cone-beam CT reconstruction. A thin steel wire located inside the calibration phantom was imaged on the conebeam CT lab bench with and without perturbations in source and detector position during the scan. The described calibration method improved the quality of the image and the geometric accuracy of the object reconstructed, improving the full width at half maximum of the wire by 27.5% and increasing contrast of the wire by 52.8%. The proposed method is not limited to the geometric calibration of cone-beam CT systems but can be used for many other systems, which consist of one or more point sources and area detectors such as calibration of megavoltage ͑MV͒ treatment system ͑focal spot movement during the beam delivery, MV source trajectory versus gantry angle, the axis of collimator rotation, and couch motion͒, cross calibration between Kilovolt imaging and MV treatment system, and cross calibration between multiple imaging systems. Using the complete information of the system geometry, it was demonstrated that high image quality in CT reconstruc- 
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I. INTRODUCTION
The development of volumetric imaging systems for the purpose of guiding radiation therapy is a topic of a major interest in radiation therapy. [1] [2] [3] [4] [5] [6] [7] [8] The use of the treatment beam to perform megavoltage ͑MV͒ computed tomography ͑CT͒ of the patient in treatment position was investigated first in 1983. 2 Several investigations employed various twodimensional detectors to perform MV cone-beam CT ͑CBCT͒ [3] [4] [5] [6] However, the poor detection efficiency of x-ray detectors and low contrast in the MV energy range pose significant physical challenges for obtaining high image quality even at clinically acceptable imaging doses ͑i.e. Ͻ10 cGy͒. 9 To overcome this challenge, kilovoltage ͑kV͒ x-ray imaging technologies have been incorporated into the therapy system. 1, 7, 8, 10, 11, 9 Although the feasibility of installing a kV x-ray source at the same geometrical position to MV source has been studied, 8 the incorporation of a kV x-ray source on a medical linear accelerator at 90°with respect to the MV source appears to be a practical alternative. 1, 11 Such a system has been shown to be capable of producing images of soft tissue with excellent spatial resolution ͑full width at half maximum of 0.6 mm͒ 10 at acceptable imaging doses ͑3 cGy͒. 11, 9 The development of an independent imaging system for guiding therapy requires accurate geometric calibration of the device and reference to the delivery geometry. If this can be achieved, integrating this technology with the medical linear accelerator is believed to have excellent potential as a platform for high-precision, image-guided radiation therapy. In computed tomography ͑CT͒, it is well known that geometric inaccuracy in the reconstruction process can produce severe artefacts. [12] [13] [14] [15] The motions of source and detector in the medical linear accelerator-based systems differ from a simple circular trajectory due to gravity-induced flex in the support arms. 1 An isocentric C-arm system with conebeam CT ͑CBCT͒ capability is another example of a volumetric imaging system that suffers from similar problem. 16, 17 One method of handling these nonidealities is to monitor the motion of gantry during rotation using either an external tracking system or image-based calibration. By assuming that the source travels in a circular trajectory and allocate all apparent discrepancies to displacement in the detector, the nonidealities of the imaging system can be simply modeled by two parameters, namely, center of image. 1, 11, 9, 18 Although this simple method can be applied to compensate nonideality of the imaging system for better quality of reconstructed images, it does not fully describe the geometry of the system ͑projection, rotation, and translation͒ whose motion is different from a circular trajectory. A system capable of producing complex trajectories of source and detector with a high level of accuracy and precision has been constructed in our laboratory to explore the influence of nonidealities, reproducibility, and complex trajectories on image quality. 19 Comparisons of prescribed and measured displacements are possible, provided a method of measuring the imaging geometry can be established. Geometric calibration of the imaging system has been studied mainly to provide a correct threedimensional ͑3D͒ to 2D mapping between the 3D voxels to be reconstructed and the 2D pixels on the radiographic images. [20] [21] [22] In this context, the projection matrix relating 3D voxels to 2D pixels is the only information of interest and the individual geometric parameters are not necessary. Knowing the complete geometric parameters has advantages over the projection matrix method, however, for one can characterize the imaging system better and numerous applications using the information are possible. Even though geometric parameters can be estimated from the projection matrix, it has been known to be difficult and unstable. 22, 18 In this paper, a novel calibration phantom and corresponding analytic method for the estimation of all the geometric parameters of a cone-beam CT imaging system is reported. The algorithm has been applied to a laboratory system with known geometry and a cone-beam CT system that has been integrated with a medical linear accelerator. The algorithm generates a complete description of the position and rotation of the source and detector. In its current embodiment, the algorithm assumes that the detector does not suffer from spatial distortion, is of known physical scale, and the phantom dimension is known to high accuracy. Geometric parameters could be found at each pose ͑e.g., rotation of gantry and/or detector shift͒ from a single x-ray image of the calibration phantom. This allows calibration of arbitrarily complex trajectories employed in cone-beam CT acquisition, including those with geometric non-idealities introduced by the presence of nonrigid motion of the system components.
II. METHODS AND MATERIALS

A. System geometry
To describe the geometry of the system, three righthanded Cartesian coordinate systems were introduced. The coordinate systems of world ͑w͒, virtual detector ͑i͒, and real detector ͑I͒ are shown in Fig. 1 . The calibration phantom, the patient, and the CT reconstruction are based in the world coordinate system, which is fixed in space for a machine with a rotating gantry ͑medical linear accelerator and C arm͒ in Fig. 1 and is fixed to the rotating turntable for the conebeam CT laboratory bench as shown in Fig. 2 . The z axis of the world coordinate system ͑z w ͒, is along the rotation axis of the gantry for the medical linear accelerator and along the turntable ͑rotation stage͒ for laboratory bench. The x w axis is pointing to the source at a gantry angle of zero and y w is pointing to the source at a gantry angle of 90 deg. Note that the positive direction of rotation of the turntable ͑−z w ͒ is opposite to that of the gantry ͑z w ͒. When the gantry or turntable rotates from 0 to 90 deg, the source appears to move around from the x axis ͑x w ͒ to the y axis ͑y w ͒ in both the fixed and rotating world coordinate systems. The laboratory cone-beam CT system can be adjusted through three axes of linear motion for the x-ray source and detector, along with one rotation axis and one linear axis for the phantom and turntable. The resolution of the computer controlled positioning system is 30 µm in all directions and 0.015°in rotation.
The origin of the virtual detector system is located at the projection point of the origin of the world coordinate system on the detector plane. This point is also called the piercing point. The y axis of the virtual detector coordinate system is antiparallel to the z axis of the world coordinate system. The direction of the x i axis is oriented perpendicular to the vector from the piercing point to the source point and the y axis of the virtual detector. The real detector system is used to model possible tilting ͑ and ͒ and rotation ͑, about the detector normal axis͒ of the detector from the virtual detector plane as shown in Fig. 1 . Once the coordinate systems are defined, objects in one coordinate system can be easily referenced to another. The following equation expresses the transformation of a position vector ͑P w ͒ in the world coordinate system to one ͑P i ͒ in the virtual coordinate system:
where P R 3ϫ1 , R w i R 3ϫ3 , and T w i R 3ϫ1 are positions of object, rotation matrix, and translation vector, respectively. The rotation matrix R w i and translation vector T w i can be written as follows:
where St and Ct are sine and cosine of the nominal gantry angle t. The translation vector T w i is the position vector from the origin of i to the origin of w. The subscript d is used to indicate the position of the detector. Since the virtual detector system is defined such that the piercing point is perpendicular to the x i , X d is zero and the x-ray source appears in the y-z plane of the virtual detector coordinate system. Therefore, calibration parameters in this transformation are t , Y d , and Z d . Detector rotation and/or tilting information are considered by the rotation matrix R i I from the virtual detector system ͑i͒ to the real detector system ͑I͒ as shown in the following equation:
where
T are position vectors in the real detector and virtual detector systems, respectively. R i I can be written as follows using the parameters, , , and :
where , , and are the tilting and rotation of the detector as shown in Fig. 1 . An x-ray projection of the object onto the detector plane ͑X , Y͒ can be calculated using the trigonometric relations as follows:
T are the position vector of the x-ray source and the position vector of the object in the real detector coordinate system ͑I͒, respectively. Finally, the digitization of the image can be modeled as follows:
where S f is a scale factor ͓pixel/ mm͔, and U offset and V offset are U and V distances separating the detector pixel of the origin of U and V from the piercing point, respectively. It is worth noting that the directions of the vectors U and V are opposite to the vectors X and Y, respectively. The scale factor can be taken from the manufacturer's specification or determined experimentally. Eleven parameters were used to characterize the cone-beam CT geometry in this study:
, detector tilt ͑ , ͒, detector rotation ͑͒, piercing point ͑U offset , V offset ͒, and gantry angle t. These can be reduced to nine independent variables by recognizing that ͑1͒ the origin of the detector coordinate system is on the line which connects the source and piercing point; therefore, the detector position can be expressed as one independent variable, and ͑2͒ gantry angle is also determined by source position, bringing the number of independent parameters to a total of nine. Table I summarizes the nomenclature.
Once all the calibration parameters were found with respect to the world coordinate system attached to the phantom, a search can be performed to identify another coordinate system, which minimized the excursion of the x-ray source trajectory from a simple circle. All the calibration parameters are recalculated with respect to this coordinate system. This approach permits intercomparison of subtle changes in the calibration results independent of the placement of the phantom. Of course, applying this transformation obscures any gross changes in the geometry that can be described by a global rotation and/or translation.
B. Calibration phantom
The calibration phantom consists of a precise arrangement ͑within 25 µm machining tolerances͒ of 24 steel ball bearings ͑BBs͒ embedded in a cylindrical plastic phantom ͑Fig. 3͒. Each circular pattern consists of 12 steel BBs distributed evenly over 360 deg. The diameter of each ball bearing is 4.7 mm, the diameter of each circular pattern is 100 mm, and the distance between the two parallel circles is 160 mm ͑alterna-tive sizes of bearings and patterns can be supported with appropriate adjustments to constants in the algorithm͒. To protect BBs from mechanical damage and to create a relatively uniform background around the BBs in the radiographic image, a plastic cap was applied to each end of the phantom. A tradeoff between phantom size and geometric precision and accuracy is expected. To maximize reliability and performance of the algorithm, the calibration phantom should be large enough to cover most of the detector. The diameter of each BB should be large enough to include a large number of pixels and to exhibit high contrast yet small enough to avoid overlapping with neighboring BBs when projected. To make use of ellipse parameters, which will be discussed in the following section, more than ten BBs ͑five in each circle͒ should be used in the design of an appropriate calibration phantom. The rationale for the selected arrangement of BBs in the calibration phantom can be understood by considering the BBs in groups. Each group consists of four BBs such that the positions of the balls are ͑x , y , z͒, ͑−x ,−y , z͒ , ͑x , y ,−z͒, and ͑−x ,−y ,−z͒. Connecting appropriately chosen pairs of points in the group shows the origin of the phantom coordinate system ͑the intersection of lines͒, and z axis ͑parallel lines͒ as shown in Figs. 3͑c͒ and 3͑d͒. Having more than two groups of BBs allows the center of each circular pattern to be found as shown in Fig. 3͑e͒ . Since each group of BBs consists of four BBs in the calibration phantom, at least 12 BBs should be used.
The calibration phantom was placed approximately near the nominal isocenter of the system and the longitudinal direction of the phantom is aligned roughly to the axis of rotation of the system. This guarantees that the phantom will be visible in all projections. Since all measurements are referenced to the phantom, it is not necessary to place the phantom with great accuracy in the world coordinate system.
As described below, it is useful to eliminate the effect of the phantom location in space through determination of an alternative reference frame. For example, in the case of a gantry-based system, the determination of a reference frame that minimizes the discrepancy with respect to a simple circular trajectory permits the results of the calibration to be reported independent of the placement of the phantom ͑i.e., referenced to the mean circular motion that is expected from the gantry-based system͒.
C. Calibration procedure
With the phantom placed in the field of view of the imaging system, one radiographic image is taken and the locations of each BB in the image are determined. The piercing point ͑offset of the image, or "projection point"͒, detector angle, source position, detector position, and gantry angle are calculated using the method explained below. One x-ray image of the phantom is sufficient to determine the geometry or "pose" of the system. To characterize the geometry of the system at different gantry angles ͑poses͒, an x-ray image acquisition, and the calibration are repeated at each desired gantry angle. Typically, about 300 images are taken over 360 deg ͑ϳ1.2°increments͒ to calibrate the cone-beam CT system on the clinical linear accelerator and laboratory bench.
Calculation of ellipse parameters
Mathematically, a cone-beam projection of the circular pattern of BBs lies on an ellipse in the projection image. 23 There are many possible methods to describe and fit the ellipse. The one used in this study was taken from the literature. 23, 31 FIG. 3. Calibration phantom consists of 24 steel ball bearings precisely located in two circular patterns in a cylindrical plastic phantom. In each circular pattern, 12 steel ball bearings are spaced evenly over 360 deg. Origin of the world coordinate system is located at the center of the circular pattern in the x and y directions and the middle of two circular patterns in the z direction. The diameter of each ball bearing is 4.7 mm, the diameter of circular pattern is 100 mm, and the distance between two circles is 160 mm. By inspecting the intersection of lines generated from appropriately selected pairs of points, the origin of the world coordinate system ͑c͒, and the center of each circular pattern ͑e͒ can be found. Parallel lines to the z axis of the world coordinate system can be also generated ͑d͒.
where ͑u o , v o ͒ is the center of the ellipse. The parameters a , b , c , u o and v o can be found using a linear least-squares method from projection points of the BBs. Once ellipse parameters are found, the detector angle can be calculated using the following equations:
where is the intermediate parameter used in ellipse parameter calculation and subscript k indicates one of two circular group of BBs.
Determination of the piercing point "U offset , V offset …
A line in space is projected into a line on a detector plane if the detector is flat. The intersection of lines is also projected into an intersection of the projected lines. As shown in Fig. 3͑c͒ , the origin of the world coordinate system can be found from the piercing point calculated from the intersection of lines connecting opposing pairs of BBs in an image of the phantom. Therefore, the piercing point ͑U offset , V offset ͒, ͑projection of the origin of the world coordinate system͒, can be calculated from the intersection of the projected lines in the detector. The position of each ball bearing should be found to generate lines shown in Figs. 3͑c͒-3͑e͒. A signal threshold is chosen such that the edge of each ball bearing is shown clearly and a numerical optimization function in MATLAB ͑MathWorks, Natick, MA͒, fminsearch, is used to find the center of each ball bearing.
Concept of the "converging point"
To simplify explanation of the complex geometry, the concept of the converging point is introduced. One source ͑P s ͒ and two point objects ͑P BB1 and P BB2 ͒ define a plane, called a divergent plane D 1 as shown in Fig. 4 . The intersection of the divergent plane D 1 and the detector plane I is the line, which connects the projected BB locations ͑P I1 and P I2 ͒. Another pair of BBs forms another divergent plane in the same way.
where D i is i-th divergent plane, and L i is the line made by I പ D i . The intersection of all lines ͑L i ͒ is denoted by the converging point P c
͑12͒
If all the lines connecting a pair of point objects are parallel, the intersection of divergent planes, ͑D 1 പ D 2 പ¯͒, forms one line L d denoted by the axis of the divergent planes, which is parallel to the lines. The converging point P c always exists on the ͑extended͒ detector plane except for the special case where the axis of divergent planes is parallel to the detector plane. The divergent planes and the axis of the divergent planes are analogous to sheets of paper and the spine of a book. Therefore, the converging point is simply calculated as follows:
When more than two pairs of point objects are available, and the lines connecting a pair of objects in the space are parallel, the converging points formed by the lines connecting pairs of objects in the image can be found by the intersection of the axis of the divergent plane L d and the detector plane I.
Calculation of detector rotation
The rotation of the detector with respect to its normal axis is referred to as . By identifying common features in the 3D circular pattern of BBs, and the projected elliptical pattern, it is possible to determine a value for . The shape of the fitted ellipse on the virtual detector plane ͑X i − Y i ͒ depends on the source position with respect to the phantom as shown in Fig.  5 . By choosing two points at the extreme X i dimension on each of the two fitted ellipses, two pairs of points forming two lines parallel to X i were identified. It is important to note that the location of these two points should be found from the numerical model of the ellipse and not from the location of the finite number of BBs. ͑See the Appendix for the proof.͒. Lines connecting two pairs of points on the virtual detector plane ͑X i and Y i ͒ are denoted by L 1 and L 2 in Fig. 5 . When the detector is tilted by around the axis of Y i , these two lines converge to one point. The point is the converging point P due to the detector angle and is the intersection of the axis of the divergent plane, and the real detector plane ͑␣ and Y i ͒ as explained in Sec. II C 3. If there are BBs in the phantom shown as a broken circle in Fig. 5 , the projected image of the BBs forms a line passing through point P a on the virtual detector plane ͑i.e., the special case of an ellipse FIG. 4 . One source ͑P s ͒ and two point objects ͑P BB1 and P BB2 ͒ define a plane, called a divergent plane D 1 . The intersection of the divergent plane D 1 and the detector plane I is the line L 1 , which connects the projected BB locations ͑P I1 and P I2 ͒. The intersection of all lines ͑L i ͒ is denoted by the converging point P c . The converging point P c always exists on the ͑ex-tended͒ detector plane except the special case that the axis of divergent planes is parallel to the detector plane. The divergent planes and the axis of the divergent planes are analogous to sheets of paper and the spine of a book.
for which the length of the short axis is zero͒. The line L a , which is parallel to the lines L 1 and L 2 when is zero, passes through the point P and is parallel to the axis ␣ when is nonzero. The location of the point P a can be found using the following equation, since the ratio of short axis to long axis of the ellipse, ͱ a k / b k ͑k =1,2͒, is proportional to the distance from the point P a to the center of each ellipse P 1 and P 2 .
where P m n is a position vector from point m to point n. The following is true as shown in Fig. 5 :
Angles of lines L 1 and L 2 , with respect to line L a are proportional to the distance from the point P a to the center of each ellipse P 1 and P 2 . The angle between the line L a and X i , or ␣ and X i is the detector angle . When the detector rotation angle is not zero, the angles of lines in the real detector coordinate system are different by the detector rotation angle as follows:
where A͑p , q͒ is an angle between lines p and q. Once is known using Eq. ͑16͒, the effect of can be corrected by rotating the image by . Therefore, the remainder of the calibration procedure assumes that the detector rotation angle has been estimated and corrected.
Calculation of detector tilt angle and
Using the pairs of BBs parallel to the Z w axis ͓Fig. 3͑d͔͒, the converging point P , which is due to the detector angle , can be found. The axis of divergent planes in this case is parallel to Y i , which is parallel to Z w , as shown in Fig. 6 . The axis of divergent planes intersects the detector plane unless is zero ͑regardless to the angle of ͒. The converging point, P , has the following relationship as shown in Fig. 6 :
The location of the converging point P = ͑␣ , ␤ ͒, can be found from the point of intersection of all the lines shown in Fig. 3͑d͒ projected on the detector plane. Since the X-axis component of the source position in the virtual detector coordinate system is zero, P s i = ͓0,Y s i , Z s i ͔, the Z-axis component of the source position in the real detector coordinate system can be found as follows using Eqs. ͑4͒ and ͑5͒:
Shape of ellipse and converging point P due to the detector angle are shown. Projection image of the balls at a virtual plane shown as broken circle makes simple line passing through point P a or special ellipse of which the length of the short axis is zero. The position of this virtual plane can be found from the shape of two ellipses. Since the line passing through P a is always parallel to axis ␣, the angle between this line and X i is the same as the detector angle .
FIG. 6. Converging point P due to the detector angle is shown. The converging point P does not exist when is zero regardless of as shown in ͑a͒ and ͑b͒. Pairs of BBs in Fig. 3͑d͒ are used to find the axis of divergent planes, which is parallel to Yi and passes through the source location. From the geometry, tan͑͒sin͑͒ can be determined as shown in Eqs. ͑17͒ and ͑18͒.
From the ellipse model in Eqs. ͑9͒ and ͑10͒, is proportional to Z s I , when ab − c 2 is greater than zero ͑See Appendix for the proof͒. Since ␤ is known from the converging point of P and Y s i / cos͑͒ is known from the converging point of P , Z s I is simply a function of the detector angle of , and is proportional to when is less than 45°. Therefore is proportional to in ellipse model as shown in Fig. 7 . Intersection of two lines, one from Eq. ͑18͒ and the other from the Eqs. ͑9͒, ͑10͒, and ͑19͒ is the solution of and . This solution can be found using a nonlinear root finding method. There is a unique solution when the angle of is less than 45°as shown in Eq. ͑19͒. 
Calculation of source position
where, rad and l are the radius of the circular pattern of ball bearing and distance between two circular trajectories, respectively. Combining two equations to calculate Z s i gives
Having known three detector angles ͑ , , and ͒ and the source position in the virtual detector coordinate system ͑Y s i and Z s i ͒, the source position in the real detector system can be calculated straightforwardly using Eqs. ͑4͒ and ͑5͒ as follows. ͑Note: X s i is zero by definition͒.
Calculation of detector position
One of the detector position vector, Z d i , can be found from Eqs. ͑20͒ and ͑21͒.
Since the origin of the world coordinate system is on the line connecting the piercing point and the source, the following relationship is true:
Gantry angle determination
The nominal gantry angle t can be calculated by the following procedure. Equations ͑6a͒ and ͑6b͒ can be rewritten as follows: 
where x w , y w , and z w are the position of the ball bearing in the world coordinate system, and elements of R i I are denoted in the following way for convenience:
The nominal gantry angle can be found from Eq. ͑27͒ using the linear least-squares method.
D. Experimental testing and validation
The calibration algorithm was evaluated on the laboratory cone-beam CT system. First, simple but accurate motions were applied to the x-ray source and detector by a computer controlled positioning system and their positions were compared to those calculated using the calibration method. In this test, the turntable, which holds the calibration phantom, was not rotated.
Full rotation of the turntable was tested with angular increments of 1.2°and a fixed position of the x-ray source and detector. The calibration phantom was imaged at each angle and the calibration was estimated for every projection. Once all the calibration parameters were found with respect to the world coordinate system attached to the phantom, a search was performed and another coordinate system was identified which minimized the excursion of the x-ray source trajectory from a simple circle. In practice, the best fit of the circle in three-dimensional spaces to the x-ray source trajectory is found. The information of the center of circle and the plane where the circle exists is used to determine the new coordinate system. All the calibration parameters were recalculated with respect to this coordinate system to make calibration independent of the placement of the phantom.
The effect of precise geometric calibration on the quality in cone-beam CT reconstructions was examined. A thin steel wire ͑diameter of 0.16 mm͒ was positioned inside of the calibration phantom. CT compatible markers ͑two 3 mm plastic spheres and two 5 mm plastic spheres͒ were attached on the outside wall of the phantom. The calibration phantom with wire and markers was imaged on the laboratory system ͑300 projections, 120 kVp, 1 mAs/ projection, and 1.2°͒ with known perturbations of the system geometry during the collection of the projection data. The projection data was used for both the calibration and the CT reconstruction. The following perturbations were tested: ͑1͒ no disturbance; ͑2͒ 5 mm sinusoidal displacement of the x-ray source in y-z plane; ͑3͒ 5 mm sinusoidal displacement of the detector in the y-z plane; and ͑4͒ 5 mm sinusoidal displacement of the source and detector in the x-y-z direction. The cone-beam CT reconstruction algorithm ͑FDK͒ can accept the variation of source position, detector position, and detector tilt angle at every pose. However, only geometric features such as image scale, and detector tilt angle, are treated completely. The quality of the cone-beam CT images with and without perturbation correction was compared.
III. RESULTS
A. Evaluation of calibration method accuracy
Accurate reconstruction requires accurate estimation of geometric parameters. The most critical geometric parameters on the cone-beam CT reconstruction are the piercing point ͑or the center of detector͒ and detector rotation angle .
The effect of piercing point on the cone-beam CT reconstruction and the correction with single BB were demonstrated. 11, 25 It has been reported that the small detector rotation ͑͒ has subtle but visibly detrimental effects on the reconstruction image. 23 The accuracy of the calibration algorithm depends on the detector tilt, reducing as the detector tilt angles and , increase. The displacement of the phantom from the isocenter of the system did not significantly reduce the accuracy unless BBs appear overlapped in the projection image. The accuracy of piercing point estimation was not reduced due to the detector tilt angles. Since the detector tilt angles affect the calibration accuracy the most, the accuracy of the algorithm was analyzed as a function of the detector tilt angles and in the geometry of a medical linear accelerator in which the source-to-detector distance ͑SDD͒ is 160 cm and the source-to-axis distance ͑SAD͒ is 100 cm. The maximum error of the detector angles were found to be less than 0.05°f or and , and 0.005°for even at large detector angles TABLE II. Sensitivity of the calibration parameters for different numbers of ball bearings. Simulation conditions are as follow: nominal gantry angle of zero degree, source-to-detector distance ͑SDD͒ of 1600 mm, source-to-axis distance ͑SAD͒ of 1000 mm, and detector tilting ͑ , , ͒ of ͑0, 0, 0͒ degree.
Uncertainty of ball bearing position was assumed to be 0.1 pixels for the results shown. 
N
In the practical range of the detector tilt angle and Ӷ ± 5°, the error of the detector tilt angles , , , and magnification factor were negligible. The magnification factor was determined as the ratio of SDD to SAD or
. Error in the magnification factor was found to be less than 0.05% at a large detector tilt angle of ±40°. As discussed in the next section, the inaccuracy of the algorithm is less than the uncertainties arising from the imperfections in phantom construction and BB detection. The sensitivity of the algorithm to these uncertainties should be taken into consideration.
B. Sensitivity analysis
The calibration method is an analytic method, which provides exact results when the positions of the BBs are exactly known and the number of BBs is larger than 12. It is worth exploring the sensitivity of the calibration algorithm due to the uncertainty of the ball bearing position. Although it is possible to derive direct analytical solutions for the sensitivity analysis, a numerical method is often preferred because of its simplicity. Thus, the resulting estimations in this study are approximate. The sensitivity ⌬X in an arbitrary calibration parameter X can be estimated in a root mean square sense as.
where ␦ is the uncertainty of the ball bearing location, and U i and V i are the location of the i-th BB. The uncertainty of the ball bearing location may include manufacturing inaccuracies and uncertainty in the identification of the center of a BB. Instead of calculating direct partial derivatives, the following equation was used to approximate the sensitivity of the calibration algorithm:
͑30͒
. Table II summarizes the effect of number of BBs on the sensitivity for a system as exists on the medical linear accelerator ͑SDD= 160 cm and SAD= 100 cm͒. The sensitivity analysis was based on the assumption that the uncertainty of ball bearing position ␦ was 0.1 pixels. This corresponds to the manufacturing inaccuracy of 25 µm or error of 0.1 pixels in the image processing. Since one ball bearing consists of more than 200 pixels in the image in this configuration, this would be a reasonable assumption. Larger numbers of BBs reduced the uncertainty as shown in Table II . When the number of BBs was doubled from 16 to 32, the uncertainty of the source position, detector position, and detector angles were reduced by about 30% on average. Source and detector positions in the direction of beams Z s i and Z d i were the most sensitive parameters to the uncertainty of ball bearing position. Although the uncertainty of Z s i and Z d i were large about 0.5% ͑4.9 mm at SAD of 1000 mm for the phantom with 24 BBs͒, the uncertainty of the magnification factor, the ratio of SDD ͑Z s i ͒ to SAD ͑Z s i − Z d i ͒, was relatively small ͑0.01 %͒. Therefore, the impact on the reconstructed image quality is expected to be negligible. Figure 9 shows the sensitivity of the calibration parameters as a function of detector tilt angles and . The sensitivity of the algorithm appears an order of magnitude larger than the accuracy of the algorithm. The sensitivity of the algorithm, however, is very small even at very large detector tilt angles as shown in Fig. 9 .
C. Experimental testing of geometry
A series of accurate displacements in source and detector position were applied and compared to those calculated using the calibration method. Figures 10͑a͒ and 10͑b͒ show the applied and measured result when the x-ray source is displaced. Applied movement by the computer-controlled positioning system is shown as a cross and location detected by the calibration algorithm is shown as a circle. Longitudinal, horizontal, and vertical directions correspond to X , Y, and Z of the world coordinate system, respectively. Discrepancies in the x-ray source positions were found to be 0.08 mm in the direction normal to the beam ͑Y-and Z-axis direction͒ and 0.8 mm in the beam direction ͑X-axis direction͒. These measured discrepancies were less than those estimated through the sensitivity analysis ͑0.25 and 4.9 mm, respectively as shown in Table II͒ . Figure 10͑c͒ shows the calibration result when the detector position is moved-the discrepancy in the detector position was found to be about 0.06 mm. FIG. 9 . Sensitivity of the calibration algorithm due to the uncertainty of the ball bearing position. The uncertainty of the ball bearing location may include manufacturing inaccuracies and uncertainty in the identification of the center of a BB. The sensitivity analysis was based on the assumption that the uncertainty of the ball bearing position was 0.1 pixels. The sensitivity of detector angles ͑a͒-͑c͒ and the magnification factor ͑d͒ are shown as a function of detector tilt angles and , in typical medical linear accelerator in which source-to-detector distance ͑SDD͒ of 160 cm and source-to-axis distance ͑SAD͒ of 100 cm. The magnification factor is the ratio of SDD to SAD.
The sensitivity analysis expected the upper bound of uncertainty, and the estimation of the uncertainty seems to be conservative enough.
In the second test, the turntable was rotated for fixed positions of the x-ray source and detector. The piercing point was found as a function of turntable angle. The maximum movement of the piercing point during the turntable rotation was less than 0.1 pixels. The measured gantry ͑turntable͒ angle was compared with the encoder signal reported from the computer controlled positioning system. The maximum error of the turntable angle was about 0.05°. The uncertainty of the nominal gantry angle was about 0.01°and was similar to the expected, 0.013°, as shown in Table II .
The measured trajectories of the x-ray source and detector are shown in Fig. 11 . Even though the angular precision of the turntable in the laboratory cone-beam CT was excellent, a small precession of about 0.0115°at three times per turntable revolution was observed. The wobbling or precession of the turntable generates a "potato chip" shaped trajectory for the source and the center of detector in the rotating reference frame. The most important detector angle for the precise CT reconstruction was found to be smaller than 0.01°f or this system. FIG. 10 . Series of perturbation in source and detector position are applied and compared to the calibration. Applied movement by the computercontrolled positioning system is shown as a cross and location detected by the calibration algorithm is shown as a circle. The coordinate system is the same as shown in Fig. 2 . The x-ray source movements ͑a͒-͑b͒ and the detector movement ͑c͒ are shown. The difference between measurement and calibration is less than expected which is summarized in Table II. FIG. 11. Trajectories of the source and detector in the rotating coordinate system fixed in the turntable are shown. Note that the smaller scale is used for the Z axis. If the rotation of the turntable is perfect, the x-ray source and the detector look moving around the Z axis. Due to the angular precession of the turntable, the source and detector have "potato chip" shaped trajectory.
The maximum excursion to the Z axis was found to be 0.2 mm as shown in ͑c͒ and ͑d͒, and this corresponds to a precession angle of about 0.0115°. 
D. Influence of calibration on image quality
The effect of accurate geometric calibration on the quality of reconstructions was examined using a thin steel wire ͑di-ameter of 0.16 mm͒ positioned within the BB phantom at the time of calibration. Figure 12 shows the cone-beam CT images using the proposed calibration algorithm ͑a͒ and the mechanical calibration ͑b͒ for the most complex disturbance. The wire and plastic balls are shown clearly in ͑a͒, but large distortion, artifact, and blurring are found in ͑b͒. Figure 13 shows surface plots of the attenuation coefficients reported by the cone-beam CT method for a thin steel wire acquired with ͑a͒ the circular motion with the calibration method, ͑b͒ complex disturbance ͓see 4 th condition in Sec. II D͔ with the calibration, ͑c͒ circular motion without calibration, and, ͑d͒ complex disturbance ͓see 4 th condition in Sec. II D͔ without calibration. The intensity of the cone-beam CT image of a thin wire was symmetric and the full width at half maximum ͑FWHM͒ was 0.78 mm. Improvement in the peak signal was 53% in the steel wire on average across the four different cases as shown in Table III . Signal from the wire was consistent when the calibration method was used regardless of the disturbance applied. Artifact and distortion around the marker was also reduced. On average, improvement in FWHM of the steel wire was 28%.
Similar tests were performed on a medical linear accelerator. In these investigations, an error in geometric scale was identified. The diameter of the phantom was 5% larger than manufacturing specifications and agreed within 0.2% when the full calibration method was employed. This large error in the dimensional accuracy in cone-beam CT on the medical linear accelerator was due to the use of a nominal SDD ͑160 cm versus 153 cm͒ in the previous calibration scheme.
IV. DISCUSSION AND CONCLUSIONS
A new method for the geometric calibration of projection imaging systems has been developed and demonstrated. This method is robust, easy to implement, and general. The calibration algorithm uses a linear parameter-estimation approach for fast and accurate computation. It produces a complete solution ͑all the calibration parameters are found͒ using a calibration phantom consisting of 24 steel BBs precisely located in two circular patterns in a cylindrical acrylic tube. Although calculation of and uses a nonlinear root finding method, a unique, convergent solution is guaranteed. The method has been employed in realistic geometries and has demonstrated accuracy and precision to permit submillimeter characterization of the relative positions of the source and detector components. This determination is extracted from a single projection. The image processing, BB detection, and analysis is performed in a few seconds with the current, non- optimized version. It is feasible to have these determinations completed in real time at frame rates of 15-30 frames/ sec. It may be of some value to the reader to relate this calibration approach to the literature of "pose determination" found in the field of visualization, graphics, and optical imaging. The algorithm can be referred to as a "pose determination" algorithm, the purpose of which is to determine the geometric and optical characteristics of an imaging system. In this context, however, the extracted information refers not to the subject ͑phantom͒, but rather, to the "camera" ͑i.e., source and detector͒. Visible calibration objects ͑in this case, the calibration phantom͒ were used for the pose determination. The calibration object consists of many geometric features, such as points and lines, 26 which are easily identified in the image, and the geometry of the features should be known for the calibration. Even though nonlinear optimization techniques 27 have been applied, implementation has remained a problem.
The method described in this paper can be compared to other image-based calibration approaches. Following the work of Rougee 22 and others, 29 there exists a linear projection matrix relating 3D voxels onto 2D projection image. The projection matrix is a function of intrinsic parameters ͑the center of image and distance between source and detector͒ and extrinsic parameters ͑rotation and translation͒. The main use of the imaging geometry characterization is to provide a correct 3D to 2D mapping between the 3D voxels to be reconstructed and the 2D pixels on the radiographic images. 20 In this context, the projection matrix does not have to be decomposed for the identification of the individual geometric parameters. 21 The projection matrix can be simplified into two parameters ͑center of imaging system͒ by assuming that the imaging system is rigid and the only nonideality is the small translational motion parallel to the axis of rotation. In this approach, a map of the center of detector as a function of the gantry angle found from the x-ray image of a single ball bearing at the isocenter of the system is used to compensate for these nonideal motions of the C-arm 18 and medical linear accelerator. 1, 11, 25 Images reconstructed without correction suffer from loss of detail, misregistration, and streak artifacts compared to those with this simple correction. 1 However, this approach would become less appropriate for systems that exhibit large deviations from the ideal trajectory. To take into account of all the possible nonidealities of the imaging system geometry, the full projection matrix has been considered in the calibration process. Since the number of geometric parameters is less than the number of freedom of the projection matrix, unstable results are expected for unconstrained approach. 22 To overcome the difficulties, various numerical constraints have been developed such as optimization of the parameters to minimize the reprojection mean quadratic error, and decomposition of the projection matrix into intrinsic and extrinsic geometric parameter. In the approach of nonlinear optimization, it was reported to be very sensitive to the initial conditions and may lead to unrealistic values. 28 In the linear decomposition approach, such an assumption that intrinsic parameters are not changed between two consecutive frames was used for reliable estimation of the geometric parameters. Even though the decomposition of the projection matrix may not be impossible, it has been known to be difficult and unstable. 18 Knowing the complete geometric parameters has advantages over the projection matrix method; one can characterize the imaging system better and diagnosis the system performance numerous ways. Systematic and analytic linear methods 23, 24 have been developed for the geometric parameters estimation. However, their methods are not fully general, as some parameters are assumed to be zero or constant and known. The precision of the proposed algorithm was proved to be comparable to the previous reports 23, 22 at small detector angles. While the precision of the previous studies were evaluated under such conditions that one or two detector angles were zero, or all three angles were close to zero, the proposed method in this paper was evaluated at the extended detector angles of up to 40 deg in all directions. The uncertainty analysis showed that the precision of the proposed algorithm does not degrade much at such a large range of detector angles. An experimental test even outperformed the expectation from the sensitivity analysis, which shows the upper bound of uncertainty of the algorithm.
The method can be applied to characterize complex trajectories of the source and detector in multiview problems as demonstrated here in the application to cone-beam CT. Ability to characterize these multiview systems to a high level of accuracy and precision creates the opportunity to adapt multiview volumetric imaging systems to various mechanical assemblies that may not have mechanical characteristics that conform to conventional trajectories such as the circular or spiral motion employed in conventional CT. The methodology developed here permits characterization of the pose at many points over the course of this motion and can be used in retrospect provided the device has a reproducible trajectory. This retrospective approach has been employed in conebeam CT applications highlighted in this paper. The degree of reproducibility will limit the application of the method just as the mechanical imprecision and inaccuracies of any purpose-built mechanical system would limit performance.
The methodology also permits the employment of multiview approaches in systems that do not satisfy the reproducibility requirement. In such an approach, the imaging must be performed in the context of the phantom and thereby permit prospective pose determination. This approach has two important features: ͑i͒ significant relaxation of the mechanical precision and accuracy necessary to achieve accurate reconstructions; and ͑ii͒ dynamic, feedback-based collection of the projection data with the possibility of operator-directed pose selection. The impact of the first feature is in the reduction of the cost of precise imaging systems, such as that required in high-resolution ͑10 µm͒ small sample imaging. The option for adaptation of multiview approaches to a broader spectrum of existing mechanical systems is also enhanced. For example, the utilization of highly flexible mechanical systems, such as, multiaxis robotic arms or material handling/conveyor systems would be feasible. This approach allows the precision and accuracy of the image to be decou-pled from the precision and accuracy of the mechanical system used for positioning of the source and detector.
The phantom employed in this investigation consisted of 24 BBs on two ϳ100 mm diameter circles. The method can be readily adapted to a range of phantom configurations. The number of BBs is unlimited with a minimum of eight per ring. The number of BBs employed is selected through consideration of the desired robustness, precision, and accuracy of the overall system. An increased number of BBs can reduce the influence of mechanical imprecision in the phantom construction; however, systematic errors in the construction of the phantom would remain a factor. Larger numbers of BBs can be advantageous when imaging conditions interfere with BB detection within a projection. The diameter and separation of the circular BB patterns will also influence the algorithm's performance. The selection of values for these parameters is a compromise between the imaging system's field of view and the desired geometric performance. An excessively small ring diameter may interfere with BB detection, depending on the size of the BBs employed. In general, the spatial extent of the phantom should be maximized to produce the greatest geometric performance. This does not preclude the use of very small phantoms to determine geometric information in a localized fashion provided the BBs can be identified. Often the detectors of CBCT systems are shifted laterally to increase the CT scan field of view. If some overlapping areas are allowed in the detector shift system and the BBs can be identified in both images, the proposed method can be used for these detector-offset situations. The average phantom error from the measurements in the laboratory bench seems to be underestimated due to the conservative uncertainty analysis in this paper ͑since errors are assumed to be accumulated without cancel out͒. To study the effect of systematic errors in the calibration phantom on the uncertainty accurately, better measure of uncertainty should be employed.
The accurate determination of pose is not only useful for imaging, but also for relating the image-based results to interventional devices. 29 Of specific interest is the relationship of the cone-beam CT images to the megavoltage ͑MV͒ treatment beam used for radiation therapy. The MV source and large-area flat-panel detector used for portal imaging are perfectly suited to the calibration approach developed here. Through the use of a single phantom placement, it is possible to relate the trajectory of the MV source to the reconstructed cone-beam CT sets with a high degree of precision and accuracy. The phantom requires modification of the BBs to permit visualization at MV energies; for example, highdensity material such as tungsten improves the image contrast. In addition to determining the source position, the location of beam defining devices can also be assessed for a given pose. In general, all the mechanical aspects of the treatment device can be characterized to a high level of accuracy and precision. This approach permits quantification of patient couch motion ͑displacements and rotations͒, collimator rotation, as well as, collimator ͑multileaf, leaf bank, independent jaws͒ position over a range of gantry angles. The method offers the opportunity to provide quantitative results for these mechanical systems in the processes of commissioning, on-going quality assurance, and recalibration.
In addition to characterizing the location of objects in the projected field of view, the methodology can also look at the temporal aspects of these systems. Instabilities in the x-ray source position can also be quantified over the course of a beam segment by collecting multiple frames or movies using the portal imaging device. This capacity is of great value in the context of intensity modulated radiation therapy where radiation therapy beam segments can contain very few monitor units, resulting in beam completion before the system's servos are able to stabilize. The same approach would apply to other temporal instabilities, such as focal spot wobble in a conventional x-ray tube, 30 vibrational modes of a mechanical assembly, and, shifts induced by focal spot size selection.
An accurate geometric calibration is important for highprecision image-guided radiation therapy. A new method using a calibration phantom, which consists of two circular patterns of BBs, has been developed. The calibration algorithm employs a linear parameter-estimation approach for fast and accurate computation. It has been demonstrated that the method is robust and produces a complete solution with a high level of accuracy. The method can improve cone-beam CT image quality, characterize the mechanical motion of the system, and cross-calibrate imaging and treatment systems for high-precision image guided radiation therapy. Since the proposed method is not only limited to the geometric calibration of CBCT systems but also can be used for many other systems, which consist of one or more point sources and area detectors, various applications are possible. These include the calibration of a MV treatment system for the quality assurance, acceptance test, and diagnosis of the system ͑focal spot movement during the beam delivery, MV source trajectory versus gantry angle, the axis of collimator rotation, and couch motion͒, cross calibration between kV imaging and MV treatment system, and cross calibration between multiple imaging systems. ͪ=0.
͑A2͒
When the discriminant of V equals to zero, the corresponding U equals either maximum or minimum value as follows: Since U has two real roots in Eq. ͑A4͒, and b is real positive, ab − c 2 is greater than zero. As shown in Fig. 14 and Eq. ͑A5͒, the slope of the line passing through the two points found in Eqs. ͑A4͒ and ͑A5͒ is determined by ellipse parameters. Two lines from each ellipse are used to find the converging point, P .
Extension to large detector angles
Since P has an angle of tan ϫ sin with the axis of V, Eqs. ͑A4͒ and ͑A5͒ are not accurate in general and especially for a very large detector angle, and . A line, which connects the outmost position of the two ellipses shown as dashed line in Fig. 15 , should be used instead of using a parallel line to the V axis. An equation of the line can be written using two parameters, A and B as follows:
͑A6͒
The slope of the line A can be approximated using two points from each ellipse using Eqs. ͑A4͒ and ͑A5͒.
A Ϸ ͑U 1 − U 2 ͒/͑V 1 − V 2 ͒ = ͑U 1 − U 2 ͒/͑U 1 c 1 /b 1 − U 2 c 2 /b 2 ͒.
͑A7͒
From Eqs. ͑A1͒ and ͑A6͒, the condition of zero descriminant of each ellipse ͑k = 1,2͒ can be found as follows:
where B has one trivial solution and it can be found easily by comparing the sign with ͑U 1 + U 2 ͒ /2. 
Therefore, Eqs. ͑A4͒ and ͑A5͒ are a special case of Eqs. ͑A9͒ and ͑A10͒, when A is zero.
a͒
