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Chapter 1
Introduction
The term risk plays a major role in the literature on economic, technological, social
and political issues. In the period 1993-1996, the market was affected by numerous
derivative losses and bankruptcies such as Orange County (1.7 billion US dollars),
Metallgesellshaft (1.3 billion US dollars) and Barings (1 billion US dollars). Moreover,
the failure of the Long-Term Capital Management (LTCM) in 1998 nearly exploded
the world’s financial system. Although the causes of those catastrophic events orig-
inated from the mismanagement of risk, researchers agreed on further empowering
this financial tool considered to be one of the greatest innovations of the 20th cen-
tury. Luminant results inevitably enhanced the building of some practical families of
financial risk (market risk, credit risk, operational risk, liquidity risk, risk aversion,
risk neutral) used nowadays by investment agents and institutions.
Risk measurement (and management) played a crucial role amongst the real causes
of the ongoing global financial crisis that started in 2008. Financial experts agree
that one of the biggest mistakes they made throughout was to focus more on the
sophistication of margining systems instead of emphasizing on their robustness. This
direction was extremely dangerous to use over the short time series of market prices.
The most pertinent lesson is that the quality of risk measurement models matters.
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The question that arises is: how to measure risk in a proper way ?
Two well known risk measures that are widely used in practice are mean value and
the very-well established capital requirement called Value at Risk (VaR). However,
both of them have multiple drawbacks. Variance for instance penalizes high profits
in the same way as high losses. VaR takes only into account the quantile of the
distribution without considering what is happening to the left and the right of this
quantile. In other words, Var is only concerned with the probability of the loss but
not with the actual size of that loss. Moreover, VaR is not sub-additive. The financial
implication of this result is that VaR does not promote diversification, that is, VaR
severely penalizes the increase of the probability that something goes wrong, without
giving credit to the considerable reduction of expected loss conditional on the event
of default. This turns out to be a big contradiction between VaR and portfolio the-
ory. Further criticism of Variance and VaR can be found in [5] as well as numerous
discussions in financial journals. Henceforth, risk mismanagement is undoubtedly a
very crucial consideration since it exposes the economy to enormous financial difficul-
ties. Numerous works on financial risk measures have been carried through general
probability spaces, through assumptions that risk can be quantified on the basis of
a random variable X, therefore deciding their acceptability. This random variable
may present, for instance the future net worth of a position, the relative or absolute
changed values of an investment or the accumulated claims over a period for a col-
lective of insureds.
In fact, risk is generally taken as random profit/loss of a financial position, known
for this purpose as X. X can be positive or negative and respectively interpreted as
gains or losses. Mathematically speaking, a risk measure is a mapping 휌 from a class
풳 of random variables defined on some measurable spaces to the (extended) real line
ℝ. We consider 휌(푋) to be the minimum extra cash (capital) added to X to make
the financial position acceptable for the holder or a regulator. In 1999, Artzner et al
in [5] introduced the concept of coherent risk measure in finite probability space as a
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new way of measuring risk. These results were extended in general probability space
by Delbaen in [9]. He proved that under weak continuity assumption, every coherent
risk measure can be represented as worst expected loss with respect to a given set of
probability. Relaxing coherence axioms, Fo¨llmer and Schied in [12],[13], Frittelli and
Rosazza Gianin in [15],[16] proposed independently the more general class of convex
risk measures. They also extended Delbaen’s representation result incorporating a
penalty function defined on a set probability model. One of the common feature of
all these approaches is that the authors do not use stochastic ordering. Insightful,
advanced results have been released using the notion of 푝푎푟푡푖푎푙 표푟푑푒푟푖푛푔. This is not
surprising since ordered structures occur naturally in many examples such as spaces
of measurable functions or spaces of real continuous functions. Lattice ordered vector
spaces are called vector lattices or Riesz spaces.
In order to empower this notion into a more generalized mathematical scene, this
study will design the way financial risk can be quantified into vector lattices.
We will restrict this literature study to single-period framework with no interest rates,
meaning that we will only deal with two dates (0 and T for today and tomorrow re-
spectively) where no trading will interfere in between.
Extending risk measures to different dimensions will not be surprising since some
of the research related to Riesz spaces leads to interesting connections between prop-
erties and axioms established in those spaces and Riesz space. However readers will
be amazed to realize how simple it is to work in the ordering vector space of vector
lattices. The aim of this dissertation is to focus on the possibility of translating risk
measurement problems using a pure mathematical approach such as functional anal-
ysis, stochastic ordering, vector lattice.
In view of the above discussion, it is useful to present a chronological structure of the
study.
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Chapter 2 addresses a brief review of fundamental structures (related to this topic)
in Riesz space. To be efficient, a risk measure needs to possess some qualities char-
acterized by rationality, additivity and technical axioms. The first type is essentially
satisfied by most, the second one deals with the sum of risks by encouraging risks to
be diversified. Finally the technical part preserves the continuity conditions.
In that regard, Chapter 3 deals with risk measures in a static way (one single period)
under specific probability and emphasizes two fundamental aspects characterized by
the notion of coherency and convexity. The continuity properties on compact and
non-compact sets is pointed out with some given theorems, examples and remarks.
Obviously any risk measure 휌 : 풳 → ℝ induces a set of acceptance in which special
attention should arise. Given some known risk measures, is it possible to generate a
new risk measure? Moreover, the strategy in this chapter will be to discuss the prop-
erties of the acceptance space of coherent and convex risk measures. A risk measure
휌 is said to be acceptable if 휌(푋) ≤ 0 and not acceptable otherwise.
Chapter 4 expresses this dedicated notion of ordering by considering losses 푋 and
푌 . Let ⪯ indicate preference under partial ordering, so that 푋 ⪯ 푌 means that X is
preferred to Y. It is imperative to indicate that risk measures 휌(⋅) preserve a stochas-
tic ordering if 푋 ⪯ 푌 ⇒ 휌(푋) ⪯ 휌(푌 ). Let the set 풳 be the space of any financial
positions. We endow an ordering ⪯ with 풳 considered to be a vector space. The
ordering ⪯ can be thought of as strengthening the partial preferences pre-ordered on
풳 and defined as :
“X is at least as good as Y” ⇔ 휌(푋 − 푌 ) ≤ 0.
For this class of risk measures, the problem of consistency with respect to a given
stochastic order arises naturally. Roughly speaking a risk measure 휌 is said to be
consistent with a given stochastic order ⪯ if:
푋 ⪯ 푌 ⇒ 휌(푋) ≤ 휌(푌 ).
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This means that evaluating risk by means of the risk measure 휌 does not contradict
evaluating risks by means of the stochastic order ⪯. (풳 ,⪯) is said to be a vector
lattice often called Riesz space. Several works based on the financial area of risk
measurement were done in stochastic process and probability spaces. It is important
to note that all of the above measures of risk are based on certain characteristics of
the distribution of a random loss under a fixed, and static (single-stage), portfolio
allocation. A more concrete property called 퐿푎푤-푖푛푣푎푟푖푎푛푐푒 is presented. It is proven
to be a crucial point when applying risk measures in the financial industry. On
the contrary, coherent risk measures 휌 which are not 푙푎푤-푖푛푣푎푟푖푎푛푡 cannot have an
approximation via empirical data.
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Fundamental review in Riesz Space
The purpose of this chapter is to outline the terminology and notations we will be
using throughout the dissertation. We give a brief overview of the notion of partially
order sets and cones so that we can introduce the basic framework in which we are
going to consider risk measures.
2.1 Ordered Sets and lattices
In this section, we recall some elementary notions and concepts concerning order and
lattices. For more details, we refer to [32], [36] and [37].
Definition 2.1 A partial order ( often referred to as an order or ordering ) is a
relation ≤ in a set 풳 that satisfies the following three properties :
▪ 푎 ≤ 푎,∀푎 ∈ 풳 (reflexivity).
▪ 푎 ≤ 푏 and 푏 ≤ 푎,∀푎, 푏 ∈ 풳 ⇒ 푎 = 푏 (antisymmetry).
▪ 푎 ≤ 푏 and 푏 ≤ 푐,∀푎, 푏, 푐 ∈ 풳 ⇒ 푎 ≤ 푐 (transitivity).
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The set 풳 equipped with a partial ordering, is called a partial ordered set. A partial
order is called a total order (or a linear order, or a chain) if it satisfies the following
4th property:
▪ ∀푎, 푏 ∈ 풳 either 푎 ≤ 푏 or 푏 ≤ 푎 (comparability).
Definition 2.2 The parent entry defines a lattice as a relational structure (a partial
ordered set i.e poset) satisfying the condition that every pair of elements has a supre-
mum and an infimum.
Alternatively and equivalently, a lattice ℒ can be defined directly as an algebraic
structure with two binary operations called meet and join (respectively ∧ and ∨)
satisfing the following conditions :
▪ ∀푎 ∈ ℒ, 푎 ∨ 푎 = 푎 ∧ 푎 = 푎 (idempotency of ∧ and ∨).
▪ ∀푎, 푏 ∈ ℒ, 푎 ∨ 푏 = 푏 ∨ 푎 and 푎 ∧ 푏 = 푏 ∧ 푎 (commutativity of ∧ and ∨).
▪ ∀푎, 푏 ∈ ℒ, 푎 ∧ (푎 ∨ 푏) = 푎 and 푎 ∨ (푎 ∧ 푏) = 푎 (absorption of ∧ and ∨).
▪ ∀푎, 푏, 푐 ∈ ℒ, 푎∨ (푏∨ 푐) = (푎∨ 푏)∨ 푐 and 푎∧ (푏∧ 푐) = (푎∧ 푏)∧ 푐 (associativity
of ∧ and ∨).
It should not be difficult to realize that this definition is equivalent to the one given
in the parent, as follows:
Define a binary relation ≤ on ℒ such that
푎 ≤ 푏⇔ 푎 ∨ 푏 = 푏.
Then ≤ is reflexive by the idempotency of ∨. If 푎 ≤ 푏 and 푏 ≤ 푎, then 푎 ≤ 푎 ∨ 푏 = 푏.
So ≤ is anti-symmetric. If 푎 ≤ 푏 and 푏 ≤ 푐, then we have
푎 ∨ 푐 = 푎 ∨ (푏 ∨ 푐) = (푎 ∨ 푏) ∨ 푐 = 푏 ∨ 푐 = 푐⇒ 푎 ≤ 푐.
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So ≤ is transitive. This shows that ≤ is a partial order on ℒ.
푎 ∨ (푎 ∨ 푏) = (푎 ∨ 푎) ∨ 푏 = 푎 ∨ 푏 so that 푎 ≤ 푎 ∨ 푏.
Similarly 푏 ≤ 푎 ∨ 푏 if 푎 ≤ 푐 and 푏 ≤ 푐 then
(푎 ∨ 푏) ∨ 푐 = 푎 ∨ (푏 ∨ 푐) = 푎 ∨ 푐 = 푐.
This shows that 푎 ∨ 푏 is the supremum of a and b. Similarly 푎 ∧ 푏 is the infimum
of a and b. Conversely, if (ℒ,≤) is defined as in the parent entry, then by defining
푎 ∨ 푏 = sup{푎, 푏} and 푎 ∧ 푏 = inf{푎, 푏} , the four above conditions are satisfied.
Definition 2.3 A lattice is any non-empty poset ℒ in which any two elements 푥 and
푦 have a least upper bound, 푥 ∨ 푦 and a greatest lower bound, 푥 ∧ 푦.
Definition 2.4 Let 풳 be a partially ordered set.
▪ 풳 is called order complete (or simply complete) if every non-empty subset of 풳
has a supremum and an infimum.
▪ 풳 is called Dedekind complete if every non-empty subset of 풳 that is bounded
above (bounded below) has a supremum (infimum).
▪ 풳 is called Dedekind 휎-complete (or countably Dedekind complete) if every non-
empty finite or countable subset of 풳 that is bounded above (bounded below)
has a supremum (infimum).
Definition 2.5 Let 풳 be a real vector space. If 풳 has a partial ordering so that:
▪ 푓 ≤ 푔 ⇒ 푓 + ℎ ≤ 푔 + ℎ,∀푓, 푔, ℎ ∈ 풳 and
▪ 푓 ≤ 푔 ⇒ 휆푓 ≤ 휆푔,∀휆 ≥ 0
then 풳 is called an ordered vector space.
8
2.1 Ordered Sets and lattices Fundamental review in Riesz Space
Definition 2.6 If the ordered vector space 풳 determines a lattice structure, then 풳
is called a vector lattice or also a Riesz space.
Definition 2.7 Let 풳 be a real vector space. A non-empty subset 퐶 of 풳 is termed
a cone if it is closed under multiplication by non-negative scalar, i.e. if 휆퐶 ⊂ 퐶 for
each scalar 휆 ≥ 0.
Examples
1. In any 퐿푝 space, the set 퐶 = {푓 ∣ 푓 ≥ 0} is a cone.
2. In ℝ, the non-negative numbers form a cone.
3. In 푙푝 spaces, the set of non-negative sequences form a cone.
4. In ℝ2, any wedge which extends to infinity from the origin is a cone.
Remark 2.8 A cone 퐶 is said to be pointed if 0 ∈ 퐶.
Definition 2.9 A pointed cone 퐶 is termed salient if 퐶 contains no 1-dimensional
vector subspace of 풳 (i.e. 퐶 contains no lines). Alternatively, we define a proper cone
퐶 also called salient by 퐶 ∩ (−퐶) = {0}.
Remark 2.10 A cone 퐶 that is also a convex subset of 풳 is termed a convex cone.
Thus a subset 퐶 of 풳 is a convex cone if and only if 휆퐶 ⊂ 퐶 for each scalar 휆 ≥ 0 and
퐶 + 퐶 ⊂ 퐶. In this case, the vector subspace of 풳 generated by 퐶 is simply 퐶 − 퐶
and if 퐶 is pointed, then 퐶 ∩ (−퐶) is the largest vector subspace of 풳 contained in
퐶, so that a pointed convex cone 퐶 is salient if and only if 퐶 ∩ (−퐶) = {0}.
Definition 2.11 We say that 푦 ≤ 푥 if and only if 푥− 푦 ∈ 퐶.
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Definition 2.12 For an ordered vector space 푉 , the set 푉 + := {푣 ∈ 푉 ∣ 0 ≤ 푣}
is called the positive cone of 푉.
Remark 2.13 If the vector space 풳 is endowed with a partial order, written “푥 ≤ 푦”
(or equivalently “푦 ≥ 푥”), and the vector space structure with the partial order are
such that
1. 푥 ≤ 푦 implies 푥+ 푧 ≤ 푦 + 푧 for all 푥, 푦, 푧 in 풳 and
2. 휆 ≥ 0, 푥 ≥ 0 implies 휆푥 ≥ 0 for all 푥 in 풳 , when 휆 is a non-negative scalar,
then we say that 풳 is an ordered vector space. The partial order is, of course, assumed
to satisfy the usual axioms of reflexivity, antisymmetry, and transitivity.
Remark 2.14 If 풳 is an ordered vector space, it is clear that the so-called positive
cone
푃 = {푥 ∣ 푥 ∈ 풳 , 푥 ≥ 0}
is a salient, pointed, convex cone in 풳 . Conversely, given such a subset 푃 of 풳 , we
get a partial order by defining 푥 ≥ 푦 to signify that 푥 − 푦 ∈ 푃 . This partial order
turns 풳 into ordered vector space, and this is the only structure of an ordered vector
space on 풳 for which 푃 is precisely the set of positive elements.
Proposition 2.15 If a proper cone 퐶 is endowed with the relation ≤, then the
relation ≤ defines a partial ordering on 풳 .
Proof:
Since 0 ∈ 퐶, we see that for any point 푥 ∈ 퐶, 푥 − 푥 ∈ 퐶. So 푥 ≤ 푥. Hence ≤ is
reflexive. By letting 푥 ≤ 푦 and 푦 ≤ 푥, we have both 푦 − 푥 and −(푦 − 푥) in 퐶. Hence
it follows that 푦 − 푥 = 0 and so 푥 = 푦. This shows that ≤ is antisymmetric.
If 푥 ≤ 푦 and 푦 ≤ 푧 therefore we have {(푦 − 푥) + (푧 − 푦)} ∈ 퐶 that implies 푥 ≤ 푧.
As we proceed with the transitivity, we can say that ≤ is a partial ordering.
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The partial ordering also satisfies many other properties, which follow directly from
the definition of a cone.
▪ Multiplication by a non-negative scalar preserves the ordering. Together 푥 ≤ 푦
and 휆 ≥ 0 imply that 휆푥 ≤ 휆푦.
▪ Addition of a fixed vector preserves the ordering. The inequality 푥 ≤ 푦 implies
that 푥+ 푧 ≤ 푦 + 푧 for any vector z.
▪ The ordering preserves limits. If 푦푛 → 푦 and each 푦푛 ≤ 푥, then 푦 ≤ 푥.
Next, we will introduce the notions of supsets and infsets of a partially ordered topo-
logical vector space. This is a generalization of the usual notions of supremum and
infinimum in vector lattices.
Definition 2.16 Let 풳 be a vector space over the real field. Consider a convex cone
퐶 in 풳 which is generating and proper. Namely, the following two conditions are
satisfied :
(a) 풳 = 퐶 − 퐶.
(b) 퐶 ∩ (−퐶) = {0}.
It is well-known that conditions (a) and (b) are equivalent to the following five con-
ditions for a given subset 퐶 of 풳 .
(c) 푥 ≥ 푦 and 푦 ≥ 푥 =⇒ 푥 = 푦.
(d) 푥 ≥ 푦 and 푦 ≥ 푧 =⇒ 푥 ≥ 푧.
(e) 푥 ≥ 푦 =⇒ 푥+ 푧 ≥ 푦 + 푧,∀푧 ∈ 풳 .
(f) 푥 ≥ 0 =⇒ 훼푥 ≥ 0,∀훼 > 0.
(g) ∀푥 ∈ 풳 ,∃(푥1, 푥2) ∈ 풳 2, 푥1 ≥ 0, 푥2 ≥ 0;푥 = 푥1 + 푥2.
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풳 is called a partially ordered vector space and 퐶 is called an order of 풳 provided
that conditions (a) and (b) are satisfied. Elements of 퐶 are said to be positive in 풳 .
Define the set 퐴 as
퐴 = {푎휆 ∣ 휆 ∈ Λ}.
퐴 is a subset of a partially ordered vector space 풳 with order ≥.
Definition 2.17 We define the supremum of 퐴 (or sup퐴) to be :
⋁
퐴 =
⋁
휆∈Λ
푎휆 = {푧 ∈ 풳 ∣ 푧 ≥ 푎휆,∀휆 ∈ Λ, 푧 = 푤 whenever 푧 ≥ 푤 and 푤 ≥ 푎휆} = sup퐴
⋁
퐴 is the set of all minimal elements of
∪{퐴} = {푧 ∈ 풳 ∣ 푧 ≥ 푎,∀푎 ∈ 퐴}.
The elements of
∪{퐴} are called upper bounds of 퐴.
Definition 2.18 We define the infimum of 퐴 (or inf퐴) to be :
⋀
퐴 =
⋀
휆∈Λ
푎휆 = {푧 ∈ 풳 ∣ 푧 is a maximal element of L{퐴}} = inf 퐴,
where L{퐴} = {푧 ∈ 풳 ∣ 푧 ≤ 푎,∀푎 ∈ 퐴} set of lower bounds of 퐴.
Remark 2.19 From the assumption above, it follows that:
1. 퐴 is said to be upper bounded if
∪{퐴} ∕= 휙.
2. 퐴 is said to be lower bounded if L{퐴} ∕= 휙.
Let us now state some elementary observations from [32]and [37].
Proposition 2.20 If sup퐴 = {푢}, then 푢 is the least upper bound of 퐴 and is called
the supremum of 퐴. If inf퐴 = {푙}, the 푙 is the greatest lower bound of A and is called
the infimum of 퐴.
12
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Proposition 2.21 .
(a) − sup(퐴) = inf(−퐴).
(b) ∀훼 > 0, 훼 sup(퐴) = sup(훼퐴).
(c) ∀훼 > 0, 훼 inf(퐴) = inf(훼퐴).
(d) ∀푏 ∈ 풳 , sup(퐴) + 푏 = sup(퐴+ 푏).
(e) ∀푏 ∈ 풳 , inf(퐴) + 푏 = inf(퐴+ 푏).
2.2 The Bipolar Theorem
In this section, we briefly recall some theorems which will be indispensable for the
proof of the characterization of a coherent (convex) risk measure.
A pair of vector spaces (퐿,퐿′) and a bilinear form ⟨., .⟩ represent a dual system if
⟨푋 ′, 푋⟩ = 0 for all 푋 ∈ 퐿 implies 푋 ′ = 0 and ⟨푋 ′, 푋⟩ = 0 for all 푋 ′ ∈ 퐿 implies
푋 = 0. If 퐿′ is a total subspace of 퐿∗ (i.e. 휋(푋) = 0 for all 휋 ∈ 퐿′ implies 푋 = 0)
then (퐿,퐿′) is a dual system with the bilinear form ⟨휋,푋⟩ = 휋(푋). The 휎(퐿′, 퐿)-
topology on 퐿 is the coarsest topology for which the linear functionals 푋 7→ 휋(푋) are
continuous for all 휋 ∈ 퐿′. Similarly, the 휎(퐿)-topology on 퐿′ is the coarsest topology
for which the linear functionals 푋 7→ 휋(푋) are continuous for all 푋 ∈ 퐿.
Definition 2.22 Let (푀,푀 ′) be a dual pair of vector spaces. For every subset
풜 ⊂푀 we define its polar by
풜∗ ≜ {휙 ∈푀 ′ ∣ ∣휙(푋)∣ ≤ 1, ∀푋 ∈ 풜},
and, supposing 풜∗ ∕= ∅, its bipolar
풜∗∗ ≜ {푋 ∈푀 ∣ ∣휙(푋)∣ ≤ 1, ∀휙 ∈ 풜∗}.
13
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Definition 2.23 The right polar set 퐴∗ of a set 퐴 is defined by:
퐴∗ = {휋 ∈ 퐿′ ∣ −휋(푋) ≤ 1, ∀푋 ∈ 퐴}.
Theorem 2.24 (Bipolar Theorem) 퐴 = (퐴)∗∗ holds for a set 퐴 in the dual system
(퐿,퐿′) if and only if 퐴 is 휎(퐿′)−closed, convex and 0 ∈ 퐴 (see [28]).
Remark 2.25 Recall that two locally convex spaces 퐿1 and 퐿2 are in duality if there
exists a non-degenerate bilinear form ⟨., .⟩ : 퐿1 × 퐿2 → ℝ such that
퐿
′
1 = {⟨., 푋2⟩ ∣ 푋2 ∈ 퐿2} 퐿
′
2 = {⟨푋1, .⟩ ∣ 푋1 ∈ 퐿1}.
In this case we say that the topologies on 퐿1 and 퐿2 are compatible with the duality.
We denote by 휎(퐿1, 퐿2) the weak topology in 퐿1; i.e. the smallest topology in 퐿1 that
is compatible with the duality. It can be proved that (퐿1, 휎(퐿1, 퐿2)) is again locally
convex. In particular every locally convex space 퐿 is in natural duality with its dual
퐿′, where ⟨푋, 휋⟩ = 휋(푋) for 푋 ∈ 퐿 and 휋 ∈ 퐿′. Given two spaces in duality and a
map 휌 : 퐿1 → ℝ, it is possible to define the conjugate 휌∗ directly in 퐿2 and to state
the Fenchel Theorem below in terms of this duality. Recall that 휌 : 퐿→ ℝ is proper
if 퐿− 퐿 ∕= ∅.
Having defined the spaces 풳 and 풳 ∗, we can return to the analysis of convex risk
functions.
Definition 2.26 The conjugate 휌∗ : 풳 ∗ → ℝ of a convex function 휌 : 풳 → ℝ is
defined as
휌∗(푋 ′) = sup
푋∈풳
{⟨푋,푋 ′⟩ − 휌(푋)}, (2.1)
and the conjugate of 휌∗ as
휌∗∗(푋) = sup
푋′∈풳 ∗
{⟨푋,푋 ′⟩ − 휌∗(푋 ′)}. (2.2)
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Theorem 2.27 (Fenchel Theorem) Let 퐿 be a locally convex space and 휌 : 퐿 →
ℝ ∪ {+∞} be proper. If 휌 is convex and lower semi-continuous then 휌∗∗ is well-
defined and
휌 = 휌∗∗.
Conversely, if 휌∗∗ is well-defined and 휌 = 휌∗∗, then 휌 is convex and lower semi-
continuous.
The convexity and lower semi-continuous axioms shall be defined later. The follow-
ing theorem is called the Hahn-Banach separation Theorem and it will be of great
importance in this dissertation.
Theorem 2.28 Suppose 퐴 and 퐵 are disjoint, nonempty, convex sets in a topological
vector space 풳 .
(a) If 퐴 is open there exist Λ ∈ 풳 ∗ and 훾 ∈ ℝ such that
Λ푋 < 훾 ≤ Λ푌
for every 푋 ∈ 퐴 and for every 푌 ∈ 퐵.
(b) If 퐴 is compact, 퐵 is closed, and 풳 is locally convex, then there exist Λ ∈ 풳 ∗,
훾1 ∈ ℝ, 훾2 ∈ ℝ, such that
Λ푋 < 훾1 < 훾2 < Λ푌
for every 푋 ∈ 퐴 and for every 푌 ∈ 퐵.
Proof: Refer to Theorem 3.4 in [30]
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Chapter 3
Static Risk Measures
In this chapter, we discuss the notion of static risk measure and the matter related
to the risk of a financial position that is described by the corresponding payoff profile
which is a real value function 푋 ∈ 풳 where 풳 denotes some sets of possible scenarios.
With the term static, we mean that the object of our own measurement is a monetary
position to be liquidated at a fixed future time 푇 > 0. Moreover, between the initial
time (i.e. when the measurement is performed) and the time of maturity, no action
such as intermediate correction or additional risk monitoring takes place. No interest
rates will exist between 0 and T and we shall consider a risk measure 휌(푋) to be the
extra minimum cash added to 푋 that makes the position acceptable for the holder
or a regulator.
Throughout the chapter, we will work with a probability space (Ω,ℱ ,ℙ) and shall con-
sider the vector space 풳 = 퐿푝(Ω,ℱ ,ℙ) (or just 퐿푝), for 1 ≤ 푝 < +∞. Even though 퐿푝
consists of equivalence classes of p-integrable random variables, we will often treat its
elements as random variables. We let 풳 = 퐿푝(Ω,ℱ ,ℙ), and denote by 풳 ′ its topolog-
ical dual space, i.e the space of all continuous linear functionals 푥′ : 풳 → ℝ. 풳 will be
endowed with its norm topology so that 풳 ′ = 퐿푞(Ω,ℱ ,ℙ), with 푞 satisfying 1
푝
+ 1
푞
= 1.
The set 풩 = {푥′ ∈ 풳 ′ ∣ 푥′(푥) ≤ 0, for all 푥 ≤ 0, 푥′(1) = 1} is the set of probability
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densities in 풳 ′ in which any element 푥′ ∈ 풳 ′ may be identified with a probability mea-
sure 푄, (푄≪ 푃 ) by setting 푥′ = 푑푄
푑푃
, where 푑푄
푑푃
is the the Radon-Nikodym derivative of
푄 with respect to 푃 . The space 풳 = 퐿∞(Ω,ℱ ,ℙ), equipped with the usual 퐿∞ norm,
is the dual space of the space of integrable (equivalence classes) random variable,
퐿1(Ω,ℱ ,ℙ). We will identify, through the Radon-Nikodym theorem, finite measures
that are absolutely continuous with respect to ℙ (i.e. ℙ(퐴) = 0 =⇒ 휇(퐴) = 0, where
휇 is a finite measure). If 푄 is a probability defined on the 휎-algebra ℱ , we will use
the notation 피푄 to denote the integral operator defined by the probability 푄. Let us
recall that the dual of 퐿∞(Ω,ℱ ,ℙ) is the Banach space ba(Ω,ℱ ,ℙ) of all bounded,
finitely additive measures 휇 on (Ω,ℱ). To avoid any confusion, we will abbreviate
the notation to ba(ℙ). A positive element 휇 ∈ ba(ℙ) such that 휇(1) = 1 is also called
a finitely additive probability measure. In the following, we will introduce the very
influential axioms which make risk measurement more consistent.
3.1 Independent Risk Measures
In this section, we are not necessarily working with risk measures which are absolutely
continuous with respect to the original measure. We assume that 풳 = 퐿∞(Ω,ℱ) is
the linear space of all bounded measurable functions on a measurable space (Ω,ℱ).
A static risk measure is a functional 휌 : 풳 → ℝ where given a financial position
푋, the quantity 휌(푋) represents the riskiness of 푋 and, by convention, X is accept-
able when 휌(푋) ≤ 0, and unacceptable otherwise.
Definition 3.1 A mapping 휌 : 풳 −→ ℝ is called a monetary measure of risk if it
satisfies the following two axioms:
▪ Monotonicity: 푋 ≤ 푌 a.e. =⇒ 휌(푋) ≥ 휌(푌 ).
▪ Translation invariance: 휌(푋 +푚) = 휌(푋)−푚, ∀푚 ∈ ℝ.
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From a financial point of view the monotonicity shows that, if a portfolio 푌 is always
worth at least as much as 푋 then 푌 cannot be riskier than 푋 i.e. the downside
risk of a position is reduced if the payoff profile is increased. Translation invariance
ensures that 휌(푋) is taken as a capital requirement. In a financial way the risk 휌(푋)
decrease by 푚 by adding a sure risk-free return 푚 to a position 푋. Especially, we get
휌(푋 + 휌(푋)) = 휌(푋)− 휌(푋) = 0 that is, when adding 휌(푋) to the initial position 푋,
we obtain a neutral position and one can see that for all 푚 in ℝ, 휌(푚) = 휌(0)−푚.
Lemma 3.2 Any monetary measure of risk 휌 is Lipschitz continuous with respect to
the supremum norm ∥.∥∞:
∣휌(푋)− 휌(푌 )∣ ≤ ∥푋 − 푌 ∥∞.
Proof:
For any 푋 and 푌 in 풳 we have the following:
푋 − 푌 ≤ ∥푋 − 푌 ∥∞
=⇒ 푋 ≤ 푌 + ∥푋 − 푌 ∥∞
=⇒ 휌(푋) ≥ 휌(푌 )− ∥푋 − 푌 ∥∞.
Hence − ∥푋 − 푌 ∥∞ ≤ 휌(푋)− 휌(푌 ). (3.1)
Also − (푋 − 푌 ) ≤ ∥푋 − 푌 ∥∞
=⇒ 휌(푌 ) ≥ 휌(푋)− ∥푋 − 푌 ∥∞.
Then 휌(푋)− 휌(푌 ) ≤ ∥푋 − 푌 ∥∞. (3.2)
Therefore (3.1) and (3.2) give that ∣휌(푋)− 휌(푌 )∣ ≤ ∥푋 − 푌 ∥∞.
Lemma 3.2 implies the existence of a unique extension of 휌 on 풳 . Therefore we
can define the expectation operator 피푄 with respect to a finitely additive measure 푄
of total mass 1.
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Two families of static risk measures are well known in the literature: coherent and
convex. Notice that coherent risk measures correspond to the upper expectations. A
risk measure 휌 is said to be acceptable if 휌(푋) ≤ 0 and not acceptable otherwise. A
monetary measure of risk 휌 induces the class
풜푝 := {푋 ∈ 풳 ∣ 휌(푋) ≤ 0},
of position which is acceptable in the sense that it does not require additional capital.
The class 풜푝 will be called the acceptance set of 휌.
3.1.1 Coherent risk measure
Definition 3.3 A monetary measure of risk 휌 is called a coherent risk measure if it
satisfies the following axioms:
▪ Subadditivity: 휌(푋 + 푌 ) ≤ 휌(푋) + 휌(푌 ), ∀푋, 푌 ∈ 풳 .
▪ Positive homogeneity: 휌(휆푋) = 휆휌(푋), ∀휆 ≥ 0,∀푋 ∈ 풳 .
Subadditivity means that a merger does not create extra risk. Notice that if the sub-
additivity does not hold, then 휌(푋+푌 ) ≥ 휌(푋)+휌(푌 ); therefore in order to decrease
risk, a firm/company might be motivated to break up into different incorporated af-
filiates. From the regulatory point of view, this would allow the reduction of capital
requirements. Notice that covariance is subadditive, and this property is essential in
Markowitz’s portfolio theory: indeed new investments increase risk. We can see that
subadditivity implies 휌(휆푋) ≤ 휆휌(푋), ∀휆 ≥ 0, ∀푋 ∈ 풳 . Thus 휌(휆푋) ≥ 휆휌(푋) is
imposed by the positive homogeneity axiom which is based on the assumption that
risk grows in a linear way as the size of the position increases. This can be justified
by liquidity considerations : a position (휆푋) could be less liquid, and therefore more
risky than that of 휆 smaller position (푋).
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Remark 3.4 Under positive homogeneity, a monetary measure is always normalized
(i.e. 휌(0) = 0) and using the translation invariance property for all 푚 in ℝ, we have
휌(푚) = −푚.
Remark 3.5 Using the translation-invariance and the monotonicity, one can notice
that 휌(푋) ≤ − inf(푋) since for all X in 풳 , we have inf(푋) ≤ 푋.
Remark 3.6 The homogeneity property implies that the risk grows in a linear way
as the size of the position increases which may not be the case for every risk measures.
Definition 3.7 A mapping 휓 : 풳 → ℝ is called submodular if
▪ ∀푋 ≤ 0, 휓(푋) ≤ 0.
▪ ∀푋, 푌 ∈ 풳 , 휓(푋 + 푌 ) ≤ 휓(푋) + 휓(푌 ).
▪ ∀휆 ≥ 0, ∀푋 ∈ 풳 , 휓(휆푋) = 휆휓(푋).
Moreover, the submodular function is called translation invariant if
▪ ∀푋 ∈ 풳 ,∀푎 ∈ ℝ, 휓(푋 + 푎) = 휓(푋) + 푎.
Definition 3.8 A mapping 휙 : 풳 → ℝ is called supermodular if
▪ ∀푋 ≥ 0, 휙(푋) ≥ 0.
▪ ∀푋, 푌 ∈ 풳 , 휙(푋 + 푌 ) ≥ 휙(푋) + 휙(푌 ).
▪ ∀휆 ≥ 0, ∀푋 ∈ 풳 , 휙(휆푋) = 휆휙(푋).
Moreover, the supermodular function is called translation invariant if
▪ ∀푋 ∈ 풳 ,∀푎 ∈ ℝ, 휙(푋 + 푎) = 휙(푋) + 푎.
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Remark 3.9 If we consider 휌 to be a coherent risk measure and if we let
휌(푋) = 휓(−푋), we get a translation invariant submodular functional.
If we put 휌(푋) = −휙(푋), we obtain a translation invariant supermodular functional.
The following theorem is an immediate application of the Bipolar Theorem (Theorem
2.22).
Theorem 3.10 Suppose that 휌 : 풳 → ℝ is a coherent risk measure with associated
submodular (respectively, supermodular) function 휓 (respectively 휙). There is a
convex 휎(ba(ℙ),풳 )-closed set 풫푏푎 of finitely additive probabilities, such that
휓(푋) = sup
휇∈풫푏푎
피휇[푋] and 휙(푋) = inf
휇∈풫푏푎
피휇[푋].
Proof: It immediately appears that
휓(푋 − 휓(푋)) = 휓{−(−푋 + 휓(푋))}
= 휌(−푋 + 휌(−푋))
= 휌(−푋)− 휌(−푋)
= 0.
Since for all 푋 ∈ 풳 , 휌(푋) = 휓(−푋) = −휙(푋), we only need to prove one of the
equalities. Consider the set 퐴 := {푋 ∈ 풳 ∣ 휓(푋) ≤ 0}. One can notice that 퐴 is a
convex closed cone in 풳 such that 풳+ = 퐿∞+ ⊂ 퐴.
By definition 2.21, its right polar set 퐴0 := {휇 ∈ 풳 ′ ∣ 피휇[푋] ≤ 0, ∀푋 ∈ 퐴} is also a
convex cone closed for the coarsest topology on 풳 ′. Let us observe that 퐴0 contains
only nonnegative measures and 퐴00 = {푋 ∈ 풳 ∣ 피휇[푋] ≤ 0, ∀휇 ∈ 퐴0}. This implies
that for the set 풫푏푎 := {휇 ∈ 퐴0 ∣ 휇(1) = 1}, we have that 퐴0 = ∪휆≥0휆풫푏푎. By the
Bipolar Theorem we have the following equivalence:
휓(푋) ≤ 0, ∀푋 ∈ 풳 ⇔ 피휇[푋] ≤ 0, ∀휇 ∈ 풫푏푎. (3.3)
Since 휓(푋 − 휓(푋)) = 0, then 푋 − 휓(푋) ∈ 퐴. It follows from (3.3) that we have
피휇[푋 − 휓(푋)] ≤ 0, ∀휇 ∈ 풫푏푎.
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This can be reformulated as
sup
휇∈풫푏푎
피휇[푋] ≤ 휓(푋). (3.4)
Let choose an arbitrarily 휉 > 0, then we have
휓(푋 − 휓(푋) + 휉) = 휓{(푋 − 휓(푋)) + 휉}
= 휓(푋 − 휓(푋)) + 휉
= 휉 > 0.
Therefore, 푋 − 휓(푋) + 휉 /∈ 퐴.
Hence it means that we can find 휇 in 풫푏푎 such that 피휇[푋 − 휓(푋) + 휉] > 0. Again
this can be reformulated as
sup
휇∈풫푏푎
피휇[푋] > 휓(푋)− 휉. (3.5)
Hence (3.4) and (3.5) lead us to:
휓(푋) = sup
휇∈풫푏푎
피휇[푋]. (3.6)
Theorem 3.11 Typically, a coherent risk measure 휌 can be represented by the supre-
mum of the expected negative of final net worth for some collection of finitely additive
probability measures 풫 ∈ (Ω,ℱ) with total mass 1, such that :
휌(푋) = sup
푄∈풫
피푄[−푋], 푋 ∈ 풳 .
Moreover, 풫 can be taken as a convex set for which the supremum above is attained.
Proof: The proof follows from Remark 3.9 and Theorem 3.10.
3.1.2 Continuity
Consider now the following continuity definitions.
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Definition 3.12 We say that a map 휌 : 퐿∞ → ℝ is:
▪ continuous from above if 휌(푋푛)→ 휌(푋) provided 푋푛 ↓ 푋 ℙ− 푎.푠.
▪ continuous from below if 휌(푋푛)→ 휌(푋) provided 푋푛 ↑ 푋 ℙ− 푎.푠.
▪ continuous for bounded sequences if 휌(푋푛)→ 휌(푋) provided 푋푛 → 푋 ℙ− 푎.푠.
▪ Fatou-continuous, 휌(푋) ≤ lim inf푛→∞ 휌(푋푛) provided (푋푛)푛≥0 is bounded in
퐿∞ and 푋푛 → 푋 in ℙ-probability.
In general there are no relations among them and lower semicontinuity defined later.
Definition 3.13 A monetary measure of risk 휌 is called a distribution-invariant risk
measure if for all 푋, 푌 in 풳 , 휌 satisfies:
▪ Distribution-invariance: ℙ ∘푋−1 = ℙ ∘ 푌 −1 ⇒ 휌(푋) = 휌(푌 ).
Let now introduce a weaker notion of continuity with respect to the weak topology.
3.1.3 Continuity on compacts
Let assume that (Ω,ℱ ,ℙ) is a probability space with continuous distribution. We
denote by ℳ1,푐(퐾) the space of probability measures supported in 퐾 and consider
ℳ1,푐 = ℳ1,푐(ℝ) to be the space of Borel probability measures on ℝ with compact
support. Suppose we are interested in the risk of a financial position 푋 ∈ 풳 with
distribution ℙ ∘ 푋−1 = 휈. We endow ℳ1,푐 with the weak topology. A distribution-
invariant risk measure 휌 defines a functional 휌′ :ℳ1,푐 → ℝ by 휌′(휈) = 휌(푋) for some
푋 ∈ 풳 .
Definition 3.14 A distribution-invariant risk measure 휌 : 풳 → ℝ is continuous
on compacts, if for all compact sets 퐾 ⊆ ℝ the restriction 휌′ : ℳ1,푐(퐾) → ℝ is
continuous.
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Theorem 3.15 Let 휌 be a distribution-invariant risk measure. The following condi-
tions are equivalent:
(a) 휌 is continuous on compacts.
(b) 휌 is both continuous from above and from below.
(c) 휌 is continuous for bounded sequences.
Proof:
(a)⇒(c) Suppose that 휌 is continuous on compacts. Let (푋푛)푛≥0 be a bounded se-
quence converging to some X ℙ-a.s and (휈푛)푛≥0 a sequence converging to 휈 inℳ1,푐(퐾).
Then we can find a compact set 퐾 ⊆ ℝ so that for all 푛 in ℕ, we have 푋푛 and 푋 in
퐾 ℙ-a.s. Thus
휌(푋푛) = 휌
′(휈푛)→ 휌′(휈) = 휌(푋).
(c)⇒(a) Let 퐾 be a compact subset of ℝ and (휈푛)푛≥0 a sequence converging to 휈
in ℳ1,푐(퐾). Denote by 퐹푛 and 퐹 the distribution functions of 휈푛 and 휈, respec-
tively. We can find a random variable 푍 : Ω → ℝ such that 푋푛 := 퐹−1푛 (푍) and
푋 := 퐹−1(푍), where 퐹−1푛 and 퐹
−1 are the right-continuous inverses of 퐹푛 and 퐹 ,
respectively. Observe that 푋푛 → 푋 ℙ-a.s. as 푛→∞. Moreover, 푋푛 and 푋 are in 퐾
ℙ-a.s. Hence,
휌′(휈푛) = 휌(푋푛)→ 휌(푋) = 휌′(휈).
(b)⇒(c) Let (푋푛) be bounded and 푋푛 → 푋 ℙ − 푎.푠. Therefore (sup푚≥푛푋푚)푛 ↓ 푋
and (inf푚≥푛푋푚)푛 ↑ 푋. So we obtain that
휌(푋) = lim
푛
휌(sup
푚≥푛
푋푚) ≤ lim
푛→∞
inf 휌(푋푛) ≤ lim
푛→∞
sup 휌(푋푛) ≤ lim
푛
휌( inf
푚≥푛
푋푚) = 휌(푋).
(c)⇒(b) Let a bounded sequence (푋푛) converges to X ℙ-a.s. and suppose that 휌 is
continuous for (푋푛). Thus,
lim
푛→∞
휌(푋푛) = 휌(푋)
⇒ lim inf
푛→∞
휌(푋푛) = lim sup
푛→∞
휌(푋푛).
Hence 휌 is both continuous from above and from below.
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3.1.4 Convex risk measure
Coherent risk measures were extended in general spaces by Delbaen [9] and later to
convex risk measures by Fo¨llmer and Schied [12], and independently, Frittelli and
Rosazza Gianin (see [15] and [16]) proposed to relax the constraints of positive ho-
mogeneity together with subadditivity. Below, we will adopt the definition given by
the last authors.
Definition 3.16 A monetary risk measure 휌 is called a convex risk measure if for all
푋 and 푌 in 풳 , 휌 satisfies the following axiom:
▪ Convexity: 휌(휆푋 + (1− 휆)푌 ) ≤ 휆휌(푋) + (1− 휆)휌(푌 ), for any 휆 ∈ (0, 1).
▪ Lower semi-continuity: the set {푋 ∈ 풳 ∣ 휌(푋) ≤ 휆} is closed in 풳 for all 휆 ∈ ℝ.
▪ Normalization: 휌(0) = 0.
The convexity property is related to the notion of diversification in the sense that
diversification in a portfolio should not increase the risk. The lower semi-continuity
property guarantees that the limit position of a sequence (or net) of acceptable posi-
tions remains acceptable.
Remark 3.17 One easily notices that under the normalization assumption, convex-
ity and subadditivity are equivalent properties.
Remark 3.18 If a risk measure 휌 is coherent, then it is a convex risk measure. For
the converse to hold, 휌 has to be positively homogenous.
Proof:
Suppose that 휌 is a coherent risk measure. Then for all 푋, 푌 in 풳 , ∀휆 ∈ (0, 1), we
have
휌(휆푋 + (1− 휆)푌 ) ≤ 휌(휆푋) + 휌((1− 휆)푌 ), since 휌 is subadditive
≤ 휆휌(푋) + (1− 휆)휌(푌 ), since 휌 is positively homogenous.
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If conversely 휌 is positively homogenous, then by its convexity property, 휌 becomes
subadditive.
Proposition 3.19 For a risk measure 휌 : 퐿∞ → ℝ, continuity from below implies
the following properties which in turn are equivalent:
(a) 휌 is 휎(퐿∞, 퐿1)-lower semicontinuous.
(b) 휌 is continuous from above.
(c) 휌 is F-continuous.
If 휌 is a convex risk measure then (a) to (c) are equivalent to:
(d) The set 풜휌 = {푋 ∈ 퐿∞ ∣ 휌(푋) ≤ 0} is 휎(퐿∞, 퐿1)-closed.
Proof: Refer to Theorem 6 in [12].
Convex risk measures take into account the situations where the risk of a position
increase in a nonlinear way with the size of the position. They have the correspond-
ing structure theorem:
Theorem 3.20 There exists a convex functional 훼 : 풫 → ℝ ∪ {+∞} called penalty
function such that any convex risk measure 휌 on 풳 is of the form
휌(푋) = sup
푄∈풫
{피푄[−푋]− 훼(푄)}, where inf
푄∈풫
훼(푄) = 0.
Proof:
We first show that 휌 is a convex risk measure.
휌(0) = sup푄∈풫(피푄[−0]− 훼(푄)) = sup푄∈풫(0− 훼(푄)) = − inf푄∈풫 훼(푄) = 0.
In fact, it suffices to check the convexity property, since 휌 is already normalized.
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Consider 푋, 푌 in 풳 and 휆 ∈ (0, 1). Then we have the following
휌(휆푋 + (1− 휆)푌 ) = sup
푄∈풫
{피푄[−휆푋 − (1− 휆)푌 ]− 훼(푄)}
= sup
푄∈풫
{피푄[−휆푋] + 피푄[−(1− 휆)푌 ]− 훼(휆푄+ (1− 휆)푄)}
= sup
푄∈풫
{휆피푄[−푋] + (1− 휆)피푄[−푌 ]− (휆훼(푄) + (1− 휆)훼(푄))}
= sup
푄∈풫
{휆(피푄[−푋]− 훼(푄)) + (1− 휆)(피푄[−푌 ]− 훼(푄))}
≤ sup
푄∈풫
{휆(피푄[−푋]− 훼(푄))}+ sup
푄∈풫
{(1− 휆)(피푄[−푌 ]− 훼(푄))}
≤ 휆 sup
푄∈풫
{피푄[−푋]− 훼(푄)}+ (1− 휆) sup
푄∈풫
{피푄[−푌 ]− 훼(푄)}
≤ 휆휌(푋) + (1− 휆)휌(푌 ).
And now, let us assume that 휌 is any convex risk measure defined on 풳 . Recall that
the conjugate function 휌∗ of 휌 : 풳 → ℝ is defined as
휌∗(푄) = sup
푋∈풳 ′
{피푄[−푋]− 휌(푋)}, where 풳 ′ is the dual space of 풳
Take 푋 ∈ 풳 such that 휌(푋) < +∞ and consider 푋˜ = 푋 + 푚.1, where 푚 ≥ 0, is a
constant term. Hence by monotonicity 휌(푋˜) ≤ 휌(푋). Therefore we have
휌∗(푄) ≥ sup
푋˜∈풳 ′
{피푄[−푋˜]− 휌(푋˜)}
≥ sup
푋˜∈풳 ′
{피푄[−(푋 +푚.1)]− 휌(푋 +푚.1)}
≥ sup
푚∈ℝ
{피푄[−푋]−푚.1− 휌(푋) +푚}
≥ 피푄[−푋]− 휌(푋).
Thus 휌∗(푄) is finite. If we fix 푋 ≥ 0 and let 휆 ≥ 0, then we get 휆푋 ≥ 0 and the
monotonicity gives us that 휌(휆푋) ≤ 0. Henceforth
휌∗(푄) ≥ sup
휆≥0
{피푄[−휆푋]− 휌(휆푋)} ≥ sup
휆≥0
{피푄[−휆푋]}.
Again the conjugate 휌∗(푄) can only be finite. Now it suffices to take the conjugate
of 휌∗ using the fact that the bidual of 풳 is 풳 itself, since 풳 is reflexive as a Banach
lattice, to deduce that
휌(푋) = sup
푄∈풫
{피푄[−푋]− 휌∗(푄)}.
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By defining 훼 : 풫 → ℝ ∪ {+∞} as
훼(푄) = 휌∗(−푄), ∀푄 ∈ 풫
one obtains that 휌(푋) = sup푄∈풫{피푄[−푋]− 훼(푄)} and therefore
− inf
푄∈풫
훼(푄) = sup
푄∈풫
−훼(푄)
= sup
푄∈풫
{0− 훼(푄)}
= sup
푄∈풫
{피푄[−0]− 훼(푄)}
= 휌(0)
= 0.
Remark 3.21 A general representation for convex risk measure has been obtained
by Frittelli and Rosazza Gianin [15]. Note that Theorem 3.21 contains Theorem 3.11
as a particular case, since it corresponds to the penalty function
훼(푄) =
⎧⎨⎩ 0 if 푄 ∈ 풫+∞ otherwise .
3.1.5 Convex cones
Let 퐿 be a real vector space and 푀 ⊆ 퐿 a convex cone. Suppose also that L is
endowed with a partial vector preorder ≥ and define 푀+ ≜ {푋 ∈ 푀 : 푋 ≥ 0}.
Note that this is the minimal algebraic framework in which the axioms of convexity,
monotonicity and homogeneity for a map 휌 : 푀 → ℝ make sense.
Definition 3.22 A risk measure on 푀 is any map 휌 : 푀 → ℝ that is convex,
monotone and such that 휌(0) = 0. If in addition 휌 satisfies the translation-invariance
property, then 휌 is called an invariance risk measure.
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Definition 3.23 We say that 풜 ⊂푀 is an acceptance set if:
▪ 풜 is solid, i.e. 푋 ≥ 푌 ∈ 풜 ⇒ 푋 ∈ 풜.
▪ 풜 is convex.
▪ 훼1 ∈ 풜 if and only if 훼 ≥ 0.
▪ ∀푋 ∈푀 , ∃(훼, 훼′) ∈ ℝ2 ; 푋 + 훼1 ∈ 풜 , 푋 + 훼′1 /∈ 풜.
Definition 3.24 Given an acceptance set 풜 and an element 푋 ∈ 푀 ; we define the
corresponding capital requirement :
휌풜(푋) := inf{훼 ∈ ℝ ∣ 푋 + 훼1 ∈ 풜}. (3.7)
Definition 3.25 We say that a map 휌 : 푀 → ℝ is a capital requirement if 휌 = 휌풜
for some acceptance set 풜.
Proposition 3.26 A map 휌 : 푀 → ℝ is an invariant risk measure if and only if it
is a capital requirement. It is in addition homogeneous if and only if it is a capital
requirement associated to a cone.
Proof:
⇒) Suppose that 휌 is a capital requirement and let us assume that for any 푌 in 풜
we have 푋 ≥ 푌 . Now since 풜 is solid, we have
{푚 ∈ ℝ ∣ 푌 +푚.1 ∈ 풜} ⊆ {푚 ∈ ℝ ∣ 푋 +푚.1 ∈ 풜}.
Thus, we get 휌풜(푌 ) ≥ 휌풜(푋). The third property of Definition 3.23 shows that
휌풜(0) = inf{푚 ∈ ℝ ∣ 푚.1 ∈ 풜} = 0. Since 풜 is convex, then for every 휆 ∈ (0, 1) we
have
휆휌풜(푋) + (1− 휆)휌풜(푌 ) = 휆 inf{훼 ∈ ℝ ∣ 푋 + 훼1 ∈ 풜}+ (1− 휆) inf{훼 ∈ ℝ ∣ 푌 + 훼1 ∈ 풜}
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= inf{푚 ∈ ℝ ∣ 휆푋 +푚1 ∈ 풜휆}+ inf{푛 ∈ ℝ ∣ (1− 휆)푌 + 푛1 ∈ 풜1−휆}
= inf{푚+ 푛 ∈ ℝ ∣ 휆푋 +푚1 ∈ 풜휆, (1− 휆)푌 + 푛1 ∈ 풜1−휆}
≥ inf{푝 ∈ ℝ ∣ 휆푋 + (1− 휆)푌 + 푝1 ∈ 풜}
≥ 휌풜(휆푋 + (1− 휆)푌 ),
where
풜휆 = 휆풜 , 푚 = 휆훼,풜1−휆 = (1− 휆)풜 , 푛 = (1− 휆)훼 and 푝 = 푚+ 푛.
Concerning the translation-invariance property, it is not hard to see that
휌풜(푋 +푚1) = inf{훼 ∈ ℝ ∣ (푋 +푚) + 훼1 ∈ 풜}
= inf{훼 ∈ ℝ ∣ 푋 + 훼1 +푚 ∈ 풜}
= inf{훼 ∈ ℝ ∣ 푋 + 훼1 ∈ 풜} −푚
= 휌풜(푋)−푚.
Hence 휌 is an invariant risk measure.
⇒) Suppose that 휌 : 푀 → ℝ is an invariance risk measure and 풜휌 the acceptance set
induced by 휌. Then
휌풜휌(푋) = inf{훼 ∈ ℝ ∣ 푋 + 훼1 ∈ 풜휌}
= inf{훼 ∈ ℝ ∣ 휌(푋 + 훼1) ≤ 0}
= inf{훼 ∈ ℝ ∣ 휌(푋)− 훼 ≤ 0} , by translation-invariance
= inf{훼 ∈ ℝ ∣ 휌(푋) ≤ 훼}
= 휌(푋).
If in addition, we consider 풜 to be a cone, then for any 휆 ≥ 0, we have
휆휌풜(푋) = 휆 inf{훼 ∈ ℝ ∣ 푋 + 훼1 ∈ 풜}
= inf{휆훼 ∈ ℝ ∣ 휆푋 + 휆훼1 ∈ 휆풜 = 풜}
= inf{훽 ∈ ℝ ∣ 휆푋 + 훽1 ∈ 풜}
= 휌풜(휆푋).
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Therefore 휌 satisfies the positive homogeneity property.
Conversely set 풜휌 := {푋 ∈ 푀 ∣ 휌(푋) ≤ 0} where 휌 is an invariance risk measure.
Let us prove that 풜휌 is defined as an acceptance set induced by 휌.
푋 ≥ 푌 ∈ 풜휌 ⇒ 휌(푋) ≤ 휌(푌 ) , since 휌 is monotone
⇒ 휌(푋) ≤ 0
⇒ 푋 ∈ 풜휌.
Thus 풜휌 is solid. The convexity of 휌 gives us that
∀푋, 푌 ∈ 풜휌,∀휆 ∈ (0, 1), 휌(휆푋 + (1− 휆)푌 ) ≤ 휆휌(푋) + (1− 휆)휌(푌 )
≤ 휆 ⋅ 0 + (1− 휆) ⋅ 0
≤ 0.
Finally we have that 휆푋 + (1− 휆)푌 ∈ 풜휌 meaning that 풜휌 is a convex set.
훼1 ∈ 풜휌 ⇔ 휌(훼1) = 훼휌(1)
= −훼 ≤ 0
⇒ 훼 ≥ 0.
푋 + 훼1 ∈ 풜휌 ⇔ 휌(푋 + 훼1) ≤ 0
⇔ 휌(푋)− 훼 ≤ 0
⇔ 훼 ≥ 휌(푋).
If 휌 is positively homogenous, then for any 휆 ≥ 0, we have
휆풜휌 = 휆{푚 ∈ ℝ ∣ 휌(푋) ≤ 0}
= {휆푚 ∈ ℝ ∣ 휆휌(푋) ≤ 0}
= {훼 ∈ ℝ ∣ 휌(휆푋) ≤ 0} where 훼 = 휆푚
= {훼 ∈ ℝ ∣ 휌(푍) ≤ 0} where 푍 = 휆푋
= 풜휌.
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Hence 풜휌 is a cone and the proof is completed.
We provide now a representation result for such capital requirements (or equiva-
lently for invariant risk measures) provided an ”algebraic” duality with another con-
vex cone is given. Suppose that 퐿′ is another vector space and 푀 ′ ⊆ 퐿′ is a con-
vex cone and let ⟨., .⟩ : 푀 × 푀 ′ → ℝ ∪ {+∞} be a map such that every section
⟨푋, .⟩ or ⟨., 휙⟩ is positively homogeneous and additive for every 푋 ∈ 푀 and ev-
ery 휙 ∈ 푀 ′. If we set 휙(푋) ≜ ⟨푋,휙⟩; note that 휙(0) = 0 for every 휙 and since
휙(−1) = −휙(1), it follows that 휙(푋 + 훼1) = 휙(푋) + 훼휙(1) for every real number 훼.
Define 푀 ′+ ≜ {휙 ∈푀 ′ ∣ 휙(푋) ≥ 0, ∀푋 ∈푀+}.
Proposition 3.27 Let 풜 be an acceptance set such that 풜∗ ∕= ∅ and 풜 = 풜∗∗ and
suppose that 푀 ′1 ≜ {휙 ∈푀 ′+ ∣ 휙(1) = 1} ∕= ∅. Then
휌풜(푋) = sup
휙∈푀 ′1
{−휙(푋)− 훾(휙)}, (3.8)
where 훾(휙) ≜ sup{−휙(푌 ) ∣ 푌 ∈ 풜}.
Proof:
Let us fix 휙 in 푀
′
1 and consider 푋 + 휌풜(푋) ⋅ 1 in 풜. Therefore we have
훾(휙) ≥ −휙(푋 + 휌풜(푋) ⋅ 1)
= −휙(푋)− 휌풜(푋) ⋅ 휙(1)
= −휙(푋)− 휌풜(푋).
So for all 휙 in 푀
′
1, we have
−휙(푋)− 훾(휙) ≤ 휌풜(푋).
This shows that
sup
휙∈푀 ′1
{−휙(푋)− 훾(휙)} ≤ 휌풜(푋). (3.9)
Now to show the reverse inequality, it suffices to prove that 푋 − 휙(푋) − 훾(휙) ∈ 풜.
First of all note that 휙(푋) ≤ 1,∀푋 ∈ 풜 whenever 휙 ∈ 풜∗. So we easily get that
inf
푋∈풜
{휙(푋)} ≤ 1. (3.10)
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Hence one can see that − sup푋∈풜{−휙(푋)} ≤ 1 and get from its definition that
−훾(휙) ≤ 1, ∀휙 ∈ 풜∗.
Thus, we have that
휙[푋 − 휙(푋)− 훾(휙)] = 휙(푋)− 휙(푋)− 훾(휙)
⇒ 휙[푋 − 휙(푋)− 훾(휙)] ≤ 1.
This implies that for all 휙 in 푀
′
1, we have 푋 − 휙(푋) − 훾(휙) in 풜∗∗ = 풜 and conse-
quently one can deduce that
0 ≥ 휌풜[푋 − 휙(푋)− 훾(휙)]
⇒ 0 ≥ 휌풜(푋) + 휙(푋) + 훾(휙)
⇒ 휌풜(푋) ≤ −휙(푋)− 훾(휙), ∀휙 ∈푀 ′1
which leads us to the following
휌풜(푋) ≤ sup
휙∈푀 ′1
{−휙(푋)− 훾(휙)}. (3.11)
Finally, the inequalities (3.9) and (3.11) complete our proof.
3.2 Space of acceptance
In many situations, however, risk may grow in a non-linear way as the size of the
position increases. A monetary measure of risk 휌 induces the class
풜 := {푋 ∈ 풳 ∣ 휌(푋) ≤ 0},
of positions which are acceptable in the sense that they do not require additional
capital. The class 풜푝 will be called the acceptance set of 휌. The following two
propositions summarize the relations between monetary measures of risk and their
acceptance sets.
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Definition 3.28 Given an acceptance set 풜; the capital requirement associated to
풜 is the map 휌풜 : 퐿∞ → ℝ defined by
휌풜(푋) ≜ inf{푚 ∈ ℝ ∣ 푋 +푚 ∈ 풜}.
Proposition 3.29 Suppose that 휌 is a monetary measure of risk with acceptance set
풜 := 풜푝.
(a) 풜 is non-empty, and satisfies the following two conditions:
▪ inf{푚 ∈ ℝ ∣ 푚 ∈ 풜} > −∞.
▪ 푋 ∈ 풜, 푌 ∈ 풳 , 푋 ≤ 푌 ⇒ 푌 ∈ 풜.
Moreover, 풜 has the following closure property:
for 푋 ∈ 풜 and 푌 ∈ 풳 , {휆 ∈ [0, 1] ∣ 휆푋 + (1− 휆)푌 ∈ 풜} is closed in [0, 1].
(b) 휌 can be recovered from 풜:
휌(푋) = inf{푚 ∈ ℝ ∣ 푚+푋 ∈ 풜}.
(c) 휌 is a convex risk measure if and only if 풜 is convex.
Proof:
(푎) − inf{푚 ∈ ℝ∣푚 ∈ 풜} = sup{−푚 ∈ ℝ ∣ 푚 ∈ 풜}
= sup{−푚 ∈ ℝ ∣ 푚 ∈ 풜휌}
= sup{−푚 ∈ ℝ ∣ 휌(푚) ≤ 0}
= sup{−푚 ∈ ℝ ∣ 휌(0)−푚 ≤ 0}, by translation-invariance
= sup{−푚 ∈ ℝ ∣ −푚 ≤ −휌(0)}
= −휌(0) < +∞.
So inf{푚 ∈ ℝ ∣ 푚 ∈ 풜} > −∞.
Let 푋 ∈ 풜 and 푌 ∈ 풳 such that 푋 ≤ 푌, then by monotonicity, 휌(푌 ) ≤ 휌(푋). But
since 푋 ∈ 풜 = 풜휌, we have 휌(푌 ) ≤ 0, for all 푌 in 풳 . Thus, 푌 ∈ 풜휌 = 풜.
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For the proof of the closure property, we have that
{휆 ∈ [0, 1] ∣ 휆푋 + (1− 휆)푌 ∈ 풜} = {휆 ∈ [0, 1] ∣ 휆푋 + (1− 휆)푌 ∈ 풜휌}
= {휆 ∈ [0, 1] ∣ 휌(휆푋 + (1− 휆)푌 ) ≤ 0}.
One can notice that using Lemma 3.2, the functional 휆 7→ 휌휆(푋, 푌 ) := 휌(휆푋 + (1−
휆)푌 ) is well-defined and continuous. So one can deduce that 휌−1휆 ((−∞, 0]) is closed
as the inverse image of closed set. Therefore {휆 ∈ [0, 1] ∣ 휆푋 + (1 − 휆)푌 ∈ 풜} is
closed in [0,1].
(푏) inf{푚 ∈ ℝ ∣ 푚+푋 ∈ 풜} = inf{푚 ∈ ℝ ∣ 푋 +푚 ∈ 풜휌}
= inf{푚 ∈ ℝ ∣ 휌(푋 +푚) ≤ 0}
= inf{푚 ∈ ℝ ∣ 휌(푋)−푚 ≤ 0}, by translation-invariance
= inf{푚 ∈ ℝ ∣ 휌(푋) ≤ 푚}
= 휌(푋).
(c) To show that 휌풜 and 풜휌 satisfy the convexity property, one has to refer to the
proof of Proposition 3.26.
Proposition 3.30 Suppose that 풜 is a non-empty set satisfying the followings:
▪ inf{푚 ∈ ℝ ∣ 푚 ∈ 풜} > −∞.
▪ 푋 ∈ 풜, 푌 ∈ 풳 , 푋 ≤ 푌 ⇒ 푌 ∈ 풜.
Then the functional 휌풜 has the following properties:
(a) 휌풜 is a monetary risk measure.
(b) 휌 is positively homogeneous if and only if풜 is a cone. In particular, 휌 is coherent
if and only if 풜 is a convex cone.
(c) If 풜 ⊆ 풜휌풜 satisfies the closure property, then 풜 = 풜휌풜 .
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Proof:
(a) It suffices to show that 휌 = 휌풜. For this, use part (b) of Proposition 3.29.
(b) For the first equivalence relation, we refer to the proof of Proposition 3.26. Let
us prove the second equivalence relation.
⇒) Suppose that 휌 is coherent. One can use Remark 3.18 and part (c) of Proposition
3.29 to deduce that 풜 is convex. The first equivalence of part (b) shows that the
positive homogeneity property satisfied by 휌 implies that 풜 is a cone. Therefore 풜 is
a convex cone.
⇐) Suppose that 풜 is a convex cone. Part (c) of Proposition 3.29 shows that 휌 is a
convex risk measure and the first equivalence of part (b) in Proposition 3.30 implies
that 휌 is positively homogenous. Thus using of the converse of Remark 3.18, we can
conclude that 휌 is coherent.
(c) Let us take a random variable 푋 : Ω 7→ ℝ with 푋 /∈ 풜 and consider a real
value 푚 so that
푚 > ∥푋∥ = sup
휔∈Ω
{푋(휔)}.
Using closure property we can find 휆 ∈ [0, 1] such that 휆푚 + (1 − 휆)푋 /∈ 풜 = 풜휌풜 .
Hence
0 < 휌풜((1− 휆)푋 + 휆푚)
= 휌풜[(1− 휆)푋]− 휆푚
which leads us to
휌풜[(1− 휆)푋] > 휆푚. (3.12)
Since 휌풜 is a monetary risk measure, by Lemma 3.2, it follows that
∣휌풜((1− 휆)푋)− 휌풜(푋)∣ ≤ ∥ − 휆푋∥∞
≤ 휆∥푋∥∞
Then 휌풜(푋) ≥ 휌풜[(1− 휆)푋]− 휆∥푋∥
> 휆푚− 휆∥푋∥ , using equation (3.12)
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> 휆(푚− ∥푋∥)
> 0.
So we have 푋 /∈ 풜휌풜 . Finally this gives us that 풜휌풜 ⊆ 풜 and since by assumption
we have that 풜 ⊆ 풜휌풜 , our proof is then complete.
Examples 3.31 Let us consider the following two examples:
∙ 풜 = 퐿∞+ = {푋 ∈ 퐿∞ ∣ 푋 ≥ 0}. This is the smallest set of acceptance, since
every acceptance set, containing 0; contains also every non-negative random
variable. The corresponding capital requirement is the coherent risk measure
defined by
휌퐿∞+ (푋) = −푒푠푠 inf{푋}.
∙ 풜훼 = {푋 ∣ 피ℙ[푋1퐴],∀퐴 ∈ ℱ s.t. ℙ(퐴) ≥ 훼}, for 훼 ∈ (0, 1). The corresponding
capital requirement 휌훼 is called the Worst Conditional Measure and can be
represented as follows:
휌훼(푋) = 푊퐶푀훼(푋) ≜ sup
ℙ(퐴)≥훼
{−피ℙ[푋1퐴]
ℙ(퐴)
}.
3.2.1 Comonotonic risk measures
Coherent risk measures take subadditivity as the most basic requirement for a good
risk measure, i.e. in many situations, the risk of a combined position 푋 + 푌 will
be strictly lower than the sum of the individual risks. This seems to be reasonable
because we expect risks to diversify or at least remain the same when we put them
together. However there are many circumstance where we might reasonably use a
non-subadditive risk measure. One typical example is VaR, which is not subadditive
for all risks but additive for comonotonic risks. In order to make the idea precise, we
introduce the notion of comonotonicity.
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Definition 3.32 Two random variables 푋 and 푌 are called comonotonic if:
∀(휔1, 휔2) ∈ Ω2, (푋(휔2)−푋(휔1))(푌 (휔2)− 푌 (휔1)) ≥ 0. (3.13)
It is welll known that two functions 푋, 푌 are comonotonic if and only if there exist
continuous, increasing functions 푔, ℎ on ℝ such that 푔(푍) + ℎ(푍) = 푍 ∈ ℝ and
푋 = 푔(푋 + 푌 ), 푌 = ℎ(푋 + 푌 ).
Definition 3.33 A monetary measure of risk 휌 on 풳 is called comonotonic if:
휌(푋 + 푌 ) = 휌(푋) + 휌(푌 ),
whenever 푋, 푌 ∈ 풳 are comonotonic.
Risk measures with comonotonic subadditivity were introduced by Fo¨llmer and Schied
(2002) [11]. Independently, Heyde et al. proposed in [17], a so-called natural risk
statistic which points out the consistency of the comonotonic subadditivity (i.e. it is
better to impose preference on comonotonic random variables rather than on arbitrary
random variables).
The following axioms were proposed by Song and Yan in [33]:
▪ Comonotonic subadditivity: If 푋, 푌 ∈ 풳 are comonotonic, then
휌(푋 + 푌 ) ≤ 휌(푋) + 휌(푌 ).
▪ Comonotonic convexity: If 푋, 푌 ∈ 풳 are comonotonic, then
휌(휆푋 + (1− 휆)푌 ) ≤ 휆휌(푋) + (1− 휆)휌(푌 ), for any 휆 ∈ (0, 1).
Lemma 3.34 If 휌 is a comonotonic monetary risk measure on 풳 , then 휌 is positively
homogenous.
Proof:
One can notice that (푋,푋) is a comonotone pair and from that 휌(2푋) = 2휌(푋). An
iteration of this argument leads to
휌(푟푋) = 푟휌(푋), ∀푟 ∈ ℕ. (3.14)
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Since we can see that equation (3.14) is true for 푟 = 0, let assume that it is also true
for 푟 = 푛 ∈ ℕ. So, we have
휌[(푛+ 1)푋] = 휌(푛푋 +푋)
= 휌(푛푋) + 휌(푋)
= 푛휌(푋) + 휌(푋) , by assumption
= (푛+ 1)휌(푋).
Therefore 휌 is positively homogenous.
If we add up either the subadditivity or the positive homogeneity axiom to convexity,
we automatically end up into the class of sublinear risk measures.
Definition 3.35 휋 is called a sublinear functional on 풳 if 휋 : 풳 → ℝ and if it
satisfies the positive homogeneity and the subadditivity properties.
Remark 3.36 The monetary measure of risk 휌 is a sublinear functional on 풳 .
If 휋 is sublinear, we then can define a risk measure 휌휋 by
휌휋(푋) = 휋(−푋).
Remark 3.37 If 휋 is sublinear, then we have the following:
1. 휋(0) = 0.
2. 휋 is convex.
3. 푎휋(푋) ≤ 휋(푎푋), ∀푎 ∈ ℝ, ∀푋 ∈ 풳 .
4. −휋(푌 −푋) ≤ 휋(푋)− 휋(푌 ) ≤ 휋(푋 − 푌 ), ∀푋, 푌 ∈ 풳 .
One can deduce that ∣휋(푋)− 휋(푌 )∣ ≤ max{∣휋(푋 − 푌 )∣, ∣휋(푌 −푋)∣}.
Remark 3.38 Since the topological structure in a topological vector space is deter-
mined by a local base at the origin, it then follows that a sublinear functional on a
topological vector space 풳 is continuous on 풳 if and only if it is continuous at 0.
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The following result proposed by Frittelli [14] is a simple application of the Hahn
Banach Theorem (Extension of linear functionals).
Theorem 3.39 Let 휋 be a sublinear functional on 풳 . Then
휋(푋) = max
휇∈풫휋
휇(푋), (3.15)
where 풫휋 = {휇 ∈ 풳 ′ ∣ 휇(푋) ≤ 휋(푋),∀푋 ∈ 풳} ∕= ∅.
Proof:
Consider a set 푀 = {푋 ∈ 풳 ∣ 푋 = 휆푌, 휆 ≥ 0} and define a functional 푔 : 푀 → ℝ
by 푔(푋) = 휆휋(푌 ). By Remark 3.37, we have 휆휋(푋) ≤ 휋(휆푋),∀휆 ∈ ℝ and one can
simply deduce that for any 푌 ∈푀 such that 푋 = 휆푌, we have
푔(푋) ≤ 휋(휆푌 )
≤ 휋(푋), ∀푋 ∈푀.
So using the Hahn Banach extension theorem, one can find 푓 : 풳 ′ → ℝ such that we
have: ⎧⎨⎩ 푓(푋) = 푔(푋), ∀푋 ∈푀푓(푋) ≤ 휋(푋), ∀푋 ∈ 풳 . (3.16)
Hence we have 푓(푌 ) = 푔(푌 ) = 휋(푌 ) and we can deduce that
휋(푌 ) = 푓(푌 ) ≤ sup
푓∈풫휋
{푓(푌 )} ≤ 휋(푌 ). (3.17)
This is where the supremum is attained and (3.13) follows for 푓 = 휇.
Corollary 3.40 휋 is a norm continuous sublinear functional on 풳 if and only if there
exists a subset 풲 ⊆ 풳 ′ such that
휋(푋) = max
휇∈풲
휇(푋) < +∞, ∀푋 ∈ 풳 and sup
휇∈풲
∥휇∥ < +∞. (3.18)
Proof:
We can find 풲 ⊆ 풳 ′ such that 휋 is defined by (3.15), and get that
∣휋(푋)∣ ≤ sup
휇∈풲
∣휇(푋)∣
≤ sup
휇∈풲
∥휇∥∥푋∥.
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Thus this suffices to say that 휋 is continuous at 0 and using Remark 3.38 one can
deduce the continuity of 휋. On the other hand, if 휋 is a norm continuous sublinear
functional on 풳 , then sup∥푋∥=1 ∣휋(푋)∣ is finite and by Theorem 3.39, we can find a
subset 풫휋 ⊆ 풳 ′ such that using Remark 3.37, we have
∣휇(푋)∣ ≤ max{∣휋(푋)∣, ∣휋(−푋)∣}, ∀휇 ∈ 풫휋.
Hence we get that
∣휋(푋)∣ = sup
휇∈풫휋
∥휇∥
= sup
휇∈풫휋
{ sup
∥푋∥=1
∣휇(푋)∣}
= sup
∥푋∥=1
{ sup
휇∈풫휋
∣휇(푋)∣}
≤ sup
∥푋∥=1
∣휋(푋)∣
< +∞.
Let ℳ1,푚 denote the family of all comonotonic set functions 휇 : ℱ → [0, 1] with
total mass 1 and 풫푓 be the set of all finitely additive measures on (Ω,ℱ). We will see
below that every comonotonic risk measure on 풳 arises as the Choquet integral with
respect to 휇.
Definition 3.41 Let 휇 : ℱ → [0, 1] be any set function which is normalized and
monotone. The Choquet integral of a bounded measurable function 푋 : Ω → ℝ on
(Ω,ℱ) with respect to 휇 is defined as∫
푋푑휇 :=
∫ 0
−∞
(휇(푋 > 푥)− 1)푑푥+
∫ ∞
0
휇(푋 > 푥)푑푥.
Let 휇 ∈ℳ1,푚 and 푋, 푌 ∈ 풳 . The Choquet integral has the following properties:
▪ monotonicity: 푋 ≤ 푌 implies 휇(푋) ≤ 휇(푌 ).
▪ translation-invariance: 휇(푋 +푚) = 휇(푋) +푚, ∀푚 ∈ ℝ.
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▪ positive homogeneity: 휆 ≥ 0 implies 휇(휆푋) = 휆휇(푋).
One can notice that 휇 is a submodular.
Theorem 3.42 A monetary risk measure 휌 on 풳 is comonotonic if and only if there
exists a normalized monotone set function 휇 on (Ω,ℱ) such that
휌(푋) :=
∫
(−푋)푑휇, ∀푋 ∈ 풳 .
Theorem 3.43 A risk measure 휌 on 풳 is coherent if and only if there exists a subset
픔푝 of 풫푓 , such that
휌(푋) = sup
푄∈픔푝
피푄[−푋].
Moreover, 픔푝 can be chosen as a convex set for which the supremum above is attained.
If 휌 is contimuous from above, then 픔푝 can be chosen as a convex subset of 풫푓 .
Proof:
One can refer to [5] and [9] for the proof of the above representation theorem for
coherent independent risk measures in the finite and general case.
Theorem 3.44 Any risk measure 휋 on 풳 satisfying the comonotonic subadditivity
property is of the following form
휋(푋) = max
휇∈ℳ
휇(푋),
where
ℳ = {휇 ∈ℳ1,푚 ∣ 휇(푌 ) ≤ 휋(푌 ), ∀푌 ∈ 풳}.
Proof:
Let consider 휇 ∈ ℳ1,푚 such that for all 푋 ∈ 풳 , we have 휇(푋) ≤ 휋(푋). Then by
Lemma 3.34, 휇 is positively homogenous. One needs only to show that 휋 is coherent
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and for that, it suffices to verify its positive homogeneity. For any 휆 ≥ 0, we have the
following
휋(휆푋) = max
휇∈ℳ
{휇(휆푋)}
= max
휇∈ℳ
{휆휇(푋)}
= 휆max
휇∈ℳ
휇(푋)
= 휆휋(푋).
The rest of the proof follows from Theorem 3.39.
The following representation theorem for convex risk measures was proved by Fo¨llmer
and Schied in [12] and independently by Frittelli and Rosazza in [16].
Theorem 3.45 Any convex risk measure 휌 on 풳 is of the form
휌(푋) = sup
푄∈풫푓
{피푄[−푋]− 훼푚푖푛(푄)}, ∀푋 ∈ 풳 ,
where the penalty function 훼푚푖푛 is given by
훼푚푖푛(푄) := sup
휌(푋)≤0
피[−푋], ∀푄 ∈ 풫푓 .
Moreover, 훼푚푖푛 is the minimal penalty function which represents 휌.
Remark 3.46 The representation of a coherent risk measure 휌 is a particular case
of the above representation theorem for convex risk measures, since it corresponds to
the penalty function
훼(푄) =
⎧⎨⎩ 0 if 푄 ∈ 픔푝+∞ otherwise ,
where
픔푝 = {푄 ∈ 풫푓 ∣ 피푄[−푌 ] ≤ 휌(푌 ), ∀푌 ∈ 풳}.
Theorem 3.47 Any risk measure 휋 on 풳 satisfying the comonotonic convexity prop-
erty is of the following form
휋(푋) = max
휇∈ℳ1,푚
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 ,
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where
훼(휇) = sup
휋(푋)≤0
휇(푋), 휇 ∈ℳ1,푚.
Proof:
Let us consider 푋 ∈ 풳 such that 푋˜ = 푋 − 휋(푋). By its definition above, we have
훼(휇) ≥ 휇(푋˜), ∀휇 ∈ℳ
≥ 휇(푋 − 휋(푋))
≥ 휇(푋)− 휋(푋), ∀휇 ∈ℳ since 휇 is comonotonic.
Then
휋(푋) ≥ 휇(푋)− 훼(휇), ∀휇 ∈ℳ.
Therefore we have
휋(푋) ≥ sup
휇∈ℳ
{휇(푋)− 훼(휇)} ∀푋 ∈ 풳 . (3.19)
Consider a nonempty closed set 풞 defined as
풞 := {푋 ∈ 풳 ∣ 휋(푋) ≥ 0}.
Clearly one can see that for any 푋 with 휌(푋) < 0, 푋 is not an element of the convex
cone 풪 := {푌 ∈ 풳 ∣ 휋(푌 ) < 0} ∕= ∅. So 풪∩풞 = ∅ and using Hahn-Banach separation
Theorem for any two distinct points 푋 ∈ 풞 and 푌 ∈ 풪, one can find a non-zero
continuous linear functional 푙 on 풳 such that 푙(푋) ∕= 푙(푌 ) and
sup
푋∈풞
푙(푋) ≤ inf
푌 ∈풪
푙(푌 ) := 푏. (3.20)
Hence 푙(푋) ≤ 푏.
We claim that 푌 ≥ 0 ⇒ 푙(푌 ) ≥ 0. For any 푌 ∈ 풪, and 휆 ≥ 0, one can deduce that
1 + 휆푌 ∈ 풪, since 풪 is a cone. Thus,
푙(푌 ) ≤ 푙(1 + 휆푌 ) = 푙(1) + 휆푙(푌 ) ∀휆 > 0.
The next claim is that 푙(1) > 0. The positivity of 푙 implies there exist some Y such
that 1 = 푌 + + (1 − 푌 +) with 푙(푌 +) ≥ 푙(푌 ) ≥ 0 and 푙(1 − 푌 +) > 0. Therefore one
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can deduce that 푙(1) = 푙(1− 푌 +) + 푙(푌 +) > 0. We claim that 푙 is comonotonic.
Let 푋, 푌 be two comonotonic random variables. Since 푙 is a continuous linear func-
tional, then we have 푙(푋 + 푌 ) = 푙(푋) + 푙(푌 ) and we proved our claim. Therefore
using Theorem 3.42 for all 푌 ∈ 풳 , we have that the integral 푙(푌 ) = ∫ (−푌 )푑휇 defines
a one-to-one correspondence between 푙 and 휇 ∈ℳ. From the two preceding steps, it
follows that
휇(−푌 ) = 푙(푌 )
푙(1)
, ∀푌 ∈ 풳
풪 ⊂ 풜휋 and it follows that
훼(휇) = sup
휋(푌 )≤0
휇(−푌 ) , by its definition above
= sup
푌 ∈풜휋
휇(−푌 )
≥ sup
푌 ∈풪
휇(−푌 )
≥ − inf
푌 ∈풪
휇(푌 ).
Hence we have that
훼(휇) ≥ − 푏
푙(1)
. (3.21)
If we choose arbitrarily 휀 > 0 such that for any 푌 ∈ 풜휋, we have 푌 + 휀 in 풪, then it
appears that
훼(휇) < − 푏
푙(1)
− 휀. (3.22)
Thus, equations (3.21) and (3.22) give us that
훼(휇) = − 푏
푙(1)
.
One can notice that for all 푋 ∈ 풪 and 휇 ∈ℳ it follows that
휇(푋)− 훼(휇) = 푙(−푋)
푙(1)
+
푏
푙(1)
=
−푙(푋)
푙(1)
+
푏
푙(1)
=
푏− 푙(푋)
푙(1)
.
Since 푙(1) is positive, one can notice using equation (3.21) that 휇(푋) − 훼(휇) is also
positive and finally deduce that
휇(푋)− 훼(휇) ≥ 휋(푋), ∀휇 ∈ℳ (3.23)
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The proof is completed using the equations (3.19) and (3.23).
3.3 Dependent Risk Measures
In this section we fix a probability measure ℙ on 풳 such that 풳 = 퐿∞(Ω,ℱ ,ℙ) and
consider risk measures 휌 such that
for any 푋, 푌 ∈ 풳 we have 푋 = 푌 ℙ-a.s. =⇒ 휌(푋) = 휌(푌 ).
Those risk measures are called dependent risk measures because we are working those
which are absolutely continuous with respect to the original probability measure ℙ.
Define 풫 ′ ≜ {푄 ≪ 푃} to be the set of all probability measures on Ω,ℱ which
are absolutely continuous with respect to ℙ.
3.3.1 Coherent and convex risk measures
Proposition 3.48 A map 휌 : 퐿∞ → ℝ is a convex (resp coherent) risk measure if
and only if it a capital requirement (resp associated to a cone). If this is the case and
we define 풜휌 ≜ {푋 : 휌(푋) ≤ 0}, then we have:
(a) 휌(푋) = min{푚 ∈ ℝ : 푋 +푚 ∈ 풜휌}.
(b) if 풜 is another acceptance set for 휌, then 풜 ⊆ 풜휌 (i.e. 풜휌 is the maximal
acceptance set for 휌).
(c) 휌 is F-continuous if and only if 풜휌 is 휎(퐿∞, 퐿1)-closed and in this case
휌(푋) = sup
푄≪푃
{피[−푋]− 훼(푄)}, (3.24)
where 훼(푄) = sup푋∈풜 피푄[−푋]. If in addition 휌 is coherent then
휌(푋) = sup
푄∈풬
피푄[−푋],
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where 풬 = {푄≪ 푃 ∣ 피푄[푋],∀푋 ∈ 풜휌}.
Proof:
The first two parts have already been proved using Propositions 3.29 and 3.30. Now
suppose that 휌 is a convex risk measure.
(a) Refer to Proposition 3.29.
(b) If 푋 ∈ 풜, then 휌(푋) ≤ 0. But since 풜휌 = {푋 : 휌(푋) ≤ 0}, thus 푋 ∈ 풜휌. Hence
풜 ⊆ 풜휌.
(c) This equivalence follows immediately from Proposition 3.20. If in addition 휌 is
coherent, the equivalence relation still remains by using of Remark 3.18.
Definition 3.49 A risk measure is said to be F-continuous if some, hence any, of the
three properties (a), (b),and (c) above is satisfied (here, F stands for Fatou).
Theorem 3.50 Suppose that 풫 ′ is the set of all probability measures 푄≪ 푃 , then
for any convex risk measure 휌 : 풳 → ℝ the following properties are equivalent:
(a) 휌 is continuous from above.
(b) 휌 is lower semicontinuous for the weak∗ topology 휎(퐿∞, 퐿1), i.e. the set {푋 ∈
퐿∞ : 휌(푋) ≤ 0} is 휎(퐿∞, 퐿1) -closed.
(c) 휌 has the Fatou property : For any uniformly bounded sequence (푋푛)푛∈ℕ ⊂ 풳
which converges 푃 -a.s. to some 푋 ∈ 풳 , we have
휌(푋) ≤ lim inf
푛→∞
휌(푋푛).
(d) There exists a penalty function 훼 : 풫 ′ → (−∞,+∞] such that
휌(푋) = sup
푄≪푃
(피푄[−푋]− 훼(푄)), for all 푋 ∈ 풳 .
(e) 휌 can be represented by some penalty function on 풫 ′.
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Proof:
(a)⇔(b)
Let 풞푟 := 풞 ∩ {푋 ∈ 퐿∞ ∣ ∥푋∥∞ ≤ 푟} for 푟 > 0. If we can find a sequence (푋푛) ∈ 풞푟
converging to some random variable 푋 ∈ 퐿1, then we can find a subsequence that
converges ℙ-a.s., and the Fatou property of 휌 implies that 푋 ∈ 풞푟. This shows that 풞푟
is closed in 퐿1 and using Lemma A.64 in [11], we deduce that 풞 := {휌 ≤ 푐} is weak∗
closed. The other implication is obvious.
(d)⇔(e) This follows directly from Theorem 3.21. and part (c) of Proposition 3.48.
(c)⇔(d) This obviously follows from part (c) of Proposition 3.48.
(a)⇔(c) Suppose that a convex risk measure 휌 is continuous from above. Let (푋푛)
be a bounded sequence in 풳 which converges pointwise to 푋. Then
휌(푋) = lim
푛→∞
휌(푋푛)
= sup
푄≪푃
[ lim
푛→∞
{피[−푋푛]− 훼(푄)}]
≤ lim
푛→∞
inf[ sup
푄≪푃
{피[−푋푛]− 훼(푄)}]
= lim
푛→∞
inf 휌(푋푛).
If we suppose that 휌 is F-continuous and for each 푛 ∈ ℕ, 푋푛 ↘ 푋 then by mono-
tonicity 휌(푋푛) ≤ 휌(푋) and 휌(푋푛)↗ 휌(푋) follows.
Definition 3.51 The map 훼휌 : 풫 ′ → [0,+∞] defined by
훼휌(푄) ≜ sup
푋∈퐿∞
{피푄[−푋]− 휌(푋)},
is called the minimal penalty function for 휌.
This terminology is justified by the following Proposition.
Proposition 3.52 The map 훼휌 is a penalty function for 휌 and if 훼 is another penalty
function, then 훼휌 ≤ 훼.
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Proof:
From the above proposition, we can find a non-unique map 훼 such that
휌(푋) = sup
푄∈풫 ′
{피푄[−푋]− 훼(푄)}.
Therefore,
휌(푋) ≥ 피푄[−푋]− 훼(푄), ∀푄 ∈ 풫 ′
=⇒ 훼(푄) ≥ 피푄[−푋]− 휌(푋), ∀푋 ∈ 퐿∞, ∀푄 ∈ 풫 ′
=⇒ 훼(푄) ≥ sup
푋∈퐿∞
{피푄[−푋]− 휌(푋)}, ∀푄 ∈ 풫 ′
=⇒ 훼(푄) ≥ 훼휌(푄), ∀푄 ∈ 풫 ′ by Definition 3.47
=⇒ 훼 ≥ 훼휌.
The following result is useful when comparing two risk measures.
Proposition 3.53 If 훼 and 훼′ are penalty functions for 휌 and 휌′, respectively, then:
(a) 훼′ ≤ 훼⇒ 휌 ≤ 휌′.
(b) 휌 ≤ 휌′ ⇒ 훼휌′ ≤ 훼.
Proof:
(a) Let 훼 and 훼′ be the respective penalty functions of 휌 and 휌′. Then
훼′ ≤ 훼 =⇒ ∀푄 ∈ 풫 ′, 훼′(푄) ≤ 훼(푄)
=⇒ 피푄[−푋]− 훼(푄) ≤ 피푄[−푋]− 훼′(푄), ∀푋 ∈ 퐿∞
=⇒ 휌(푋) ≤ 휌′(푋), ∀푋 ∈ 퐿∞
=⇒ 휌 ≤ 휌′.
(b) From Definition 3.51, 훼휌′ is a penalty function for 휌
′. Hence 훼휌′ ≤ 훼′ by Propo-
sition 3.52. Since 휌 ≤ 휌′ we can use part (a) of proposition 3.53 to conclude
that 훼휌′ ≤ 훼.
We end this section with an interesting result concerning continuity from below.
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Proposition 3.54 Let 휌 be a coherent risk measure. Then the following are equiv-
alent:
(a) 휌 is continuous from below.
(b) 휌(푋) = max푄∈풬휌{피푄[−푋].
(c) the set {푑푄
푑푃
: 푄 ∈ 풬휌} is weakly compact in 퐿1.
Proof:
For this proof, we refer to Corollary 4.35 in [11].
Remark 3.55 These risk measures are not only comonotonically subadditive or con-
vex, but they also respect stochastic dominance, or convex order, and consequently
lead to law-invariance. In the next chapter, we will introduce similar results of de-
pendent risk measures satisfying comonotonic subadditivity.
3.4 Some Examples
In this section we introduce some well-known examples of risk measures and the
relations that hold between them. As a first example of risk measures, consider the
훼-quantile risk measure, often called the Value-at-Risk (푉 푎푅) at level 훼 which at this
point will start to obtain new class of risk measures.
3.4.1 Value-at-Risk (VaR)
Just a couple of years ago the lack of subadditivity of 푉 푎푅 was perceived by most
banks as a purely mathematical question, with no practical consequences. 푉 푎푅 is
a very easy and intuitive concept that points out how much one may lose during
specified period with a given probability and how much capital should be set to
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control the risk exposure of a firm. 푉 푎푅 serves for the determination of the capital
requirements that banks have to fulfill in order to back their trading activities.
Definition 3.56 For any random variable 푋 on a probability space (Ω,ℱ ,ℙ), the
푑푖푠푡푟푖푏푢푡푖표푛 푓푢푛푐푡푖표푛 퐹푋 is defined by 퐹푋(푡) := 푃 [푋 ≤ 푡], 푡 ∈ ℝ.
Definition 3.57 Let 훼 ∈ (0, 1] be fixed. We define
▪ 푥(훼) = 푞훼(푋) = inf{푡 ∣ 퐹푋(푡) ≥ 훼} as the lower 훼-quantile of 푋.
▪ 푥(훼) = 푞훼(푋) = inf{푡 ∣ 퐹푋(푡) > 훼} as the upper 훼-quantile of 푋.
Definition 3.58 For any random variable 푋 on a probability space (Ω,ℱ ,ℙ), the
푞푢푎푛푡푖푙푒 푓푢푛푐푡푖표푛 푞푋 is defined by:
푞훼(푋) := 퐹
−1
푋 (푡) = inf{푥 ∈ ℝ ∣ 퐹푋(푡) ≥ 훼}, 0 < 훼 ≤ 1.
The quantile function is the generalized inverse of the distribution function.
Definition 3.59 Given a number 훼 ∈ (0, 1] and a position described by the random
variable 푋, we define the Value-at-Risk (푉 푎푅훼) as
푉 푎푅훼(푋) = −푞훼(푋) = 푞1−훼(−푋).
푋 is said to be 푉 푎푅훼-acceptable if
푉 푎푅훼(푋) ≤ 0 or, equivalently, 푞훼(푋) ≥ 0.
Remark 3.60 푉 푎푅 can be considered as the amount of extra capital a firm needs to
reduce to 훼 the probability of bankruptcy, or the extra capital needing to be added
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(as a free investment) to a given position 푋 so that the risk 푋 becomes acceptable
to an external regulator. We can express 푉 푎푅 by the following
푉 푎푅훼(푋) = 푞1−훼(−푋)
= inf{푚 ∈ ℝ ∣ 푃 [−푋 ≤ 푚] ≥ 1− 훼}
= inf{푚 ∈ ℝ ∣ 1− 푃 [푋 < −푚] ≥ 1− 훼}
= inf{푚 ∈ ℝ ∣ 푃 [푋 < −푚] ≥ 훼}
= inf{푚 ∈ ℝ ∣ 푃 (푋 +푚 < 0) ≥ 훼}.
Lemma 3.61 Consider the risk measure 푉 푎푅 given by 휌(푋) = 푉 푎푅훼(푋), then 푉 푎푅
satisfies the following conditions:
(a) 푋 ≥ 0⇒ 푉 푎푅훼(푋) ≤ 0.
(b) 푋 ≥ 푌 ⇒ 푉 푎푅훼(푋) ≤ 푉 푎푅훼(푌 ).
(c) ∀휆 ≥ 0, 푉 푎푅휆(훼푋) = 휆푉 푎푅훼(푋).
(d) 푉 푎푅훼(푋 + 푐) = 푉 푎푅훼(푋)− 푐, ∀푐 ∈ ℝ.
Remark 3.62 The conditions (b) and (d) of the above Lemma suffice to make 푉 푎푅
Lipschitz-continuous with respect to the 퐿∞-norm. Moreover, 휌(푋) = 푉 푎푅훼(푋) has
the following properties:
1. Law invariance: if 푃 [푋 ≤ 푡] = 푃 [푌 ≤ 푡] for all 푡 ∈ ℝ, then 휌(푋) = 휌(푌 ).
2. Comonotonic additivity: given two comonotonic random variables 푋, 푌 , we
have 휌(푋 + 푌 ) = 휌(푋) + 휌(푌 ).
Law invariance is a crucial condition when it comes to estimating a risk measure
from empirical data. VaR turns out to be a model dependent risk measure since it
depends, by definition, on the initial reference probability. In general VaR is not a
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convex measure and in particular not subadditive even when the two random variables
are independent. Therefore this is bad when it comes to practice since VaR will not
be able to encourage diversification of risks. VaR becomes subadditive only when the
joint distribution of return is elliptic, i.e.,
푉 푎푅훼(푋 + 푌 ) ≤ 푉 푎푅훼(푋) + 푉 푎푅훼(푌 ), 푋, 푌 ∈ 풳 .
Definition 3.63 The 퐴푣푒푟푎푔푒 푉 푎푙푢푒 at 푅푖푠푘 at level 휆 ∈ (0, 1] of a position 푋 ∈ 풳
is given by
퐴푉 푎푅휆(푋) =
1
휆
∫ 휆
0
푉 푎푅훼(푋)푑훼.
Sometimes, the Average Value at Risk is also called the expected shortfall, and one
writes 퐸푆훼(푋). Note that
퐴푉 푎푅휆(푋) = −1
휆
∫ 휆
0
푞훼(푋)푑훼.
Let us now recall the definition of expected shortfall.
3.4.2 Expected shortfall
In simple words, 퐸푆 is proposed as a efficient coherent alternative to VaR and is
characterized as the smallest coherent, comonotonic additive and law invariant risk
measure to dominate VaR. At a specified level 훼, 퐸푆 is the average loss in the worst
100훼 percent cases.
Definition 3.64
퐸푆훼(푋) = −훼−1
∫ 훼
0
퐹−1푋 (푠)푑푠.
The accurate definition of 퐸푆훼 is:
퐸푆훼(푋) = −훼−1(피[푋1{푋≤푥(훼)}] + 푥(훼)(훼− 푃 [푋 ≤ 훼])),
53
3.4 Some Examples Static Risk Measures
where 1 is the indicator function
1퐴(푎) =
⎧⎨⎩ 1 if 푎 ∈ 퐴0 otherwise .
Remark 3.65 The expected shortfall becomes simple when we are dealing with a
continuous distribution
퐸푆훼(푋) = −훼−1(피[푋1{푋≤푥(훼)}]).
It can be easily checked that 퐸푆훼 is a coherent risk measure and that 퐸푆훼 is contin-
uous with respect to 훼. 퐸푆훼 is a monotonic function to 훼
푖.푒. 퐸푆훼+휀(푋) ≤ 퐸푆훼(푋), ∀훼 ∈ (0, 1), ∀휀 > 0, with 훼 + 휀 < 1.
Moreover 퐸푆훼 is a convex function with respect to positions.
퐸푆훼 is different from the tail conditional expectation (푇퐶퐸
훼) risk measure and the
worst conditional expectation (푊퐶퐸훼) risk measure defined by the following:
푇퐶퐸훼(푋) = 피{푋∣푋 ≤ 푥(훼)},
푊퐶퐸훼(푋) = − inf{피[푋∣퐴] : 퐴 ∈ ℱ ,ℙ(퐴) > 훼}.
The functional 푊퐶퐸훼 is a good alternative for the VaR risk measure but it is only
useful in a theoretical setting since it depends not only on the distribution of 푋 but
also on the structure of the underlying probability space. Both 푇퐶퐸 and 푊퐶퐸 are
sensitive to small changes in the confidence level 훼 when applied to discontinuous
distributions. Comparing 퐸푆, 푇퐶퐸 and 푊퐶퐸, we get
푇퐶퐸훼(푋) ≤ 푊퐶퐸훼(푋) ≤ 퐸푆훼(푋).
퐸푆 is the maximum of 푊퐶퐸s when the underlying probability space varies. Only un-
der suitable conditions such as the continuity of the probability distribution function
(퐹푋) we have:
푇퐶퐸훼(푋) = 푊퐶퐸훼(푋) = 퐸푆훼(푋).
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The extreme cases correspond to the two following definitions.
Definition 3.66 퐸푆훼 is said to be the very worst case scenario when it is defined
by
lim
훼→0
퐸푆훼(푋) = −푒푠푠 inf(푋).
Definition 3.67 For 훼 = 1, 퐸푆훼 is said to be the less pessimistic risk measure which
is defined by
퐸푆1(푋) = 피ℙ[푋].
퐸푆훼 will serve as the basic building block for defining other coherent measures. In-
troducing a measure 푑휇(훼) on 훼 ∈ [0, 1], Proposition 2.2 of [10] comes with great
help once we start generating the spectral risk measure 푀휙. Proposition 2.2 of [10]
ensures that
푀휇(푋) =
∫ 1
0
푑휇(훼)훼퐸푆훼(푋) = −
∫ 1
0
푑휇(훼)
∫ 훼
0
퐹−1푋 (푠)푑푠
is a risk measure as long as the normalization condition∫ 1
0
훼푑휇(훼) = 1
is satisfied.
Remark 3.68 VaR is not continuous on compacts but 퐸푆 is continuous on compacts.
3.4.3 Spectral risk measure
This subsection deals with a class of measures based on integrals of the quantile
function. A spectral risk measure consists in a weighted average of the quantiles of
the distribution using a decreasing weight function 휙 : [0, 1]→ ℝ called risk spectrum.
Definition 3.69 The norm ∥휙(.)∥ in 퐿1([0, 1]) is given by ∥휙(푠)∥ = ∫ 1
0
휙(푠)푑푠.
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Definition 3.70 We will say that an element 휙 ∈ 퐿1([푎, 푏]) is 푝표푠푖푡푖푣푒 if ∀퐼 ⊂ [푎, 푏],
we have ∫
퐼
휙(푠)푑푠 ≥ 0.
We will say that an element 휙 ∈ 퐿1([푎, 푏]) is 푑푒푐푟푒푎푠푖푛푔 if ∀푙 ∈ (푎, 푏) and ∀휖 > 0 such
that [푙 − 휖, 푙 + 휖] ⊂ [푎, 푏], we have∫ 푙
푙−휖
휙(푠)푑푠 ≥
∫ 푙+휖
푙
휙(푠)푑푠.
Definition 3.71 Let a spectral representation 푀휙 : Ω→ ℝ of a position 푋 ∈ 풳 be
defined by
푀휙(푋) = −
∫ 1
0
휙(푠)퐹−1푋 (푠)푑푠, where 휙 ∈ 퐿1([0, 1]).
Definition 3.72 An element 휙 ∈ 퐿1([0, 1]) is said to be an admissible risk spectrum
if the following conditions are satisfied
(C1) Nonnegativity: 휙(푠) ≥ 0.
(C2) Normalization: ∥휙(푠)∥ = 1.
(C3) Decreasingness: 휙′(푠) ≤ 0.
Amongst all of them, the key condition is the third one.
Theorem 3.73 If 휙 is an admissible risk spectrum then 푀훼(푋) is a risk measure
called spectral risk measure.
Remark 3.74 The coherence of spectral risk measures comes from the assumptions
made on the spectrum 휙. All coherent risk measures cannot be written as spectral
risk measures. The class of spectral risk measures is the convex hull generated by
all the 퐸푆훼, but is a subset of the class of coherent risk measures. The Expected
shortfall is (much) better in principle than the Value-at-Risk, but the Spectral risk
measure is better in principle than the Expected shortfall.
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An ordering is bound to satisfy some compatibility relations to lattice structure and
slightly stronger results in risk measures can be obtained. In all the risk measures
discussed so far, the concept of ordering was not taken into account. By ordering,
we intuitively mean that any risk decision maker prefers a smaller risk in the given
order of preferences. However, under certain assumptions and conditions, orderings
could better specify the attitude of an investor toward risk. Therefore, it could be
interesting to have a look at it. This will be discussed in the next chapter.
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Chapter 4
Orderings in risk measures
A risk measure 휌 assigns a real number to a financial position, which is described by a
random variable 푋 ∈ 풳 with 휌 : 풳 → ℝ. We assume that 휌(푋) describes a potential
loss, but we allow 휌(푋) to assume negative values which means that a gain occurs.
Let 푋 and 푌 be two random variables such that for all 푡 ∈ ℝ we have
ℙ[푋 ≥ 푡] ≤ ℙ[푌 ≥ 푡].
Then 푋 is said to be smaller than 푌 in the usual stochastic order (denoted by
푋 ≤푠푡 푌 ) and any rational decision maker would prefer 푋. Another important
ordering to compare risks with is the convex ordering ≤푐푥 which is more related to
notions of risk aversion. Again if 푋 and 푌 are two risks with 푋 ≤푐푥 푌 , then a rational
decision maker would prefer 푋 if 푋 is risk averse.
Typically risk measures are defined by an axiomatic approach, and the most reason-
able axioms used throughout the literature are: monotonicity which captures the idea
that a larger loss is more risky and convexity which is always referred to diversifica-
tion. The risk of a portfolio which diversifies between two risks 푋 and 푌 is less than
the sum of the risks in both positions. Is it true that a monotone risk measure 휌 has
the property that 푋 ≤푠푡 푌 implies 휌(푋) ≤ 휌(푌 ) and that a convex risk measure has
the property that 푋 ≤푐푥 푌 implies 휌(푋) ≤ 휌(푌 ) ?
The monotonocity seems to be the trivial statement, but we can show how wrong
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these statements can be. The crucial point is the probability space in which the risk
measures are defined. On a non-atomic probability space these implications are just
fine, whereas they become wrong on certain finite probability spaces. In this section,
we are more interested in consistency of risk measures with stochastic orders. By
consistency, we mean that the risk measures preserve a given stochastic order ≤푠푡,
i.e.
푋 ≤푠푡 푌 ⇒ 휌(푋) ≤ 휌(푌 ).
Artzner and al. [5] have established four properties to point out the notion of co-
herency in risk measure. Beside its axiomatic definition, a coherent risk measure
can be seen as the supremum of the expected negative of final net worth for some
collection of probability measures. However, coherent risk measures are not always
consistent with second order stochastic dominance. We paid a particular attention
to the work of E. De Giorgi [8] and we present some standard results from decision
theory.
We shall let a finite set Ω to denote the state of nature in the final period 푡 = 푇 , write
Ω = {1, ..., 푆} and we shall consider ℱ to be a 휎 -algebra on Ω. We take ℱ = 2Ω.
(Ω,ℱ) define our measurable space. On (Ω,ℱ) we define a probability measure ℙ.
We call ℙ the 푝ℎ푦푠푖푐푎푙 푝푟표푏푎푏푖푙푖푡푦 푚푒푎푠푢푟푒 or the 표푏푗푒푐푡푖푣푒 푝푟표푏푎푏푖푙푖푡푦 푚푒푎푠푢푟푒.
We assume that ℙ[푠] > 0 for all 푠 ∈ Ω.
4.1 Preferences
In this Section we will discuss some possible relationships among preferences and risk
measures. Recall that a preference structure on 퐿∞ is a binary relation ⪯ such that:
1. ⪯ is a preorder, i.e. it is reflexive and transitive.
2. ⪯ is total, i.e. either 푋 ⪯ 푌 or 푌 ⪯ 푋 for any 푋, 푌 ∈ 퐿∞.
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We interpret 푋 ⪯ 푌 as ”the payoff X is good at least as Y ”. If 푋 ⪯ 푌 ; but not
푌 ⪯ 푋; then we say that 푋 is strictly preferred to 푌 and we write 푋 ≺ 푌 : Finally,
if 푋 ⪯ 푌 ⪯ 푋; then 푋 and 푌 are equivalent and we write 푋 ∼ 푌 : We say that
the preference ⪯ is representable if there exists a functional 휌 : 퐿∞ → ℝ called risk
measure function for ⪯ such that
푋 ⪯ 푌 ⇔ 휌(푌 ) ≤ 휌(푋). (4.1)
Conversely, to every functional 휌 : 퐿∞ → ℝ we associate the preference ⪯휌 defined
through 4.1. A well-known necessary and sufficient condition for representability of
a preference is Debreu-separability: there exists a sequence (푍푛)푛≥0 in 퐿∞ such that
if 푋 ≺ 푌 then 푋 ⪯ 푍푛 ⪯ 푌 for at least one 푛. In particular, this is verified if ⪯
satisfies the certainty-equivalent property: ∀푋 ∈ 퐿∞, ∃!훼 ∈ ℝ ; 푋 ∼ 훼1.
Theorem 4.1 A preference is representable by a convex risk measure if and only if
it satisfies the following properties:
(a) 푋 ≤ 푌 ⇒ 푋 ⪯ 푌 .
(b) 훼 < 훽 ⇒ 훼1 ≺ 훽1.
(c) 0 ⪯ 푋, 0 ⪯ 푌 ⇒ 0 ⪯ 휆푋 + (1− 휆)푌, ∀휆 ∈ [0.1].
(d) 푋 ⪯ 푌 ⇒ 푋 + 훼1 ⪯ 푌 + 훼1,∀훼 ∈ ℝ.
(e) 푋 ≺ 푌 ⇒ ∃훼 > 0 ; 푋 + 훼1 ⪯ 푌 .
If this is the case, then it is represented by the capital requirement associated to
풜⪯ ≜ {푋 ∈ 퐿∞ ∣ 0 ⪯ 푋}.
Proof:
Suppose that 휌 : 퐿∞ → ℝ is a convex risk measure and let 푋 and 푌 be two random
variables in 퐿∞.
(a) If 푋 ≤ 푌 , then by the monotonicity property, 휌(푌 ) ≤ 휌(푋) and using the
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equivalence relation (4.1), we easily get that 푋 ⪯ 푌.
(b) If we consider two real values 훼 and 훽 such that 훼 < 훽, then we have the following
훼 < 훽 ⇒ −훼 > −훽
⇒ 휌(훼 ⋅ 1) = −(훼 ⋅ 1) > −(훽 ⋅ 1) = 휌(훽 ⋅ 1)
⇒ 훼 ⋅ 1 ≺ 훽 ⋅ 1 using (4.1).
(c) Let 휆 ∈ [0, 1] and suppose that 0 ⪯ 푋 and 0 ⪯ 푌. Thus using (4.1) again, we can
notice that 휌(푋) ≤ 0 and 휌(푌 ) ≤ 0 and since 휌 is convex, we have the following
휌(휆푋 + (1− 휆)푌 ) ≤ 휆휌(푋) + (1− 휆)휌(푌 )
≤ 휆 ⋅ 0 + (1− 휆) ⋅ 0
= 0.
Hence the equivalence relation (4.1) gives us that 휆푋 + (1− 휆)푌 ⪯ 0.
(d) If we consider a real value 훼, then
푋 ≺ 푌 ⇒ 휌(푌 ) ≤ 휌(푋) , using (5.1)
⇒ 휌(푌 )− 훼 ⋅ 1 ≥ 휌(푋)− 훼 ⋅ 1 , ∀훼 ∈ ℝ
⇒ 휌(푌 + 훼 ⋅ 1) ≥ 휌(푋 + 훼 ⋅ 1) , by translation-invariance
⇒ 푋 + 훼 ⋅ 1 ⪯ 푌 + 훼 ⋅ 1 , using (4.1).
(e) For this last part, we have the following
푋 ≺ 푌 ⇒ 휌(푌 ) < 휌(푋)
⇒ ∃훼 > 0 ; 휌(푌 ) < 휌(푌 ) + 훼 ⋅ 1 < 휌(푋)
⇒ 휌(푌 ) ≤ 휌(푋)− 훼 ⋅ 1
⇒ 휌(푌 ) ≤ 휌(푋 + 훼 ⋅ 1) , by translation-invariance
⇒ (푋 + 훼 ⋅ 1) ⪯ 푌 , using (4.1).
Let us assume ⪯ satisfy the five (a) to (e) properties above. One can notice from (4.1)
that the acceptance set induced by 휌 coincides with the set 풜⪯ := {푋 ∈ 퐿∞ ∣ 0 ⪯ 푋}
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induced by ⪯. We can then define the associated risk measure 휌⪯ by the following
휌⪯(푋) = inf{푚 ∈ ℝ ∣ 0 ⪯ 푋 +푚 ⋅ 1}.
The property (c) shows that 풜⪯ is convex set and using Proposition 3.29, we can
deduce that 휌⪯ is a convex risk measure. Now, it only suffices to check if 휌⪯ satisfies
the property of monotonicity, translation-invariance. For the monotonicity, we have
the following
푋 ≤ 푌 ⇒ 푋 + 훼 ⋅ 1 ≤ 푌 + 훼 ⋅ 1,∀훼 ∈ ℝ using (a) and (d)
⇒ 휌(푌 + 훼 ⋅ 1) ≤ 휌(푋 + 훼 ⋅ 1)
⇒ inf{푚 ∈ ℝ ∣ 푌 + 훼 ⋅ 1 +푚 ⋅ 1 ∈ 풜휌} ≤ inf{푚 ∈ ℝ ∣ 푋 + 훼 ⋅ 1 +푚 ⋅ 1 ∈ 풜휌}
⇒ inf{푚 ∈ ℝ ∣ 푌 + 훼 ⋅ 1 ∈ 풜휌} −푚 ≤ inf{푚 ∈ ℝ ∣ 푋 + 훼 ⋅ 1 ∈ 풜휌} −푚
⇒ inf{푚 ∈ ℝ ∣ 푌 + 훼 ⋅ 1 ∈ 풜⪯} ≤ inf{푚 ∈ ℝ ∣ 푋 + 훼 ⋅ 1 ∈ 풜⪯}
⇒ inf{푚 ∈ ℝ ∣ 0 ⪯ 푌 + 훼 ⋅ 1} ≤ inf{푚 ∈ ℝ ∣ 0 ⪯ 푋 + 훼 ⋅ 1}
⇒ 휌⪯(푌 ) ≤ 휌⪯(푋).
For the translation-invariance, we have the following
휌⪯(푋 +푚) = inf{훼 ∈ ℝ ∣ 0 ⪯ (푋 +푚) + 훼 ⋅ 1}
= inf{훼 ∈ ℝ ∣ 휌(푋 + (푚+ 훼) ⋅ 1) ≤ 0}
= inf{훼 ∈ ℝ ∣ 휌(푋)− (푚+ 훼) ≤ 0}
= inf{훼 ∈ ℝ ∣ 휌(푋)−푚 ≤ 훼}
= inf{훼 ∈ ℝ ∣ 휌(푋) ≤ 훼}+ inf{훼 ∈ ℝ ∣ −푚 ≤ 훼}
= inf{훼 ∈ ℝ ∣ 휌(푋)− 훼 ≤ 0}+ inf{훼 ∈ ℝ ∣ −푚 ≤ 훼}
= inf{훼 ∈ ℝ ∣ 휌(푋 + 훼) ≤ 0}+ (−푚)
= inf{훼 ∈ ℝ ∣ 0 ⪯ 푋 + 훼} −푚
= 휌⪯(푋)−푚.
Hence the proof is completed.
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Let 풢 = {푋 : Ω → ℝ ∣ 푋 is ℱ -measurable} be the space of real-valued random
variables on (Ω,ℱ ,ℙ) and suppose that an investor have some preference {≻} on
a subset ℋ of 풢. If a investor is asked to choose between two random outcomes
푋, 푌 ∈ ℋ, then the following can occur:
1. 푋 ≻ 푌 , i.e. 푋 is preferred to 푌 .
2. 푌 ≻ 푋, i.e. 푌 is preferred to 푋.
3. 푋 ∼ 푌 , i.e. investor is indifferent or indefinite between 푋 and 푌 .
Let us now recall some basic definitions and results from the theory of stochastic
orders.
4.2 Stochastic order
Stochastic orders aim to order distributions of random variables and random vectors,
see [24] and [25]. Although throughout this section orders for random variables 푋
and 푌 is discussed, stochastic orders are partial order relations for their probability
distributions 퐹푋 and 퐹푌 . Moreover, stochastic orders can be considered as integral
stochastic orders. Let ℳ1,푚(ℙ) denote the set of absolutely continuous probability
measures with respect to ℙ and total mass 1 and ℳ푠푡(ℙ) (resp. ℳ푖푐푥(ℙ), ℳ푐푥(ℙ))
denote the set of those 휇 ∈ℳ1,푚(ℙ) which satisfy the following property:
푋 ≤푠푡 푌 (resp.푋 ≤푖푐푥 푌,푋 ≤푐푥 푌 ) =⇒ 휇(푋) ≤ 휇(푌 ).
Two random elements 푋 and 푌 are said to be ordered if 피[푓(푋)] ≤ 피[푓(푌 )] for all 푓
(for which expectations exist) from a certain family of functions. These functions are
called generators. Particular families of generators lead to the following definition:
Definition 4.2 For given random variables 푋 and 푌 , we have the order relations
▪ 푋 ≤푠푡 푌 if 피[푓(푋)] ≤ 피[푓(푌 )] for all coordinatewise increasing functions 푓 .
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▪ 푋 ≤푐푥 푌 if 피[푓(푋)] ≤ 피[푓(푌 )] for all convex functions 푓 .
▪ 푋 ≤푖푐푥 푌 if 피[푓(푋)] ≤ 피[푓(푌 )] for all increasing convex functions 푓 .
▪ 푋 ≤푖푐푣 푌 if 피[푓(푋)] ≤ 피[푓(푌 )] for all increasing concave functions 푓 .
We will hereafter refer to these orders as 푢푠푢푎푙 푠푡표푐ℎ푎푠푡푖푐 표푟푑푒푟, 푐표푛푣푒푥 표푟푑푒푟,
푖푛푐푟푒푎푠푖푛푔 푐표푛푣푒푥 표푟푑푒푟 and 푖푛푐푟푒푎푠푖푛푔 푐표푛푐푎푣푒 표푟푑푒푟 respectively.
Definition 4.3 For two random variables 푋 and 푌 , 푋 is said to precede 푌 in first
order stochastic dominance (i.e. 푋 ≤푠푡 푌 ) if and only if 퐹푌 (푡) ≤ 퐹푋(푡), for all 푡 ∈ ℝ.
The following lemmas are two basic results about ordering and comonotonicity which
show that the order is preserved under summing risks.
Lemma 4.4 Assume that 푋 =푑 푋
푐 and 푌 =푑 푌
푐. If 푋푐, 푌 푐 are comonotonic, then
푋 + 푌 ≤푖푐푥 푋푐 + 푌 푐.
Lemma 4.5 Assume that 푋1 and 푋2, 푌1 and 푌2 are comonotonic, respectively. If
푋1 ≤푠푡 푌1 and 푋2 ≤푠푡 푌2, then 푋1 + 푋2 ≤푠푡 푌1 + 푌2; If 푋1 ≤푖푐푥 푌1 and 푋2 ≤푖푐푥 푌2,
then 푋1 +푋2 ≤푖푐푥 푌1 + 푌2.
Proof:
From our assumptions, we can by Definition 4.2 find an continuous and increasing
function 푢 on ℝ such that 푢(푋1 +푋2) = 푋1 and 푢(푌1 +푌2) = 푌1. But since 푋1 ≤푠푡 푌1,
we can see that
푋1 ≤ 푌1 ⇒ 푢(푋1 +푋2) ≤ 푢(푌1 + 푌2)
⇒ 피[푢(푋1 +푋2)] ≤ 피[푢(푌1 + 푌2)]
⇒ 푋1 +푋2 ≤푠푡 푌1 + 푌2.
An analogous proof from above with an increasing convex function 푢 on ℝ suffices to
show the other implication.
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Definition 4.6 Let 휋 : 풳 → ℝ. We define the following axioms about 휋:
▪ (A1)(respecting stochastic order) 푋 ≤푠푡 푌 ⇒ 휋(푋) ≤ 휋(푌 ).
▪ (A2)(respecting convex order) 푋 ≤푐푥 푌 ⇒ 휋(푋) ≤ 휋(푌 ).
▪ (A3)(respecting increasing convex order) 푋 ≤푖푐푥 푌 ⇒ 휋(푋) ≤ 휋(푌 ).
Remark 4.7 Note that since 푋 ≤푠푡 푌 ⇒ 푋 ≤푖푐푥 푌 and 푋 ≤푐푥 푌 ⇒ 푋 ≤푖푐푥 푌 , then
(퐴1)⇒ (퐴3) and (퐴2)⇒ (퐴3).
4.2.1 On finite probability spaces
The following theorems give a useful characterization for stochastic orders.
Theorem 4.8 For random variables 푋 and 푌 with respective distribution functions
퐹푋 and 퐹푌 , the following statements are equivalent:
(a) 푋 ≤푠푡 푌.
(b) ∃ 푋 ′, 푌 ′ ∈ (Ω′,ℱ ′,ℙ′) ; 푋 ′(휔) ≤ 푌 ′(휔), ∀휔 ∈ Ω′.
(c) 푞훼(푋) ≤ 푞훼(푌 ), ∀훼 ∈ (0, 1).
Proof:
(푎)⇔ (푏)
Let us define an increasing function 푓 : ℝ→ ℝ by 푓(푋) = 푋 Since 푋 ≤푠푡 푌 , we can
find two random variables 푋 ′ and 푌 ′ in (Ω′,ℱ ′,ℙ′) such that
푓(푋(휔)) =푑 푋
′(휔) and 푓(푌 (휔)) =푑 푌 ′(휔), ∀휔 ∈ Ω′.
Thus we have that,
피[푓(푋(휔))] ≤ 피[푓(푌 (휔))], ∀휔 ∈ Ω′
⇒ 피[푋 ′(휔)] ≤ 피[푌 ′(휔)], ∀휔 ∈ Ω′
⇒ 푋 ′(휔) ≤ 푌 ′(휔), ∀휔 ∈ Ω′.
65
4.2 Stochastic order Orderings in risk measures
To show the reverse implication, one has to find 푋, 푌 ∈ Ω such that the pairs (푋,푋 ′)
and (푌, 푌 ′) have the same distribution and 푋 ′(휔) ≤ 푌 ′(휔), ∀휔 ∈ Ω. Then we have
the following
푋(휔) ≤ 푌 (휔) ⇒ 푓(푋) ≤ 푓(푌 ) , for all increasing function 푓
⇒ 피[푓(푋)] ≤ 피[푓(푌 )]
⇒ 푋 ≤푠푡 푌.
(푎)⇔ (푐)
푋 ≤푠푡 푌 ⇔ 퐹푌 (푡) ≤ 퐹푋(푡) , ∀푡 ∈ ℝ, by Definition 4.3
⇔ 퐹−1푋 (푡) ≤ 퐹−1푌 (푡) , ∀푡 ∈ ℝ
⇔ 푞훼(푋) ≤ 푞훼(푌 ) , ∀훼 ∈ (0, 1), by Definition 3.58.
Definition 4.9 For any random variable 푋 on a probability space (Ω,ℱ ,ℙ), we
define the 푠푡표푝-푙표푠푠 푡푟푎푛푠푓표푟푚 휋푋 by
휋푋(푡) =
∫ ∞
푡
퐹푋(푠)푑푠, ∀푡 ∈ ℝ, where 퐹푋(푠) = 1− 퐹푋(푠). (4.2)
Remark 4.10 The ordering ≤푖푐푥 is also known as 푠푡표푝-푙표푠푠 표푟푑푒푟 because ≤푖푐푥 holds
if and only if the corresponding stop-loss transforms are ordered. The increasing
concave ordering 푋 ≤푖푐푣 푌 is the corresponding ordering for returns instead of losses.
Note that 푋 ≤푖푐푣 푌 holds if and only if −푋 ≥푖푐푥 −푌 . Therefore presenting the
subsequent results for ≤푖푐푥 should be sufficient enough.
Definition 4.11 For two random variables 푋 and 푌 , 푋 is said to precede 푌 in the
stop-loss order sense (i.e. 푋 ≤푖푐푥 푌 ) if and only if 휋푋(푡) ≤ 휋푌 (푡), for all 푡 ∈ ℝ.
Theorem 4.12 Let 푋 and 푌 be random variables on a probability space (Ω,ℱ ,ℙ)
with 푋 ≤푖푐푥 푌 . Then there exists a random variable 푍 on (Ω,ℱ ,ℙ) such that:
푋 ≤푠푡 푍 ≤푐푥 푌.
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Proof:
Suppose that 푋 ≤푖푐푥 푌 . Then for any increasing convex function 푓 : ℝ → ℝ, we
have 피[푓(푋)] ≤ 피[푓(푌 )] and it follows that 푋 ≤푠푡 푌 holds. This shows that using
Theorem 4.8 we can find two random variables 푋 ′ and 푌 ′ such that for all 휔 ∈ Ω, we
have 푋 ′(휔) ≤ 푌 ′(휔). From Debreu-separability, there exists a sequence (푍푛)푛≥0 ⊂ 퐿∞
converging to 푍 such that
푋 ′(휔) ≤ 푍 ′푛(휔) ≤ 푌 ′(휔).
Hence
푋 ′(휔) ≤ 푍 ′(휔) ≤ 푌 ′(휔) as 푛→∞.
⇒ 푓(푋 ′(휔)) ≤ 푓(푍 ′(휔)) ≤ 푓(푌 ′(휔))
⇒ 피[푓(푋 ′)] ≤ 피[푓(푍 ′)] ≤ 피[푓(푌 ′)].
Therefore we can deduce from our assumption that 푋 ≤푠푡 푍 and 푍 ≤푐푥 푌 hold and
complete the proof.
Definition 4.13 For two random variables 푋 and 푌 , 푋 is said to precede 푌 in
convex order (i.e. 푋 ≤푐푥 푌 ) if and only if 휋푋(푡) ≤ 휋푌 (푡), for all 푡 ∈ ℝ and in addition
피[푋] = 피[푌 ].
Theorem 4.14 For random variables 푋 and 푌 with respective distribution functions
퐹푋 and 퐹푌 , the following statements are equivalent:
(a) 푋 ≤푐푥 푌.
(b) ∃ 푋 ′, 푌 ′ ∈ (Ω′,ℱ ′,ℙ′) ; 피[푌 ′∣푋 ′] = 푋 ′.
(c)
∫ 1
훼
푞푠(푋)푑푠 ≤
∫ 1
훼
푞푠(푌 )푑푠, ∀훼 ∈ (0, 1) and 피[푋] = 피[푌 ].
Proof:
(푎)⇔ (푏)
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Suppose that 푋 and 푌 are two random variables such that 푋 ≤푐푥 푌 . We can find two
random variables 푋 ′ and 푌 ′ in the probability space (Ω′,ℱ ′,ℙ′) such that 푋 =푑 푋 ′
and 푌 =푑 푌
′. Then using Definition 4.13 we have the following
피[푋 ′] = 피[푌 ′]
⇒ 피[푋 ′ ∣ 푋 ′] = 피[푌 ′ ∣ 푋 ′]
⇒ 푋 ′ = 피[푌 ′ ∣ 푋 ′].
(푎)⇔ (푐)
푋 ≤푐푥 푌 ⇔ 휋푋(푡) ≤ 휋푌 (푡), ∀푡 ∈ ℝ and 피[푋] = 피[푌 ], by Definition 4.13
⇔
∫ ∞
푡
(1− 퐹푋(푠))푑푠 ≤
∫ ∞
푡
(1− 퐹푌 (푠))푑푠
⇔ 퐹푌 (푡) ≤ 퐹푋(푡)
⇔ 퐹−1푋 (푡) ≤ 퐹−1푌 (푡)
⇔ 푞훼(푋) ≤ 푞훼(푌 ), ∀훼 ∈ (0, 1), by Definition 3.57.
Hence we have that
∫ 1
훼
푞푠(푋)푑푠 ≤
∫ 1
훼
푞푠(푌 )푑푠, ∀훼 ∈ (0, 1) with 피[푋] = 피[푌 ].
4.2.2 On atomless probability spaces
All atomless standard probability spaces are Borel isomorph, we can assume without
loss of generality that Ω = (0, 1) and ℙ is the Lebesgue-measure. The first two theo-
rems follow form Theorem 4.8 and Theorem 4.14, therefore it shall not be necessary
to prove them since in that case, (Ω,ℱ ,ℙ) and (Ω′,ℱ ′,ℙ′) coincide.
Theorem 4.15 For random variables 푋 and 푌 with respective distribution functions
퐹푋 and 퐹푌 , the following statements are equivalent:
(a) 푋 ≤푠푡 푌.
(b) ∃ 푋 ′, 푌 ′ ∈ (Ω,ℱ ,ℙ) ; 푋 ′(휔) ≤ 푌 ′(휔), ∀휔 ∈ Ω′.
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(c) 푞훼(푋) ≤ 푞훼(푌 ), ∀훼 ∈ (0, 1).
Proof:
Refer to Theorem 2.2 in [24].
Theorem 4.16 For random variables 푋 and 푌 with respective distribution functions
퐹푋 and 퐹푌 , the following statements are equivalent:
(a) 푋 ≤푐푥 푌.
(b) ∃ 푋 ′, 푌 ′ ∈ (Ω,ℱ ,ℙ) ; 피[푌 ′∣푋 ′] = 푋 ′.
(c)
∫ 1
훼
푞푋(푠)푑푠 ≤
∫ 1
훼
푞푌 (푠)푑푠, ∀훼 ∈ (0, 1) and 피[푋] = 피[푌 ].
Proof:
Refer to Theorem 2.5 in [24].
Corollary 4.17 If Γ is a real functional on 풳 with Γ(1) = 1, monotonicity and
comonotonic, then there exists 훾 ∈ℳ1,푚(ℙ) representing Γ in the sense that
훾(푋) = Γ(푋), for all 푋 ∈ 풳 .
Proof:
For this proof, we refer to [34].
Theorem 4.18 Any risk measure 휋 on 풳 = 퐿∞(Ω,ℱ ,ℙ) satisfying (퐴1) and the
comonotonic subadditivity property is of the following form
휋(푋) = max
휇∈ℳ(ℙ)
휇(푋),
where ℳ(ℙ) = {휇 ∈ℳ푠푡(ℙ) ∣ 휇(푌 ) ≤ 휋(푌 )}, ∀푌 ∈ 풳 .
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Proof:
Suppose that 휋 : 풳 → ℝ is of the form
휋(푋) = max
휇∈ℳ(ℙ)
휇(푋),
and let verify that 휋 satisfies (퐴1) and the comonotonic subadditivity property. If
푋 ≤푠푡 푌 , then for all 휇 ∈ℳ푠푡(ℙ) we have 휇(푋) ≤ 휇(푌 ). Hence, we can see that
max
휇∈ℳ(ℙ)
휇(푋) ≤ max
휇∈ℳ(ℙ)
휇(푌 ),
and finally get
휋(푋) ≤ 휋(푌 ).
This shows that 휋 satisfies (퐴1) and using Theorem 3.44, we prove that 휋 is comono-
tonic subadditive.
Suppose that 휋 satisfies (퐴1) and the comonotonic subadditivity property. We want
to show that 휋 : 풳 → ℝ is of the form
휋(푋) = max
휇∈ℳ(ℙ)
휇(푋). (4.3)
Define the set 픅 by
픅 := {푌 ∈ 풳 ∣ ∃푍 ∈ [푋] , 휋(푍) < 1 ; 푌 ≤ 푍 푎.푠.}, (4.4)
where [푋] = {푓(푋) ∣ 푓 is an increasing continuous function on ℝ}.
In order to show that (4.3) holds, we will fix 푋 and construct some risk measures
휉푋 ∈ℳ(ℙ) such that 휉푋(푋) = 휋(푋). Now to do this, it only suffices to take 휋(푋) = 1
for all 푋 ∈ 풳 . Moreover, we may assume with no loss of generality that 휋(1) = 1.
Let the unit ball be denoted by
퐵(0, 1) := {푌 ∈ 풳 ∣ ∥푌 ∥ < 1}, (4.5)
hence 픅 contains the unit ball 퐵(0, 1) and 푋 /∈ 픅. In fact
푋 ∈ 픅 ⇒ ∃푍 ∈ [푋] , 휋(푍) < 1 ; 푋 ≤ 푍 푎.푠.
⇒ 휋(푋) ≤ 휋(푍) , by monotoncity
⇒ 1 ≤ 휋(푍).
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This contradicts the fact that 1 > 휋(푍).
We need to verify that 픅 is convex. Let 휆 ∈ [0, 1] and 푌1, 푌2 ∈ 픅, there exists 푍1, 푍2
in [푋] with 휋(푍1) < 1 and 휋(푍2) < 1 such that 푌1 ≤ 푍1 푎.푠. and 푌2 ≤ 푍2 푎.푠. This
implies that 휆푌1 ≤ 휆푍1 푎.푠. and (1−휆)푌2 ≤ (1−휆)푍2 푎.푠.. Put 푍 = 휆푍1 + (1−휆)푍2,
then 푍 ∈ [푋] and 휆푌1 + (1− 휆)푌2 ≤ 푍 푎.푠..
Using the Hahn-Banach separation Theorem for convex set, we can find an non-zero
functional 푙 in 푏푎(Ω,ℱ ,ℙ) (i.e. the space of all finitely additive measures 휇 with finite
total variation, which are absolutely continuous with respect to ℙ) such that
sup
푌 ∈픅
푙(푌 ) ≤ 푙(푋). (4.6)
But since 퐵(0, 1) ⊂ 픅, we have that
0 < ∥푙(푌 )∥ = sup
푌 ∈퐵(0,1)
푙(푌 ) ≤ sup
푌 ∈픅
푙(푌 ). (4.7)
Thus, we can take 푙 such that 푙(푋) ∈ (0, 1].
We claim that 푙(푌 ) ≥ 0 if 푌 ≥ 0.
Let 푌 ∈ 픅 such that 푌 ≥ 0. Since 휋 satisfies (A1) and the subadditivity property,
then for all 휆 ∈ [0, 1] we have 휆푌 ∈ 픅. It follows from (4.6) and (4.7) that
휆푙(푌 ) = 푙(휆푌 ) ≤ 푙(푋), ∀휆 ≥ 0,
which could not be true if 푙(푌 ) < 0. The positivity of 푙 shows that given any 푌 ≥ 0
in 풳 , we get that 푙(푌 ) ≥ 0.
Our next claim is that 푙(1) = 1.
In fact if 푐 ≤ 1, then we can choose 푐 ∈ 퐵(0, 1) such that 푙(푐) ≥ 1. But since 푋 /∈ 픅,
we obtain from equation (4.6) that
1 ≤ 푙(푐) ≤ sup
푐∈퐵(0,1)
푙(푐) ≤ 푙(푋).
By letting 푋 = 1, it follows that 1 ≤ 푙(1). And if 푐 ≥ 1, we obtain from the positivity
of 푙 that
∀푋 ≥ 0, 0 ≤ 푙(푋 + 푐) = −푐 ⋅ 푙(1) + 푙(푋) ≤ −푐 ⋅ 푙(1) + 1.
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Hence 푐 ⋅ 푙(1) ≤ 1 and therefore 푙(1) ≤ 1
푐
≤ 1 and it follows that 푙(1) = 1.
Define 휋∗ : 풳 → ℝ as
휋∗(푌 ) = sup{푙(푍) ∣ 푍 ∈ [푋], 푍 ≤푠푡 푌 ∈ 풳}. (4.8)
We shall show that 휋∗ is a monotone and comonotonic real functional on 풳 . As
푙(1) = 1 we get
휋∗(1) = sup{푙(푍) ∣ 푍 ∈ [푋], 푍 ≤푠푡 1}
= sup{푙(푍) ∣ 푍 ∈ [푋], 푙(푍) ≤ 푙(1)}
= 1.
Let verify that 휋∗ satisfies the monotonicity property and the positive homogeneity.
If we let 푍,푋, 푌 ∈ 풳 such that 푍 ≤푠푡 푋 ≤ 푌, then we can find an increasing
continuous function 푓 with 푓(푋) ≤ 푓(푌 ). This implies that 피[푓(푋)] ≤ 피[푓(푌 )] and
from using Definition 4.2, it follows that 푋 ≤푠푡 푌 . But since 푙 also belongs toℳ푠푡(ℙ),
then 푙(푍) ≤ 푙(푋) with 푍 ≤푠푡 푋 ≤푠푡 푌 and therefore 휋∗(푋) ≤ 휋∗(푌 ). This shows that
휋∗ has the monotonicity property and 휋∗ belongs to ℳ푠푡(ℙ).
For all 푌 ∈ 풳 and 휆 ∈ [0, 1], we show that 휆휋∗(푌 ) = 휋∗(휆푌 ).
휆휋∗(푌 ) = 휆 sup{푙(푍) ∣ 푍 ∈ [푋], 푍 ≤푠푡 푌 }
= sup{휆푙(푍) ∣ 휆푍 ∈ [푋], 휆푍 ≤푠푡 휆푌 }
= sup{푙(휆푍) ∣ 휆푍 ∈ [푋], 휆푍 ≤푠푡 휆푌 }
= 휋∗(휆푌 ).
Let show that 휋∗ satisfies the comonotonicity property.
Let 푌1, 푌2 ∈ 풳 be two comonotonic random variables, by Definition 3.32 we can find
two increasing continuous functions 푔 and ℎ on ℝ such that for all 푌1, 푌2, 푍 ∈ ℝ, we
have
푔(푍) + ℎ(푍) = 푍 with 푌1 = 푔(푌1 + 푌2) and 푌2 = ℎ(푌1 + 푌2).
So given any 푍 ∈ [푋] such that 푍 ≤푠푡 푌1 + 푌2, we have
푔(푍) ≤푠푡 푔(푌1 + 푌2) and ℎ(푍) ≤푠푡 ℎ(푌1 + 푌2).
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This implies that for all 푔(푍), ℎ(푍) ∈ [푋] we have 푔(푍) ≤푠푡 푌1 and ℎ(푍) ≤푠푡 푌2.
From the definition of 휋∗, we have that
휋∗(푌1) = sup
푔(푍)∈[푋]
{푙∘푔(푍) ∣ 푔(푍) ≤푠푡 푌 } and 휋∗(푌2) = sup
ℎ(푍)∈[푋]
{푙∘ℎ(푍) ∣ ℎ(푍) ≤푠푡 푌 }.
Thus, we get the following
휋∗(푌1) + 휋∗(푌2) ≥ 푙 ∘ 푔(푍) + 푙 ∘ ℎ(푍), ∀푔(푍), ℎ(푍) ∈ [푋]
= 푙 ∘ (푔(푍) + ℎ(푍)) , ∀푍 = 푔(푍) + ℎ(푍) ∈ [푋]
= sup
푍∈[푋]
푙(푍) , 푍 ≤푠푡 푌1 + 푌2.
Therefore we have
휋∗(푌1) + 휋∗(푌2) ≥ 휋∗(푌1 + 푌2). (4.9)
Let us take 푍1 and 푍2 in [푋] so that 푍1 ≤푠푡 푌1 and 푍2 ≤푠푡 푌2. Thus, using Lemma
4.5, we obtain that 푍1 +푍2 ≤푠푡 푌1 + 푌2. Therefore using 휋∗’s definition again, we get
휋∗(푌1 + 푌2) ≥ 휋∗(푍1 + 푍2)
≥ 푙(푍1 + 푍2)
= 푙(푍1) + 푙(푍2) , ∀푍1, 푍2 ∈ [푋]
= sup
푍1∈[푋]
푙(푍1) + sup
푍2∈[푋]
푙(푍2).
Hence we have
휋∗(푌1 + 푌2) ≥ 휋∗(푌1) + 휋∗(푌2). (4.10)
From equations (4.9) and (4.10), our claim is proven correct.
Since 휋∗ is a monotonic and comonotonic real functional on 풳 , it follows then from
Corollary 4.17 that we can find a risk measure 휉푋 ∈ℳ1,푚(ℙ) such that
휉푋(푌 ) = 휋
∗(푌 ), ∀푌 ∈ 풳 .
Consequently, 휉푋 ∈ ℳ(ℙ) and for all 푋 ∈ 풳 , we have 휋∗(푋) = 휉푋(푋) = 휋(푋).
However, for any 푌 ∈ [푋], let 푌1−1 = 푌 −휋(푌 ). Thus, 푙(푌1) ≤ 1 and we obtain that
1 ≥ 푙(푌 − 휋(푌 ) + 1)
≥ 푙(푌 )− 휋(푌 ) + 푙(1),
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which implies that 푙(푌 ) ≤ 휋(푌 ),∀푌 ∈ [푋]. Then it follows that for any 휉푋 ∈ ℳ(ℙ),
휋(푋) = 푙(푋). The supremum is finally attained since we have obtained that
휋(푋) = 푙(푋) = 휋∗(푋) = 휉푋(푋) = 휋(푋).
Therefore the proof is complete.
Theorem 4.19 Any monetary risk measure 휋 on 풳 = 퐿∞(Ω,ℱ ,ℙ) satisfying (퐴1)
and the comonotonic convexity property is of the following form
휋(푋) = max
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 ,
where
훼(휇) = sup
휋(푋)≤0
휇(푋), 휇 ∈ℳ푠푡(ℙ).
Proof:
We want to show that 휋 satisfies (퐴1) and the comonotonic convexity property.
Let 훼 :ℳ푠푡(ℙ)→ ℝ be any functional such inf휇 훼(휇) is finite and define 휋 : 풳 → ℝ
as
휋(푋) = max
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 ,
then for all 휇 in ℳ푠푡(ℙ) we obtain that
푋 ≤푠푡 푌 ⇒ 휇(푋) ≤ 휇(푌 )
⇒ 휇(푋)− 훼(휇) ≤ 휇(푌 )− 훼(휇)
⇒ sup
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)} ≤ sup
휇∈ℳ푠푡(ℙ)
{휇(푌 )− 훼(휇)}.
Hence, 휋(푋) ≤ 휋(푌 ). Therefore 휋 satisfies (퐴1) and using Theorem 3.47, we can see
that 휋 also satisfies the comonotonic convexity property.
Assume that 휋 satisfying (퐴1), the comonotonic convexity property and without loss
of generality let 휋(0) = 0. We want next to show that
휋(푋) = max
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 .
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In our first step, we consider 푋 ∈ 풳 such that for any 휋(푋) ≥ 0, we have 푋˜ =
푋 + 휋(푋). Therefore, for all 휇 in ℳ푠푡(ℙ), we have by the definition of 훼 that
훼(휇) ≥ 휇(푋˜)
≥ 휇(푋 + 휋(푋))
≥ 휇(푋)− 휋(푋)
⇒ 휋(푋) ≥ 휇(푋)− 훼(휇), ∀휇 ∈ℳ푠푡(ℙ).
Thus, we get that
휋(푋) ≥ sup
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)}. (4.11)
Secondly, we fix 푋 and define the set 픅 as before as
픅 = {푌 ∈ 풳 ∣ ∃푍 ∈ [푋] , 휋(푍) < 0 ; 푌 ≤ 푍 푎.푠.},
where [푋] is defined as before. Clearly 픅 contains the open ball
퐵(1, 1) = {푌 ∈ 풳 ∣ ∥푌 − 1∥ < 1}.
Similarly to the proof of Theorem 4.18, 푋 is not contained in픅. Thus, we may use the
same separation argument which yields a non-zero linear functional 푙 on 푏푎(Ω,ℱ ,ℙ)
such that equation (4.6) holds. We claim that 푙(1) > 0.
Since 푙 is non-zero, we can find some 푌 ∈ 퐵(0, 1) such that 푙(푌 ) > 0. But since
푌 + ≥ 푌 , then 푙(푌 +) ≥ 푙(푌 ) > 0. On the other hand, we have 1 = 푌 + + (1 − 푌 +)
and therefore
푙(1) = 푙(푌 +) + 푙(1− 푌 +).
The positivity of 푙 implies that 푙(1 − 푌 +) ≥ 0 and we finally obtain that 푙(1) > 0.
Consequently, we can choose 푙 such that 푙(1) = 1. Our next claim is that 푙(푌 ) ≥ 0 if
푌 ≥ 0.
푌 ∈ 픅 ; 푌 ≥ 0 ⇒ ∃푍 ∈ [푋] ; −1 + 휆푌 ≤푠푡 푍, 휆 ∈ [0, 1]
⇒ 휋(−1 + 휆푌 ) ≤ 휋(푍) , since 휋 satisfies (A1)
⇒ 휋(−1 + 휆푌 ) < 0.
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Hence −1 + 휆푌 ∈ 픅. Thus from the above equation (4.6), we have
푙(−1) + 휆푙(푌 ) = 푙(−1 + 휆푌 ) ≤ 푙(푋), ∀휆 ≥ 0,
which could not be true if 푙(푌 ) < 0. The positivity of 푙 shows that given any 푌 ≥ 0
in 픅, we get that 푙(푌 ) ≥ 0. Let us recall 휋∗ : 풳 → ℝ as
휋∗(푌 ) = sup{푙(푍) ∣ 푍 ∈ [푋], 푍 ≤푠푡 푌 ∈ 풳}.
As previously shown in Theorem 4.18, 휋∗ satisfies monotonicity, comonotonic addi-
tivity and the following property
푙(푌 ) ≤ 휋∗(푌 ), ∀푌 ∈ [푋]. (4.12)
Thus, using Corollary 4.17, there exists a risk measure 휉푋 on ℱ such that
휉푋(푌 ) = 휋
∗(푌 ), ∀푌 ∈ 풳 .
By the definition of 휋∗, we obtain that 휉푋(1) = 1. If we choose an arbitrarily 휀 > 0
such that for any 푌, 푍 ∈ [푋] we have 푍 ≤푠푡 푌 − 휀, then 휋(푌 ) ≤ 0 ⇒ 휋(푌 − 휀) < 0,
∀휀 > 0. Hence we have that
휉푋(푌 )− 휀 = 휋∗(푌 )− 휀
= 휋∗(푌 − 휀)
= sup{푙(푍) ∣ 푍 ∈ [푋], 푍 ≤푠푡 푌 − 휀 ∈ 풳}
≤ sup
푍∈픅
푙(푍).
Hence for all 푋 ∈ 풳 , we obtain that
훼(휉푋) = sup
휋(푋)≤0
휉푋(푋) ≤ sup
푍∈픅
푙(푍),
so that
⇒ 휉푋(푋)− 훼(휉푋) ≥ 휉푋(푋)− sup
푍∈픅
푙(푍)
≥ 휋∗(푋)− sup
푍∈픅
푙(푍)
≥ 푙(푋)− sup
푍∈픅
푙(푍) from equation (4.12)
≥ 0 from equation (4.6).
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Thus, we get that
휋(푋) ≤ 휉푋(푋)− 훼(휉푋). (4.13)
By letting 휉푋 = 휇 in the set ℳ푠푡(ℙ), we get that
휋(푋) ≤ sup
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)}. (4.14)
Therefore we obtain from equations (4.11) and (4.14) that
휋(푋) = sup
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 .
and also that
휋(푋) = 휉푋(푋) = 휇(푋) = 휋
∗(푋) = 푙(푋) = 휋(푋).
But since the supremum is attained we can finally deduce that
휋(푋) = max
휇∈ℳ푠푡(ℙ)
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 . (4.15)
The following theorems give a representation of risk measures with respect to convex
and stop-loss order which are not necessary to prove since, it suffices to give analogous
proofs from above.
Theorem 4.20 Any risk measure 휋 on 풳 = 퐿∞(Ω,ℱ ,ℙ) satisfying (퐴2) and the
comonotonic subadditivity property is of the following form
휋(푋) = max
휇∈ℳ(ℙ)
휇(푋),
where ℳ(ℙ) = {휇 ∈ℳ푐푥(ℙ) ∣ 휇(푌 ) ≤ 휋(푌 )}, ∀푌 ∈ 풳 .
Theorem 4.21 Any monetary risk measure 휋 on 풳 = 퐿∞(Ω,ℱ ,ℙ) satisfying (퐴2)
and the comonotonic convexity property is of the following form
휋(푋) = max
휇∈ℳ푐푥(ℙ)
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 ,
where
훼(휇) = sup
휋(푋)≤0
휇(푋), 휇 ∈ℳ푐푥(ℙ).
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The last two theorems are simple consequence of Remark 4.7.
Theorem 4.22 Any risk measure 휋 on 풳 = 퐿∞(Ω,ℱ ,ℙ) satisfying (퐴3) and the
comonotonic subadditivity property is of the following form
휋(푋) = max
휇∈ℳ(ℙ)
휇(푋),
where ℳ(ℙ) = {휇 ∈ℳ푖푐푥(ℙ) ∣ 휇(푌 ) ≤ 휋(푌 )}, ∀푌 ∈ 풳 .
Theorem 4.23 Any monetary risk measure 휋 on 풳 = 퐿∞(Ω,ℱ ,ℙ) satisfying (퐴3)
and the comonotonic convexity property is of the following form
휋(푋) = max
휇∈ℳ푖푐푥(ℙ)
{휇(푋)− 훼(휇)}, ∀푋 ∈ 풳 ,
where
훼(휇) = sup
휋(푋)≤0
휇(푋), 휇 ∈ℳ푖푐푥(ℙ).
Remark 4.24 Any risk measure respecting the stochastic order satisfies automati-
cally the monotonicity and law-invariant properties.
4.3 Law-invariance
This is a particular property related to the approximation of risk measure via em-
pirical data. Law-invariance is usually said to be a crucial point when it comes to
the application of risk measures in the financial industry. A risk measure 휌 is called
law-invariant if it gives the same value to losses with the same distribution. Co-
herent risk measures 휌 which are not law-invariant on the contrary cannot have an
estimator as a function of empirical data only. For such measures it may happen that
two indistinguishable portfolios 푋 and 푌 (i.e. two portfolios with exactly the same
probability law 퐹푋(.) = 퐹푌 (.) and therefore with indistinguishable data samples)
may have different values for 휌(푋) and 휌(푌 ). Law-invariant risk measures are special
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class of model dependent risk measures which respect stochastic orderings. In Yan’s
paper [33] both stochastic dominance ≤푐푥 and ≤푠푡 obviously imply the monotonicity
and law-invariant properties.
Definition 4.25 A monetary risk measure 휌 on 풳 = 퐿∞(Ω,ℱ ,ℙ) is called law-
invariant if 휌(푋) = 휌(푌 ) whenever 푋 and 푌 have the same distribution under ℙ.
푖.푒. 퐹푋 = 퐹푌 ⇒ 휌(푋) = 휌(푌 ).
Theorem 4.26 Let Ω = {휔1, ..., 휔푛} with ℙ(휔푖) = 1/푛, 푖 = 1, ..., 푛, and let 휌 be a
monotone law-invariant risk measure on 풳 . Then 푋 ≤푠푡 푌 implies 휌(푋) ≤ 휌(푌 ).
Proof:
Since (Ω,ℱ ,ℙ) is atomless, we can apply the Theorem 4.15 for 푋 ≤푠푡 푌 . In fact there
exist 푋 ′ and 푌 ′ in (Ω,ℱ ,ℙ) such that 푋 =푑 푋 ′, 푌 =푑 푌 ′ and 푋 ′ ≤ 푌 ′. Therefore by
the use of the law-invariant and monotonicity, we have
휌(푋) = 휌(푋 ′) ≤ 휌(푌 ′) = 휌(푌 ).
Remark 4.27 Any risk measure satisfying the monotonicity and law-invariant prop-
erties respects stochastic orderings.
Theorem 4.28 Let Ω = {휔1, ..., 휔푛} with ℙ(휔푖) = 1/푛, 푖 = 1, ..., 푛, and let 휌 be a
law-invariant risk measure on 풳 , having convexity property. Then 푋 ≤푐푥 푌 implies
휌(푋) ≤ 휌(푌 ).
Proof:
This follows by using the same previous method and applying Theorem 4.16.
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Theorem 4.29 Let Ω = {휔1, ..., 휔푛} with ℙ(휔푖) = 1/푛, 푖 = 1, ..., 푛, and let 휌 be a
law-invariant risk measure on 풳 , having the monotonicity and convexity property.
Then 푋 ≤푖푐푥 푌 implies 휌(푋) ≤ 휌(푌 ).
Proof:
Again it follows by using the same previous method and applying Theorem 4.12.
Theorem 4.30 Let (Ω,ℱ ,ℙ) a probability space with 휌 : 풳 → ℝ. The following
properties are equivalent :
(a) 휌 is a law-invariant coherent risk measure with the Fatou property.
(b) There exists a set ℳ0 of probability measure on (0,1] such that:
휌(푋) = sup
푚∈ℳ0
∫
(0,1]
퐴푉 푎푅휆(푋)푚 ⋅ 푑휆.
Proof:
(a)⇒(b) Consider 픑 to be the set of probability densities so that by the Radon
Nikodym Theorem, any element of can be identify with a probability measure. Thus
we can find a set ℳ0 of probability measure on (0,1]. Define the set 푍 by
푍 := {푚 ∈ 픑 ∣ 푚 ≤ 푑ℙ
푑푄
}
and fix a random variable 훼 with continuous distribution on (0, 1] so that we can
define a risk measure 휌훼 : 풳 → ℝ as 휌훼(푋) = 퐴푉 푎푅훼(푋) and obtain a one-to-one
correspondence between the laws of densities m and the probability measure 휇 on
(0,1] (i.e. 푚 ⋅ 푑푄 = 휇 ⋅ 푑훼 for all 휇 ∈ℳ0). From the assumption of coherency, 휌 can
be represented as
휌(푋) = sup
푄∈ℳ0
피푄[−푋]
and one can refer to section 3.5 to notice that since the distribution is continuous
휌훼(푋) = 퐴푉 푎푅훼(푋) =
1
훼
sup{피푄[−푋] ∣ 0 < 훼 ≤ 1,피푄[1] = 1} ≤ 휌(푋).
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Then we can deduce the following
휌(푋) ≥ 푚휌훼(푋) ⋅ 푑푄
푑ℙ
⇒ 휌(푋) ⋅ 푑ℙ ≥ 푚휌훼(푋) ⋅ 푑푄
⇒
∫
(0,1]
휌(푋) ⋅ 푑ℙ ≥
∫
(0,1]
푚휌훼(푋) ⋅ 푑푄
⇒ 휌(푋) ≥
∫
(0,1]
푚휌훼(푋) ⋅ 푑푄
⇒ 휌(푋) ≥
∫
(0,1]
휌훼(푋)휇 ⋅ 푑훼 , ∀휇 ∈ℳ0.
Hence, we have that
휌(푋) ≥ sup
푚∈ℳ0
∫
(0,1]
퐴푉 푎푅훼(푋)푚 ⋅ 푑훼. (4.16)
Given 휀 ∈ (0, 1), consider a subset 픖 ⊂ 풳 defined as
픖 := {푌 ∈ 풳 ∣ 퐴푉 푎푅훼(푋) ≤ 훽푌 , 훽 < 0}.
Assume that we have two uniformly bounded sequences (푋푛) and (푌푛) in 픖 such that
푋푛 → 푋, 푌푛 → 푌 ℙ − 푎.푠. and 푌푛 = 푋푛 + 휀. So since 휌 is coherent, we have the
following
훽휌(푌푛) ≤ −퐴푉 푎푅훼(푋푛) , by monotonicity
⇒ 휌(푌푛) ≤ − 1
훽
퐴푉 푎푅훼(푋푛)
⇒ 휌(푌푛) < 휀 퐴푉 푎푅훼(푋푛).
Since for all 푚 ∈ℳ0, we have 휀 < 푚 ⋅ 푑푄푑ℙ , thus we obtain that
휌(푌푛) < 퐴푉 푎푅훼(푋푛)푚 ⋅ 푑푄
푑ℙ
, ∀푚 ∈ℳ0
⇒ 휌(푌푛) ⋅ 푑ℙ < 퐴푉 푎푅훼(푋푛)푚 ⋅ 푑푄 , ∀푚 ∈ℳ0
⇒
∫
(0,1]
휌(푌푛) ⋅ 푑ℙ <
∫
(0,1]
퐴푉 푎푅훼(푋푛)푚 ⋅ 푑푄 , ∀푚 ∈ℳ0
⇒ 휌(푌푛) <
∫
(0,1]
퐴푉 푎푅훼(푋푛)푚 ⋅ 푑푄 , ∀푚 ∈ℳ0.
Hence for all 푚 in ℳ0, it follows that
lim inf
푛→∞
휌(푌푛) < lim inf
푛→∞
∫
(0,1]
퐴푉 푎푅훼(푋푛)푚 ⋅ 푑푄 = lim
푛→∞
∫
(0,1]
퐴푉 푎푅훼(푋푛)푚 ⋅ 푑푄,
81
4.3 Law-invariance Orderings in risk measures
and since 휌 has the Fatou-property, we can deduce that
휌(푋)− 휀 <
∫
(0,1]
퐴푉 푎푅훼(푋)푚 ⋅ 푑푄, ∀푚 ∈ℳ0. (4.17)
Therefore, it follows from (4.16) and (4.17) that
휌(푋) = sup
푚∈ℳ0
∫
(0,1]
퐴푉 푎푅훼(푋)푚 ⋅ 푑훼. (4.18)
(b)⇒(a) We refer to section 3.5 to see that 퐴푉 푎푅훼 is a coherent risk measure. As
coherence is preserved under taking convex combinations and suprema, it follows
that 휌 is coherent, too. Under the same section, Remark 3.61 and Definition 3.62
give us that 퐴푉 푎푅훼 is law-invariant. This obviously implies that 휌 is a law-invariant
coherent risk measure. Let a sequence (푋푛)푛∈ℕ ⊂ 풳 be uniformly bounded with
푋푛 → 푋 ∈ 풳 ℙ − 푎.푠. and note that that 푞훼(푋) has the distribution function 퐹푋 ,
where 훼 is a random variable with uniform distribution on (0, 1]. So it follows that
푞훼(푋푛) → 푞훼(푋) for almost all 훼 ∈ (0, 1]. But since {푞훼(푋푛)} is uniformly bounded
and integrable onℳ0, then so be the sequence {퐴푉 푎푅훼(푋푛)}. ℳ0 is a compact set
and by Theorem 3.15, it follows that 퐴푉 푎푅훼 has the Fatou property and implies by
using Definition 3.62 that 휌 has also the Fatou property.
Remark 4.31 Any law-invariant convex risk measure satisfies the Fatou property.
The following theorem generalizes the representation above to the larger class of law-
invariant convex risk measures satisfying some further axioms.
Theorem 4.32 Let (Ω,ℱ ,ℙ) a probability space with ℙ atomless and 휌 : 풳 → ℝ
and let 풳 = 퐿∞(Ω,ℱ ,ℙ) be endowed with the 휎(퐿∞, 퐿1)−topology. The following
properties are equivalent :
(a) 휌 is a law-invariant coherent risk measure.
(b) There exists a non-empty convex set 풫 of probability measures and a convex
functional 훼 : 풫 → ℝ ∪ {+∞} such that inf푄∈풫 훼(0) = 0 and
휌(푋) = sup
푄∈풫
{
∫
[0,1]
퐴푉 푎푅휆(푋)푚 ⋅ 푑휆− 훼(푄)},∀푋 ∈ 퐿∞. (4.19)
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Let define the couple (휌,⪯) as a risk measure induced by a functional 휌 : 풳 → ℝ
with respect to a specific ordering ⪯. The following result introduced by Yan [33]
shows a strong relationship between sets of axioms for law-invariant risk measures.
Theorem 4.33 Assume that (Ω,ℱ ,ℙ) is atomless, then we have the followings:
(a) (휌,≤푠푡) is coherent if and only if (휌,≤푖푐푥) is comonotonic subadditive.
(b) (휌,≤푠푡) is convex if and only if (휌,≤푖푐푥) is a comonotonic convex.
Proof:
See Theorem 5.7 in [33].
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