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We study a set of hadronic mean-ﬁeld models in the liquid-gas phase transition regime and calculate
their critical parameters. The discussion is uniﬁed by scaling the coexistence curves in terms of these
critical parameters. We study the models close to spinodal points, where they also present critical be-
havior. Inspired by signals of criticality shown in fragmentation experiments, we analyze two different
scenarios in which such behavior would be expected: (i) the stability limits of a metastable system with
vanishing external pressure; and (ii) the critical point of a gas-liquid phase equilibrium system for which
the Maxwell construction applies. Spinodal and coexistence curves show the regions in which model de-
pendence arises. Unexpectedly, this model dependence does not manifest if one calculates the thermal
incompressibility of the models.
© 2008 Published by Elsevier B.V.In nuclear physics, experimental data involving the emission
of intermediate mass fragments (IMF), such as in multifragmen-
tation processes following heavy-ion collisions, have lead to con-
jectures about the presence of a liquid–gas phase transition [1].
The distribution of these IMFs would be one of the signals left
by this transition, or, more properly, by its remnants for a ﬁnite
size system [2–4]. This signature has been identiﬁed, for exam-
ple, in the yield of IMF produced in p + Xe and p + Kr reac-
tions [5], which show a power law distribution, such as predicted
by the Fisher model [6] and is typical of critical systems [7]. The
same kind of scaling has also been obtained recently in Equation
of State (EoS) data [8] and is conjectured to indicate a critical
point of the nuclear liquid–gas phase transition where the tran-
sition would be continuous. Further analysis of Isis data [9] re-
inforced this conjecture. The study of the caloric curve, or the
dependence of temperature on the excitation energy per parti-
cle in heavy-ion collisions, which allows the determination of the
speciﬁc heat and shows in some cases a plateau characteristic of
ﬁrst-order transitions, has also served as support for the claim
that this transition is present [10,11]. Theoretical calculations of
asymmetric nuclear matter have predicted a phase separation be-
tween a neutron-rich gas and neutron-poor liquid matter [12].
These results were enriched by the addition of Coulomb interac-
tion and surface terms [13], resulting in a moderation of isospin
fractionization. These theoretical studies claimed the presence of a
second-order phase transition for asymmetric nuclear matter. On
the other hand, there is sound argument for the existence of a sin-
gle order parameter to describe asymmetric nuclear matter, which
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doi:10.1016/j.physletb.2008.05.038leads to a ﬁrst-order phase transition [14]. All these claims may
be pictured by a description of nuclear systems in terms of a two-
component ﬂuid that can undergo both ﬁrst-order and continuous
transitions.
It is well known that, at ﬁnite temperatures, theoretical ha-
dronic models predict phase transitions at moderate [15] and at
high temperatures [16,17]. At the zero temperature regime, the
mean-ﬁeld linear σ −ω Walecka model [18] explains satisfactorily
many properties of nuclear matter and ﬁnite nuclei. This model,
however, has diﬃculties to reproduce well the nuclear-matter com-
pression modulus, as well as some ﬁnite nuclei spectra. In order
to overcome these limitations, a set of models introducing self-
couplings [19–21] were developed. All these models share the pre-
diction that a liquid–gas phase transition will occur for nuclear
matter at a ﬁnite temperature (T < 20 MeV) and ﬁnite density
(ρ < 0.1 fm−3), and this feature was reported in different works,
both for symmetric and asymmetric nuclear matter [15]. Qualita-
tively, the isotherms of these hadronic mean-ﬁeld models typically
show a van der Waals-like behavior, where liquid and gaseous
phases can coexist. In terms of the ﬁelds, this behavior can be de-
scribed as follows. For very low density, the pressure rises with
temperature as for an ideal gas p ≈ ρkB T . As the density increases,
the σ ﬁeld kicks in and, due to its attractive nature, causes the
pressure to decrease until, at still higher densities, the repulsive
vector meson interaction becomes dominant, causing the pressure
to increase again.
It is important to mention, at this point, that one should not
expect quantitative predictions concerning the details of the tran-
sition process to come from mean-ﬁeld models. Nevertheless, these
models play an important role in unravelling qualitative features of
phase transitions and are important subsidies for the ultimate de-
velopment of more complete microscopic models.
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ical parameters, such as Tc , ρc and pc . However, since they are
all treated in a mean-ﬁeld approximation, they should actually
present the same critical exponents in the divergent power-law
behavior of some thermodynamic quantities close to the critical
point. This is the case for several derivatives of the free energy,
such as, for instance, the compressibility and susceptibility. This
trivial fact has avoided up to now a comparative discussion of
the thermodynamic behavior of different hadronic models close to
the critical point, the idea being that nothing new should come
up. However, when asymmetric nuclear matter is studied and the
experts diverge in their interpretation of the order of the phase
transition [12,14], we ﬁnd it useful to have at hand a comparative
discussion about how different models behave, in particular close
to the transition, both for symmetric and asymmetric nuclear mat-
ter. Even in a mean-ﬁeld model for symmetric nuclear matter, the
order of the phase transition is not robust against a change in the
parameters of the model. This surprising result was obtained from
studies of the Walecka model at high temperatures [16]. One way
to clarify the question whether hadronic models for symmetric nu-
clear matter may present phase transitions of different orders is
by constructing their coexistence curves. In order to better under-
stand how the models behave away from the critical point, and
to provide a clear comparison between them all, we study their
coexistence curves in terms of reduced thermodynamic variables,
which are dimensionless ratios scaled by their critical values. By so
doing, we can identify the regions of temperatures and densities in
which model dependence arises.
On each isotherm T < Tc , there are two spinodal points, which
are the boundaries of the instability region of the model. These
can be identiﬁed by setting the partial derivative of the pressure
with respect to the density, with temperature kept constant, equal
to zero, and so they are also local minima of the free energy. As
the temperature increases, the spinodal points approach one an-
other. The critical point is reached at T = Tc , where the two spin-
odal points coalesce. The critical point is thus a limiting point of
the spinodal family. Nevertheless, the exponents with which some
thermodynamic quantities have a power law divergence close to
the critical point are different from those at a regular spinodal
point [22]. One particular spinodal point is the ﬂash point, also
referred to as stability point, at a temperature T f and density such
that both the pressure and its density derivative vanish, and, con-
sequently, so does the sound velocity. The ﬂash temperature T f is
the highest temperature at which hydrostatic equilibrium of nu-
clear matter is still possible. Together with the critical point, we
select this particular spinodal point and investigate the behavior of
the hadronic models in their vicinity. In particular, we show that
the incompressibility of the models scales with T f .
The critical nature of ﬂash points was established long ago [23].
In this interesting work, the isothermal incompressibility KT (T )
was investigated within two different scenarios:
(i) by considering a metastable system with vanishing external
pressure; and
(ii) in a gas–liquid phase equilibrium system for which the Max-
well construction applies.
Both approaches lead to KT = 0 at T = T f and T = Tc , respec-
tively. So, both temperatures give fragmentation signals. In both
cases, the surface tension for a plane interface for the given en-
ergy density goes to zero, at T f and Tc respectively. Since the
measured value of the temperature at which signs of critical be-
havior show up were lower than the prediction of the theoretical
models for Tc , and because T f < Tc , the author [23], having cal-
culated a value of T f closer to the experimental value than that
of Tc , asked whether the ﬂash point, consistently with scenario (i),would not describe better the nature of the critical phenomenol-
ogy observed.
In a previous work [22], an expansion of the free energy cen-
tered at the spinodal line was obtained for the study of the decay
of deeply quenched metastable states, in which a very simpliﬁed
Skyrme EoS was used, p = −aoρ2 + 2a3ρ3 + ρkB T [24]. From this
EoS, an analytical expression was derived for K (T ) in case (i) above
described,
K (T )




1+ √1− T ∗ − T ∗], (1)
where T ∗ = T /T f is the temperature scaled by its value at the
ﬂash point. In case (ii), if one deﬁnes T ′ = T /Tc , K (T ) = 18Tc(1 −
T ′). For this particular model, Tc/T f = 4/3. Let us recall that such
relations were obtained from a ideal gas temperature dependence
in the EoS. Nevertheless these particular scalings have intrigued us,
since there is no particular reason for this to happen in the scope
of established thermodynamical scaling predictions.
In the mean-ﬁeld approach, the critical exponents for the
case (i) are α = 1/2, β = 1/2, γ = 1/2 and δ = 2, while for the
case (ii), these exponents are 0, 1/2, 1 and 3 respectively. Notice
that both sets of exponents satisfy the Rushbrooke and Widon scal-
ing relationships α + 2β + γ = 2 and γ = β(δ − 1).
In this work, we will study in more detail scenarios (i) and (ii)
above for different relativistic hadronic models. Our results show
that the boundaries of the coexistence curves at their liquid end
exhibit clearly model dependence, as opposed to what happens
at the gas phase. This result should come as no surprise, since
the particular form and coupling constant of the two-nucleon in-
teraction, which are model dependent, are expected to manifest
themselves strongly as the nucleons get more closely packed in a
smaller volume. On the other hand, a detailed study of the spin-
odal curves reveals a broader model dependent region, since it
includes the gas phase. We also pose the question whether the
K (T )/K (0) scaling for case (i), suggested by Eq. (1) obtained for
a particularly simple model, still remains valid in a more general
context. In addition, we investigate for scenario (ii) whether such
a scaling exists. Note that, both in scenarios (i) and (ii), K (T ) is
calculated at densities lying within the liquid region of the phase
diagram (ρ > ρc), where model dependence is expected to mani-
fest. Therefore, it would be a surprising result if the behavior of
K (T )/K (0) versus T /Tc , as well as versus T /T f , show scaling,
which is characteristic of model independence. Our results, ob-
tained for several different nuclear models, support the existence
of this scaling. In addition to our own calculations, we also bring
in results obtained from microscopic Hartree–Fock calculations for
different local two-nucleon interactions [25,26].
In few-nucleon physics, the nucleon–nucleon interactions are
built in order to ﬁt some few-nucleon observables. Once the
nucleon–nucleon interaction is constructed, the properties of the
many-nucleon systems are obtained using many-body techniques,
such as Brueckner–Hartree–Fock or Monte Carlo calculations [27].
Here, although we work with functionals derived from Lagrangian
densities which may underly the nucleon–nucleon interactions, the
free-parameters were determined not from ﬁttings to few-nucleon
observables, but instead directly from experimental nuclear matter
macroscopic properties.
Both microscopic [27] and relativistic mean-ﬁeld models [19–
21] have obtained good descriptions of inﬁnite nuclear matter, ﬁ-
nite nuclei and neutron stars properties. In this work, we will com-
mit to relativistic hadronic models. Their paradigm is the Walecka
model, in which nucleons interact through the exchange of σ and
ω mesons, with σ mediating medium-range attraction, while ω
mediates short-range repulsion. There are two free parameters in
this model, which are eliminated by ﬁtting the experimental value
of the nuclear matter binding energy at saturation density, which
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ter. However, its limitation in describing well the nuclear matter
incompressibility, as well as the spin–orbit splitting of ﬁnite nu-
clei, led to the improvement of the model, by including different
kinds of meson–meson couplings. The basis for such models is a
Lorentz invariant Lagrangian density in which the nucleon ﬁeld
couples to meson ﬁelds, while the meson ﬁelds can also couple
to themselves. From meson ﬁeld theory, the equations of motion
for nucleon and mesons are obtained. The mean-ﬁeld approxima-
tion consists in replacing the meson ﬁelds by their expectation
values. In this approach, the diagonal terms of the energy–tensor
momentum furnish the energy density and the pressure of the
model. Usually, the new free parameters of these models are de-
termined by ﬁts to some bulk properties of nuclear matter and/or
ﬁnite nuclei. The quantum-hadrodynamics models we use in this
work can be brieﬂy presented through the following energy den-



































































d3k (nk − n¯k). (4)
In these equations, M∗ ≡ M +Φ , γ is the degeneracy factor (γ = 4
for nuclear matter and γ = 2 for neutron matter), nk and n¯k stand
for the Fermi–Dirac distribution for baryons and antibaryons, re-
spectively, with argument [E∗(k) − ν]/T . The Boltzmann constant
is set equal to unity. E∗(k) is given by E∗(k) = (k2 +M∗2)1/2, while
an effective chemical potential, which preserves the number of
baryons and antibaryons in the ensemble, is deﬁned by ν = μ−W ,
where μ is the thermodynamical chemical potential. The meson
potentials are deﬁned by W = gv Vo and Φ = gsφo where Vo and
φo are the vector and scalar meson ﬁelds expectation values, re-
spectively.
A gap equation is derived from the minimization of E relative
to the mesonic ﬁelds,



















in which M∗ is obtained self-consistently with Eqs. (2)–(3). This
procedure guarantees the lowest free energy for the system.
In general, the model presented includes scalar ﬁeld self inter-
actions and has the Walecka model as a particular case, for which
c = d = 0. It was proposed some time ago by Boguta and Bod-
mer [28]. After their proposal, different parametrizations generated
a family of relativistic nonlinear models.
Besides the Walecka model, we bring to our study the well-
known NL1, NL2 [19], NL3 [20] and NLSH [21] models. In Table 1
we present the value each model predicts for the following inﬁnite
nuclear matter quantities: saturation density ρo , binding energy
E/ρo −M , incompressibility K (ρo) and dimensionless effective nu-
cleon mass m∗ = M∗/M .
We will avoid here the discussion about the models’ construc-
tion and their success in predicting bulk properties and ﬁniteTable 1
Equilibrium properties of nuclear matter for each model
Models ρo (fm
−3) E/ρo − M (MeV) K (MeV) m∗
Walecka 0.148 −16.00 551.00 0.539
NL1 0.152 −16.42 211.70 0.570
NL2 0.146 −17.03 399.20 0.670
NL3 0.148 −16.30 271.76 0.600
NLSH 0.146 −16.35 355.36 0.600
Table 2
Critical thermodynamical parameters for the models
Models Tc (MeV) ρc (fm
−3) pc (MeV fm−3) pcρc Tc m
∗
c
Walecka 18.34 0.0651 0.4317 0.362 0.792
NL1 13.74 0.0413 0.1644 0.290 0.872
NL2 18.63 0.0562 0.3616 0.345 0.861
NL3 14.64 0.0463 0.2020 0.298 0.864
NLSH 15.96 0.0526 0.2644 0.315 0.846
nuclei spectra. In what follows, we aim at ﬁnding their common
features at ﬁnite temperatures.
For each model, at T < Tc the system evolves through phase-
separation boundaries, described by the coexistence curve, and
instability boundaries, described by spinodal points ρs correspond-
ing to extrema of p(ρ). As the temperature increases, the two
values of ρs approach each other and meet at T = Tc , where
ps(ρs) = pc(ρc). The phase separation boundary is determined by
the Gibbs criteria, which leads to the Maxwell construction and re-
quires that pA(ρA) = pB(ρB) and μA = μB . If A and B represent
gaseous and liquid phases respectively, ρA < ρs < ρB . Therefore,
the spinodal curve lies inside the coexistence curve. In the partic-
ular case in which T = Tc , ρA = ρs = ρc = ρB and the unstable
region vanishes.
In Table 2 we present the critical parameters for the models
described by Eqs. (2)–(3). Let us remark here that the quantity
pc/ρc Tc has the value 0.375 for the van der Waals equation of
state and is universal, in the sense that it does not depend on the
particular ﬁtting parameters needed to describe distinct ﬂuids. The
unique value of this quantity is a consequence of the law of cor-
responding states and reﬂects the fact that, expressed in terms of
reduced variables p′ = p/pc , ρ ′ = ρ/ρc and T ′ = T /Tc , the van der
Waals equation of state becomes universal, without explicit param-
eter dependence.
In Fig. 1, we present the reduced pressure p′ = p/pc versus
the reduced density ρ ′ = ρ/ρc for the models studied, at T = Tc .
Note how all the curves coalesce in the gaseous region, at which
ρ/ρc < 1.
Now, we discuss the phase coexistence diagram. In Fig. 2, the
coexistence curves are presented in terms of reduced temperature
T ′ = T /Tc versus reduced density ρ ′ = ρ/ρc . Again, as in the case
of Fig. 1, Fig. 2 shows us that, in the range ρ/ρc < 1, the scaled
coexistence curves are model independent. At the small density
regime, the nucleons are far apart and their interactions play a
small role. In the liquid phase region, when ρ/ρc > 1, the nu-
cleons, conﬁned to a smaller phase space, approach each other
progressively as the density increases, allowing the interactions to
take place more substantially and exhibiting its importance in the
model dependence shown by the coexistence curves. Insofar as the
critical exponents are concerned, and since they are determined
by the thermodynamical behavior only in the immediate neigh-
borhood of the critical point, Figs. 1–2, see insert of the latter, also
justify why they are essentially the same for all these models. The
partial scaling that we observed should not be confused with true
universality, which arises from scale invariance derived from the
divergence of the correlation length. In our case, partial scaling is
connected instead to the analytical behavior of the free energy at
the critical point.
J.B. Silva et al. / Physics Letters B 664 (2008) 246–252 249Fig. 1. Pressure, in units of critical pressure, versus density, in units of critical density, for T = Tc . The models are labeled in the ﬁgure.
Fig. 2. Scaled coexistence curves. Models are indicated in the ﬁgure. The insert is the log–log plot of ρ/ρc − 1 as a function of 1 − T /Tc for the coexistence curves in the
neighborhood of the critical point (1 < ρ/ρc  1.25 and 0.98 T /Tc < 1). The beta-exponents range from 0.52 to 0.49. A similar plot for ρ/ρc < 1 gives identical results.For the sake of comparison with the coexistence region, we
have also studied the spinodal boundaries for the models. Spinodal
points deserve a proper discussion. In the same sense that the van
der Waals and Skyrme interactions generate equations of state that
obey the law of corresponding states when expressed in terms of
reduced variables p′ = p/pc , ρ ′ = ρ/ρc and T ′ = T /Tc , they also
follow an equivalent law if one scales the thermodynamical vari-
ables in terms of their values at a spinodal point p∗ = p/ρsTs ,
ρ∗ = ρ/ρs and T ∗ = T /Ts [22]. This fact has suggested us to ex-
tend to spinodal points the same study we have presented in
Figs. 1–2 for the relativistic models we have already discussed. This
was done by choosing a particular spinodal point, the ﬂash point,
at which the pressure and its derivative vanish and, as a conse-
quence, so do the incompressibility and the sound velocity.
For each model, one can deﬁne a ﬂash temperature T f and a
ﬂash density ρ f . The meaning of T f is that it is the maximum
temperature at which hydrostatic equilibrium is still possible. Byhydrostatic equilibrium we mean zero pressure, which can happen
always for T  T f at ρ  ρ f . At this temperature the free energy
has an inﬂection point. Above T f , the free energy has no longer
a minimum, leading nuclear matter to become unbound and start
expanding. T f is the limiting temperature for case (i) presented
before.
The ﬂash parameters for the models are presented in Table 3.
For this particular spinodal point, the proper scaled variables are
p∗ = p/ρ f T f , ρ∗ = ρ/ρ f and T ∗ = T /T f [22]. Notice here that the
naive scaling of the pressure by its spinodal value would fail, and
this was the reason for the choice of a substitute with appropriate
dimension [22].
Visual support for the law of corresponding states for variables
reduced by the ﬂash parameters is given in Fig. 3.
Notice that, since ρ f > ρc , a substantial portion of the iso-
therms lie in a region where model dependence should be ex-
plicit, see Figs. 1–2. This could perhaps explain why the collapse
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of the Walecka model in one, two and three dimensions [29]
revealed the following for the behavior of the incompressibility
K (T ). In these three dimensionalities, the curves K (T )/K (T = 0)
versus T ∗ = T /T f collapse to a very narrow band. In mean-ﬁeld
approaches, it is known that the dimension should not play any
role in relation to the critical exponents but should do so for the
critical parameters. In this aspect, this result is quite unexpected or
Table 3
Flash parameters of the models








Walecka 14.21 0.0935 0.703 0.7748 1.44 0.888
NL1 11.20 0.0693 0.794 0.8151 1.68 0.911
NL2 14.30 0.0838 0.798 0.7676 1.49 0.927
NL3 11.82 0.0751 0.787 0.8073 1.62 0.911
NLSH 12.70 0.0813 0.767 0.7957 1.55 0.907at least not easily understood. For the scaled spinodals shown in
Fig. 4 there is no collapse even in the gaseous region. Since these
are limiting points of instability, a real collapse should not be ex-
pected, because the onset of instability is directly related to the
particular form of the interaction.
Now, we proceed to study the incompressibility behavior for
the models in scenarios (i) and (ii). In the ﬁrst, for each isotherm,
the condition p = 0 corresponds to a liquid phase at ρ = ρB .
This hydrostatic equilibrium condition ceases to be possible when
T > T f . In the second, a gas phase at ρ = ρA coexists with a
liquid phase at ρ = ρB . Through the Maxwell construction, for
each isotherm, these two densities share a common pressure, p =
pA = pB . Phase coexistence ceases when T = Tc . To analyse the
behavior of the incompressibility in scenarios (i) and (ii) we have
to calculate,
K (T ) = 9 ∂p
∂ρ
∣∣∣∣ . (6)
ρBFig. 3. Isotherms for T = T f in thermodynamical variables scaled by ﬂash parameters. Models are labeled in the ﬁgure.
Fig. 4. Spinodals, in units of T /T f versus ρ/ρ f , with models labeled in the ﬁgure.
J.B. Silva et al. / Physics Letters B 664 (2008) 246–252 251Fig. 5. Thermal incompressibility, in units of K (0), versus temperature, in units of T f , for scenario (i). The squares and the plus are points extracted from Refs. [23] and [25],
respectively. The stars and triangles are points extracted from Ref. [26].
Fig. 6. Thermal incompressibility, in units of K (0), versus temperature, in units of Tc , for scenario (ii). The squares are points extracted from Ref. [23].In Fig. 5 we present K (T )/K (T = 0) versus T /T f for the models
studied. In addition, we have included in the same ﬁgure some
other calculations which used local two-nucleon interaction in a
microscopic Hartree–Fock way. All the points seems to collapse to
a narrow band.
Now, the same study is presented for scenario (ii), in which
K (T ) is calculated along the liquid–gas coexistence at the liquid
phase up to the critical temperature. Our results are displayed in
Fig. 6.
In both curves we have included points extracted from nonrel-
ativistic calculations. It is impressive how the nonrelativistic calcu-
lation presents the same fall-off of the relativistic ones, for each
scenario discussed, (i) and (ii).
In this work we present many thermodynamical features of
known hadronic models. In the mean-ﬁeld approach, α, β , γ and
δ critical exponents have the values 0, 1/2, 1 and 3, respectively.The corresponding α, β , γ and δ spinodal exponents are respec-
tively 1/2, 1/2, 1/2 and 2. Since the hadronic models we studied
are all based in a mean-ﬁeld approach, the critical and spinodal ex-
ponents should not differ from the ones presented above. Despite
this global mean-ﬁeld information, we pick up here the following
ﬁndings.
As we can see in Tables 2–3, each hadronic model predicts dif-
ferent critical (spinodal) parameters. The scaled coexistence curves
given by Fig. 2 indicate a model independent behavior for the
equations of state for ρ/ρc < 1 (gas phase), as opposed to what
happens in the region ρ/ρc > 1 (liquid phase), where model de-
pendence arises clearly. The scaled spinodal curves in Fig. 4, which
describe the boundaries of the instability regions, present even
larger region for this model dependence.
Still from Fig. 2, now taken together with the nuclear matter
bulk properties presented in Table 1, we see that the more the
252 J.B. Silva et al. / Physics Letters B 664 (2008) 246–252equation of state is hard the smaller is the liquid density allow-
ing phase coexistence. Roughly speaking, in the phase separation
regime, for T < Tc isotherms, a hard equation of state allows for
a larger liquid phase volume than a soft one. We have also inves-
tigated a law of corresponding states for quantities scaled by the
ﬂash points parameters, Fig. 3, in which model dependence ap-
pears already in the gas region, ρ/ρ f ≈ 0.12.
We have investigated the isothermal incompressibility KT for
both scenarios (i) and (ii). In both cases, see Figs. 5–6, K (T )/
K (T = 0) versus T /T f and K (T )/K (T = 0) versus T /Tc collapse
to a narrow band for different relativistic hadronic models, show-
ing a peculiar scaling. This is an unexpected result which deserves
further investigation, since it occurs in the whole region of gas and
liquid phases, in the latter of which the coexistence curve itself is
model dependent. Model dependence is shown yet more strongly
in Fig. 4, where it appears almost everywhere, making it even more
challenging to understand the collapse shown in Fig. 5.
It is also interesting to see that a nonrelativistic calculation [23]
leads to the same scaling in both scenarios studied. In particular,
the studies of Refs. [25,26] are not properly of the same nature
as ours or that of Ref. [23], since a mean-ﬁeld EoS is not directly
employed but, instead, two-nucleon forces have described micro-
scopically the system dynamics.
Whether scenario (i) would indicate a fragmentation process or
even critical ﬁnite size stability for nuclei is still unknown. If one
takes, as a good approximation, that the critical temperature for ﬁ-
nite nuclei is half of that for inﬁnite nuclear matter [30], due to
ﬁnite size and Coulomb effects, the value of the critical tempera-
ture lies close to 8 MeV [30]. Nevertheless, the value of the ﬂash
temperatures of the relativistic hadronic models studied lies closer
to the temperature measured in fragmentation processes, in the
error band of the experimental signals of a ﬁrst order phase tran-
sition in the caloric curve. This point has been already addressed
in Ref. [23] and our results may be read as support for the conjec-
ture therein.
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