A new anomaly detection scheme based on growing structure multiple model system (GSMMS) 
Introduction
1.1 Anomaly Detection. Anomaly detection can be described as detection for abnormal system behavior that has not been previously observed. Anomaly detection is analogous to one of the important functionalities of the immune system in human body. The immune system first has to correctly identify harmful nonself in order to take appropriate actions and eliminate invaders ͓1͔. The function needs to be accomplished even when the virus or bacteria have never been encountered before by the immune system. This capability of being able to identify harmful nonself is vital for the survival of living organisms since the types of infections or viruses are very diverse and unpredictable. The idea of anomaly detection has been successfully employed for building an effective intrusion detection system ͑IDS͒ ͓2-4͔, in which anomaly detection is used to identify malicious unknown attacks on a computer security system.
The same idea can be extended to the area of complex dynamic system monitoring. With the growing complexity of dynamic systems, the development of an effective diagnostic system for all possible failures under all possible working conditions can be costly and sometimes even infeasible. As a result, many current diagnostic systems on vehicle can only provide limited diagnostic coverage testing for known or anticipated faults. However, due to insufficient understanding about the underlying physical processes and unpredicted external influences, not all faults can be anticipated in advance. A new diagnostic paradigm, which is capable of detecting and localizing any anomalous system behavior, is highly desirable to improve the diagnostic coverage.
While conventional approaches to diagnosis focus on detecting and recognizing situations or behaviors, which have previously been known to occur or can be anticipated, anomaly detection focuses on detecting and quantifying deviations away from learned "normal" behavior. Identifying harmful nonself and quantifying the dissimilarity requires an accurate definition of normal behavior, and therefore constructing a profile representing normal behavior is essential for the success of the anomaly detection system. Once an accurate model is obtained, the discrepancies between the model and the actual system can be utilized to detect and quantify the degradation in the system. and modeling the local dynamics individually within each subregion. The heuristics is that the modeling task for a small subregion of the system behavior becomes easier to deal with than modeling the system as a whole. The multiple model approach to system modeling is of special interest in this paper because of our desire to facilitate behavior modeling and subsequent anomaly detection for complex nonlinear dynamic systems, such as automotive or aircraft engines. Inputs into such systems undergo significant and unpredictable variations, and their behavior could vary significantly with inputs and operation regions. This makes it intuitively plausible to model their behavior with different models when sufficiently different inputs are used. Employment of multiple model system also provides a natural framework for input-dependent anomaly detection and fault diagnosis based on individual local models. The advantages of using multiple model system for anomaly detection and fault diagnosis will become more evident in Sec. 3.
A variety of frameworks of multiple model systems have been proposed in the past for modeling general nonlinear dynamic systems. Takagi where x i , i =1, . . . ,k are variables composing the premises of implications, A mi , i =1, . . . ,k are membership functions of the fuzzy sets in the premises of the mth implication, and p mi , i =1, . . . ,k are parameters in the consequence of the mth implication. By partitioning each variable using the membership functions A mi , the Takagi-Sugeno fuzzy model ͑TSFM͒ forms a fuzzy partition of the input space. Unlike the piecewise linear approximation, fuzzy partition has smoothed connections between different regions. The smoothing is due to the fact that the final output inferred from the M implications is given as the weighted average of all y m , m =1, . . . , M, where the weights are determined by the truth values of the proposition y = y m . Although there exists efficient algorithm such as recursive least square and Kalman filter, for estimating the parameters of the consequence of the implications, identifying the model structure such as finding optimal premise variables x i , i =1, . . . ,k and their associated fuzzy partitions is often tackled with off-line or trial-and-error approaches. Consequently, only a limited number of algorithms exist that can deal with both on-line structure and consequence parameter learning. NeuroFAST ͓13͔ is one such algorithm within which the structure identification is performed by fuzzy adaptive resonance theory ͑ART͒ algorithm.
To compensate for the limitation that ART does not use modeling errors to update the structural parameters, which can prevent the algorithm from achieving appropriate fuzzy partitions of the input space, specific fuzzy rule splitting and adding mechanisms are proposed to provide better coverage of the regions that are difficult to model. Johansen and Foss ͓14,15͔ also adopted the multiple local model strategy. This work is based on the decomposition of the system's operating range into a number of smaller operating regimes, coupled with the use of simple local models to describe the system dynamics within each regime. A global model is formed by interpolating the local models using smooth interpolation functions.
where F m , m =1, . . . , M are the local models, and m ͑x͒ , m =1, . . . , M are the validation functions describing validity of the local function as a function of x. Validation functions are similar to the truth values of the implications for a given input as in TSFM. However, due to the complexity of the optimization procedure, no algorithms have yet been developed to perform structure and local model parameter learning simultaneously. Instead of dividing each individual premise or input variables into different value ranges, vector quantization techniques, such as self-organizing maps ͓16͔, have been proposed in Refs. ͓10,17͔ to directly partition the operation space. By providing a set of weight vectors ͕ m , m =1, . . . , M͖, the operation space can be partitioned into subspaces or subregions through the Voronoi tessellation as follows:
By including both excitations and desired output into the vector x, the network is able to partition the input-output mapping space into small subregions ͓18͔. Figure 1͑a͒ shows an example of partitioning the input-output space into a set of Voronoi regions with disjoint interiors. Its corresponding self-organizing network ͑GSON͒ is also shown in Fig. 1͑b͒ , and each node in the network is associated with a weight vector m . However, the network structure ͑for instance, connections among different nodes͒ and the number of regions still have to be fixed in advance. Recent developments in growing GSONs, such as growing neural gas ͓19͔, growing cell structures ͓20͔, and growing selforganizing maps ͓21͔, impose fewer constraints on the network structure by incorporating specific growth and deletion mechanisms. With fewer assumptions on the underlying training data Fig. 1 Partition of input-output space using self-organizing network; "a… Voronoi tessellation and "b… self-organizing network structure, growing self-organizing networks are able to reflect the inherent structures of the data more accurately than conventional self-organizing maps with fixed structure and size. Furthermore, the network can automatically determine the number of nodes once a stopping criterion is provided such as the maximum tolerable quantization error. Several applications of growing selforganizing networks have been reported, such as the use of growing neural gas, for structural learning of local model networks ͓22͔.
In this paper, we combine the use of growing self-organizing networks for partitioning of the operation space into smaller regions and efficient least square algorithms for estimation of local model parameters. The end result is an integrated framework for the modeling and identification of general nonlinear dynamic systems. The multiple model system will, in turn, serve as a foundation for building an effective anomaly detection and fault diagnosis system. The remainder of this paper is organized as follows. Both sequential and batch training algorithms for identification of nonlinear systems based on GSMMS is proposed in Sec. 2. In Sec. 3, we propose a region dependent decision making scheme for anomaly detection, degradation assessment, and fault isolation, which inherently utilizes the information about the system perceived operation regions provided by the trained multiple model system. An application example is provided in Sec. 4 to evaluate the performance of the proposed modeling and diagnostic scheme. Section 5 contains conclusions and guidelines for future work.
GSMMS Algorithm for System Identification
Following the multiple model strategy of Johansen and Foss ͓14,15͔, let us describe the system behavior as
where
is a vector consisting of output vectors y͑k͒ = ͓y 1 ͑k͒ , . . . , y q ͑k͔͒ T at consecutive time samples k and input vectors u͑k͒ = ͓u 1 ͑k͒ , . . . ,u p ͑k͔͒ T at consecutive time samples k, while m ͑s͑k͒͒ describes the validity of a local model F m ͑s͑k͒͒ for the operating condition defined by the input-output combination of vectors contained in s͑k͒.
Given validity functions m ͑s͑k͒͒, a variety of model structures can be utilized to describe local dynamics F m ͑s͑k͒͒. Nevertheless, if the model structure is such that it is linear with respect to its parameters, then the model parameters can be efficiently estimated by minimizing in the least square sense the modeling errors in the training set.
For example, local models of the form Growing self-organizing network will be employed in this paper to partition the reconstruction space S, where each Voronoi set defined by Eq. ͑4͒ naturally forms an operation region. From Eqs. ͑4͒ and ͑5͒, for the purpose of identification we have to determine the following parameters using the input-output data:
͑i͒ structural parameters, which include the number of regions M and weight vectors 1 , 2 , . . . , M in the network ͑ii͒ parameters of local models One can notice that item ͑i͒ is related to the partition of the system operation space, i.e., the reconstruction space S. Item ͑ii͒ is necessary for describing the input-output relation in each operational region.
Given structural parameters of the network and assuming form of local models that is linear in model parameters ͑such as the one in Eq. ͑7͒͒, the local model parameters can be identified by minimizing the model residuals in the least square sense. Figure 2 illustrates the training procedure for GSMMS. Each node in the network is associated with a weight vector and a local model, which is only valid in the corresponding Voronoi region. At each training epoch, a special growing mechanism inspired by the growing self-organizing network is used to insert nodes around the regions that have the highest fitting errors. Then the weight vectors and local model parameters are updated so that the mean or sum of the square of the output errors is decreased. In this way the model will start to grow until the stopping criteria are satisfied. We will discuss the algorithm in detail in Secs. 2.1-2.3.
Identification of Local Model Parameters With
Cooperative Learning. Without loss of generality, for notation convenience we assume that the dimension of the output is one. It is straight forward to extend the method to the case when we have multiple outputs. A widely accepted method for local model identification is to find the model parameters that minimize the sum of the weighted squared output errors in each operation region
where m denotes the model parameters that need to be estimated for the mth region, and ŷ m is the corresponding estimated output. is the forgetting factor that adjusts the speed of the adaptation, and w m ͑s͑i͒͒ is the weight for the ith observation when updating For sequential training, the introduction of the forgetting factor in the cost function is necessary since the structure parameters will evolve at each training step and the local models in different regions need to be adjusted to follow the changes. Whenever a new training pair s͑k͒ → y͑k͒ becomes available, the method updates not only the local model in the region to which the training sample belongs, but also the local models in the neighborhood regions. A similar procedure has been employed by Martinetz et al. in Ref. ͓23͔ to achieve significantly faster convergence. The scalar coefficients w m ͑s͑k͒͒ allow the weighting of observations based on the current system operation region, as determined by the corresponding best matching unit ͑BMU͒ c͑k͒ in the network defining the partition of the operating space of the system,
A natural choice is to set the weight w m ͑s͑k͒͒ in such a way that the further the region m is away from the BMU c͑k͒, the less significant the effects of the current observation on the local model parameter estimates. By doing so, one can also smooth the discontinuities along the boundaries of adjacent regions.
In this paper, we chose the weighting function w m ͑s͑k͒͒ as follows:
where 2 defines the effective range of the weighting function, and dis͑m , c͑k͒͒ is defined as the shortest path between node m and c͑k͒ on the self-organized network as illustrated in Fig. 2 . The shortest distance between the neighboring nodes and the BMU can be calculated efficiently using Breath-first algorithm from the adjacency matrix ͓24͔ of the graph that encodes the neighborhood relation of the self-organizing network. This Breath-first procedure is schematically shown in the lower graph Fig. 2 .
The algorithm for recursively minimizing J m ͑ m ͒ can be found, for example, in Ref. ͓25͔, and is listed here for the sake of completeness.
We can use P m ͑0͒ = P 0 ͑P 0 is large͒ and m ͑0͒ = m0 as initial values for the recursion to start-up. In the case of batch training, where all the training samples are assumed to be available at the beginning of the training, the local model parameters can be estimated using conventional weighted linear least square method. During each training epoch, for a given partition, the estimates of the local model parameters m in the mth region can be updated using all the training observations s͑i͒ weighted properly by w m ͑s͑i͒͒. The weights w m ͑s͑i͒͒ are determined in the same way as in sequential training. Notice that no forgetting factor is necessary in the case of batch training, since there is no frequent alternate updating of the local model and the structural parameters during each training epoch.
Updating Structural Parameters.
Besides accurate and reliable local model parameter estimation, proper regionalization of the whole operational space is crucial to the performance of the resulting multiple model system. Given the number of regions M, locations of those regions need to be adjusted in an appropriate way.
The standard sequential updating equation for the weight vector m at training step k for a self-organizing network is typically
where ␣͑k͒ is the learning rate, which is a nonincreasing function of k, and h͑·,·͒ is the neighborhood function ͓16͔. For soft competitive learning, a common choice for h͑·,·͒ is of the following form:
where c is the BMU of the training vector s and 2 ͑k͒ is a nonincreasing function of time defining the width of the effective range of the neighborhood function. This choice of the neighborhood function activates the local interactions between the weight vectors and thus results in the global ordering of the weight vectors in the network ͓16͔.
Most of the local modeling techniques utilizing self-organizing network in the literature separate the modeling procedure into two independent stages: regionalization and local model fitting. The conventional self-organizing network normally aimed at minimizing the expected square of the quantization error. Nonuniformity in the distribution of visiting frequencies in the training data set may result in more weight vectors being associated with the region, which the system frequently visits. This may result in regions, which are highly nonlinear, but not frequently visited, being poorly approximated by fewer local models. Therefore, it is clear that in order to achieve a better modeling performance for a specific application, one needs to balance between the visiting frequencies and modeling errors across different regions. This will be realized by adding a penalty term to the learning rate of the weight vector updating Eq. ͑14͒
where m ͑k͒ is the penalty term penalizing the amount of movement to achieve a balance between the effects of visiting frequency and modeling errors in different regions.
Introduction of such a penalty term is to achieve finer partitions where the local model fitting errors are high. In this paper, the normalized modeling errors are used to penalize the movements of the weight vectors in each region at training step k for sequential training.
where e m ͑k͒ = ŷ m ͑k͒ − y͑k͒ is the output error for the mth local model at training step k and w m ͑s͑k͒͒ is the forgetting factor. Including the w m ͑s͑k͒͒ into this formulation makes the updating rate for e m EWMA ͑superscript "EWMA" means exponentially weighted moving average͒ become less significant when the corresponding node gets farther away from the BMU on the networks.
In the case of batch training, the updating equation at each training epoch k for the weight vector m in the mth region can be simplified as follows: 
which is similar to the normalized modeling error in the case sequential training with e m EWMA ͑k͒ being replaced by ē m ͑k͒, where ē m is the sample mean of ʈe m ʈ in the mth region.
Growing Mechanism.
To completely identify the structural parameters of the multiple model system, we have to determine an appropriate number of regions. Too coarse a partition may result in poor approximations in the region where system dynamics are difficult to model, while too fine a partition may result in surplus partitions. One strategy is to start with a small number of regions and then let the model grow by adding more regions if necessary. This is realized in this paper by inheriting the growing mechanism from GSON with appropriate modifications.
The greatest advantage of growing structure competitive learning is that few assumptions are imposed on the underlying structure of the training data. The growing cell structure proposed by Fritzke in Ref. ͓20͔ has the ability of automatically finding a suitable network structure and size. The network topology is constrained to consist of k-dimensional simplices, where k has to be chosen in advance. After a certain number of training cycles, a new node will be inserted by splitting the longest edge emanating from the node with the maximum accumulated quantization errors. Growing grid is another incremental network, in which the basic principles used in growing cell structure are applied to a usually two-dimensional grid with some modification. The growing neural gas inherits the growth mechanism from the growing cell structure and combines neural gas algorithm ͓26,23͔ with competitive Hebbian learning for topology learning ͓19͔. Growing neural gas with Hebbian learning does not impose any constraints on the topological structure of the training data and can possibly form perfectly topology preserving maps ͓27͔.
In this paper, the location where new nodes are added no longer depends on the accumulated quantization error, since minimizing expected square of quantization error is not of our interest. An alternative way is to choose the location, which has the maximum accumulated output error as in Ref. ͓22͔. However, the accumulated output error for each region will depend on the magnitude of the local modeling error as well as the activation frequency. This splitting strategy is in favor of achieving evenly distributed accumulated output error. Another alternative is to insert new nodes near the region where the local expected mean square error is the biggest. Through this way, the effects of activation frequency can be largely eliminated. In this paper, the second strategy is employed. Figure 3 shows the algorithm flowchart of the sequential training algorithm for GSMMS. With some straight forward modifications one can also obtain the batch training algorithm.
Notice that in order to incorporate a growing mechanism into the sequential training algorithm for GSMMS, one has to make sure that adaptation rates of the local model parameters are fast enough to follow the dynamics of the modified configurations because of the newly inserted nodes in the network. This behavior makes the recursive least square algorithm with exponential forgetting a good choice for local model parameter adaption. The updating rate can be adjusted through the parameter in Eq. ͑8͒.
Anomaly Detection and Fault Diagnosis Based on Local Decision Making
Interpretation of the residual errors between the outputs of the model and the actual system is not a trivial task. It is common that the learned model is not perfect and there are always operational regions that the model cannot approximate well. Therefore, the magnitudes of the output errors may vary when the system goes through different operational regions. As a result, surges in residual errors could be the result of merely switching from one operational region to another and do not necessarily indicate anomalies. Therefore, it is desirable to make decision locally within each operational region, which requires additional information about which region the system is operating at. The multiple model system proposed in this paper is operating in a way that is similar to the operation of a hybrid system, in the sense that the system switches between discrete states ͑operational regions͒ and within each discrete state a local dynamic model generates continuous dynamics. The discrete state switchings underlying the apparently continuous dynamics are completely driven by system input history and are determined by vectors of the form s͑k͒ with its element y͑ · ͒ being replaced by ŷ ͑ · ͒. This enable one to obtain additional information about the system expected operation region, which is the region where the system is supposed to operate when the system is operating normally given system input history.
This additional information about the discrete state operation naturally leads to region dependent decision making scheme for anomaly detection. Figure 4 depicts the paradigm of the proposed region dependent decision making scheme. Instead of simultaneously analyzing the residuals from all different regions, the region dependent decision making scheme compares the residual errors locally within each operation region. Through this way, we can better eliminate the detrimental effects of the unequally distributed residuals in different regions on the sensitivities to anomalies. In essence, the region dependent decision making scheme decomposes a complex decision making problem into simpler problems that can be efficiently solved using techniques from traditional statistical process control ͓28͔.
Detecting anomalies and assessing gradual performance degradation require precise characterization of normal system behavior. Any degradation or anomaly that occurs in the actual system and alters the input-output relationship can generally be manifested through changes in the distributions of the output errors e m , m =1,2, . . . , M in different regions. Any significant shifts or discrepancies of the current output error distribution from the distribution representing normal system behavior in any operational regions indicate anomaly or performance degradation.
System performance deviations are often results of component wear or degradation which undergoes a slowly evolving process. It is thus highly desirable to provide a measure that can quantify the degradation through measurement of the severity of the anomaly. In the case of slowly evolving anomalies, one can recursively estimate the output error distribution and compare it with the error distribution of normal operation within each operation region. The dissimilarities between the two distributions in each region can be utilized to quantify severity of the anomaly. In this paper, the overlap between the error distributions of the current and normal system operations in each region is used as a measure of performance deviations.
If only detection of anomalies is of interest, EWMA control charts ͓28͔ can be employed to perform anomaly detection by detecting off limit residual errors. For the purpose of anomaly detection, the statistics of the residual errors during normal operations are used to construct a EWMA control chart within each operational region. By varying the smoothing factor of the EWMA control chart, we can also adjust the memory length and investigate the performance of the anomaly detection systems with different Mean Time to Detection ͑MTD͒, which is defined as follows 
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where ␣ is the smoothing factor used in an EWMA control chart, and T is the sampling period of the signals. Essentially, the EWMA control chart in each region forms an anomaly detector, which is responsible for detecting anomalous behaviors once the system visits that region. Similarly with the idea of anomaly detection, the output error distributions from a subset of M operation regions during faulty system operation can be used to characterize a specific faulty behavior, as illustrated in Fig. 5 . Based on the obtained output error Fig. 7 The 3D plots of self-organizing networks for the plant and the controller: "a… plant and "b… controller distributions of different faulty behaviors, we can construct a diagnoser for diagnosing a specific type of faults in exactly the same way an anomaly detector is built, with the diagnoser being only responsible for detecting one specific type of faulty behavior. These diagnosers together with the anomaly detector can then be utilized to identify the faults that cause the perceived anomalous behavior. Figure 5 illustrates the procedure for anomaly detection and subsequent fault identification. Once an anomaly is detected by observing a significant deviation of the current error distribution from the error distribution representing normal behavior, the root cause for anomalous behavior could be identified by matching the current error distribution with the error distributions representing faulty behaviors that happened in the past. If neither of the previous trained diagnosers are able to give a positive result about the presence of the fault they are responsible to identify, we can conclude that an anomaly that has never happened before occurs.
Note that it is not necessarily required that faulty signatures from all operational regions are available for fault isolation, since some faults may render the system to only operate in a certain subset of regions. In general, the greater the number of regions in which actual measurements can be obtained, the stronger the capability of the system for isolating anomalies is.
Application Example and Results
The proposed approach for anomaly detection and fault diagnosis is applied on an electronically controlled throttle plate mechanism, which is simulated using high-fidelity engine simulation software package provided by a major manufacturer of software for automotive control system development. Figure 6 shows the schematic overview of this subsystem as well as its monitoring systems.
The anomalies are simulated by changing the parameters in the controller and the plant. Various levels of parameter changes are introduced to simulate different levels of anomaly severity. The input-output signals are sampled at 10 Hz. To make the simulations more realistic, multiplicative noise has been imposed on the system outputs.
where w is white noise with zero mean and unit variance. The resulting signal-to-noise ratio ͑SNR͒ is about 26 dB.
Model Identification Based on GSMMS.
The models of the controller and plant ͑M c and M p ͒ are built separately using the batch training algorithm for GSMMS described in Sec. 2. Only data collected during normal operations are used to train the models. The forms of vector s͑k͒ based on which the regionalization is done are ͓y͑k͒ , u 1 ͑k͒ , u 2 ͑k͔͒ T for the controller and ͓y͑k͒ , y͑k −1͒ , u͑k͒ , u͑k −1͔͒
T for the plant. Each entry in vectors s͑k͒ is normalized with the corresponding variable range. The structure of the local models is selected to be affine of the form
which predicts the output at one step ahead. Through a validation function the overall system dynamics can be modeled as a combination of local models from different regions as in Eq. ͑5͒. Figure 7 shows the final self-organizing networks created by GSMMS for the plant and controller, which are plotted in threedimensional space spanned by ͓y͑k͒ , y͑k −1͒ , u͑k͔͒ T and ͓y͑k͒ , u 1 ͑k͒ , u 2 ͑k͔͒ T respectively. Each node in the network corresponds to an operational region ͑formed by the Voronoi tessellation as illustrated in Fig. 1͒ in the input-output mapping space. Table 1 compares the proposed approach with other available system identification methods in the literature. The percentile variance accounted for ͑VAF͒ is used to evaluate the modeling accuracy as follows:
A perfect model will have VAF= 100%. Although training for the autoregressive model with exogenous input ͑ARX͒ is very efficient, it yields a model with the lowest accuracy because its linear assumption limits its applicability for modeling nonlinear systems. NARX yields the best results but requires the longest time to train. The execution time for the Takagi-Sugeno fuzzy model is significantly longer than others. Note that this comparison is based on noise-free data. Various types of calculations required for model execution are also listed in Table 2 . The residual errors between the outputs of the actual system and the model when both the controller and the plant are operating under normal conditions are shown in Fig. 8 . We can observe that even during normal system operation the magnitude of the output errors changes dramatically when system operates in different operational regions. Those surges in output errors can be easily misclassified as anomalies if we do not discriminate the output errors according to their operational regions. To improve detection accuracy, the output errors need to be analyzed locally within each region. Figure 9 shows the comparison of the actual system outputs and model outputs when the actual systems are operating under different abnormal situations, which were simulated by changing the values of selected system parameters from their nominal values. One important observation that can be made by comparing Figs. 9͑a͒ and 9͑b͒ is that the behavioral patterns associated with different anomalies manifest themselves very differently in different operational regions. This indicates a plausible way to isolate different types of faults based on the behavioral patterns. Figure 10 shows the output error densities in selected six adjacent operation regions that are labeled in Fig. 7͑b͒ , when the controller gain undergoes 5%, 10%, 15%, and 20% decreases from its nominal value. It is visible that as the severity level increases, the output error distributions drift further away from the error distributions representing normal system operation. This indicates that the overlaps between the output required for model execution. M is the number of regions and dim"s… is  the dimension of the vector s. A NARX with one hidden layer and a linear output activation  function is used in our example, and H is the number of hidden (c) Fig. 9 Output errors during abnormal system operation: "a… 10% reduction in plant gain, "b… 15% reduction in plant stiffness, and "c… 10% reduction in controller gain error distribution of normal and anomalous operations within each region can be used as a performance index to quantify system performance degradation. The divide and conquer approach for model identification using multiple model system naturally extends to the subsequent decision making, which includes degradation assessment, anomaly detection, and fault identification. A slowly evolving anomaly is simulated by gradually scaling down the table of controller gains. For each of the operation regions, a Gaussian mixture model is fitted to the distribution of output errors during normal operation to characterize the expected normal behavior. Figure 10 shows the output error densities in six adjacent regions from controller anomaly detector when controller gain is reduced by 5%, 10%, 15%, and 20%. The output error distribution in each region is then recursively updated using a recursive parameter estimation mechanism ͓32͔, whenever the corresponding region is visited. The overlap between the recursively estimated output error distribution and distribution representing normal system behavior is calculated separately within each region. Note that the measure is always in the range between 0 and 1, with the overlap being 1 when the two distributions match perfectly. This measure will be referred to as confidence value ͑CV͒. One can see in Fig. 11 that as the controller gain is gradually reduced from its nominal value, the corresponding confidence values exhibit decreasing trends in all six selected regions.
Degradation Assessment.
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Identification. An EWMA control chart can be constructed for each region based on the output error distribution representing normal system behavior, and then to detect anomalies. In this section, the receiver operating characteristic ͑ROC͒ curves are employed to evaluate the performance of the EWMA-based anomaly detectors for detecting various anomalies under different anomaly severity levels. Figure 12 shows the performance of the plant anomaly detector. The area under the ROC curves ͑AUCs͒ is plotted against the fault severity and MTD. Different levels of fault severity are simulated by different levels of changes in the parameter values.
Two important observations can be made from the plots in Fig.  12 . First, the sensitivity for detecting a specific anomaly is region dependent. For instance, Fig. 12͑a͒ shows the performance of the plant anomaly detector for detecting stiffness changes in three different regions, and the region labeled ͑1,4͒ shows the highest sensitivity to this particular anomaly among the three selected regions. Second, the sensitivity of each region to detect different anomalies also differs. For example, the anomaly detector in re- Transactions of the ASME gion ͑3,4͒ is more sensitive to gain reduction anomaly than to stiffness reduction anomaly. Similar observations can also be made by investigating the output error densities in the three regions as shown in Fig. 13 . In each selected region, the overlap between the output error distributions of gain reduction anomaly and normal operation are substantially smaller than the overlap between the distributions corresponding to the stiffness reduction anomaly and the normal operation. Therefore, the sensitivity dif- ferences are essentially the consequence of the region and fault ͑or anomaly͒ dependent error distributions. The performance differences in different regions can actually be explained as follows. From Fig. 7͑a͒ , we can observe that as we move from ͑3,4͒ to ͑1,4͒, the amplitude of the plant output increases dramatically and this usually indicates faster system dynamics in our experiments, which can also be observed in Fig.  8͑a͒ . Degradation in the system stiffness can change the speed of the system response to outside excitations, which is most visible when faster system dynamics are excited. Since the stiffness roughly determines the bandwidth of the system, both the actual system and the model can catch up with the slow dynamics and thus do not exhibit large discrepancies when the input excitation varies slowly, as one can observe from Fig. 9͑b͒ . This explains why the performance of the system for detecting stiffness changes deteriorates quickly as one goes from region ͑1,4͒ to region ͑3,4͒. However, things are different when it comes to plant gain change. In our experiments, plant gain will only affect the amplitude of the system response but has no effect on the system response speed. As a result, gain reduction can manifest itself across all regions. This is further confirmed by the observation that the errors, when the gain of the plant is reduced by 10%, as shown in Fig. 9͑a͒ , display quite a different behavior from those shown in Fig. 9͑b͒ , where the stiffness has been reduced. Even when the input varies slowly, there are still substantial discrepancies between the actual system outputs and model outputs, compared with output errors observed during normal operation shown in Fig. 8͑a͒ . Therefore, all regions have a similar performance for detecting plant gain reduction anomaly.
Another advantage of region dependent decision making scheme based on the multiple model system is that the behavioral patterns of the output errors in different operational regions can provide valuable information about what kind of fault has occurred. Figure 13 shows the output error densities estimated under normal and faulty operations in three adjacent regions for the plant anomaly detector. Clearly, the error distributions are significantly different from each other under the three considered circumstances. Therefore, the behavioral patterns of the output error distributions in different regions can be used to discriminate various types of faults. 
Conclusions and Future Work
A new approach for dynamic system anomaly detection and fault identification based on GSMMS is proposed in this paper. The GSMMS is a general nonlinear system modeling and identification method, which combines the advantages of weighted recursive least square estimation and growing self-organizing networks. The Voronoi sets defined by network naturally partition the full system operation space into smaller regions where system dynamics can be modeled locally using relatively simpler local models whose parameters can be estimated through minimization of residual sum of squares. A growing mechanism derived from GSON is able to determine the number of regions automatically. A normalized modeling error based on the mean local model fitting errors from different operational regions is used to adjust the partitioning of the operation space and thus achieve better modeling performance.
The growing structure multiple model system is able to provide explicit estimations of system operation regions based on inputs fed to the system, which leads to the region dependent decision making scheme for anomaly detection and fault diagnosis. This scheme analyzes the output errors locally within each operational region. This region dependent decision making scheme essentially decomposes a complex decision making problem of anomaly detection and diagnosis into a set of simpler problems that can be efficiently solved using the conventional techniques from statistical process control.
The effectiveness of the proposed modeling, anomaly detection, and fault diagnostic scheme has been demonstrated using an example of anomaly detection and fault identification in a simulated automotive electronic throttle system with the presence of substantial multiplicative noise. 2 The larger the overlap between two distributions is, the more samples are needed to identify with statistical significance the corresponding system condition. 
