Abstract-A particularly voluminous dataset in molecular genomics, known as whole genome alignments, has gained considerable importance over the last years. In this paper, we propose a compression modeling approach for the multiple sequence alignment (MSA) blocks, which make up most of these datasets. Our method is based on a mixture of finite-context models. Contrarily to other recent approaches, it addresses both the DNA bases and gap symbols at once, better exploring the existing correlations. For comparison with previous methods, our algorithm was tested in the multiz28way dataset. On average, it attained 0.94 bits per symbol, approximately 7% better than the previous best, for a similar computational complexity. We also tested the model in the most recent dataset, multiz46way. In this dataset, that contains alignments of 46 different species, our compression model achieved an average of 0.72 bits per MSA block symbol.
I. INTRODUCTION
O VER the past years, impressive progress has been made in DNA sequencing. The genomes of many species, some of them very large, are now available and are increasing in number and size at a fast pace. This progress caused a significant growth in the amount of data available in public databases, including those related to whole genome alignments. Recently, Hanus et al. [1] proposed a modeling strategy for whole genome alignment data, relying on well-established statistical evolutionary models for representing the DNA bases and on a context-based modeling approach for representing the alignment gaps. This resulted in a sophisticated method capable of attaining coding performances much better than the popular Lempel-Ziv (LZ)-based coding techniques. The algorithm assumes independence between the insertion/deletion mutational process and the evolutionary nucleotide substitution process. Based on this assumption, the positions of the gaps and the nucleotides in the alignment are encoded independently. The nucleotides are compressed using appropriate modeling of genome evolution. The gap positions, resulting from the insertion/deletion mutational process, are encoded using prediction techniques inspired by lossless binary image compression methods.
In this paper, we propose an alternative approach for modeling and compressing whole genome alignment data. Instead of separating the data into two different sources (DNA bases and gaps), handled independently, we build a model that addresses both the DNA bases and the alignment gaps at once. This new modeling strategy allows exploring additional data correlations not considered by the Hanus et al. approach, such as intercolumn dependences and base/gap relations, resulting in further coding gains.
Whole genome alignments are important datasets that provide the opportunity to study and analyze the evolutionary process of several species (vertebrate and mammalian, for example). In the next section, we explain in more detail this particular genomic dataset. The University of California at Santa Cruz comparative genomics group and the Ensemble Compara project [2] both provide genome alignment datasets, requiring hundreds of gigabytes of storage, that are growing in size in every new release. In this paper, to allow a direct comparison with the results attained by the method proposed by Hanus et al. [1] , we also use the multiz28way [3] dataset for assessing the performance of the compression models (this set includes alignments of 28 vertebrate genome sequences). Besides this dataset, we also provide compression results regarding the most recent dataset available, multiz46way that contains alignments of 46 different species.
The compression of DNA sequences has proved to be a difficult problem, even when using high complexity models. Some of the best compression algorithms require an average of at least 1.7 bits per symbol (bps) [4] - [7] , for a maximum of . In the whole genome alignment case, we consider a five letter alphabet, , that includes each of the four bases, denine, ytosine, uanine, and hymine, and where symbol " " represents a missing entry (i.e., an alignment gap). An uniformly distributed and independent sequence drawn from this alphabet requires to be stored. The modeling method that we propose, using a mixture of finite-context models, attains rates around 0.94 bps on the multiz28way dataset, about 7% less than the method reported in [1] . This is considerably less than the 1.7 bps average value that is usually attained in single sequences because, even having a larger alphabet, the correlation among the data is also larger, as explained in the following sections. 
II. WHOLE GENOME ALIGNMENTS
Computational genome annotations and evolutionary genomics are two molecular biology research areas that use multiple genome alignment data. The alignment of DNA sequences has been used to help locating certain kinds of functional noncoding regions [8] and more recently for finding protein-coding genes [9] , [10] and noncoding RNA genes [11] . Moreover, it is possible to observe the similarities and differences between the DNA sequences of humans and other species that share a common ancestral, providing critical data for finding the course of evolution. Furthermore, we can also perform a computational reconstruction of ancestral genome sequences that explains certain characteristics of species [3] . DNA sequences that have evolved from the same ancestral sequence are called homologous. In the case of genes, they are likely to encode similar functions and each function that is experimentally verified in one species can be mapped to a homologous gene in other species.
The detection of homologous sequences in different genomes is a computationally nontrivial task, because different genomes of different species can greatly differ due to mutations that occurred during the species evolution [12] . There are two kinds of mutations that can be found in the genome. The first one, known as large-scale mutations, affect large regions, leading to reorganizations of the whole genome. Duplications, deletions, insertions, inversions, and transactions are examples of large-scale mutations that can occur through genetic recombination of the DNA [25] . The second one, the small-scale mutations, affects the DNA sequence only locally, changing a single or several neighboring nucleotides. There are three subtypes of small-scale mutations that affect DNA: substitutions, insertions, and deletions. In a substitution, a DNA nucleotide is changed by another one. Insertion and deletion mutations (InDels) remove/insert a single or multiple nucleotides from/into the DNA sequence [13] .
Due to large-scale mutations, different genomes can greatly differ in size, which is a problem if we want to compare different genomes. The process of sequence alignment is used to describe parts of the genome that have evolved from a common ancestor. The algorithm is usually divided in two main steps. In the first step, homologous regions in different species are identified. Homologous regions that have diverged considerably cannot be identified properly, since they cannot be distinguished from the other nonhomologous ones. In the second step, the identified homologous sequences from different species are properly aligned into several multiple sequence alignment (MSA) blocks, accounting for substitutions and small-scale InDels. The missing Fig. 2 . Part of the tree presented in [3] , which indicates the assumed evolutionary relationships among the sequences in the 28-way alignment. The branch lengths are proportional to the average number of substitutions per site (adapted from [3] ).
entries caused by the InDels are filled with a gap symbol " ." First, the evolutionary closest sequences are aligned. Then, the process is progressively repeated, until all identified homologous sequences have been included into a single MSA block [14] .
In Fig. 1 , we can find a small MSA example of homologous sequences from the human, platypus, chicken, lizard, and zebrafish genomes. The gaps that were inserted in positions 9-15 were likely caused by a deletion in the lizard genome. On the other hand, the gaps in positions 21-28 were probably caused by an insertion in the chicken genome. A part of the phylogenetic tree describing the evolutionary relationship of the 28 vertebrates is depicted in Fig. 2 .
There are several MSA algorithms [15] - [21] and the most recent rely on heuristic optimization strategies and require huge computational resources. Despite the computational requirements, we can find alignments of whole genomes in large databases, such as those of UCSC [22] and Ensembl [23] .
Each multiple alignment format file contains several MSA blocks derived from the genome rearrangements caused by large-scale mutations. The datasets, used for testing in this paper, contain alignment blocks from 1 up to 28 (or 46) species. The human sequence is used as a reference to align the genome sequences of the other species, meaning that the human homologous sequence is always present in each MSA block. However, there are MSA blocks with a single line, which means that the human genome sequence is not alignable with other species. Each file of the dataset corresponds to a single human chromosome, containing all MSA blocks of that chromosome.
III. RELATED WORK
To our knowledge, the only algorithm proposed so far for the compression of whole genome alignments was introduced by Hanus et al. [1] . Their method is based on well-established statistical evolutionary models and on prediction techniques used for lossless binary image compression.
In their proposed evolutionary-based compression scheme, the nucleotides in a MSA block are compressed using the predictions obtained from a nucleotide substitution model, whereas the gaps are encoded independently using techniques from lossless binary image compression. According to them, encoding the nucleotides and the gaps separately is justified by the independence of the two underlying mutational processes and should not introduce an inherent loss to the achievable compression rate. In this section, we will describe briefly the algorithm proposed in [1] .
A. Nucleotides Compression
Regarding the compression of the nucleotides, Hanus et al. proposed two encoding approaches, both relying on statistical evolutionary models that describe the evolutionary relationships between homologous nucleotides. The nucleotides in each MSA block column are homologous in the sense of sharing a common ancestor. In Fig. 2 , we have a portion of a phylogenetic tree with 18 species out of 28 from the multiz28way dataset. The full phylogenetic tree of the multiz28way dataset, has 28 branches with length , describing the evolutionary relationship between the several species. For each MSA block, a subtree corresponding to the species that occur in the MSA block is created. Then, for each alignment column , the set of species leaf nodes , corresponding to the homologous nucleotides actually observed in this column, is determined first. The gaps are removed, leading to the vector of homologous nucleotides , observed in the column. The evolutionary relationship of the species leaf nodes is described by a subtree of the full phylogenetic tree .
In order to compute the probability of observing a set of homologous nucleotides in different species, given the evolutionary model relating the species, the Felsenstein algorithm [26] is used. This algorithm allows us to calculate the likelihood on a tree, using an efficient iterative procedure. The obtained probabilities for each column can then be used for driving an arithmetic encoder.
This columnwise approach represents an optimal encoding strategy given the evolutionary model. However, it is only feasible for a small number of nucleotides per column. Therefore, the authors decided to use an alternative encoding scheme, based on a representative common ancestor. A representative common ancestor nucleotide is encoded for each column together with a set of conditional probabilities, , of all leaf nucleotides observed in that column. This representative common ancestor is a function of the column realization and is chosen with the aim of minimizing the number of bits required to encode column
The estimated common ancestor nucleotide corresponds to the maximum likelihood estimate under the assumption that the nucleotides have evolved independently.
B. Gaps Compression
The gaps in the MSA blocks result from the alignment process. In [1] , the gaps are compressed by considering each MSA block as a binary image, where the presence of a gap is signaled with one of the two possible pixel values (e.g., 1) and the four DNA bases with the other pixel value (e.g., 0). This binary image, also known as a puncturing matrix, is compressed using a template-driven prediction compression algorithm and arithmetic entropy coding. In order to choose a suitable context template, the authors tried several context sizes and configurations and concluded that the best context should be of size 4 (depicted in Fig. 3 as the "main context"). As can be seen, there are different contexts to encode the first two rows and also the first column (see Fig. 3 ). In order to be able to use the edge contexts, it is necessary to encode the first column and the first two rows, separately. Moreover, the puncturing matrix compressor was also compared to other state-of-the-art approaches for the lossless compression of binary images, including JBIG and JBIG2, outperforming them.
IV. PROPOSED COMPRESSION MODEL

A. Finite-Context Modeling
The proposed approach is based on a mixture of finite-context models. Finite-context models have been used for single DNA sequence compression [6] , [7] . However, in this case, we are dealing with multiple DNA sequences divided into several MSA blocks, where the size of these blocks ranges from 1 row to several rows. In our approach, we consider each MSA block as a special image, where each pixel/position can have only five different values from the alphabet . For each MSA block, we assign probability estimates for each symbol in , regarding the next outcome, according to a conditioning context computed over a finite and fixed number of past outcomes (order-finite-context model [27] with states). The probability estimates are calculated using symbol counts that are accumulated while the MSA block is processed, making them dependent not only on the past symbols, but also on . We use the estimator (2) where represents the number of times that, in the past, symbol was found having as the conditioning context and where (3) is the total number of events that has occurred so far in association with context . Parameter allows balancing between the maximum likelihood estimator and an uniform distribution (when the total number of events, , is large, it behaves as a maximum likelihood estimator). For , (2) is the well-known Laplace estimator.
The per symbol information content average provided by the finite-context model of order-, after having processed symbols, is given by (4) bits per symbol. When using several models simultaneously, the can be viewed as measures of the performance of those models until that instant. Therefore, the probability estimate can be given by a weighted average of the probabilities provided by each model, according to (5) where denotes the weight assigned to model and (6)
B. Mixing the Probabilities
Our modeling approach is based on a mixture of probability estimates. In order to compute the probability estimate for a certain symbol, it is necessary to combine the probability estimates given by (2) using (5). The weight assigned to model can be computed according to (7) i.e., by considering the probability that model has been generated by the sequence until that point. In that case, we would get (8) where denotes the likelihood of sequence being generated by model and denotes the prior probability of model . Assuming (9) where denotes the number of models, we also obtain (10) Calculating the logarithm, we get (11a) (11b) which is related to the code length that would be required by model for representing the sequence . It is, therefore, the accumulated measure of the performance of model until instant . DNA sequences are known to be nonstationary. Due to this fact, a good performance of the model in a certain region of the sequence might not be attained in other regions. In order to obtain a good performance in each model, we decided to use a mechanism of progressive forgetting of past performances. This mechanism allows each model to progressively forget the past and, consequently, to give more importance to the most recent past. Therefore, we rewrite (11b) as
where dictates the forgetting factor to be used. Defining (13) and removing the logarithms, we can rewrite (11) as (14) 
C. Typical Image Templates
As mentioned previously, we are treating each MSA block as a special image with five intensities (five different symbols). We process the symbols of each block in a raster scan order, as in typical sequential image coding. Fig. 4 shows the context templates used. Templates T4 and T10 are typically found in the context of image compression. Template T4 is smaller than T10, which allows us to capture more reliable statistical information in smaller MSA blocks. On the contrary, template T10 is better at capturing statistical information in larger MSA blocks. The last template T9 is more specific for this kind of data, trying to explore as much as possible the correlation along the columns (see Fig. 1 ).
D. Ancestral Context Model (ACM)
The ACM is a special model that explores the correlation between the symbols of each column in the MSA blocks. This ancestral model uses the most frequent symbol per column as a context symbol that can be used for defining the conditioning states of this model. In order to understand more easily the ACM, we present in Fig. 5 a small example. This figure shows a small portion of the MSA block presented at the top of Fig. 1 . The ACM is basically an ancestral line with symbols, where is the number of columns of the current MSA block. For each block that is processed, the algorithm initializes a line with an arbitrary symbol (e.g., " "). After processing each symbol, the algorithm computes the most frequent symbol for the current column, from the first row until the current one. The most frequent symbol is inserted in the ancestral line to be used later. The information of the ancestral line after processing several rows will be very similar to the estimated ancestor line depicted in Fig. 1 .
Algorithm 1 describes how the ancestral line is updated during the compression of each MSA block. The presented algorithm only computes the most frequent symbol in a specific column when processing row . In the end, it will return the most frequent symbol. As can be seen, the loop in line 4 computes the frequencies of each symbol in the current column from the first row until the current row (including the current row). Since this update process is performed after encoding the current symbol, then the encoded symbol is also available at the decoder at this point. The loop in line 9 is responsible for obtaining the most frequent symbol or in the case of a tie the symbol closest to the current row. 
Algorithm 1
Require: A .
Require: An integer .
Ensure:
The most frequent symbol of the current column. During the compression of each MSA block, we have an ancestral context line with statistical information regarding the most frequent symbol per column. However, we only need a small portion of the ancestral line. In order to obtain the size of the ancestral context line that maximizes the compression ratio, we ran some simulations for different sizes using only the ACM. In Fig. 6 , we show an example of an MSA block and layout of the ancestral line.
After performing the simulations using the multiz28way dataset, we obtained the results that are listed in Table I . According to these results, the sizes of left-and right-hand side parts of the ACM that minimize the average number of bits per symbol is, respectively, 2 and 5. Therefore, we chose an ACM with size 7 (2 left + 5 right + 1 center) to perform the rest of our simulations.
E. Static Column Model (SCM)
Due to the fact that the arithmetic coding uses probability estimates of each symbol, we can define an order-0 model that explores the strong correlation that is present in each column. The SCM uses the probabilities of each symbol per column to encode the current symbol. In Fig. 7 , we show a small example that explains how this model works. In this example, we are processing row number 5, meaning that the probabilities of each symbol must be calculated using only the information of rows 1-4. Suppose that we were encoding the symbol positioned at the fifth row and third column. According to Fig. 7 , a relative Fig. 7 . SCM example. After processing the first four rows, the algorithm computes the probability of each symbol per column (bottom). The computed probabilities are used to encoded the symbols of row 5.
frequency of 1/4 will be used by the probability estimator for compressing symbol " ."
F. Column Model (CM)
The SCM is a model that explores correlations along a MSA block column. However, it could be also interesting to reuse the statistical information of the previous columns to encode symbols of other MSA columns. For this purpose, we propose a CM of order 5, which corresponds to the number of symbols of the alphabet. In this case, instead of using the neighboring symbols of the current symbol to define the conditioning context (see Section IV-C), the CM uses the frequency of each symbol of the current column to build a small context.
In order to understand more easily this model, we present a small example in Fig. 8 that shows how the context for each column is created. Considering that we are processing the symbol at position (5, 2), the context that is used to encode symbol " " is denoted as "Context 2" in Fig. 8 . After analyzing column 2 of Fig. 8 , the symbols, sorted by frequency in a nonascending order, are ACTG-. The sorting process that is used to create the context is described in the loop on line 11 of Algorithm 2. Using this model, it is possible to combine contexts that are very similar due to the statistical similarity of their columns. For example, in Fig. 8 , contexts 5 and 8 are similar, because after computing the statistics of each symbol in each column using Algorithm 2, the resulting context is the same.
Algorithm 2
Ensure:
The conditioned context of the current symbol. {Build the context combining the symbols, first the most frequent and then the less frequent ones, using a concat operation (operator ).
22:
23: end for 24: return 
V. RESULTS
We used two datasets in our simulations: the multiz28way, also used by Hanus et al. [1] , and the most recent dataset, with 46 species, multiz46way. As mentioned previously, our algorithm is based on a mixture of several models that are combined in order to compute the probabilities that are communicated to the arithmetic encoder. We have performed several simulations for understanding which models should be included in the mixture. Fig. 9 depicts the results obtained using several combinations. We show only the best combinations, due to the large number of all possible arrangements. T4, T9, and T10 denote the models based on the templates presented in Fig. 4 . SCM, CM, and ACM correspond to the SCM, CM, and ACM, respectively. The results indicate that the SCM generates worse results, when compared to the CM and ACM models. The combination with CM and ACM provides similar results. However, the mixture T4+T9+T10+ACM seems to be the one that provides the best compression results and, for this reason, it was chosen.
In Section IV-B, we have explained how the mixture of models is performed. Because this mixture depends on a parameter , we investigated how the performance is related to the value of . Fig. 10 displays this relation, where it can be observed that the providing the best results is between 0.95 and 0.96. For , the global compression results is about 0.93930 bps. On the other hand, for , the compression is about 0.93934 bps. Since the variation is minimal, we decided to use 0.95 as the default value.
Table II presents the overall compression ratio for different alignment files and for the whole multiz28way and multiz46way datasets. The "FcmMxMSA" column contains the results attained by the compression approach proposed in this paper, including the additional information required by the decoder for recovering the MSA blocks, such as the size of each block. Table II contains also the results attained by the method proposed by Hanus et al. [1] (only for the multiz28way, because the available software, MSAc, could not handle the multiz46way dataset), and by LZ compression.
As can be seen, on average, the proposed method requires less than 1 bps for compressing the MSA blocks of the multiz28way dataset, outperforming the MSAc and LZ methods. The compression ratio is even higher for the multiz46way dataset, with an average of 0.72 bps to store the MSA blocks. However, as can be seen by the compression value provided by LZ, this dataset is in fact more compressible. It should be noted that the parameters of the model have been tuned using only the multiz28way dataset. Nevertheless, and looking at the compression gains in relation to LZ, we verify that the model remains effective for the multiz46way dataset, i.e., it does not reveal overfitting. The "LB" column provides the number of bits per symbol that would be required if we could select the best model to encode each symbol (but without considering the side information indicating the model used). Therefore, this value can be seen as a lower bound on the number of bits per symbol that can be Fig. 10 . Relation between the average number of bits per symbol for the multiz28way dataset and the parameter . This evaluation was performed using the combination T4+T9+T10+ACM.
attained by these models. For a certain set of models, the gap between this value and the value effectively attained depends only on the quality of the probability mixing procedure. Fig. 11 displays two charts showing the contribution of each symbol to the final number of bits per symbol attained in each of the two datasets (in this case, without considering the overhead associated with the additional information, such as the size of the blocks). The left chart shows the average bits per symbol required by the proposed algorithm for compressing each symbol. The chart on the right-hand side shows the relative frequency of each symbol. After analyzing the information presented in Fig. 11 , it is clear that symbols " " and " " are the ones having the worst compression results. On the other hand, the gap symbol (" ") is the one with the best compression ratio. Regarding the right-hand side graphic of Fig. 11 , we conclude that the gap symbol is the most frequent in the datasets. On the contrary, the less frequent symbols are the " " and " " [24] .
These observations suggest the reason why we obtained better compression results in the multiz46way dataset. In this dataset, the relative frequency of the gap symbol is about 8% higher than in the multiz28way dataset (with more species involved, there is a higher probability of having alignment gaps). Also, the gap symbols are easier to compress (they tend to appear in larger clusters, which facilitates the compression). Combined, these two aspects have a decisive influence in the final compression ratio.
In order to understand more clearly the performance of each model, we have collected statistical information of each one during the compression of the multiz28way dataset. The goal was to count how many times a certain model was the best one in the mixture. For each symbol, the best model is the one that alone would generate better compression results than others. These results are shown in Fig. 12 . As can be seen, on average, the model associated with the context template T9 was of the time the best one, whereas the model with context T10 was the best of the time. Both the ACM and the model associated with context template T4 have been the best model, each of them, of the time. Finally, some considerations regarding the computational complexity of the methods. Our method took about 22.5 h to compress the multiz28way dataset. This measure takes into account the compression of the MSA blocks and the extra information contained in the files. The extra information was compressed using the LZ method. The MSAc method took almost 23 h to compress the same dataset, i.e., both approaches are comparable in terms of computational complexity. The multiz46way dataset, which contains about twice the data of the multiz28way dataset, took about 48 h to compress using our approach, i.e., about twice the time, suggesting that the computational complexity of the technique is linear in relation to the size of the dataset. Moreover, since the algorithm addresses both DNA bases and gaps as image pixels, without distinguishing between them, its complexity does not depend on the real probability model of the data. Fig. 12 . Performance of the four models: using template T4, T9, T10, and ACM. The performance is based on the number of times that, during compression, each model was the best one. The best model in the mixture is the one that, if considered alone and for each symbol, could generate the best compression results among the four.
VI. CONCLUSION
Recent advances in DNA sequencing led to a fast growth in the amount of genomic data available in public databases. This paper deals with one particularly voluminous dataset in molecular genomics, known as whole genome alignments. These datasets contain genomes of different species aligned using an extra symbol representing missing entries. In this paper, we presented a modeling approach specifically designed for compressing whole genome alignments. The proposed algorithm is based on a mixture of finite-context models and arithmetic coding. We use context templates similar to those used in image coding, but also some designed taking into account the strong correlation that exists in each column of the MSA blocks. Despite the ACM and CM being relatively different, they explore the column correlation of the MSA blocks in a similar way. The SCM is an order-0 model that explores the statistical information of each column independently, by using the symbol frequencies of the current column. In Section V, we presented the results for several combinations of these models. We concluded that using the context templates T4, T9, T10, and the ACM, we could attain the best compression results. Using this mixture, the proposed method outperforms the LZ and MSAc methods, achieving compression rates close to 0.94 bps for the multiz28way dataset and about 0.72 bps for the multiz46way dataset. We also concluded that the model with the best performance is associated with the T9 template configuration.
