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Introdution
Dans un système physique en interation, il est ruial de distinguer entre les paramètres
eetivement mesurés et les paramètres nus, 'est-à-dire la valeur que eux-i prendraient en
l'absene de toute interation ave l'environnement. La théorie de renormalisation désigne tout
proédé qui permet de passer des paramètres nus aux paramètres eetivement observés, qui
sont alors dits renormalisés. Nous itons l'exemple d'un ballon sphérique en mouvement dans
un uide, donné par G. Green dès 1836, qui permet d'en donner une idée [22, 10, 12℄ : à vitesse
prohe de zéro (e qui permet de négliger les fores de frottement), tout se passe omme si la
masse m0 du ballon était augmentée de
M
2
, où M est la masse du volume de uide oupé par
elui-i. La fore totale F = mg agissant sur le ballon (ave m = m0 +
M
2
) se répartit entre la
fore de gravité F0 = m0g0 et la poussée d'Arhimède −Mg0, où g0 ≈ 9, 81m.s
−2
est l'intensité
de la gravitation à la surfae de la terre. Les paramètres nus sont don la masse m0, la fore
de gravité F0 et l'aélération g0, alors que les paramètres renormalisés sont :
m = m0 +
M
2
, F = (1−
M
m0
)F0, g =
m0 −M
m0 +
M
2
g0.
On remarque don que l'aélération initiale déroît de g0 à −2g0 lorsque l'interation, repré-
sentée par la masse de uide M , roît de 0 à +∞.
En életrodynamique quantique (QED), omme dans les autres théories des hamps quan-
tiques en général, les paramètres nus sont innis. Cette diulté des innis est apparue dans
les années 40 du 20 ème sièle, ave les traveaux de Tomonaga, Shwinger et Feynman qui
ont partagé le prix Nobel en physique en 1965. La renormalisation a été essentiellement dé-
veloppée pour interpréter des intégrales divergentes qui proviennent des graphes de Feynman
de la theorie perturbative. En fait les règles de Feynman d'une théorie quantique des hamps
assoient à haque graphe de Feynman une fontion des moments assoiés au graphe, dont
l'intégration suivant les moments intérieurs est appélée intégrale de Feynman. Le problème est
que es intégrales sont en général divergentes. L'idée prinipale de la théorie de renormalisation
est de donner un sens à es intégrales en les transformant en des fontions bien dénies des
moments extérieurs, tout en préservant leur sens physique. Depuis les années 50 et 60 du 20
ème sièle N. Bogoliubov, O. Parasiuk, K. Hepp et W. Zimmermann ont déterminé un proedé
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de renormalisation onnu sous le nom d'algorithme BPHZ qui onsiste, après avoir régularisé
l'intégrale, 'est-à-dire lui avoir donné un sens mathématique, à hoisir un shéma de renor-
malisation puis extraire la partie nie.
A la n des années 90, Alain Connes et Dirk Kreimer ont déouvert l'organisation des
graphes de Feynman de la théorie quantique des hamps en une algèbre de Hopf ombinatoire
[9, 10, 11, 26℄, et ils ont exploité ette déouverte pour interpréter l'algorithme BPHZ en termes
de ette algèbre de Hopf et l'utiliser omme un outil puissant pour expliquer la ombinatoire
de la renormalisation. En fait, sur toute algèbre de Hopf H graduée onnexe il est possible
de dérire un proédé de renormalisation diretement apparenté à l'algorithme de Bogoliubov,
Parasiuk, Hepp et Zimmermann (BPHZ) ([6, 23, 41℄). Le adre est le suivant : pour toute
algèbre ommutative unitaire A munie d'un shéma de renormalisation, 'est-à-dire d'une
déomposition A = A−⊕A+ où A− et A+ sont deux sous-algèbres, ave l'unité dans A+, tout
aratère ϕ : H → A admet une unique déomposition de Birkho en deux aratères ϕ− et
ϕ+ :
ϕ = ϕ∗−1− ∗ ϕ+
où ϕ−(Ker ε) ⊂ A− et ϕ+(H) ⊂ A+ (on désigne par ε la ounité). L'etoile ∗ désigne le produit
de onvolution. Un exemple de shéma de renormalisation est donné par les series de Laurent
en une variable omplexe z, la sous-algèbre A+ désigne alors C[[z]] et A− désigne l'espae
z−1C[z−1] des polynmes en z−1 sans terme onstant (shéma minimal). La valeur renormali-
sée du aratère ϕ est dénie par ϕ+(0), qui par dénition existe.
Cette approhe est utilisée maintenant ouramment en théorie quantique des hamps (QFT)
[34℄ et en plusieurs autres domaines des mathématiques, par exemple en théorie des nombres
[31℄, en systèmes dynamiques [32℄, et.
Dans notre travail de thèse, nous nous intéressons à la renormalisation de Connes et Kreimer
dans le ontexe des algèbres de Hopf de graphes de Feynman spéiés. De manière informelle,
un graphe spéié est un graphe dont haque omposante onnexe est munie d'un indie qui
sert à disriminer ertains types de sommets. Nous onstruisons une struture d'algèbre de
Hopf HT sur l'espae des graphes de Feynman spéiés d'une théorie quantique des hamps T .
Nous dénissons enore un dédoublement D˜T de la bigèbre de graphes de Feynman spéiés,
un produit de onvolution > et un groupe de aratères de ette algèbre de Hopf à valeurs
dans une algèbre ommutative qui prend en ompte la dépendane en les moments extérieurs.
Nous mettons en plae alors la renormalisation dérite par A. Connes et D. Kreimer en [10℄
et la déomposition de Birkho pour deux shémas de renormalisation : le shéma minimal de
renormalisation et le shéma de développement de Taylor.
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A la n nous rappelons la dénition des intégrales de Feynman assoiées à un graphe. Nous
montrons en appliquant la regularisation dimensionnelle que es intégrales sont holomorphes
en une variable omplexe D dans le as des fontions de Shwartz, et qu'elles s'étendent en
une fontion méromorphe dans le as des fontions rationnelles. Nous pouvons ainsi donner un
sens à nos intégrales de Feynman en utilisant l'algorithme BPHZ.
Notre travail de thèse est déomposé en quatre hapitres : Dans le premier hapitre, nous
donnons des généralités sur les algèbres de Hopf et la renormalisation. Nous ommençons
par dénir les notions d'algèbre, ogèbre, bigèbre, produit de onvolution, algèbre de Hopf et
antipode en donnant quelques exemples à la n, ensuite nous dérivons le shéma de renorma-
lisation ainsi que la déomposition de Birkho d'un aratère d'une algèbre de Hopf à valeurs
dans une algèbre ommutative.
Rappelons ii l'approhe de Connes et Kreimer pour déterminer le groupe de renormali-
sation et la fontion Bêta liés à la bidérivation de graduation d'une algèbre de Hopf graduée
onnexe H dénie par Y : H → H, donnée par Y (x) = nx pour x homogène de degré n.
L'opérateur de Dynkin D est déni par :
D = S ∗ Y,
où S est l'antipode de H. Soit GA le groupe des aratères de H à valeurs dans l'algèbre
ommutative A = C[z−1, z]] munie de shéma minimal de renormalisation. L'ensemble des
aratères loaux est déni par :
GlocA = {ϕ ∈ GA,
d
dt
(ϕt)− = 0}.
Le groupe de renormalisation d'un aratère loal ϕ est déni par :
Ft(ϕ)(x) = lim
z−→0
(ϕ∗−1 ∗ ϕt)(x)(z).
La fontion Bêta, le générateur de e groupe à un paramètre dénie par :
β(ϕ)(x) :=
d
dt
∣∣t=0Ft(ϕ)(x),
est donnée par les formules suivantes :
β(ϕ) = Res(ϕ∗−1− ◦ Y )
= −Res(ϕ− ◦ Y ).
Dans le deuxième hapitre nous dénissons des objets analogues pour d'autres bidérivations
que la graduation Y . Une famille de bidérivations apparaît dans la situation suivante : On
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suppose qu'il existe deux algèbres de Hopf graduées onnexes H et K en interation, K étant un
omodule-ogèbre surH. Plus préisément on suppose qu'il existe une oationΦ : H −→ K⊗H
qui est en même temps un morphisme d'algèbres graduées, et telle que :
(IdK⊗∆H) ◦ Φ = m
1,3 ◦ (Φ⊗ Φ) ◦∆H,
où m1,3 : K ⊗H⊗K⊗H −→ K⊗H⊗H est déni par :
m1,3(a⊗ b⊗ c⊗ d) = ac⊗ b⊗ d,
et Φ s'exprime en notation de Sweedler pour tout x ∈ H par :
Φ(x) =
∑
(x)
x0 ⊗ x1 = 1K ⊗ x+
∑
(x)
x(
′) ⊗ x(
′′).
Cette situation se renontre naturellement dans le as de l'algèbre de Hopf HCK des arbres
enrainés [7℄, et dans le as plus général de l'algèbre de Hopf des graphes de Feynman orientés
sans yles [29℄. Le groupe GKA des aratères de K (à valeurs dans A) agit alors par automor-
phismes sur le groupe GA des aratères de H. Tout aratère innitésimal α : K → A dénit
alors une bidérivation Bα de l'algèbre de Hopf H, qui peut jouer le rle de la graduation Y .
Nous montrons que les aratères loaux, le groupe de renormalisation et la fontion Bêta
peuvent être dénis de la même manière que pour la bidérivation Y . En eet, pour tout
ϕ ∈ GA on dénit un groupe à un paramètre θt,α d'automorphismes de GA :
θt,α(ϕ)(x)(z) = (exp
⋆tzα ⋆ ϕ)(x)(z).
Cette formule dénit également un sous-groupe à un paramètre d'automorphismes de l'algèbre
(L(H,A), ∗). On note :
ϕt,α := θt,α(ϕ).
La déomposition de Birkho de ϕt,α s'érit :
ϕt,α = (ϕt,α)
∗−1
− ∗ (ϕt,α)+.
On note GαA l'ensemble des aratères ϕ de H à valeurs dans A qui vérient :
d
dt
(ϕt,α)− = 0.
Nous dénissons alors l'analogue de l'opérateur de Dynkin Eα par :
Eα := S ∗Bα.
L'analogue ϕ 7−→ ϕ ◦ Eα de la omposition à droite par l'operateur de Dynkin S ∗ Y n'est
toutefois pas une bijetion des aratères de H vers les aratères innitisémaux. Cela vient du
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fait que KerBα est non trivial (il ontient tous les éléments primitifs), ontrairement à Ker Y
qui se réduit à l'unité de H.
Pour tout ϕ ∈ GA nous dénissons une famille à un paramètre ht,α dans GA telle que :
ϕt,α = ϕ ∗ ht,α,
et nous montrons que pour tout ϕ ∈ GαA, le terme onstant de ht,α deni par :
Ft,α(ϕ)(x) = lim
z−→0
ht,α(x)(z)
est un sous-groupe à un paramètre de GA ∩L(H,C), et que l'analogue βα de fontion Bêta, le
générateur de groupe à un paramètre Ft,α, 'est-á-dire l'élément de H
∗
déni par :
βα(ϕ) :=
d
dt
∣∣t=0Ft,α(ϕ),
est liée au résidu de ϕ− ◦Bα. Nous montrons que
βα(ϕ) = Res(ϕ
∗−1
− ◦Bα)
= −Res(ϕ− ◦Bα).
Dans le troisième hapitre nous étudions les graphes de Feynman et leurs strutures exté-
rieures. Nous nous intéressons à l'algèbre de Hopf des graphes de Feynman speiés étudiées
par A. Connes et D. Kreimer dans [10℄. Dans la première partie nous étudions le as plus simple
des algèbres de Hopf des graphes de Feynman loalement irrédutibles à une partiule (1PI),
en négligeant dans un premier temps la spéiation. En premier lieu on se donne une théorie
des hamps T (par exemple ϕ3 [10℄, ϕ4 [38℄, QCD et QED [38℄, [39℄ ...) qui donne naissane à
des graphes de Feynman de type determiné par T : le type d'un sommet est déterminé par le
type des arêtes qui lui sont adjaentes. Nous onstruisons alors une struture de bigèbre H˜T
ommutative sur l'espae des graphes de T loalement 1PI. Le oproduit est donné par :
∆(Γ) =
∑
γ⊆Γ
Γ/γ∈T
γ ⊗ Γ/γ,
où la somme parourt tous les sous-graphes ouvrants loalement 1PI de Γ, tels que le sous-
graphe ontraté Γ/γ soit dans la théorie T (autrement dit, les sous-graphes superiellement
divergents loalement 1PI [2℄). L'algèbre de Hopf HT est obtenue en prenant le quotient de
la bigèbre H˜T i dessus par l'idéal engendré par 1− Γ où l'unité 1 est le graphe vide et Γ est
un graphe 1PI sans arêtes internes. Ensuite nous introduisons la spéiation : on est en eet
amené en théorie quantique des hamps à distinguer entre plusieurs sommets de même type.
Par exemple les listes des sommets admis en théorie ϕ3 et QED sont respetivement :
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{
0
,
1
, } et {
0
,
1
, ,
1
}.
La ontration d'un sous-graphe sur un point pose alors un problème. Par exemple en théorie
ϕ3, si on ontrate le sous-graphe à l'intérieur du graphe , va-t-on obtenir :
0
ou
1
?
De même en QED, la ontration de sous-graphe dans donne-t-elle :
0
ou
1
?
On y remédie en introduisant les graphes spéiés Γ¯ = (Γ, i) où i est un multi-indie qui
repère le type de résidu de Γ, 'est-à-dire le sommet obtenu en ontratant le graphe sur un
point (exemple res = ). La formule du oproduit pour la bigèbre H˜T des graphes
spéiés s'erit alors :
∆(Γ¯) =
∑
γ¯⊆Γ¯
Γ¯/γ¯∈T
γ¯ ⊗ Γ¯/γ¯,
où la somme porte sur les sous-graphes ouvrants spéiés γ¯ = (γ, j) loalement 1PI (voir la
dénition 27), tels que le graphe ontraté (Γ/(γ, j), i) appartient à la théorie T . Ii j est un
multi-indie qui repère le résidu de haune des omposantes onnexes de γ. L'algèbre de Hopf
HT est là enore obtenue en identiant les graphes spéiés sans arêtes internes à l'unité.
Dans la deuxième partie de e hapitre, nous nous intéressons aux strutures extérieures.
Les règles de Feynman assoieront à haque graphe une fontion qui dépend des moments
assoiés à haque demi-arête du graphe, ave les ontraintes pe + pe′ = 0 pour haque arête
interne (ee′) et
∑
e∈st(v)
pe = 0 pour tout sommet v, où st(v) est l'ensemble des demi-arêtes
adjaentes à v. Les règles de Feynman Φ dépendent des types ranés de sommets, mais ne
dépendent pas de la spéiation du graphe. Les types ranés de sommets se ombinent de la
façon suivante : Par exemple, en théorie ϕ3,
0
et
1
se ombinent en l'arête
[10℄ :
Φ(
0
) + Φ(
1
) = Φ( ).
De même en QED nous avons :
Φ( ) = Φ( ),
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et
Φ(
0
) + Φ(
1
) = Φ( ).
Considérant les relations i-dessus, nous pouvons hoisir un seul type de sommet bivalent pour
ϕ3 de même en QED nous pouvons hoisir l'arête életron, et éliminer le sommet bivalent
pour l'arête photon : e sont les onventions adoptées dans [39℄. Nous avons hoisi de ne pas
onsidérer ette simpliation, an de suivre [10℄ de plus près.
Nous introduisons un semi-groupe de aratères G de H˜T à valeurs dans une ertaine algèbre
ommutative B, et un produit de onvolution ⊛ sur G. Nous retrouvons alors la renormalisa-
tion derite par A.Connes et D.Kreimer dans [10℄, en remplaçant B par A := B([z−1, z]]) et
en montrant que haque élément de G admet une unique déomposition de Birkho pour le
shéma minimal de renormalisation A = A− ⊕ A+, ave A+ := B[[z]] et A− := z
−1B[z−1].
L'interêt de la onstrution presentée ii est le aratère purement ombinatoire de la bigèbre
H˜T et de l'algèbre de Hopf HT , toute l'analyse étant deplaée dans l'algèbre-ible A.
Dans le dernier hapitre nous nous intéressons aux règles de Feynman proprement dites,
données par l'intégration de es fontions sur les moments intérieurs. Nous ommençons par
dénir le dédoublement D˜T de la bigèbre des graphes de Feynman spéiés. C'est l'espae
vetoriel engendré par les ouples (Γ¯, γ¯) où Γ¯ est un graphe spéié loalement 1PI de la
théorie T , γ¯ ⊂ Γ¯ loalement 1PI et Γ¯/γ¯ est un graphe spéié de T , et nous onsidérons le
oproduit suivant :
∆(Γ¯, γ¯) =
∑
δ¯⊆γ¯
γ¯/δ¯∈T
(Γ¯, δ¯)⊗ (Γ¯/δ¯, γ¯/δ¯).
Nous dénissons alors le produit de onvolution > sur les éléments de l'algèbre de Hopf DT à
valeurs dans une algèbre d'endomorphismes munie d'un produit ommutatif • ompatible ave
la omposition ◦, qui prend en ompte la dépendane en les moments extérieurs :
ϕ> ψ := ⋄(ϕ⊗ ψ)∆,
où ⋄ désigne l'opposé du produit de omposition ◦. Autrement dit, pour tous graphes spéiés
γ¯, Γ¯ tels que γ¯ ⊂ Γ¯ on a :
(ϕ> ψ)(Γ¯, γ¯) =
∑
δ¯⊆γ¯
γ¯/δ¯∈T
ψ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ(Γ¯, δ¯).
Nous retrouvons alors la renormalisation telle qu'elle est formulée par A. Smirnov [36, 8.5,
8.6℄, en adoptant l'approhe d'A. Connes et D. Kreimer pour deux shémas de renormalisation :
le shéma minimal de renormalisation et le shéma de développement de Taylor.
Nous nous intéressons ensuite aux intégrales de Feynman qui sont en général divergentes.
12
Nous utilisons une approhe algébrique pour réinterpréter l'approhe de Smirnov [36, 8℄ dans
le formalisme de Connes-Kreimer, en utilisant l'algèbre de Hopf DT et une algèbre-ible qui
n'est pas ommutative, en raison de la omposition des opérateurs. Nous utilisons le proédé de
la regularisation dimensionnelle pour onstruire les intégrales D-dimensionnelles, qui onsiste
à érire les intégrales divergentes que nous avons à régulariser de manière à e que la dimension
de l'espae-temps physique d puisse être remplaée par un nombre omplexe quelonque D.
Nous suivons l'approhe de P. Etingof [19℄ (voir aussi [33℄). Soient alors V l'espae-temps de
dimension d et Γ un graphe de Feynman ave m arêtes extérieures et q1, · · · , qm ∈ V les
moments orrespondants, et ave n − m boules (n ≥ m). L'amplitude de e graphe s'érit
sous la forme :
I(q1···qm)(f) :=
∫
V n−m
f(q1 · · · qn)dqm+1 · · · dqn.
Soient Γ, γ et δ trois graphes de Feynman tels que δ ⊆ γ ⊆ Γ, on désigne par :
E := E(Γ), F := E(Γ/δ) et G := E(Γ/γ) = E(Γ/δ
/
γ/δ),
les espaes vetoriels engendrés par les demi-arêtes des trois graphes Γ, Γ/δ et Γ/γ respeti-
vement. On désigne par S2E∗ de l'espae vetoriel des formes bilinéaires symétriques sur E,
par S¯2+E
∗
le sous ensemble des formes bilinéaires semi-dénies positives sur E, et par S2+E
∗
le sous ensemble des formes bilinéaires dénies positives sur E, et par S(S¯2+E
∗) et S(S2E∗)
respetivement le deux espaes de Shwartz des fontions sur S¯2+E
∗
et S2E∗. On adopte les
notations analogues pour F et G. On onsidère le n-uplet q := (q1, · · · , qn), où qj ∈ R
d
, omme
un élément de l'espae vetoriel Hom(E,Rd). Le m-uplet (q1, · · · , qm) n'est autre que la restri-
tion q|F ∈ Hom(F,R
d). La forme bilinéaire q∗(β) ∈ S¯2+E
∗
est la tirée en arrière de β ∈ (S2+R
d)∗.
Nous dénissons alors l'intégrale d'une fontion f dénie sur S¯2+E
∗
par :
Id
∣∣
k∗β
(f) =
∫
{q∈Hom(E,Rd)/q|F=k}
f(q∗β)dq.
Nous montrons que pour tout A dans S2+E
∗
, pour tout B dans S2+E et pour φB(A) :=
exp(−tr(AB)) on a :
Id
∣∣
C
(φB) = π
(n−m)d/2 exp(− tr(C.BF
∗
)).(detBF⊥)
−d/2.
Nous montrons l'existene de l'intégraleD-dimensionnelle à un paramètre (ID)D∈C : S(S¯
2
+E
∗) −→
O(C,S(S¯2+F
∗)) dénie par :
ID
∣∣
C
(φB) = π
(n−m)D/2 exp(− tr(C.BF
∗
)).(detBF⊥)
−D/2.
Nous dénissons alors l'intégrale IDΓ,δ : S(S¯
2
+E
∗) −→ S(S¯2+F
∗) pour tout C ∈ S2+F
∗
et f ∈
S(S¯2+E
∗), par :
IDΓ,δ(f)(C) := I
D
∣∣
C
(f),
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ette expression est holomorphe en D.
Nous montrons que pour tous graphes Γ, γ et δ tels que δ ⊆ γ ⊆ Γ on a :
IDΓ,γ = I
D
Γ,δ ◦ I
D
Γ/δ,Γ/γ .
Soit F(S¯2+E
∗) l'espae de fontions de type Feynman sur S¯2+E
∗
et par F˜(S¯2+E
∗) l'espae
de fontions sur C × S¯2+E
∗
, méromorphes en la première variable, égales à IDE′,E(g) pour une
ertaine fontion g ∈ F(S¯2+E
′∗), où E ′ est un espae vetoriel ontenant E. L'intégrale de
Feynman I˜DΓ,γ est dénie omme suit :
I˜DΓ,γ : F˜(S¯
2
+E
∗) −→ F˜(S¯2+F
∗)
f 7−→ I˜DΓ,δ(f) := I
D
E,F (f),
et s'étend en une fontion méromorphe de D.
Les règles de Feynman proprement dites sont dénies pour U = E(resΓ) par :
I˜Γ,Γ
(
ϕ(Γ)
)
∈ F˜(S¯2+U
∗),
où ϕ(Γ) est l'intégrande déni par la formule :
ϕ(Γ)(p) =
∏
v∈V(Γ)
gv
∏
{e,σ(e)},σ(e)6=e
Geσ(e)(p
∗β(e, e))
∏
σ(e)=e
Ge(p
∗β(e, e)),
où gv est la onstante de ouplage assoiée à haque sommet et Geσ(e) est un propagateur
assoiée à haque arête et qui tient ompte de la théorie et de type de l'arête (eσ(e)).
Soit G le groupe des aratères de DT à valeurs dans une ertaine algèbre ommutative A
(voir [6.1 ; 6.3℄), munit du shéma minimal de renormalisation. Nous montrons que haque
élément ϕ de G admet une unique déomposition de Birkho ompatible ave le shéma de
renormalisation hoisi :
ϕ = ϕ>−1− > ϕ+,
ave :
ϕ−(Γ¯, γ¯) = −P
(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
,
ϕ+(Γ¯, γ¯) = (I − P )
(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
.
Ces formules onstituent le adre algébrique de l'approhe de Smirnov [36, 8.2℄. Les règles
de Feynman dénissent alors un élément I˜ de G :
I˜ : D˜T −→ A (Γ, γ) 7−→ I˜(Γ, γ) := I˜
D
Γ,γ,
tel que : I˜ = I˜>−1− > I˜+,
où I˜− est le aratère des ontretermes et I˜+ est le aratère renormalisé évalué en D = d.
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Chapitre 1
Algèbres de Hopf et renormalisation
Nous donnons dans e hapitre des généralités sur les algèbres de Hopf et la renormalisation.
Nous ommençons par dénir les notions d'algèbre, ogèbre, bigèbre, produit de onvolution,
algèbre de Hopf et antipode en donnant quelques exemples à la n, ensuite nous dérivons
le shema de renormalisation ainsi que la déomposition de Birkho d'un aratère d'une
algèbre de Hopf à valeurs dans une algèbre ommutative. Nous utilisons dans e hapitre les
réferenes suivantes [1℄,[27℄, [21℄, [37℄ et [24℄. Dans toute la suite, on désigne par k un orps de
aratéristique nulle.
1 Algèbres, Cogèbres et Bigèbres
1.1 Produit tensoriel
Soit A et B deux espaes vetoriels sur k. Le produit tensoriel A⊗B est un espae vetoriel
sur k qui satisfait la propriété universelle suivante : il existe une appliation bilinéaire
i : A×B −→ A⊗ B
(a, b) 7−→ a⊗ b
telle que pour tout k-espae vetoriel C et pour toute appliation bilinéaire f : A × B −→ C
il y a une unique appliation linéaire f˜ : A ⊗ B −→ C telle que f = f˜ ◦ i, i.e le diagramme
suivant est ommutatif :
A×B
f

i // A⊗ B
f˜yysss
ss
ss
ss
ss
C
Si (ei)i∈I est une base de A et (fj)j∈J est une base de B, alors (ei ⊗ fj)i∈I,j∈J est une base
de A⊗ B.
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1.2 Algèbres et modules
Dénition 1. Une k-algèbre est un k-espae vetoriel A muni d'une appliation bilinéaire :
m : A⊗A −→ A
qui est assoiative i.e :
m ◦ (m⊗ Id) = m ◦ (Id⊗m). (1.1)
L'assoiativité est exprimée enore par le diagramme ommutatif suivant :
A⊗A⊗A
Id⊗m //
m⊗Id

A⊗A
m

A⊗A m
// A
L'algèbre A est unitaire si de plus elle est munie d'une unité 1 qui induit une appliation
linéaire :
u : k −→ A
λ 7−→ λ1
satisfaisant :
m ◦ (u⊗ Id) = Id = m ◦ (Id⊗ u), (1.2)
qui se traduit enore par la ommutativité du diagramme suivant :
k ⊗A
Id
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
u⊗Id // A⊗A
m

A⊗ k
Id⊗uoo
Id
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
A
Proposition 1. L'algèbre A est ommutative si et seulement si :
m ◦ τ = m, (1.3)
où τ : A⊗A −→ A⊗A est la volte, dénie par τ(a⊗ b) = b⊗ a.
Algèbre tensorielle
Pour tout n ≥ 1, on note V ⊗n = V ⊗ · · · ⊗ V . Par onvention V ⊗0 = k. Les éléments de V ⊗n
sont des ombinaisons linéaires de tenseurs de longueur n d'éléments de V . L'algèbre tensorielle
de V est déni par :
T (V ) =
∞⊕
n=0
V ⊗n. (1.4)
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Les éléments de T (V ) sont des ombinaisons linéaires de tenseurs d'éléments de V de longueur
quelonque. Nous denissons une struture d'algèbre sur T (V ), le produit étant donné par la
onatenation.
T (V )× T (V ) −→ T (V )
(v1 · · · vn, w1 · · ·wk) 7−→ v1 · · · vnw1 · · ·wk.
Remarque 1. Si A et B sont deux algèbres unitaires, on dénit une struture d'algèbre unitaire
sur A⊗ B de la manière suivante :
(x1 ⊗ y1).(x2 ⊗ y2) = x1x2 ⊗ y1y2
L'unité 1A⊗B est donnée par 1A ⊗ 1B et la multipliation est donnée par :
mA⊗B = (mA ⊗mB) ◦ τ23,
où τ23 : A⊗B⊗A⊗B −→ A⊗A⊗B⊗B est déni en permutant les termes intermédiaires :
τ23(x1 ⊗ y1 ⊗ x2 ⊗ y2) = x1 ⊗ x2 ⊗ y1 ⊗ y2.
Dénition 2. Soient A et B deux algèbres et Φ : A −→ B une appliation linéaire. On dira
que Φ est un morphisme d'algèbres unitaires si :
mB ◦ (Φ⊗ Φ) = Φ ◦mA, (1.5)
'est-à-dire si le diagramme i-dessous ommute :
A⊗A
Φ⊗Φ //
mA

B ⊗ B
mB

A
Φ
// B
et si :
Φ ◦ uA = uB,
'est-à-dire si le diagramme i-dessous ommute :
k
uB
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
uA // A
Φ

B
Dénition 3. Soit A = (A, m, u) une algèbre unitaire.
1. Un sous-espae vetoriel I ⊂ A est dit sous-algèbre unitaire de A si :
m(I ⊗ I) ⊂ I et u(k) ⊂ I.
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2. Un sous-espae vetoriel J ⊂ A est dit idéal à gauhe de A si :
m(A⊗J ) ⊂ J .
3. un sous espae vetoriel J ⊂ A est dit idéal à droite de A si :
m(J ⊗A) ⊂ J .
4. Un sous-espae vetoriel J ⊂ A est dit idéal bilatère de A si :
m(A⊗ J + I ⊗A) ⊂ I.
5. Un A-module à gauhe est un k-espae vetoriel M muni d'une appliation
α : A⊗M −→M
satisfaisant les deux axiomes suivants :
α ◦ (m⊗ Id) = α ◦ (Id⊗ α), (1.6)
'est-à-dire si le diagramme i-dessous ommute :
A⊗A⊗M
Id⊗α //
m⊗Id

A⊗M
α

A⊗M α
//M
et :
α ◦ (u⊗ Id) = IdM. (1.7)
'est-à-dire si le diagramme i-dessous ommute :
k ⊗M
Id
))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
u⊗IdM // A⊗M
α

M
Un A-module à droite est déni d'une manière similaire en remplaant A⊗M parM⊗A.
1.3 Cogèbres
Dénition 4. Une k-ogèbre est un k-espae vetoriel C muni d'une appliation linéaire, qu'on
l'appelle oproduit, ∆ : C −→ C ⊗ C qui est oassoiative i.e :
(∆⊗ Id) ◦∆ = (Id⊗∆) ◦∆. (1.8)
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La oassoiativité est donnée enore par le diagramme ommutatif suivant :
C
∆

∆ // C ⊗ C
∆⊗Id

C ⊗ C
Id⊗∆
// C ⊗ C ⊗ C
Une ogèbre est o-unitaire si de plus elle est munie d'une o-unité ε : C −→ k satisfaisant :
(ε⊗ Id) ◦∆ = IdC = (Id⊗ ε) ◦∆. (1.9)
qui se traduit enore par la ommutativité du diagramme suivant
k ⊗ C C ⊗ C
ε⊗Idoo Id⊗ε // C ⊗ k
C
Id
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
∆
OO
Id
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
Remarque 2. Remarquons que les axiomes des ogèbres sont obtenus en dualisant les axiomes
des algèbres 'est-à-dire en inversant les èhes des diagrammes ommutatifs.
Notation de Sweedler. Le oproduit d'un élément est don une somme nie d'éléments
indéomposables. Pour dérire le oproduit, on utilise la notation suivante :
∆(x) =
∑
(x)
x1 ⊗ x2. (1.10)
Dénition 5. La ogèbre C est oommutative si et seulement si :
τ ◦∆ = ∆
où τ : C ⊗ C −→ C ⊗ C est la volte.
Remarque 3. En utilisant la notation de Sweedler :
∆(x) =
∑
(x)
x1 ⊗ x2,
la oassoiativité de ∆ s'érit :∑
(x)
(x1)1 ⊗ (x1)2 ⊗ x2 =
∑
(x)
x1 ⊗ (x2)1 ⊗ (x2)2
et la oommutativité s'érit : ∑
(x)
x1 ⊗ x2 =
∑
(x)
x2 ⊗ x1
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A tout espae vetoriel V , nous pouvons assoier sa ogèbre tensorielle T c(V ), isomorphe
à T (V ) en tant qu'espae vetoriel. Le oproduit est donné par la déonatenation :
∆(v1 · · · vn) =
n∑
p=0
v1 · · · vp
⊗
vp+1 · · · vn. (1.11)
La o-unité est la projetion anonique sur k.
Remarque 4. Si C et D sont deux ogèbres o-unitaires, on dénit une struture de ogèbre
o-unitaire sur C ⊗ D de la manière suivante : le oproduit est donné par
∆C⊗D = τ23 ◦ (∆C ⊗∆D), (1.12)
où τ23 es la volte dénie en permutant les termes intermédiaires et la o-unité εA⊗B est donnée
par :
εA⊗B = εA ⊗ εB
Dénition 6. Soient C et D deux ogèbres et Φ : C −→ D une appliation linéaire. On dira
que Φ est un morphisme de ogèbres o-unitaires si :
∆D ◦ Φ = (Φ⊗ Φ) ◦∆C , (1.13)
'est-à-dire si le diagramme i-dessous ommute :
C Φ //
∆C

D
∆D

C ⊗ C
Φ⊗Φ
// D ⊗D
et si :
εD ◦ Φ = εC, (1.14)
'est-à-dire si le diagramme i-dessous ommute :
C
εC
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
Φ // D
εD

k
Dénition 7. Soit C une ogèbre.
1. Un sous-espae vetoriel V ⊂ C est dit sous-ogèbre de C si :
∆(V) ⊂ V ⊗ V
2. Un sous-espae vetoriel V ⊂ C est dit o-idéal à gauhe de C si :
∆(V) ⊂ C ⊗ V.
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3. Un sous-espae vetoriel V ⊂ C est dit o-idéal à droite de C si :
∆(V) ⊂ V ⊗ C.
4. Un sous-espae vetoriel J ⊂ C est dit o-idéal bilatère de C si :
∆(V) ⊂ V ⊗ C + C ⊗ V,
et
ε(V) = (0).
5. Un C-omodule à gauhe est un k-espae vetoriel M muni d'une appliation
Ψ :M−→ C ⊗M,
satisfaisant les deux axiomes suivants :
(∆⊗ IdM) ◦Ψ = (Id⊗Ψ) ◦Ψ (1.15)
et
(ε⊗ IdM) ◦Ψ = IdM. (1.16)
'est-à-dire les deux diagrammes suivants sont ommutatifs :
C ⊗ C ⊗M C ⊗M
Id⊗Ψoo
C ⊗M
∆⊗IdM
OO
M
Ψ
oo
Ψ
OO
k ⊗M A⊗M
ε⊗IdMoo
M
Id
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
Ψ
OO
En termes de la notation de Sweedler la oation Ψ s'érit sous la forme :
Ψ(x) =
∑
(x)
x1 ⊗ x0,
ave x0 ∈ M et x1 ∈ C et la propriété de omodule à gauhe s'érit :∑
(x)
(x1)1 ⊗ (x1)2 ⊗ (x0) =
∑
(x)
(x1)⊗ (x0)1 ⊗ (x0)0.
Un C-omodule à droite est déni d'une manière similaire en remplaant C ⊗ M par
M⊗C.
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1.4 Bigèbres
Dénition 8. Une bigèbre unitaire o-unitaire est un k-espae vetoriel H muni d'une stru-
ture d'algèbre unitaire (H, m, u) et d'une struture de ogèbre o-unitaire (H,∆, ε) ave une
ompatibilité entre les lois donnée par le fait que ∆ et ε sont des morphismes d'algèbres uni-
taires ou, de manière équivalente m et u sont des morphismes de ogèbres o-unitaires. La
ompatibilité entre les lois peut se traduit par les diagrammes ommutatifs suivants :
H⊗H⊗H⊗H
m′
,,
τ23 //H⊗H⊗H⊗H
m⊗m

H⊗H
∆′
22
∆⊗∆
OO
m
//H
∆
//H⊗H
H⊗H
m

ε⊗ε // k ⊗ k
Id

H ε
// k
H⊗H k ⊗ k
u⊗uoo
H
∆
OO
ku
oo
Id
OO
Dénition 9. Soit H une bigèbre et x un élément H.
1. x est dit élément de type groupe ou grouplike, si x non nul et ∆(x) = x⊗ x.
2. x est dit élément primitif si, ∆(x) = 1⊗ x+ x⊗ 1.
L'ensemble des éléments primitifs de H est noté Prim(H).
Dénition 10. Soit H une bigèbre.
1. Un sous-espae vetoriel I ⊂ C est une sous-bigèbre de H si I est un sous-algèbre et une
sous-ogèbre de H.
2. Un sous-espae vetoriel J ⊂ A est un bi-idéal de H si J est un idéal et un o-idéal de
H.
Dénition 11. Soient H et H′ deux bigèbres et Φ : H −→ H′. On dira que Φ est un morphisme
de bigèbres si Φ est un morphisme d'algèbres et de ogèbres.
2 Algèbres de Hopf graduées onnexes
2.1 Convolution et algèbres de Hopf
Proposition 2. Soit C = (C; ∆; ε) une ogèbre o-unitaire et A = (A;m; u) une algèbre uni-
taire. L'espae vetoriel Hom(C,A) est munie d'une struture d'algèbre de la manière suivante :
si f, g ∈ Hom(C,A),
f ∗ g = m ◦ (f ⊗ g) ◦∆. (1.17)
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Autrement dit, pour tout x ∈ C :
f ∗ g(x) =
∑
(x)
f(x1)g(x2). (1.18)
Ce produit est appelé produit de onvolution. L'unité est l'appliation i : x −→ ε(x)1A.
Preuve. L'assoiativité du produit de onvolution ∗ est une onséquene immédiate de l'asso-
iativité du produit m et la oassoiativité de oproduit ∆.
Dénition 12. Soit H une bigèbre. On dira que H est une algèbre de Hopf si IdH possède un
inverse dans l'algèbre de onvolution Hom(H,H). L'unique inverse de IdH est appelé antipode
de H et il est noté en général S. Autrement dit, H est une algèbre de Hopf s'il existe une
appliation linéaire S : H −→ H telle que le diagramme suivant ommute :
H⊗H
S⊗IdH //H⊗H
m
##●
●●
●●
●●
●●
H
∆
;;✇✇✇✇✇✇✇✇✇ ε //
∆
##●
●●
●●
●●
●●
k
u //H
H⊗H
IdH⊗S //H⊗H
m
;;✇✇✇✇✇✇✇✇✇
Autrement dit, pour tout x ∈ H :∑
(x)
S(x1)x2 = ε(x)1 =
∑
(x)
x1S(x2).
Dénition 13. Soit H une algèbre de Hopf et I un sous-espae de H.
1. On dira que I est une sous-algèbre de Hopf de H si 'est une sous-bigèbre de H et
S(I) ⊂ I.
2. On dira que I est un idéal de Hopf de H si 'est un bi-idéal et si S(I) ⊂ I.
Dénition 14. Soient H et H′ deux algèbres de Hopf. Soit Φ : H −→ H′ une appliation
linéaire. On dira que Φ est un morphisme d'algèbres de Hopf si Φ est un morphisme de bigèbres
et Φ ◦ SH = SH′ ◦ Φ.
Remarque 5. La propriété Φ ◦ SH = SH′ ◦ Φ peut être éliminée, en fait si H et H
′
deux
algèbres de Hopf et si Φ : H −→ H′ est un morphisme de bigèbres, alors automatiquement on
a Φ ◦ SH = SH′ ◦ Φ.
Proposition 3. ([37℄) Soit (H, m, u,∆, ε, S) une algèbre de Hopf, alors on a :
1. S ◦ u = u et ε ◦ S = ε.
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2. S est un antimorphisme d'algèbres et un antimorphisme de ogèbres, i.e. si τ est la volte
on a :
m ◦ (S ⊗ S) ◦ τ = S ◦m, τ ◦ (S ⊗ S) ◦∆ = ∆ ◦ S.
3. Si H est ommutative ou oommutative, alors S2 = IdH.
Pour une preuve détaillée de ette proposition, voir [37℄, [27℄ ou [25℄.
Proposition 4. ([37℄) Soit (H, m, u,∆, ε, S) une algèbre de Hopf.
1. Si x est un élément primitif de H alors ε(x) = 0 et S(x) = −x.
2. Prim(H) est une algèbre de Lie.
Preuve. 1. Soit x ∈ Prim(H) alors on a :
(ε⊗ ε) ◦∆(x) = (ε⊗ ε)(x⊗ 1+ 1⊗ x)
= 2ε(x)ε(1)
= 2ε(x).
Comme on a : (ε⊗ ε) ◦∆(x) = ε(x), on en déduit que ε(x) = 0.
De plus on a :
m(S ⊗ Id) ◦∆(x) = u ◦ ε(x)
Don : S(x) + x = 0, et par suite : S(x) = −x.
2. Soit x, y ∈ Prim(H). Il sut de montrer que [x, y] = xy − yx est un élément primitif.
∆([x, y]) = ∆(xy − yx) = ∆(x)∆(y)−∆(y)∆(x)
= (x⊗ 1 + 1⊗ x)(y ⊗ 1+ 1⊗ y)− (y ⊗ 1+ 1⊗ y)(x⊗ 1 + 1⊗ x)
= xy ⊗ 1+ 1⊗ xy − yx⊗ 1− 1⊗ yx
= (xy − yx)⊗ 1+ 1⊗ (xy − yx).
Ce qui prouve la proposition.
2.2 Graduation
Dénition 15. Une algèbre de Hopf graduée sur k est un k-espae vetoriel gradué :
H =
⊕
n≥0
Hn (1.19)
muni d'un produit m : H ⊗ H −→ H, un oproduit ∆ : H −→ H ⊗ H, le tout veriant les
axiomes d'une algèbre de Hopf [37℄, et tel que :
m(Hp ⊗Hq) ⊂ Hp+q,
∆(Hn) ⊂
⊕
p+q=n
Hp ⊗Hq,
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2.3 Dual gradué
Soit V =
⊕
n≥0
Vn un espae gradué. Soit n ≥ 0. Alors V
∗
n s'identie au sous espae suivant
de V ∗ :
V ∗n ≈ {f ∈ V
∗/f(Vk) = (0) si k 6= n}.
Par la suite, on identiera les deux et on pourra érire V ∗n ⊆ V
∗
.
Dénition 16. Soit V un espae gradué. Le dual gradué de V est le sous-espae suivant de
V ∗ :
V ◦ :=
∞⊕
n=0
V ∗n .
Remarque 6. Lorsque haque Vn est de dimension nie, V
◦◦
est isomorphe à V omme espae
gradué.
2.4 Connexité
Dénition 17. Une algèbre de Hopf graduée H sur k est dite onnexe si sa partie homogène
de degré zéro est de dimension un, 'est-à-dire réduite à k.1, où 1 = u(1) désigne l'unité.
Les algèbres de Hopf graduées onnexes (ommutatives ou non) sont partiulièrement bien
adaptées aux raisonnements par réurrene sur le degré. Cela vient du fait que pour tout
élément x homogène de degré n dans H on peut érire en utilisant la notation de Sweedler :
∆x = x⊗ 1+ 1⊗ x+
∑
(x)
x′ ⊗ x′′, (1.20)
où les x′ et x′′ sont homogènes de degré ompris entre 1 et n− 1. En partiulier l'antipode est
donné gratuitement par l'une des deux formules de réurrene i-dessous :
S(x) = −x−
∑
(x)
S(x′)x′′ (1.21)
S(x) = −x−
∑
(x)
x′S(x′′). (1.22)
La donnée d'une telle algèbre de Hopf H, lorsqu'elle est de plus ommutative, équivaut à
la donnée du shéma en groupes pro-unipotents qui à toute algèbre ommutative unitaire A
assoie le groupe GA des aratères de H à valeurs dans A. Le théorème de Cartier-Milnor-
Moore permet de réupérer l'algèbre de HopfH omme le dual gradué de l'algèbre enveloppante
U(gk) où gk est l'algèbre de Lie du groupe Gk, qui peut se voir omme l'ensemble des aratères
innitésimaux de H à valeurs dans k.
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2.5 Exemples d'algèbres de Hopf
1. Soit G un groupe. Soit kG l'espae vetoriel engendré par les éléments de G. Le produit
de G s'étend en une appliation bilinéaire de kG⊗ kG sur kG. Ainsi kG est une algèbre,
l'unité est donnée par l'élément neutre de G.
On dénit une struture de ogèbre o-unitaire sur kG pour tout gi ∈ G par :
∆
(∑
i
λigi
)
=
∑
i
λigi ⊗ gi.
Sa ounité est donnée par :
ε
(∑
i
λigi
)
= λi
De plus les lois vérient bien les axiomes de ompatibilité :
∆
(∑
i
λigi
∑
j
µjhj
)
=
∑
i,j
λiµjgihj ⊗
∑
i,j
λiµjgihj
=
(∑
i
λigi ⊗
∑
i
λigi
)(∑
j
µjhj ⊗
∑
j
µjhj
)
= ∆
(∑
i
λigi
)
∆
(∑
j
µjhj
)
,
ε
(∑
i
λigi
∑
j
µjhj
)
= ε
(∑
i,j
λiµjgihj
)
= λiµj = ε
(∑
i
λigi
)
ε
(∑
j
µjhj
)
.
L'antipode de kG est déni pour tout g ∈ G par :
S(g) = g−1.
2. Soit V un espae vetoriel et T (V ) l'algèbre tensorielle. il existe une struture d'algèbre
de Hopf oommutative dénie par :
∆(x) = x⊗ 1 + 1⊗ x pour tout x ∈ V.
La o-unité est déni par :
ε(x) = 0 pour x ∈ V.
L'antipode est : S(x1 · · ·xn) = (−1)
nxn · · ·x1.
3. Soit g une algèbre de Lie. L'algèbre enveloppante de g, notée U(g), est le quotient de
T (g) par l'ideal engendré par x⊗ y − y ⊗ x− [x, y] pour tout x, y ∈ g.
U(g) = T (g)/
〈
x⊗ y − y ⊗ x− [x, y]
〉
.
La struture de l'algèbre de Hopf sur U(g) est dénie par :
∆(x) = x⊗ 1+ 1⊗ x , ε(x) = 0 et S(x) = −x.
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3 Déomposition de Birkho et Renormalisation
Nous dérivons dans ette paragraphe la renormalisation de Connes-Kreimer dans le ontexte
des algèbres de Hopf ([10℄, [9℄ , [26℄). Chaque aratère d'une algèbre de Hopf dans une al-
gèbre ommutative A, munie d'un shéma de renormalisation, i.e d'une déomposition en
somme direte de deux sous algèbres A− et A+, admet une unique déomposition de Birkho
ϕ = ϕ∗−1− ∗ ϕ+ ompatible ave le shéma de renormalisation hoisi. Nous revenons à e pro-
edé ave plus de détails dans le ontexte des algèbres de Hopf de graphes dans les prohains
hapitres.
3.1 Groupe des aratères et algèbre de Lie des aratères innitési-
maux
Dénition 18. Soit H une algèbre de Hopf et A une algèbre ommutative. Un aratère de H
à valeurs dans A est un morphisme d'algèbre ϕ : H → A i.e : ϕ(1) = 1 et pour tout x, y ∈ H
on a :
ϕ(xy) = ϕ(x)ϕ(y) (1.23)
Proposition 5. L'ensemble des aratère de H à valeurs dans A forme un groupe pour le
produit de onvolution, noté G. Pour tout ϕ ∈ G, l'inverse est :
ϕ∗−1 = ϕ ◦ S. (1.24)
Preuve. Soient ϕ et ψ deux éléments de G et soient x et y deux éléments de H. Pour prouver
la première partie de la proposition nous utilisons le fait que le oproduit ∆ de H est un
morphisme d'algèbres, ainsi que la ommutativité de A. On a :
(ϕ ∗ ψ)(1) = ϕ(1)ψ(1) = 1.
De plus :
(ϕ ∗ ψ)(xy) =
∑
(x)(y)
ϕ(x1y1)ψ(x2y2)
=
∑
(xy)
ϕ(x1)ϕ(y1)ψ(x2)ψ(y2)
=
∑
(xy)
ϕ(x1)ψ(x2)ϕ(y1)ψ(y2)
= (ϕ ∗ ψ)(x)(ϕ ∗ ψ)(y).
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Vérions maintenant que ϕ ◦ S appartient à G :
(ϕ ◦ S)(xy) = ϕ(S(y)S(x))
= ϕ(S(y))ϕ(S(x))
= ϕ ◦ S(y)ϕ ◦ S(x)
= ϕ ◦ S(x)ϕ ◦ S(y).
Don ϕ ◦ S ∈ G. Prouvons maintenant la deuxième partie de la proposition :
(ϕ ◦ S) ∗ ϕ(x) =
∑
(x)
ϕ(S(x1))ϕ(x2)
=
∑
(x)
ϕ(S(x1)x2)
= ϕ(
∑
(x)
S(x1)x2)
= ε(x)ϕ(1)
= ε(x)1.
De manière analogue, ϕ ∗ (ϕ ◦ S)(x) = ε(x)1, don ϕ∗−1 = ϕ ◦ S.
Dénition 19. Soit H une algèbre de Hopf et soit A une algèbre ommutative. Un aratère
innitésimal de H à valeurs dans A est une appliation linéaire ϕ : H → A telle que ϕ(1) = 0
et pour tout x, y ∈ H on a :
ϕ(xy) = ϕ(x)e(y) + e(x)ϕ(y), (1.25)
où e = u ◦ ε.
Proposition 6. L'ensemble des aratères innitésimaux de H à valeurs dans A forme une
algèbre de Lie, notée g, pour le rohet induit par le produit de onvolution déni pour tout
ϕ, ψ ∈ g par : [
ϕ, ψ
]
= ϕ ∗ ψ − ψ ∗ ϕ.
Preuve. Soient ϕ et ψ deux éléments de g et soient x et y deux éléments de H. Il sut de
montrer que
[
ϕ, ψ
]
est un aratère innitésimal, 'est-à-dire :[
ϕ, ψ
]
(xy) = ϕ ∗ ψ(xy)− ψ ∗ ϕ(xy).
28
Calulons tout d'abord ϕ ∗ ψ(xy).
ϕ ∗ ψ(xy) =
∑
(xy)
ϕ(x1y1)ψ(x2y2)
=
∑
(xy)
(
ϕ(x1)e(y1) + ϕ(y1)e(x1)
)(
ψ(x2)e(y2) + ψ(y2)e(x2)
)
=
∑
(xy)
(
ϕ(x1)ψ(x2)e(y1)e(y2) + ϕ(x1)e(x2)ψ(y2)e(y1)
)
+
∑
(xy)
(
ϕ(y1)e(y2)ψ(x2)e(x1) + ϕ(y1)ψ(y2)e(x2)e(x1)
)
= ϕ ∗ ψ(x)e(y) + ϕ(x)ψ(y) + ϕ(y)ψ(x) + ϕ ∗ ψ(y)e(x).
Don :
ψ ∗ ϕ(xy) = ψ ∗ ϕ(x)e(y) + ψ(x)ϕ(y) + ψ(y)ϕ(x) + ψ ∗ ϕ(y)e(x).
D'où : [
ϕ, ψ
]
(xy) =
(
ϕ ∗ ψ − ψ ∗ ϕ
)
(x)e(y) +
(
ϕ ∗ ψ − ψ ∗ ϕ
)
(y)e(x),
et par suite
[
ϕ, ψ
]
est un aratère innitésimal.
3.2 Shéma de renormalisation et déomposition de Birkho
SoitH une algèbre de Hopf graduée onnexe. Nous pouvons maintenant expliquer omment
renormaliser un aratère ϕ de H : il faut pour ela que ϕ soit à valeurs dans une algèbre om-
mutative unitaire A munie d'un shéma de renormalisation, 'est-à-dire d'une déomposition :
A = A− ⊕A+, (1.26)
où A− et A+ sont deux sous-algèbres de A, ave 1A ∈ A+.
L'exemple le plus utilisé de shéma de renormalisation est donné par le shéma minimal qui
orrespond au as où A est l'algèbre (sur k = C) des fontions méromorphes d'une variable,A+
est la sous-algèbre des fontions qui sont holomorphes en un z0 xé, et A− est la sous-algèbre
des polynmes en (z − z0)
−1
sans terme onstant.
L'espae des appliations linéaires de H dans A est muni du produit de onvolution, donné
par :
ϕ ∗ ψ = mA ◦ (ϕ⊗ ψ) ◦∆. (1.27)
On a déjà montré que l'espae des aratères de H à valeurs dans A est un groupe pour le
produit de onvolution. L'élément neutre e est donné par e(1) = 1A et e(x) = 0 si x est
homogène de degré ≥ 1. L'inverse est donné par la omposition à droite ave l'antipode :
ϕ∗−1 = ϕ ◦ S. (1.28)
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Le théorème i-dessous donne la déompostion de Birkho d'un tel aratère ϕ.
Théorème 1. Soit ϕ aratère d'une algèbre de Hopf graduée onnexe H à valeurs dans une
algèbre ommutative unitaire A munie d'un shéma de renormalisation.
1. Chaque aratère ϕ admet une unique déomposition de Birkho :
ϕ = ϕ∗−1− ∗ ϕ+ (1.29)
ompatible ave le shéma de renormalisation hoisi, 'est-à-dire telle que ϕ+ prenne
ses valeurs dans A+ et telle que ϕ−(x) ∈ A− pour tout x homogène de degré ≥ 1. Les
omposantes ϕ+ et ϕ− sont données par des formules réursives suivantes :
ϕ−(x) = −π
ϕ(x) +∑
(x)
ϕ−(x
′)ϕ(x′′)
 , (1.30)
ϕ+(x) = (I − π)
ϕ(x) +∑
(x)
ϕ−(x
′)ϕ(x′′)
 , (1.31)
où π la projetion sur A− parallèlement à A+.
2. Les omposantes ϕ+ et ϕ− sont enore des aratères. On appelle ϕ+(x) le aratère
renormalisé et ϕ−(x) le aratère des ontretermes.
Preuve. 1. Le fait que ϕ+ prenne ses valeurs dans A+ et que ϕ−(x) ∈ A− est immédiat
par dénition de projetion π, et on peut vérier que ϕ+ = ϕ−⊛ϕ à partir des formules
réursives (1.30) et (1.31) :
ϕ+(x) = (I − π)
ϕ(x) +∑
(x)
ϕ−(x
′)ϕ(x′′)

= ϕ(x)− π
ϕ(x) +∑
(x)
ϕ−(x
′)ϕ(x′′)
+∑
(x)
ϕ−(x
′)ϕ(x′′)
= ϕ(x) + ϕ−(x) +
∑
(x)
ϕ−(x
′)ϕ(x′′)
= ϕ− ∗ ϕ(x).
Montrons maintenant que ette déomposition est unique. On suppose que ϕ admet deux
déompositions -à-d :
ϕ(x) = ϕ−1− ∗ ϕ+ = ψ
−1
− ∗ ψ+.
Don on obtient l'égalité suivante : ϕ+ ∗ ψ
−1
+ = ϕ− ∗ ψ
−1
− . Comme pour tout x ∈ H on
a : ϕ+ ∗ ψ
−1
+ (x) ∈ A+ et ϕ− ∗ ψ
−1
− (x) ∈ A−. Alors :
ϕ+ ∗ ψ
−1
+ = ϕ− ∗ ψ
−1
− = e,
et par suite : ϕ+ = ψ+ et ϕ− = ψ−. D'où l'uniité de la déomposition de Birkho.
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2. On se limite à montrer que ϕ− est un aratère, ϕ+ = ϕ− ⊛ ϕ l'etant alors automati-
quement. Cei deoulera du fait que la projetion π vérie la propriété de Rota-Baxter
[14℄ :
π(a)π(b) = π(π(a)b+ aπ(b)− ab) (1.32)
On suppose que ϕ−(xy) = ϕ−(x)ϕ−(y) pour tout x, y tels que deg(x) + deg(y) ≤ n− 1,
et on montre que l'egalité est vraie pour tout x, y ∈ H tels que deg(x)+ deg(y) = n. Soit
ϕ−(x) = −π(ϕ¯(x)) où :
ϕ¯(x) = ϕ(x) +
∑
(x)
ϕ−(x
′)ϕ(x′′).
On a :
ϕ−(xy) = −π
(
ϕ(xy) +
∑
(xy)
ϕ−(x
′y′)ϕ(x′′y′′)
)
= −π
(
ϕ(x)ϕ(y) +
∑
(xy)
ϕ−(x
′)ϕ−(y
′)ϕ(x′′)ϕ(y′′)
)
= −π
(
ϕ(x)ϕ(y) + ϕ−(y)ϕ(x) + ϕ−(x)ϕ(y)
+ ϕ(x)
∑
(y)
ϕ−(y
′)ϕ(y′′) + ϕ−(x)
∑
(y)
ϕ−(y
′)ϕ(y′′)
+ ϕ(y)
∑
(x)
ϕ−(x
′)ϕ(x′′) + ϕ−(y)
∑
(x)
ϕ−(x
′)ϕ(x′′)
+
∑
(x)
ϕ−(x
′)ϕ(x′′)
∑
(y)
ϕ−(y
′)ϕ(y′′)
)
= −π
[(
ϕ(x) +
∑
(x)
ϕ−(x
′)ϕ(x′′)
)(
ϕ(y) +
∑
(y)
ϕ−(y
′)ϕ(y′′)
)
+ ϕ−(x)
(
ϕ(y) +
∑
(y)
ϕ−(y
′)ϕ(y′′)
)
+ ϕ−(y)
(
ϕ(x) +
∑
(x)
ϕ−(x
′)ϕ(x′′)
)]
= −π
(
ϕ¯(x)ϕ¯(y)− π(ϕ¯(x))ϕ¯(y)− π(ϕ¯(y))ϕ¯(x)
)
= π
(
π(ϕ¯(y))ϕ¯(x) + π(ϕ¯(x))ϕ¯(y)− ϕ¯(x)ϕ¯(y)
)
= π
(
ϕ¯(x)
)
π
(
ϕ¯(y)
)
= ϕ−(x)ϕ−(y).
D'où ϕ− est un aratère et don ϕ+ aussi.
Remarque 7. L'appliation linéaire b(ϕ) : H −→ A donnée par b(ϕ)(1) = 0 et pour tout
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x ∈ H par :
b(ϕ)(x) = ϕ(x) +
∑
(x)
ϕ−(x
′)ϕ(x′′),
est nommée préparation de Bogoliubov et s'érit b(ϕ) = ϕ−∗(ϕ−e). Les formules de réurrene
(1.30) et (1.31) s'érivent de manière plus ompate [16℄ :
ϕ− = e+ P (ϕ− ∗ λ)
= e+ P (λ) + P (P (λ) ∗ λ) + ........ + P (P (...P (︸ ︷︷ ︸
nfois
λ) ∗ λ).... ∗ λ) + ....
et :
ϕ+ = e + P˜ (ϕ+ ∗ ξ)
= e + P˜ (ξ) + P˜ (P˜ (ξ) ∗ ξ) + ........ + P˜ (P˜ (...P˜ (︸ ︷︷ ︸
nfois
ξ) ∗ ξ).... ∗ ξ) + ....
ave λ := e − ϕ, ξ := e − ϕ−1, et où P et P˜ sont les projetions sur L(H,A) dénies par
P (λ) = π ◦ λ et P˜ (ξ) = (I − π) ◦ ξ, respetivement.
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Chapitre 2
Groupes de renormalisation pour deux
algèbres de Hopf en produit semi-diret
Dans e hapitre, nous onsidérons deux algèbres de Hopf graduées onnexes H et K en in-
teration, H étant un omodule-ogèbre sur K. Nous dénissons alors l'analogue de l'opérateur
de Dynkin, du groupe de renormalisation et de la fontion Bêta de Connes-Kreimer lorsque la
bidérivation de graduation Y est remplaée par une bidérivation Bα provenant d'un aratère
innitésimal α de la deuxième algèbre de Hopf K. Dans toute e hapitre A = C[z−1, z]] désigne
l'algèbre (sur k = C) des séries de Laurent d'une variable omplexe munie de shéma minimal
de renormalisation -à-d A = A+ ⊕ A− où A+ = C[[z]] est la sous-algèbre des fontions qui
sont holomorphes en 0 et où A− = C[z
−1] est la sous-algèbre des polynmes en z−1 sans terme
onstant.
1 Groupe de renormalisation et fontion Bêta de Connes-
Kreimer
1.1 Opérateur de graduation et opérateur de Dynkin
Dénition 20. Soit H une algèbre de Hopf graduée onnexe. La graduation induit une bidé-
rivation Y : H → H, donné par Y (x) = nx pour x homogène de degré n.
La bidérivation Y donne naissane au sous-groupe à un paramètre d'automorphismes de H
déni pour tout x ∈ Hn par :
θt(x) = e
ntx,
et ϕ 7−→ ϕ ◦ θt est un automorphisme de L(H,A) pour tout t ∈ k. On en déduit une ation de
C sur le groupe GA des aratères de H dans A, donnée par :
ϕt(x)(z) = e
tz|x|ϕ(x)(z). (2.1)
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Proposition 7. L'appliation : ϕ 7−→ ϕ ◦ Y est une dérivation de l'algèbre L(H,A) pour le
produit de onvolution.
Preuve. Soit ϕ et ψ deux éléments de L(H,A). Pour tout élément homogène x ∈ H on a :
ϕ ∗ (ψ ◦ Y )(x) + (ϕ ◦ Y ) ∗ ψ(x) =
∑
x
ϕ(x1) (ψ ◦ Y )(x2) + (ϕ ◦ Y )(x1)ψ(x2)
=
∑
x
|x2|ϕ(x1)ψ(x2) + |x1|ϕ(x1)ψ(x2)
=
∑
x
(|x2|+ |x1|)ϕ(x1)ψ(x2)
= |x|
∑
x
ϕ(x1)ψ(x2)
= (ϕ ∗ ψ) ◦ Y (x).
Dénition 21. SoitH une algèbre de Hopf ommutative graduée onnexe. On appelle opérateur
de Dynkin D, l'endomorphisme de H déni par :
D = S ∗ Y,
où S est l'antipode de H.
Théorème 2. Soit H une algèbre de Hopf ommutative graduée onnexe, G désignant le groupe
des aratères et g désigne l'algèbre de Lie des aratères innitésimaux de H à valeurs dans
A. L'appliation :
Θ : G −→ g
ϕ 7−→ ϕ ◦D
est une bijetion. L'inverse Γ est donnée par :
Γ(α) =
∑
n
∑
k1,··· ,kn∈N∗
αk1 ∗ · · · ∗ αkn
k1(k1 + k2) · · · (k1 + · · ·+ kn)
, (2.2)
où αk(x) = α(x) si |x| = k et αk(x) = 0 si |x| 6= k.
Preuve. Pour une preuve detaillée de e théorème, voir [15℄. L'opérateur de Dynkin a été
aussi etudié par F. Patras et C. Reutenauer [35℄ dans le adre général des algèbres de Hopf
ommutatives et oommutatives.
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1.2 Groupe de renormalisation et fontion Bêta
Soit ϕ un élément du groupe des aratères GA. L'ation de C sur le groupe GA dénie par
l'equation (2.1) s'erit en termes de déomposition de Birkho sous la forme suivante :
ϕt = (ϕt)
∗−1
− ∗ (ϕt)+,
on dénit alors l'ensemble des aratères loaux :
Dénition 22. L'ensemble des aratères loaux est déni par :
GlocA = {ϕ ∈ GA,
d
dt
(ϕt)− = 0}.
Les théorèmes i-dessous donne le groupe de renormalisation et la fontion Bêta d'un a-
ratère loal ϕ dénies par A. Connes et D. Kreimer dans [11℄.
Théorème 3. [11℄ Le groupe de renormalisation d'un aratère loal ϕ est déni par :
Ft(ϕ)(x) = lim
z−→0
(ϕ∗−1 ∗ ϕt)(x)(z). (2.3)
Dénition 23. La fontion Bêta, le générateur du groupe à un paramètre Ft est dénie par :
β(ϕ)(x) :=
d
dt
∣∣t=0Ft(ϕ)(x). (2.4)
Théorème 4. [11℄ Pour tout aratère loal ϕ, la fontion β est donnée par les expressions
suivantes :
β(ϕ) = Res(ϕ∗−1− ◦ Y )
= −Res(ϕ− ◦ Y ).
2 Deux algèbres de Hopf graduées onnexes en interation
On se plaera dans le adre suivant : H et K sont deux algèbres de Hopf graduées onnexes
ommutatives et Φ : H −→ K⊗H une oation à gauhe qui est en même temps un morphisme
d'algèbres graduées, et telle que le diagramme suivant ommute :
H
∆

Φ // K ⊗H
I⊗∆

H⊗H
Φ⊗Φ

K ⊗H⊗K ⊗H m
13
// K ⊗H⊗H
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'est-à-dire :
(IdK⊗∆H) ◦ Φ = m
1,3 ◦ (Φ⊗ Φ) ◦∆H, (2.5)
où m1,3 : K ⊗H⊗K⊗H −→ K⊗H⊗H est déni par :
m1,3(a⊗ b⊗ c⊗ d) = ac⊗ b⊗ d, (2.6)
et Φ s'exprime en notation de Sweedler pour tout x ∈ H par :
Φ(x) =
∑
(x)
x0 ⊗ x1 = 1K ⊗ x+
∑
(x)
x(
′) ⊗ x(
′′), (2.7)
ave : 1 ≤
∣∣∣x(′′)∣∣∣ ≤ | x | − 1 et ∣∣∣x(′′)∣∣∣ + deg x(′) = | x | où |...| désigne le degré dans H et deg
désigne le degré dans K.
Exemple 1. 1. Φ(1H) = 1K⊗1H. En eet, on suppose qu'il existe λ ∈ k
∗
tel que Φ(1H) =
λ1K ⊗ 1H on a alors :
(ε⊗ Id) ◦ Φ(1H) = 1H = λε(1K)1H = λ1H.
Don : λ = 1 et par suite :
Φ(1H) = 1K ⊗ 1H. (2.8)
2. Pour tout x ∈ H tel que |x| = 1, on a Φ(x) = 1K ⊗ x. En eet : on suppose tout d'abord
que Φ(x) = 1K ⊗ y + z ⊗ 1H ave y ∈ Prim(H) et z ∈ Prim(K) tels que |y| = 1
et deg(z) = 1 et on utilise l'équation (2.5) qui dénit la o-ation Φ. On obtient alors
l'égalité suivante :
(IdK⊗∆H)(1K ⊗ y + z ⊗ 1K) = m
1,3 ◦ (Φ⊗ Φ) ◦∆H(1K ⊗ y + z ⊗ 1K).
Don on a :
1K ⊗ 1H⊗ y+ 1K ⊗ y⊗ 1H + z⊗ 1K ⊗ 1H = 1K⊗ 1H⊗ y+ 1K ⊗ y⊗ 1H +2z ⊗ 1K⊗ 1H.
D'ou
z = 0 et don on peut erire Φ(x) = 1K ⊗ y.
On utilise maintenant la o-ation de la o-unité qui se traduit par le diagramme suivant :
H
Id ''PP
PP
PP
PP
PP
PP
P
Φ // K ⊗H
εH⊗Id

k ⊗H
On obtient don : 1K ⊗ y = 1K ⊗ x, D'ou : y = x, et par suite :
Φ(x) = 1K ⊗ x. (2.9)
Le adre i-dessus est inspiré par les deux exemples suivants :
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2.1 Les arbres enrainés
D. Calaque, K. Ebrahimi-Fard et D. Manhon ont etudié l'algèbre de Hopf H de Connes-
Kreimer graduée suivant le nombre de sommets, dans [7℄, omme omodule sur une algèbre de
Hopf K d'arbres enrainés graduée suivant le nombre d'arêtes. Cette struture est dénie de
la façon suivante. Pour tout arbre non vide t on a :
Φ(t) = ∆K(t) =
∑
s⊆t
s⊗ t/s,
où la notation s ⊆ t exprime le fait que s est une sous-forêts de l'arbre t, -à-d s est soit la forêt
triviale , ou une olletion (t1, · · · , tn) de sous-arbres disjoints de t, haun d'eux ontenant
au moins une arête. En partiulier, deux sous-arbres d'une sous-forêts ne peuvent avoir auun
sommet en ommun, et t/s est l'arbre obtenu par ontration des omposantes onnexes de
s en un sommet, et pour 1 on a : Φ(1) = ⊗ 1. On peut enore érire Φ(t) de la manière
suivante :
Φ(t) = ∆K(t) =
∑
s⊆t
s⊗ t/s
= ⊗ t +
(
t⊗ +
∑
s sous-fort propre de t
s⊗ t/s
)
,
e qui montre que la formule (2.7) est vériée.
Exemple 2. La forêt triviale est identié à l'unité de l'algèbre de Hopf K.
∆K
( )
= ⊗ + ⊗ + 2 ⊗ + 3 ⊗ + ⊗
∆K
( )
= ⊗ + ⊗ + 3 ⊗ + 3 ⊗
∆K
( )
= ⊗ + ⊗ + 2 ⊗ .
Le théorème suivant donne la relation entre ette struture de omodule et le oproduit de
Connes-Kreimer ∆H déni par :
∆H(t) = t⊗ 1+ 1⊗ t+
∑
c∈Adm(t)
P c(t)⊗ Rc(t), (2.10)
où Adm(t) designe l'ensemble des oupes admissibles d'une forêt t (rappelons qu'une oupe
admissible de t est une oupe non vide telle que tout trajet d'un sommet de t vers une feuille
ne renontre au plus qu'une seule oupe élémentaire). Une oupe admissible envoie t vers un
ouple (P c(t), Rc(t)) telle que Rc(t) est la omposante onnexe de la raine de t après la oupe,
et P c(t) est la forêt formée par les autres omposantes onnexes. (Voir [7℄ et [20℄).
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Exemple 3.
∆H
( )
= 1⊗ + ⊗ 1+ 2 ⊗ + ⊗ + ⊗
∆H
( )
= 1⊗ + ⊗ 1 + 2 ⊗ + ⊗ + 2 ⊗ + ⊗ + 2 ⊗
∆H
( )
= 1⊗ + ⊗ 1+ 2 ⊗ + ⊗ .
Théorème 5. [7℄ L'identité suivante est vériée :
(IdK⊗∆H) ◦ Φ = m
1,3 ◦ (Φ⊗ Φ) ◦∆H, (2.11)
où m1,3 : K ⊗H⊗K⊗H −→ K⊗H⊗H est dénie par :
m1,3(a⊗ b⊗ c⊗ d) = ac⊗ b⊗ d. (2.12)
2.2 Les graphes de Feynman orientés sans yle
Un graphe de Feynman orienté est un graphe orienté (non plan) ave un nombre ni de
sommets et d'arêtes, qui peuvent être internes ou externes. Une arête interne est une arête
onnetée aux deux extrémités à un sommet, une arête externe est une arête ave une extrémité
ouverte, l'autre extrémité étant reliée à un sommet.
Un yle dans un graphe de Feynman orienté est une olletion nie d'arêtes orientées
internes (e1, ..., en) tels que le but de ek oinide ave la soure de ek+1 pour tout k = 1, ..., n
modulo n.
Pour toute partie non vide P de l'ensemble V(Γ) des sommets de Γ, le sous graphe Γ(P )
est déni omme suit : les arêtes internes de Γ(P ) sont les arêtes internes de Γ ave soure et
but dans P , et les arêtes externes sont les arêtes externes de Γ ave la soure ou le but dans
P , ainsi que les arêtes internes de Γ ave une extrémité dans P et l'autre extrémité hors de P .
Un sous-graphe ouvrant de Γ est un graphe de Feynman orienté γ (pas forement onnexe),
donné par une olletion Γ(P1), ...,Γ(Pn) de sous-graphes onnexes telle que Pj ∩ Pk = ∅ pour
j 6= k, et telle que tout sommet de Γ appartient à un ertain Pj pour j ∈ {1, ..., n}.
Pour tout sous-graphe ouvrant γ, le graphe ontraté Γ/γ est déni par ontration de
toutes les omposantes onnexes de γ sur un point. On dira qu'un sous-graphe ouvrant γ de
Γ est ompatible ave l'ordre partiel si le graphe ontraté Γ/γ est sans yle.
Les graphes de Feynman orientés sans yles engendrent à la fois une algèbre de Hopf H
(graduée suivant le nombre des sommets) et une bigèbre K˜ (graduée suivant le nombre des
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arêtes internes) [29℄. La oation à gauhe de K˜ sur H est dénie par :
Φ˜(1H) = 1K˜ ⊗ 1H,
et pour tout graphe non vide Γ par :
Φ˜(Γ) = ∆K˜(Γ) =
∑
γ sous graphe couvrant de Γ
compatible avec l’ordre partiel
γ ⊗ Γ/γ.
Exemple 4. L'ordre partiel sur les sommets provient de l'orientation des arêtes du graphe.
C'est un ordre partiel ar le graphe est sans yle.
∆K˜
( )
= ⊗ + ⊗ + ⊗ + ⊗ .
Le oproduit sur H est déni pour tout graphe orienté sans yle Γ par :
∆H(Γ) =
∑
V1∪V2=V(Γ),V1≺V2
Γ(V1)⊗ Γ(V2), (2.13)
où l'inégalité V1 ≺ V2 signie que pour tout v1 ∈ V1 et v2 ∈ V2 ave v1 et v2 omparables, on a
v1 ≺ v2 dans l'ensemble partiellement ordonné des sommets de Γ noté V(Γ).
Exemple 5.
∆H
( )
= 1⊗ + ⊗ 1+ ⊗ + ⊗ .
D'après [29, Theorem 2℄ le oproduit ∆H et la oation Φ˜ vérient bien :
(IdK˜⊗∆H) ◦ Φ˜ = m
1,3 ◦ (Φ˜⊗ Φ˜) ◦∆H. (2.14)
En quotientant par l'idéal engendré par les éléments Γ − 1K˜ où Γ est un graphe sans arêtes
internes, la bigèbre K˜ donne naissane à une algèbre de Hopf graduée onnexe K, et la oation
Φ déduite de Φ˜ par passage au quotient vérie la formule (2.5). La oation Φ s'érit alors :
Φ(Γ) = 1K˜ ⊗ Γ +
Γ⊗ + ∑
γ sous graphe couvrant propre de Γ
compatible avec l’ordre partiel
γ ⊗ Γ/γ
 ,
et verie bien la formule (2.7).
Dans toute la suite de hapitre nous onsidérons que H et K sont deux algèbres de Hopf
graduées onnexes en interation -à-d, K est un omodule-ogèbre sur H.
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3 Bidérivation provenant d'un aratère innitésimal
3.1 Groupes de aratères
On désigne par GA (resp. G
K
A) le groupe des aratères de H (resp. de K) à valeurs dans
A, par GA+ (resp. G
K
A+
) le groupe des aratères de H (resp. de K) à valeurs dans A+ et par
Gc (resp. G
K
c ) le groupe des aratères de H (resp. de K) à valeurs onstantes.
Remarque 8. Dans toute la suite on utilise des notations similaires (gA, g
K
A, gA+, g
K
A+
, gc,
g
K
c ) pour les algèbres de Lie des aratères innitésimaux assoiées aux groupes des aratères.
Tout α ∈ GKA+ s'érit sous la forme exp
⋆X où X ∈ gKA. On dénit la bijetion Z par :
Z : GKA −→ G
K
A
exp⋆X 7−→ exp⋆zX
où exp⋆zX est déni par :
exp⋆zX(x) =
∑
n≥0
zn
n!
X⋆n(x),
pour tout x ∈ K. L'inverse de Z est donné par la formule suivante :
Z−1(exp⋆X)(x) = exp⋆z−1X(x) =
∑
n≥0
z−n
n!
X⋆n(x). (2.15)
Remarque 9. La somme préédente est nie ar elle s'arrête à n = |x| où |x| désigne le degré
de x.
Pour tout g, g′ ∈ GKA on pose :
g⋆zg
′ := Z−1(Z(g) ⋆ Z(g′)).
Dénition 24. L'ation de GKA sur GA est dénie pour tout g ∈ G
K
A, ϕ ∈ GA, x ∈ H et z ∈ C
par :
(g⋆zϕ)(x)(z) := (Z(g) ⋆ ϕ)(x)(z).
Cette formule dénit bien une ation. En eet pour tout g, g′ ∈ GKA, ϕ ∈ GA on a :
g⋆z(g
′⋆zϕ) = Z(g) ⋆ (g
′⋆zϕ)
= Z(g) ⋆ (Z(g′) ⋆ ϕ)
= (Z(g) ⋆ Z(g′)) ⋆ ϕ
= Z(g⋆zg
′) ⋆ ϕ
= (g⋆zg
′)⋆zϕ.
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3.2 Bidérivation Bα
Proposition 8. Soit α : K −→ A une transformation linéaire. L'appliation Bα : H −→ H
dénie par :
Bα = (α⊗ IdH) ◦ Φ
i.e :
Bα(x) =
∑
(x)
< α, x1 > x0 (2.16)
satisfait l'identité :
∆H ◦Bα = Btmα ◦∆H, (2.17)
où
tm : K∗ → (K ⊗K)∗ est déni par : tm(α)(x⊗ y) := α(xy) et
Btmα := (
tmα ⊗ IdH⊗ IdH) ◦ τ2,3 ◦ (Φ⊗ Φ).
En partiulier si α ∈ K◦ alors tmα =
∑
(α)
α1 ⊗ α2 ∈ K
◦ ⊗K◦ et :
∆H ◦Bα =
∑
(α)
(Bα1 ⊗ Bα2) ◦∆H. (2.18)
Preuve. L'opérateur Bα est la transposée de l'opérateur de multipliation à gauhe
Lα : H
◦ → H◦
donnée par la struture de H◦-module à gauhe (i.e. Lα(b) = α ⋆ b). De même, si α ∈ K
◦
alors
tmα ∈ K◦ ⊗K◦, et Btmα est la transposée de l'opérateur de multipliation à gauhe
Ltmα : H
◦ ⊗H◦ →H◦ ⊗H◦.
La struture de H◦ ⊗H◦-module à gauhe est donnée par la transposée de Φ˜ = τ2,3 ◦ (Φ⊗Φ),
où la notation τ2,3 désigne la permutation des deux termes intermédiaires, i.e :
τ2,3(a⊗ b⊗ c⊗ d) = a⊗ c⊗ b⊗ d.
La preuve de la proposition est un alul diret basé sur la dénition de la oation Φ :
∆H ◦Bα = ∆H ◦ (α⊗ Id) ◦ Φ
= (α⊗ Id⊗ Id) ◦ (Id⊗∆H) ◦ Φ
= (α⊗ Id⊗ Id) ◦m1,3 ◦ (Φ⊗ Φ) ◦∆H
= (tmα⊗ Id⊗ Id) ◦ τ2,3 ◦ (Φ⊗ Φ) ◦∆H
= Btmα ◦∆H.
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Proposition 9. Soit α : K −→ A un aratère innitésimal de K, en partiulier α(1K) = 0.
Si x est un élément de H de degré 1 alors x appartient à kerBα, i.e :
Bα(x) = 0. (2.19)
Preuve. Soit x ∈ H1, alors d'après (2.9) on a : Φ(x) = 1K ⊗ x, don :
Bα(x) = (α⊗ IdH) ◦ Φ(x)
= (α⊗ IdH)(1K ⊗ x)
= α(1K)x
= 0
Proposition 10. Si α : K −→ A est un aratère innitésimal de K alors l'opérateur Bα est
une bidérivation de l'algèbre de Hopf H.
Preuve. Le fait que Bα est une odérivation déoule immédiatement de la proposition 8 et du
fait que α est innitésimal. Montrons maintenant que Bα est une dérivation. Soient x, y ∈ H :
Bα(xy) =
∑
(xy)
< α, (xy)1 > (xy)0
=
∑
(x)
∑
(y)
< α, x1y1 > x0y0
=
∑
(x)
∑
(y)
(< α, x1 > e(y1)+ < α, y1 > e(x1))x0y0
=
∑
(x)
< α, x1 > x0y +
∑
(y)
< α, y1 > xy0
= Bα(x)y + xBα(y).
Ce qui prouve que Bα est une dérivation.
Corollaire 1. Si α : K −→ A est un aratère innitésimal de K, alors ϕ 7−→ ϕ ◦Bα = α ⋆ ϕ
est une dérivation de l'algèbre L(H,A) pour le produit de onvolution.
Preuve. Soient ϕ, ψ ∈ GA.
α ⋆ (ϕ ∗ ψ) =
∑
(α)
(α1 ⋆ ϕ) ∗ (α2 ⋆ ψ).
Comme α est un aratère innitésimal, alors il est primitif pour tm. On a don :
tm(α) = α⊗ 1K◦ + 1K◦ ⊗ α.
D'où : α ⋆ (ϕ ∗ ψ) = (α ⋆ ϕ) ∗ ψ + ϕ ∗ (α ⋆ ψ).
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4 Groupe de renormalisation et fontion βα
4.1 Groupe à un paramètre d'automorphismes
Pour tout α ∈ gA+K , on obtient un groupe à un paramètre θt,α d'automorphismes de GA
déni pour tout ϕ ∈ GA par :
θt,α(ϕ)(x)(z) = (exp
⋆tzα ⋆ ϕ)(x)(z). (2.20)
La formule (2.20) dénit également un sous-groupe à un paramètre d'automorphismes de l'al-
gèbre (L(H,A), ∗). On note :
ϕt,α := θt,α(ϕ). (2.21)
En termes de déomposition de Birkho ϕt,α s'érit :
ϕt,α = (ϕt,α)
∗−1
− ∗ (ϕt,α)+.
On note GαA l'ensemble des aratères ϕ de H à valeurs dans A qui vérient :
d
dt
(ϕt,α)− = 0.
Proposition 11. Pour tout α ∈ gA+K , l'équation :
α ⋆ ϕ = ϕ ∗ γ (2.22)
dénit une appliation :
R˜α : GA −→ gA
ϕ 7−→ γ
Preuve. Pour x = 1H : γ(1H) = 0 et pour |x| = 1 l'équation (2.22) s'érit en utilisant la
notation de Sweedler :
α(1K)ϕ(x) = ϕ(x)γ(1H) + ϕ(1H)γ(x).
Le fait que α(1K) = γ(1H) = 0 implique que γ(x) = 0 et pour x ∈ Ker ε, l'équation (2.22)
s'érit en utilisant la notation de Sweedler :
α(1K)ϕ(x) +
∑
x
α(x(
′))ϕ(x(
′′)) = γ(x) +
∑
(x)
ϕ(x′)γ(x′′).
Don : γ(x) =
∑
x
α(x(
′))ϕ(x(
′′))−
∑
(x)
ϕ(x′)γ(x′′).
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Ce qui nous permet de dénir γ(x) par réurrene sur le degré de x′′. Soient ϕ ∈ GA et
x, y ∈ H.
γ(xy) = ϕ∗−1 ∗ (α ⋆ ϕ)(xy)
= ϕ∗−1 ∗ (ϕ ◦Bα)(xy)
=
∑
(xy)
ϕ∗−1((xy)1)ϕ ◦Bα((xy)2)
=
∑
(x)(y)
ϕ∗−1(x1y1)ϕ ◦Bα(x2y2)
=
∑
(x)(y)
ϕ∗−1(x1)ϕ
∗−1(y1)ϕ(Bα(x2)y2 + x2Bα(y2))
=
∑
(x)(y)
ϕ∗−1(x1)ϕ
∗−1(y1)(ϕ ◦Bα(x2)ϕ(y2) + ϕ(x2)ϕ ◦Bα(y2))
= ϕ∗−1 ∗ (ϕ ◦Bα)(x)e(y) + e(x)ϕ
∗−1 ∗ (ϕ ◦Bα)(y)
= γ(x)e(y) + e(x)γ(y).
D'où γ est un aratère innitésimal.
Proposition 12. Soit :
Rα : gA −→ gA
a 7−→ γ
dénie par :
Rα(a) = R˜α ◦ exp(a).
Alors on a : R˜α(ϕ) = ϕ
∗−1 ∗ (α ⋆ ϕ) et Rα(a) = e
∗−a ∗ (α ⋆ e∗a).
Preuve. R˜α(ϕ) = γ alors en utilisant l'équation (2.22) on obtient : α ⋆ ϕ = ϕ ∗ γ, d'où :
R˜α(ϕ) = ϕ
∗−1 ∗ (α ⋆ ϕ)
Comme : Rα = R˜α ◦ exp on obtient immédiatement d'après le résultat i dessus :
Rα(a) = e
∗−a ∗ (α ⋆ e∗a).
Remarque 10. Si α = 0 alors on a : θt,α(ϕ) = ϕ et R˜α ≡ 0.
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4.2 L'opérateur Eα
Soit H une algèbre de Hopf graduée onnexe, pour tout α ∈ gA+K on dénit l'opérateur Eα
par :
Eα := S ∗Bα,
où S est l'antipode de H.
Proposition 13. Si H une algèbre de Hopf graduée onnexe ommutative la orrespondane
R˜α se réduit à la omposition à droite ave Eα, i.e : R˜α(ϕ) = ϕ ◦ Eα.
Preuve.
ϕ ◦Eα = ϕ ◦ (S ∗Bα)
= (ϕ ◦ S) ∗ (ϕ ◦Bα)
= ϕ∗−1 ∗ (α ⋆ ϕ)
= R˜α(ϕ).
Remarque 11. L'analogue ϕ 7−→ ϕ ◦Eα de la omposition à droite par l'operateur de Dynkin
S ∗ Y n'est pas une bijetion des aratères de H vers les aratères innitésimaux. Cela vient
du fait que KerBα est non trivial ar il ontient tous les éléments de degré 1 (proposition 9),
ontrairement à KerY qui se réduit à l'unité de H.
Proposition 14.
Rα(a) =
∫ 1
0
e∗−sa ∗ (a ◦Bα) ∗ e
∗sads =
1− e−ad a
ad a
.(a ◦Bα).
Preuve. Pour tout u ∈ C nous avons :
e∗ua ◦Bα = e
∗ua ∗ Rα(ua).
On pose u = t + s et on utilise la propriété de groupe e∗(t+s)a = e∗ta ∗ e∗sa. En utilisant la
propriété de dérivation :
(e∗ta ∗ e∗sa) ◦Bα = (e
∗ta ◦Bα) ∗ e
∗sa + e∗ta ∗ (e∗sa ◦Bα).
On trouve :
e∗(t+s)a ◦Bα = e
∗(t+s)a ∗ (Rα(sa) + e
∗−sa ∗ Rα(ta) ∗ e
∗sa).
En posant γ(t) = Rα(ta) : L'équation préédente devient :
γ(t + s) = γ(s) + e∗−sa ∗ γ(t) ∗ e∗sa.
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Nous avons γ(0) = 0. En dérivant l'équation préédente par rapport à s et prenant s = 0, on
obtient :
γ˙(t) = γ˙(0) + [γ(t), a].
On dérive l'équation préédente par rapport à t, e qui donne :
γ¨(t) = [γ˙(t), a].
La solution de ette équation diérentielle du premier ordre est donnée par :
γ˙(t) = e∗−ta ∗ γ˙(0) ∗ e∗ta.
En dérivant l'égalité e∗ta ◦Bα = e
∗ta ∗ γ(t) à t = 0 on obtient immédiatement :
γ˙(0) = a ◦Bα.
On intègre puis on prend t = 1, e qui prouve la proposition.
4.3 Groupe de renormalisation
On désigne par GαA− l'ensemble des éléments ϕ ∈ G
α
A tels que ϕ = ϕ
∗−1
− . Comme la om-
position à droite ave Bα est une dérivation pour le produit de onvolution, l'appliation R˜α
vérie la propriété de oyle :
R˜α(ϕ ∗ ψ) = R˜α(ψ) + ψ
∗−1 ∗ R˜α(ϕ) ∗ ψ. (2.23)
Dénition 25. Pour toute ϕ ∈ L(H,A), nous assoions une forme linéaire Resϕ sur H par
extration du oeient de z−1 : plus préisément, si nous avons pour tout x ∈ H et pour tout
z dans un voisinage de 0 :
ϕ(x)(z) =
+∞∑
n=−N
ϕn(x)z
n,
ave ϕn(x) ∈ C, alors :
Resϕ(x) := ϕ−1(x).
Théorème 6. 1. Pour tout ϕ ∈ GA il y a une famille à un paramètre ht,α telle que :
ϕt,α = ϕ ∗ ht,α et on a :
h˙t,α =
d
dt
ht,α = ht,α ∗ zR˜α(ht,α) + zR˜α(ϕ) ∗ ht,α. (2.24)
2. zR˜α se restreint en une appliation de G
α
A dans g
A ∩L(H,A+). Par ailleurs zR˜α envoie
GαA− sur l'ensemble des éléments de g
A
à valeurs onstantes.
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3. Pour tout ϕ ∈ GαA, le terme onstant de ht,α deni par :
Ft,α(ϕ)(x) = lim
z−→0
ht,α(x)(z)
est un sous-groupe à un paramètre de GA ∩ L(H,C).
Preuve. 1. Pour tout ϕ ∈ GA on érit : ϕt,α = ϕ ∗ ht,α.
D'une part en dérivant l'expression i-dessus par rapport à t on a : ϕ˙t,α = ϕ ∗ h˙t,α
D'autre part en dérivant la formule (2.20) par rapport à t on obtient :
ϕ˙t,α = zα ⋆ ϕt,α
= ϕt,α ∗ zR˜α(ϕ),
d'où :
ϕ ∗ h˙t,α = ϕt,α ∗ zR˜α(ϕt,α)
= ϕ ∗ ht,α ∗ zR˜α(ϕ ∗ ht,α).
R˜α verie la propriété de oyle (2.23), don on a :
ϕ ∗ h˙t,α = ϕ ∗ ht,α ∗ z
(
R˜α(ht,α) + h
∗−1
t,α ∗ R˜α(ϕ) ∗ ht,α
)
= ϕ ∗ ht,α ∗ zR˜α(ht,α) + ϕ ∗ zR˜α(ϕ) ∗ ht,α.
Don :
h˙t,α = ht,α ∗ zR˜α(ht,α) + zR˜α(ϕ) ∗ ht,α.
2. Soit ϕ ∈ GαA. La déomposition de Birkho de ϕt,α s'érit :
ϕt,α = (ϕt,α)
∗−1
− ∗ (ϕt,α)+
= (ϕ−)
∗−1 ∗ (ϕt,α)+
= (ϕ ∗ ϕ∗−1+ ) ∗ (ϕt,α)+
= ϕ ∗ ht,α.
Don ht,α ∈ GA+ . Alors en érivant la formule (2.24) à t = 0, on montre que zR˜α(ϕ)
appartient à g
A ∩ L(H,A+), e qui prouve la première partie.
En érivant l'équation (2.24) à t = 0 on obtient :
zR˜α(ϕ) = h˙α(0) =
d
dt |t=0
(ϕt,α)+. (2.25)
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Pour ϕ ∈ GαA− = {ϕ ∈ G
α
A tel que ϕ = ϕ
∗−1
− } on a, puisque ϕ(Ker ε) ⊂ A− :
ht,α(x) = (ϕt,α)+(x)
= (I − π)
(
ϕt,α(x) +
∑
x
ϕ∗−1(x′)ϕt,α(x
′′)
)
= t(I − π)
(
zR˜α(ϕ)(x) + z
∑
x
ϕ∗−1(x′)R˜α(ϕ)(x
′′)
)
+O(t2)
= tRes(α ⋆ ϕ) +O(t2).
Don :
h˙α(0) = Res(α ⋆ ϕ). (2.26)
Alors d'après la formule (2.25) pour tout ϕ ∈ GαA− on a :
zR˜α(ϕ) = Res(α ⋆ ϕ). (2.27)
Inversement, soit χ ∈ gc, on onsidère ψ = R˜−1α (z
−1χ). Cet élément de GA vérie par
dénition, d'après l'équation (2.22) :
zψ ◦Bα = ψ ∗ χ.
Don pour tout x ∈ Ker ε on a :
α ⋆ ψ(x) =
1
z
(
χ(x)ψ(1H) + ψ(x)χ(1H) +
∑
x
ψ(x′)χ(x′′)
)
=
1
z
(
χ(x) +
∑
x
ψ(x′)χ(x′′)
)
.
On suppose que α ∈ gcK alors α ⋆ ψ(x) ∈ A−. En utilisant la notation de Sweedler on
érit :
α ⋆ ψ(x) =
∑
x
α(x0)ψ(x1)
= α(1K)ψ(x) +
∑
x
α(x′)ψ(x′′)
= ψ(x) +
∑
x
α(x′)ψ(x′′).
Don :
ψ(x) = α ⋆ ψ(x)−
∑
x
α(x′)ψ(x′′).
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Par réurrene sur le degré de x, la formule i dessus nous permet de montrer que :
ψ(x) ∈ A−
par suite :
ψ = R˜−1α (z
−1χ) ∈ GαA− .
3. Le deux équations ϕt,α = ϕ ∗ ht,α et (ϕt,α)s,α = ϕt+s,α nous permettent d'érire :
hs+t,α = hs,α ∗ (ht,α)s,α. (2.28)
En eet :
hs+t,α = ϕ
∗−1 ∗ (ϕt+s,α)
= ϕ∗−1 ∗ (ϕt,α)s,α
= ϕ∗−1 ∗ ϕs,α ∗ (ht,α)s,α
= hs,α ∗ (ht,α)s,α.
En prenant z = 0 on obtient immédiatement la propriété de groupe à un paramètre :
Fs+t,α = Fs,α ∗ Ft,α. (2.29)
Nous pouvons maintenant dénir la fontion βα.
4.4 Fontion βα
Dénition 26. Pour tout ϕ ∈ GαA sa fontion βα est le générateur de groupe à un paramètre
Ft,α, 'est-á-dire l'élement de H
∗
déni par :
βα(ϕ) :=
d
dt
∣∣t=0Ft,α(ϕ).
Proposition 15. Pour tout ϕ ∈ GαA sa fontion βα oinide ave elle de la partie négative
ϕ∗−1− dans la déomposition de Birkho. Elle est donnée par les expressions :
βα(ϕ) = Res(R˜α(ϕ))
= Res(ϕ∗−1− ◦Bα)
= −Res(ϕ− ◦Bα).
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Preuve. On suppose que ϕ ∈ GαA− , alors ϕ
∗−1
− = ϕ. D'où d'après la proposition 8, zR˜α(ϕ) est
onstant. La proposition résulte alors des équations :
h˙(0) = Res(ϕ ◦Bα) et zR˜α(ϕ) = Res(ϕ ◦Bα).
On suppose que ϕ ∈ GαA et onsiderons la déomposition de Birkho. Comme ϕ
∗−1
et ϕ+ ∈ G
α
A,
en appliquant la proposition 8 nous obtenons :
ϕt,α = ϕ ∗ ht,α
(ϕ∗−1− )t,α = ϕ
∗−1
− ∗ vt,α
(ϕ+)t,α = ϕ+ ∗ wt,α,
et l'égalité :
ϕt,α = (ϕ
∗−1
− )t,α ∗ (ϕ+)t,α
donne :
ht,α = ϕ
∗−1 ∗ ϕt,α
= ϕ∗−1 ∗ (ϕ∗−1− )t,α ∗ (ϕ+)t,α
= ϕ∗−1 ∗ (ϕ∗−1− ) ∗ vt,α ∗ ϕ+ ∗ wt,α.
Don :
ht,α = (ϕ+)
∗−1 ∗ vt,α ∗ ϕ+ ∗ wt,α. (2.30)
On désigne par Ft,α, Vt,α,Wt,α respetivement les sous-groupes à un paramètre obtenus par
ht,α, vt,α, wt,α à z = 0, il est lair que (ϕ+)|z=0 = e et de même Wt,α est un groupe à un
paramètre onstant reduit à l'élément neutre e. Ainsi l'équation (2.30) à z = 0 se réduit en :
Ft,α = Vt,α.
Ce qui prouve la prémière armation. En utilisant la propriété de oyle on obtient :
R˜α(ϕ) = R˜α(ϕ
∗−1
− ∗ ϕ+) = R˜α(ϕ+) + ϕ
∗−1
+ ∗ R˜α(ϕ
∗−1
− ) ∗ ϕ+.
Don :
Res
(
R˜α(ϕ)
)
= Res
(
R˜α(ϕ
∗−1
− )
)
.
Comme :
R˜α(e) = R˜α(ϕ− ∗ ϕ
∗−1
− ) = R˜α(ϕ−) + ϕ
∗−1
− ∗ R˜α(ϕ
∗−1
− ) ∗ ϕ− = 0,
on a don :
R˜α(ϕ
∗−1
− ) = −ϕ
∗−1
− ∗ R˜α(ϕ−) ∗ ϕ−,
d'où :
Res(ϕ∗−1− ◦Bα) = −Res(ϕ− ◦Bα).
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Chapitre 3
Algèbres de Hopf de graphes de Feynman
Dans e hapitre, nous onstruisons une struture d'algèbre de Hopf HT sur l'espae des
graphes de Feynman spéiés d'une théorie quantique des hamps T . Nous dénissons ainsi un
produit de onvolution ⊛ et un semi-groupe de aratères de ette algèbre de Hopf à valeurs
dans une algèbre ommutative qui prend en ompte la dépendane en les moments extérieurs.
Nous mettons en plae alors la renormalisation dérite par A. Connes et D. Kreimer en [10℄
et la déomposition de Birkho pour deux shémas de renormalisation : le shéma minimal
de renormalisation et le shéma de développement de Taylor. Le ontenu de e hapitre est le
sujet d'un artile en ollaboration ave Dominique Manhon [4℄.
1 Dénitions générales
Un graphe de Feynman est un graphe (non plan) ave un nombre ni de sommets et
d'arêtes, qui peuvent être internes ou externes. Une arête interne est une arête onnetée aux
deux extrémités à un sommet, une arête externe est une arête ave une extrémité ouverte,
l'autre extrémité étant reliée à un sommet. les arêtes s'obtiennent à l'aide de demi-arêtes.
Plus préisément, on onsidère deux ensembles nis V et E . Un graphe Γ ave V (resp. E)
omme ensemble des sommets (resp. demi-arêtes ) est déni omme suit : Soit σ : E −→ E une
involution et ∂ : E −→ V. Pour tout sommet v ∈ V on désigne par st(v) = {e ∈ E/∂(e) = v}
l'ensemble des demi-arêtes arrivant sur v. Les points xes de σ sont les arêtes externes et les
arêtes internes sont données par les paires {e, σ(e)} pour e 6= σ(e). Le graphe Γ assoié à es
données est obtenu en attahant les demiarêtes e ∈ st(v) à tout sommet v ∈ V, et en joignant
les deux demi-arêtes e et σ(e) si σ(e) 6= e.
On désigne par I(Γ) l'ensemble des arêtes internes et par Ext(Γ) l'ensemble des arêtes
externes. Le nombre de boules d'un graphe Γ est déni par :
L(Γ) = |I(Γ)| − |V(Γ)|+ |π0(Γ)| ,
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où π0(Γ) désigne l'ensemble des omposantes onnexes de Γ.
Un graphe irrédutible à une partiule (en bref, graphe 1PI) est un graphe onnexe et qui
reste onnexe quand on oupe toute arête interne. Un graphe non onnexe est dit loalement
1PI si toutes ses omposantes onnexes sont 1PI.
est 1PI et est non 1PI.
Un sous-graphe ouvrant de Γ est un graphe de Feynman γ (pas forement onnexe), obtenu
à partir de Γ en oupant des arêtes internes. Autrement dit :
1. V(γ) = V(Γ).
2. E(γ) = E(Γ).
3. σΓ(e) = e =⇒ σγ(e) = e.
4. Si σγ(e) 6= σΓ(e) alors σγ(e) = e et σγ(σΓ(e)) = σΓ(e).
Pour tout sous-graphe ouvrant γ, le graphe ontraté Γ/γ est déni par ontration de toutes
les omposantes onnexes de γ sur un point. Par exemple,
Γ = , γ = =⇒ Γ/γ = .
Γ = , γ = =⇒ Γ/γ = .
Le résidu d'un graphe Γ noté resΓ est le graphe ontraté Γ/Γ, autrement dit 'est le graphe
sans arêtes internes dont les arêtes externes sont elles de Γ.
res( ) = et res( ) = .
Le squelette d'un graphe Γ noté skΓ est graphe obtenu en oupant toutes les arêtes internes,
par exemple :
sk( ) = .
sk( ) = .
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2 Algèbre de Hopf des graphes de Feynman non spéiés
2.1 Bigèbre H˜T
On se plaera dans le adre d'une théorie physique T qui se traduit par l'apparition de
graphes de Feynman d'un ertain type : ϕ3, ϕ4, QED, QCD et.
On désigne par E(T ) l'ensemble des types de demi-arêtes possibles et par V(T ) l'ensemble de
types de sommets possibles.
Exemple 6. E(ϕ3) = { } , V(ϕ3) = { , }
E(QED) = { , } , V(QED) = { , , }
Un élément de V(T ) peut se voir omme une fontion de E(T ) dans N qui à haque type
d'arête assoie le nombre d'arêtes de e type arrivant sur le sommet en question. En fait la
typologie des sommets presentée ii est enore trop grossière : nous y reviendrons à la setion
2, ave l'introdution des graphes spéiés.
Soit V˜T l'ensemble des graphes Γ onnexes 1PI ave arêtes dans E(T ) et sommets dans V(T )
tels que resΓ soit un sommet dans VT (ondition de divergene superielle [2℄, [10℄, [26℄). Par
exemple Γ = est exlu de la théorie ϕ3 ar son résidu fait apparaître un sommet tétravalent.
Soit H˜T = S(V˜T ) l'espae vetoriel engendré par des graphes de Feynman loalement 1PI pas
néessairement onnexes. Le produit est donné par la onaténation, l'unité 1 est identiée
ave le graphe vide et le oproduit est déni par :
∆(Γ) =
∑
γ⊆Γ
Γ/γ∈T
γ ⊗ Γ/γ. (3.1)
Dans la somme i-dessus, γ parourt tous les sous-graphes ouvrants loalement 1PI de Γ, tels
que le sous-graphe ontraté Γ/γ soit dans la théorie T , 'est-à-dire tels que tous les sommets
de Γ/γ sont d'un type appartenant à V(T ).
Exemple 7. En théorie ϕ3 :
∆( ) = ⊗ + ⊗
+ 2 ⊗ + 2 ⊗
+ ⊗ + ⊗ .
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Le dernier terme est supprimé ar /∈ T .
En QED :
∆( ) = ⊗
+ ⊗ + 2 ⊗
+ 2 ⊗ + ⊗ .
Théorème 7. Munie de e oproduit, H˜T est une bigèbre.
Preuve. ∆ est oassoiatif. En eet :
(∆⊗ id)∆(Γ) =
∑
γ⊆Γ
Γ/γ∈T
∆(γ)⊗ Γ/γ
=
∑
δ⊆γ⊆Γ
γ/δ ;Γ/γ∈T
δ ⊗ γ/δ ⊗ Γ/γ.
(id⊗∆)∆(Γ) =
∑
δ⊆Γ
Γ/δ∈T
δ ⊗∆(Γ/δ)
=
∑
δ⊆Γ ; γ˜⊆Γ/δ
(Γ/δ)/γ˜ ; Γ/δ∈T
δ ⊗ γ˜ ⊗ (Γ/δ)/γ˜.
Pour tout sous-graphe ouvrant δ de Γ tel que Γ/δ ∈ T , il y a une bijetion évidente γ 7→
γ˜ = γ/δ de l'ensemble des sous-graphes de Γ ontenant δ tels que Γ/γ ∈ T et γ/δ ∈ T , sur
l'ensemble des sous-graphes ouvrants de Γ/δ tels que (Γ/δ)/γ˜ ∈ T , donnée par la ontration
de δ [29℄. Pour tout γ˜ ⊆ Γ/δ il existe un unique sous-graphe ouvrant γ de Γ ontenant δ tel
que : γ˜ ∼= γ/δ et on a : (Γ/δ)/γ˜ ∼= Γ/γ. On obtient alors :
(id⊗∆)∆(Γ) =
∑
δ⊆γ⊆Γ
Γ/δ∈T
δ ⊗∆(Γ/δ)
=
∑
δ⊆γ⊆Γ
Γ/γ ; γ/δ∈T
δ ⊗ γ/δ ⊗ Γ/γ.
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Les deux expressions oïnident don ∆ est oassoiatif. La o-unité est donnée par ε(Γ) = 1
si Γ n'a pas d'arêtes internes, et ε(Γ) = 0 pour tout graphe possédant au moins une arête
interne. La bigèbre H˜T est graduée suivant le nombre de boules L.
2.2 Algèbre de Hopf HT
L'algèbre de Hopf HT est obtenue en identiant tous les éléments de degré zéro (les résidus)
à l'unité 1 :
HT = H˜T /J (3.2)
où J est le (bi-) idéal engendré par les éléments 1− resΓ où Γ est un graphe 1PI. La bigèbre
HT est évidemment graduée onnexe, elle est don une algèbre de Hopf graduée onnexe,
qui peut être identiée omme algèbre ommutative ave S(VT ), où VT est l'espae vetoriel
engendré par les graphes de Feynman onnexes 1PI. Le oproduit devient alors :
∆(Γ) = 1⊗ Γ + Γ⊗ 1+
∑
γ sous graphe propre de Γ
loc 1PI. Γ/γ∈T
γ ⊗ Γ/γ, (3.3)
et l'antipode S est donné reursivement sur le degré du graphe Γ par :
S(Γ) = −Γ−
∑
γ sous graphe propre de Γ
loc 1PI. Γ/γ∈T
S(γ)Γ/γ. (3.4)
Exemple 8. En théorie ϕ3
∆
( )
= 1⊗ + ⊗ 1
∆
( )
= 1⊗ + ⊗ 1 + 2
∆
( )
= 1⊗ + ⊗ 1 + 2 ⊗
+ 2 ⊗ + ⊗ + ⊗ ,
S
( )
= −
S
( )
= − + 2
S
( )
=− − 2S
( )
− 2S
( )
− S
( )
= − + 2 + 2 − 3 .
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En QED :
∆
(
) = 1⊗ + ⊗ 1+ ⊗ ,
∆
( )
= 1⊗ + ⊗ 1+ ⊗
+ 2 ⊗ + 2 ⊗ ,
S
( )
= − +
S
( )
= − − 3 + 2 + 2 .
3 Algèbre de Hopf des graphes de Feynman speiés
3.1 Bigèbre H˜T
Dans e paragraphe, on désigne par V˜(T ) l'ensemble de types ranés de sommets possibles :
Pour t ∈ V(T ) on peut avoir des sommets de même type t mais de type rané diérent. Pour
tout type rané t˜ ∈ V˜(T ) on note [ t˜ ] le type de sommet sous-jaent. On notera egalement
t˜ = (t, i) où l'indie i sert à distinguer les types ranés de même type sous-jaent.
Exemple 9. V˜(ϕ3) = {
0
,
1
, }
V˜(QED) = {
0
,
1
, ,
1
}
Remarque 12. Notons bien que les types des demi-arêtes adjaentes à un sommet v ne suf-
sent pas à determiner son type.
Dénition 27. Un graphe spéié de la théorie T est un ouple (Γ, i) où :
1. Γ est un graphe loalement 1PI ave demi-arêtes et sommets de type presrit dans T .
2. i : π0(Γ) −→ N, les valeurs de i(γ) étant presrites par les types possibles du sommet
obtenu en ontratant la omposante onnexe γ sur un point.
(γ, j) est un sous-graphe ouvrant spéié de (Γ, i),
(
(γ, j) ⊂ (Γ, i)
)
si :
1. γ est un-sous graphe ouvrant de Γ.
2. Si γ0 est une omposante onnexe pleine de γ, i.e si γ0 est aussi une omposante onnexe
de Γ, alors j(γ0) = i(γ0).
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Remarque 13. Parfois on notera Γ¯ = (Γ, i) un graphe spéié, et on érira γ¯ ⊂ Γ¯ pour
(γ, j) ⊂ (Γ, i).
Dénition 28. Soit (γ, j) ⊂ (Γ, i). Le graphe spéié ontraté s'érit :
Γ¯/γ¯ = (Γ/γ¯, i), (3.5)
où Γ¯/γ¯ est obtenu en ontratant haque omposante onnexe de γ sur un point, et en spéiant
le sommet obtenu à l'aide de j.
Remarque 14. La spéiation i est la même pour le graphe Γ¯ et le graphe ontraté Γ¯/γ¯.
Soit H˜T l'espae vetoriel engendré par les graphes de Feynman spéiés d'une théorie des
hamps T . Le produit est donné par la onaténation, L'unité 1 est identiée ave le graphe
vide et le oproduit est déni par :
∆(Γ¯) =
∑
γ¯⊆Γ¯
Γ¯/γ¯∈T
γ¯ ⊗ Γ¯/γ¯, (3.6)
La somme porte sur les sous-graphes ouvrants spéiés γ¯ = (γ, j) loalement 1PI, tels que le
graphe ontraté (Γ/(γ, j), i) appartient à la théorie T .
Théorème 8. Munie du oproduit ∆, H˜T est une bigèbre.
Preuve. ∆ est oassoiatif. En eet :
(∆⊗ id)∆(Γ¯) =
∑
γ¯⊆Γ¯
Γ¯/γ¯∈T
∆(γ¯)⊗ Γ¯/γ¯
=
∑
δ¯⊆γ¯⊆Γ¯
γ¯/δ¯ ; Γ¯/γ¯∈T
δ¯ ⊗ γ¯/δ¯ ⊗ Γ¯/γ¯.
(id⊗∆)∆(Γ¯) =
∑
δ¯⊆Γ¯
Γ¯/δ¯∈T
δ¯ ⊗∆(Γ¯/δ¯)
=
∑
δ¯⊆Γ¯ ; α¯⊆Γ¯/δ¯
(Γ¯/δ¯)/α¯ ; Γ¯/δ¯∈T
δ¯ ⊗ α¯⊗ (Γ¯/δ¯)/α¯.
Pour tout sous-graphe spéié δ¯ il y a une bijetion évidente γ¯ 7→ α¯ = γ¯/δ¯ de l'ensemble
des sous-graphes ouvrants de Γ¯ ontenant δ¯ tels que (Γ¯/δ¯)/α¯; Γ¯/δ¯ ∈ T , sur l'ensemble des
sous-graphes ouvrants de Γ¯/δ¯ tels que γ¯/δ¯ ; Γ¯/γ¯ ∈ T , donnée par la ontration de δ¯. Don
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pour tout α¯ = (α, j) sous-graphe spéié de Γ/δ¯ il existe un unique γ¯ = (γ, j) sous-graphe
spéié de Γ¯ tel que δ ⊆ γ et α ∼= γ/δ¯, d'où : α¯ ∼= γ¯/δ¯ et (Γ¯/δ¯)/α¯ ∼= Γ¯/γ¯. On obtient alors :
(id⊗∆)∆(Γ¯) =
∑
δ¯⊆γ¯⊆Γ¯
γ¯/δ¯ ;Γ¯/γ¯∈T
δ¯ ⊗ γ¯/δ¯ ⊗ Γ¯/γ¯.
Don ∆ est oassoiatif, H˜T est don une bigèbre dont la o-unité est donnée par ε(Γ¯) = 1 si
Γ¯ est un graphe spéié sans arêtes internes et ε(Γ¯) = 0 pour Γ¯ ontenant au moins une arête
interne.
Exemple 10. En théorie ϕ3 :
∆( , 0) = ( , 0)⊗
0
+ ⊗ ( , 0)
+ ( , 0)⊗ (
0
, 0)
+ ( , 1)⊗ (
1
, 0).
En QED :
∆( , 1) = ⊗ ( , 1)
+ ( , 1)⊗
1
+ ( , 0)⊗ (
0
, 1)
+ ( , 1)⊗ (
1
, 1).
3.2 Algèbre de Hopf HT
L'algèbre de Hopf HT est obtenue en identiant tous les éléments de degré zéro (les résidus)
à l'unité 1 :
HT = H˜T /J (3.7)
où J est le (bi-) idéal engendré par les éléments 1 − res Γ¯ où Γ¯ est un graphe spéié. La
bigèbre HT est évidemment graduée, elle est don une algèbre de Hopf graduée onnexe. Le
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oproduit devient alors :
∆(Γ¯) = 1⊗ Γ¯ + Γ¯⊗ 1+
∑
γ¯ sous graphe propre de Γ¯
loc 1PI. Γ¯/γ¯∈T
γ¯ ⊗ Γ¯/γ¯, (3.8)
et l'antipode est donné réursivement sur le degré de Γ par :
S
(
Γ¯
)
= −Γ¯−
∑
γ¯ sous graphe propre de Γ¯
loc 1PI. Γ¯/γ¯∈T
S
(
γ¯
)
Γ¯/γ¯, (3.9)
Exemple 11. En prenant les même graphes que l'exemple 10 on obtient : en ϕ3, [10℄ :
∆
(
, 0
)
=
(
, 0
)
⊗ 1+ 1⊗
(
, 0
)
∆
(
, 0
)
=
(
, 0
)
⊗ 1+ 1⊗
(
, 0
)
+
(
, 0
)
⊗
(
0
, 0
)
+
(
, 1
)
⊗
(
1
, 0
)
,
S
(
, 0
)
= −
(
, 0
)
S
(
, 0
)
= −
(
, 0
)
− S
(
, 0
)(
0
, 0
)
− S
(
, 1
)(
1
, 0
)
= −
(
, 0
)
+
(
, 0
)(
0
, 0
)
+
(
, 1
)(
1
, 0
)
.
En QED [39℄ :
∆
(
, 1
)
= 1⊗
(
, 1
)
+
(
, 1
)
⊗ 1
∆
(
, 1
)
= 1⊗
(
, 1
)
+
(
, 1
)
⊗ 1
+
(
, 0
)
⊗
(
0
, 1
)
+
(
, 1
)
⊗
(
1
, 1
)
,
S
(
, 1
)
= −
(
, 1
)
S
(
, 1
)
= −
(
, 1
)
− S
(
, 1
)
(
0
, 1)− S
(
, 1
)(
1
, 1
)
= −
(
, 1
)
+
(
, 1
)
(
0
, 1) +
(
, 1
)(
1
, 1
)
.
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4 Struture extérieure
4.1 Produit tensoriel non ordonné
Soit A un ensemble ni, et Vj un espae vetoriel pour tout j ∈ A. Le produit
∏
j∈A
Vj est
déni par : ∏
j∈A
Vj := {v : A −→
∐
j∈A
Vj , v(i) ∈ Vi, ∀ i ∈ A}.
L'espae V :=
⊗
j∈A
Vj est alors déni par la propriété universelle suivante : pour tout espae
vetoriel E et pour toute appliation multilinéaire F :
∏
j∈A
Vj −→ E, il existe une unique
appliation linéaire F¯ tel que le diagramme suivant est ommutatif :
⊗
j∈A Vj
F¯
∏
j∈A Vj
v 7→
⊗
j∈A vj
99ssssssssss
F
// E
Remarque 15. Soit
(
eλ
)
λ∈Λj
une base de Vj. Une base de
⊗
j∈A
Vj est donnée par :
(
fµ =
⊗
j∈A
eµ(j)
)
µ∈Λ
,
où Λ =
∏
j∈A
Λj = {µ : A −→
∐
j∈A
Λj tel que µ(j) ∈ Λj, ∀j ∈ A}.
4.2 Une algèbre de fontions C∞
Soit d un entier ≥ 1 (la dimension). Pour haque demi-arête e de Γ on désigne par pe ∈ R
d
le moment orrespondant. On désigne par E(Γ) l'espae vetoriel engendré par les demi-arêtes
de Γ, et on prolonge e 7−→ pe en une appliation linéaire de E(Γ) dans R
d
. Plus préisément
l'espae des moments du graphe Γ est déni par :
WΓ = {p : E(Γ) −→ R
d,
∑
e∈st(v)
pe = 0 ∀v ∈ V(Γ), pe + pσ(e) = 0 ∀e ∈ E(Γ) / e 6= σ(e)}.
En partiulier,
WresΓ = {(p1, · · · , p|Ext(Γ)|), pj ∈ R
D,
|Ext(Γ)|∑
j=1
pj = 0}.
On pose alors pour Γ onnexe :
VΓ = C
∞(WΓ,C),
60
pour Γ = Γ1 · · ·Γr, on pose :
VΓ =
⊗
j∈{1,··· ,r}
VΓj ,
'est le produit tensoriel non-ordonné des VΓj où les Γj sont les omposantes onnexes de Γ.
Et enn :
B :=
∏
Γ connexe ou non
VΓ. (3.10)
L'espae VΓ s'identie naturellement à un sous-espae de C
∞(WΓ,C) via :⊗
j∈A
vj(p) :=
∏
j∈A
vj(pj) ave pj := p|E(Γj).
On munit par ailleurs B du produit de onaténation non-ordonné qu'on note • : pour v =⊗
j∈A
vj ∈ VΓ et v
′ =
⊗
j∈B
vj ∈ VΓ′, le produit v • v
′ ∈ VΓΓ′ est déni par :
v • v′ =
⊗
j∈A
∐
B
vj . (3.11)
Le produit • est ommutatif par dénition. Cette dénition s'étend naturellement en un produit
bilinéaire : B × B −→ B.
Proposition 16. Soient deux graphes Γ1 et Γ2 (pas forément onnexes), et soit Γ = Γ1Γ2.
Pour tout v1, v
′
1 ∈ VΓ1 et v2, v
′
2 ∈ VΓ2 on a l'égalité suivante dans VΓ :
(v1v
′
1) • (v2v
′
2) = (v1 • v2)(v
′
1 • v
′
2).
Preuve. Pour p1 ∈ WΓ1 et p2 ∈ WΓ2 on a :
(v1v
′
1) • (v2v
′
2)(p1, p2) = v1v
′
1(p1)v2v
′
2(p2)
= v1(p1)v
′
1(p1)v2(p2)v
′
2(p2)
= v1(p1)v2(p2)v
′
1(p1)v
′
2(p2)
= (v1 • v2)(p1, p2)(v
′
1 • v
′
2)(p1, p2)
= (v1 • v2)(v
′
1 • v
′
2)(p1, p2).
4.3 Produit de onvolution ⊛
Soit Γ un graphe et γ un sous-graphe de Γ, on désigne par iΓ,γ : VΓ/γ →֒ VΓ et πγ,Γ : Vγ ։ VΓ
deux morphismes d'algèbres qui sont dénis omme suit :
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Soit FΓ,γ : WΓ → WΓ/γ la projetion de WΓ sur WΓ/γ en oubliant les moments intérieurs de γ,
que l'on peut enore dénir par le diagramme ommutatif suivant :
E(Γ)
p

E(Γ/γ)
,

inj(Γ,γ)
::✈✈✈✈✈✈✈✈✈
FΓ,γ(p)
// RD
où inj(Γ, γ) est l'injetion naturelle et FΓ,γ = inj(Γ, γ)
∗
. On onsidère maintenant le dia-
gramme suivant :
WΓ/γ
f

WΓ
FΓ,γ
<< <<②②②②②②②②
FΓ,γ
∗f
// C
On dénit l'injetion iΓ,γ par : iΓ,γ = FΓ,γ
∗
. On désigne par Gγ,Γ : WΓ →֒ Wγ l'inlusion
naturelle de WΓ dans Wγ et on onsidère le diagramme suivant :
Wγ
f

WΓ
.

Gγ,Γ
==④④④④④④④④
Gγ,Γ
∗f
// C
On dénit la surjetion πγ,Γ par : πγ,Γ := Gγ,Γ
∗ : Vγ ։ VΓ.
Soit H˜T la bigèbre de graphes de Feynman spéiés assoiée à une théorie T . On désigne par
L(H˜T ,B) l'espae des appliations C-linéaires χ : H˜T −→ B, et par L˜(H˜T ,B) le sous-espae
de L(H˜T ,B) des χ tels que :
1. χ ne dépend pas de la spéiation de Γ, -à-d : χ(Γ, i) = χ(Γ).
2. χ(Γ) ∈ VΓ pour tout graphe Γ.
3. χ(Γ) = 1VΓ si Γ n'a pas d'arêtes internes, où 1VΓ désigne la fontion onstante égale à 1
sur WΓ.
On dénit alors un produit de onvolution ⊛ pour tout χ, η ∈ L˜(H˜T ,B) et pour tout graphe
spéié (Γ, i) par :
(χ⊛ η)(Γ, i) = (χ⊛ η)(Γ) =
∑
(γ,j)⊂(Γ,i)
(Γ,i)/(γ,j)∈T
πγ,Γ[χ(γ)]iΓ,γ
[
η
(
Γ/(γ, j)
)]
. (3.12)
Le produit utilisé dans le membre de droite est le produit point par point dans VΓ.
Théorème 9. Le produit ⊛ est assoiatif.
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Preuve. Soient χ, η et ξ trois éléments de L˜(H˜T ,B) et (Γ, i) un graphe speié. On notera
indiéremment Γ¯ = (Γ, i), γ¯ = (γ, j), δ¯ = (δ, k) et Γ¯/γ¯ = (Γ/(γ, j), i). D'une part on a :
χ⊛ (η ⊛ ξ)(Γ, i) = χ⊛ (η ⊛ ξ)(Γ)
=
∑
δ¯⊂ Γ¯
Γ¯/δ¯∈T
πδ,Γ[χ(δ)] iΓ,δ
[
(η ⊛ ξ)(Γ¯/δ¯)
]
=
∑
δ¯⊂ Γ¯
Γ¯/δ¯∈T
πδ,Γ[χ(δ)] iΓ,δ
[ ∑
α¯⊂ Γ¯/δ
(Γ¯/δ¯)/α¯∈T
πα,Γ/δ[η(α)]iΓ/δ,α[ξ((Γ¯/δ¯)/α¯)]
]
.
En identiant α¯ à γ¯/δ¯ où γ¯ est un sous-graphe de Γ¯ ontenant δ¯, et (Γ¯/δ¯)/α¯ à Γ¯/γ¯ on obtient :
χ⊛ (η ⊛ ξ)(Γ, i) = χ⊛ (η ⊛ ξ)(Γ)
=
∑
δ¯⊂ γ¯⊂ Γ¯
γ¯/δ¯; Γ¯/γ¯∈T
πδ,Γ[χ(δ)] iΓ,δ
[
πγ/δ,Γ/δ[η(γ¯/δ¯)]iΓ/δ,γ/δ[ξ(Γ¯/γ¯)]
]
=
∑
δ¯⊂ γ¯⊂ Γ¯
γ¯/δ¯; Γ¯/γ¯∈T
πδ,Γ[χ(δ)] iΓ,δπγ/δ,Γ/δ[η(γ¯/δ¯)]iΓ,δiΓ/δ,γ/δ[ξ(Γ¯/γ¯)].
D'autre part on a :
(χ⊛ η)⊛ ξ(Γ, i) = (χ⊛ η)⊛ ξ(Γ)
=
∑
γ¯⊂ Γ¯
Γ¯/γ¯∈T
πγ,Γ[χ⊛ ξ(γ)] iΓ,γ[ξ(Γ¯/γ¯)]
=
∑
δ¯⊂ γ¯⊂ Γ¯
γ¯/δ¯; Γ¯/γ¯∈T
πγ,Γ
[
πδ,γχ(δ)iδ,γ[η(γ¯/δ¯)]
]
iΓ,γ [ξ(Γ¯/γ¯)]
=
∑
δ¯⊂ γ¯⊂ Γ¯
γ¯/δ¯; Γ¯/γ¯∈T
πγ,Γπδ,γ[χ(δ)]πγ,Γiγ,δ[η(γ¯/δ¯)] iΓ,γ[ξ(Γ¯/γ¯)].
En utilisant les dénitions de Gγ,Γ et FΓ,γ, il est lair que les trois diagrammes suivants om-
mutent :
Wγ
Gδ,γ

WΓ
Gγ,Γ
==④④④④④④④④
Gδ,Γ
//Wδ
WΓ
Gγ,Γ

FΓ,δ //WΓ/δ
Gγ/δ,Γ/δ

Wγ Fγ,δ
//Wγ/δ
WΓ/δ
FΓ/δ,γ/δ

WΓ
FΓ,δ
<<②②②②②②②②
FΓ,γ
//WΓ/γ
Par onséquent, on obtient par dualité les trois diagrammes ommutatifs suivants :
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Vγ
πγ,Γ

Vδ
πδ,γ
??
⑦⑦⑦⑦⑦⑦⑦
πδ,Γ
// VΓ
Vγ/δ
πγ/δ,Γ/δ

iγ,δ // Vγ
πγ,Γ

VΓ/δ iΓ,δ
// VΓ
VΓ/δ
iΓ,δ

VΓ/γ
iΓ/δ,γ/δ
<<②②②②②②②②
iΓ,γ
// VΓ
Don on peut érire :
(χ⊛ η)⊛ ξ(Γ, i) =
∑
δ¯⊂ γ¯⊂ Γ¯
γ¯/δ¯; Γ¯/γ¯∈T
πδ,Γ[χ(δ)] iΓ,δπγ/δ,Γ/δ[η(γ¯/δ¯)]iΓ,δiΓ/δ,γ/δ[ξ(Γ¯/γ¯)].
Et par suite, omme (χ ⊛ η) ⊛ ξ(Γ, i) = χ ⊛ (η ⊛ ξ)(Γ, i) pour tout graphe spéié (Γ, i), le
produit ⊛ est assoiatif.
Théorème 10. Soit G = {ϕ ∈ L˜(H˜T ,B) tel que ϕ(γγ
′) = ϕ(γ) • ϕ(γ′) et ϕ(1) = 1B}. Muni
du produit ⊛, l'ensemble G est un sous-groupe du semi-groupe des aratères de H˜T à valeurs
dans B.
Preuve. Soient ϕ, ψ deux éléments de G et Γ¯ = (Γ, i), Γ¯′ = (Γ′, i′) deux graphes spéiés : par
dénition il est lair que ϕ⊛ ψ ∈ L˜(H˜T ,B). En utilisant la proposition 16 on a don :
(ϕ⊛ ψ)(Γ¯Γ¯′) = (ϕ⊛ ψ)(ΓΓ′)
=
∑
γ¯γ¯′⊂ Γ¯Γ¯′
Γ¯Γ¯′/γ¯γ¯′∈T
πγγ′,ΓΓ′ [ϕ(γγ
′)] iΓΓ′,γγ′
[
ψ(Γ¯Γ¯′/γ¯γ¯′)
]
=
∑
γ¯⊂ Γ¯ , γ¯′⊂ Γ¯′
Γ¯/γ¯; Γ¯′/γ¯′∈T
(
πγ,Γ[ϕ(γ)] • πγ′,Γ′[ϕ(γ
′)]
) (
iΓ,γ
[
ψ(Γ¯/γ¯)
]
• iΓ′,γ′
[
ψ(Γ¯′/γ¯′)
])
=
∑
γ¯⊂ Γ¯ , γ¯′⊂ Γ¯′
Γ¯/γ¯; Γ¯′/γ¯′∈T
(
πγ,Γ[ϕ(γ)]iΓ,γ
[
ψ(Γ¯/γ¯)
])
•
(
πγ′,Γ′[ϕ(γ
′)] iΓ′,γ′
[
ψ(Γ¯′/γ¯′)
])
= (ϕ⊛ ψ)(Γ¯)(ϕ⊛ ψ)(Γ¯′).
L'élément neutre e est déni par :
e(Γ¯) =
{
1VΓ si Γ¯ est un graphe spéié de degré zéro
0 sinon.
(3.13)
En eet pour tout ϕ ∈ L˜(H˜T ,B) on a :
Si Γ¯ de degré zéro,
(e⊛ ϕ)(Γ¯) = e(Γ¯)ϕ(Γ¯) = ϕ(Γ)
De même :
(ϕ⊛ e)(Γ¯) = ϕ(Γ¯)e(Γ¯) = ϕ(Γ)
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Si Γ¯ de degré ≥ 1 on a :
(e⊛ ϕ)(Γ¯) =
∑
(Γ¯)
πγ,Γ[e(γ¯)] iΓ,γ[ϕ(Γ¯/γ¯)]
= πskΓ,Γ[1VskΓ ] iΓ,skΓ[ϕ(Γ)]
= ϕ(Γ).
(ϕ⊛ e)(Γ¯) =
∑
(Γ)
πγ,Γ[ϕ(γ)] iΓ,γ [e(Γ¯/γ¯)]
= πΓ,Γ[ϕ(Γ)] iΓ,Γ[e(sk Γ¯)]
= ϕ(Γ).
L'inverse d'un élément ϕ de G est donné par la formule suivante :
ϕ⊛−1(Γ¯) = (e− (e− ϕ))⊛−1(Γ¯)
=
∑
n
(e− ϕ)⊛n(Γ¯).
Cette somme est bien dénie : elle s'arrête à n = q pour un graphe spéié Γ¯ de degré q. On a
bien alors :
ϕ⊛−1 ⊛ ϕ = ϕ⊛ ϕ⊛−1 = e.
4.4 Déomposition de Birkho
Dans e paragraphe on va expliquer omment renormaliser un aratère ϕ de la bigèbre
graduée de graphes spéiés H˜T : Soit ϕ un aratère à valeurs dans l'algèbre ommutative
unitaire A := B([z−1, z]]) munie du shéma minimal de renormalisation :
A = A− ⊕A+ (3.14)
où :
A+ := B[[z]],
A− := z
−1B[z−1].
les espaes A− et A+ sont deux sous-algèbres de A, ave 1A ∈ A+. On note P la projetion
sur A− parallèlement à A+. L'espae des appliations linéaires de H˜T dans A est muni du
produit de onvolution ⊛ déni pour tout ϕ, ψ ∈ L˜(H˜T ,A) et tout graphe spéié (Γ, i) par :
(ϕ⊛ ψ)(Γ, i) = (ϕ⊛ ψ)(Γ) =
∑
(γ,j)⊂(Γ,i)
(Γ,i)/(γ,j)∈T
πγ,Γ[ϕ(γ)]iΓ,γ
[
ψ
(
Γ/(γ, j)
)]
.
On a vérié dans le paragraphe préédent que l'espae des aratères de H˜T à valeurs dans A
est un groupe pour le produit de onvolution ⊛.
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Théorème 11. 1. Chaque aratère ϕ ∈ G admet une unique déomposition de Birkho
dans G :
ϕ = ϕ⊛−1− ⊛ ϕ+ (3.15)
ompatible ave le shéma de renormalisation hoisi, -à-d telle que ϕ+ prenne ses valeurs
dans A+ et telle que ϕ−(Γ¯) ∈ A− pour tout (Γ, i) graphe spéié de degré ≥ 1. Les
omposantes ϕ+ et ϕ− sont données par des formules réursives assez simples. Pour tout
Γ¯ de degré zéro (i.e sans arêtes internes) on pose : ϕ−(Γ¯) = ϕ+(Γ¯) = ϕ(Γ¯) = 1VΓ, si on
suppose que ϕ−(Γ¯) et ϕ+(Γ¯) sont onnus pour Γ¯ de degré k ≤ n− 1, on a alors pour tout
graphe spéié Γ¯ homogène de degré n :
ϕ−(Γ¯) = ϕ−(Γ) = −P
ϕ(Γ) + ∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ] (3.16)
ϕ+(Γ¯) = ϕ+(Γ) = (I − P )
ϕ(Γ) + ∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ] . (3.17)
2. ϕ+ et ϕ− sont deux aratères, on appelera ϕ+ le aratère renormalisé et ϕ− le aratère
des ontretermes.
Preuve. 1. Le fait que ϕ+ prenne ses valeurs dans A+ et que ϕ−(Γ) ∈ A− est immédiat par
dénition de P , et on peut vérier que ϕ+ = ϕ− ⊛ ϕ par un simple alul :
ϕ+(Γ) = (I − P )
ϕ(Γ) + ∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ]
= ϕ(Γ) + ϕ−(Γ) +
∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ]
.
En utilisant le fait que ϕ−(Γ) = ϕ(Γ) = 1VΓ , pour un graphe Γ de degré zéro on a :
ϕ− ⊛ ϕ(Γ) =
∑
γ¯⊂ Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ]
= πskΓ,Γ[ϕ−(skΓ)]iΓ,skΓ[ϕ(Γ)] + πΓ,Γ[ϕ−(Γ)]iΓ,Γ[ϕ(resΓ)]
+
∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ]
.
= ϕ(Γ) + ϕ−(Γ) +
∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ]
.
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D'où : ϕ+ = ϕ− ⊛ ϕ, equivaut à dire que : ϕ = ϕ
⊛−1
− ⊛ ϕ+.
Supposons maintenant que ϕ = ϕ⊛−1− ⊛ ϕ+ = ψ
⊛−1
− ⊛ ψ+ alors, on obtient :
ϕ+ ⊛ ψ
⊛−1
+ = ϕ− ⊛ ψ
⊛−1
− .
Le terme de droite de l'egalité envoie tout graphe spéié de degré ≥ 1 dans A+ par
ontre le terme de gauhe l'envoie dans A−, don pour tout graphe Γ¯ de degré ≥ 1 on a :
ϕ+ ⊛ ψ
⊛−1
+ (Γ) = ϕ− ⊛ ψ
⊛−1
− (Γ) = 0.
Don : ϕ+ ⊛ ψ
⊛−1
+ = ϕ− ⊛ ψ
⊛−1
− = e, e qui prouve l'uniité de la déomposition de
Birkho.
2. On se limite à montrer que ϕ− est un aratère, ϕ+ = ϕ−⊛ϕ l'étant alors automatique-
ment. L'idée deoule du fait que la projetion P vérie l'egalité de Rota-Baxter :
P (a)P (b) = P
(
− ab+ P (a)b+ P (b)a
)
. (3.18)
Soit ϕ un élément de G. La démonstration se fait par réurrene sur le degré du graphe
ΓΓ′. Pour Γ¯Γ¯′ de degré zéro on a bien 1VΓ • 1V ′Γ = 1VΓΓ′ . Supposons que ϕ−(ΓΓ
′) =
ϕ−(Γ) • ϕ−(Γ
′) pour tous Γ¯,Γ¯′ ∈ H˜T tels que : deg(Γ¯) + deg(Γ¯
′) ≤ d − 1 et montrons
l'egalité pour Γ¯,Γ¯′ ∈ H˜T tels que : deg(Γ¯) + deg(Γ¯
′) = d.
On a :
ϕ−(Γ) • ϕ−(Γ
′) = P (X) • P (Y ),
où
X = ϕ(Γ) +
∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ]
Y = ϕ(Γ′) +
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
πγ′,Γ′[ϕ−(γ
′)] iΓ′,γ′
[
ϕ
(
Γ′/(γ′, j)
) ]
.
On a :
ϕ−(Γ) • ϕ−(Γ
′) = P (X) • P (Y ) = P
(
−X • Y + P (X) • Y +X • P (Y )
)
.
Comme P (X) = −ϕ−(Γ) et P (Y ) = −ϕ−(Γ
′) , on obtient :
ϕ−(Γ) • ϕ−(Γ
′) = −P
(
X • Y + ϕ−(Γ) • Y +X • ϕ−(Γ
′)
)
.
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Don :
ϕ−(Γ) • ϕ−(Γ
′) = −P
[
ϕ(Γ) • ϕ(Γ′) + ϕ−(Γ) • ϕ(Γ
′) + ϕ(Γ) • ϕ−(Γ
′)
+
∑
γ¯( Γ¯
Γ¯/γ¯∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ¯/γ¯
) ])
•
(
ϕ−(Γ
′) + ϕ(Γ′)
)
+
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
(
πγ′,Γ′[ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])
•
(
ϕ−(Γ) + ϕ(Γ)
)
+
∑
γ¯( Γ¯,γ¯′( Γ¯′
Γ¯/γ¯;Γ¯′/γ¯′∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ(Γ¯/γ¯)
])
•
(
πγ′,Γ′[ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])]
.
Le oproduit ∆(Γ¯Γ¯′) s'erit :
∆(Γ¯Γ¯′) = Γ¯Γ¯′ ⊗ res Γ¯ res Γ¯′ + sk Γ¯ sk Γ¯′ ⊗ Γ¯Γ¯′ + Γ¯ sk Γ¯′ ⊗ Γ¯′ res Γ¯ + Γ¯′ sk Γ¯⊗ Γ¯ res Γ¯′
+
∑
γ¯( Γ¯
Γ¯/γ¯∈T
γ¯Γ¯′ ⊗ (Γ¯/γ¯) res Γ¯′ + γ¯ sk Γ¯′ ⊗ (Γ¯/γ¯)Γ¯′
+
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
Γ¯γ¯′ ⊗ (Γ¯′/γ¯′) res Γ¯ + γ¯′ sk Γ¯⊗ Γ¯(Γ¯′/γ¯′) +
∑
γ¯( Γ¯ γ¯′( Γ¯′
Γ¯/γ¯;Γ¯′/γ¯′∈T
γ¯γ¯′ ⊗ (Γ¯/γ¯)(Γ¯′/γ¯′).
Comme ϕ−(ΓΓ
′) = −P
(
ϕ− ⊛ ϕ(ΓΓ
′)− ϕ−(ΓΓ
′)
)
, alors on a :
ϕ−(ΓΓ
′) = −P
[
πΓΓ′,ΓΓ′[ϕ−(ΓΓ
′)]iΓΓ′,ΓΓ′[ϕ(res Γ¯ res Γ¯
′)]
+ πskΓ skΓ′,ΓΓ′[ϕ−(sk Γ¯ sk Γ¯
′)]iΓΓ′,skΓ skΓ′[ϕ(ΓΓ
′)]
+ πΓ skΓ′,ΓΓ′[ϕ−(Γ sk Γ¯
′)]iΓΓ′,Γ skΓ′
[
ϕ(Γ′ res Γ¯)
]
+ πΓ′ skΓ,ΓΓ′[ϕ−(Γ
′
sk Γ¯)]iΓΓ′,Γ′ skΓ[ϕ(Γ res Γ¯
′)]
+
∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγγ′,ΓΓ′[ϕ−(γΓ
′)]iΓΓ′,γγ′
[
ϕ(Γ¯/γ¯ res Γ¯′)
]
+ πγγ′,ΓΓ′[ϕ−(γ sk Γ¯
′)]iΓΓ′,γγ′
[
ϕ(Γ¯/γ¯Γ′)
]
+
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
πγγ′,ΓΓ′[ϕ−(γ
′Γ)]iΓΓ′,γγ′
[
ϕ(Γ¯′/γ¯′ res Γ¯)
]
+ πγγ′,ΓΓ′ [ϕ−(γ
′
sk Γ¯)]iΓΓ′,γγ′
[
ϕ(Γ¯′/γ¯′Γ)
]
+
∑
γ¯( Γ¯ γ¯′( Γ¯′
Γ¯/γ¯; Γ¯′/γ¯′∈T
πγγ′,ΓΓ′ [ϕ−(γγ
′)]iΓΓ′,γγ′
[
ϕ(Γ¯/γ¯Γ¯′/γ¯′)
]
− ϕ−(ΓΓ
′)
]
.
On remarque que le premier et le dernier termes se ompensent. En utilisant le fait que
ϕ est un aratère, ϕ(sk Γ¯) = ϕ−(sk Γ¯) = 1VΓ , et en utilisant l'hypothèse de réurrene
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on obtient :
ϕ−(ΓΓ
′) = −P
[
ϕ(Γ) • ϕ(Γ′)
+
(
πΓ skΓ′,ΓΓ′ [ϕ−(Γ)] • πΓ skΓ′,ΓΓ′[ϕ−(sk Γ¯
′)]
)(
iΓΓ′,Γ skΓ′
[
ϕ(Γ′)
]
• iΓΓ′,Γ skΓ′
[
ϕ(res Γ¯)
])
+
(
πΓ′ skΓ,ΓΓ′ [ϕ−(Γ
′)] • πΓ′ skΓ,ΓΓ′ [ϕ−(sk Γ¯)]
)(
iΓΓ′,Γ′ skΓ[ϕ(Γ)] • iΓΓ′,Γ′ skΓ[ϕ(res Γ¯
′)]
)
+
∑
γ¯( Γ¯
Γ¯/γ¯∈T
(
πγ,Γ[ϕ−(γ)]iΓ,γ
[
ϕ(Γ¯/γ¯)
])
•
(
ϕ−(Γ
′) + ϕ(Γ′)
)
+
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
(
πγ′,Γ′[ϕ−(γ
′)]iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])
•
(
ϕ−(Γ) + ϕ(Γ)
)
+
∑
γ¯( Γ¯,γ¯′( Γ¯′
Γ¯/γ¯;Γ¯′/γ¯′∈T
(
πγ,Γ[ϕ−(γ)] • πγ′,Γ′[ϕ−(γ
′)]
)(
iΓ,γ
[
ϕ(Γ¯/γ¯)
]
• iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])]
.
La proposition 16 nous permet d'érire :
ϕ−(ΓΓ
′) = −P
[
ϕ(Γ) • ϕ(Γ′) + ϕ−(Γ) • ϕ(Γ
′) + ϕ(Γ) • ϕ−(Γ
′)
+
∑
γ¯( Γ¯
Γ¯/γ¯∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ¯/γ¯
) ])
•
(
ϕ−(Γ
′) + ϕ(Γ′)
)
+
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
(
πγ′,Γ′ [ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])
•
(
ϕ−(Γ) + ϕ(Γ)
)
+
∑
γ¯( Γ¯,γ¯′( Γ¯′
Γ¯/γ¯;Γ¯′/γ¯′∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ(Γ¯/γ¯)
])
•
(
πγ′,Γ′[ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])]
= ϕ−(Γ) • ϕ−(Γ
′),
e qui montre que ϕ− est bien un aratère.
4.5 Développement de Taylor
Nous adaptons ii la onstrution de [15, 9℄, utilisée enore dans [34, 3.7℄, (voir aussi
[17, 18℄).
Dénition 29. Soit B l'algèbre ommutative dénie par (3.10). Pour m ∈ N, l'opérateur de
développement de Taylor d'ordre m est :
Pm ∈ End(B), Pmf(v) :=
∑
|β|≤m
vβ
β!
∂β0 f, (3.19)
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où β = (β1, ..., βn) ∈ N
n
ave les notations habituelles : |β| := β1 + ...+ βn, et
vβ =
∏
1≤k≤n
vβkk , β! :=
∏
1≤k≤n
βk!, ∂
β
0 :=
∏
1≤k≤n
∂βk
∂vβkk
∣∣vk=0.
Nous pouvons maintenant mettre en oeuvre le "shema général des moments" en utilisant
es projetions Pm. Soit ϕ un élément de G, nous dénissons la déomposition de Birkho :
ϕ = ϕ⊛−1− ⊛ ϕ+. (3.20)
Les omposantes ϕ+ et ϕ− sont données par les formules réursives suivantes. Pour tout Γ¯ de
degré zéro (i.e sans arêtes internes) on a : ϕ−(Γ¯) = ϕ+(Γ¯) = ϕ(Γ¯) = 1VΓ . Si nous supposons
que ϕ−(Γ¯) et ϕ+(Γ¯) sont onnus pour Γ¯ de degré k ≤ m−1, nous avons alors pour tout graphe
spéié Γ¯ de degré m :
ϕ−(Γ¯) = −Pm
ϕ(Γ) + ∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ] (3.21)
ϕ+(Γ¯) = (I − Pm)
ϕ(Γ) + ∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ] . (3.22)
Les opérateurs Pm forment une famille de RotaBaxter dans le sens de K. Ebrahimi-Fard, J.
Graia-Bondia et F. Patras [15, Proposition 9.1, Proposition 9.2℄. L'analogue de l'égalité de
Rota-Baxter déni par la formule (3.18) est donné par le théorème suivant [15, 34℄ :
Théorème 12. Soit Γ un graphe, et soient f, g ∈ VΓ. Pour tout s, t ∈ N, l'opérateur de
développement de Taylor satisfait :
(Psf)(Ptg) = Ps+t[(Psf)g + f(Ptg)− fg]. (3.23)
Preuve. On note par µ(f ⊗ g) = fg le produit point par point sur VΓ. En utilisant l'egalité de
Leibniz :
∂ ◦ µ = µ ◦ (∂ ⊗ Id+ Id⊗ ∂), (3.24)
et la formule
∂α0 Ps = ∂
α
0
∑
|β|≤s
v 7→ vβ
β!
∂β0 =
∑
|β|≤s
∂α0 (v 7→ v
β)
β!
∂β0 =
{
∂α0 si |α| ≤ s
0 sinon,
(3.25)
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Par la formule (3.19), il sut de vérier le résultat pour tout multiindie |α| ≤ s + t :
∂α0 [(Psf)g + f(Ptg)− fg] =
∑
β≤α
(
α
β
)
µ ◦ (∂β0 ⊗ ∂
α−β
0 )[(Psf)⊗ g + f ⊗ (Ptg)− f ⊗ g]
=
∑
β≤α
(
α
β
)[
(∂β0Psf)(∂
α−β
0 g) + (∂
β
0 f)(∂
α−β
0 Ptg)− (∂
β
0 f)(∂
α−β
0 g)
]
.
En eet, par la formule (3.25), les ontributions de |β| > s ou |α − β| > t donnent zéro. Par
exemple, si |α− β| > t alors |α| − |β| > t =⇒ |β| < |α| − t, puisque |α| ≤ s+ t alors |β| < s et
on a :
∂β0Ps = ∂
β
0 , et ∂
α−β
0 Pt = 0,
alors
(∂β0Psf)︸ ︷︷ ︸
∂β0 f
(∂α−β0 g) + (∂
β
0 f) (∂
α−β
0 Ptg)︸ ︷︷ ︸
0
−(∂β0 f)(∂
α−β
0 g) = 0.
De même on a :
(∂β0Psf)(∂
α−β
0 Ptg) = 0.
Don il ne reste que les termes en |β| ≤ s et |α− β| ≤ t, qui donnent :
∂β0Ps = ∂
β
0 et ∂
α−β
0 Pt = ∂
α−β
0 ,
don nous avons :
(∂β0Psf)(∂
α−β
0 g) + (∂
β
0 f)(∂
α−β
0 Ptg)− (∂
β
0 f)(∂
α−β
0 g) = (∂
β
0 f)(∂
α−β
0 g)
= (∂β0Psf)(∂
α−β
0 Ptg).
D'où on a :
∂α0 [(Psf)g + f(Ptg)− fg] =
∑
β≤α
(
α
β
)
(∂β0Psf)(∂
α−β
0 Ptg)
= ∂α0 [(Psf).(Ptg)],
e qui prouve le théorème.
Théorème 13. Soit H˜T la bigèbre graduée des graphes de Feynman spéiés et ϕ un aratère
à valeurs dans une algèbre ommutative unitaire B. De plus soit P. : N −→ End(B) un shéma
de renormalisation indexé, 'est`à-dire une famille d'endomorphismes (Pt)t∈N tels que :
µ ◦ (Ps ⊗ Pt) = Ps+t ◦ µ ◦ [Ps ⊗ Id+ Id⊗ Pt − Id⊗ Id], (3.26)
pour tout s, t ∈ N. Alors ϕ− and ϕ+ dénis par (3.21) et (3.22) sont deux aratères.
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Preuve. On se limite à montrer que ϕ− est un aratère. Le fait que ϕ+ = ϕ−⊛ϕ est aussi un
aratère s'obtient automatiquement.
La preuve se fait par réurrene sur le degré du graphe ΓΓ′. Pour |ΓΓ′| = 0, le résultat est
imédiat. Supposons que ϕ−(ΓΓ
′) = ϕ−(Γ)ϕ−(Γ
′) jusqu'a l'ordre |ΓΓ′| − 1.
Pour Γ¯, Γ¯′ ∈ ker ε, on érit ϕ−(Γ¯) = −P|Γ|(ϕ¯(Γ¯)), où
ϕ¯(Γ¯) = ϕ(Γ) +
∑
γ¯( Γ¯
Γ¯/γ¯∈T
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ/(γ, j)
) ]
.
Pour prouver e théorème, nous utilisons l'hypothèse de réurrene et les formules (3.21) et
(3.26).
ϕ−(Γ¯Γ¯
′) = −P|ΓΓ′|
[
ϕ(Γ) • ϕ(Γ′) + ϕ−(Γ) • ϕ(Γ
′) + ϕ(Γ) • ϕ−(Γ
′)
+
∑
γ¯( Γ¯
Γ¯/γ¯∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ¯/γ¯
) ])
•
(
ϕ−(Γ
′) + ϕ(Γ′)
)
+
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
(
πγ′,Γ′[ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])
•
(
ϕ−(Γ) + ϕ(Γ)
)
+
∑
γ¯( Γ¯ , γ¯′( Γ¯′
Γ¯/γ¯ ; Γ¯′/γ¯′∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ(Γ¯/γ¯)
])
•
(
πγ′,Γ′ [ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
])]
= −P|Γ|+|Γ′|
[(
ϕ(Γ) +
∑
γ¯( Γ¯
Γ¯/γ¯∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ
(
Γ¯/γ¯
) ]))
•
(
ϕ(Γ′) +
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
(
πγ′,Γ′[ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
]))
+ ϕ−(Γ) •
(
ϕ(Γ′) +
∑
γ¯′( Γ¯′
Γ¯′/γ¯′∈T
(
πγ′,Γ′[ϕ−(γ
′)] iΓ′,γ′
[
ϕ(Γ¯′/γ¯′)
]))
+ ϕ−(Γ
′) •
(
ϕ(Γ) +
∑
γ¯( Γ¯
Γ¯/γ¯∈T
(
πγ,Γ[ϕ−(γ)] iΓ,γ
[
ϕ(Γ¯/γ¯)
]))]
= −P|Γ|+|Γ′|
[
ϕ¯(Γ¯) • ϕ¯(Γ¯′)− P|Γ|(ϕ¯(Γ¯)) • ϕ¯(Γ¯
′)− P|Γ′|(ϕ¯(Γ¯
′)) • ϕ¯(Γ¯)
]
= P|Γ|+|Γ′|
[
P|Γ′|(ϕ¯(Γ¯
′)) • ϕ¯(Γ¯) + P|Γ|(ϕ¯(Γ¯)) • ϕ¯(Γ¯
′)− ϕ¯(Γ¯) • ϕ¯(Γ¯′)
]
= P|Γ|
(
ϕ¯(Γ¯)
)
• P|Γ′|
(
ϕ¯(Γ¯′)
)
= ϕ−(Γ¯) • ϕ−(Γ¯
′).
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Chapitre 4
Dédoublement de la bigèbre des graphes
et règles de Feynman
Dans e hapitre, nous dénissons le dédoublement D˜T de la bigèbre des graphes de Feyn-
man spéiés. C'est l'espae vetoriel engendré par les ouples (Γ¯, γ¯) où Γ¯ est un graphe spéié
loalement 1PI de la théorie T , γ¯ ⊂ Γ¯ loalement 1PI et Γ¯/γ¯ est un graphe spéié de T . Nous
dénissons également un produit de onvolution > sur les aratères de DT à valeurs dans une
algèbre d'endomorphismes, munie d'un produit ommutatif • ompatible ave la omposition.
Nous retrouvons alors la renormalisation telle qu'elle est formulée par A. Smirnov [36, 8.5,
8.6℄, en adaptant l'approhe d'A. Connes et D. Kreimer pour deux shémas de renormalisa-
tion : le shéma minimal de renormalisation et le shéma de développement de Taylor.
Enn, nous nous intéressons aux intégrales de Feynman qui sont en général divergentes. Nous
déterminons alors leurs parties nies en utilisant l'algorithme BPHZ, après avoir régularisé es
intégrales ave le proédé de la regularisation dimensionnelle. Nous suivons l'approhe de P.
Etingof [19℄ (voir aussi [33℄).
1 Le dédoublement de la bigèbre
Soit D˜T l'espae vetoriel engendré par les ouples (Γ¯, γ¯) où Γ¯ est un graphe spéié loa-
lement 1PI de la théorie T , γ¯ ⊂ Γ¯ loalement 1PI et Γ¯/γ¯ est un graphe spéié de T . C'est
enore l'algèbre ommutative libre engendrée par les objets onnexes orrespondants, et nous
onsidérons le oproduit suivant :
∆(Γ¯, γ¯) =
∑
δ¯⊆γ¯
γ¯/δ¯;Γ¯/δ¯∈T
(Γ¯, δ¯)⊗ (Γ¯/δ¯, γ¯/δ¯) (4.1)
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Proposition 17. (D˜T , m,∆, u, ε) est une bigèbre graduée, et
P2 : D˜T −→ H˜T
(Γ¯, γ¯) 7−→ γ¯
est un morphisme de bigèbres.
Preuve. L'unité 1 est identiée ave le graphe vide, la ounité ε est donnée par ε(Γ¯, γ¯) = ε(γ¯)
et la graduation est donnée par le nombre des boules du sous-graphe :
|(Γ¯, γ¯)| = |γ¯|. (4.2)
On alule maintenant :
(∆⊗ id)∆(Γ¯, γ¯) = (∆⊗ id)
( ∑
δ¯⊆γ¯
γ¯/δ¯∈T
(Γ¯, δ¯)⊗ (Γ¯/δ¯, γ¯/δ¯)
)
=
∑
σ¯⊆δ¯⊆γ¯
δ¯/σ¯ , γ¯/δ¯∈T
(Γ¯, σ¯)⊗ (Γ¯/σ¯, δ¯/σ¯)⊗ (Γ¯/δ¯, γ¯/δ¯).
Par ailleurs,
(id⊗∆)∆(Γ¯, γ¯) = (id⊗∆)
( ∑
σ¯⊆γ¯
γ¯/σ¯∈T
(Γ¯, σ¯)⊗ (Γ¯/σ¯, γ¯/σ¯)
)
=
∑
σ¯⊆γ¯
γ¯/σ¯∈T
∑
δ˜⊆γ¯/σ¯
γ¯/σ¯/δ˜∈T
(Γ¯, σ¯)⊗ (Γ¯/σ¯, δ˜)⊗ (Γ¯/σ¯
/
δ˜, γ¯/σ¯
/
δ˜)
=
∑
σ¯⊆δ¯⊆γ¯
γ¯/σ¯ , γ¯/σ¯∈T
(Γ¯, σ¯)⊗ (Γ¯/σ¯, δ¯/σ¯)⊗ (Γ¯/δ¯, γ¯/δ¯).
les onditions {γ¯/δ¯ , γ¯/σ¯ ∈ T } et {γ¯/δ¯ , δ¯/σ¯ ∈ T } sont équivalentes, e qui démontre la
oassoiativité. La ompatibilité ave le produit est évidente, la ompatibilité ave la graduation
l'est aussi. Enn P2 est un morphisme d'algèbres, et on a :
∆ ◦ P2(Γ¯, γ¯) = ∆(γ¯)
=
∑
γ¯⊆Γ¯
Γ¯/γ¯∈T
δ¯ ⊗ γ¯/δ¯
= (P2 ⊗ P2)∆(Γ¯, γ¯).
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2 Les règles de Feynman
2.1 Desription de l'intégrande
Soit Γ un graphe, haque sommet v vient ave sa onstante de ouplage gv qui ne dépend
que du type de v. Chaque arête intérieure (e−e+) (resp haque arête extérieure e) vient ave
un propagateur Ge−e+ : R
D −→ C (resp Ge) qui ne dépend que du type de l'arête. C'est une
fontion rationnelle, sans ples réels dans le as eulidien ave masse. Par exemple en théorie
ϕ3 ou ϕ4 eulidienne, tout propagateur (intérieur ou extérieur) est donné par :
G(p) =
1
p2 +m2
.
Alors ϕ(Γ) est un élément de VΓ = C
∞(WΓ,C) déni par :
ϕ(Γ)(p) =
∏
v∈V(Γ)
gv
∏
{e,σ(e)},σ(e)6=e
Geσ(e)(pe)
∏
σ(e)=e
Ge(pe). (4.3)
Notons que si Geσ(e) n'est pas une fontion paire, on oriente l'arête interne orrespondante et
on pose Gσ(e)e(p) = Geσ(e)(−p).
Exemple 12. On onsidère le graphe suivant en théorie ϕ3 :
Γ =
p
k
p
k − p
L'amplitude de Γ s'erit :
ϕ(Γ) = g2.
1
(p2 +m2)2
.
1
k2 +m2
.
1
(k − p)2 +m2
.
Exemple 13. Dans les théorie de jauge, le propagateur des fermions a un numérateur diérent
de 1. Par exemple en QED il s'érit :
Ge−e+(pe) =
i < γ, pe > +m
p2e +m
2
,
ave < γ, pe >= iγ
0(pe)0 + γ
1(pe)1 + γ
2(pe)2 + γ
3(pe)3, où les γ
j
sont les matries 4 × 4 de
Dira
1
. On onsidère le graphe suivant en QED :
Γ =
p p
k
p− k
L'amplitude de Γ s'erit :
ϕ(Γ) = g2.
1
p4
.
i < γ, k > +m
k2 +m2
.
i < γ, (p− k) > +m
(p− k)2 +m2
,
le terme
1
p4
vient du fait que le photon est sans masse.
1. Cette formulation dans le formalisme eulidien orrespond à
−iγpe +m
p2
e
+m2 − iε
dans le formalisme lorentzien
[40℄.
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2.2 Intégration de moments intérieurs
On met sur R la mesure de Lebesgue normalisée
d-ξ =
dξ
2π
et on lui assoie la mesure de Lebesgue normalisée sur WΓ.
Pour tout q dans WΓ/γ on pose :
IΓ,γϕ(q) =
∫
F−1Γ,γ({q})⊂WΓ
ϕ(p)d-p (4.4)
d'où à priori :
IΓ,γ : VΓ −→ VΓ/γ
si l'intégrale onverge. Par intégration par étapes on peut voir que si δ ⊂ γ ⊂ Γ, on a :
IΓ,γ = IΓ/δ,γ/δ ◦ IΓ,δ
La règle de Feynman proprement dite est donnée par :
Γ 7−→ IΓ,Γ(ϕ(Γ)) ∈ VΓ/Γ.
Le problème qui se pose est que es intégrales sont en général divergentes.
3 Algorithme de Bogoliubov
On note π une ertaine projetion sur les ontretermes. Conrètement π : VΓ ։ VΓ est
donnée par le développement de Taylor à un ertain ordre, ou alors en regularisation dimen-
sionnelle on prend souvent π : VΓ[z
−1, z]]։ z−1VΓ[z
−1] (shéma minimal).
Si |γ| = 0 on onstate que : IΓ,γ = Id.
Si |γ| = 1 on posera : I−Γ,γ := −π ◦ IΓ,γ.
Si |γ| ≥ 2 on proède par réurrene :
I−Γ,γ := −π ◦
(
IΓ,γ +
∑
δ⊂γ
IΓ/δ,γ/δ ◦ I
−
Γ,δ
)
, (4.5)
I+Γ,γ := (Id− π) ◦
(
IΓ,γ +
∑
δ⊂γ
IΓ/δ,γ/δ ◦ I
−
Γ,δ
)
. (4.6)
Ces formules sont simulaires au formules de Connes-Kreimer, mais il y a quelques dié-
renes : le produit ommutatif de l'algebre-ible A est remplaé par la omposition des opéra-
teurs. D'autre part, on peut dire que la bigèbre D˜T doit jouer un rle : 'est en eet le as. De
plus, omme IΓ,γ = Id pour tout γ de degré zéro, on peut plutt travailler ave l'algèbre de
Hopf DT := D˜T /J , où J est le (bi-) idéal engendré par les éléments 1− (Γ¯, γ), pour |γ| = 0.
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4 Adaptation du formalisme de Connes et Kreimer
Nous voulons réinterpréter l'approhe de Smirnov [36, 8℄ dans le formalisme de Connes-
Kreimer, en utilisant l'algèbre de Hopf DT et une algèbre-ible qui n'est pas ommutative, en
raison de la omposition de opérateurs.
4.1 Quelques faits sur les fontions de Shwartz
Dénition 30. Une fontion f : Rn −→ R est dite à déroissane rapide si f ∈ C∞(Rn) et si
pour tout α, β ∈ Nn, il existe une onstante c > 0 telle que pour tout x ∈ Rn∣∣xα∂βf(x)∣∣ < c.
L'ensemble des fontions à déroissane rapide est l'espae de Shwartz, noté S(Rn).
Dénition 31. On onsidère Rn = Rd ×Rd
′
et on érit ξ = (ξ, η). Soit σ ∈ S(Rn), on dénit
Iσ(ξ) sur R
d
par :
Iσ(ξ) =
∫
Rd
′
σ(ξ, η)dη.
Proposition 18. Soit σ un élément de S(Rn), (Rn = Rd × Rd
′
). Alors pour tout ξ ∈ Rd, la
fontion η 7−→ σ(ξ, η) est un élément de S(Rd
′
).
Preuve. Soit α, β ∈ Nn alors α = (α1, · · · , αd, αd+1, · · · , αn) et β = (β1, · · · , βd, βd+1, · · · , βn),
omme σ ∈ S(Rn), il existe c > 0 telle que :∣∣ξα∂βσ(ξ)∣∣ < c.
Comme ξα = ξα11 · · · ξ
αd
d η
αd+1
1 · · · η
αn
d′ et ∂
β = ∂β1ξ1 · · ·∂
βd
ξd
∂βd+1η1 · · ·∂
βn
ηd′
, en hoisissant α1 = · · · =
αd = 0 et β1 = · · · = βd = 0, on obtient :∣∣ηαd+11 · · · ηαnd′ ∂βd+1η1 · · ·∂βnηd′σ(ξ)∣∣ < c.
Don pour tout α, β ∈ Nd
′
, il existe c > 0 telle que pour tout η ∈ Rd
′
on a :∣∣ηα∂βσ(ξ, η)∣∣ < c,
et par suite : η 7−→ σ(ξ, η) est un élément de S(Rd
′
).
Proposition 19. Soit ξ = (ξ, η) ∈ Rd ×Rd
′
et Soit σ un élément de S(Rn). Alors la fontion
ξ 7−→ Iσ(ξ) est un élément de S(R
d).
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Preuve. Soient α, β ∈ Nd. D'après la proposition 18, η 7−→ σ(ξ, η) est à déroissane rapide
pour tout ξ ∈ Rd. On peut don dériver sous signe intégral.∣∣ξα∂βI(ξ)∣∣ = ∣∣ξα∂β ∫
Rd
′
σ(ξ, η)dη
∣∣
=
∣∣ ∫
Rd
′
ξα∂βξ σ(ξ, η)dη
∣∣
≤
∫
Rd
′
∣∣ξα∂βξ σ(ξ, η)∣∣dη.
On introduit ii la notation Λ(η) =
√
1 + ||η||2. Comme σ appartient à S(Rn), pour tout
α, β ∈ Nn et k ≥ 0, il existe Cα,β,k > 0 telle que l'on a :∣∣ξα∂βσ(ξ, η)∣∣ ≤ Cα,β,k(Λ(ξ, η))−k.
On prend alors k = d′ + 1 et on utilise le fait que
∫
Rd
′
(Λ(η))−d
′−1dη onverge. On a don :
∣∣ξα∂βIσ(ξ)∣∣ ≤ ∫
Rd
′
∣∣ξα∂βξ σ(ξ, η)∣∣dη
≤
∫
Rd
′
Cα,β,d′+1(Λ(ξ, η))
−d′−1dη
≤
∫
Rd
′
Cα,β,d′+1(Λ(η))
−d′−1dη
≤ Cα,β,d′+1
∫
Rd
′
(Λ(η))−d
′−1dη
≤ C ′α,β,d′+1.
Don la fontion ξ 7−→ Iσ(ξ) est un élément de S(R
d).
4.2 Une algèbre de fontions de Shwartz
Soit T une théorie quantique des hamps et soit Γ un graphe onnexe de la théorie T . On
rappelle ii que l'espae des moments du graphe Γ est déni par :
WΓ = {p : E(Γ) −→ R
d,
∑
e∈st(v)
pe = 0 ∀v ∈ V(Γ), pe + pσ(e) = 0 ∀e ∈ E(Γ) / e 6= σ(e)}.
On pose :
VΓ := S(WΓ). (4.7)
Pour Γ = Γ1 · · ·Γr non onnexe, on pose :
VΓ =
⊗
j∈{1,...,r}
VΓj ,
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B :=
∏
Γ∈T
VΓ. (4.8)
Le produit ourt sur tous les graphes de la théorie (sans spéiation éventuelle), loalement
1PI, onnexes ou non, divergents (i.e tels que Γ/Γ donne un sommet dont le sous-type soit
dans la théorie).
Tout a ∈ EndB s'érit omme une matrie blo dont les oeients sont de la forme
suivante :
aΓΓ′ : VΓ −→ V
′
Γ.
On dénit sur B un produit noté • par :
aΓ1Γ′1 • aΓ2Γ′2 : VΓ1Γ2 −→ VΓ′1Γ′2⊗
i∈{1,2}
vi 7−→
⊗
i∈{1,2}
aΓiΓ′i(vi)
Cette dénition s'étend naturellement en un produit bilinéaire ommutatif sur EndB :
(a • b)ΓΓ′ =
∑
∂δ=Γ
∂′δ′=Γ′
a∂∂′ • aδδ′ . (4.9)
Considérant quatre appliation linéaires :
a1 : VΓ1 −→ VΓ′1 ; b1 : VΓ′1 −→ VΓ′′1 ,
a2 : VΓ2 −→ VΓ′2 ; b2 : VΓ′2 −→ VΓ′′2 ,
on a le résultat suivant :
Proposition 20.
(b1 ◦ a1) • (b2 ◦ a2) = (b1 • b2) ◦ (a1 • a2).
Preuve.
(b1 ◦ a1) • (b2 ◦ a2)(
⊗
i∈{1,2}
vi) =
⊗
i∈{1,2}
(bi ◦ ai)(vi)
(b1 • b2) ◦ (a1 • a2)(
⊗
i∈{1,2}
vi) = b1 • b2(
⊗
i∈{1,2}
ai(vi))
= b1 • b2(
⊗
i∈{1,2}
bi(ai(vi)))
=
⊗
i∈{1,2}
(bi ◦ ai)(vi).
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4.3 Produit de onvolution >
On désigne par ⋄ l'opposé du produit de omposition dans EndB. On dénit alors un
produit de onvolution > pour tout ϕ, ψ ∈ L(DT ,EndB) par :
ϕ> ψ := ⋄(ϕ⊗ ψ)∆, (4.10)
autrement dit, pour tous graphes spéiés γ¯, Γ¯ tels que γ¯ ⊂ Γ¯ on a :
(ϕ> ψ)(Γ¯, γ¯) =
∑
δ¯⊆γ¯
γ¯/δ¯∈T
ψ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ(Γ¯, δ¯). (4.11)
Théorème 14. Soit G l'ensemble des morphismes d'algèbres unitaires : DT −→ (EndB, •).
Muni du produit >, l'ensemble G est un groupe.
Preuve. L'assoiativité de > est immédiate, elle déoule de l'assoiativité de ⋄ et la oassoia-
tivité de ∆. L'élément neutre E est deni par :
E(Γ¯, γ¯) =
{
IdB si γ¯ est un graphe spéié de degré zéro
0 sinon.
(4.12)
L'inverse d'un élément ϕ de G est donné réursivement par la formule suivante :
ϕ>−1(Γ¯, γ¯) = ϕ(Γ¯, γ¯) = IdB si |γ| = 0
ϕ>−1(Γ¯, γ¯) =
∑
δ¯⊆γ¯
|δ|≥1
ϕ>−1(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ(Γ¯, δ¯) si |γ| ≥ 1.
(4.13)
Le fait que pour tout ϕ, ψ ∈ G on a ϕ> ψ ∈ G est une onséquene de la ompatibilité entre
les produits ⋄ et •. En eet :
(ϕ> ψ)(Γ¯Γ¯′, γ¯γ¯′) = (ϕ> ψ)(ΓΓ′, γγ¯′)
=
∑
δ¯⊆γ¯γ¯′
(γ¯γ¯′)/δ¯∈T
ψ(Γ¯Γ¯′/δ¯, (γ¯γ¯′)/δ¯) ◦ ϕ(Γ¯Γ¯′, δ¯)
=
∑
δ¯⊂ γ¯ , δ¯′⊂ γ¯′
γ¯/δ¯;γ¯′/δ¯′∈T
ψ(Γ¯Γ¯′/δ¯δ¯′, γ¯γ¯′/δ¯δ¯′) ◦ ϕ(Γ¯Γ¯′, δ¯δ¯′)
=
∑
δ¯⊂ γ¯ , δ¯′⊂ γ¯′
γ¯/δ¯;γ¯′/δ¯′∈T
(
ψ(Γ¯/δ¯, γ¯/δ¯) • ψ(Γ¯′/δ¯′, γ¯′/δ¯′)
)
◦
(
ϕ(Γ¯¯,δ¯) • ϕ(Γ¯′, δ¯′)
)
=
∑
δ¯⊂ γ¯ , δ¯′⊂ γ¯′
γ¯/δ¯;γ¯′/δ¯′∈T
(
ψ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ(Γ¯¯,δ¯)
)
•
(
ψ(Γ¯′/δ¯′, γ¯′/δ¯′) ◦ ϕ(Γ¯′, δ¯′)
)
= (ϕ> ψ)(Γ¯, γ¯) • (ϕ> ψ)(Γ¯′, γ¯′).
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4.4 Développement de Taylor
Dans et paragraphe nous adoptons les notations du Paragraphe 3.5. Soit B l'algèbre
ommutative dénie par (4.8). Pour tout m ∈ N, l'opérateur de développement de Taylor
d'ordre m déni par :
Pm ∈ End(B), Pmf(v) :=
∑
|β|≤m
vβ
β!
∂β0 f (4.14)
Soit ϕ un élément de G. Nous dénissons la déomposition de Birkho :
ϕ = ϕ>−1− > ϕ+. (4.15)
Les omposantes ϕ+ et ϕ− sont données par les formules réursives suivantes. Pour tout (Γ¯, γ¯)
de degré zéro (i.e sans arêtes internes) on a : ϕ−(Γ¯, γ¯) = ϕ+(Γ¯, γ¯) = ϕ(Γ¯, γ¯) = IdB. Si nous
supposons que ϕ−(Γ¯, γ¯) et ϕ+(Γ¯, γ¯) sont onnus pour (Γ¯, γ¯) de degré k ≤ m − 1, nous avons
alors pour tout ouple de graphes spéiés (Γ¯, γ¯) de degré m :
ϕ−(Γ¯, γ¯) = −Pm
ϕ(Γ¯, γ¯) + ∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
 (4.16)
ϕ+(Γ¯, γ¯) = (I − Pm)
ϕ(Γ¯, γ¯) + ∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
 . (4.17)
Les opérateurs Pm forment une famille de Rota-Baxter. Pour tout graphe Γ, pour tout f, g ∈ VΓ
et pour tout s, t ∈ N on a :
(Psf)(Ptg) = Ps+t[(Psf)g + f(Ptg)− fg]. (4.18)
Théorème 15. Soit D˜T le dédoublement de bigèbre des graphes de Feynman spéiés et
ϕ un aratère de D˜T à valeurs dans l'algèbre ommutative unitaire B. De plus soit P. :
N −→ End(B) un shéma de renormalisation indexé, 'est-à-dire une famille d'endomor-
phismes (Pt)t∈N tels que :
µ ◦ (Ps ⊗ Pt) = Ps+t ◦ µ ◦ [Ps ⊗ Id+ Id⊗ Pt − Id⊗ Id], (4.19)
pour tout s, t ∈ N. Alors ϕ− et ϕ+ dénis par (4.16) et (4.17) sont deux aratères de (B, •).
Preuve. On se limite à montrer que ϕ− est un aratère. Le fait que ϕ+ est aussi un aratère
s'obtient automatiquement.
Pour (Γ¯, γ¯), (Γ¯′, γ¯′) ∈ ker ε, on érit ϕ−(Γ¯, γ¯) = −P|(Γ¯,γ¯)|(ϕ¯(Γ¯, γ¯)), où :
ϕ¯(Γ¯, γ¯) = ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯).
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Pour prouver e théorème, nous utilisons les formules (4.16) et (4.19).
ϕ−(Γ¯Γ¯
′, γ¯γ¯′) = −P|(Γ¯Γ¯′,γ¯γ¯′)|
(
ϕ(Γ¯Γ¯′, γ¯γ¯′) +
∑
δ¯δ¯′(γ¯γ¯′
γ¯γ¯′/δ¯δ¯′ ∈T
ϕ(Γ¯Γ¯′/δ¯δ¯′, γ¯γ¯′/δ¯δ¯′) ◦ ϕ−(Γ¯Γ¯
′, δ¯δ¯′)
)
= −P|(Γ¯Γ¯′,γ¯γ¯′)|
[
ϕ(Γ¯, γ¯) • ϕ(Γ¯′, γ¯′) + ϕ−(Γ¯, γ¯) • ϕ(Γ¯
′, γ¯′) + ϕ(Γ¯, γ¯) • ϕ−(Γ¯
′, γ¯′)
+
∑
δ¯(γ¯
γ¯/δ¯ ∈T
(
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
•
(
ϕ−(Γ¯
′, γ¯′) + ϕ(Γ¯′, γ¯′)
)
+
∑
δ¯′(γ¯′
γ¯′/δ¯′ ∈T
(
ϕ(Γ¯′/δ¯′, γ¯′/δ¯′) ◦ ϕ−(Γ¯
′, δ¯′)
)
•
(
ϕ−(Γ¯, γ¯) + ϕ(Γ¯, γ¯)
)
+
∑
δ¯( γ¯ , δ¯′( γ¯′
γ¯/δ¯ ; γ¯′/δ¯′∈T
(
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
•
(
ϕ(Γ¯′/δ¯′, γ¯′/δ¯′) ◦ ϕ−(Γ¯
′, δ¯′)
)]
= −P|(Γ¯,γ¯)|+|(Γ¯′,γ¯′)|
[(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
•
(
ϕ(Γ¯′, γ¯′) +
∑
δ¯′( γ¯′
γ¯′/δ¯′ ∈T
ϕ(Γ¯′/δ¯′, γ¯′/δ¯′) ◦ ϕ−(Γ¯
′, δ¯′)
)
+ ϕ−(Γ¯
′, γ¯′) •
(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
+ ϕ−(Γ¯, γ¯) •
(
ϕ(Γ¯′, γ¯′) +
∑
δ¯′( γ¯′
γ¯′/δ¯′ ∈T
ϕ(Γ′/δ′, γ′/δ′) ◦ ϕ−(Γ¯
′, δ¯′)
)]
= −P|(Γ¯,γ¯)|+|(Γ¯′,γ¯′)|
[
ϕ¯(Γ¯, γ¯) • ϕ¯(Γ¯′, γ¯′)− P|(Γ¯,γ¯)|(ϕ¯(Γ¯, γ¯)) • ϕ¯(Γ¯
′, γ¯′)
−P|(Γ¯′,γ¯′)|(ϕ¯(Γ¯
′, γ¯′)) • ϕ¯(Γ¯, γ¯)
]
= P|(Γ¯,γ¯)|+|(Γ¯′,γ¯′)|
[
P|(Γ¯′,γ¯′)|(ϕ¯(Γ¯
′, γ¯′)) • ϕ¯(Γ¯, γ¯) + P|(Γ¯,γ¯)|(ϕ¯(Γ¯, γ¯)) • ϕ¯(Γ¯
′, γ¯′)
−ϕ¯(Γ¯, γ¯) • ϕ¯(Γ¯′, γ¯′)
]
= P|(Γ¯,γ¯)|
(
ϕ¯(Γ¯, γ¯)
)
• P|(Γ¯′,γ¯′)|
(
ϕ¯(Γ¯′, γ¯′)
)
= ϕ−(Γ¯, γ¯) • ϕ−(Γ¯
′, γ¯′).
5 Régularisation dimensionnelle
Le problème de la théorie de la renormalisation perturbative est de donner un sens à
ertaines intégrales divergentes résultant de graphes de Feynman. La diulté analytique est de
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régulariser les intégrales divergentes qui se produisent en assoiant à haque graphe de Feynman
une famille de valeurs nies indexée par un paramètre. Une des proédures pour régulariser
une intégrale est appelée régularisation dimensionnelle. L'idée de base de la régularisation
dimensionnelle est d'érire les intégrales divergentes que nous avons à régulariser de manière à
e que la dimension de l'espae-temps physique d puisse être remplaée par un nombre omplexe
quelonque. La valeur régularisée est obtenue par la soustration minimale : nous soustrayons
la partie polaire dans le développement de Laurent autour de d et évaluons la fontion restante
en d. Nous reprenons l'approhe de Pavel Etingof [19℄ et Ralf Meyer [33℄.
5.1 Idée générale
Soit V l'espae-temps de dimension d. Considérons un graphe de Feynman ave m arêtes
extérieures et q1, · · · , qm ∈ V les moments orrespondants, et ave n − m boules (n ≥ m).
L'amplitude de e graphe peut être érite sous ette forme :
I(q1···qm)(f) :=
∫
V n−m
f(q1 · · · qn)dqm+1 · · · dqn, (4.20)
où nous supposerons dans un premier temps que f est une fontion de Shwartz. La dimension d
de l'espae-temps est devenue un paramètre externe qui peut être remplaé par n'importe quel
nombre omplexe D. Nous obtenons ainsi les résultats suivants : d'abord, pour ReD > n + 1
et ReD < 0 l'intégrale ID(f) existe, d'autre part, ette fontion en D admet une extension
holomorphe sur C. Si f est une fontion rationnelle, ID(f) est enore dénie sur un demi-plan
et admet une extension méromorphe.
Une fois que nous avons une fontion méromorphe ID(f), la valeur de régularisation de l'inté-
grale est obtenue par la soustration minimale à la dimension physiqueD = d. Nous onsidérons
la série de Laurent autour de d :
ID(f) =
∑
n∈Z
an.(D − d)
n. (4.21)
Alors la partie polaire est donnée par :
ID− (f) :=
−∞∑
n=−1
an.(D − d)
n, (4.22)
et la valeur régularisée est :
Ireg(f) := a0. (4.23)
5.2 L'integrale D-dimensionnelle
Dans ette setion, nous onstruisons l'intégrale D-dimensionnelle pour les fontions de
Shwartz. Nous allons travailler ave le modèle eulidien de l'espae-temps. Soit alors V = Rd
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l'espae-temps eulidien, β est la métrique dénie positive anonique sur V . On note d la di-
mension physique de l'espae-temps et on utilise D pour la dimension lorsqu'elle est onsidérée
omme une variable omplexe. Le groupe de Lorentz est remplaé par le groupe orthogonal
O(d).
Soit W un espae vetoriel de dimension nie. On désigne par S2W ∗ l'espae vetoriel des
formes bilinéaires symétriques sur W , par S¯2+W
∗
les sous ensemble des formes bilinéaires semi-
dénies positives sur W , et par S2+W
∗
le sous ensemble des formes bilinéaires dénies positives
sur W . Ainsi :
S2+W
∗ ⊂ S¯2+W
∗ ⊂ S2W ∗.
On désigne par S(S¯2+W
∗) et S(S2W ∗) le deux espaes de Shwartz des fontions sur S¯2+W
∗
et S2W ∗ respetivement. Par dénition, une fontion sur S¯2+W
∗
est une fontion de Shwartz
si et seulement si elle est une restrition d'une fontion de Shwartz sur S2W ∗.
Soit E un espae vetoriel et F un sous-espae de E. On onsidère le n-uplet q := (q1, · · · , qn),
où qj ∈ R
d
, omme un élément de l'espae vetoriel Hom(E,Rd). Le m-uplet (q1, · · · , qm) n'est
autre que la restrition q|F ∈ Hom(F,R
d). La forme bilinéaire q∗(β) ∈ S¯2+E
∗
est la tirée en
arrière de β ∈ (S2+R
d)∗.
Proposition 21. [33℄ Soit q1 et q2 deux éléments de Hom(E,R
d). Alors q1 et q2 appartiennent
à la même O(d)-orbite si et seulement si q∗1β = q
∗
2β.
On suppose que la fontion f est dénie sur S¯2+E
∗
. Alors son intégrale est dénie par :
Id
∣∣
k∗β
(f) =
∫
{q∈Hom(E,Rd)/q|F=k}
f(q∗β)dq, (4.24)
pour k ∈ Hom(F,Rd). Le té droit ne dépend que de k∗β et non pas k lui-même. L'intégrale
Id
∣∣
C
(f) est bien dénie sauf si rang(C) ≤ d.
5.3 Extrapolation aux dimensions omplexes
Soit φB(A), dénie pour tout A dans S
2
+E
∗
et B dans S2+E par :
φB(A) := exp(−tr(AB)).
La fontion φB est une fontion de Shwartz sur S¯
2
+E
∗
par positivité.
Proposition 22. Soit B ∈ S2+E
∗
. On désigne par BF⊥, la restrition de B à F
⊥ = (E/F )∗ ⊆
E∗ et BF
∗
∈ S2+F
∗
est la forme bilinéaire sur F . L'integrale Id
∣∣
C
(φB) est dénie pour C ∈ S¯
2
+F
∗
telle que rang(C) ≤ d, et est donnée par :
Id
∣∣
C
(φB) = π
(n−m)d/2 exp(− tr(C.BF
∗
)).(detBF⊥)
−d/2. (4.25)
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Preuve. On déompose E de la manière suivante : E = F ⊕ F⊥. Soit (e1, . . . , en) une base
orthogonale de E telle que B est diagonale sur (e1, . . . , en). On prend alors (e1, · · · , em) une base
de F pour B|F = B
F ∗
et (em+1, . . . , en) une base orthogonale de F
⊥
et on note µi = B(ei, ei).
La ondition rang(C) ≤ d implique l'existene d'une forme bilinéaire symétrique β sur Rd telle
que C = k∗β ave k ∈ Hom(F,Rd). On alule alors :
Id
∣∣
C
(φB) =
∫
{q∈Hom(E,V )/q|F=k}
exp
(
− tr(C.B)
)
dq
=
∫
{q∈Hom(E,V )/q|F=k}
exp
(
−
n∑
i=1
µiq
∗β(ei, ei)
)
dq
=
∫
{q∈Hom(E,V )/q|F=k}
exp
(
−
n∑
i=1
µi||q(ei)||
2
)
dq
= exp
(
−
m∑
i=1
µi||kj||
2
) ∫
{q∈Hom(E,V )/q|F=k}
exp
(
−
n∑
i=m+1
µi||q(ei)||
2
)
dq
= exp
(
− tr
(
k∗β|F .B
F ∗
)) n∏
i=m+1
∫
exp
(
µi||q(ei)||
2
)
dqi
= exp
(
− tr
(
C.BF
∗)) n∏
i=m+1
πd/2µ
−d/2
i
= π(n−m)d/2 exp
(
− tr
(
C.BF
∗))
(detBF⊥)
−d/2.
Nous érivons E sous la forme E ∼= F ⊕ G et dérivons B par une matrie-blo (Bij) qui
respete la déomposition E∗ = F ∗ ⊕G∗, alors nous obtenons :
BF⊥ = B22, B
F ∗ = B11 −B12B
−1
22 B21. (4.26)
Si la déomposition de E diagonalise la matrie B, nous obtenons alors BF
∗
= B11
Théorème 16. [33℄ Il existe une unique distribution ID
∣∣
C
∈ S(S¯2+E
∗)′ qui satisfait :
ID
∣∣
C
(φB) = π
(n−m)D/2 exp(− tr(C.BF
∗
)).(detBF⊥)
−D/2
(4.27)
pour tout B ∈ S2+E, C ∈ S¯
2
+F
∗
et D ∈ C. Ces distributions onstituent une appliation linéaire
ontinue :
I = (ID)D∈C : S(S¯
2
+E
∗) −→ O(C,S(S¯2+F
∗)).
Dénition 32. L'operateur ID est appelée intégrale D-dimensionnelle à un paramètre. Si
F = {0}, ID est appelé intégrale D-dimensionnelle.
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5.4 Constrution de l'intégrale D-dimensionnelle à paramètres
Pour prouver le théorème 16, nous présentons deux desriptions pour onstruire une dis-
tribution ID
∣∣
C
satisfaisant (4.27). La première est dénie pour ReD > n − 1. La seonde est
dénie pour Re < 0 et on l'utilise pour étendre la première desription à tout D ∈ C.
Pour tout l ∈ N, x ∈ C, on dénit :
Γl(x) := π
l(l−1)/4
l−1∏
j=0
Γ(x−
j
2
).
Pour ReD > n− 1 et C ∈ S2+F
∗
, On dénit :
A 7−→ ρD(A,C) := π(n−m)D/2.
Γm(D/2)
Γn(D/2)
.
(detA)(D−n−1)/2
(detC)(D−m−1)/2
.δ(AF − C).
Cette distribution est bien dénie ar (detA)−1 est loalement intégrable sur S2E∗.
Lemme 1. [33℄ Soit ReD > n− 1, C ∈ S2+F
∗
et B ∈ S2+E. Alors :∫
S2+E
∗
ρD(A,C)φB(A)dA = π
(n−m)D/2 exp(− tr(C.BF
∗
)).(detBF⊥)
−D/2.
Preuve. Les deux tés de l'équation sont dénis de manière indépendamment du hoix d'une
base : ils n'utilisent que le sous-espae F ⊆ E, les formes volume sur E et F , et les formes
bilinéaires dénies positives C et B. Soit (xi)1≤i≤n une base de E telle que F =< x1, . . . , xm >
et G =< xm+1, . . . , xn >. On désigne par (x
∗
i )1≤i≤n la base duale de E
∗
. On pose :
G := F⊥B =< xm+1, . . . , xn >⊆ E, G
∗ = F⊥ ⊆ E∗,
les formes bilinéaires dénies positives B et C sont alors érites sous la forme :
C =
c1 · · · 0..
.
.
.
.
.
.
.
0 · · · cn
 , B = ( BF ∗ 0
0 BF⊥
)
.
Soit A un élément de S2+E
∗
, on represente A par une matrie-blo (Aij) qui respete la dé-
ompostion E = F ⊕G. Si A est dénie positive, A11 aussi. D'où A11 est inversible et on peut
dénir :
Y := A21A
−1
11 , Y
∗ := A−111 A12, X := A22 − A21A
−1
11 A12.
L'egalité suivante (
1 0
Y 1
)
.
(
A11 0
0 X
)
.
(
1 Y ∗
0 1
)
=
(
A11 A12
A21 A22
)
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montre que A > 0 si et seulement si A11 > 0 et X > 0 et que detA = detA11. detX . Nous
utilisons le hangement de variables suivant : A 7−→ (A11, X,A21) qui identie
S2+E
∗ ∼= S2+F
∗ × S2+F
⊥ ×Hom(F ∗, F⊥).
Le déterminant du jaobien est égal à 1. En simpliant tout d'abord la fontion δ puis l'intégrale
gaussienne de A21, on obtient :
I =
∫
S2+E
∗
ρD(A,C)φB(A)dA
=
∫
S2+E
∗
π(n−m)D/2
Γm(D/2)
Γn(D/2)
(detA)(D−n−1)/2
(detC)(D−m−1)/2
exp
(
− tr(AB)
)
.δ(AF − C)dA
=
∫
S2+F
∗×S2+F
⊥×Hom(F ∗,F⊥)
π(n−m)D/2
Γm(D/2)
Γn(D/2)
(detA11. detX)
(D−n−1)/2
(detC)(D−m−1)/2
exp
(
− tr(A11B11)− tr(A22B22)
)
.δ(AF − C)dA11dA21dX
=
∫
S2+F
∗×S2+F
⊥×Hom(F ∗,F⊥)
π(n−m)D/2
Γm(D/2)
Γn(D/2)
(detA11. detX)
(D−n−1)/2
(detC)(D−m−1)/2
exp
(
− tr(A11B11)− tr(X + A21A
−1
11 A12)B22
)
.δ(AF − C)dA11dA21dX
= π(n−m)D/2.
Γm(D/2)
Γn(D/2)
(detC)(m−n)/2 exp
(
− tr(BF
∗
C)
)
∫
S2+F
⊥
(detX)(D−n−1)/2 exp
(
− tr(B⊥FX)
)
∫
Hom(F ∗,F⊥)
exp
(
− tr(BF⊥A21C
−1At21)
)
dA21dX.
Soit J =
∫
Hom(F ∗,F⊥)
exp
(
− tr(BF⊥A21C
−1At21)
)
dA21, on eetue le hangement de variables
suivant :
A′21 = C
−1/2A21,
e qui implique que :
dA21 = (detC)
m(n−m)/2mdA′21
= (detC)(n−m)/2dA′21,
et J devient :
J =
∫
Hom(F ∗,F⊥)
exp
(
− tr(BF⊥A21C
−1At21)
)
dA21
= (detC)(n−m)/2
∫
Hom(F ∗,F⊥)
exp
(
− tr(BF⊥A21A
t
21)
)
dA21.
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On eetue un autre hangement de variables :
A′21 = (BF⊥)
1/2A21 = (bF⊥)
1/2A21,
e qui implique que :
dA21 = (detBF⊥)
−m(n−m)/2(n−m)dA′21
= (detBF⊥)
−m/2dA′21,
et on obtient :
J = (detC)(n−m)/2(detBF⊥)
−m/2
∫
Hom(F ∗,F⊥)
exp
(
− tr(A21A
t
21)
)
dA21
= πm(n−m)/2(detC)(n−m)/2(detBF⊥)
−m/2,
et l'intégrale I devient :
I = π(n−m)D/2.
Γm(D/2)
Γn(D/2)
(2π)m(n−m)/2 exp
(
− tr(BF
∗
C)
)
∫
S2+F
⊥
(detBF⊥)
−m/2(detX)(D−n−1)/2 exp
(
− tr(B⊥FX)
)
dX.
Soit K =
∫
S2+F
⊥
(detBF⊥)
−m/2(detX)(D−n−1)/2 exp
(
− tr(BF⊥X)
)
dX . On eetue le hange-
ment de variables suivant :
X ′ = BF⊥X = bF⊥X,
e qui implique que :
dX = (detBF⊥)
−(n−m)(n−m+1)/2(n−m)dX ′
= (detBF⊥)
−(n−m+1)/2dX ′,
et l'intégrale K devient :
K = (detBF⊥)
−m/2(detBF⊥)
−(n−m+1)/2
∫
S2+F
⊥
(det bF⊥
−1X)(D−n−1)/2 exp
(
− trX
)
dX
= (detBF⊥)
[−m−(n−m+1)−(D−n−1)]/2
∫
S2+F
⊥
(detX)(D−n−1)/2 exp
(
− trX
)
dX
= (detBF⊥)
−D/2
∫
S2+F
⊥
(detX)(D−n−1)/2 exp
(
− trX
)
dX.
On déompose maintenant G = F⊥ := G1 ⊕ G2 ave dimG1 = 1. On érit X = (Xij), et
X11 = x11, et on pose :
T := X21X
−1
11 , T
∗ := X−111 X12, L := X22 −X21X
−1
11 X12.
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Par alul on obtient :(
1 0
T 1
)
.
(
X11 0
0 L
)
.
(
1 T ∗
0 1
)
=
(
X11 X12
X21 X22
)
.
Cette égalité montre que X > 0 si et seulement si X11 > 0 et L > 0 et que detX =
detX11. detL. Nous utilisons le hangement des variables suivant : X 7−→ (X11, L,X21). L'in-
tégrale K s'érit :
K = (detBF⊥)
−D/2
∫
S2+F
⊥
(detX)(D−n−1)/2 exp
(
− trX
)
dX
= (detBF⊥)
−D/2
∫
S2+G1×S
2
+G2×Hom(G1,G2)
(detX11)
(D−n−1)/2 exp
(
− trX11
)
(detL)(D−n−1)/2 exp
(
− tr(L+X21X
−1
11 X12)
)
dX11dLdX21
= (detBF⊥)
−D/2
∫
S2+G1×S
2
+G2
(detX11)
(D−n−1)/2 exp
(
− trX11
)
(detL)(D−n−1)/2
exp
(
− tr(L)
) ∫
Hom(G1,G2)
exp
(
− tr(X21X
−1
11 X12)
)
dX21 dX11dL.
L'intégrale ∫
Hom(G1,G2)
exp
(
− tr(X21X
−1
11 X12)
)
dX21
est égale à π(n−m−1)/2(detX11)
(n−m−1)/2
, don :
K = π(n−m−1)/2(detBF⊥)
−D/2
∫
S2+G1
(detX11)
[(D−n−1)/2+(n−m−1)/2] exp(−X11)dX11
∫
S2+G2
(detL)(D−n−1)/2 exp
(
− tr(L)
)
dL
= π(n−m−1)/2(detBF⊥)
−D/2
∫
S2+G1
X
(D−m−2)/2
11 exp(−X11)dX11∫
S2+G2
(detL)(D−n−1)/2 exp
(
− tr(L)
)
dL
= π(n−m−1)/2(detBF⊥)
−D/2Γ
(
D/2−m/2
)
.
∫
S2+G2
(detL)(D−n−1)/2 exp
(
− tr(L)
)
dL.
On répète e raisonnement n − m + 1 fois, e qui fait apparaître un produit de fontions
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Gamma et de puissanes de π :
I = π(n−m)D/2.
Γm(D/2)
Γn(D/2)
exp
(
− tr(BF
∗
C)
)
(detBF⊥)
−D/2.
πm(n−m)/2.π(n−m−1)/2.Γ
(
D/2−m/2
)
.π(n−m−2)/2.Γ
(
D/2− (m+ 1)/2
)
· · ·
· · · · · · · · ·π0.Γ
(
D/2− (n− 1)/2
)
= π(n−m)D/2
π
(m−n)(m+n−1)
4∏n−1
j=m Γ
(
D/2− j/2
) exp (− tr(BF ∗C))(detBF⊥)−D/2
π(n−m)m/2π
∑n
j=m+1(n−j)/2.
n−1∏
j=m
Γ
(
D/2− j/2
)
= π(n−m)D/2
π
(m−n)(m+n−1)
4∏n−1
j=m Γ
(
D/2− j/2
) exp (− tr(BF ∗C))(detBF⊥)−D/2
π
(n−m)(m+n−1)
4 .
n−1∏
j=m
Γ
(
D/2− j/2
)
= π(n−m)D/2 exp
(
− tr(BF
∗
C)
)
(detBF⊥)
−D/2.
D'où le résultat nal :∫
S2+E
∗
ρD(A,C)φB(A)dA = π
(n−m)D/2 exp(−tr(C.BF
∗
)).(detBF⊥)
−D/2.
Ainsi, nous pouvons dénir ID
∣∣
C
pour ReD > n− 1 et C ∈ S2+F
∗
par :
ID
∣∣
C
:= ρD(., C).
Dénition 33. On dénit IDE,F : S(S¯
2
+E
∗) −→ S(S¯2+F
∗) pour tout C ∈ S2+F
∗
et f ∈ S(S¯2+E
∗),
par :
IDE,F (f)(C) := I
D
∣∣
C
(f). (4.28)
Proposition 23. Soient E, F et G trois espaes vetoriels tels que G ⊆ F ⊆ E. Le diagramme
suivant est ommutatif :
S(S¯2+E
∗)
IDE,G ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
IDE,F // S(S¯2+F
∗)
IDF,G

S(S¯2+G
∗)
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Preuve. Soient C ∈ S2+F
∗
, C ′ ∈ S2+G
∗
ave C|G = C
′
et B ∈ S2+E, on a bien :
IDF,G
(
IDE,F (φB)
)
(C ′) =
∫
S2+F
∗
ρD(C,C ′)
∫
S2+E
∗
ρD(A,C)φB(A)dAdC
= π(n−p)D/2
Γp(D/2)
Γm(D/2)
Γm(D/2)
Γn(D/2)
∫
S2+F
∗
(detC)(D−m−1)/2
(detC ′)(D−p−1)/2∫
S2+E
∗
(detA)(D−n−1)/2
(detC)(D−m−1)/2
φB(A)δ(CG − C
′)δ(AF − C)dAdC
= π(n−p)D/2
Γp(D/2)
Γn(D/2)
∫
S2+F
∗
(detA)(D−n−1)/2
(detC ′)(D−p−1)/2∫
S2+E
∗
φB(A)δ(CG − C
′)δ(AF − C)dAdC
=
∫
S2+E
∗
π(n−p)D/2
Γp(D/2)
Γn(D/2)
(detA)(D−n−1)/2
(detC ′)(D−p−1)/2
φB(A)δ(AG − C
′)dA
=
∫
S2+E
∗
ρD(A,C ′)φB(A)dA
= IDE,G
(
φB
)
(C ′).
D'où : IDE,G = I
D
F,G ◦ I
D
E,F .
5.5 Intégrale D-dimensionnelle d'une fontion de type Feynman
Dénition 34. Une fontion f ∈ S¯2+E
∗
est dite fontion de type Feynman, si elle est érite
sous la forme :
f(A) =
P (A)∏l
j=1
(
tr(ABj) +m2j
) , (4.29)
où P est un polynme, Bj ∈ S¯
2
+E
∗
telles que B(t) :=
(∑
tjBj
)
∈ S2+E
∗
pour tout tj > 0, et
les mj sont des réels stritement positifs. En partiulier pour tout sous-espae F ⊂ E, B(t)F⊥
est non dégénérée. La fontion f est sans ples dans S¯2+E
∗
.
Proposition 24. [19℄ Si f est une fontion de type Feynman, l'intégrale D-dimensionnelle
IDE,F (f) s'etend en une fontion méromorphe de la variable D pour tout sous-espae F de E.
Preuve. On prouve d'abord la proposition pour P = 1, le as où P 6= 1 sera prouvé ultérieu-
rement. On utilise tout d'abord l'égalité suivante :∫ ∞
0
exp(−at)dt = a−1 pour tout a > 0.
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Soient t = (t1, · · · , tl) et B(t) =
l∑
j=1
tjBj . Comme on a :
f(A) =
1∏l
j=1
(
tr(ABj) +m
2
j
)
=
l∏
j=1
(
tr(ABj) +m
2
j
)−1
=
l∏
j=1
∫
tj>0
exp
(
− tj(tr(ABj) +m
2
j )
)
dtj
=
∫
tj>0
exp
(
−
l∑
j=1
trA(tjBj)
)
exp
(
−
l∑
j=1
tjm
2
j
)
dt1 · · · dtl
=
∫
tj>0
exp
(
− trA(
l∑
j=1
tjBj)
)
exp
(
−
l∑
j=1
tjm
2
j
)
dt,
on obtient pour tout C ∈ S2+F
∗
:
IDE,F (f)(C) =
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE,F
(
exp
(
− tr(C
l∑
j=1
tjBj)
))
dt.
En utilisant le lemme 1 nous pouvons érire :
IDE,F (f)(C) = π
(n−m)D/2
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j − tr(C.B(t)
F ∗)
)
.(detB(t)F⊥)
−D/2dt. (4.30)
Pour nir la preuve du proposition nous allons utiliser le théorème de Bernstein [5℄ (voir aussi
[13℄) et un orollaire.
Théorème 17. Soit Q un polynome à l variables. Alors il existe un opérateur diérentiel L(D)
en l variables, à oeients qui dépendent de D et un polynome q en D tels que :
L(D)Q−D/2 = q(D)Q−1−D/2. (4.31)
Corollaire 2. On suppose que Q prend des valeurs positives pour tj > 0. Soit g une fontion
à déroissane rapide dénie pour tj > 0, et telle que ses dérivées sont enore à déroissane
rapide. Alors l'intégrale
I(D, g) :=
∫
tj>0
g(t)Q−D/2(t)dt, (4.32)
onverge pour ReD << 0, et s'étend en une fontion méromorphe à tout le plan omplexe.
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Preuve. Les formules (4.31) et (4.32) nous permettent d'érire :
I(D + 2, g) =
∫
tj>0
g(t)Q−D/2−1(t)dt
=
∫
tj>0
g(t)q(D)−1L(D)Q−D/2(t)dt
= q(D)−1
∫
tj>0
g(t)L(D)Q−D/2(t)dt.
En utilisant l'intégration par parties suivante :
g(t) −→ L(D)∗(g(t)) et L(D)Q−D/2(t) −→ Q−D/2(t)
nous obtenons :
I(D + 2, g) = q(D)−1
∫
tj>0
L(D)∗(g(t))Q−D/2(t)dt+ C(D)
= q(D)−1I(D,L(D)∗(g(t))) + C(D),
où C(D) est une somme d'intégrales du même type sur le bord. Ce terme est don méromorphe
par l'hypothèse de réurrene, puisque le bord de (R+)
l
s'érit omme la réunion de l opies
de (R+)
l−1
et de strates de dimension ≤ l − 2.
En utilisant le théorème de Bernstein et le orollaire préedent, on peut onlure alors que :
IDE,F (f)(C) = π
(n−m)D/2
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j − tr(C.B(t)
F ∗)
)
.(detB(t)F⊥)
−D/2dt
s'étend en une fontion méromorphe en D, e qui prouve la proposition pour P = 1.
Pour P 6= 1, nous obtenons les mêmes résultats : omme
f(A) =
P (A)∏l
j=1
(
tr(ABj) +m2j
) ,
l'intégrale IDE,F (f)(C) va s'érire sous la forme :
IDE,F (f)(C) =
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE,F
(
P exp(−tr(.B(t))
)
(C)dt
=
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE,F
(
PφB(t)
)
(C)dt
=
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE,F
(
P¯ (∂B)φ(B(t))
)
(C)dt,
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où P¯ (∂B) est un opérateur dierentiel à oeients onstants, déni omme suit : pour A =
(aij) et B(t) = (bij(t)) on a :
tr(AB(t)) =
∑
k,i
aikbki(t),
et alors :
−
∂
∂bqp
exp
(
− tr(A.B(t))
)
= apq exp
(
−
∑
k,i
aikbki(t)
)
= apq exp
(
− tr(A.B(t))
)
,
e qui dénit le polynome P¯ pour P (A) = apq, et don pour tout P en itérant le proédé. Par
suite :
IDE,F
(
P¯ (∂B)φ(B(t))
)
(C) = P¯ (∂B)I
D
E,F
(
φ(B(t))
)
(C)
= P¯ (∂B)π
(n−m)D/2 exp
(
− tr(C.B(t)F
∗
)
)
.(detB(t)F⊥)
−D/2
=
deg P¯∑
r=0
gr,C(t)(detB(t)F⊥)
−D/2−r,
où t 7−→ gr,C(t) est une fontion de Shwartz. on obtient don :
IDE,F (f)(C) =
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
) deg P¯∑
r=0
gr,C(t)(detB(t)F⊥)
−D/2−rdt.
D'où sous les mêmes onditions que pour P = 1, l'intégrale IDE,F (f), dans le as P 6= 1, s'étend
en une fontion méromorphe de la variable omplexe D.
On désigne par F(S¯2+E
∗) l'espae de fontions de type Feynman sur S¯2+E
∗
et par F˜(S¯2+E
∗)
l'espae de fontions sur C×S¯2+E
∗
, méromorphes en la première variable, égales à IDE′,E(g) pour
une ertaine fontion g ∈ F(S¯2+E
′∗), où E ′ est un espae vetoriel ontenant E. On utilise la
représentation :
g(A′) =
∫
tj>0
P¯ (∂B) exp
(
− tr(A.B(t))
)
exp
(
−
l∑
j=1
tjm
2
j
)
dt,
pour tout A′ ∈ S2+E
′∗
, soit enore :
g =
∫
tj>0
P¯ (∂)φ(B(t)) exp
(
−
l∑
j=1
tjm
2
j
)
dt.
On a don pour tout A ∈ S2+E
∗
:
f(A) = IDE′,E(g)(A) =
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE′,E
(
P¯ (∂B) exp(−tr(..B(t)))
)
(A)︸ ︷︷ ︸
ϕt(A)
dt.
94
Il est lair que ϕt ∈ S(S¯
2
+E
∗). On pose alors :
IDE,F (f) :=
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE,F (ϕt)dt.
Au vu de la Proposition 23 on peut alors érire pour tout C ∈ S¯2+F
∗
:
IDE,F (f)(C) =
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE,F I
D
E′,E
(
P¯ (∂)φ(B(t))
)
(C)dt
=
∫
tj>0
exp
(
−
l∑
j=1
tjm
2
j
)
IDE′,F
(
P¯ (∂)φ(B(t))
)
(C)dt
= IDE′,F (g)(C)
Corollaire 3. On a :
IDE,F : F˜(S¯
2
+E
∗) −→ F˜(S¯2+F
∗),
et si G ⊂ F ⊂ E, le diagramme suivant est ommutatif :
F˜(S¯2+E
∗)
IDE,G ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
IDE,F // F˜(S¯2+F
∗)
IDF,G

F˜(S¯2+G
∗)
autrement dit on a :
IDE,G = I
D
F,G ◦ I
D
E,F
6 Renormalisation de l'intégrale de Feynman
6.1 L'algèbre-ible End B˜
Soit T une théorie quantique des hamps et soit Γ un graphe onnexe de la théorie T . On
rappelle que WΓ est l'espae des moments du graphe Γ, et E = E(Γ). Dans e paragraphe, on
dénit l'algèbre ible B˜ d'une manière analogue au paragraphe 4.2. Soit F(S¯2+E
∗) l'espae de
fontions de type Feynman sur S¯2+E
∗
. On pose :
V˜Γ := F(S¯
2
+E
∗). (4.33)
Pour Γ = Γ1 · · ·Γr où Γj est onnexe pour j ∈ {1 · · · r} , on pose :
V˜Γ =
⊗
j∈{1,··· ,r}
V˜Γj ,
95
B˜ :=
∏
Γ∈T
V˜Γ. (4.34)
Tout a˜ ∈ End B˜ s'érit omme une matrie blo dont les oeients sont de la forme suivante :
a˜ΓΓ′ : V˜Γ −→ V˜
′
Γ.
On dénit sur B˜ un produit noté • par :
a˜Γ1Γ′1 • a˜Γ2Γ′2 : V˜Γ1Γ2 −→ V˜Γ′1Γ′2⊗
j∈{1,2}
v˜i 7−→
⊗
j∈{1,2}
a˜ΓjΓ′j (v˜j)
Cette dénition s'étend naturellement en un produit bilinéaire ommutatif sur End B˜ :
(a˜ • b˜)ΓΓ′ =
∑
∂δ=Γ
∂′δ′=Γ′
a˜∂∂′ • a˜δδ′
Pour quatre appliations linéaires :
a˜1 : V˜Γ1 −→ V˜Γ′1 ; b˜1 : V˜Γ′1 −→ V˜Γ′′1 ,
a˜2 : V˜Γ2 −→ V˜Γ′2 ; b˜2 : V˜Γ′2 −→ V˜Γ′′2 ,
on a le résultat suivant qui est l'analogue de la proposition 20 :
Proposition 25.
(˜b1 ◦ a˜1) • (˜b2 ◦ a˜2) = (˜b1 • b˜2) ◦ (a˜1 • a˜2).
On désigne par ⋄ l'opposé du produit de omposition dans End B˜. On dénit alors un
produit de onvolution > pour tout ϕ, ψ ∈ L(DT ,End B˜) par :
ϕ> ψ := ⋄(ϕ⊗ ψ)∆, (4.35)
autrement dit, pour tous graphes spéiés γ¯, Γ¯ tels que γ¯ ⊂ Γ¯ on a :
(ϕ> ψ)(Γ¯, γ¯) =
∑
δ¯⊆γ¯
γ¯/δ¯∈T
ψ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ(Γ¯, δ¯). (4.36)
De la même manière que le paragraphe 4.3, on obtient le théorème suivant :
Théorème 18. Soit G l'ensemble des morphismes d'algèbres unitaires : DT −→ (End B˜, •).
Muni du produit >, l'ensemble G est un groupe.
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6.2 Intégrale de Feynman
Soient Γ, γ et δ trois graphes de Feynman tels que δ ⊆ γ ⊆ Γ, on pose :
E := E(Γ), F := E(Γ/δ) et G := E(Γ/γ) = E(Γ/δ
/
γ/δ).
On a bien G ⊆ F ⊆ E. On dénit l'intégrale de Feynman I˜DΓ,γ par :
I˜DΓ,δ := I
D
E,F : S(S¯
2
+E
∗) −→ S(S¯2+F
∗),
ette expression est holomorphe en D, 'est-à-dire elle dénit un opérateur :
I˜Γ,δ = (I
D)D∈C : S(S¯
2
+E
∗) −→ O(C,S(S¯2+F
∗)). (4.37)
Théorème 19. Soit Γ, γ et δ trois graphes de Feynman tels que δ ⊆ γ ⊆ Γ. On a bien :
I˜DΓ,γ = I˜
D
Γ/δ,γ/δ ◦ I˜
D
Γ,δ. (4.38)
Preuve. C'est un orollaire diret de la proposition 23.
Soit F(S¯2+E
∗) l'espae de fontions de type Feynman sur S¯2+E
∗
et par F˜(S¯2+E
∗) l'espae
de fontions sur C × S¯2+E
∗
, méromorphes en la première variable, égales à IDE′,E(g) pour une
ertaine fontion g ∈ F(S¯2+E
′∗), où E ′ est un espae vetoriel ontenant E. L'intégrale de
Feynman I˜DΓ,γ est dénie omme suit :
I˜DΓ,δ := I
D
E,F : F˜(S¯
2E∗) −→ F˜(S¯2+F
∗)
et s'étend en une fontion méromorphe en D.
Théorème 20. Soit Γ, γ et δ trois graphes de Feynman tels que δ ⊆ γ ⊆ Γ. On a bien :
I˜DΓ,γ = I˜
D
Γ/δ,γ/δ ◦ I˜
D
Γ,δ. (4.39)
Preuve. C'est une onséquene direte de orollaire 3.
Les règles de Feynman proprement dites sont dénies pour U = E(resΓ) par :
I˜Γ,Γ
(
ϕ(Γ)
)
∈ F(S¯2+U
∗),
où ϕ(Γ) est l'intégrande déni par la formule (4.3), qui peut s'érire enore omme étant une
fontion de Feynman sur S¯2+U
∗
, sous la forme :
ϕ(Γ)(p) =
∏
v∈V(Γ)
gv
∏
{e,σ(e)},σ(e)6=e
Geσ(e)(p
∗β(e, e))
∏
σ(e)=e
Ge(p
∗β(e, e)). (4.40)
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6.3 Déomposition de Birkho
Soit ϕ un élément du groupe G(k[z−1, z]]) 'est-à-dire un aratère de DT à valeurs dans
l'algèbre ommutative unitaire A := End B˜([z−1, z]]), où l'on a étendu le produit ommutatif
• à A par k[z−1, z]]-linéarité. On munit A du shéma minimal de renormalisation :
A = A− ⊕A+, (4.41)
où : A+ := B˜[[z]] et A− := z
−1B˜[z−1].
On note P la projetion sur A− parallèlement à A+.
Théorème 21. 1.Chaque aratère ϕ admet une unique déomposition de Birkho dans G :
ϕ = ϕ>−1− > ϕ+ (4.42)
ompatible ave le shéma de renormalisation hoisi.
2. Les omposantes ϕ+ et ϕ− sont données par des formules réursives suivantes. Pour tout
(Γ¯, γ¯) de degré zéro, ϕ−(Γ¯, γ¯) = ϕ+(Γ¯, γ¯) = ϕ(Γ¯, γ¯) = IdB, et pour tout (Γ¯, γ¯) homogène
de degré n on pose :
ϕ−(Γ¯, γ¯) = −P
(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
(4.43)
ϕ+(Γ¯, γ¯) = (I − P )
(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
(4.44)
3. Les omposantes ϕ+ et ϕ− sont deux aratères, on appellera ϕ+ le aratère renormalisé
et ϕ− le aratère des ontretermes.
Preuve. 1. L'existene de la déomposition de Birkho de ϕ est donnée par les formules
(4.43) et (4.44), qui vérient bien ϕ = ϕ>−1− > ϕ+. Montrons maintenant l'uniité, on
suppose que ϕ admet deux déompositions -à-d :
ϕ = ϕ−1− > ϕ+ = ψ
−1
− > ψ+.
Don on obtient l'égalité suivante : ϕ+ > ψ
−1
+ = ϕ− > ψ
−1
− .
Comme pour tout (Γ¯, γ¯) ∈ DT on a :ϕ+ ∗ψ
−1
+ (Γ¯, γ¯) ∈ A+ et ϕ−>ψ
−1
− (Γ¯, γ¯) ∈ A−. Alors :
ϕ+ > ψ
−1
+ = ϕ− > ψ
−1
− = E,
et par suite : ϕ+ = ψ+ et ϕ− = ψ−.
D'où l'uniité de la déomposition de Birkho.
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2. On se limite à montrer que ϕ− est un aratère. L'idée déoule du fait que la projetion
P vérie l'egalité de Rota-Baxter (3.18). La preuve se fait par réurrene sur le degré du
graphe (Γ¯Γ¯′, γ¯γ¯′). Pour (Γ¯Γ¯′, γ¯γ¯′) de degré zéro on a bien 1VΓ • 1VΓ′ = 1VΓΓ′ .
Supposons que ϕ−(Γ¯Γ¯
′, γ¯γ¯′) = ϕ−(Γ¯, γ¯) • ϕ−(Γ¯
′, γ¯′) pour tous (Γ¯, γ¯), (Γ¯′, γ¯′) ∈ D˜T tels
que : |(Γ¯, γ¯)|+ |(Γ¯′, γ¯′)| ≤ d− 1 et montrons l'égalité pour (Γ¯, γ¯),(Γ¯′, γ¯′) ∈ D˜T tels que :
|(Γ¯, γ¯)|+ |((Γ¯′, γ¯′)| = d. Soit ϕ−(Γ¯, γ¯) = −P (ϕ¯(Γ¯, γ¯)), où :
ϕ¯(Γ¯, γ¯) = ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯).
On a :
ϕ−(Γ¯Γ¯
′, γ¯γ¯′) = −P
(
ϕ(Γ¯Γ¯′, γ¯γ¯′) +
∑
δ¯δ¯′(γ¯γ¯′
γ¯γ¯′/δ¯δ¯′ ∈T
ϕ(Γ¯Γ¯′/δ¯δ¯′, γ¯γ¯′/δ¯δ¯′) ◦ ϕ−(Γ¯Γ¯
′, δ¯δ¯′)
)
= −P
[
ϕ(Γ¯, γ¯) • ϕ(Γ¯′, γ¯′) + ϕ−(Γ¯, γ¯) • ϕ(Γ¯
′, γ¯′) + ϕ(Γ¯, γ¯) • ϕ−(Γ¯
′, γ¯′)
+
∑
δ¯(γ¯
γ¯/δ¯ ∈T
(
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
•
(
ϕ−(Γ¯
′, γ¯′) + ϕ(Γ¯′, γ¯′)
)
+
∑
δ¯′(γ¯′
γ¯′/δ¯′ ∈T
(
ϕ(Γ¯′/δ¯′, γ¯′/δ¯′) ◦ ϕ−(Γ¯
′, δ¯′)
)
•
(
ϕ−(Γ¯, γ¯) + ϕ(Γ¯, γ¯)
)
+
∑
δ¯( γ¯ , δ¯′( γ¯′
γ¯/δ¯ ; γ¯′/δ¯′∈T
(
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
•
(
ϕ(Γ¯′/δ¯′, γ¯′/δ¯′) ◦ ϕ−(Γ¯
′, δ¯′)
)]
= −P
[(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
•
(
ϕ(Γ¯′, γ¯′) +
∑
δ¯′( γ¯′
γ¯′/δ¯′ ∈T
ϕ(Γ¯′/δ¯′, γ¯′/δ¯′) ◦ ϕ−(Γ¯
′, δ¯′)
)
+ ϕ−(Γ¯
′, γ¯′) •
(
ϕ(Γ¯, γ¯) +
∑
δ¯( γ¯
γ¯/δ¯ ∈T
ϕ(Γ¯/δ¯, γ¯/δ¯) ◦ ϕ−(Γ¯, δ¯)
)
+ ϕ−(Γ¯, γ¯) •
(
ϕ(Γ¯′, γ¯′) +
∑
δ¯′( γ¯′
γ¯′/δ¯′ ∈T
ϕ(Γ′/δ′, γ′/δ′) ◦ ϕ−(Γ¯
′, δ¯′)
)]
= −P
[
ϕ¯(Γ¯, γ¯) • ϕ¯(Γ¯′, γ¯′)− P (ϕ¯(Γ¯, γ¯)) • ϕ¯(Γ¯′, γ¯′)− P (ϕ¯(Γ¯′, γ¯′)) • ϕ¯(Γ¯, γ¯)
]
= P
[
P (ϕ¯(Γ¯′, γ¯′)) • ϕ¯(Γ¯, γ¯) + P (ϕ¯(Γ¯, γ¯)) • ϕ¯(Γ¯′, γ¯′)− ϕ¯(Γ¯, γ¯) • ϕ¯(Γ¯′, γ¯′)
]
= P
(
ϕ¯(Γ¯, γ¯)
)
• P
(
ϕ¯(Γ¯′, γ¯′)
)
= ϕ−(Γ¯, γ¯) • ϕ−(Γ¯
′, γ¯′).
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A partir des formules (4.43) et (4.44) nous avons don donné le adre algébrique expliquant
l'approhe de Smirnov [36, 8.2℄. Pour nir, nous énonçons ette dénition qui nous permet de
donner un sens au intégrales de Feynman.
Dénition 35. Les règles de Feynman dénissent un élément I˜ de G :
I˜ : D˜T −→ A (Γ, γ) 7−→ I˜(Γ, γ) := I˜
D
Γ,γ,
tel que : I˜ = I˜>−1− > I˜+,
où I˜− est le aratère des ontretermes et I˜+ est le aratère renormalisé évalué en D = d.
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Résumé
Dans ette thèse, nous nous intéressons à la renormalisation de Connes et Kreimer dans le
ontexe des algèbres de Hopf de graphes de Feynman spéiés. Nous onstruisons une struture
d'algèbre de Hopf HT sur l'espae des graphes de Feynman spéiés d'une théorie quantique
des hamps T . Nous dénissons enore un dédoublement D˜T de la bigèbre de graphes de
Feynman spéiés, un produit de onvolution > et un groupe de aratères de ette algèbre
de Hopf à valeurs dans une algèbre ommutative qui prend en ompte la dépendane en les
moments extérieurs. Nous mettons en plae alors la renormalisation dérite par A. Connes et
D. Kreimer et la déomposition de Birkho pour deux shémas de renormalisation : le shéma
minimal de renormalisation et le shéma de développement de Taylor.
Nous rappelons la dénition des intégrales de Feynman assoiées à un graphe. Nous montrons
que es intégrales sont holomorphes en une variable omplexe D dans le as des fontions
de Shwartz, et qu'elles s'étendent en une fontion méromorphe dans le as des fontions de
types Feynman. Nous pouvons alors déterminer les parties nies de es intégrales en utilisant
l'algorithme BPHZ après avoir appliquer la proédure de regularisation dimensionnelle.
Mots lé : Bigèbre, doudoublement de bigèbre, algèbre de Hopf , graphes de Feynman, produit
de Convolution, déomposition de Birkho, renormalisation, groupe de renormalisation, règles
de Feynman, regularisation dimensionnelle.
Abstrat
In this thesis, we study the renormalization of Connes-Kreimer in the ontex of speied
Feynman graphs Hopf algebra. We onstrut a Hopf algebra struture HT on the spae of
speied Feynman graphs of a quantum eld theory T . We dene also a doubling proedure
for the bialgebra of speied Feynman graphs, a onvolution produt and a group of haraters
of this Hopf algebra with values in some suitable ommutative algebra taking momenta into
aount. We then implement the renormalization desribed by A. Connes and D. Kreimer and
the Birkho deomposition for two renormalization shemes : the minimal subtration sheme
and the Taylor expansion sheme.
We reall the denition of Feynman integrals assoiated with a graph. We prove that these
integrals are holomorphi in a omplex variable D in the ase oh Shwartz funtions, and that
they extend in a meromorphi funtions in the ase of a Feynman type funtions. Finally, we
determine the nite parts of Feynman integrals using the BPHZ algorithm after dimensional
regularization proedure.
Keywords : Bialgebra, doubling bialgebra, Hopf algebra, Feynman Graphs, onvolution pro-
dut, Birkho deomposition, renormalization, renormalization group, Feynman rules, dimen-
sional regularization.
104
