ABSTRACT. In this paper, we give some estimates for the norm and essential norm of the differences of two composition operators between different Hardy spaces.
Recall that if f ∈ H p (D), then the radial limits lim r→1 f (re iθ ) exist almost everywhere on ∂D and will be denoted also by f , which belongs to L p (∂D) and
The space H ∞ (D) consists of all bounded analytic functions on D, and its norm is given by the supremum norm on D.
For a ∈ D, let σ a (z) := a−z 1−āz be the disc automorphism that exchanging 0 for a. Let △(a, r) := {z ∈ D : |σ a (z)| < r} denote the pseudohyperbolic disk centered at a with radius r. For two points z, w ∈ D, the pseudohyperbolic distance is given by ρ(z, w) = |σ w (z)| = z − w 1 −wz .
2000 Mathematics Subject Classification. 30D45, 47B38 . *Corresponding author. * Let ϕ and ψ be two analytic self-maps of D. We write that σ(z) = ρ(ϕ(z), ψ(z)). Note that σ also has a radial extension σ * almost everywhere on ∂D. Indeed, if ϕ = ψ, then the radial limits of ϕ and ψ can coincide only on a set of measure zero. We will use the same notation for the function σ and its radial extension.
Let ϕ be an analytic self-map of D. The composition operator
The study of the differences of composition operators was started on the Hardy space H 2 . The main purpose for this study is to understand the topological structure of the set of composition operators C(H 2 ), see [1, 4, 21] . After that, such related problems have been studied on several spaces of analytic functions by many authors, see for example [7, 10, 11, 13, 14, 15, 16, 17, 18, 22] . Motivated by [14, 17, 18] , in this paper, we study the differences of composition operators between different Hardy spaces.
In the Hardy spaces setting, Goebeler [9] showed that for 0 < q < p < ∞, C ϕ −C ψ : H p → H q is compact if and only if the composition operators C ϕ and C ψ between these spaces are both compact, that is, |ϕ| < 1 and |ψ| < 1 a.e. on ∂D. Nieminen and Saksman [16] proved that C ϕ − C ψ is compact on H p for all p ∈ [1, ∞) if and only if C ϕ − C ψ is compact for some p ∈ [1, ∞). But the complete characterization of the compactness of 
Recall that the essential norm of a bounded linear operator T : X → Y is its distance to the set of compact operators K mapping X into Y , that is,
where X, Y are Banach spaces and · X→Y is the operator norm.
The present paper is organized as follows. In Section 2, we study weighted composition operators between Hardy spaces. In Section 3, we state some lemmas and give the proofs of Theorems 1.1 and 1.2.
For two quantities A and B, we use the abbreviation A B whenever there is a positive constant c (independent of the associated variables) such that A ≤ cB. We write A ≈ B, if A B A.
WEIGHTED COMPOSITION OPERATORS FROM
In this section, we collect some characterizations of weighted composition operators between different Hardy spaces. Given any measure µ on D, we denote by µ| D and µ| ∂D its restrictions to the Borel subsets of D and ∂D, respectively. By Lemma 2.1 of [2] , the s-Carleson measure on D is defined as follows.
For an interval I ⊂ ∂D, the Carleson square is defined by
where |E| denotes the Lebesgue measure of the measurable set E ⊂ ∂D.
}, and denote S(a) = S(I a ). For convenience, we put I 0 = ∂D and S(0) = D.
Suppose u : ∂D → C is a measurable function and ϕ is an analytic self-map of D. Define the measure µ u,ϕ in D by
We need the following results about weighted composition operators on Hardy spaces from [2] and [5] .
Theorem 2.1. Suppose 0 < p < q < ∞ and 0 < r < 1. Let u : ∂D → C be a measurable function and ϕ an analytic self-map of D. Then the following statements are equivalent: (v) are all comparable with comparability constants depending only on p, q and r.
the quantities in (ii), (iii), (iv) and
Proof. The equivalence between (ii) and (iii) can be found in [12] . By the change of variables, for all f ∈ H(D) (see [3, Lemma 2.1], also see [17] 
is bounded if and only if the inclusion map
is bounded, and uC ϕ = I µu,ϕ . Taking f = k a , we obtain that (iv) and (v) are equivalent. The equivalence of (i), (ii) and (iv) follows from [ Let n ∈ N. Define the partial sum operator S n :
Theorem 2.2. Suppose 1 < p < q < ∞ and 0 < r < 1. Suppose that u : ∂D → C is a measurable function and ϕ is an analytic self-map of D such that the operator
(ii) For every 0 < η < 1,
Proof. (i) First, we prove that
After a calculation, we get that △(a, r) ∩ (D\D s ) = 0 if and only if |a| ≥ t r (s). It is easy to see that t r (s) is continuous and increasing on [r, 1), and lim s→1 t r (s) = 1. Thus,
Denote A = lim s→1 µ u,ϕ | D\Ds q p,q,r . For any ǫ > 0, there exists 0 < t < 1, such that if t ≤ s < 1, we have µ u,ϕ | D\Ds q p,q,r < A + ǫ. * For any fixed s (0 < s < 1), we know that △(a, r) ⊂ D\D s , as |a| close enough to 1. Therefore, there exists a l, 0 < l < 1, such that
Since ǫ is arbitrary, we obtain (ii) Let η ∈ (0, 1) be fixed. For w ∈ D, let K w (z) =
It is easy to see that for every f ∈ H p ,
Thus,
Therefore,
PROOFS OF MAIN RESULTS
To prove the main results in this paper, we need the following three lemmas.
Lemma 3.1. Let 0 < r < 1. Then there exists a constant C = C(r) > 0 such that whenever a ∈ D and z ∈ △(a, r),
for every w ∈ D.
Proof. The proof is similarly with [17, Lemma 4.3] . We only notice that |1 − zw| ≈ |1 − aw|, whenever a ∈ D, z ∈ △(a, r) and w ∈ D.
Lemma 3.2. Let 0 < r < 1, γ > 0. Then there exist constants C 1 = C 1 (r, γ), C 2 = C 2 (r, γ) > 0 such that whenever a ∈ D and z ∈ △(a, r),
Proof. Let a ∈ D, w ∈ D and z ∈ △(a, r). By the proof of [17, Lemma 4.4], we have
Applying this, |1 − az| ≈ 1 − |a| 2 and Lemma 2.1 we get the desired result.
Lemma 3.3.
[17] Let f ∈ H 1 and 0 < r < 1. Then there exist a constant C = C(r) such that
for every z ∈ △(a, r). Here P f is the Poisson transformation of f , i.e.,
Now we are in a position to prove our main results in this paper.
Proof of Theorem 1.1. First, we consider the lower bound. Suppose that 
Thus, by Theorem 2.1, we obtain that σC ϕ : H p → L q (∂D) is bounded and
Similarly,
and hence
Next we consider the upper bound.
It is easy to see that
By Lemma 2.3,
Letg(z) denote the harmonic conjugate function of g(z) := P |f |(z), normalized so thatg(0) = 0, and let v = g + ig. 
By Theorem 2.1,
Therefore, by (1), (2) and (3), we get
. The result follows by Theorem 2.1.
Proof of Theorem 1.2. We can assume that ϕ = ψ. Let {a n } be any sequence in D such that a n → 1 as n → ∞. Let k an (z) = Then k an H p = 1 and k an → 0 weakly in H p as n → ∞. Let S be a compact operator from H p into H q . Then lim n→∞ Sk an H q = 0. Hence,
Now, we prove that 
Finally, we prove that
Since the partial sum operator S n is compact, we get
Denote E = {ξ ∈ ∂D : |σ(ξ)| ≥ 1/2} and E ′ = ∂D\E. Then
, whenever f p ≤ 1 and n ∈ N. Thus by Theorem 2.2 (i),
For all a, z, w ∈ D, from [8, Lemma 1.4 of Chapter 1] or [20] we see that
Let s ∈ (0, 1) be arbitrary. Suppose z ∈ E ′ ∩ϕ −1 (D s ). By the last inequality we can find
where F = E ′ ∩ ϕ −1 (D\D s ) and we used the fact that the operators S n are uniformly bounded (see [23, Proposition 1] ), so does R n .
Using Lemma 3.3, we get
Letg(z) denote the harmonic conjugate function of g(z) := P |f |(z) with g(0) = 0 and let v = g + ig. Then v ∈ H p , |g(z)| ≤ |v(z)|, and
Therefore, 
