In this paper, as an elementary study, we developed an alternative method for solving the Gaussian integral. Introducing a function that depends of a n index we show a general solution for this type of integral. As a test we use the results in a derivation of gamma and factorial functions.
I. INTRODUCTION
Gaussian integral also known as probability integral is the integral of function exp(−x 2 ) over the entire line (−∞, ∞). Solutions of this type of integral envolves the so-called gamma functions introduced by Euler in 18th century and improved by Legendre, Gauss and Weierstrass [1, 2] . The Gaussian integral has a wide range of applications. Indeed, when we do a slight change of variables it is possible compute the normalizing constant of the normal distribution in probability and statistics [3, 4] . In physics the gaussian integral appears frequently in quantum mechanics [5] , to find the probability density of the ground state of the harmonic oscillator, in the path integral formulation [6] , to find the propagator of the harmonic oscillator and in statistical mechanics [7] [8] [9] , to find its partition function. In this work, we strive to show an alternative method for solving the Gaussian integral. Our aim is to treat certain problems from another perspective using as a tool the derivative of a simple function.
First we recall the solution of following Gaussian integral,
There are several methods to solve this type of integral, the most well known being the double integral method [14] . Other methods can be found in references [10, 11] . The solutions for the more general Gaussian integral case are given by [9, 12, 13] ,
The gamma function has great relevance for the development of new functions that can be applied directly in physics. Normally this function is present in problems of physics such as, for example, in the normalization of Coulomb wave functions and the calculation of probabilities in statistical mechanics [15] . Below are the special functions we consider in this paper. Definition 1. (Euler, 1730) Let t ∈ R, and t > 0
By using t = p + 1, we obtain the following recurrence relation:
In general, we begin by introducing a parameter that has the role of describing the evolution of the numerical sequence of Gaussian integral. Then, we show that this parameter can be thought as the coefficients of the expansion of function f (x) = (1 − x) −1/2 . Moreover, we show some theorems that are proved by mathematical induction. As application of this results, solutions for the gamma function of the form Γ (n + 1/2), and for the factorial function of kind (n + 1/2)!, where n ∈ N, are derived.
This paper is divided into two parts. In the first one, we show the whole construction process of the alternative method for the Gaussian. In the second part, as an application we introduce our results in special (gamma and factorial) functions.
II. ALTERNATIVE SOLUTION FOR THE GAUSSIAN INTEGRAL
Consider the Gaussian integral as follows
Solving I 2n by known methods, we arrive at the following results:
√ π/8α 7/2 and so on. We can generalize these results by introducing a parameter that depends on n. Thus,
where γ 2n is a parameter to be determined. Note that γ 0 = 1, γ 2 = 1/2, γ 4 = 3/4, γ 6 = 15/8 and so forth. The parameter γ 2n has an apparently unpredictable sequence, but it becomes evident when we perform the expansion of the function f (x) = (1 − x) −1/2 in a Maclaurin series,
Analyzing the first coefficients of the above expansion, we arrive at the following results: f (0) = 1, f ′ (0) = 1/2, f ′′ (0) = 3/4, f ′′′ (0) = 15/8, f ′′′′ (0) = 105/16 and so on. We now intend to find an expression for the parameter γ 2n from the results shown above. So we can write, Definition 3. For n ∈ N, γ 2n can be defined as
. Lemma 1. By definition 3 for all n ≥ 1 ∈ N, we have
Proof. We begin by proving Lemma 1 and do so by induction on n. From definition 3, for x = 0, it is easy to see that the inductive hypothesis is
Then, we shall show that statement (10) it is true for n + 1. Therefore
Thus, at x = 0, we obtain
So the proof is complete.
Theorem 1.
If I 2n is given by the equation (2), then
where γ 2n is given by definition 3.
In order to prove Theorem 1, consider the following definition:
Definition 4. From equation (2) we can writeγ
Now we are in a position to prove Theorem 1. We just need to show that γ 2n =γ 2n , ∀ n ≥ 1 ∈ N.
Proof. Suppose that γ 2n =γ 2n it is true for n = q, then γ 2q =γ 2q .
We must show that γ 2n =γ 2n it is also true for n = q + 1. So we have
By Lemma 1, with n = q + 1 and k = i, the left-hand side of relation (12) becomes
Applying inductive hypothesis, we get
By definition 4 in equation (13), we obtain
This completes the proof. Corollary 1. If n = 0, then γ 0 = 1.
III. SPECIAL FUNCTIONS: A TEST FOR THE METHOD
An immediate application of Theorem 1 is verificated in the gamma and factorial functions. We begin with the gamma function given by definition 1, setting t = n + 1/2 that is
Taking x = r 2 ,
Note that we can apply Theorem 1, with α = 1, in the above expresion to obtain
Having presented (16) , it is convenient to introduce a recurrence relation for the parameter γ 2n .
Lemma 2. If γ 2n is given by definition 3, then
Proof. Using (16) , and the succeeding term, given by
we can insert these expressions in (5), defining p = n + 1/2. Therefore
We now apply Theorem 1 in the factorial function given by definition 2, putting m = n + 1/2. Then we have
Replacing again x = r 2 , we find
Hence, we obtain (n + 1/2)! = γ 2(n+1) √ π.
By Lemma 2, we get (n + 1/2)! = (n + 1/2)γ 2n √ π.
IV. CONCLUSION
It was presented an alternative method for solving the Gaussian integral through of a general function with a n index dependence. The idea was found a general solution for this type of integral being able to use in any situation. As an example of application we use the results in gamma and factorial function derivation checking its functionality. Finally we believe in a relevance of the present work because it reveals a way to solve Gaussian integrals in another perspective having as tool an intuitive and generic function.
