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Abstract
Let R be a ring, (S,≤) a strictly ordered monoid and ω : S → End(R) a monoid
homomorphism. In this paper we study the ascending chain conditions on principal left
(resp. right) ideals of the skew generalized power series ring R[[S, ω]]. Among other results,
it is shown that R[[S, ω]] is a right archimedean reduced ring if S is an Artinian strictly
totally ordered monoid, R is a right archimedean and S-rigid ring which satisfies the ACC
on annihilators and ωs preserves nonunits of R for each s ∈ S. As a consequence we deduce
that the power series rings, Laurent series rings, skew power series rings, skew Laurent series
rings and generalized power series rings are reduced satisfying the ascending chain condition
on principal left (or right) ideals. It is also proved that, the skew Laurent polynomial ring
R[x, x−1;α] satisfies ACCPL(R), if R is α-rigid and satisfies ACCPL(R) and the ACC on
left(resp. right) annihilators. Examples are provided to illustrate and delimit our results.
Key words: skew generalized power series ring; right archimedean ring; annihilator; Artinian
strictly totally ordered monoid; skew Laurent series ring; skew Laurent polynomial ring.? ?
??subjclass: 16D15; 16D40; 16D70?
1 Introduction
Throughout this paper all monoids and rings are with identity element that is inherited by
submonoids and subrings and preserved under homomorphisms, but neither monoids nor rings
are assumed to be commutative.
A commutative ring R is said to satisfy the ascending chain condition for principal ideals
(ACCP), if there does not exist an infinite strictly ascending chain of principal ideals of R (see,
for example, Dumitrescu et al., [5] or Frohn, [8]). The ACCP is also called 1-ACC in Frohn [7].
Clearly every Noetherian ring satisfies ACCP. Ribenboim [25] gave a sufficient condition for the
ring R[[S]] of generalized power series being Noetherian. Varadarajan [29] studied Noetherian
generalized power series rings. Frohn [7], gave an example to show that ACCP does not rise
to the power series ring in general. In Dumitrescu et al. ([5], Proposition 1.2) and Anderson
et al. ([1], Proposition 1.1) the authors gave a necessary and sufficient condition under which
the rings A +XB[[X]] and A +XB[X] satisfy ACCP where A ⊆ B are domains and X is an
indeterminate.
1Corresponding author. moussavi.a@modares.ac.ir and moussavi.a@gmail.com.
f.padashnik@modares.ac.ir
h.moosavi@modares.ac.ir .
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A partially ordered set (S,≤) is called Artinian if every strictly decreasing sequence of
elements of S is finite, and (S,≤) is called narrow if every subset of pairwise order-incomparable
elements of S is finite. Thus, (S,≤) is Artinian and narrow if and only if every nonempty subset
of S has at least one but only a finite number of minimal elements.
Clearly, the union of a finite family of artinian and narrow subsets of an ordered set as well
as any subset of an artinian and narrow set are again artinian and narrow. An ordered monoid
is a pair (S,≤) consisting of a monoid S and an order ≤ on S such that for all a, b, c ∈ S, a ≤ b
implies ca ≤ cb and ac ≤ bc. An ordered monoid (S,≤) is said to be strictly ordered if for all
a, b, c ∈ S, a < b implies ca < cb and ac < bc.
For a strictly ordered monoid S and a ring R, Ribenboim [28] defined the ring of generalized
power series R[[S]] consisting of all maps from S to R whose support is Artinian and narrow
with the pointwise addition and the convolution multiplication. This construction provided
interesting examples of rings (e.g., Elliott and Ribenboim, [6]; Ribenboim, [26],[27]) and it was
extensively studied by many authors.
In [22], R. Mazurek and M. Ziembowski, introduced a “twisted” version of the Ribenboim
construction and study when it produces a von Neumann regular ring. Now we recall the
construction of the skew generalized power series ring introduced in [22]. Let R be a ring, (S,≤)
a strictly ordered monoid, and ω : S → End(R) a monoid homomorphism. For s ∈ S, let ωs
denote the image of s under ω, that is ωs = ω(s). Let A be the set of all functions f : S → R
such that the support supp(f) = {s ∈ S : f(s) 6= 0} is Artinian and narrow. Then for any s ∈ S
and f, g ∈ A the set
Xs(f, g) = {(x, y) ∈ supp(f)× supp(g) : s = xy}
is finite. Thus one can define the product fg : S → R of f, g ∈ A as follows:
fg(s) =
∑
(u,v)∈Xs(f,g)
f(u)ωu(g(v)),
(by convention, a sum over the empty set is 0). With pointwise addition and multiplication as
defined above, A becomes a ring, called the ring of skew generalized power series with coefficients
in R and exponents in S (one can think of a map f : S → R as a formal series
∑
s∈S
rss, where
rs = f(s) ∈ R) and denoted either by R[[S
≤, ω]] or by R[[S, ω]] (see [20] and [21]). For every
r ∈ R and s ∈ S we associate the maps cr, es : S −→ R defined by
cr(x) =
{
r ;x = 1
0 ;Otherwise
, es(x) =
{
1 ;x = s
0 ;Otherwise
(1.1)
where x ∈ S. In fact, cr(x) and es(x) are like r and x
s in R[x] respectively.
A ring R is said to satisfy the ascending chain condition on principal left ideals (ACCPL) if
there does not exist an infinite strictly ascending chain of principal left ideals of R. Rings satis-
fying the ascending chain condition on principal right ideals (ACCPR) are defined analogously.
Obvious examples of rings satisfying ACCPL are left Noetherian rings. Also every left perfect
ring satisfies ACCPL, since by a celebrated theorem of Bass (see [3]) the left perfect condition
is equivalent to the descending chain condition on principal right ideals, which in turn implies
ACCPL, by Jonahs theorem from [15]. In the commutative case the ascending chain condition
on principal ideals (ACCP) appears naturally in studies of factorization in domains (e.g., [1, 5];
see also [4], Section 2]). For commutative rings several authors studied the passage of ACCP
to some classical ring constructions such as localizations (e.g. [2, 10, 12]), polynomial rings
(e.g. [8, 9, 13]), monoid rings (e.g. [17]) or power series rings (e.g. [7]). In [19] the ACCP
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condition for commutative generalized power series rings was studied and it was proved that if
R is a commutative domain and S is a commutative strictly totally ordered monoid, then the
ring R[[S]] of generalized power series with coefficients in R and exponents in S satisfies ACCP
if and only if R and S satisfy ACCP (see [19, Theorem 3.2]).
Frohn in [8] showed that if a ring R satisfies ACCP and R[X] has ACC on annihilator ideals,
then R[X] also satisfies ACCP for commutative rings.
R. Mazurek and M. Zimbowski [22] proved that, if R is a domain and ω an endomorphism
of R, then R satisfies ACCPL and ωs is injective for each s ∈ S if and only if R[[S, ω]] is a
domain and satisfies ACCPL; and R is an ACCPR-domain and ωs is injective for every s ∈ S
and preserves nonunits of R if and only if R[[S, ω]] is an ACCPR-domain.
Nasr-Isfahani [23] extended Frohn’s theorem to the ring R[x;α, δ] with some conditions on
R and α.
According to Krempa [18], an endomorphism α of a ring R is said to be rigid if aα(a) = 0
implies a = 0, for a ∈ R. A ring R is said to be α-rigid if there exists a rigid endomorphism α
of R. Clearly, every domain D with a monomorphism α is rigid. It is clear that, α-rigid rings
are reduced (rings with no non-zero nilpotent elements) see e.g., [11].
A ring R is left archimedean, if and only if for each nonunit element r ∈ R we have⋂
n∈NRr
n = {0}. Right archimedean rings are defined similarly.
It is well known that each ACCP -domain is archimedean. In fact, if R is a domain, then,
by Z. Liu [19], for any domain R, R satisfies ACCPL if and only if
⋂
n∈N r1r2 · · · rnR = {0} for
any sequence (rn)n∈N of nonunits of R.
In section 2, we prove that, if S is an Artinian strictly totally ordered monoid, R is an S-
rigid ring satisfying ACCPR, and ωs an automorphism of R for each s ∈ S, then R[[S, ω]] is an
ACCPR ring. Also we show that, if R is an α-rigid ring satisfying ACCPL(R) and ACC on left
(or right) annihilators, then the skew Laurent polynomial ring R[x, x−1;α] satisfies ACCPL(R).
In section 3, we prove that, if R is a right archimedean domain, S an Artinian strictly totally
ordered monoid and ωs is injective for any s ∈ S and preserves nonunit elements of R, then
R[[S, ω]] is a right archimedean domain. We also show that when S is an Artinian strictly
totally ordered monoid, R is a left archimedean S-rigid ring that satisfies ACC on annihilators,
then R[[S, ω]] is a left archimedean ring. Also, when R is a right archimedean S-rigid ring that
satisfies ACC on annihilators and if ωs preserves nonunits of R for each s ∈ S, then R[[S, ω]] is
a right archimedean ring.
2 The Skew Generalized Power Series Rings Satisfying ACCPR
or ACCPL
In this section, we first study the skew generalized power series ring R[[S, ω]] satisfies ACCPL
or ACCPR, and next we consider the skew Laurent polynomial ring R[x, x−1;α], where α is
a monomorphism. G. Marks et al. in [20, Theorem 4.12] proved that if (S,≤) is an a.n.u.p.-
monoid, then R is S-rigid if and only if R[[S, ω]] is reduced.
The following characterization of ACCPL-domains [19, Lemma 3.1], is useful in the sequel.
Proposition 2.1. For any domain R, the following are equivalent:
(1) R satisfies ACCPL.
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(2) For any sequences (an)n∈N, (bn)n∈N of elements of R such that an = bnan+1 for all
n ∈ N, there exists m ∈ N with bn ∈ U(R) for all n ≥ m.
(3) For any sequences (an)n∈N, (bn)n∈N of elements of R such that an = bnan+1 for all
n ∈ N, there exists m ∈ N with bm ∈ U(R).
(4)
⋂
n∈N r1r2 · · · rnR = {0} for any sequence (rn)n∈N of nonunits of R.
The following lemmas are very useful in our proofs in this section. Their proof are similar
to what Hong et al. proved in [14, Lemma 4].
Lemma 2.2. Let R be a S-rigid ring and a, b ∈ R. Then we have the following
(1) If ab = 0, then for any s ∈ S we have aωsn(b) = ωsn(a)b = 0 for any positive integer n.
(2) If for some s ∈ S and positive integer k, aωsk(b) = ωsk(a)b = 0, then ab = 0.
Lemma 2.3. Let R be an S-rigid ring. If ωs(ab) = 0 with s ∈ S, then ωss′(a)ωs(b) = 0 for any
s′ ∈ S such that ss′ = s′s.
Proof. One can see that
ωs(b)ωss′(a)ωs′(ωs(b)ωss′(a)) =ωs(b)ωss′(a)ωs′(ωs(b))ωs′(ωss′(a))
=ωs(b)ωss′(a)ωs′s(b)ωs′ss′(a).
Since ss′ = s′s, we have
ωs(b)ωss′(a)ωs′s(b)ωs′ss′(a) = ωs(b)ωs′s(ab)ωs′ss′(a) = ωs(b)ωs′(ωs(ab))ωs′ss′(a) = 0.
Since R is S-rigid, ωs(b)ωss′(a) = 0 so (ωss′(a)ωs(b))
2 = 0, and ωss′(a)ωs(b) = 0, as R is
reduced.
Recall that an ideal I of R is called α-ideal, if α(I) ⊆ I. The ideal I is called α-invariant if
α−1(I) = I. R. Mazurek and M. Zimbowski in [22] proved that, if R is a domain and ωs is an
injective endomorphism of R for each s ∈ S, then R satisfies ACCPL if and only if R[[S, ω]] is
a domain and satisfies ACCPL.
In the following result we consider the case that R is not assumed to be a domain. There
are various monoids S and S-rigid rings which are not domains and satisfy ACCPR.
Theorem 2.4. Let S be an Artinian strictly totally ordered monoid and ωs be an automorphism
of R, for each s ∈ S. If R is an S-rigid ring satisfying ACCPR, then R[[S, ω]] satisfies ACCPR.
Proof. We use the method employed by Frohn [8, Theorem 4.1]. For each f ∈ A = R[[S, ω]] let
If = {g(pi(g))|g ∈ AfA} ∪ {0}. It is easy to see that If is an ideal of R. Next assume on the
contrary that there exists a non stabilizing chain of principal right ideals of A. So the set
M =

AnnR(
⋃
i≥1
Igi)|g1A ⊆ g2A ⊆ · · · is a non stabilizing chain of principal right ideals in A


is nonempty. Since R is S-rigid, R is reduced. So it is easy to see that R satisfies the ACC
on left annihilators. Thus M has a maximal element. Let P = AnnR(
⋃
i≥1 Ifi) be a maximal
element of M , where f1A ⊆ f2A ⊆ · · · is a nonstabilizing chain in A.
We show that P is a completely prime ideal of R. Assume that a /∈ P, b /∈ P and ab ∈ P .
Since R is S-rigid, using Lemma 2.3 we can see that a ∈ AnnR(
⋃
i≥1 Ibfi). Also we have
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P ⊆ AnnR(
⋃
i≥1 Ibfi). So the chain bf1A ⊆ bf2A ⊆ · · · stabilizes. Then there exists a positive
integer t such that for each n ≥ t, bfn+1 = bfnhn for some hn ∈ A. For each positive integer n,
there exists vn ∈ A such that fn = fn+1vn. Thus for each n ≥ t, bfn+1(1− vnhn) = 0. Let qi =
fi(1 − vi−1hi−1), for each i > t. Since R is reduced, b ∈ AnnR(
⋃
i≥1 Iqi) and P ⊆R (
⋃
i≥1 Iqi).
Then the chain q1A ⊆ q2A ⊆ · · · stabilizes. Thus there exists a positive integer t
′ such that for
each m ≥ t′, qm+1 = qmlm for some lm ∈ A. Then fm+1(1− gmhm) = fm(1− gm−1hm−1)lm and
so fm+1 = fmlm + fm(1 − gm−1hm−1)lm. Thus we have a contradiction fm+1 ∈ fmA. Which
shows that P is a completely prime ideal of R.
Since R is S-rigid and P = AnnR(
⋃
i≥1 Ifi), using Lemma 2.3, we claim that P is ωs-invariant
for any s ∈ S. Let r ∈ ω−1s (P ). So ω
−1
s (p) = r for some p ∈ P , and so ωs(r)(
⋃
i≥1(Ifi)) = 0.
Thus ωs(r)u = 0 for every u ∈
⋃
i≥1 Ifi . Hence ωs(ru) = ωs(r)ωs(u) = 0, and since ωs is
injective, ru = 0. Thus r ∈ AnnR(
⋃
i≥1 Ifi) = P which means that ω
−1
s (P ) ⊆ P .
Now let T = (R/P )[[S, ω¯]]. Since R is an ACCPR-ring and P is a completely prime ideal of
R, it follows that R/P is an ACCPR-domain. On the other hand ωs is an automorphism, thus
it preserves nonunit element of R for every s ∈ S. Hence T is an ACCPR-domain.
For each positive integer i, f¯i = ¯fi+1g¯i, where f¯(s) = f(s) + P ∈ T . If f¯i = 0¯ for some i,
then fi(pi(fi)) ∈ P . We claim that fi(pi(fi))
2 = 0. One can see that fipi(fi) ∈ P which means
that fi(pi(fi))(
⋃
i≥1 Ifi) = 0. Thus fi(pi(fi))f(pi(1fi1)) = 0 which gives fi(pi(fi))
2 = 0. Since
R is S-rigid, R is reduced and fi(pi(fi)) = 0 which is a contradiction because pi(fi) ∈ supp(fi).
So for each i, f¯i 6= 0¯ and hence g¯i 6= 0¯. By [22, Proposition 2.1], there exists a positive integer
j such that for each m ≥ j, g¯m is invertible in T . Then there is some h¯ ∈ T such that
g¯mh¯ = h¯g¯m = 1¯. Hence g¯mh¯ − 1¯ = 0¯. So it is easy to see that for each s
′ ∈ supp(b), we
have b(s′) = (gmh − 1)(s
′) ∈ P . Since b(s′) ∈ P , for each i, b(s′)fi(pi(fi)) = 0 which means
that b(s′)fm+1(pi(fm+1)) = 0 and hence fm+1
(
pi(fm+1)
)
b(s′) = 0. By Lemma 2.3, we have
fm+1(pi(fm+1))ωpi(fm+1)(b(s
′)) = 0. Now, define
B = {s|s > pi(fm+1), fm+1(s)ωs(b(s
′)) 6= 0}.
If B = ∅, then fm+1b(s
′) = 0 and so fm+1(gmh− 1) = 0. If B 6= ∅, B has a minimum element
s′′, since S is Artinian. This means that fm+1(s
′′)ωs′′(b(s
′)) 6= 0 and hence fm+1(s
′′)b(s′) 6= 0.
On the other hand, we know that b ∈ P and fm+1b ∈ Afm+1A. We have also b(s
′) ∈ P , so
b(s′)
((
fm+1b(s
′)
)(
pi(fm+1b(s
′))
))
= b(s′)
(
fm+1(s
′′)ωs′′
(
b(s′)
))
= 0.
Since A is reduced, fm+1(s
′′)ωs′′(b(s
′))b(s′) = 0. By Lemma 2.3, fm+1(s
′′)ωs′′(b(s
′))ωs′′(b(s
′)) =
0. Hence fm+1(s
′′)ωs′′(b(s
′)2) = 0. Thus by Lemma 2.3, fm+1(s
′′)b2(s′) = 0. But A is reduced,
so we get fm+1(s
′′)b(s′) = 0 which contradicts to the definition of s′′. Hence B = ∅, which yields
fm+1(gmh − 1) = 0. So fm+1 = fm+1gmh = fmh and thus the chain f1A ⊆ f2A ⊆ f3A ⊆ · · ·
will stabilize, which is a contradiction. Thus the result follows.
The following example shows that, in Theorems 2.4, 3.1 and 3.2, the Artinian condition on
the monoid S is not superfluous.
Example 2.5. Let Zn be the ring of integers module n. Then Zn satisfies ACCP and archimedean
condition and also it satisfies the ACC on right annihilators. Now consider A = Zn[[Q, idZ]].
We have an ascending chain as follows:
〈e1〉 ( 〈e 1
2
〉 ( 〈e 1
4
〉 ( 〈e 1
8
〉 ( · · · (2.1)
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which will not be stabilized, where es is defined in 1.1. So Zn[[Q, idZ]] does not satisfy ACCP.
Also one can see easily that e1 ∈ Ae( 1
2
)n for each n ∈ N. Hence⋂
n∈N
Ae( 1
2
)n 6= {0}.
So A is not archimedean. Note that this example does not contradicts with [22, Theorems 3.1,
3.13], as (S,+) = Q+ ∪ {0} does not satisfy ACCP.
Now, consider the sequences sn =
1
2n and rn =
1
2n+1
. We have the recursive formula sn =
rn + sn+1. So rn has to be unit. But the units of S is U(S) = {0}. So rn /∈ U(S) for any
n ∈ N. Thus according to [22, Proposition 2.1], S does not satisfy ACCP. So S doesn’t have
the necessary condition of [22, Theorems 3.1, 3.13]. Indeed, we can not apply these Theorems
for S = Q+ ∪ {0}.
The following example, (See [13, Example]), shows that the S-rigid condition in 2.4 is not
superfluous.
Example 2.6. Let k be a field and A1, A2, · · · be indeterminates over k, and set
S =
k[A1, A2, · · · ]
({An(An −An−1) : n ≥ 2})k[A1, A2, · · · ]
. (2.2)
Denote by an the image of An in S and by R the localization of S at the ideal (a1, a2, · · · )S.
Note that S is a limit of the rings Sn where S1 is S1 := k[a1] and
Sn := Sn−1[an] =
Sn−1[An]
An(an−1 −An)Sn−1[An]
for n ≥ 2.
Heinzer and Lantz in [13] proved that R satisfies ACCP but the ring R[x], does not satisfy
ACCP. Note that in S we have
a23(a1 − a2)
2 = a3a2(a1 − a2)
2 = 0,
but a3(a1−a2) 6= 0. Thus S is not reduced and since R contains (an isomorphic copy of) S (see
[13]), R is not reduced. So the S-rigid condition in 2.4 is not superfluous.
We now consider a case for which S is not positive. Let R be a ring with a monomorphism α.
We denote R[x;α] the Ore extension whose elements are the polynomials Σni=0rix
i, ri ∈ R, where
the addition is defined as usual and the multiplication subject to the relation xa = α(a)x for any
a ∈ R. The set {xj}j≥0 is easily seen to be a left Ore subset of R[x ;α], so that one can localize
R[x;α] and form the skew Laurent polynomial ring R[x, x−1 ;α]. Elements of R[x, x−1 ;α] are
finite sums of elements of the form x−jrxi where r ∈ R and i and j are nonnegative integers.
Now we consider D.A. Jordan’s construction of the ring A(R,α) (See [13], for more details).
Let A(R,α) be the subset {x−irxi | r ∈ R , i ≥ 0} of the skew Laurent polynomial ring
R[x, x−1;α]. For each j ≥ 0, x−irxi = x−(i+j)αj(r)x(i+j). It follows that the set of all such
elements forms a subring of R[x, x−1;α] with x−irxi+x−jrxj = x−(i+j)(αj(r)+αi(s))x(i+j) and
(x−irxi)(x−jsxj) = x−(i+j)αj(r)αi(s)x(i+j) for r, s ∈ R and i, j ≥ 0. Note that α is actually an
automorphism of A(R,α). We have R[x, x−1;α] ≃ A(R,α)[x, x−1;α], by way of an isomorphism
which maps x−irxj to α−i(r)xj−i.
Now we examine the ACCPL condition for the skew Laurent polynomial ring R[x, x−1;α].
First, we recall the following propositions which are proved in [16, 24].
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Proposition 2.7. If R is a domain and α is a monomorphism of R, then A(R,α) is a domain.
Proposition 2.8. If α is monomorphism and R is α-rigid, then A(R,α) is α-rigid.
Proposition 2.9. If R is an ACCPL(R)-ring, then A(R,α) is an ACCPL(R)-ring.
Proof. Assume that
〈x−i1r1x
i1〉 ⊆ 〈x−i2r2x
i2〉 ⊆ · · ·
is a nonstabilized chain in the ring A(R,α). Then, x−ilrlx
il = (x−il+1rl+1x
il+1)(x−tsxt) for some
x−tsxt ∈ A(R,α).
Hence αil+1+t(rl) = α
il+t(rl+1)α
il+il+1(s). If s′ = αil+il+1(s), then rl = α
il−il+1(rl+1)s
′. So
〈r1〉 ⊆ 〈α
i1−i2(r2)〉 ⊆ 〈α
i1−i3(r3)〉 ⊆ · · · .
Since R is ACCPL(R)-ring, the above chain will stabilized. So rk = α
ik−ik+1(rk+1)u, where u is
a unit. Thus αik+1(rk) = α
ik(rk+1)α
ik+1(u). Consider u′ := αik+1(u). It is easy to see that u′ is
a unit in R, so
x−ik+1(rk+1)x
ik+1 = αik+1(rk+1) = α
ik(rk)u
′ = (x−ik(rk)x
ik)(x−ik+1uxik+1).
So 〈x−ik+1rk+1x
ik+1〉 = 〈x−ikrkx
ik〉, which implies that the chain 〈x−i1r1x
i1〉 ⊆ 〈x−i2r2x
i2〉 ⊆ · · ·
will stabilize.
Lemma 2.10. Let R be an α-rigid ring. If Ann(L1) ⊆ Ann(L2) ⊆ · · · , where Li ⊆ A(R;α) and
Ki = {k|∃t : x
−tkxt ∈ Li}, then
Ann(K1) ⊆ Ann(K2) ⊆ · · · .
Proof. Let s ∈ Ann(Kl). So skl = 0 for each kl ∈ Kl, so there exists c > 0, such that x
−cklx
c ∈
Ll. Since skl = 0, sα
r(kl) = 0 for each r ≥ 0, as R is α-rigid. So (x
−rsxr)(x−cklx
c) = 0. Since
kl is arbitrary in Kl, x
−rsxr ∈ Ann(Ll). So x
−rsxr ∈ Ann(Ll+1), for each r. Suppose that
a ∈ Kl+1. So there is b > 0 such that x
−baxb ∈ Ll+1. Then (x
−rsxr)(x−baxb) = 0 for each
r > 0. So x−r−bαb(s)αr(a)xb+r = 0, which means that sa = 0. So s ∈ Ann(Kl+1), and hence
Ann(Kl) ⊆ Ann(Kl+1).
Theorem 2.11. If R is an ACCPR(L)-domain with a monomorphism α, then R[x, x−1;α] is
an ACCPR(L)-domain.
Proof. Let R be an ACCPR(L)-domain. Then A := A(R,α) is an ACCPR(L)-domain by
Proposition 2.8. By [16, Section 2], R[x, x−1;α] ≃ A[x, x−1;α], so it is enough to show that
A[x, x−1;α] is an ACCPR(L)-domain. Let f ∈ A[x, x−1;α]. Suppose that d+(f) and d−(f)
denote the degree of f in positive and negetive coefficients, respectively. Suppose that 〈f1〉 ⊆
〈f2〉 ⊆ · · · is a non-stabilized chain. So fi = fi+1k. Let θi = d−(fi) and δi = d+(fi). We claim
that there are two cases:
(i): θi ≤ θi+1.
(ii): δi ≥ δi+1.
To prove it, suppose that δi < δi+1 and θi > θi+1. Let fi(x) =
∑δi
l=θi
(x−tlf il x
tl)xl and
k(x) =
∑d+(k)
j=d−(k)
(x−tjkjx
tj )xj and fi+1(x) =
∑δi+1
h=θi+1
(x−thf i+1h x
th)xh. Hence
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x−tδif iδix
tδi = (x−tδi+1f i+1δi+1x
tδi+1 )(x
−td+(k)kd+(k)x
td+(k)).
Or we have,
x−tθif iθix
tθi = (x−tθi+1 f i+1θi+1x
tθi+1 )(x−td−(k)kd−(k)x
td
−
(k)).
So if d+(k) ≥ 0, then δi ≥ δi+1, since R is domain and f
i+1
δi+1
, kd+(k) 6= 0. Similarly, if d−(k) < 0,
then θi ≤ θi+1. So it contradicts to our assumption, hence one of mentioned cases occurs. Now
there are three cases for the sequence 〈f1〉 ⊆ 〈f2〉 ⊆ · · · .
(i): There exists a subsequence fij such that 〈fi1〉 ⊆ 〈fi2〉 ⊆ · · · and δij > δij−1 for all j.
But it is impossible unless δ1 = +∞ which is a contradiction.
(ii): For each i we have δi = δi+1 and θi = θi+1. So if fi+1ki = fi, then ki is constant. But
A is an ACCPL(R)-ring, so there exists N such that kN is unit. Thus 〈fN+1〉 = 〈fN 〉.
(iii): There does not exist any subsequence such that δij > δij+1 for all j. So it should exist
one subsequence {fij} such that θij < θij−1, otherwise δi = δi+1 and θi = θi+1 for i > N which
is case (ii). This means that θ1 = −∞ which is impossible. So the result follows
In the following result we consider the case that R is not assumed to be a domain. Notice
that rings with rigid endomorphisms are reduced.
Theorem 2.12. Let R be an α-rigid ring and α preserves nonunits. If R is an ACCPL(R)-ring
satisfying ACC on left(or right) annihilators, then R[x, x−1;α] is an ACCPL(R)-ring.
Proof. Let R be an ACCPL(R)-ring satisfying ACC on left(or right) annihilators. So A :=
A(R,α) is an ACCPL(R)-ring and satisfies the ACC for left(or right) annihilators by Proposi-
tions 2.9 and 2.10. Because R[x, x−1;α] ≃ A[x, x−1;α], so it is enough to show that A[x, x−1;α]
is an ACCPL(R)-ring. We prove this for right case, the left case is similar. Let If :=
{ad+(g) + bd−(h)|g, h ∈ SfS, g =
∑
aix
i, h =
∑
bix
i} for each f ∈ A[x, x−1;α]. One can show
that If is an ideal.
Now assume that there exists a nonstabilizing chain of principal right ideals of S. So the set
M =
{
Ann(
⋃
Igi)|g1S ⊆ g2S ⊆ · · · a nonstabilizing chain
}
is nonempty. SinceR is α-rigid, R is reduced and so it is easy to see that since A satisfies the ACC
on right annihilators, A satisfies the ACC on left annihilators. Thus M has a maximal element.
Let P = Ann(
⋃
Ifi) be a maximal element of M , where f1S ⊆ f2S ⊆ · · · is a nonstabilizing
chain in S. We show that P is a completely prime ideal in A. Assume a, b ∈ R \ P and ab ∈ P .
So ab ∈ Ann(
⋃
Ifi) which means that abIfi = 0 for each i. So for each x
−i(ad+(g) + bd−(h))x
i,
abx−i(ad+(g) + bd−(h))x
i = 0. If a = x−γa′xγ , b = x−βb′xβ, then
x−γa′xγ(x−βb′xβ.x−i(ad+(g) + bd−(h))x
i) = 0
with b′g, b′h ∈ SfS. Thus,
x−γa′xγ(x−βb′xβ.x−i(ad+(g) + bd−(h))x
i) =
x−γa′xγ(x−β−iαi(b′)αβ(ad+(g) + bd−(h))x
β+i) = 0.
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Since A is α-rigid, a ∈ Ann(Ibfi). Also the chain bf1S ⊆ bf2S ⊆ · · · stabilizes, because
P ⊆ Ann(Ibfi). Hence there exists a positive integer t such that for each n ≥ t, bfn+1 = bfnhn.
Also for each n one can see that fn = fn+1gn. So bfn+1 = bfn+1gnhn. So bfn+1(1− gnhn) = 0.
Let qi = fi(1 − gi−1hi−1), for each i > t. So b ∈ Ann(
⋃
Iqi) and also P ⊆ Ann(Iqi). So
q1S ⊆ q2S ⊆ · · · stabilizes. Thus there exists a positive integer t
′ such that for each m ≥ t′,
qm+1 = qmlm for some lm ∈ S. Then fm+1(1 − gmhm) = fm(1 − gm−1hm−1)lm and so fm+1 ∈
fmS, which is a contradiction. So P is completely prime.
We show that P is α-invariant. Let a ∈ α−1(P ). So α(a) ∈ P . Hence α(a)Ifi = 0 for each
i. But, since A is α-rigid, aIfi = 0 for each i. So a ∈ P and that α
−1(P ) ⊆ P .
Let a ∈ P . So aIfi = 0 for each i. Hence α
−1(a)Ifi = 0, as R is α-rigid and α is an
automorphism of A. So α−1(P ) = P and P is α-invariant. Thus T := R/P [x, x−1;α] is an
ACCPL(R)-domain. We know that for each i, f¯i = fi+1g¯i with
f¯i =
δi∑
t=θi
(at + P )x
t.
If f¯i = 0¯ for some i, then aδi ∈ P . So aδiIfi = 0. Thus aδiα
δi(aδi) = 0 which means that aδi = 0,
since A is α-rigid. So f¯i 6= 0¯ and so g¯i 6= 0¯. Since T is an ACCPR(L)-ring, g¯i must be a unit
where i > m for some m > 0. So g¯ih¯ = h¯g¯i = 1¯. So for each coefficient b of the polynomial
gmh− 1, we claim that b ∈ P . We claim that fm+1(gmh− 1) = 0. Assume that
fm+1 =
δm+1∑
t=θm+1
(at)x
t.
So aδm+1 , aθm+1 ∈ Ifm+1 . Since b ∈ P , baδm+1 = 0, baθm+1 = 0. Hence
fm+1b =
δm+1∑
t=θm+1
(at)x
tb
= aθm+1α
θm+1(b)xθm+1 + · · · + aδm+1α
δm+1(b)xδm+1
=
δm+1−1∑
t=θm+1+1
(at)x
tb. (2.3)
But fm+1b ∈ SfS, so aθm+1+1, aδm+1−1 ∈ Ifm+1 . So baθm+1+1 = baδm+1−1 = 0. Hence inductively
we have fm+1b = 0. So fm+1(gmhm−1) = 0, and fm+1 = fm+1gmh = fmh. So 〈f1〉 ⊆ 〈f2〉 ⊆ · · ·
stabilizes, which contradicts our assumption and the result follows.
Example 2.13. Let k be a field and R = k〈x1,x2,··· 〉〈x1x2,x1x3,··· 〉 . The ring R does not satisfy the
ACC on annihilators, as Ann(x1, x2, · · · ) ⊆ Ann(x2, x3, · · · ) ⊆ Ann(x3, x4, · · · ) ⊆ · · · . Also we
claim that R is an ACCP -ring. To do this, first, notice that if f, g ∈ R and f0, g0 6= 0, then
degxi(fg) ≥ max(degxi(f), degxi(g)). Moreover, if f0 = 0 and degxi(g) > 0, then degxi(fg) = 0
or degxi(fg) > degxi(g) and (fg)0 = 0. The case degxi(fg) > degxi(g) occurs if and only if
degxi(f), degxi(g) > 0.
Now let 〈f1〉 ⊆ 〈f2〉 ⊆ · · · . So fn = gnfn+1. If gn,0 6= 0, fn+1,0 6= 0 then degxi(g) ≥
degxi(fn+1) for each i. So gn must be a unit for each n and since k is a field, so the mentioned
chain will stabilize.
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Let f1,0 = 0. Then degxi(f1g) ≥ degxi(f1), when degxi(f1) > 0; and degxi(f1g) = 0, otherwise.
So one can see inductively that degxi(fn) ≤ degxi(f1) if degxi(f1) > 0 and degxi(fn) = 0,
otherwise. Hence degxi(fn) = degxi(fm) for each xi if degxi(f1) > 0 for infinitely many m,n
(otherwise degxi(f1) =∞ which is impossible). Let 〈fn1〉 ⊆ 〈fn2〉 ⊆ · · · be the mentioned chain
such that degxi(fni) = degxi(fni+1). So the chain stabilized by the fact that k is a field. So the
chain 〈f1〉 ⊆ 〈f2〉 ⊆ · · · will stabilize and R is an ACCP -ring.
Also, we claim that R is reduced. Let f ∈ R such that f2 = 0. Let degxi(f) > 0. It is easy
to see that degxi(f
2) = 2degxi(f) > 0 which is impossible. So R is reduced.
Now, we claim that R[t] is not an ACCP -ring. Let fn = (
∑∞
i=n xi)t + (1 +
∑∞
i=n xi) and
gn(t) = xn−1t + (1 + xn−1). It is obvious that fngn = fn−1. So 〈f1〉 ⊆ 〈f2〉 ⊆ · · · . Also it
is easy to see that for each n ≥ 1, gn /∈ U(R). Otherwise, let gn ∈ U(R) for some n ≥ 1.
So gnh = 1 for some h ∈ R . So (xn−1t + (1 + xn−1))h = 1, and h0 = 1 +
∑
j 6=n−1 ajxj. So
h0xn−1 + (1 + xn−1)h1 = 0, and
xn−1 + h1 + xn−1h1 = 0. (2.4)
Hence h1,0 = 0. If degxn−1(h1) = 0, then left side of 2.4 has a nonzero coefficient of xn−1, but
the right side does not. Else if, degxn−1(h1) > 0, then degxn−1(xn−1h1) > max(degxn−1(h1), 1).
But xn−1h1 = −h1 − xn−1, which means that degxn−1(−h1 − xn−1) = degxn−1(xn−1h1), which
contradicts degxn−1(xn−1h1) > max(degxn−1(h1), 1). So R[t] is not an ACCP -ring. So the
condition ACC on annihilators can not be omitted.
3 Archimedean Skew Generalized Power Series Rings
A domain R is said to be archimedean if ∩n≥1a
nR = 0 for each nonunit a of R. It is well-known
that any domain satisfying ACCP is archimedean, but the converse is not true (see, for example,
Dumitrescu et al., [5], p. 1127). We consider this property for skew generalized power series
ring. First, recall that if (S, .,≤) is a strictly totally ordered monoid and 0 6= f ∈ R[[S, ω]], then
supp(f) is a nonempty well-ordered subset of S. The smallest element of supp(f) is denoted
by pi(f). R. Mazurek and M. Ziembowski in [21, Proposition 3.2] proved that if s ∈ U(S) and
f(s) ∈ U(R), then f ∈ U(R[[S, ω]]).
Theorem 3.1. Let R be a right archimedean domain and S an Artinian strictly totally ordered
monoid. If ωs is injective for each s ∈ S and it preserves nonunit elements of R, then R[[S, ω]]
is a right archimedean domain.
Proof. Set A = R[[S, ω]]. It is clear that A is a domain. Assume to the contrary that f is a
nonunit element of A. So there is a nonzero element g in
⋂
n≥1Af
n. Then for each n ∈ N there
exists hn ∈ A such that g = hnf
n. Using [22, Proposition 3.1(i)], we get pi(g) = pi(hnf
n) and so
pi(g) = pi(hn)pi(f
n). So g(pi(g)) = hn(pi(hn))ωpi(hn) (f
n(pi(fn))). There are two cases.
First, let supp(f) = {1}, then pi(hn) = pi(g). So g(pi(g)) = hn(pi(hn))ωpi(g) (f
n(pi(fn))). Also
fn(pi(fn)) = (f(pi(f)))n, since R is a domain. So for each n ∈ N,
g(pi(g)) = hn(pi(hn))
(
ωpi(g) (f(pi(f)))
)n
∈ R
(
ωpi(g) (f(pi(f)))
)n
.
This yields that g(pi(g)) ∈
⋂
n∈NR
(
ωpi(g) (f(pi(f)))
)n
. Also f(pi(f)) is not a unit, since otherwise
pi(f) and f(pi(f)) would be both units and f will be unit, by [22, Proposition 3.1(i)].
Since R is right archimedean, as g(pi(g)) = 0, which contradicts the fact that pi(g) ∈ supp(g).
Thus g = 0 and the result follows.
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Now suppose that supp(f) 6= {1}. There are three cases.
Case 1. pi(f) > 1. We know that pi(g) = pi(hn)pi(f)
n. So pi(hn) < pi(hn−1) for each n. Thus
{pi(hn)} forms a descending chain and must have a maximal element which is a contradiction.
Case 2. pi(f) < 1. Which means that {pi(fn)} forms a descending chain and has a maximal
element. This is also a contradiction.
Case 3. pi(f) = 1. So f(pi(f)) is not a unit since otherwise f would be a unit. Also one can
see that
(h1f)(1) = (h2f)(1) = · · ·
So h1f = 0, since R is archimedean. So hif
i = 0 for all i which contradicts our assumption.
This result can be applied even when the endomorphisms ωs are rigid monomorphisms. In
fact, we proved the above theorem for S-rigid ring R as follows.
Theorem 3.2. Let S be an Artinian strictly totally ordered monoid and let R be a right
archimedean and S-rigid ring. Assume that R satisfies the ACC on annihilators and that ωs
preserves nonunits of R for each s ∈ S. Then R[[S, ω]] is a right archimedean reduced ring.
Proof. Assume to the contrary that A = R[[S, ω]] is not a right archimedean ring. Then there
exists g ∈ A such that
⋂
n∈NAg
n 6= {0}. Also consider If = {g(pi(g))|g ∈ AfA} for f ∈ A as in
Theorem 3.1. There are two cases for g:
Case 1. Ann(
⋃
i∈N Iai) = 0 for all ai ∈ A such that
0 6= a1g = a2g
2 = · · · = ang
n = · · · .
So for each i, one can see that
pi(aig
i) = pi(ai)pi(g
i) = pi(ai)pi(g)
i.
Note that since R is S-rigid, A is reduced by ([20],[8]) and pi(gi) = pi(g)i. Now, there are three
cases:
(i): pi(g) < 1. Then we have
1 > pi(g) > pi(g2) · · ·
which should be stabilized and it is a contradiction.
(ii): pi(g) > 1. Then, since pi(ai)pi(g
i) = pi(ai+1)pi(g
i+1), we have
pi(a1) > pi(a2) > · · · .
Since S is Artinian, pi(ai) = pi(ai+1) for some i. But this contradicts pi(g) > 1.
(iii): pi(g) = 1, Then g(pi(g)) is not a unit as g is not a unit. So
ai(pi(ai))g
i(pi(gi)) = ai+1(pi(ai+1))g
i+1(pi(gi+1)) for i ∈ N.
So a1(pi(a1))g(pi(g)) ∈ Rg
i(pi(gi)) for all i ∈ N and since R is S-rigid and hence reduced,
we have a1(pi(a1))g(pi(g)) ∈ R(g(pi(g)))
i . Also, R is archimedean, and a1(pi(a1))g(pi(g)) ∈⋂
i∈NR(g(pi(g)))
i, so a1(pi(a1))g(pi(g)) = 0. So
0 = a1(pi(a1))g(pi(g)) = a2(pi(a2)) (g(pi(g)))
2 = · · · .
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It is easy to show that ai(pi(ai))g(pi(g)) = 0 because of the fact that R is reduced. So for all i,
g(pi(g)) ∈ Ann (ai(pi(ai))). So
g(pi(g)) ∈ Ann
(⋃
i∈N
Iai
)
= {0}.
Hence g(pi(g)) = 0 which is a contradiction.
Case 2. Let Ann
(⋃
i∈N Iai
)
6= {0} such that
0 6= a1g = a2g
2 = · · · = akg
k = · · · .
Define
T = {Ann
( ⋃
i∈N
Ibig
)
|Ann
( ⋃
i∈N
Ibig
)
6= 0, 0 6= b1g = · · · = b2g
2 = · · · }.
We know that T 6= ∅ and R satisfies ACC on annihilators. So T has a maximal element like
Ann
(⋃
i∈N Iaif
)
for some f ∈ A such that
0 6= a1f = a2f
2 = · · · = anf
n = · · · . (3.1)
We claim that V := Ann
(⋃
i∈N Iaif
)
is a completely prime ideal of A. Since R is S-rigid, V is
a two sided ideal. Let ab ∈ V and a, b are not in V . Then
ab(aif)(pi(aif)) = 0 for all i ∈ N.
So a ∈ Ann(Ibaif ). But it is easy to see that
V ⊆ Ann(Ibaif ). (3.2)
Since b /∈ V , we can see that Ann(Ibaif ) 6= {0}. Also by multiplying b to equation (3.1), we have
0 6= ba1f = ba2f
2 = · · · .
So Ann(Ibaif ) ∈ T . Also V is maximal in T . This and 3.2 yields that V = Ann(Ibaif ), which
implies that a ∈ V which is a contradiction. So V is a two sided completely prime ideal.
Now we show that ωs is V -invariant for each s ∈ S. Let r ∈ V . Then rIai = 0 by Lemma
2.3. So V ⊆ ωs(V ) for each s ∈ S. Now let r ∈ ωs(V ), so r ∈ ωs(t) such that t ∈ V and tIai = 0.
So ωs(tIai) = 0 which means that rωs(Iaif ) = ωs(t)ωs(Iaif ). So r ∈ Ann(ωs(Iaif )). But we have
V ⊆ ωs(V ) which means that
Ann(Iaif ) ⊆ ωs (Ann(Iaif )) = Ann (ωs(Iaif )) .
So r ∈ Ann(Iaif ) = V . Hence ω
−1
s (V ) = V and ωs is V -variant for each s ∈ S.
We know that V is a completely prime ideal and hence the factor ring U := R
V
is an
archimedean domain and by Theorem 3.1, U [[S, ω]] is an archimedean domain.
We know that there exists ai ∈ A such that a1f = a2f
2 = · · · . Hence a1f = a2f2 = · · · . We
claim that f is nonunit in W = U [[S, ω]]. Otherwise, let f be a unit. So there exists g ∈ A such
that fg − 1 = 0; which means that
(fg − 1)(pi(fg − 1))aif(pi(aif)) = 0 for all i ∈ N.
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We have four cases.
(i): pi(fg − 1) = 1S and (fg − 1)(1) = −1R. Hence pi(f) 6= 1 or pi(g) 6= 1 which means f or
g are not unit since S is Artinian strictly totally ordered monoid, and the only unit of S is 1.
So it is a contradiction.
(ii): pi(fg) < 1. So
1 > pi(fg) > pi(fg)2 > · · ·
which contradicts to the fact that S is Artinian.
(iii): pi(fg−1) 6= 1. So fg = 1+k for some k ∈W\U and pi(k) > 1. So f(pi(f))ωpi(f) (g(pi(g))) =
1. Thus f(pi(f)) is a unit and pi(f) = 1. This means that f is a unit and it contradicts to the
definition of f .
(iv): Suppose that fg(1) = r 6= 1 and pi(fg) = 1 (i.e. r 6= 0). We know that f is a unit.
Then 1 ∈Wf
n
. So there exist bi ∈ A, li ∈ V such that
1 + l0 = b1f + l1 = b2f
2 + l2 = · · · . (3.3)
By multiplying (a1f)(pi(a1f)), it yields that
(a1f)(pi(a1f)) = (a1f)(pi(a1f))b1f = (a1f)(pi(a1f))b2f
2 = · · · .
If (a1f)(pi(a1f))bi(1) = ti and f(1) = r, then tir
i = 0 for some i. Hence (tir)
i = 0 and since
R is reduced, tir = 0. So (a1f)(pi(a1f))bi(1)f(1) = 0. So bi(1)f (1) = 0 which means that
f(1) = 0 or bi(1) = 0. If bi(1) = 0, then bi is not a unit which is impossible (We know that
bif
i
= bi−1f
i−1
by equation 3.3, so bif
i−1
= b1 = 1 which means that bi is a unit). So f(1) = 0
which is impossible according to our assumption, f that is a unit.
So for each i, tir
i+1 6= 0 which means that tir
i+1 = ti+1r
i+2. Since R is archimedean,⋂
i tir
i+1 = 0 which contradicts to the fact that bi is a unit for each i.
So f is a nonunit. We have a1f = a2f2 = · · · . Since W is archimedean, a1f = 0. If
a1 = 0, then a1(s) = 0 for every s ∈ S. So a1(s)(a1f)(pi(a1f)) = 0 for every s ∈ S. Also
ωt (a1(s)(a1f)) (pi(a1f)) = 0 for s, t ∈ S. Hence, by Lemma 2.3,
((a1f)(pi(a1f)))ωpi(a1f) ((a1f)(pi(a1f))) = (a1f)
2((pi(a1f))
2)
= (a1f)(pi(a1f))ωpi(a1f)

 ∑
xt=pi(a1f)
a1(x)ωx(f(t))


=
∑
xt=pi(a1f)
(
(a1f)(pi(a1f))ωpi(a1f) (a1(x)ωx(f(t)))
)
=
∑
xt=pi(a1f)
0 = 0. (3.4)
So ((a1f)(pi(a1f)))ωpi(a1f) ((a1f)(pi(a1f))) = 0 which yields ((a1f)(pi(a1f)))
2 = 0 by Lemma
2.3. Thus (a1f)(pi(a1f)) = 0 which is a contradiction. The case f = 0 is impossible, similarly.
This completes the proof.
We provide an example of an archimeadean ACCP -ring R with a homomorphism α which
is not rigid, but A = R[x;α] is not an ACCPL-ring. Note that, an element r = vi1vi2 · · · vik is
considered as a monomial with degree k. The degree of s = r1 + r2 + · · · is maxi∈N degree(ri).
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Example 3.3. Suppose that k is a field and consider the ring R as follows:
R = {k + v1k + v2k + · · ·+ v1v2k + v1v3k + · · · |v
2
i = 0, vivj = vjvi for every i,j}. (3.5)
In fact, R also can be defined as follows
R =
k[x1, x2, · · · ]
(x21, x
2
2, · · · )k[x1, x2, · · · ]
. (3.6)
Define α on R given by
α(vi) =
{
vi+1 ; i a positive even number;
0 ; i is odd.
(3.7)
It is obvious that α(1) = 1. We claim that R satisfies ACCP.
Now suppose that R does not satisfy ACCP. So there exists a non-stabilized chain:
a1R ⊆ a2R ⊆ · · · , with ai ∈ R.
One can see easily that degree(ai) > degree(ai+1). So degree(a1) =∞ which is a contradiction.
So R is an ACCP -ring. Also we claim that R is left archimeadean. Let there exists a ∈ R such
that ⋂
n∈N
Ran 6= {0}.
Then there is t ∈ Ran for each n which means that the degree of t should be ∞ and it is also a
contradiction. So R is left archimeadean.
The homomorphism α is not rigid because v3α(v3) = 0, but v3 6= 0.
We claim that A = R[x;α] is not an ACCPL-ring. To do this, consider the following sequence:
f0 = a0x+ b0 , fn = anx+ bn,
where
a0 = v1 + v3 + · · · , b0 = 1 + v2 + v4 + · · ·
and
an = (p0)
−1
(
an−1 − p1α((p0)
−1)α(bn−1)
)
such that
p0 = 1 + v1 and p1 = v1 + v3 + · · · .
One can see that
fn−1 = (p1x+ p0)fn.
So we get the following chain:
Rf0 ⊆ Rf1 ⊆ · · · . (3.8)
Note that p1 is not nilpotent. Since degree of p
k is k, so p1x+ p0 is not a unit and we get
Rf0 ( Rf1 ( · · · ,
which shows that A does not satisfies ACCPL.
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