The inverse Rayleigh distribution plays an important role in life test and reliability domain. The aim of this article is study the Bayes estimation of parameter of inverse Rayleigh distribution. Bayes estimators are obtained under squared error loss, LINEX loss and entropy loss functions on the basis of quasi-prior distribution. Comparisons in terms of risks with the estimators of parameter under three loss functions are also studied. Finally, a numerical example is used to illustrate the results.
INTRODUCTION
The inverse Rayleigh distribution is one of the most important lifetime distributions. It has many applications in the area of reliability and life testing study. Voda (1972) mentioned that the distribution of lifetimes of several types of experimental units can be approximated by the inverse Rayleigh distribution. The statistical inference for the inverse Rayleigh distribution has drawn great attention by many authors. For example, Voda (1972) presented some properties of the maximum likelihood estimator, for inverse Rayleigh distribution, furthermore confidence intervals and tests of hypotheses are developed. Gharraph (1993) Soliman et al. (2010) discussed the Bayes estimation and prediction for inverse Rayleigh distribution based on lower record values. Dey (2012) studied the Bayes estimation of the parameter of inverse Rayleigh distribution under squared error loss and LINEX loss functions. These articles have done good work on Rayleigh distribution, but how to choose the best Bayesian estimators is still not given. Thus, this article will discuss the Bayes estimation of the parameter of inverse Rayleigh distribution under three loss functions and will give a rule for the selection of best Bayes estimators. Suppose X is a random variable from inverse Rayleigh distribution if the probability density function is given by: Bayes estimation: Suppose that some prior knowledge about the parameter θ is available to the investigation from past experience with the inverse Rayleigh model. The prior knowledge can often be summarized in terms of the so-called prior densities on parameter space of θ. For the situation where the experimenter has no prior information about the parameter θ, one may use the quasi density as given by:
Hence, d = 0 leads to a diffuse prior and
to a non-informative prior.
In Bayesian estimation, an important element is the selection of a loss function ( , )
L θ θ , where θ is a decision rule based on the data. The squared error loss as the most common symmetric loss function is widely used due to its great analysis properties. And the Squared Error Loss Function (SELF) is given as:
It is a symmetrical loss function that assigns equal losses to overestimation and underestimation. However, in many practical problems, Basu and Ebrahimi (1992) pointed that overestimation and underestimation will make different consequents. Thus using of the symmetric loss function may be inappropriate and to overcome this difficulty, many asymmetric loss functions are put forward. The LINEX loss is one of the most used.
The LINEX loss function: Varian (1975) proposed an asymmetric loss function known as the LINEX loss function and Zellner (1986) applied it to Bayes estimation and prediction problems. The LINEX loss function is suitable for situations where overestimation is more costly than underestimation. When estimating a parameter θ by , the LINEX is given by Basu and Ebrahimi (1992) . 
Then:
• The Bayes estimator under the squared error loss function is given by:
• Using (10), the Bayes estimator under the LINEX loss function is come out to be:
• Using (12), the Bayes estimator under the entropy loss function is obtained as: From Fig. 1 to 4 , it is clear that no of the estimators uniformly dominates any other. Therefore these estimators can be chosen according to the value of d when the quasi-prior density is used as the prior distribution and this choice in return depends on the situation at hand. But when n is large (n>50), the three ratios of the risk functions are almost equal, so when the sample size is large, any estimator can be chosen for practical use.
EMPIRICAL STUDY
In this section, a Monte Carlo simulation is used to compare the estimators obtained in this study. The MLE, Bayes estimators of the parameter θ are computed according to the following steps:
Step 1: For given values of θ, a sample of size n is then generated from the density of the inverse Rayleigh distribution (1), which is considered to be the informative sample.
Step 2: The MLE and Bayes estimators is calculated based on above section.
Step 3: Steps1-2 are repeated 1000 times and the risks under squared-error loss of the estimates, noted by ER, are computed by using: Numerical simulation expressed in Table 1 shows that though under small sample sizes, the risks under squared-error loss of the estimates have big differences, but when the sample sizes are large (n>50), they are almost equal, thus any of the three Bayes estimators be chosen in practical application.
CONCLUSION
The inverse Rayleigh distribution plays an important role in life test and reliability domain. Thus 
