In this paper, we define B− smooth discontinuous dynamical systems which can be used as models of various processes in mechanics, electronics, biology and medicine. We find sufficient conditions to guarantee the existence of such systems. These conditions are easy to verify. Appropriate examples are constructed.
Introduction and Preliminaries
One of the most important theoretical problem is to consider Discontinuous Dynamical Systems (DDSs). That is systems whose trajectories are piecewise tence of a differentiable DF. Since DF s have specific smoothness of solutions we call these systems B-differentiable DFs. Apparently, it is the first time when notions of B− continuous and B− differentiable dependence of solutions on initial values [30, 31] are applied to described DDSs and sufficient conditions for the continuation of solutions and the group property are obtained. A central auxiliary result of the paper is the construction of a new form of the general autonomous impulsive equation (system (1)). Effective methods of investigation of systems with variable time of impulsive actions were considered in [10, 12] , [30] - [35] .
Let Z, N and R be the sets of all integers, natural and real numbers, respectively. Denote by || · || the Euclidean norm in R n , n ∈ N. Consider a set of strictly ordered real numbers {θ i }, where the set A of indices is an interval of Z/{0}. From the definition, it follows immediately that a sequence of β − type does not have a finite accumulation point in R.
Definition 1.2 A function ϕ : R −→ R n is said to be from a space PC(R) if
ϕ(t) is left continuous on R;

there exists a sequence {θ i } of β− type such that ϕ is continuous if t = θ i
and ϕ has discontinuities of the first kind at the points θ i .
Particularly, C(R) ⊂ PC(R).
Definition 1.3 A function ϕ(t) is said to be from a space PC
1 (R) if ϕ ′ ∈
PC(R).
Let T be an interval in R. One can see that the restriction J| Γ is a one-to-one function. Let alsoΓ = J(Γ),Γ ⊂Ḡ. IfΦ(x) = Φ(J −1 (x)), x ∈Γ thenΓ = x ∈ G|Φ (x) = 0 . It is easy to verify that ∇Φ(x) = 0, ∀x ∈Γ. Condition C1) implies that for every x 0 ∈ Γ there exists a number j = 1, n and a function ϕ x 0 (x 1 , . . . , x j−1 , x j+1 , . . . , x n ) such that in a neigbourhood of x 0 the surface Γ is the graph of the function
Definition 1.4 We denote by PC(T )
The same is true for every x 0 ∈Γ. [37] .
Remark 1.1 One can see from the description of Γ andΓ that the surfaces are
C 1 boundaryless n − 1 dimensional manifiods
Consider the following impulsive differential equation in the domain
Denote by ∂A the boundary of a set A. We make the following assumptions which will be needed throughout the paper.
Existence and Uniqueness
Definition 2.1 A function x(t) ∈ PC 1 (T ) with a set of discontinuity points {θ i } ⊂ T is said to be a solution of (1) on the interval T ⊂ R if it satisfies the following conditions:
Proof. To prove the theorem we consider the following several cases.
(a) Assume that x 0 / ∈ Γ ∪Γ ∪ ∂Γ ∪ ∂Γ. Then there exists a number ǫ > 0 such that B(x 0 , ǫ) ∩ (Γ ∪Γ) = ∅. Therefore, by the existence and uniqueness theorem [36] , the solution exists and is unique on an interval (a, b) as a solution of the system
(b) If x 0 ∈ Γ then x(0+) ∈Γ. Assume that x(0+) ∈ ∂Γ, then by C5) the solution can be continued continuously to a moment b > 0 . If x(0+) ∈ ∂Γ, then there exists a number ǫ > 0 such that B(x(0+), ǫ)∩Γ = ∅ and x(t) can be continued again to the right continuously. Let us consider decreasing t now. If x 0 ∈ ∂Γ then by C6) x(t) exists on an interval (a, 0] and is continuous .
If x 0 / ∈ ∂Γ then there exists ǫ > 0 such that B(x 0 , ǫ) ∩Γ = ∅ and, hence,
x(t) can be continued to a moment a < 0 as a solution of (2).
(c) We can discuss the case x 0 ∈Γ similarly to the previous one.
(d) Assume that x 0 ∈ ∂Γ\∂Γ. If x 0 ∈Γ then (c) implies that x(t) is continuable to a moment a < 0. Othewise there exists a number ǫ > 0 such that B(x 0 , ǫ) ∩Γ = ∅. Hence, the solution x(t) can be continued to a moment a < 0 as a solution of (2) without a meeting withΓ. Condition C5) implies that x(t) can be continued to a moment b > 0 as a solution of (2) again without any meeting with Γ.
(c) The case x 0 ∈ ∂Γ\∂Γ can be considered similarly to the previous one.
(e) Assume that x 0 ∈ ∂Γ ∩ ∂Γ. Conditions C5) and C6) imply that there exist real numbers a, b, a < 0 < b, such that x(t) is a continuous solution of (1) on the interval (a, b) and is unique.
It is obvious that the existence is valid if f (x 0 ) = 0. The uniqueness of the solution for all cases (a)−(f ) follows from the theorem on uniqueness for ordinary differential equations [36] and invertibility of the function J.
3 Continuation of solutions (1) is said to be continuable to ∞. (1) is said to be continuable to −∞. (1) is said to be continuable on R if it is continuable to ∞ and to −∞. (1) is said to be continuable to a set S ⊂ R n as time decreases (increases) if there exists a moment ξ ∈ R, such that ξ ≤ 0 (ξ ≥ 0) and x(ξ) ∈ S.
Denote by B(x 0 , ξ) = {x ∈ R n |||x − x 0 || < ξ} a ball with centre x 0 ∈ R n and radius ξ ∈ R.
The following Theorem provides sufficient conditions for the continuation of solutions of (1). (2) 
Proof. Let x(θ i +) ∈Γ for fixed i. Assume that there exists a number ξ > θ i such that ||x(ξ) − x(θ i +)|| = ǫ x(θ i +) (otherwise x(t) is continuable to ∞ ). Then
In a similar manner one can prove that the following theorem is valid. (1) is continuable to −∞. (1) is continuable on R.
Let us introduce a distance between two sets
Other sufficient conditions for the continuation of solutions of (1) are provided by the following theorems. (a1) it is continuable either to ∞ or to Γ as t increases;
(a2) it is continuable either to −∞ or toΓ as t decreases; (1) is continuable on R.
Proof. Fix x 0 ∈ D and let x(t) = x(t, 0, x 0 ) be the solution of (1). According to Definition 1.1 we shall consider the following three cases:
is a continuous solution of (1), then it is a solution of (2) and, hence is continuable on R.
B)
Denote by θ max and θ min the maximal an minimal elements of the set {θ i } respectively. Consider t ≥ θ max . By the condition on J the value x(θ max +) = J(x(θ max −)) ∈ D and the solution x(t) = y (t, θ max , x(θ max +)), where y is the solution of (2) and is continuable to ∞. For t ≤ θ min one can apply the same arguments to show that x(t) is continuable to −∞.
C) Three alternatives exists. Let us consider them in turn.
c 1 ) If the sequence {θ i } has a maximal element θ max ∈ R, then using B) it is easy to prove that x(t) is continuable to ∞. Let t be decreasing. We have that
, where i 0 is fixed. The last inequality shows that
c 2 ) Assume that the sequence {θ i } has a minimal element θ min ∈ R. Then the arguments of B) indicate that x(t) is continuable to −∞. For increasing t we have that
Assume that {θ i } has neither a minimal nor a maximal element. The result for this case follows from c 1 ) and c 2 ). The proof is complete. (2) is continuable either to ∞ or to Γ as time increases;
Then every solution (1) is continuable to ∞.
Further discussion is fully analogous to the proof of the last Theorem.
Similarly, one can prove that the following assertion is valid. 
Then every solution (1) is continuable to −∞.
Using the conditions of both Theorems 3.5 and 3.6 one can formulate the following assertion. 
Then every solution (1) is continuable on R.
The Group Property
Consider a solution x(t) : R → R n of (1). Let {θ i } be the sequence of discontinuity points of x(t). Fix θ ∈ R and introduce a function ψ(t) = x(t + θ).
Lemma 4.1
The set {θ i − θ} is a set of all solutions of the equation
The lemma is proved.
The following condition is one of the main assumptions for DF s.
Proof. Consider only t > 0, as t < 0 is very similar to the first case and t = 0 is primitive. If the set {θ i } is empty then proof follows immediately from the assertion for DS [1] . One can see that it remains to check the equality
x 0 is fulfilled. The first one is obvious because of invertibility of J. Let us consider the second one. Denote x(t) = x(t, 0, x 0 ),x(t) = x(t, 0, x(θ 1 )). Since x(θ 1 ) ∈ Γ, Γ ∩Γ = ∅, the solutionx moves along the trajectory of (2) for decreasing t. And it could not meetΓ if t > −θ 1 . Indeed, assume on the contrary that there exists θ, −θ 1 < θ < 0, moment wherex intersectsΓ. Theñ
Thus we have obtained contradiction with C6). The Lemma is proved.
is also a solution of (1) .
Proof.
(a) From the last lemma it follows that ψ = x(t+θ) is continuous on the interval
and in the same manner as for DSs one can verify that ψ ′ (t) = f (ψ(t)). That is, the equation (1) is satisfied by x(t + θ) for all t = θ i − θ, i ∈ Z, if we mean the left sided derivatives.
Thus, one can see that the impulsive equation in
(1) is also satisfied by x(t + θ) and this completes the proof.
Lemmas 4.1-4.3 imply that the following theorem is valid.
Theorem 4.1 Assume that conditions C1) − C7) are fulfilled. Then
for all t 1 , t 2 ∈ R.
Continuous dependence of solutions on initial values
Denote by x(t) = x(t, 0,x) another solution of (1). Assume that x(b) / ∈ Γ. In other words, t = b is not the discontinuity point of x 0 (t). From C7) it implies that x(b) / ∈ ∂Γ too. For a positive number α ∈ R we shall construct a set G α in the following way. Let
Fix ǫ ∈ R, 0 < ǫ < h.
1. In view of the theorem on continuous dependence on parameters [36] there existsδ m ∈ R, 0 <δ m < ǫ, such thatḠ m δ m ∩ Γ = ∅ and every solution x m (t) of (2), which starts inḠ m (δ m ), is continuable to t = b, does not intersect Γ and
2. The continuity of J implies that there exists δ m ∈ R, 0 < δ m < ǫ, such that
3. Using corollary 6.1, continuous dependence of solutions on initial data, one can findδ m−1 , 0 <δ m−1 < ǫ, such that a solution x m−1 (t) of (2), which
(we continue the solution x m−1 (t) only to the moment of the intersection) and x m−1 (t) − x 0 (t) < ǫ for all t from the common domain of x m−1 (t) and x 0 (t).
Continuing the process for m − 2, m − 3, . . . , 1, one can obtain a sequence of families of solutions of (2) x i (t), i = 1, m, and a number δ ∈ R, 0 < δ < ǫ, such that a solution x(t) = x(t, 0,x), which starts in G 0 (δ) ∩D, coincides over the first interval of continuity, except possibly, the δ 1 -neighbourhood of θ 1 , with one of the solutions x 1 (t). Then on the interval [θ 1 , θ 2 ] it coincides with one of the solutions x 2 (t), except possibly, the δ 1 -neighbourhood of θ 1 and the δ 2 -neighbourhood of θ 2 , etc. Finally, one can see that the integral curve of x(t) belongs to G ǫ , it has exactly meeting k points with Γ, θ If x(b) ∈ Γ, then it is easy to see that x(t) has either a discontinuity points
Assume that x 0 ∈ Γ. In this case t = 0 is a jump moment for x 0 (t) and x(0+) / ∈ Γ, that is 0 = θ 1 . We assume that x 0 (t) has points of discontinuity
Similarly to the previous case one can find theδ 1 -neigbourhood G(δ 1 ) of the point (θ 1 , x(θ + 1 )) which serves the same role asδ 1 in the first case.
That is, if (κ, x) ∈Ḡ(δ 1 ) ∩ D then the solution x(t) belongs to the ǫ− neighbourhood of x 0 (t) in B [a,b] − topology. Now, using condition C5) and continuity of f and J, it is easy to find δ, 0 < δ < ǫ, such that every solution x(t) of (1) which
For the case a ≤ t ≤ 0 we only should remark that similarly to 0 ≤ t ≤ b for a given ǫ > 0 one can find δ ′ such that (0,x) ∈ G 0 (δ ′ ) implies that
The theorem is proved.
B−equivalence
Let us introduce the following functions τ = τ (x) and Ψ = Ψ(x) which will be needed throughout the rest of the paper. Fix κ ∈ R. Denote by x(t) = x(t, κ, x) a solution of (2), τ = τ (x) the moment of the first meeting of x(t) with the surface Γ as t increases or decreases andτ =τ (x) the moment of the first meeting of x(t) with the surfaceΓ as t increases or decreases.
Proof. Let us consider τ as forτ the proof is similar. Differentiating Φ (x (τ, κ, x)) = 0, and using C5) one can get that
The proof of the lemma follows immediately from the implicit function theorem and conditions on (2).
Corollary 6.1 τ (x),τ (x) are continuous functions.
Now let x 1 = x(t, τ, x(τ )) + J(x(τ )),x 1 = x(t,τ , x(τ )) + J −1 (x(τ )) be also solutions of (2). Define functions Ψ(x) = x 1 (κ),Ψ(x) =x 1 (κ).
Similarly to Lemma 6.1, one can show that the following assertion is valid. (1) again. This time we assume that all points of discontinuity {θ i } are interior points of [a, b] . That is, a < θ −k and θ m < b.
The following system of impulsive differential equations is very important in sequel
where the function f is the same as in (1) and the maps W i ,W i will be defined below. The following condition will be nedeed in the rest of our paper. Without loss of generality, assume that there exists r 1 ∈ R, 0 < r 1 < r, such that the r 1 −
one can suppose that r 1 is sufficiently small so that every solution of (2) which starts in G i (r 1 ) intersects Γ in G i (r 1 ) exactly once as t increases or decreases.
Fix i = 1, . . . , m and let ξ(t) = x(t, θ i , x), (θ i , x) ∈ G i (r 1 ), be a solution of (2) and τ i = τ i (x),τ i ≥ θ i or τ i < θ i , be a meeting time of ξ(t) with Γ and
One can see that
is a map of an intersection of the plane t = θ i with G i (r 1 ) into the plane t = θ i .
Similarly for i = −k, . . . , −1, if we denote by ξ(t) = x(t, θ i , x) and ψ(t) = x(t,τ i , ξ(τ i ) + J −1 (ξ(τ i )) corresponding solutions of (2), theñ
The functions W i ,W i are the maps Ψ andΨ respectively defined in the beginning of this section with κ = θ i . Hence, Lemma 6.2 implies that all W i ,W i are continuously differentiable maps. It is obvious, that for sufficiently small r 1 ,
that is(
Let x(t) be a solution of (1), x(t) = x(t, a, x(a)), and x(t) be close to x 0 (t) in there exists h ∈ R, 0 < h, such that:
belongs to G r 1 and there exists a solution y(t) = y(t, 0, x(0)) of (7) which satisfies
Particularly,
2. Conversely, if (7) has a solution y(t) = y(t, 0, x(0)), x(0) ∈ G(h), then there exists a solution x(t) = x(t, 0, x(0)) of (1) which has an integral curve in G r 1 , and (11) holds.
Lemma 6.3 x 0 (t) is a solution of (1) and (7) simultaneously.
Proof. The proof follows immediately from (8) and (9).
Theorem 6.1 Assume that conditions C1) − C7) are fulfilled. Then systems (1) and (7) are B-equivalent in G r 1 if r 1 is sufficiently small.
Proof. Assume that r 1 > 0 is sufficiently small so that
are defined. Let us check only the first part of Definition 6.1 as for the second one the proof is analogous. Theorem 5.1 implies that there exists a small h, 0 < h < r 1 , such that if x − x 0 < h andx ∈ D, then the solution
where r 1 > 0 has been chosen for W i above. Assume that h is sufficiently small so that x(t) has exactly m + k − 1 moments of discontinuity t = τ i , i = −k, . . . , −1, 1, . . . , m. Without loss of generality, we suppose that θ i > τ i for all i and x(0) is not the point of discontinuity.
It is obvious that we need only to prove the theorem for [0, b], as for [a, 0] the proof is similar. Consider the solution y(t) = x(t, 0, x(0)) of (7). By the theorem on existence and uniqueness [36] the equality
on [0, τ 1 ] is valid. Since (τ 1 , x(τ 1 )) ∈ G r 1 we have that
is defined and, moreover,
Using (12)- (14) one can obtain that
Now, defining x(t) and y(t) as solutions of (2) with a common initial value x(θ 1 ), one can see that x(t) = y(t), t ∈ (θ 1 , τ 2 ]. Continuing in the same manner for all t ∈ [0, b] one can show that y(t) is continuable to t = b and (10) holds. Moreover, it is easily seen that for sufficiently small r 1 the integral curve of y(t) belongs to G r . The theorem is proved.
Differentiability of solutions in initial value
Let us define derivatives of functions
. . , −1, which were described in Section 6, at the points (x 0 (θ i )) and (x 0 (θ i +))
respectively. We start with derivatives of τ i (x) andτ i (x). One should emphasize that τ i ,τ i are maps τ,τ defined in Section 6 with κ = θ i . The equalities
Using the last expression, one can obtain that
Similarly, for W i the following expression is valid
where e j = (0, . . . , 1, . . . , 0) and the unit is j−th coordinate. Assume that x 0 (t) :
[a, b] → R n is the solution of (1) and (7). Moreover, systems (1) and (7) are B−equivalent in G r and there exists δ ∈ R, δ > 0, such that every solution which starts in G 0 (δ) is continuable to t = b. Without loss of generality, assume that all points of discontinuity of x 0 (t) are interior. Denote by x j (t), j = 1, n, a solution of (1) such that x j (t 0 ) = x 0 + ξe j = (x 
, the following equality is satisfied
where u j (t) is a piecewise continuous function, with discontinuities of the first kind at the points t = θ i , i = −k, . . . , −1, 1, . . . , m.
The pair {u j , {ν ij } i } is said to be a B− derivative of
Lemma 7.1 Assume that conditions C1) − C7), then the solution x 0 (t) of (7) has B− derivatives in the initial value on [a, b] . Moreover:
1) u j , j = 1, n, are solutions of the linear system
with the initial conditions u(t 0 ) = e j , j = 1, n, respectively and constants ν ij = 0, for all i, j.
Proof. Fix p = 1, n. We shall prove the Lemma only for the derivative in x p 0 and for t ≥ 0. Let y p (t) = y(t, t 0 , x 0 +ξe p , µ 0 ). By the theorem on differentiability with respect to parameters [36] we have that
Denote by U(t), U(θ 1 ) = I, the fundamental matrix of solutions of the system u ′ (t) = f x (x 0 (t)). Using the theorem from [36] again one can obtain that for all t ∈ (θ 1 , θ 2 ] the following relation is true
, where
Continuing the process we can prove that (18) is valid. Formula (17) involving constants ν j i is trivial. The Lemma is proved. u j (t), j = 1, n, are respectively solutions of the equation (19) with the initial conditions u(t 0 ) = e j , j = 1, n, and
The proof of the theorem follows immediately from Theorem 6.1, Lemma 7.1 and formulas (15), (16 I) The group property:
(ii) φ(t, φ(s, x)) = φ(t + s, x), is valid for all t, s ∈ R and x ∈ D.
II) If x ∈ D is fixed then φ(t, x) ∈ PC 1 (R), and φ(θ i , x) ∈ Γ, φ(θ i +, x) ∈Γ for every discontinuity point θ i of φ(t, x).
One can see that the system (1) defines a B− smooth DF provided conditions C1) − C8) and the conditions of one of the continuation theorems are fulfilled. 
Comparing definitions of the B− differentiability and the B− continuity one can conclude that every B− smooth DF is a DF.
Examples
Example 9.1 Consider the following impulsive differential equation
x 1 (t+) = √ 3x 1 (t−) − x 2 (t−), x 2 (t+) = x 1 (t−) + √ 3x 2 (t−), if x(t) ∈ Γ ∧ t ≥ 0, ||x|| and ||f (x)|| = (αx 1 − βx 2 ) 2 + (βx 1 + αx 2 ) 2 = α 2 + β 2 ||x||.
Thus sup ||f || B(x,ǫx) = α 2 + β 2 (||x|| + Example 9.2 Consider the following model for simple neural nets from [3] . We have modified its form according to the proposed equation (1) .
x 1 (t+) = x 2 (t−), x 2 (t+) = x 2 (t−), p(t+) = 0, if x(t) ∈ Γ ∧ t ≥ 0, 2 = βx 1 + αx 2 , if (x(t) ∈ Γ ∧ t ≥ 0) ∨ (x(t) ∈Γ ∧ t ≤ 0), x 1 (t+) = kx 1 (t−), x 2 (t+) = kx 2 (t−), if x(t) ∈ Γ ∧ t ≥ 0,
where Γ = {(x 1 , x 2 )| x One can see that all conditions C1) − C6) are valid for the system, and so are conditions of Theorem 3.4. But C7) is not fulfilled, and it is easy to see that a solution x(t, 0, x 0 ) of (20) , which starts outside ofΓ, does not satisfy the condition x(−t, 0, x(t, 0, x 0 )) = x 0 for all t. Thus (20) does not define a DF.
