In this work we propose a technique for efficient extraction of multiviewpoint silhouettes using a single camera. To achieve this, we replace the cameras of a typical multi-camera setup with light sources and capture the multiplexed cast shadows. Because we only use a single camera, our setup is much cheaper than a classical setup, no camera synchronization is required, and less data has to be captured and processed. In addition, silhouette extraction is easy and robust, as we are segmenting the cast shadows instead of the background and objects' texture information. We evaluate our method on both a real and a virtual setup, and show that our technique works for a large variety of objects and materials.
Introduction
Many virtual reality applications require a natural interaction between the real and the virtual world. An intuitive way to achieve this is to create a 3D model of the human actor, perform collision detection and provide an appropriate response in the virtual scene. As this process needs to operate in real-time, an approximated model is sufficient. A good solution meeting these requirements is the shapefrom-silhouette technique, as described by Laurentini [1994] . In a multi-camera setup, silhouettes are obtained by performing a background subtraction on every image and are used to reconstruct the original volume. As an increasing number of silhouettes often results in a better reconstruction, a large amount of calibrated cameras is needed to produce accurate results, making this an expensive and complicated setup. The vast amount of data generated by these cameras makes it ill-suited for real-time full-resolution processing on a single computer. Furthermore, these cameras would have to be well synchronized.
We propose a technique that extracts multiple silhouettes from different views in a single image, by replacing the cameras with colored light sources and capturing the cast shadows on a semitransparent curtain. This method is based on shadow carving [Savarese et al. 2001 ], but instead of extracting a set of silhouettes from subsequent images, we obtain multiple silhouettes at a single point in time. The colors of these shadows are only influenced by the colors of the light sources, and not by the reflection properties of the object, making the background subtraction more robust. Furthermore, this is a much cheaper setup, making it possible to use one high quality camera instead of a number of low quality cameras for the same price. This single camera is recording the back of the semi-transparent curtain, and the obtained image is used to extract the different full-resolution silhouettes as if they were captured by a virtual camera from the location of the point light sources. This idea is illustrated in Figure 1 . Because only one camera is used, there is no need for synchronization and only a single image needs to be processed.
The idea of using a single camera for visual hull reconstruction already predates this work. Huang [2006] proposed a single camera setup consisting of mirrors to obtain multiple viewpoints of a single object. However, these viewpoints are not allowed to overlap, limiting the silhouettes resolution. Furthermore, they are still required to perform background subtraction with all its inherent problems, such as incorrect colour segmentations.
Multiplexed Shadows
As shown in Figure 2 , the cameras are replaced by simple light sources, each casting a shadow on the curtain behind the object or person. We can distinguish three types of multiplexing techniques for these shadows (Figure 3 ):
1. space multiplexing: the position of the shadow defines its corresponding light source. E.g. when shadows do not overlap, the leftmost shadow is coming from the rightmost light source 2. color multiplexing: when using a red, green and blue light source, the different shadows are easily extractable from an RGB image 3. intensity multiplexing: every light source has a different intensity casting mixed shadow intensities The first two types are limited by the resolution of the camera and its number of channels. For practical purposes with intensity multiplexing, some restrictions need to be imposed. In order to maximize the signal to noise ratio, intensity Ii of light source i should have a minimum value Imin (Figure 2 (b)):
The sum of the light sources is not allowed to saturate, because of the loss of intensity information, which causes ambiguous demultiplexing (Figure 3(c) ). For N light sources we get:
Eventually we want the difference between every two different configurations a and b to be as large as possible. A configuration is the combination of lights that illuminate a certain point. We can formulate this constraint as
where C a i can be 1 or 0 meaning that for a certain configuration C a , light source i is occluded or not. We can calculate optimal values for {I1...IN } by maximizing t for the constraints (1)-(3). For three light sources with Imin = 50 and Imax = 255, the optimal values are I1 = 56.6, I2 = 85 and I3 = 113.3, defining t as 28.3. If we do this for three color channels, we obtain nine different fullresolution silhouettes, which is enough to reconstruct a convincing visual hull.
Although this is still an ongoing work, we constructed a proof of concept setup containing a PGR Flea camera, a white cloth and three light sources. We use the camera to record raw shadow values. For now, we use three projectors which function as controllable point light sources. A much cheaper solution for the future is working with very bright LED light sources, for example lumileds. Captured images are depicted in Figure 4 (e) and Figure 4 (h).
Silhouette Extraction
Once the intensities and colors of the light sources are known, a simple lookup table can be constructed to define if a pixel is part of a specific silhouette. This simple algorithm can easily be implemented on graphics hardware, making it suitable for real-time implementation. Because of the distance to the light source, the cosinus fall-off, and the shape of the curtain, not every pixel of the input image receives the same illumination. This will introduce some artefacts, which we eliminate by applying a straight-forward region growing algorithm. Figure 4 (a)-(c) gives an example of this algorithm. Finally, if the lights and camera are calibrated and the shape of the curtain is known, the silhouettes as if they were recorded from the point-of-view of the light sources can be constructed. This can also efficiently be done on the GPU, using projective texture mapping for reconstructing the curtain and by rendering this from the viewpoint of a light.
Errors can be introduced by objects having a certain transparency level, therefore light passes fully or partially through them and could casts incorrect shadows. These objects can also create caustics, making the shadow separating process more troublesome. However Figure 4 (d)-(i) shows that this silhouette subtraction works well for other materials like diffuse, specular and semitranslucent objects.
Conclusion
We proposed a technique for efficiently obtaining multiple silhouettes of an object from multiplexed shadows using a single camera, making it possible to construct a visual hull. Because only one camera is required, no synchronization is needed and less data has to be obtained and processed, increasing the performance and accuracy. Furthermore, easy and robust background subtraction is achieved for a large group of object materials.
