The constraint satisfaction problem (CSP) on a relational structure B is to decide, given a set of constraints on variables where the relations come from B, whether or not there is a assignment to the variables satisfying all of the constraints; the surjective CSP is the variant where one decides the existence of a surjective satisfying assignment onto the universe of B. We present an algebraic condition on the polymorphism clone of B and prove that it is sufficient for the hardness of the surjective CSP on a finite structure B, in the sense that this problem admits a reduction from a certain fixed-structure CSP. To our knowledge, this is the first result that allows one to use algebraic information from a relational structure B to infer information on the complexity hardness of surjective constraint satisfaction on B. A corollary of our result is that, on any finite non-trivial structure having only essentially unary polymorphisms, surjective constraint satisfaction is NP-complete.
Introduction
The constraint satisfaction problem (CSP) is a computational problem in which one is to decide, given a set of constraints on variables, whether or not there is an assignment to the variables satisfying all of the constraints. This problem appears in many guises throughout computer science, for instance, in database theory, artificial intelligence, and the study of graph homomorphisms. One obtains a rich and natural family of problems by defining, for each relational structure B, the problem CSP(B) to be the case of the CSP where the relations used to specify constraints must come from B. An increasing literature studies the algorithmic and complexity behavior of this problem family, focusing on finite and finite-like structures [1, 12, 2] ; a primary research issue is to determine which such problems are polynomial-time tractable, and which are not. To this end of classifying problems, a so-called algebraic approach has been quite fruitful [5] . In short, this approach is founded on the facts that the complexity of a problem CSP(B) depends (up to polynomial-time reducibility) only on the set of relations that are primitive positive definable from B, and that this set of relations can be derived from the clone of polymorphisms of B. Hence, the project of classifying all relational structures according to the complexity of CSP(B) can be formulated as a classification question on clones;
Logic and computational problems
We make basic use of the syntax and semantics of relational first-order logic. A signature is a set of relation symbols; each relation symbol R has an associated arity (a natural number), denoted by ar(R). A structure B over signature σ consists of a universe B which is a set, and an interpretation R B ⊆ B ar(R) for each relation symbol R ∈ σ. In this article, we assume that signatures under discussion are finite, and focus on finite structures; a structure is finite if its universe is finite. When B is a structure over signature σ, we define B + to be the expansion of B "by constants", that is, the expansion which is defined on signature σ ∪ {C b | b ∈ B}, where each C b has unary arity and is assumed not to be in σ, and where
By an atom, we refer to a formula of the form R(v 1 , . . . , v k ) where R is a relation symbol, k = ar(R), and the v i are variables; by a variable equality, we refer to a formula of the form u = v where u and v are variables. A pp-formula (short for primitive positive formula) is a formula built using atoms, variable equalities, conjunction (∧), and existential quantification (∃). A quantifier-free pp-formula is a pp-formula that does not contain existential quantification, that is, a pp-formula that is a conjunction of atoms and variable equalities. A relation P ⊆ B m is pp-definable over a structure B if there exists a pp-formula ψ(x 1 , . . . , x m ) such that a tuple (b 1 , . . . , b m ) is in P if and only if B, b 1 , . . . , b m |= ψ; when such a ppformula exists, it is called a pp-definition of P over B.
We now define the computational problems to be studied. For each structure B, define CSP(B) to be the problem of deciding, given a conjunction φ of atoms (over the signature of B), whether or not there is a map f to B defined on the variables of φ such that B, f |= φ. For each structure B, define SCSP(B) to be the problem of deciding, given a pair (U, φ) where U is a set of variables and φ is a conjunction of atoms (over the signature of B) with variables from U , whether or not there is a surjective map f : U → B such that B, f |= φ.
Note that these two problems are sometimes formulated as relational homomorphism problems; for example, one can define SCSP(B) as the problem of deciding, given a structure A over the signature of B, whether or not there is a surjective homomorphism from A to B. This is an equivalent formulation: an instance (U, φ) of SCSP(B) can be translated naturally to the structure A with universe U and where (u 1 , . . . , u k ) ∈ R A if and only if R(u 1 , . . . , u k ) is present in φ; this structure A admits a surjective homomorphism to B if and only if (U, φ) is a yes instance of SCSP(B) as we have defined it. One can also naturally invert this passage, to translate from the homomorphism formulation to ours. Let us remark that in our formulation of SCSP(B), when (U, φ) is an instance, it is permitted that U contain variables that are not present in φ; indeed, whether or not the instance is a yes instance may be sensitive to the exact number of such variables, and this is why this variable set is given explicitly.
We now make a simple observation which essentially says that one could alternatively define SCSP(B) by allowing the formula φ to be a quantifier-free pp-formula, as variable equalities may be efficiently eliminated in a way that preserves the existence of a surjective satisfying assignment. 
Proof. The algorithm repeatedly eliminates variable equalities one at a time, until no more exist. Precisely, given a pair (W, φ), it iterates the following two steps as long as φ contains a variable equality. The first step is to simply obtain φ ′ by removing from φ all variable equalities u = u that equate the same variable, and then replace (W, φ) by (W, φ ′ ). The second step is to check if φ contains a variable equality u = v between two different variables; if so, the algorithm picks such an equality u = v, obtains φ ′ by replacing all instances of v with u, and then replaces (W, φ) by (W \ {v}, φ ′ ). The output of the algorithm is the final value of (W, φ). It is straightforwardly verified that this final value has the desired property (by checking that each of the two steps preserve the property).
Algebra
All operations under consideration are assumed to be of finite arity greater than or equal to 1. We use image(f ) to denote the image of an operation f . The diagonal of an operation f : B k → B, denoted bŷ f , is the unary operation defined byf (b) = f (b, . . . , b). Although not the usual definition, it is correct to say that an operation f : B k → B is essentially unary if and only if there exists i ∈ k such that
When t 1 , . . . , t k are tuples on B having the same arity m and f : B k → B is an operation, the tuple f (t 1 , . . . , t k ) is the arity m tuple obtained by applying f coordinatewise. The entries of a tuple t of arity m are denoted by t = (t 1 , . . . , t m ). Let P ⊆ B m be a relation, and let f : B k → B be an operation; we say that f is a polymorphism of P or that P is preserved by f if for any choice of k tuples t 1 , . . . , t k ∈ P , it holds that f (t 1 , . . . , t k ) ∈ P . An operation f : B k → B is a polymorphism of a structure B if f is a polymorphism of each relation of B; we use Pol(B) to denote the set of all polymorphisms of B. It is known that, for any structure B, the set Pol(B) is a clone, which is a set of operations that contains all projections and is closed under composition.
We will make use of the following characterization of pp-definability relative to a structure B.
Theorem 2.2 [9, 4]
A non-empty relation P ⊆ B m is pp-definable over a finite structure B if and only if each operation f ∈ Pol(B) is a polymorphism of P .
Hardness result
Throughout this section, B will be a finite set; we set n = |B| and use b * 1 , . . . , b * n to denote a fixed enumeration of the elements of B.
We give a complexity hardness result on SCSP(B) under the assumption that the polymorphism clone of B satisfies a particular property, which we now define. We say that a clone C on a set B is diagonal-cautious if there exists a map G : B n → ℘(B) such that:
, and
Roughly speaking, this condition yields that, when the diagonal of an operation f ∈ C is not surjective, then the image of f is contained in a proper subset of B that is given by G as a function off .
Example 3.1 When a clone consists only of essentially unary operations, it is diagonal-cautious via the map G(b 1 , . . . , b n ) = {b 1 , . . . , b n }, as for an essentially unary operation f , it holds that image(f ) ⊆ {f (b * 1 ), . . . ,f (b * n )} = image(f ).
Example 3.2
When each operation in a clone has a surjective diagonal, the clone is diagonal-cautious via the map G given in the previous example.
The following lemma is the key to our hardness result; it provides a quantifier-free pp-formula which will be used as a gadget in the hardness proof.
Lemma 3.3
Suppose that B is a finite structure whose universe B has size strictly greater than 1, and suppose that Pol(B) is diagonal-cautious via G. There exists a quantifier-free pp-formula ψ(v 1 , . . . , v n , x, y 1 , . . . , y m ) such that: (1) If it holds that B, b 1 , . . . , b n , c, d 1 , . . . , d m |= ψ, then b 1 , . . . , b n , c, d 1 , . . . , d m ∈ G(b 1 , . . . , b n ). Proof. Let
be tuples from B (n n ) such that the following three conditions hold:
(γ) It holds that {t 1 n+1 , . . . , t n n+1 } = B. Visualizing the tuples as rows (as above), condition (α) is equivalent to the assertion that each tuple from B n occurs exactly once as a column; condition (β) enforces that the first n columns are the tuples with constant values b * 1 , . . . , b * n (respectively); and, condition (γ) enforces that the (n + 1)th column is a rainbow column in that each element of B occurs exactly once in that column.
Let P be the (n n )-ary relation {f (t 1 , . . . , t n ) | f is an n-ary polymorphism of B }. It is well-known and straightforward to verify that the relation P is preserved by all polymorphisms of B. By Theorem 2.2, we have that P has a pp-definition φ(w 1 , . . . , w n n ) over B. We may and do assume that φ is in prenex normal form, in particular, we assume φ = ∃z 1 . . . ∃z q θ(w 1 , . . . , w n n , z 1 , . . . , z q ) where θ is a conjunction of atoms and equalities.
Since t 1 , . . . , t n ∈ P , there exist tuples u 1 , . . . , u n ∈ B q such that, for each k ∈ n, it holds that B, (t k , u k ) |= θ. By condition (α), there exist values a 1 , . . . , a q ∈ n n such that, for each i ∈ q, it holds that (u 1 i , . . . , u n i ) = (t 1 a i , . . . , t n a i ). Define ψ(w 1 , . . . , w n n ) as θ(w 1 , . . . , w n n , w a 1 , . . . , w aq ). We associate the variable tuples (w 1 , . . . , w n n ) and (v 1 , . . . , v n , x, y 1 , . . . , y m ), so that ψ may be viewed as a formula with variables from {v 1 , . . . , v n , x, y 1 , . . . , y m }. We verify that ψ has the three conditions given in the lemma statement, as follows.
(1): Suppose that B,
is of the form f (t 1 , . . . , t n ) where f is a polymorphism of B. We have
The second containment follows from the definition of diagonal-cautious, and the equality follows from (β).
(2): We had that, for each k ∈ n, it holds that B, (t k , u k ) |= θ. By the choice of the a i and the definition of ψ, it holds (for each k ∈ n) that B, t k |= ψ. Condition (2) then follows immediately from conditions (α) and (β). beginning with (b 1 , . . . , b n ) such that t ∈ P . There exists a polymorphism f of B such that t = f (t 1 , . . . , t n ). By condition (β), we have that (f (b * 1 ), . . . ,f (b * n )) = (b 1 , . . . , b n ). Let us make some remarks. The relation P in the just-given proof is straightforwardly verified (via Theorem 2.2) to be the smallest pp-definable relation (over B) that contains all of the tuples t 1 , . . . , t n . The definition of ψ yields that the relation defined by ψ (over B) is a subset of P ; the verification of condition (2) yields that each of the tuples t 1 , . . . , t n is contained in the relation defined by ψ. Therefore, the formula ψ defines precisely the relation P . A key feature of the lemma, which is critical for our application to surjective constraint satisfaction, is that the formula ψ is quantifier-free. We believe that it may be of interest to search for further applications of this lemma.
The following is our main theorem.
Theorem 3.4 Suppose that B is a finite structure such that Pol(B) is diagonal-cautious. Then the problem CSP(B + ) many-one polynomial-time reduces to SCSP(B).
Proof. The result is clear if the universe B of B has size 1, so assume that it has size strictly greater than 1. Let ψ(v 1 , . . . , v n , x, y 1 , . . . , y m ) be the quantifier-free pp-formula given by Lemma 3.3. Let φ be an instance of CSP(B + ) which uses variables U . The reduction creates an instance of SCSP(B) as follows. It first creates a quantifier-free pp-formula φ ′ that uses variables
Here, each of the variables given in the description of U ′ is assumed to be distinct from the others, so that |U ′ | = |U | + n + |U |m. Let φ = be the formula obtained from φ by replacing each atom of the form C b * j (u) by the variable equality u = v j . The formula φ ′ is defined as φ = ∧ u∈U ψ(v 1 , . . . , v n , u, y u 1 , . . . , y u m ). The output of the reduction is the algorithm of Proposition 2.1 applied to (U ′ , φ ′ ).
To prove the correctness of this reduction, we need to show that there exists a map f : U → B such that B + , f |= φ if and only if there exists a surjective map f ′ :
For the forward direction, define f = : U ∪ {v 1 , . . . , v n } → B to be the extension of f such that f = (v i ) = b * i for each i ∈ n. It holds that f = is surjective and that B, f = |= φ = . By property (2) in the statement of Lemma 3.3, there exists an extension f ′ :
For the backward direction, we argue as follows. We claim that {f
If not, then by the definition of diagonal-cautious, it holds that G(f ′ (v 1 ), . . . , f ′ (v n )) = B; by property (1) in the statement of Lemma 3.3 and by the definition of φ ′ , it follows that f ′ (u ′ ) ∈ G(f ′ (v 1 ), . . . , f ′ (v n )) for each u ′ ∈ U ′ , contradicting that f ′ is surjective. By property (3) in the statement of Lemma 3.3, there exists a unary polymorphism u of B such that (u(b * 1 ), . . . , u(b * n )) = (f ′ (v 1 ), . . . , f ′ (v n )); by the just-established claim, u is a bijection. Since the set of unary polymorphisms of a structure is closed under composition and since B is by assumption finite, the inverse u −1 of u is also a polymorphism of B. Hence it holds that B, u −1 (f ′ ) |= φ ′ , where u −1 (f ′ ) denotes the composition of f ′ with u −1 . Since u −1 (f ′ ) maps each variable v j to b * j , we can infer that B + , u −1 (f ′ ) |= φ. Proof. The problem SCSP(B) is in NP whenever B is a finite structure, so it suffices to prove NP-hardness. By Example 3.1, we have that Pol(B) is diagonal-cautious. Hence, we can apply Theorem 3.4, and it suffices to argue that CSP(B + ) is NP-hard. Since B + is by definition the expansion of B with constants, the polymorphisms of B + are exactly the idempotent polymorphisms of B; here then, the polymorphisms of B + are the projections. It is well-known that a structure having only projections as polymorphisms has a NP-hard CSP [5] (note that in this case, Theorem 2.2 yields that every relation over the structure's universe is pp-definable).
