We construct radial self-similar solutions of the, so called, minimal parabolicelliptic Keller-Segel model in several space dimensions with radial, nonnegative initial conditions with are below the Chandrasekhar solution -the singular stationary solution of this system.
Statement of the problem
We begin our discussion of the following minimal Keller-Segel chemotaxis system
with d ≥ 3, with noticing that it is preserved by the scaling transformation (1.2) u λ (t, x) = λ 2 u(λ 2 t, λx), ψ λ (t, x) = ψ(λ 2 t, λx) for every λ > 0, namely, if (u, ψ) is a solution to system (1.1) then so is (u λ , ψ λ ). Each solution invariant under this scaling, i.e. satisfying (1. 3) u(t, x) = u λ (t, x), ψ(t, x) = ψ λ (t, x) for all t > 0, x ∈ R d , and λ > 0, is called a self-similar solution to system (1.1). Choosing λ 2 = 1 t in equations (1.3), we obtain that each self-similar solution has the form (1.4) u(t, x)
U(x) = u(1, x) and Ψ(x) = ψ(1, x).
If a self-similar solution (1.4) corresponds to an initial datum, namely, if the limit u 0 (x) ≡ lim t→0 1 t U x √ t exists (for example, in the sense of distributions), then the initial datum u 0 has to be homogeneous of degree −2. In the two dimensional case, nonnegative self-similar solutions of system (1.1) correspond to multiples of the Dirac measure supported in the origin and the existence of such solutions is well-known -see references to this result in the next section. In our main result stated in the following theorem, we consider the case d ≥ 3, and we construct radial, nonnegative self-similar solutions to system (1.1) corresponding to initial data of the form u 0 (x) = C |x| 2 for some constant C > 0.
Theorem 1.1. Let d ≥ 3. System (1.1) supplemented with the initial condition
has a self-similar solution of the form (1.4) , where the self-similar profile U is a nonnegative and radial function satisfying U ∈ C ∞ (R d ) ∩ L ∞ (R d ) as well as the estimate
Moreover, we have ∇Ψ = ∇E d * U with E d (x) = 1 (d−2)σ d |x| 2−d , where the number σ d = 2π d/2 Γ( d 2 ) denotes the measure of the unit sphere S d−1 ⊂ R d .
In this work, we limit ourselves to radial self-solutions, although there are nonradial self-similar solutions to system (1.1) with d ≥ 3 corresponding to sufficiently small initial data which are homogeneous of degree −2. We recall such results below, in the next section.
The upper bound for ε in the initial condition (1.6) is related to the assumption that u 0 (x) stays below the singular stationary stationary solution (the Chandrasekhar solution) system (1.1) explicitly given by (1.8) u C (x) = 2(d − 2) |x| 2 (with ∇ψ C = ∇E d * u C ).
This explicit solution plays an important role in our analysis and, for example, is used to obtain (with a suitable comparison principle) estimate (1.7) because
Self-similar solutions constructed in Theorem 1.1 describe the large time behavior of a large class of other solutions to the Cauchy problem for system (1.1) and we discuss it below in Corollary 5.7.
We postpone further comments on Theorem 
which follows from [14, Theorem 2.2] . Below, in Proposition 7.1 we show that the integral defining the constant C(d) in relation (1.9) (which can be expressed in terms of the incomplete Gamma function) satisfies the estimates
In particular, the integral in expression (1.9) satisfies C(d) → 1 as d → ∞, thus asymptotically for large dimensions, both Theorem 1.1 and Remark 1.2 provide "almost" optimal assumptions on either the existence or nonexistence of radial, nonnegative self-similar solutions.
The remainder of this paper is constructed in the following way. In the next section, we recall our motivations to study the Keller-Segel model (1.1) and its self-similar solutions. In Section 3, we present main ideas of the proof of Theorem 1.1 and we comment the obtained result on the existence of self-similar solutions. A comparison principle for radial distributions of sufficiently regular solutions to system (1.1) is proved in Section 4.
Self-similar solutions from Theorem 1.1 are constructed in Section 5 by a suitable approximation procedure. Regularity of self-similar profiles U is shown in Section 6. The proof of estimates in Remark 1.2 is in Section 7.
Review of other results on self-similar solutions
Our motivations to study system (1.1) come from Mathematical Biology, where these equations are a simplified Keller-Segel system modeling chemotaxis, see e.g. [4, 5, 15] .
The unknown variables u = u(t, x) and ψ = ψ(t, x) denote the density of the population of microorganisms (e.g. swimming bacteria or slime mold), and the density of a chemical secreted by themselves that attracts them and makes them to aggregate, respectively.
Another important interpretation of system (1.1) comes from Astrophysics, where the unknown function u = u(t, x) is the density of gravitationally interacting massive particles in a cloud (of stars, nebulae, etc.), and ψ = ψ(t, x) is the Newtonian potential ("mean field") of the mass distribution u, see [3, 8, 18] . System (1.1) can also be interpreted as a It is well-known that, in the case d = 2, a self-similar solution to the parabolic-elliptic system (1.1) exists for each initial datum u(·, 0) = Mδ 0 with the Dirac measure δ 0 and for each M ∈ (0, 8π). Such solutions are unique and smooth for t > 0, moreover, other global-in-time solutions to the Cauchy problem for (1.1) with initial data satisfying with M ≡ R 2 u 0 (x) dx < 8π have an asymptotically self-similar large time behavior. We refer to works [28, 29, 30, 15, 10, 17, 1, 19] and to references therein for proofs and for a discussion of such results.
On the other hand, for the doubly parabolic Keller-Segel system the existence of "large" self-similar solutions depend in a sensitive way on the value of the coefficient τ > 0, see [25, 26, 7] . In particular, it is shown in in [7] that there is a unique self-similar radial solution for each M ∈ [0, 8π) but for τ ≫ 1 there exist also nonunique self-similar radial solutions with each M ∈ (8π, M(τ )), and M(τ ) → ∞ as τ → ∞.
For d ≥ 3, self-similar solutions of the parabolic-elliptic problem (1.1) as well as of its doubly parabolic counterpart have been constructed for small initial data in various function spaces with norms invariant under scaling properties (1.2). A construction of those self-similar solutions heavily depends on the semigroup approach which usually need smallness assumption imposed on initial data. Several results on the existence of self-similar solutions with small initial conditions in scaling invariant spaces can be found e.g. in [3, 4, 6, 21, 22, 24, 30] . We refer also to the work by Senba [33, Theorem 3] containing a result on "big" self-similar solutions of the parabolic-elliptic model (1.1).
Results of this work have been partially motivated by results on self-similar solutions of the Cauchy problem for the nonlinear heat equation d−1 , then there exists ε > 1 (close to 1) such that problem (2.1)-(2.2) has two smooth self-similar solutions.
Comments on Theorem 1.1 and ideas of its proof
Since the second equation in system (1.1) is not uniquely solved with respect to ψ, we always assume that
Consequently, we consider in fact the Cauchy problem for the nonlocal transport equation
For radially symmetric solutions, we transform system (1.1) (or equation (3.2)) supplemented with an initial condition u(0, x) = u 0 (x) into the problem for the radial mass distribution function (see e.g. [8, equation (12) ] and calculations in the proof of Theorem
namely, the initial-boundary value problem
Of course, from relation (3.3) then we have
with r = |x|.
Since system (1.1) has the scaling invariance (1.2), the first equation in (3.4) is also invariant under the scaling
Thus, in order to construct self-similar solutions to problem (3.4), we choose the following initial datum (cf. equation (1.6))
Our approach, based on this alternative formulation of system (1.1) for radially symmetric functions, allows us to deal with more regular functions M(t, r) satisfying an evolution PDE in one space variable, however, with singular coefficients. Here, we are carrying our analysis of solutions to problem (3.4) using some ideas from [37, 13, 11] 
Comparison principle for radial mass distribution function
We begin by recalling the recent result from [11] on the existence of global-in-time solutions to the Cauchy problem for system (1.1) corresponding to sufficiently regular (in the scale of Morrey spaces) but not necessarily small initial data. Recall here that the homogeneous Morrey spaces M s (R d ) are defined by their norms
Moreover, the radial concentration of a locally integrable nonnegative function u is defined by 
Moreover, this solution is smooth, nonnegative, radial, and satisfies the bound
Let us formulate certain properties of solutions constructed in Theorem 4.1 in a form suitable for this work. They are either a direct consequence of Theorem 4.1 or proved in the paper [11] . 
Then M has following properties:
(2) M r (t, r) ≥ 0 for all t > 0 and r > 0.
Proof. The solution u = u(t, x) constructed in Theorem 4.1 is smooth for t > 0, hence, the regularity in item (1) 
Then, the following inequality holds true
Proof. The idea of the proof of the comparison principle is quite standard but we should be careful with the minimal regularity assumptions on the functions to be compared.
Note that relation (4.13) is a consequence of inequalities (4.6) but we prefer to keep it separately from size conditions (4.6). For each µ > 0 and b > 0, ν > d − 2 ≥ 1 (which will be suitably chosen later on), we consider the auxiliary function
We claim that z(t, r) < 0 for every (t, r) ∈ (0, T ) × (0, ∞).
This will imply that M (t, r) ≤ M(t, r) for every (t, r) ∈ (0, T ) × (0, ∞). The function z = z(t, r) is a continuous function and due to assumption (4.13) and because ν > d − 2, In other words, the equality (4.16) M (t 0 , r 0 ) − M (t 0 , r 0 ) = µe 2bt 0 (r 0 + 1) ν holds true. Note that, in fact, we have (t 0 , r 0 ) ∈ (0, T ] × (0, ∞) by relations (4.11)-(4.12), since z = z(t, r) is strictly negative on the parabolic boundary of the domain (0, T )×(0, R)
for sufficiently large R > 0. Therefore, we obtain z t (t 0 , r 0 ) ≥ 0 and z r (t 0 , r 0 ) = 0, (4.17) so, in particular
Using the W 2,∞ loc (0, ∞) regularity, we obtain
possibly except for a set N ⊂ [r 0 , ∞) of measure 0, where inequalities (4.9)-(4.10) can also be violated. Then, there exists a sequence (r 0 , ∞) \ N ∋ r j ց r 0 such that z rr (t 0 , r j ) ≤ 0.
Indeed, otherwise z r (t 0 , r 0 ) > 0 would hold, which contradicts equality in (4.17). Thus, the inequality
holds. Now, let us compute 
Now, for ε < 1 we put ν = d − 2ε > d − 2, we obtain z t (t 0 , r 0 ) < 0 which is a contradiction with inequality in (4.17).
Existence of self-similar solutions
A self-similar solution from Theorem 1.1 is obtained as a limit of smooth solutions u K = u K (t, x) with a parameter K > 0 corresponding to the truncated initial data
Let us state properties of these approximating initial conditions as well as the corresponding solutions to system (1.1).
Lemma 5.1. For every K > 0 and ε ∈ (0, 1), there exists a unique, nonnegative, radially symmetric and smooth global-in-time solution
Proof. Since the initial datum u K 0 is bounded and satisfies u K
Thus, by Theorem 4.1, the corresponding solution u K to problem (1.1) is unique, nonnegative, radially symmetric and smoooth global-in-time solution.
For the solutions and their initial data from Lemma 5.1, we define the radial mass distribution functions
for t > 0 and r > 0, and we study their properties. Proof. We define the rescaled solution u K λ = u K λ (t, x) and the rescaled initial datum u K 0,λ = u K 0,λ (x) as follows (5.5) u K λ (t, x) ≡ λ 2 u K (λ 2 t, λx) and u K 0,λ (x) ≡ λ 2 u K 0 (λx). Thus
and, accordingly, by the uniqueness of solutions from Lemma 5.1, we obtain the following equality for each K > 0 and λ > 0
Next, we rescale the corresponding radial mass distribution functions as follows
Thus, by relation (5.6), we obtain identity (5.4) .
Furthermore, the comparison principle from Theorem 4.3 shows that the sequence {M K (t, r)} K>0 is increasing monotonically with respect to K > 0. 
for all t > 0, r > 0.
Proof. First, we observe that u K 1 0 (x) ≤ u K 2 0 (x) for K 1 ≤ K 2 by definition of u K 0 in (5.1). According to Proposition 4.2, the functions M K 1 , M K 2 satisfy assumptions (4.6)-(4.12) of Theorem 4.3. Moreover, since the estimate (5.3) is valid for all K > 0, we have
Thus, the uniform estimate (4.13) also holds when (M , M) = (M K 1 , M K 2 ). Applying Theorem 4.3 we conclude
for all t ≥ 0, r ≥ 0. for all t ≥ 0, r ≥ 0.
The limit function M * has the self-similar property
Proof. The relations in (5.7) result from Lemma 5.4 by which the sequence {M K (t, r)} K>0 is monotonically increasing in K > 0 and, from Lemma 5.2, where we obtain
Since the family of the solutions {M Kλ (t, r)} K>0 coincides with the family {M K (t, r)} K>0 , we observe lim K→∞ M Kλ (t, r) = M * (t, r) by relation (5.7). Thus, using Lemma 5.3 we obtain
for each λ ≥ 0 and all t ≥ 0, r ≥ 0.
In the next step, we prove suitable Schauder estimates for the family {M Kλ (t, r)} K>0
in order to show that the limit function M * (t, r) is a classical solution of problem (3.4) .
Here, we follow an approach proposed in [9, 10] .
Theorem 5.6. For every 0 < τ < T and 0 < δ < R there exist α ∈ (0, 1) such that M * ∈ C Proof. By the standard parabolic regularity argument ( [23] ), there exists a constant C 0 (α, τ, δ, R, T ) > 0, independent of K > 0, such that Since all functions M K are unique classical solutions to problem (3.4) with the initial data M K 0 and they converge to M * as K → ∞ in the sense of limit (5.12), we obtain that the limit function M * is a classical solution to problem (3.4) with the initial datum M 0 (r) = ε2σ d r d−2 .
We conclude this section by a result on a self-similar asymptotics of some solutions to problem (3.4).
Corollary 5.7. Assume that a continuous and nondecreasing initial datum M 0 satisfies
given by formulas (5.1) and (5.2) . Then, the corresponding solution M(t, r) of problem (3.4) has self-similar asymptotics, namely,
where M * = M * (t, r) is the self-similar solution of problem (3.4) , and the convergence is uniform on compact subsets of (0, ∞) × (0, ∞).
Proof. Applying the comparison principle from Theorem 4.3 we obtain
Therefore, for every λ > 0, we have
On the other hand, the scaling property from Lemma 5.3 implies
we conclude by Theorem 5.6
uniformly on compact subsets of (0, ∞) × (0, ∞).
Remark 5.8. For the reader convenience, let us review results which we have already proved in this section in terms of solutions to system (1.1). Applying formula (3.5) to the self-similar solution in Theorem 5.6, we obtain the function
By the scaling property (5.8), we have got the equality λ 2 u * (λ 2 t, λx) = u * (t, x), hence (see equations (1.3)-(1.4)), we obtain
By Theorem 5.6, the self-similar profile U(x) = u * (1, x) , together with its derivatives up to second order are Hölder continuous on R d \{0} (by a standard parabolic regularity, this is in fact a smooth function on R d \ {0}). In the next section, we prove that u * (t, x) given by formulas (5.14)-(5.15) is a self-similar solution of system (1.1) with the self-similar profile U ∈ C ∞ (R d ).
Regularity of self-similar profile
In order to study the regularity of M * = M * (t, r) as r → 0, and then the regularity of the corresponding density u * (t, x) (see Remark 5.8), we introduce the following auxiliary linear initial-boundary value problem.
Lemma 6.1. The following initial-boundary value problem on the half-line
, has the unique solution of the following explicit form
Moreover, for each y * ∈ (0, ∞), this solution satisfies
Proof. By, e.g., either [16, App. 1, 21. Bessel processes, p. 138] or [32] , the solution to problem (6.1) is explicitly given by the formula 
4t s ds, which implies our desired conclusion (6.2). We next prove uniform bound (6.3). Since According to Lemma 6.3 and property (6.3) in Lemma 6.1, we get
independently of t > 0 for some y * ∈ (0, ∞). Now suppose that U(y * ) is finite for some (in fact, for each) y * ∈ (0, ∞). We may introduce the integrating factor
and thus we rewrite equation (6.10) in the form
Hence, by property (6.3), 0 < f (0) < ∞ holds together with f (y * ) = e 1 4 y 2 * . Integrating equation (6.12) over (y, y * ], we conclude
which is finite and bounded as y ց 0 since U(y * ) < ∞. We claim that, for y * > 0, and relation (6.10) into the left hand side of (6.14). Then we immediately obtain our claim (6.14). Therefore lim yց0 U(y) exists and that limit is independent of y * > 0.
We note, moreover, that lim yց0 U(y) > 0. Indeed, since lim yց0 U(y) exists, the de l'Hospital rule shows that Therefore we conclude that lim y→∞ U(y) = 0, which yields that U ∈ L ∞ (0, ∞) and u * (t) ∞ = 1 t U ∞ for t > 0. and thus u * t − ∆u * + ∇ · (u * ∇ψ * ) =u * t − ∆u * + u * ∆ψ * + ∇u * · ∇ψ * =u * t − u * rr − d − 1 r u * r − (u * ) 2 + u * r ψ * r = 0, which indicates the first equation of problem (1.1). Estimate (1.7) is a direct consequence of estimate (5.3) . Moreover, the self-similar property of solution u * = u * (t, x) is implied by that of the function M * = M * (t, r), see also (6.8) . The profile U = U(x) constructed in Lemma 6.4 is in the class C ∞ (R n ) ∩ L ∞ (R n ) by Lemma 6.4 and the standard application of the parabolic regularity argument (cf. Theorem 4.1). Hence, we complete our proof of Theorem 1.1.
Nonexistence of self-similar solutions
In this last section, we give the proof of relation (1.10). 
Proof. It follows from the blowup criterion for equation ( for some T > 0, then the solution with u 0 as the initial datum blows up before time T .
For u 0 = εu C this leads to ε > C(d).
Clearly, for d ≥ 3 we have C(d) ∈ (1, 2) as was proved in [14] but a more precise, yet simple, estimate (1.10) for C(d) is available. To prove the upper bounds, observe that by the inequalities between harmonic, geometric and arithmetic means, the denominator of the integrand in (1.9) satisfies 
