Abstract. The general solutions of two functional equations, without imposing any regularity condition on any of the functions appearing, have been obtained. From these general solutions, the Lebesgue measurable solutions have been deduced by assuming the function(s) to be measurable in the Lebesgue sense.
Introduction
For n = 1, 2, . . . , let Γ n = (p 1 , . . . , p n ) : p i ≥ 0, i = 1, . . . , n;
be the set of all n-component complete discrete probability distributions with nonnegative elements. Let R denote the set of all real numbers; I = {x ∈ R : 0 ≤ x ≤ 1} = [0, 1], the closed unit interval; ]0, 1[ = {x ∈ R : 0 < x < 1}, the open unit interval and ]0, 1] = {x ∈ R : 0 < x ≤ 1}. Below, we mention three functional equations f (pq) = qf (p) + pf (q), (1.1) f (pq) = q α f (p) + p α f (q) (1.2) and f (pq) = q β f (p) + p α f (q), (1.3) where f : I → R is an unknown function, p, q ∈ I; α and β are fixed positive real exponents which satisfy the following conventions Let us consider (1.1). In this equation let us replace p by p i , q by q j and sum both sides of the resulting equations with respect to i = 1, . . . , n; j = 1, . . . , m such that (p 1 , . . . , p n ) ∈ Γ n , (q 1 , . . . , q m ) ∈ Γ m , n and m being positive integers, we get the functional equation
which is due to T.W. Chaundy and J.B. Mcleod [2] . The functional equation (1.5) is useful in characterizing the Shannon entropies (see [10] 
for all (p 1 , . . . , p n ) ∈ Γ n with 0 log 2 0 := 0. This shows the importance of (1.1) in information theory.
J. Tabor [1] , which seems to have escaped the attention of many researchers working on various entropies in information theory. The object of this paper is to study the functional equations
where f : I → R, g : I → R are unknown functions; p, q ∈ I; α and β are fixed positive real exponents which satisfy the conventions stated in (1.4) ; and c is a given real constant. If c = 0, then (FE1) reduces to (1.3). On the other hand, if g(p) ≡ 0, then (FE2) reduces to (1.3). Equation (1.3) has motivated us to study (FE1) and (FE2).
The plan of this paper is as follows: In section 2, we present known definitions and results which will be used in the subsequent sections. Section 3 is devoted to determining the general solutions of (FE2) and (FE1) (with c = 0) without imposing any regularity restriction on the functions f , g in (FE2) and function f in (FE1). Section 4 is devoted to determining all Lebesgue measurable solutions of (FE2) and (FE1) (with c = 0).
Some known definitions and results
We need the following:
Definition 2.2. A function : I → R is said to be logarithmic if (0) = 0 and
for all p, q ∈ I; α and β being fixed positive real exponents which satisfy the conventions in (1.4). The following conclusions hold:
where λ is an arbitrary real constant (which may depend upon α and β).
where : I → R is a logarithmic function in the sense of Definition 2.2 and 0 α (0) = 0.
For the proof of this result, see the proof of Theorem 2, pages 165-168, in [1] .
On the functional equations (FE2) and (FE1)
In this section, we determine all general solutions of the functional equations (FE2) and (FE1) (with c = 0) without imposing any regularity condition on any of the functions f and g. Theorem 3.1. If the functions f : I → R, g : I → R with f = 0, satisfy the functional equation (FE2) for all p, q ∈ I, α and β being positive real exponents which satisfy the conventions stated in (1.4), then any general solution (f, g) of (FE2) has one of the forms (for all p ∈ I)
for some constants λ = 0 andμ = 0; : I → R is logarithmic ( = 0) and
To prove this theorem, we need the following:
If a function g : I → R satisfies the functional equation
for all p, q ∈ I and α is a fixed positive real exponent such that 0 α := 0 and 1 α := 1, then any general solution g of (FE3) has one of the forms (for all p ∈ I)
where
Proof. It is obvious that (B 1 ) is a solution of (FE3). Now consider the case when g : I → R does not vanish identically on I. Then there exists an element q 0 ∈ I such that g(q 0 ) = 0.
Consider the case when q 0 = 0. This means g(0) = 0. Substituting q = 0 in (FE3) and using g(0) = 0, solution g(p) = 1 − p α follows. But this solution is included in (B 2 ) with M = 1. Now consider the situation when q 0 = 1. This means g(1) = 0. Putting q = 1 in (FE3) and using g(1) = 0, g(p) = −p α follows. But this solution is also included in (B 2 ) with M = 0. Now consider the case when q 0 ∈ ]0, 1[. This means g(q 0 ) = 0 but now we must have g(0) = 0 and g(1) = 0. Putting q = q 0 ∈ ]0, 1[ in (FE3) and using g(q 0 ) = 0, we obtain
for all p ∈ I. Define a function M : I → R as
for all x ∈ I. Clearly, equation (3.2) gives M (0) = 0 and M (1) = 1 as g(0) = g(1) = 0. Now, from (3.1) and (3.2), (B 2 ) follows. From (FE3) and (B 2 ), it follows that M (pq) = M (p)M (q) for all p, q ∈ I. Finally, the function p → M (p) − p α cannot vanish identically on ]0, 1[ because if it is so, then this will mean M (p) = p α for all p ∈ I because M (1) = 1 = 1 α and M (0) = 0 = 0 α . Consequently, by (B 2 ), g(p) ≡ 0 on I contradicting the assumption that g : I → R does not vanish identically on I.
Proof of Theorem 3.1. If g(p) ≡ 0, then (FE2) reduces to (1.3). Making use of Result 2.1, the solutions (C 1 ) and (C 2 ) follow with λ = 0 and : I → R a logarithmic function, which does not vanish identically. From now onwards, we assume that g does not vanish identically on I.
Since f : I → R does not vanish identically on I, there exists an element r 0 ∈ I such that f (r 0 ) = 0.
Let p, q, r ∈ I. Then f ((pq)r) = f (p(qr)). Now, using (FE2) repeatedly,
Similarly
Equating the expressions for f ((pq)r) and f (p(qr)) and rearranging the terms, we obtain the equation
valid for all p, q, r ∈ I. Choosing r = r 0 in the above equation and using f (r 0 ) = 0, the functional equation (FE3) follows for all p, q ∈ I but now with g(p) ≡ 0. By Lemma 3.2, g is of the form (B 2 ). Now, from (B 2 ) and (FE2), we get the equation
valid for all p, q ∈ I and M : I → R as described in the statement of Lemma 3.2. Since f (pq) = f (qp) for all p, q ∈ I, (3.3) gives rise to the equation
valid for all p, q ∈ I.
Consider the case when p → M (p) − p β , p ∈ I, vanishes identically on I. Then, M (p) = p β for all p ∈ I. Hence, (B 2 ) gives g(p) = (p β − p α ) and also (3.3) reduces to the equation
valid for all p, q ∈ I. By Result 2.1, f (p) = p β (p) for all p ∈ I, : I → R being a logarithmic function, which does not vanish identically and also 0 β (0) = 0. Proof. Define g : I → R as
for all x ∈ I and f = 0. Now (FE2) reduces to the functional equation (FE1), so, in Corollary 3.4, we need to consider only those solutions of (FE2) which satisfies f = 0. Such solutions are (C 3 ) and (C 4 ).
Solution (A 1 ) of (FE1) follows from (C 3 ) and (3.5) when α = β. From (C 4 ) and (3.5), we obtain
, which satisfies the equation (FE1) only when α = β. If it is so then f (p) = 0 which contradicts the fact that f = 0. Hence, there is only one solution (A 1 ) of (FE1) with f = 0. Note 3.5. "f (p) ≡ 0" is the only solution of (FE1) when α = β. Note 3.6. There is another generalization of (1.3), namely,
in which λ is a given real constant; p, q ∈ I; α and β are fixed real exponents which satisfy the conventions stated in (1.4); and f : I → R, g : I → R are unknown functions. This functional equation is useful in information theory and statistics when α = β = 1 and λ = 2 (see [9, p. 84] ). Due to this reason, it is desirable to study it and some results concerning this will be presented in a subsequent paper.
Measurable solutions of (FE2) and (FE1)
By a measurable function on I (or a Lebesgue measurable nonempty subset of I), we shall mean a real-valued function which is measurable in the Lebesgue sense.
By a measurable (or continuous) solution of (FE1), we shall mean a solution f of (FE1) with the property that the function f is measurable (or continuous) on I. Likewise, by a measurable (or continuous) solution of (FE2), we shall mean a solution (f, g) (of (FE2)) with the property that both the functions f and g are measurable (or continuous) on I.
If a function : I → R is logarithmic in the sense of Definition 2.2 and is also measurable on I in the Lebesgue sense, then is of the form 
