Previous studies using event-related potentials (ERPs) have identified a variety of brain regions that respond to rare nontarget distractor stimuli presented in the visual oddball task. By contrast, event-related functional magnetic resonance imaging (ER-fMRI) studies using similar stimuli have found little or no response in these same regions, suggesting that ERfMRI may be less sensitive than ERPs for detecting stimulus-evoked activity. It was hypothesized here that variations in ER-fMRI response amplitude evoked by successive stimuli may have reduced detection sensitivity in these previous studies. Multiple regression with orthogonal polynomials (OPR) was used to increase detection sensitivity by employing orthogonal polynomial equations to model such variations in response amplitude. ER-fMRI data was collected from 17 subjects during performance of the visual oddball task, which included frequent nontarget, rare nontarget distractor, and rare target block letter stimuli, to which subjects made a speeded button press response. When compared with multiple regression using main effect regressors alone, OPR identified an increased volume of significant target and distractor evoked main effect response due to reduced error variance. In addition, distractor-evoked activity was found to correlate with orthogonal polynomial regressors but not main effect regressors across a large volume of prefrontal and paralimbic brain regions including dorsal-lateral prefrontal, inferior-lateral prefrontal, and cingulate cortex. These results illustrate that considerable variability is present in ER-fMRI responses evoked by rare distractor stimuli in the oddball task. Such variability can be modeled using OPR, leading to increased detection sensitivity and better anatomical correspondence between the findings of ER-fMRI and ERP studies.
INTRODUCTION
A primary goal of neuroimaging research is to identify the location and time course of brain activity with the maximum possible sensitivity. In its simplest formulation, exploring the "mind-body" problem involves interpreting the relationship between mental and neuronal events. This requires us to examine the processes by which the brain encodes information within a brain region and transmits data from one brain region to another. Elucidation of this code requires techniques that provide data on both the spatial and temporal pattern of neural activity within and across populations of neurons. No single neuroimaging method provides such information for the entire brain. Therefore, techniques concerned with anatomical measures of the brain function must be complemented with those that focus on temporal information. These depend on different but closely associated mechanisms of signal generation.
Post-synaptic activity results in the flow of ions through extracellular space (Speckmann and Elger, 1999) . This generates electromagnetic fields that, if large enough and of the correct configuration, can be recorded in the electroencephalogram (EEG). EEG and the event-related potential (ERP) derived from EEG provide information on neural activity with millisecond temporal resolution, but relatively poor spatial resolution, particularly for brain structures a greater distance from recording electrodes. The regional cerebral metabolic rate of glucose and oxygen consumption is also coupled to regional synaptic activity. When synaptic activity levels change, the rate of metabolism and demand for glucose and oxygen change in a like manner. The mechanisms regulating blood flow cause a change in regional cerebral blood flow to meet changes in demand. Changes in blood oxygenation and volume associated with changes in blood flow are detected by functional magnetic resonance imaging (fMRI). FMRI offers precise information on the anatomical location of brain activity, but poor temporal information relative to ERPs.
In summary, neural activity leads to electrical/magnetic activity that is closely related to metabolic activity, which in turn is indirectly linked to a hemodynamic response. EEG and fMRI focus on different physiological parameters and have different degrees of spatial and temporal resolution as well as other advantages and disadvantages. They provide different pieces of information from the whole picture. Since the mechanisms of EEG and fMRI signal production are thought to be closely related, depending as they both do on changes in synaptic activity, it follows that information obtained using these techniques should agree except under special circumstances (Dale and Halgren, 2001) .
One instance where disagreement has been observed between results obtained using ERPs and fMRI has been found using the oddball task. This task was developed to operationalize a central question in cognitive science, that of how changes in the environment are detected and responded to. In its simplest form, the oddball task involves the interleaved presentation of target and nontarget stimuli, which can be discriminated based upon specific features. Target stimuli require a response be made, such as a button press or stimulus counting, while nontarget stimuli require no such action. Other versions of this task, such as the novelty oddball task or three-stimulus oddball task, have different categories of non-target stimuli that vary in their frequency of presentation. Responses to these stimuli have been examined using a variety of neuroimaging methods, including ERPs and event-related functional magnetic resonance imaging (ERfMRI).
The presentation of rare target stimuli generate an ERP response referred to as the parietal P300 or P3b component. Rare nontarget or distractor stimuli evoke the frontal P300 or P3a component that has been examined in a variety of previous studies that sought to examine attentional processing in disorders involving the central nervous system (Bauer, 1997; Knight and Nakada, 1998; Polich and Kok, 1995; Swick and Knight, 1998) . Previous ERP studies using electrodes implanted in the brain prior to epilepsy surgery or that have examined the effects of brain lesions on ERP component generation, suggest that the P3a and P3b involve the contribution of multiple brain regions. For visual target stimuli, this includes occipital, temporal, parietal, frontal, thalamic, cerebellar, and limbic brain regions. For rare nontarget stimuli this includes dorsolateral prefrontal, medial prefrontal, parietal and hippocampal regions (Baudena et al., 1995; Polich and Kok, 1995; Halgren et al., 1998; Swick and Knight, 1998) . Baudena et al. (1995) found that rare nontarget stimuli generated responses with a complex intracortical organization in diffusely distributed inferior prefrontal regions. Multiple areas of activity were observed in medial and lateral inferior prefrontal cortex (including anterior cingulate, gyrus rectus, and inferior frontal gyrus pars triangularis) that were more intensely engaged than immediately surrounding regions, but with evidence for widely distributed regions of less robust activity that was difficult to localize precisely. While their findings suggested that prefrontal cortex may be involved in distractor stimulus processing, the indefinite localization of neural activity, and the use of patients with a severe neurological disorder, required that other methods offering more precise anatomical information be used in healthy control subjects. ER-fMRI has been used to confirm these results.
While previous ER-fMRI studies using similar stimuli have found target-evoked activity in regions overlapping with those found using ERPs Casey et al., 2001; Kiehl et al., 2001a,b; Kirino et al., 2000; Linden et al., 1999; McCarthy et al., 1997; Menon et al., 1997; Opitz et al., 1999; Stevens et al., 2000; Yoshiura et al., 1999) much less ER-fMRI activity has been found in response to visual non-target distractor stimuli (Clark et al., 2000 (Clark et al., , 2001 Kirino et al., 2000; Knight and Nakada, 1998) . This suggests that ER-fMRI may be less sensitive to distractorevoked activity than depth-recorded ERPs for responses to certain stimuli. Some portion of this discrepancy might be due to the presence of magnetic inhomogeneity artifacts in orbitofrontal brain regions, which are located in similar areas as those found to respond to distractor stimuli using ERPs. This can be dealt with by the use of Z-shimming (Constable and Spencer, 1999) , which was performed in the present study. An additional possibility is that some distractorevoked ER-fMRI activity is in fact present in the same regions observed using ERPs, but it has not been identified using fMRI due to variability in response amplitude across trials.
The assumption of constant blood-oxygen level-dependent (BOLD) fMRI response amplitude across repeated stimulus trials is made by most commonly used methods of statistical analysis. While this is reasonable for many situations, variability in response amplitude has also been documented. In our previous ER-fMRI studies using the three-stimulus oddball tasks, we found no significant main effect response evoked by distractor stimuli. However, when we modeled stimulus responses as changing in a linear fashion with repeated presentations (e.g., adding a constant negative or positive change in response amplitude with each repeated stimulus presentation), we found a robust response to distractor stimuli. Examination of time series from regions with a significant linear pattern of change showed that distractor-evoked responses progressed from a negative response (below prestimulus baseline) evoked by the first stimulus in each run to a positive going response evoked by the end of each experimental run. The largest volume of linear trend response was found to lie in ventral-medial prefrontal cortex and adjacent orbitofrontal cortex, which overlapped with regions found to respond to similar stimuli in previous intracranial ERP studies (Baudena et al., 1995) . The average of all distractor-evoked responses in these regions was close to 0, which ex-plained why no significant main effect response was detected. Analysis of responses to individual stimuli in sequence confirmed these results.
While these ER-fMRI results agreed in part with the results of previous ERP studies (Baudena et al., 1995) , a number of other regions also responded using ERPs (Baudena et al., 1995; Halgren et al., 1995a Halgren et al., ,b, 1998 that did not show significant responses in our previous fMRI studies (Clark et al., 2000 (Clark et al., , 2001 . These included dorsal-lateral and inferior-lateral prefrontal cortex, and much of the cingulate gyrus dorsal and posterior to the ventral-medial prefrontal cortex regions we identified previously. Given these ERP findings and our previous ER-fMRI results, it was hypothesized that some or all of these regions did in fact respond to distractor stimuli in our previous ER-fMRI studies, but that trialto-trial variability in response amplitude, related to systematic changes in fMRI responses across stimulus repetitions, reduced the level of statistical significance. As the linear trend regressor did not identify responses in these regions, it was hypothesized that other patterns of response variability may also be present.
One method available for modeling response variability employs orthogonal polynomials (Keppel, 1982) . Orthogonal polynomials have been used previously to model a variety of time-varying neurophysiological phenomena (Brown et al., 1983; Buchel et al., 1998a; Gaillard, 1987; Karayanidis et al., 2000; Kenemans et al., 1992; Rothenberg et al., 2000; Stauder et al., 1997) . This also includes ERP responses to a version of the oddball task (Woestenburg et al., 1983) . Orthogonal polynomials have been previously applied to block-design fMRI data to model signal change as a function of stimulus presentation speed (Buchel et al., 1998a) , and to model low-frequency confounds in fMRI data (Holmes et al., 1997) . However, we are unaware of any previously published studies where orthogonal polynomials have been applied to ER-fMRI data with the goal of modeling systematic changes in fMRI responses across stimulus repetitions.
Therefore, the present study was performed with four specific goals: (1) To replicate our previous findings of distractor-evoked activity in medial prefrontal cortex that correlates with a first-degree linear orthogonal polynomial (OP; Clark et al., 2000 Clark et al., , 2001 using new stimulus sequences in a different group of subjects. Negative Z-shimming was used to increase signal strength from inferior prefrontal brain regions (Constable and Spencer, 1999) in order to reduce the possible influence of inhomogeneity artifacts on the results. (2) To extend this method to include higher-order polynomials with the goal of increasing the range of response variability which could be modeled, which would lead in turn to the detection of a larger volume of significant stimulus-evoked activity in a wider range of brain regions. (3) To examine the hypothesis that ERfMRI responses to distractor stimuli do in fact occur in the same prefrontal brain regions previously observed using ERPs, but that these responses were obscured by response variability across trials. (4) To examine the pattern of stimulus-evoked activity in regions identified using OPR in order to generate hypotheses regarding the possible sources of variability, which could then be tested in subsequent studies. These goals were accomplished here. By using OPR, we were able to replicate our previous results, and to increase the sensitivity of multiple regression analysis for the detection of stimulus-evoked ER-fMRI activity. A larger volume of significant activity was found using multiple regression with orthogonal polynomials than using multiple regression with only main effect regressors (MER). These additional brain regions included those prefrontal and paralimbic regions previously observed using ERPs but not fMRI.
MATERIALS AND METHODS
Seventeen healthy right-handed subjects (10 women, mean age 24 years old) were tested using the visual oddball task. Multiple linear regression was used to identify regions of significant ER-fMRI responses to stimuli (Friston et al., 1995b) . Regressors were devised that modeled the expected pattern of hemodynamic responses to each stimulus type separately. Multiple regression was then used to examine the correlation of these multiple regressors with experimentally obtained data, by finding the linear addition of regressors that best fit the experimentally obtained data by reducing the remaining, unaccounted for variance using least-squares minimization. While this method is typically used for analyzing main effect responses to stimuli, it can also be used to model systematic changes in fMRI responses across stimulus repetitions based on orthogonal polynomials, as discussed below.
Paradigm
The order of experiments and stimulus sequences used was varied across subjects. Stimuli were frequent standard stimuli (82% of stimuli), rare distractor stimuli (9% of stimuli), and rare target stimuli (9% of stimuli) presented for 200 ms each, with an ISI varied randomly between 550 and 2050 ms (mean 1300 ms). An average of 120 stimuli were presented in each experimental run. The precise number of stimuli and probability of stimulus types were allowed to vary slightly across runs as a part of the stimulus randomization procedure described below.
Pseudo-random stimulus sequences were presented in a randomized, interleaved order. Each run began with a series of warning stimuli ("Ready," "Set," "Go"), that began coincident with the initiation of scanning and lasted a total of 8.6 s before the first trial. Letters were black on a white background, subtending 5°of visual angle, and were presented using virtual reality goggles designed for use in the MRI environment (Resonance Technologies, Los Angeles). The target and standard stimuli were two easily distinguished block letters (the letters X and T, respectively), which were repeated across trials. Subjects were instructed to make a speeded right thumb button press response to each presentation of the target letter. For two of the runs, each distractor letter was presented only once. For the third run, a single distractor letter was repeated throughout the run (the letter C), similar to the paradigm used in Clark et al. (2000) . Data were collapsed across conditions for the analyses presented here. The precise timing of each stimulus, EPI slice, and button press response were saved in a log file for later use in fMRI data analysis. This information assured that response variability did not result from inaccurate knowledge regarding the timing of stimulus presentations and data acquisition.
Stimulus Sequence Development
Methods of stimulus development and data analysis have been described previously (see Clark et al., 1998 Clark et al., , 2000 Clark et al., , 2001 . Briefly, many random stimulus sequences were generated. These sequences were devised to have approximately the same number of stimuli (120), probability of stimulus types (9% for each rare stimulus type) and average inter-stimulus interval (ISI; 1 s). Stimulus sequences were selected for use in this experiment that had low correlations of predicted hemodynamic responses to rare target, rare distractor, and frequent standard stimuli. In order to increase the likelihood of finding stimulus sequences that would generate the most orthogonal BOLD responses among the three stimulus types, these variables (mean ISI and precise number and proportions of stimuli) were allowed to vary within a small range across sequences. Approximately one million sequences were generated. For each sequence, the expected main effect neural responses to the three stimulus types were modeled as square waves with the same time course as the stimuli (on ϭ 1, off ϭ 0). The expected BOLD response was modeled by convolving these square waves with a Gaussian model of the hemodynamic response function using experimentally derived values (SD ϭ 1.8 s, delay ϭ 4.8 s, Maisog et al., 1995) . Those sequences with the lowest predicted correlation in BOLD response among the three stimulus types were used here
fMRI Procedures
Informed consent was obtained from the subjects after the nature of the experimental procedures was explained. A Siemens Vision 1.5 Tesla MRI system was used, with single-shot gradient echo, echoplanar imaging (EPI), (TE ϭ 40 ms, repetition time (TR) ϭ 2.15 s, FOV 25.6 mm, 20 axial slices, 6 mm thick, in-plane resolution 4 mm 2 ). The whole neocortex and dorsal cerebellum were imaged. Negative Z-shimming was used for all EPI runs to increase signal strength from orbitofrontal and inferior temporal cortex (Constable and Spencer, 1999) . High-resolution T1-weighted inversion-recovery MPRAGE images were acquired in the same orientation to obtain anatomical information.
Orthogonal Polynomials
OPR models response amplitude as a function of stimulus repetition number. The interaction between stimulus repetition and stimulus number is modeled following different linear combinations of main effect and polynomial basis functions. A polynomial is an algebraic expression having two or more terms (Keppel, 1982) . In the analysis presented here, polynomial terms are used to model relative changes in response amplitude across successive stimulus presentations, having the same time course as the stimulus presentation. These time series are then smoothed and lagged using an assumed hemodynamic response function (Maisog et al., 1995) , and the resulting waveforms used as regressors in multiple regression analysis. Examples of the orthogonal polynomial equations and the resulting smoothed and lagged regressor waveforms used for one stimulus sequence are shown in Fig. 1 .
The simplest polynomial is a straight line, which formed the basis of the analysis used in Clark et al. (2000) . As in this previous study, the present analysis modeled response amplitude as a function of stimulus repetition number. The formula for the linear term is given by Y ϭ a ϩ bx, where x is the ordinal number of each stimulus in turn (1 for the first stimulus of the type being modeled by the regressor, such as the first distractor stimulus, 2 for the second distractor stimulus, and so on). Higher-order polynomials are more complicated functions. A quadratic polynomial, otherwise known as a "U" function, is given by Y ϭ a ϩ bx ϩ cx 2 . Each higher-order function adds the next highest power term in order. The sets of coefficients are calculated in a series of steps. The values of a and b for the linear terms are selected so that the mean of all coefficients are equal to 0. The quadratic coefficients are selected such that they also sum to 0 and are orthogonal with the coefficients of the lower-order polynomials. The values obtained for each subsequent regressor are selected to meet these constraints, and this process is repeated for each subsequent polynomial until all OPs are computed for a specific stimulus type.
Orthogonality means that the when corresponding coefficients are multiplied between regressors and these products summed, the total is equal to 0. Orthogonal regressors can be used to model experimentally obtained data in an efficient way and their amplitudes are independent of each other under the null hypoth-esis. The consequence of this is that activity that is well correlated with one regressor cannot be modeled by any other orthogonal regressor, or combination of regressors. Orthogonality increases the efficiency of the analysis by increasing the range of time series that can be modeled by a limited set of regressors. In addition, orthogonality among regressors decreases the likelihood of false positives occurring through the interactions among regressors. The ability of the regressors to model the experimentally obtained data depends on factors such as the number and form of regressors used and the number of time points modeled.
Precise orthogonality is not required in multiple regression nor was it possible here for all regressors. A small degree of non-orthogonality was introduced by the stimulus randomization procedure, and by the resampling required to accommodate the temporal offset introduced by the use of sequential slice acquisition inherent in 2-D echoplanar imaging. The average cross correlation across all regressors used in this study was still quite low at 0.077 (SD ϭ 0.093). This small level of correlation did not greatly affect the results of this analysis as the mean shared variance among regressors was very small (0.077 2 or 0.006). Thus, the predicted responses to the three types of stimuli embedded in each sequence were essentially orthogonal.
Analyses
Spatial registration and normalization were performed using SPM99. After normalization, data were spatially smoothed to 1 cm 3 FWHM resolution by convolution with a Gaussian smoothing kernel. Individual voxels were selected for analysis that had a mean intensity that was at least 10% of the maximum intensity found across all voxels when averaged across all time points. Multiple regression was performed using the functional imaging data analysis platform (FIDAP). Multiple regression is a standard parametric statistical procedure based on the general linear model (Friston et al., 1995a,b) . Multiple regression derives a weighted sum of regressors designed to model the expected hemodynamic response to each stimulus type (in this case, target, distractor and standard stimuli), that together predict the hemodynamic response. Time series following the stimulus time course were modeled separately for each stimulus main effect using 1 for on and 0 for off. Orthogonal polynomial regressors were formed in the same manner as the main effect regressors, but instead of using 1 to indicate the presence of the stimulus, the appropriate values for that stimulus number and polynomial term were used instead, determined as described above. Thus, for the first linear term with 9 stimuli, the numbers Ϫ4, Ϫ3, Ϫ2, Ϫ1, 0, 1, 2, 3, and 4 were used to represent the relative magnitude of response amplitude to each stimulus in turn. This linear trend regressor modeled the response to each successive stimulus presented within one experimental run in a linearly graded fashion, from a maximum of one polarity for the first stimulus to a maximum in the opposite polarity for the last stimulus ( Fig.  1 ). Terms used for higher-order polynomials of one of the three sequences used here, with 9 targets and 9 distractors, are shown in Table 1 . Different values were used for the other two stimulus sequences used, which both had 12 targets and 12 distractors. This method generated a total of 6 regressors for each rare stimulus type (6 for distractor and 6 for target), composed of 1 main effect regressor and 5 orthogonal polynomial regressors, for each of the three sequences. These models of neural metabolic response were then used to model the expected hemodynamic response by convolution with a Gaussian model of the hemodynamic response function (delay ϭ 4.8 s, SD ϭ 1.8 s; Maisog et al., 1994) . Mean differences between runs and linear ramping effects within runs were removed using additional regressors, as illustrated in Fig. 1 .
The weighted sum of these regressors that best fit the experimentally obtained timecourse were com-
FIG. 1. Shows example of regressors used to analyze distractor
stimuli presented in one of the three stimulus sequences employed in this study. Vertical lines show time of occurrence of distractor stimuli, indicated at the top as S1 to S9. The two thin lines at top illustrate regressors modeling effects of no interest including mean run ("Run") and linear ramping ("Ramp"). The first regressor of interest modeled the main effect of stimulus presentation ("Main Effect"), followed by each orthogonal polynomial regressor from linear to quintic in order from top to bottom. The formula describing each polynomial is shown on the right of each regressor. Details regarding how the exact values were derived for each regressor, which may be found in Table 1 , are described in the text.
puted by the multiple regression algorithm by minimizing the squared differences between the model and the experimentally obtained data separately for each voxel. The weighting could take on positive or negative values. Negative values resulted in an "inverted" waveform relative to those shown in Fig. 1 . The denominator degrees of freedom were reduced for OPR compared with main effect analyses by the number of additional regressors used (a total of 10 additional regressors). The resulting magnitude of the F ratio and the denominator degrees of freedom for the effects of interest were adjusted for temporal overlap (Maisog et al., 1995) , and converted to a Z statistic. For the repetition time used here (2.15 s), the F and denominator degrees of freedom were both multiplied by a factor of 0.43 before converting to a Z score. Chi squared maps were obtained by squaring the Z score values and summing these individual squared Z score values together. The resulting degrees of freedom for the chi square statistic was equal to the number of individual squared Z scores summed. In order to compensate for false positives associated with multiple comparisons, a test of spatial contiguity was performed (using thresholds of P Ͻ 0.05) for identified regions of interest. Regions of interest comprised of contiguous voxels surpassing the statistical threshold were computed, and the number of voxels noted. The probability of identifying that number of contiguous voxels by chance given the size of the voxels and total imaging volume analyzed, the spatial smoothness of the data, and the voxel-wise statistical threshold was then computed using the theory of Gaussian random fields, and this secondary statistic used to identify significant regions (Friston et al., 1995a; Worsley, 1994) . The results of multiple regression using OPR was compared with analyses of the same data using only a single main effect regressor for each stimulus type (MER). Anatomical labels were then obtained for the regions of activation (ROA) using the Talairach Daemon (Lancaster et al., 2000) after transformation from MNI to Talairach coordinates using the method of Dr. M. Brett (available at ftp://ftp. mrc-cbu.cam.ac.uk/pub/imaging/MNI2tal/mni2tal.m).
RESULTS AND DISCUSSION
OPR was found to increase the volume of statistically significant response for both target and distractor stimuli. More importantly, distractor-evoked responses were found to correlate with the OP regressors but not the main effect regressors in a large volume of prefrontal and paralimbic brain regions, nearly doubling the total volume of significant activity observed.
Responses to rare distractor and target stimuli using only main effect regressors were similar to the results of our previous studies (Clark et al., 2000 (Clark et al., , 2001 and those of previous studies using similar paradigms Casey et al., 2001; Kiehl et al., 2001a,b; Kirino et al., 2000; Linden et al., 1999; McCarthy et al., 1997; Menon et al., 1997; Opitz et al., 1999; Stevens et al., 2000; Yoshiura et al., 1999) .
As shown in Fig. 2 and Table 2 , main effect responses to target stimuli (using only the target main effect regressor in MER) were found in a total of 362 cc of brain tissue. The largest regions of activity were found to lie bilaterally in cerebellum and inferior occipital cortex, inferior parietal lobules and inferior frontal gyri, and left precentral gyrus. The volume of voxels with a significant correlation with the main effect regressor for target stimuli was increased by 10% to 400 cc when orthogonal polynomial regressors were also included in the OPR analysis. This was true even in the presence of reduced degrees of freedom resulting from the use of additional regressors. These additional voxels were located adjacent to voxels identified using MER and within the same anatomical regions, as shown in Table 2 . Analyses of the relative location of significant voxels using OPR and MER (after Clark et al., 1996) revealed that 91% of these additional voxels fell within 1 voxel length of regions significant using MER. Voxels with significant main effect responses to target stimuli in both MER and OPR analyses were identified in a total of 348 cc of brain tissue. These overlapping regions were used to compute the centerof-mass in Talairach coordinates for Table 1 . Most vox- Note. This table shows the values used for modeling responses to stimuli for the main effect and orthogonal polynomial regressors for one of the three sequences used. Values shown were used to model relative response amplitude and polarity of stimulus-evoked responses for the nine rare stimuli presented in order, as shown in Fig. 1. 
FIG. 2.
Shows statistical results for responses to target stimuli using multiple regression with only main effect regressors on the left and a combination of main effect and orthogonal polynomial regressors on the right. Chi squared values from 17 subjects data are plotted onto a structural image obtained from one subject. Statistical data are plotted from P Ͻ 0.05 in red to P Ͻ 0.00001 and higher in yellow. The left of the subject is plotted onto the left of the image. Axial slices moving from more inferior to more superior locations are shown, with modified Talairach coordinates indicated to the left. Most regions with significant target-evoked activity identified using orthogonal polynomial regression were also observed when only main effect responses were tested for.
FIG. 3.
Shows statistical results for distractor stimuli, plotted as in Fig. 2 . A large volume of significant distractor-evoked activity was identified using orthogonal polynomial regression that was not observed when only main effect responses were tested for, including a large volume of prefrontal and paralimbic brain regions. els significant with MER were also significant with OPR, with additional voxels identified using OPR.
Using OPR, the linear (1st order) and quadratic (2nd order) OPR regressors identified activity in an additional 52 cc of brain tissue, 28 cc of which did not overlap with regions with significant main effects response in the same OPR analysis. The location of this additional activity was immediately adjacent to voxels already identified as having main effect responses to stimuli, and no additional anatomical regions of activity were identified using OPR. No significant correlations were found for the cubic (3rd order), quartic (4th order) or quintic (5th order) regressors for targets.
In comparison with target stimuli, a much greater benefit was derived using OPR for the identification of regions with distractor-evoked activity. Main effect responses to distractor stimuli using MER were observed in a total of 93 cc of tissue, as shown in Fig.  3 and Table 3 . This volume of main effect response was somewhat larger than found in our previous studies (Clark et al., 2000 (Clark et al., , 2001 , which may be related to the larger number of subjects and slightly different paradigm used here. These regions overlapped with regions that responded to target stimuli in occipital-temporal cortex and were immediately posterior to those that responded to target stimuli in parietal areas. As with the analysis of target-evoked activity, a larger number of voxels were found to be significantly correlated with the main effect regressor using OPR than using MER. However, this effect was much larger for distractor-evoked responses Note. This table shows anatomical data for target evoked activity within the left hemisphere. Activity found in subcortical and cerebellar regions is placed at the top of the table. Cortical regions ordered by center of mass in Talairach y axis location from posterior (upper rows) to anterior (lower rows) brain locations are shown below this. From left to right, columns indicate the identity of each anatomical regions found, the range of Brodmann areas found for that region, the volume and Talairach location of the center of mass of intersection between voxels significant using both MER and OPR analysis, the volume of main effect response for indicated regions shown using MER, the volume of main effect response for indicated regions shown using OPR, and the volume and Talairach location of regions significantly correlated with orthogonal polynomial regressors but not main effect regressors in OPR. Right most columns show volume of regions correlated with each OP regressor separately. than for target evoked responses, increasing the total volume of significant activity to 121 cc, or 30% in volume. The most significant region of main effect response using OPR was found in the left middle occipital gyrus, with a mean chi 2 value of 21.14 (df ϭ 3, P ϭ 9.85 ϫ 10 Ϫ5 ) and a peak chi 2 value of 42.93 (P ϭ 2.55 ϫ 10 Ϫ9 ). Regions significant only for main effects analysis with OPR fell within 1 voxel length of regions significant with MER in only 60% of voxels, as opposed to 91% for the same comparison with target stimuli. Eighty-three percent fell within 3 voxel lengths. As with target stimuli, most of this increased activity was found within anatomical regions already identified using main effect analysis. The left inferior parietal lobule was the only additional region found with a significant main effect response using OPR but not MER.
Responses to distractor stimuli were observed to correlate with the OP regressors in 136 cc of tissue. Of this, 120 cc of tissue did not also correlate with the main effect regressor for distractor stimuli using OPR, which nearly doubled the volume of tissue found to be significantly responsive to distractor stimuli overall.
Most of this additional activity was located in anterior brain regions, including prefrontal and paralimbic cortex and subcortically in the thalamus, caudate and lentiform nucleus. Significant correlations with the linear trend regressor were found in 20 cc of tissue, 6.4 cc of which fell within medial prefrontal cortex on the anterior cingulate, orbital and medial frontal gyri (peak chi 2 ϭ 17.63, P ϭ 5 ϫ 10 Ϫ4 ). These medial prefrontal regions overlapped with those identified to correlate with the linear trend regressor examined in our previous studies (Clark et al., 2000 (Clark et al., , 2001 , which used different stimulus sequences and different groups of subjects. This illustrates the replicability of this effect. This also shows that inhomogeneity artifacts often found in gradient echo, echo-planar imaging data did not cause this effect, as negative Z-shimming was used here to increase signal intensity in this region (Constable and Spencer, 1999) .
Additional prefrontal distractor-evoked activity was found to correlate with the linear trend regressor in the left middle frontal gyrus and bilateral dorsal frontal and medial frontal gyri. Distractor-evoked activity was correlated with the quadratic (2nd order) regressor in 86 cc of tissue, including a large portion of orbitofrontal cortex (peak chi 2 ϭ 24.22, P ϭ 2 ϫ 10 Ϫ5 ), and regions of occipital and parietal cortex that overlapped with regions correlated with the quadratic OP regressor for targets (compare Fig. 2 , 4th column, with Fig. 3, 4th  column) . This close anatomical correspondence between target and distractor stimuli suggests that this may be region-specific activity that is not stimulustype dependent.
Distractor-evoked activity correlated with the quintic (5th order) regressor in a total of 30 cc of tissue. The largest of these regions included bilateral inferior frontal gyri (peak chi 2 ϭ 17.63, P ϭ 5 ϫ 10 Ϫ4 ), right insula and precentral gyrus (peak chi 2 ϭ 25.86, P ϭ 1 ϫ 10 Ϫ5 ), left parahippocampal gyrus including amygdala and hippocampus (peak chi 2 ϭ 17.21, P ϭ 6 ϫ 10 Ϫ4 ), and bilateral middle frontal gyri (peak chi 2 ϭ 21.00, P ϭ 1 ϫ 10 Ϫ4 ) and inferior frontal gyri (peak chi 2 ϭ 29.33, P ϭ 1.91 ϫ 10 Ϫ6 ). No significant correlations were found for the cubic (3rd order) and quartic (4th order) regressors for distractor stimuli. The probability associated with the largest volume of significant activity found to be significantly correlated with the quintic regressor occurring by chance was 6.9 ϫ 10 Ϫ6 (using Friston et al., 1995a; Worsley, 1994 ) compared with 0.999 for both the cubic and quartic regressors. Thus, there was a marked difference in significance levels between them. Most (86%) of voxels with significant activity using OPR were correlated with only 1 of the 4 regressors with significant activity (including the 3 OP regressors and the main effect regressor). This suggests that the orthogonal polynomial regressors identified unique patterns of distractor-evoked activity.
Time Course of Significant Activity
The statistical results were verified by the inspection of time series obtained from selected voxels and ROA. These were examined for clues as to the nature of the variability being detected using OPR. One example time series obtained from the left middle frontal gyrus is shown in Fig. 4 . This region is one that has been observed to respond to distractor stimuli in ERP studies (Baudena et al., 1995) , but not with fMRI using similar stimuli (Clark et al., 2000 (Clark et al., , 2001 Kirino et al., 2000) . As can be seen, the main effect regressors did a relatively poor job of modeling the time course of activity in this region. The addition of all main effect and OP regressors together resulted in a model waveform that better approximated the experimentally obtained time series.
Inspection of this time series shows that responses to the first and last stimuli had a negative amplitude relative to prestimulus baseline. Decreases in BOLD response amplitude relative to baseline have also been observed in selective attention studies (Clark et al., 1996) , and might reflect shifts in cognitive strategy that employ different networks of brain regions. In this model of brain function, responses in this region are relatively suppressed when other networks are employed and then enhanced for stimuli when the cognitive operations performed in this region are required.
Most stimuli presented during the middle of the run produced large positive evoked responses. Successive stimuli presented close together in time produced a larger amplitude response than would be expected through linear addition of responses to individual stimuli alone. This enhancement was slightly more pronounced when successive stimuli were of a different type (that is, a target followed by a distractor or viceversa). This finding suggests that interactions among the neural or BOLD responses to single stimuli presented close together in time are present in this brain region, leading to a larger response than expected. Regions directly involved in working memory representations may increase their level of activity when challenged with a greater stimulus load. This agrees with previous findings of increased middle frontal gyrus activity associated with increased stimulus processing load (Callicott et al., 1999; Manoach et al., 1997) . Interestingly, this finding in dorsal-lateral prefrontal cortex (DLPFC) is in direct contrast to findings in inferior occipital-temporal cortex, which shows reduced activity with successive stimuli presented closely together in time (Huettel and McCarthy, 2000a,b) . This suggests that order and timing effects may differ substantially among brain regions, dependent upon the specific task requirements and cognitive processing supported by each region. In order to look at the average stimulus-evoked time course of response associated with each regressor, time series were obtained from 16 voxels (1.5 cc of tissue) that were the most highly correlated with each regressor in each of the three stimulus sequences. Stimulus time-locked averaging was performed to obtain the main effect response, and deconvolution was performed to obtain the linear, quadratic and quintic responses. The process of deconvolution for each orthogonal polynomial involved multiplying the response evoked by each stimulus in turn (from 2.15 s before stimulus onset to 12.9 s after stimulus onset) by the appropriate orthogonal polynomial term. As an example, in order to obtain the 1st order linear deconvolution associated with responses to the first distractor stimulus presented in the example sequence illustrated in Table 1 and Fig. 1 , the time series evoked by the first distractor stimulus was multiplied by Ϫ4, the response to the second stimulus by Ϫ3, and so on across the 9 stimuli. These separate scaled evoke response waveforms were then summed together, and the amplitude of this single summed waveform was then normalized by dividing each value by the total of the absolute values of the individual terms (20 in this example). This was then converted to a percentage of the average prestimulus amplitude in the main effect response. This was performed separately for the linear, quadratic and quintic terms for each significant voxel and averaged across voxels. In cases where the main effect evoked response was identical across trials, these deconvoluted OP waveforms were flat. The more closely the response variability across trials matched the pattern predicted by a specific polynomial, the larger the amplitude of the deconvoluted response.
Examination of these deconvoluted waveforms shows that prestimulus variability was very small, followed by stimulus-evoked activity starting coincident with the stimulus presentation time. This indicates that prestimulus noise was not a major factor in obtaining significant higher-order responses. The time series for voxels with significant main effect responses are show in Fig. 5a . These regions had an average response amplitude of just over 0.2%, with a negative linear response peaking at Ϫ0.1%. This negative linear response is evidence of decreasing response amplitude across stimulus repetitions, consistent with a habituation effect. Such habituation of BOLD response amplitude with repeated stimulus presentation has been observed in a number of previous studies (Carel et al., 2000; Condon et al., 1997; Karni et al., 1995; McCandliss et al., 2000; Rajah et al., 1998; Wright et al., 2001 ), although such habituation-like effects are not always demonstrated (Bandettini et al., 1997) .
Responses in regions with a significant linear, quadratic and quintic response are shown in Figs. 5b-5d . Except for the earlier response peak for the linear activity in Fig. 5b , the deconvoluted responses followed the time course of the main effect response fairly well, with a small prestimulus baseline, increasing to a peak at 4.3 s, and returning to baseline by the end of the epoch. This can be observed for the deconvoluted quintic response shown in Fig. 5d , which is smaller in amplitude but otherwise nearly identical to the main effect response shown in Fig. 5a . It can also be noted that the main effect responses are small or non-existent in these examples. This further demonstrates that regions with little or no main effect response to distractor stimuli can still show a robust higher-order response.
Advantages and Interpretation of OPR
The use of OPR resulted in the detection of a significantly greater volume of stimulus-evoked activity than main effects analysis alone. A larger volume of significant main effect responses to both target and distractor stimuli were seen using OPR. In addition, many regions with significant distractor-evoked activity were found to correlate with the OP regressors but not with the main effect regressors. The increased sensitivity to stimulus evoked activity occurred even in the presence of reduced degrees of freedom resulting from the use of additional regressors. The anatomical locations of this additional distractor-evoked activity was located in prefrontal and paralimbic regions that agree with those found in previous depth-recorded ERP studies using similar stimuli (Baudena et al., 1995; Halgren et al., 1995a,b; Halgren 1998) . Taken together, the present results show that significant response variability is present in ER-fMRI data, and that such variability can be detected using OPR.
These results also show that the variability being modeled by OPR is not present to the same degree for all stimuli, as only a few additional regions were observed to respond to target stimuli using OPR, which was well modeled using the main effect regressor alone. This stimulus specificity shows that the variability found for distractor-evoked activity is not simply the results of nonspecific machine or physiological noise, which would be expected to alter responses to all stimuli. Instead, it suggests that there may be something special about the cognitive processes evoked by distractor stimuli in frontal and paralimbic brain regions that lead to increased variability in neural activity. The finding of a larger benefit derived from using OPR for distractor-evoked activity in prefrontal brain regions than in other regions suggests that responses in prefrontal regions may be less stimulus-driven and more variable. This is a reasonable assumption given that prefrontal cortex receives inputs from many brain regions through a series of synaptic connections, each of which could potentially modify the strength of the evoked response. Since there is no behavioral response required for the distractor stimulus in the present task, and subjects made few false alarms to distractor stimuli, it is not possible to deduce variations in the subject's cognitive responses to distractor stimuli over time based on the behavioral data obtained here. Distractor stimulus processing may be more sensitive than target processing to cognitive variables that are known to change over time such as arousal, attention, learning, habituation and fatigue. Repeated presentation of distractor stimuli might lead to a direct change in one or more of these variables, or indirectly over time. Indeed, tasks similar to the one used here have been used to measure attentional processing, and have been found to be altered in disorders thought to alter attentional capabilities and in patients with prefrontal brain damage (Hermann and Knight, 2001; Polich, 1999) . Knight and Nakada (1998) and Halgren et al. (1998) have suggested that responses to novelty distractor stimuli involve an alerting or orienting response that engages prefrontal and cingulate attentional systems. This system could relate to a network postulated by Mesulam (1981) to be involved in directed attention. The identification of regions with varying patterns of response will prove useful for interpreting the role of these regions in changes in attention and stimulus processing over time.
An additional explanation for the increased statistical power associated with the use of OPR may be related to the reduction of error variance, as illustrated in Fig. 6a . Maps of the voxel-wise summed squared error terms were compared between MER and OPR. The difference between error term values was computed and divided by their mean, then converted to a percentage. A reduction of up to 66% in the magnitude of the error term was obtained using OPR compared with MER, with a reduction of at least 25% found across most brain regions. A portion of this error appears to result from a habituation-like effect, modeled by the linear trend regressor as shown in Fig. 5a , as well as other forms of variability modeled by the other OP terms. This magnitude of error reduction due to better data modeling sufficiently compensated for the loss of degrees of freedom and resulted in increased statistical power. When main effect regressors were used alone, the portion of variance correlated with the OP regressors was instead included in the error term. This increased the magnitude of the effect size required to achieve the same level of statistical significance. When OPR was used, this variance was removed from the error term, thus increasing significance overall.
A related issue is whether any benefit is derived from including regressors that do not show a significant correlation with stimulus-evoked activity. These reduce the available degrees of freedom, and offer no direct benefit for the direct detection of stimulusevoked activity. The error term obtained using all 10 of the OP regressors was compared to that using only the 5 regressors with significant responses. As shown in Fig. 6b , the inclusion of non-significant regressors provided a substantial reduction in error magnitude, of up to 33%. Thus, these regressors provide an indirect benefit for the detection of activity correlated with other regressors by modeling response variability, even though they are not correlated above chance.
These results demonstrate the presence of stimulusevoked response variability. Effects of variations in stimulus sequences and intertrial intervals between stimuli, changes in subject performance and attention over time, as well as methods of data collection and analysis might all influence the apparent amplitude of stimulus evoked responses. In our previous study (Clark et al., 2000) , we hypothesized that the distractor-evoked linear trend response in ventral-medial prefrontal cortex might result from the habituation of a subset of neurons involved in the response, or a gradual change in the cognitive response to distractor stimuli with learning across repetitions. Previous studies have found significant quadratic or "U" shaped responses in behavioral data. One example of an inverted U effect is the greater accuracy in recalling the first and last items of a previously learned list, referred to as the primacy and recency effects, respectively. A few studies have identified quadratic response patterns in fMRI data (Buchel et al., 1998b; Callicott et al., 1999; Miall et al., 2001) , although none of these used stimulus repetition as a dependent variable as we did here.
FIG. 6.
Shows the relative decrease in error when orthogonal polynomial regression is used. (A) The difference in summed squared error between multiple regression analysis using main effect regressors alone minus multiple regression using combination of main effect and orthogonal polynomial regressors was computed and divided by the mean of these values, then converted to a percentage. A reduction of up to 66% in the error term was obtained. (B) Increased error magnitude when multiple regression was performed using the 5 orthogonal polynomial regressors with significant effects (as illustrated in Figs. 2 and 3 ) and the two main effect regressors, compared with multiple regression including all main effect and orthogonal polynomial regressors. A significant reduction in error magnitude was observed when all regressors were used, even in the absence of significant effects for some regressors.
While the linear and quadratic regressors found much of the distractor-evoked activity obtained using OPR, the 5th order (quintic) regressor identified additional activity in many of the prefrontal regions found using ERPs, such as inferior-lateral prefrontal, dorsallateral prefrontal and hippocampal areas. While the use of the quintic regressor provides an advantage for signal detection, these results are more difficult to explain theoretically compared with the linear and quadratic polynomials, as discussed above. Neurons can form networks with complicated connectivity, that have been successfully modeled using nonlinear equations in neural network modeling (Siegel and Read, 2001 ). Blood flow through vascular networks can also be successfully modeled using nonlinear formulas (Mehlsen, 2000) . Given that the BOLD fMRI signal is a function of neural metabolic activity and blood flow, the presence of complex patterns in fMRI data is not so surprising, even when the cause of this pattern of variability is not well understood. Inspection of voxel time courses suggests that one possible cause of this variability is the increase of responses to target and distractor stimuli presented sequentially and close together in time. As this response variability arises from an interaction among stimulus types, then the responses may not always vary as a quintic polynomial. The exact variability depends on the temporal arrangement of the different stimuli. Nevertheless, higher order polynomials allow more flexibility in fitting this variability and may therefore detect regions of activation that more restrictive analysis methods would miss. Thus, higher-order orthogonal polynomials are able to detect response variability because of the greater freedom they provide for modeling stimulusevoked activity.
One benefit of the use of multiple stimulus repetitions in event-related experimental designs is that they allow one to study variability in stimulus-evoked activity. In cases where the form of the relationship between experimental parameters and hemodynamic responses varies across stimulus presentations, the use of only main effect in statistical modelling results in the inaccurate and incomplete modelling of the data. Methods that can account for response variability lead to a better characterization of response effects, as shown here. Other functions are available besides the orthogonal polynomials, such as wavelets or Fourier series, which could also be used to model response variability. Another alternative would be to model responses to each individual stimulus separately. However, substantial amounts of data might have to be collected to reach statistical significance. Data-driven methods such as ICA (Calhoun et al., 2001) , which derive orthogonal basis sets from the data itself, might also be used to document and characterize response variability in ER-fMRI data. The advantage of OPR over these other methods is that it can model a broad range of repetition-dependent variability in response amplitude with only a few additional regressors, and the pattern can be different for each voxel. In the present case, most of the benefit is derived from the use of the linear and quadratic regressors, for which relatively simple hypotheses can be derived to explain responses that correlate with these polynomials. Such simple hypotheses might be more difficult to generate if wavelets, Fourier series or ICA were used to model response variability.
Previous Studies of Response Variability
To our knowledge, no other studies besides Buchel et al. (1998b) and our own (Clark et al., 2000 (Clark et al., , 2001 have identified trial-to-trial response variability in ER-fMRI data that involved the reversal of response polarity over time. Buchel et al. (1998b) performed an aversive conditioning paradigm where a face was paired with an aversive tone. Once subjects learned this association, the aversive tone was then no longer paired with the face, and extinction of the learned association between them occurred. This extinction of the conditioned response was correlated with a change in the response polarity of the amygdala to the previously paired face, from positive to negative. This was modeled in a manner similar to the linear trend of response amplitude by time used here.
The present results suggest that BOLD ER-fMRI responses may be more variable than ERPs using similar experimental tasks. This is inferred from the finding of main effect responses to stimuli using ERPs in regions where only OPR is able to detect responses using ER-fMRI (Halgren et al., 1998) . However, very little previous research has been performed to document response variability in either ERP or ER-fMRI data, nor to compare them for the identical tasks. The earliest visual ERP component (termed the Cl) has been found to reverse polarity in retinotopic mapping studies when the anatomical location of component generation moves across the fundus of the calcarine fissure, thus changing the orientation of the neural generator . Outside of sensory mapping studies such as this, there are few studies that have examined ERP data for variations in polarity of individual components. A large habituation effect has been described for the P3a component evoked by distractor stimuli in the novelty oddball task, which reduces to approximately 50% of its peak amplitude after a few stimulus repetitions (Knight, 1984) , which may be associated with some portion of the linear trend effect we observe using ER-fMRI.
Orthogonal polynomials have been used previously to analyze single-trial ERP data with a similar goal to the present study, that of identifying responses to stimuli that vary with repetition (Woestung et al., 1983) . This study found that the use of linear orthogonal polynomials to model habituation effects increased the significance of ERP analyses compared to when only main effects were tested for. Makeig and collaborators (Makeig and Jung, 1996; Makeig et al., 2000) have examined variations in ERP amplitude and variations in the frequency spectrum of the electroencephalogram (EEG) in drowsy subjects. They found repeated cycles of variation in EEG frequency spectra that correlated with lapses of attention and associated poor behavioral performance. These cycles lasted from seconds to minutes. These and other studies illustrate that response variability can be found in a variety of neuroimaging data.
CONCLUSIONS
The main goal of this study was to employ orthogonal polynomials to examine the hypothesis that variability in ER-fMRI response amplitude with repeated stimulus presentation reduces detection sensitivity when only main effects responses are tested for, resulting in disagreement between ER-fMRI and ERP data. A secondary goal was to obtain information useful for generating inferences regarding the cause of this variability. These goals were accomplished in a number of ways. First, the data shown here illustrate that significant variability in response amplitude and polarity are indeed present in ER-fMRI data using the oddball task. Distractor-evoked activity was found to have a significant correlation with the linear trend regressor in prefrontal regions, which agrees with our previous results using a linear trend regressor (Clark et al., 2000 (Clark et al., , 2001 , and shows that this effect can be replicated using both different stimulus sequences and different subjects. Second, additional stimulus-evoked activity was found in OPR using 2nd to 5th order polynomials, showing that other patterns of response variability are also present besides those that can be modeled using a 1st order polynomial. Third, the prefrontal and paralimbic regions found using OPR (but not MER) overlapped with those observed using ERPs (Baudena et al., 1995; Halgren et al., 1995a Halgren et al., ,b, 1998 . This shows that ER-fMRI is able to detect stimulusevoked activity in the same anatomical regions as found using ERPs when the appropriate methods of ER-fMRI analysis are used.
The finding of significant variability in ER-fMRI data suggests that ER-fMRI may be highly sensitive to changes in stimulus processing over time. While some portion of this variability may result from simple physiological or machine noise, the contributions of subject and stimulus factors that vary over time may be present in this data. The examination of response variability in regions that were significantly correlated with the OP regressors suggested that this variability could result from variations in subjects' levels of arousal, attention, learning, and habituation, and to variations in stimulus order and rate of presentation. Further experimentation will be needed in order to test these hypotheses. Baudena et al. (1995) reported widely distributed distractor-evoked activity in prefrontal brain regions, but little evidence for focal regions of response. This lack of a definite anatomical location for ERP generation, when combined with the apparent lack of an equivalent fMRI response in these regions, called into question the involvement of these anatomical areas in distractor stimulus processing. The present results confirm the involvement of prefrontal cortex in distractor stimulus processing. Without these prior ERP data, it would have been more parsimonious to conclude that there was no ER-fMRI response evoked in these brain regions. However, given the apparent discrepancy between ERPs and ER-fMRI, it was necessary to reconcile these data by the use of orthogonal polynomials up to the 5th order, as the use of only main effect and lower-order orthogonal polynomials could not reconcile this difference. Having established that ER-fMRI data does reflect distractor-evoked activity in the same prefrontal brain regions as found using ERPs, other sets of orthogonal basis functions, such as wavelets, Fourier series or ICA, can be compared for their relative merits and sensitivity in detecting this same activity.
In general, the present results show that BOLD response variability can obscure a significant proportion of stimulus-evoked ER-fMRI activity. Such response variability may eventually be found to be ubiquitous in fMRI studies, and perhaps in other neuroimaging modalities as well. Methods designed to model response variability, such as OPR, will provide increased sensitivity for the detection of stimulus-evoked activity, resulting in better correspondence among neuroimaging methods. Such correspondence increases the combined value of different imaging modalities for elucidating the anatomical and temporal aspects of the neural activity that support cognition in the human brain.
