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A fully implicit numerical approach based on the space-time finite element method is implemented
for the semilinear wave equation in 1(space) + 1(time) dimensions to explore critical collapse and
search for self-similar solutions. Previous work studied this behavior by exploring the threshold of
singularity formation using time marching finite difference techniques while this work introduces
an adaptive time parallel numerical method to the problem. The semilinear wave equation with
a p = 7 term is examined in spherical symmetry. The impact of mesh refinement and the time
additive Schwarz preconditioner in conjunction with Krylov Subspace Methods are examined.
I. INTRODUCTION
Adaptive space-time finite element method (FEM)
approaches for solving systems of nonlinear equations
present numerous numerical challenges while also en-
abling more asynchronous operation and the extraction
of more parallelism when utilizing high performance com-
puting resources. For certain formulations of partial
differential equations (PDE), time-parallel precondition-
ers may also be successfully applied in space-time fi-
nite element simulations with substantial improvements
in scalability. A space-time FEM increases concurrency
on distributed memory machines by permitting time-
decomposition in addition to spatial-decomposition. This
paper applies a space-time FEM previously introduced [1]
to the semilinear wave equation with nonlinear term
p = 7. The semilinear wave equation with p = 7 has
been shown critical behavior near singularity formation
similar to that found in black hole critical behavior [2–4]
making it a good test problem for exploring this space-
time FEM. Because of the many length and time scales
involved in solving the semilinear wave equation, this also
presents an opportunity to examine space-time finite ele-
ments with a nonuniform space-time mesh as opposed to
more conventional adaptive mesh refinement techniques.
In addition to the parallel computing benefits result-
ing from increased concurrency, space-time finite element
approaches have other advantages for numerical simu-
lations. The space-time FEM explored here is a fully-
implicit method, and it can use time-varying computa-
tional domains, higher order approaches, and unstruc-
tured meshes. It has been extended for 2+1 and 3+1
dimensions with efficiency and accuracy [1]. The major
disadvantage of the approach is the significant memory
overhead requirement that the entire space-time problem
must now fit in memory all at once. However, time par-
allel approaches with non-uniform meshes have not been
generally used in the scientific computing community in
the past and the increased concurrency benefits may out-
weigh the significant memory overhead challenges and
other barriers to implementation.
The semilinear wave equation is a physically interest-
ing system to investigate because of the emergence of sin-
gularities from smooth initial data in finite time. Remi-
niscent of critical behavior in black hole formation discov-
ered by Choptuik [5], the semilinear wave equation pro-
vides a laboratory in which to investigate the transition
regions between singularity formation and search for crit-
ical behavior in a much simpler system than the Einstein
equations. A number of past studies have done precisely
this [6–12] while using time-marching, finite-difference
based methods. Adaptive, high resolution methods are
needed in general in order to properly resolve the transi-
tion region and find self-similar solutions.
The paper is organized as follows: in Section 2, the
work related to this is presented; in Section 3, a back-
ground on the semilinear wave equation is provided; in
Section 4, the numerical approach is provided, includ-
ing the 1+1 space-time finite element discretization, a
time parallelizable preconditioner based on the additive
Schwarz method, the boundary conditions, and mesh re-
finement; Section 5 presents results while Section 6 con-
tains the conclusions.
II. RELATED WORK
The threshold of singularity formation in the semilin-
ear wave equation for different values of p was explored
in depth by Liebling [2] using conventional finite differ-
ence techniques and Crank-Nicolson integration. The
existence of self-similar solutions and singularity forma-
tions in the semilinear wave equation with a focusing
nonlinearity was examined in [3, 4]. The space-time fi-
nite element method used for this work was introduced
in [1] where the space-time approach is implemented
along with time decomposition methods for a nonhomo-
geneous wave equation. Similarly, [13] implements the
Klein-Gordon equation in 1(space)+1(time) dimensions
also based on the numerical method in [1]. [14] presents
continuous finite elements in time and space simulta-
neously to solve the wave equation. While Continuous
Galerkin approaches with space-time FEM can be found
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2in several engineering examples, including [15–19], they
have not yet been applied to the semilinear wave equation
and investigating critical behavior apart from this work.
Some efforts at discontinuous Garlerkin space-time finite
element approaches have also been investigated [20, 21]
though outside the context of critical behavior.
The semilinear wave equation has been studied in sev-
eral ways. [22] used a finite difference discretization
and a shooting method as a solving technique. [23] ex-
plored the semilinear equations in spherical symmetric
AdS space to show nonlinear collapse. [24] focuses on
variational solutions of the semilinear wave equation with
space-time fractional Brownian noise. [25] presents the
proof of a standard second order finite difference uniform
space discretization of the semilinear wave equation with
periodic boundary conditions. In general, the semilinear
wave equation has proven to be a useful model for ex-
ploring the robustness of a numerical method in many
past studies.
III. MODEL PROBLEM
A. The Semilinear Wave Equation
(
1
c2
∂2
∂t2
−∇2 + m
2c2
~2
)
Ψ(x, t) = Ψp(x, t) (1)
The semilinear wave equation is given in Eqn 1. The
nonlinear term, Ψp(x, t), determines the singularity for-
mation behavior. To preserve the symmetry(Ψ → −Ψ),
odd powers of p are used; previous work has examined the
cases with p = 3, 5, 7 [2]. The semilinear wave equation
represents one of the simplest nonlinear generalizations
the wave equation, and it shows interesting behavior at
the threshold of singularity formation. For the p = 3
case, the threshold could not be found while for the p = 5
case, a critical solution is observed, and self-similar so-
lutions appear roughly, but there is no non-trivial self-
similar solution. Instead, the solutions approach scale
evolving to static solutions. For the p = 7 case, a critical
solution is found which approaches the self-similar solu-
tion in spherical symmetry. Consequently the p = 7 case
is selected for further investigation using the space-time
finite element method.
Reference [4] shows the existence of self-similar solu-
tions of the semilinear wave equation. According to [3],
self-similar solutions can be found using time scale trans-
formations:
Ψ(r, t) = (T − t)−ξU(ρ) (2)
where
ξ =
2
p− 1 ρ =
r
T − t (3)
where p is the nonlinear power term of this equation, and
T is a certain collapse time. As shown in [3], self-similar
solution can be obtained by rewriting the semilinear wave
equation. Substituting Eqn. 2 into Eqn. 5, the ordinary
differential equation shown in Eqn. 4 for finding the self-
similar solution results.
(1− ρ2)U ′′(ρ) +
(
2
ρ
− (2 + 2α)ρ
)
U ′(ρ)− α(α+ 2)U(ρ) + Up(ρ) = 0 (4)
Reference [3] solves Eqn. 4 using the shooting tech-
nique. Applying this technique, Bizo´n and Maison
proved the existence for a countable set of parameters
which determine explicit self-similar solution Un(ρ). This
allows the numerical results presented here to be com-
pared with solutions U1(ρ) provided from the previous
study [3] for the p = 7 case with the same time scale
transformations given in Eqn. 3.
IV. NUMERICAL APPROACHES
A. Space-Time Finite Element Method
A space-time finite element method using continuous
approximation functions in both space and time is used to
explore numerical singularity formation. The discretiza-
tion of the semilinear wave equation in this paper is an
extension of the discretization of the nonhomogeneous
wave equation presented in [1].
The semilinear wave equation with natural units in
1+1 dimensions is re-written in Eqn. 5:
∂2Ψ
∂t2
− ∂
2Ψ
∂x2
+ Ψ = Ψ7 (5)
Space and time are discretized together for the entire
domain using a finite element space which does not dis-
criminate between space and time basis functions. Itera-
tive solution methods in conjunction with a time decom-
position preconditioner are employed for the solution. In-
troducing two new variables, u = Ψ and v = ∂Ψ∂t , the
system is re-written into first-order in time form, Eqn. 6:
3− ∂
2u
∂x2
+
∂v
∂t
+ u = u7
−∂u
∂t
+ v = 0 (6)
The finite element space is the space of piecewise poly-
nomial functions φ : Ω× (0, T ]→ R.
In spherical symmetry, this equation is re-written with
respect to one spherical coordinate, given in Eqns. 7–8.
∂2Ψ
∂t2
− 1
r2
∂
∂r
(
r2
∂Ψ
∂r
)
+ Ψ = Ψ7 (7)
∂2Ψ
∂t2
− ∂
2Ψ
∂r2
− 2
r
∂Ψ
∂r
+ Ψ = Ψ7 (8)
Applying the auxiliary variables u = Ψ and v = ∂Ψ∂t to
the system results in Eqns. 9–10.
− ∂
2u
∂r2
− 2
r
∂u
∂r
+
∂v
∂t
+ u = u7 (9)
−∂u
∂t
+ v = 0 (10)
The weak form of these equations is shown in Eqns. 11–
12:
K(u, v, φ) =
∫
Ω
(
−∂u
∂r
∂φ
∂r
− 2
r
∂u
∂r
φ+
∂v
∂t
φ+ uφ− u7φ
)
ds = 0 (11)
G(u, v, φ) =
∫
Ω
(
−∂u
∂t
φ+ vφ
)
ds = 0 (12)
For discretization, a single square element with rectan-
gular basis functions is considered. The element stiffness
matrix is used to assemble the stiffness matrix for the
entire domain. In the event there is no mesh refinement,
all the elements in the square of Ω are the same size and
Aj can be utilized for all elements by only having to ad-
just for the orientation of the square. In mesh refinement
case, the element matrices Aj are assembled with respect
to different basis functions within the different mesh re-
fined regions.
The basis functions are determined explicitly at the
nodes: [1, 13]
φA =
1
h2
xt− 1
h
x− 1
h
t+ 1 (13)
φB = − 1
h2
xt+
1
h
x (14)
φC =
1
h2
xt (15)
φD = − 1
h2
xt+
1
h
t (16)
Using those basis functions the element stiffness matrix,
Aj , is assembled. The element stiffness matrix for this
singular element is represented as:
Aj =
 aj(φA, φA) aj(φA, φB) aj(φA, φC) aj(φA, φD)aj(φB , φA) aj(φB , φB) aj(φB , φC) aj(φB , φD)aj(φC , φA) aj(φC , φB) aj(φC , φC) aj(φC , φD)
aj(φD, φA) aj(φD, φB) aj(φD, φC) aj(φD, φD)

where each element of the matrix Aj (aj(φα, φβ), and
α, β = A,B,C,D) can be calculated by integration of
the weak form in Eqns. 11–12.
The stiffness matrix A is an N × N matrix, where N
is the total number of nodes in the domain. In the unit
square example, N = W 2 where W is the number of
collocation points in the mesh.
The stiffness matrix A is defined as:
A =

a(φ1, φ1) · · · a(φ1, φW 2)
...
. . .
...
a(φW 2 , φ1) · · · a(φW 2 , φW 2)
 (17)
The stiffness matrix component in row i and column
k as aik. The stiffness matrix component in row i and
column k, aik = a(φi, φk) can be calculated by adding
the effects of all the square elements:
aik =
∑
Tj∈Ω
aj(φi, φk).
Newton’s method is used as a nonlinear solver. The
Jacobian matrix is constructed with the finite element
space.
Then, a linear system of equations Ax = b is con-
structed. Because of the large size of the discretized
problems, iterative numerical methods based on Krylov
subspace (KSP) methods are used. A proper precondi-
tioner is also needed to help convergence and increase the
speed of convergence. The additive Schwarz precondi-
tioner (ASM) [26–28] is employed for the numerical sim-
ulation. Applying the ASM to space-time finite elements
using a time decomposition method is an important as-
pect of the solution of the space-time FEM approach used
here.
4B. Additive Schwarz Method
Domain Decomposition methods (DD) solve a bound-
ary value problem by splitting it into smaller boundary
value problems on subdomains and iterating to coordi-
nate the solution between adjacent subdomains. The
problems in the subdomains are independent, which
makes domain decomposition methods suitable for par-
allel computing. Domain decomposition methods are
typically used as preconditioners for Krylov space iter-
ative methods, such as the conjugate gradient method
or GMRES. Domain decomposition methods show large
potential for a parallelization of finite element methods
in general, and serve as a basis for distributed, parallel
computations.
The time decomposition methods in this paper are a
variant of the time additive Schwarz method (ASM). For
a domain Ω = ∪iΩi, the ASM can be written as Eqn. 18:
xn+1 = xn +
∑
i
Bi(f −Axn) (18)
where x is the solution vector of the linear system Ax = b,
A is the matrix representation of the system. And, let
Ri is the restriction to Ωi and let AΩi = RiAR
T
i which
is restricted operator for the interior grid points in Ωi.
Then, Bi = R
T
i A
−1
Ωi
Ri. The additive Schwarz method
may also be viewed as a generalization of block Jacobi
methods [26–28].
C. Boundary Condition
FIG. 1: The general scheme of the domain with mesh
refinement. Robin boundary conditions are applied at
r = 0 and r = r′. Several combinations of the two pa-
rameters, α and β, are explored for use at the different
boundaries.
In this problem, the semilinear wave equation is solved
in spherical symmetry, resulting in a switch to spheri-
cal coordinates as well as a difficulty with the r = 0
boundary. The Robin boundary condition is used for the
boundaries with parameters α for the r = 0 boundary
and β for the outer boundary:
u+ α
∂u
∂n
= 0 u+ β
∂u
∂n
= 0 (19)
Figure 1 shows the general scheme of this problem. The
appropriate values of α and β are found empirically.
D. Mesh Refinement
An advantage of using space-time FEM is the ability
to simulate the system in a non-uniform mesh. Mesh
refinement is used in order to improve computational ef-
ficiency. Figure 1 shows the strategy of mesh refinement
employed here. Mesh refinement adds resolution to the
mesh when and when it is needed. As solution behavior
near r = 0 shows the largest gradients and error, that
region is discretized using a finer mesh than in other re-
gions.
V. NUMERICAL RESULTS
A. Critical behavior
PETSc [29] is used for implementing the time-additive
Schwarz precondtioner and for using GMRES. After per-
forming a large number of simulations exploring criti-
cal behavior, the results are compared with previous re-
search [2–4]. The existence of self-similar solutions in
those results are also explored.
A Gaussian pulse is used for initial data
Ψ(r, t)ini = Ae
−(r−R)2 (20)
where A is the amplitude, and R is the initial radius of
the pulse. We observe critical behavior with A = 0.1720
as an initial amplitude value, α = 0.01 and β = −100
for Robin boundary values, and R = 8 for an initial data
radius.
The critical evolution describes that evolving smooth
initial data within finite time. Types of evolution shown
by the results of the semilinear wave equation show evo-
lution of smooth initial data which can results in a sin-
gularity.
Figure 2 shows value of the Ψ plotted as a function
of time. For specific tests, amplitude ranges are selected
near A = 0.1720, and three families are created for a
heuristic test. Solutions of F1 and F2 disperse before the
collapse time, and the properties of the results are very
similar. However, solutions of F3 show different proper-
ties. A = 0.1680 also does not show a critical evolution,
but A = 0.1720 presents a critical evolution near r = 0.
The results indicate that the solutions of the semilin-
ear wave equation with p = 7 case disperse for some
initial data and blow up for some other initial data even
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FIG. 2: Solution plots for time domain with different
initial amplitude values A. Three different amplitude
value families are created, defined as: F1 = 0.1540 and
0.1580, F2 = 0.1600 and 0.1640, and F3 = 0.1680 and
0.1720. Each family has a small difference in amplitude
values (at the 3 significant digits). In order to investi-
gate the effects of initial data for the singularity forma-
tions, the value of Ψ is plotted until the wave reaches
the collapse time of T ' 8 around the r = 0 region
(r ' 10−3). The initial Gaussian pulse is the same as
the equation (20) for the different families of initial am-
plitude values A.
though those initial data are not very different. The de-
termination of the threshold of singularity formation and
the corresponding dynamics is a great interest for future
studies.
For more specific views near critical behavior, Figure 3
shows two near critical evolutions which occur near the
collapse time T ' 8. The supercritical solution (blue dot-
ted) and subcritical solution (green solid) for the p = 7
case can be observed to change with the initial amplitude
values.
Figure 4 shows energy loss between initial time and
critical evolution time. Ideally, the energy loss (|∆E(t)|)
should be zero. A convergence study to test this was
undertaken where the same initial conditions were used
but with different resolutions. The self convergence test
is (‖∆Eh/4−∆Eh/2‖2)/(‖∆Eh/2−∆Eh‖2) = 4.133 which
indicates second order convergence.
B. Self-Similarity
Self-similar solutions are often found at the threshold
of critical behavior. We consider Eqn. 4 inside the criti-
cal behvior region (t = T, r = 0), that is in the interval
8.587.576.565.554.54
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FIG. 3: Plots of the near critical evolution region r = 0.
Simulations are performed using the same initial data
as in the previous Figure 2 but with slightly different
initial amplitude values. The maximum of the Ψ field
is plotted versus time. The green solid line shows a
slightly subcritical evolution, and the blue dotted line
shows a slightly supercritical evolution that is close to
critical evolution. In this study, critical collapse occurs
at T ' 8.
0 ≤ ρ ≤ 1. The test problem is the p = 7 case, and
paper [3] shows solutions of the ODE by the shooting
technique. Applying this technique, Bizo´n and Maison
proved the existence for a countable set of parameters
bn(n = 0, 1, ...) which determine explicit self-similar so-
lution Un(ρ) for p = 3 and all odd p ≥ 7. Therefore,
our numerical results can be compared with ODE solu-
tions U1(ρ) from the previous study [3] for the p = 7 case
within the same time scale transformations in Figure 5.
Figure 5 shows the compared results with a solu-
tion of the ODE. Four different solutions transformed
using Eqn. 2 are shown. The different time scaled
transformation solutions coincide showing self-similarity.
The time scale transformed solutions coincide with the
−U1(ln ρ), and this indicates that the solutions present
self-similarity.
C. Performance Tests
Results from simulations using the space-time FEM
both with and without time decomposition are presented
in this section. A self-similar solution resulting from the
space-time FEM simulations using mesh refinement is
also presented. Performance results were found using a
cluster of Intel Xeon E5-2690 2.90 Ghz processors.
In Tables I and II, comparisons of performance and fi-
6FIG. 4: Enery loss plots for the p = 7 case based on
different resolutions. The h is a space resolution which
can be obtained by dividing the physical domain size
by the number of meshes, or 15/2000 = 0.003. The
energy loss (∆E(t) ≡ E(t) − E(t0)) is plotted un-
til the initial data reaches the critical evolution time
tc = T ' 8. As the resolution increases, energy
loss decreases. The results of the convergence test is
(‖∆Eh/4 − ∆Eh/2‖2)/(‖∆Eh/2 − ∆Eh‖2) = 4.133.
This result indicates that the order of energy loss self
convergence is second order.
Numerical Methods Execution time
Finite Difference Method 5.2× 103sec
FEM with uniform mesh 5.0× 103sec
FEM with mesh refinement 3.9× 103sec
TABLE I: Execution time measured for different nu-
merical methods employed to solve the semilinear wave
equation: the finite difference method, the space-time
FEM with a uniform mesh, and the space-time FEM
with mesh refinement. The same initial conditions as in
Figure 5 are applied to the tests.
nal solution value when solving the semilinear wave equa-
tion using finite difference, space-time finite element with
uniform mesh, and space-time finite element with mesh
refinement methods are presented. The time precondi-
tioner was not applied in Tables I and II in order to
provide a control case against which to compare the ef-
fectiveness of the preconditioner.
Table I compares the results from different numerical
method simulations. The resolutions (h = 15/5000 =
0.003) are determined near the r = 0 region. For testing
−10 −8 −6 −4 −2 0
−1
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2
3
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6
ln r − ln(T−t)
(T
−t)
1/
3  
Ψ
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−U1(ln ρ)
FIG. 5: Determination of a self-similar solution. The
same initial data values as illustrated above (R=8,
A=0.1720 with Robin boundary values: α = 0.01,
β = −100) are chosen for the tests. The collapse time
is T ' 8. Different time scale transformations are per-
formed that based on that information. Define T − t = 
as a small parameter for time differences where T is
the collapse time for this system. The simulations are
performed with  = 0.005, 0.01, 0.02, and 0.03. This fig-
ure also shows the compared results with a solution of
the ordinary differential equation (23). The black solid
line is the explicit self-similar solution U1(ρ) from the
reference [3]. The log scale transformation for U1(ρ) is
applied to obtain the compared results. The graphs
show the results −U1(ln ρ) with the numerical data
time scale transformed based on T − t = 
the impact of performance, a high resolution, h/4 is cho-
sen as a test case. The execution time of the finite differ-
ence method (FDM) is slightly slower than the uniform
FEM. Results of the FEM with mesh refinement reach
the desired residual, and it is faster than the other two
methods. These results suggest a benefit in numerical ef-
ficiency by using space-time FEM with mesh refinement.
Table II shows the compared solution values of FDM
and FEM, and indicates that the solutions of FDM and
FEM are extremely close. The average value of the self-
convergence factor for the FEM is 4.712, indicating sec-
ond order convergence.
Table III compares the results from the uniform mesh
with the results from the mesh refinement simulations.
The maximum iteration number is defined as 5, 000 and
1.0 × 10−6 is the desired final residual. The residual re-
sults in Table III indicate that using space-time FEM
with mesh refinement is able to solve the system stably
and in fewer iterations than the uniform mesh case. In
the low resolution case (less than h/2.5), the solutions
7Tests Values
‖ΨFDM −ΨFEM‖2 2.3× 10−4
(‖Ψh/4 −Ψh/2‖2)/(‖Ψh/2 −Ψh‖2) 4.712
TABLE II: A comparison of the solution values ob-
tained using the finite difference method and the space-
time FEM with mesh refinement at t=7.99. The same
conditions as in Table I are used in the tests. A self
convergence test of the space-time FEM results with re-
spect to whole the space and time domain is also given,
indicating second order convergence. The h is the same
resolution size as in Figure 4.
reach the desired residual within the maximum iteration
number. In the high resolution case (greater than h/5),
simulations with uniform meshes do not reach the desired
residual within the maximum iteration number. They
also require more time to obtain a converged result. How-
ever, simulations with mesh refinement reach the desired
residual with few iterations.
Table IV compares the results from different time-
parallel preconditionings. Results from using different
numbers of time-subdomains in the time decomposition
method with refined meshes are presented there. Each
result reaches the desired residual. Increasing the num-
ber of time subdomains generally decreases final iteration
numbers and execution times. However, once six subdo-
mains are used, the performance improvement reverses it-
self. This suggests a limit in amount of concurrency that
the time decomposition approach can ultimately support
while opening up a new dimension for extracting paral-
lelism in the computation.
VI. CONCLUSION
The numerical tests of the semilinear wave equation
with a p = 7 power are performed with the space-
time FEM and time-decomposition methods. The results
show critical behavior and self-similarity. The problem
is solved within space and time at once, and uses a fully
implicit solve. Compared with previous research, the nu-
merical method explored here is easily adapted for non-
uniform meshes and enables time parallel decompositions
for parallelization. This work also presents the first use
of the space-time FEM for a nonlinear problem.
As part of future work, the time decomposition pre-
condition is promising candidate for time-parallel simula-
tions on distributed memory machines. A Communicat-
ing Sequential Processes (CSP) approach would suggest
calculating a local problem with ideally only one time
subdomain per process concurrently with other time do-
mains, thereby decomposing the problem in both space
and time and increasing concurrency. Such an approach
would be most appropriate in 2+1 and 3+1 where there
are numerous open problems left in critical phenomena.
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8Resolution and numerical methods Iterations Final Residual Execution time(sec)
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