The development of Cloud Computing has paid attention mainly to the virtualization of hardware components, under a scheme of Infrastructure-as-a-Service (IaaS). Most of Cloud vendors offer solutions based in IaaS to offer virtual services and applications, instead of developing a proper Platform-as-a-Service (PaaS) solution. This paper analyzes some existing commercial PaaS clouds, identifying in what degree they meet some essential requirements. These requirements are also argued, and guidelines for addressing them using an academic approach in a PaaS solution are provided.
INTRODUCTION
Cloud Computing technologies have been traditionally associated with business environments. Therefore they have been used and promoted by enterprises to build their business models around that technology and its applications. This situation has caused enterprises to be the ones leading the development of this technology, putting commercial interests before scientific or academic interests and making researchers to follow trends leaving some problems inherent to the technology unattended.
Enterprises who have built their business model around Cloud Computing try to offer competitive solutions as soon as possible. Many of these solutions are not correct or formal solutions, and would require a deeper and elaborated research process, typical from academic environments. The need of having a product in the market has made commercial solutions to ignore some features which may have been considered useful when applied to this technology.
One of the ignored developments has been the Platform-as-a-Service (PaaS) level of Cloud Computing (Vaquero et al., 2009 ). Most of Cloud vendors just offer solutions based in the Infrastructure-as-aService (IaaS) level, providing virtual hardware resources in the form of virtual machines. This same concept has been used to offer virtual services, including preconfigured services, packaged in a virtual machine image which are deployed into IaaS solutions. This approach is easy and immediate to implement since it uses existing Cloud infrastructures, but it also encompasses some drawbacks as the waste of resources or a loss of control over direct services management.
In this context, it is interesting to follow an approach to PaaS level based in building a platform from the scratch with the aim of addressing service virtualization directly, not by means of machine virtualization. In order to build this platform, a set of features are needed to be defined, to build a correct, reliable and robust system. This paper performs a comparative analysis between currently available commercial PaaS solutions. After this comparative, some features that these solutions do not address are stated, detailing for each one how the platforms implement them, and why are considered incorrect. Also some guidelines to open research lines in these features are offered, providing researchers with a broad specter of fields to provide further developments.
PaaS PLATFORMS ANALYSIS
In order to detect open problems and unattended features in commercial PaaS Cloud solutions, a comparison has been made between four currently available commercial PaaS platforms: Windows Azure (Microsoft Corporation, 2010c), Google App Engine (Google Inc., 2010a), Heroku (Heroku Inc., 2010) and Engine Yard (Engine Yard, Inc., 2010) . These platforms are well known examples of commercial PaaS Clouds, and the most representative part of the stateof-the-art of PaaS platforms. All four solutions have a clear web application orientation, although each one takes a different approach.
• Using monthly payment, developers purchase a quantity of resources to use along a month for a fixed price. In the pay-as-you-go schema, billing is done monthly based in the amount of resources used in that time frame.
• Google App Engine is Google's PaaS solution.
It supports Java and Python languages, and runs applications in a "safe sandboxed environment". Runtimes for both languages have been modified to impose restrictions over the capabilities of hosted applications. Specifically, this sandbox environment prevents applications from:
-Writing to the filesystem.
-Opening a socket or access another host directly. -Spawning a sub-process or thread.
-Making other kinds of system calls.
-Only classes in a whitelist can be accessed from the Java standard library.
These limitations are oriented towards guaranteeing the correct behavior of applications and the safety of the system. There exist additional limitations, such as the 30 second limit for an application to send a response from a request, that are intended to improve the platform performance. Google App Engine includes an extensive monitoring system which provides detailed statistics and metrics about the applications performance, including resources usage (CPU, bandwidth, storage), number of requests received, number of API calls, etc. These values, or quotas, are used as a measure for the payment for the service. Service hosting is free under some values for each quota, but it is set unavailable when these quotas are exceeded. If billing is enabled, it switches to a pay-as-you-go model for quotas over the free limit. Developers are able to specify a budget which limits the quantity of resources to hire from the platform. Each quota resets its value in a 24 hours period, and has a max value that cannot be overcome even using the payment model.
• Heroku is a company founded in 2007 which focuses in offering a PaaS platform for Ruby applications. Developer's applications are hosted in a software stack (named Dyno) which include frameworks (Rails (Hansson, 2010b) , Sinatra (Mizerany, 2010) ), middlewares (Rack (Neukirchen, 2010) , Rails Metal (Hansson, 2010a) ) and a VM (MRI (Matsumoto, 2010) ) for the Ruby language, wrapped in virtual machine images that are deployed in an IaaS infrastructure (specifically in Amazon EC2 (Amazon.com Inc., 2010) The following features have been analyzed for these platforms.
• Underlying architecture: This feature specifies which software architecture supports the solution.
• Status: This topic states whether the solution is available for the users for creating private clouds or it is proprietary.
• Use of standards: It is also analyzed whether the solution makes use of standards for three main operations: authentication mechanisms to access the platform, access to databases for built-in storage support and communication protocols to interact with the platform.
• Interoperability: States whether the platform is able to interoperate with other clouds or it is isolated • Versioning: Refers to the support of the platform to software versioning.
• Migration: This topic states whether the solution supports service migration.
• Catalog: It refers to whether the platform provides some sort of information services, that would include any kind of useful information about the platform or the services.
• SLA: This feature is related to the mechanisms included in the platform for defining the obligations, warranties, compensations or pricing of the resources in the terms of the service between provider and customers. These mechanisms may be offered in several options and features:
-Text document SLA: The provider uses a legally binding document which acts as a contract between the company and the customers. -Purchasing options: The user is able to purchase different business plans which offer specific functionalities for a fee (e.g. fixed size monthly plans, additional support, etc.). -Configuration options: Users can specify restrictions over their services using configuration options (e.g. geographical deployment constraints). -Pay-as-you-go: Payment is decided dynamically over the quantity of resources used and the options that have been purchased.
The comparison shown in Table 1 highlights that there are some topics which are not supported by the platforms analyzed. In the following section, based in the data gathered from the analysis of the commercial platform, a set of open problems in PaaS Cloud solutions is exposed.
OPEN PROBLEMS IN PaaS CLOUD PLATFORMS
This section reviews features that are interesting to be provided by PaaS platforms, and are widely provided by the current available PaaS solutions analyzed. The proposed features are the result of the comparison with the characteristics of Cloud concepts introduced by the generalization of IaaS platforms (Armbrust et al., 2009) , and others identified by the community. For each of the topics an explanation of the approach of the commercial platforms is provided, and the explanation of its inadequacy from an academic point of view. Some guidelines to address the problems derived by that approach are also provided.
Pure PaaS Architecture
In general terms, details about the underlying architecture of the commercial PaaS solutions are not The architecture of some platforms, such as Heroku, are based in an underlying IaaS solution without any specific consideration about services virtualization. The approach of building a PaaS solution over an IaaS solution is easy and fast, because both share many features as a starting point. According to that premise, the PaaS platform may be confident in the fact that the IaaS platform will provide some of the "cloud" characteristics (e.g. load balancing, isolation, migration, multitenancy, etc.).
However, while machine virtualization fits perfectly in an IaaS environment, it misses the aim of service virtualization. In a PaaS solution, the virtualized resource which is offered to clients is the runtime where services run, but some solutions (Heroku, Engine Yard) wrap this runtime inside a virtual machine image, instead of addressing virtual services directly. A PaaS architecture built over an IaaS architecture will take profit from the solutions to the problems found for IaaS architectures, but it should still address PaaS specific problems. As a result, the solution will not be able to solve some problems related with a PaaS platform or will do so in a less efficient manner, due to a biased vision of the PaaS solution.
This approach implies a high overload and a less direct management of the services. On one side, if a whole virtual machine is used, instead of just a virtual service, extra memory, storage and processor requirements are added to those that the service needs. Moreover the management of the services becomes more complicated, as it is necessary to work at machine level instead of service level.
Other platforms, like Google App Engine, seem to be based in an original PaaS architecture, although no details are revealed about it. This approach introduces new considerations about the management of services, like imposing limitations in the service behavior, but also provides several benefits like a versioning system or detailed statistics reports.
While the typical approach is to embed the runtime in a virtual machine and use it as a building block, the proposed approach is to virtualize the runtime itself, and use it as a building block. Using runtime virtualization (or virtual containers) researchers are able to design a pure PaaS architecture. Also this approach bring new needs, problems and features that must be addressed, which are missed when virtual machines and IaaS solutions are used as a base. Service virtualization offer new models for monitoring and billing, SLA terms, interoperability features, security concerns, etc. Furthermore, runtime virtualization increases the flexibility of the system, since virtualized runtimes can be placed into virtual machines, and a PaaS solution can be built using either IaaS solutions, physical machines directly, or even applying mixed schemes.
New research lines opened by this feature include defining the requirements of a PaaS platform and the specification and design of a PaaS oriented architecture.
Tools for the Development of Private PaaS Clouds
In order to use an IaaS cloud, users can adopt solution offered by IaaS vendors or build a private cloud using their own resources and a cloud software (Nurmi et al., 2008 ) (Sotomayor et al., 2009) . When considering PaaS level, there are few vendors who offer private PaaS solutions, and even less tools that enable users to build their own private PaaS cloud, like (University of California, Santa Barbara, 2010). Using a cloud from a vendor means the outsourcing of management and maintenance operations and leverages the transition between traditional datacenters and cloud computing for enterprises. This is often considered as a desirable feature since developers just use the resources without additional management cost such as physical machine hosting, cooling systems, network access, etc. However, sometimes private cloud solutions meet the requirements of users better than public clouds.
One of the major concerns about outsourcing hosting services is the security and privacy requirements. Enterprises have the responsibility of hosting services that have a high value (known as mission critical services) and storing information which contains sensible data (e.g. clients personal information) in order to keep their compromise with customers and maintain their business model. When services are outsourced to external companies, enterprises require from vendors guarantees that are compatible with those that they offer to their customers. Also outsourcing implies a loss of control over services and data, which force enterprises to rely in third party hardware and staff to run and manage their assets.
When building a private PaaS cloud, developers are able to host mission critical services and sensible data in house, avoiding security concerns and keeping direct control over software and resources. Also, the user takes profit from all the other benefits provided by cloud computing such as resource optimization or easier management.
Furthermore, hybrid clouds solutions may be built, where private clouds interact with public clouds. In such solution, private clouds manage sensitive data and services, while public clouds provide extra capacity to the system. Under the scope of IaaS, there are several initiatives such as Eucalyptus or others, which are derived from the usage and the concepts introduced by Amazon WS. Unfortunately, there are few PaaS initiatives, and that is probably why most of the concepts are still under development.
Tools for the development and deployment of 
Use of Standards
As it occurs with any emerging technology, Cloud Computing yet lacks its own solid standards for many operations. However, that void has become a chance for some companies to use technology of their own interest in parts where some standards could have been applied (e.g. LiveID (Microsoft Corporation, 2010b) authentication of Windows Azure, Google App Engine using GQL (Google Inc., 2010c) for databases). Cloud Computing has been defined as the new model for Utility Computing. One of its most important features is that anyone can plug their systems to "the cloud" and use computing power, storage or network as a commodity. However, if standards are not used, the purpose of a true Utility Computing is lost, since the developed systems cannot be used in any but just their target cloud.
The lack of standards produces vendor lock-in and it also difficult interoperability between clouds. While the definition of standards for the cloud as a whole is a work in progress (Open Cloud Consortium (OCC), 2010), the usage of standards for key operations (communications, authentication) should be encouraged. A system with a highly modular design would provide a good basis to adopt standards and would enable the upgrade of them to new versions (or new standards).
An open research line in this field consists in identifying key components where standards can be used, and design protocols and procedures which are part of the state of the art specifications for those operations, helping the joint effort for the definition of cloud standards.
Platform Utilities
The paradigm shift between IaaS and PaaS consist on the provisioning of a platform for the deployment and management of services, instead of the provisioning of virtualized hardware. However a platform not only encompasses the deployment and execution of software, but to give support to the whole development cycle, from implementation to debugging.
A complete PaaS solution should provide a set of Platform Utilities that effectively realize a higher abstraction level than the IaaS solutions. A PaaS product that only stores and executes services does not provide many advantages over an IaaS solution that provides on-premise virtual machines configured to execute services.
The generic term Platform Utilities includes a set of features that the platform offers to developers and hosted services in order to integrate the Cloud deployment in the software development cycle. Some of these utilities are described below.
• IDE integration. One of the aims of PaaS solutions is to integrate the cloud deployment with the software developing process. The underlying idea is that the whole development procedure should be cloud-aware, to enable developers to create cloud applications and not applications that run in the cloud, adapting the development cycle to the cloud. For achieving this integration is necessary to provide an IDE that communicates with the Cloud and allow testing applications before deployment, automatically deploying applications in the Cloud and using other Platform Utilities. In this field, Microsoft offers Azure Tools for Visual Studio, an add-on to the Visual Studio IDE which allows local testing of Cloud services in a simulation environment, the usage of the Azure libraries and automatic deployment of applications in the Azure Cloud. Google offers the Google App Engine SDK (for Python and for Java), as a set of tools with similar functionalities, and the Google Plugin for Eclipse, which allows the usage of the SDK in an IDE.
• Communication System. As in any distributed system, applications may have the need to communicate between them. Some software solutions, such as a master-slave execution schema, make heavy use of inter-service communication, and therefore a built-in efficient solution leverages the load of the system and improves the development cycle. In this field, Microsoft Azure includes the Service Bus utility, which allows clients and services to exchange messages or data.
• State Replication System. One of the principles of the Cloud is the scalability of services by means of multiple services instances, load balancing and stateless interactions. The principle of stateless interactions says that in order to properly serve a petition, a service must not rely on previous interactions, and therefore the same petition may be served by different instances, producing the same return value. However many applications need the management of some kind of state, that must be consistent between instances of a service. This requirement is dealt with the usage of Cloud Storage, which typically incurs in computation overhead and economic cost. The usage of state replicating mechanisms would allow developers to keep the state of their services consistent using built-in platform mechanisms and without the need of Cloud Storage.
• Versioning. This feature allows developers to maintain an incremental development cycle, and enables testing and upgrading applications. Developers are able to keep long-term services and add new functionalities incrementally, and testing the new software versions in the target environment before they are released. Developers would be able to deploy stable versions of software in the cloud, and concurrently deploy beta versions for testing purposes. Once beta versions have been debugged and became stable, the deployed instances would be able to be update on the fly, providing users with stable and updated services transparently. Most of current PaaS solutions don not take into account the software versions, and developers must manually manage those concepts in a non-transparent manner. Google App Engine is the only analyzed platform which integrates the concept of versioning, allowing developers to define service versions, deploy several at the same time and define one of them as default, which will be the one publicly available.
• Debugging Mechanisms. Debugging of distributed software is a challenging issue and a field of study itself, and it becomes even more complex when the developers are not the owners, nor have direct access to the platform executing the code. Local testing of services may solve some errors before the service becomes publicly available, but only when the software to test becomes used in a real world scenario, all possible issues become noticeable. Since developers do not have direct access to the virtual runtimes, the platform itself must provide mechanisms to debug deployed services. In this field, Google App Engine provides a logging service that allows developers to log error or warning systems, and these messages are retrieved by the platform and displayed in the dashboard, where developers can check them. Heroku offers the Exceptional add-on, with two subscription levels (regular and premium), a system which stores and make real-time notification to developers when an exception arise in a running application.
The inclusion of Platform Utilities provides a clear differentiation in terms of abstraction level be-tween the IaaS and PaaS solutions. A PaaS solution that provides Platform Utilities allows building Cloud-aware applications, that actively make use of its features for their advantage.
The cited Platform Utilities, among other that may be formulated for different use cases, represent an open research line in this field.
Service Migration
Live migration is a concept associated to distributed systems, specifically SOA (Service Oriented Architecture), although the popularization of virtualization technologies has recently associated the term to virtual machine migration. Live migration is defined as the movement of a running piece of software from one physical host to another one without any disruption of service or perception of downtime from the users point of view (Clark et al., 2005) . The major advantages of live migration are the following:
• Software can be moved from one machine to another, making its execution independent from the original machine. This ability allows administrators to interact with the original machine without affecting the application. For instance, if a machine needs to be shutdown for maintenance, live migration would enable services hosted in it to keep running in other host machine with no downtime associated.
• Services can be migrated between resources, applying load balancing algorithms. If a machine is overloaded and other has spare capacity, moving services between both of them would optimize resource usage and improve performance.
• Live migration is done without disrupting services. Users can keep using services without noticing that they have been moved to another physical machine • Using interoperability and live migration, developers can change its cloud provider automatically and without disrupting its customers.
• Autoscaling (up and down) becomes easier and more efficient. When scaling up, load can be redistributed among new nodes using live migration, while when scaling down, services from machines that will be stopped can be moved to the remaining ones. Among the platforms analyzed, only Heroku explicitly apply some sort of migration in order to load balance resources, while the others totally ignore this concept, or hides it from users. Heroku is built on top of an IaaS infrastructure and it migrates its components (dynos and workers) between nodes in order to improve performance transparently to users. The migration consists in moving the virtual machine which hosts the service from a node to another.
Live migration of running instances has been seen as a desirable feature also for IaaS solutions, since it provides load balancing and better management of resources. As well as IaaS platforms continue working on offering virtual machine live migration, PaaS platforms should offer virtual services live migration.
Live migration, which is a field of study itself, can be achieved using a migration protocol. Those protocols often include three basic steps: deploy a new instance, redirect clients from the old instance to the new one and undeploy the old instance. This protocol works properly when services are RESTful (Fielding, 2000) , specifically if they are stateless. However, if services keep some kind of state (either as local storage or as in-memory data) this protocol must include a state transfer step, which increases the complexity of the process. Therefore live migration involving state transfer opens new lines of research along with the service migration protocols.
Digital SLA
In a cloud environment, SLA becomes the contract that specify the terms of the agreement between the vendor and the user at a software level, specifying obligations, warranties and compensations.
Nowadays cloud vendors offer a very basic vision of SLA for their solutions. They provide a plain text document that specifies obligations in terms of uptime, stating that vendors will offer x% uptime (measured along a certain amount of time), and the compensation in case of violation of the terms, commonly formulated as a discount in the next charge to the client. Other candidate options to be part of the SLA (geographic constraints, CPU, memory requirements) are left out as configuration options, or totally ignored in some cases.
In order to offer a complex SLA system which can handle service restrictions, configuration, user information, etc., platforms need to incorporate the concept of 'Digital SLA' and a SLA framework to allow administrators to define their own SLA terms and management rules. This concept has been included in the work lines of other projects such as Reservoir (Rochwerger et al., 2009 ) which defines the inclusion of SLA metadata in the manifest of the services, and is the key topic in the SLA@SOI project (The SLA@SOI consortium, 2010) , whose aim is to provide a business-oriented Service Oriente Infrastructure (SOI) which allow the management of the business processes by means of Digital SLAs. Digital SLAs would be the binary representation of the documents which define the terms of the service between provider and users. Those terms should include every element that defines the agreement between both parts:
• Resources required by the user (CPU, memory, storage).
• User restrictions over services (e. g. geographical constraints).
• Price of the elements, which could be specified individually for each instance or service.
• Configuration options over services at platform level (e. g. elasticity rules, list of developers allowed to manage a service, number of replicas for stored data).
• Warranties offered by the provider (maximum response time, security constraints, etc.).
• Compensation terms (compensation to users when SLA is violated). It would be interesting to specify them individually for each element, depending of the 'severity' of the issue.
This Digital SLA, unlike traditional SLA contracts expressed as plain text documents, can be stored and automatically managed by the platform, enabling to deal with it in an automated manner. A platform managing Digital SLA would be able to automatically perform operations to correct or prevent SLA violations, report the incident to administrators and developers, and take corrective actions and compensate users as required.
New open research lines derived from this field includes the definition of the terms of the SLA, definition of a language to represent SLA, creation of protocols for SLA manipulation, interaction of SLA with a PaaS platform components, definition of mechanisms to enforce SLA, prevent their violation, take corrective actions and compensation to users in case of violation, etc.
Information Services
Some of the features of PaaS Cloud platforms need a system to store and retrieve different kinds of information, such as monitoring information, metadata for services and users, etc. In a Cloud solution, information is generated everywhere in the system, either by the platform components or by external users interacting with them. Some of this information must be retrieved and stored for further processing (for instance the CPU load of a service for SLA monitoring), and therefore arise the need of such a system. In the field of distributed systems, this concept is realized as Information Services, or Catalogs. A Catalog is a semi-centralized system which store and manage information, and provides an API for every component to add or retrieve data from it.
Current PaaS solutions have made a particular interpretation of the Catalog concept. Google and Microsoft offer Google Apps Marketplace (Google Inc., 2010b) and Microsoft codename Dallas (Microsoft Corporation, 2010a) services. Both products are web portals where developers can register their applications hosted in the cloud and offer them for a fee, and consumers can browse for and subscribe to them. These services offer a commercial trade point for developers and consumers, but do not offer the features of a Catalog.
Besides the App Marketplace, Google App Engine includes an integrated dashboard where developers can check statistics and metrics about their services, as well as an API to allow hosted services to check some monitoring information about themselves. This concept comes closer to an Information Service, as defined in (Czajkowski et al., 2001) , but yet lacks the global nature of such system.
Open research lines in this field comprise defining an organization of a catalog for a Cloud solution, defining what information is included in it, how the information is stored and managed, define replication and distribution mechanisms, define the access protocols and API for the addition, modification, deletion and retrieval of information, etc.
CONCLUSIONS
The lack of research in the Platform-as-a-Service level of cloud computing have produced an absence of detailed analysis about its features, needs and challenges. The state of the art in PaaS clouds have been mainly carried out by enterprises, which have released PaaS solutions guided by commercial interests and not by scientific or academic considerations. Their main aim usually is to deliver solutions to their customers in a short time, in order to gain advantage over their competitors. This business model has caused the release of platforms constrained by the limitations of the model established by each provider.
Although the reviewed platforms conform a representative sample of the current state of the art in commercial PaaS Cloud, not every platform provides the same set of features. In order to provide efficient, reliable and robust products, a description of the basic characteristics needed to build a PaaS solution has been made, by means of an analysis of the state of the art of Cloud Computing, but also incorporating part of the expertise of Grid Computing and IaaS solutions. This paper highlighs each one of these selected features, and explains its motivation and importance. Also it defines the degree of compliance of each platform for each feature, and includes a brief description of the challenges associated with them.
Future works includes further research in PaaS solutions requirements in order to provide more features and refine the definition of the ones included in this work. For each one of these features identified, a set of open problems or research lines provide a broad range of new developments that not only concern PaaS Cloud, but all levels of Cloud Computing as a whole. Some of these research lines include but are not limited to the design of live migration procedures, specification of a SLAs, specification of a Cloud Catalog, etc.
