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Abstract
Cyber-physical systems (CPS) are frequently characterized by three essential properties:
CPS perform complex computations, CPS conduct control tasks involving continuous
data- and signal-processing, and CPS are (parts of) distributed, and even mobile, com-
munication systems. In addition, modern software systems like CPS have to cope with
ever-growing extents of variability, namely variability in space by means of predefined
configuration options (e.g., software product lines), variability at runtime by means of
preplanned reconfigurations (e.g., runtime-adaptive systems), and variability over time
by means of initially unforeseen updates to new versions (e.g., software evolution). Fi-
nally, depending on the particular application domain, CPS often constitute safety- and
mission-critical parts of socio-technical systems. Thus, novel quality-assurance method-
ologies are required to systematically cope with the interplay between the different CPS
characteristics on the one hand, and the different dimensions of variability on the other
hand. This thesis gives an overview on recent research and open challenges in model-
based specification and quality-assurance of CPS in the presence of variability. The main
focus of this thesis is laid on computation and communication aspects of CPS, utilizing
evolving dynamic software product lines as engineering methodology and model-based
testing as quality-assurance technique. The research is illustrated and evaluated by
means of case studies from different application domains.

Contents
1 Introduction 3
1.1 Context and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Background 6
2.1 Illustrative Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Basic Notions and Classification of Research Challenges . . . . . . . . . 10
3 Model-based Quality Assurance of Variability in Space 16
3.1 Test-Suite Generation for Configurable Software . . . . . . . . . . . . . 16
3.2 Test-Suite Optimization and Test Prioritization for Configurable Software 19
3.3 Compositional Testing Theory for Variable Software . . . . . . . . . . . 21
4 Model-based Quality Assurance of Variability at Runtime 25
4.1 Complex Binding-Time Constraints in Reconfigurable Software . . . . . 25
4.2 Multi-Instantiation Constraints in Reconfigurable Software . . . . . . . 28
5 Model-based Quality Assurance of Variability over Time 33
5.1 Reasoning about Problem-Space Evolution of Configurable Software . . 33
5.2 Reasoning about Solution-Space Evolution of Configurable Software . . 35
6 Conclusion 39
A Reprints of Selected Publications 44
2
Chapter 1
Introduction
This chapter provides an overview on the research context and objectives summarized
in this thesis and briefly describes the outline of the following chapters.
1.1 Context and Motivation
The next generation of embedded software systems, frequently summarized under the
term cyber-physical systems (CPS), are often described by three essential characteristics:
CPS perform complex computations, CPS conduct control tasks in terms of feedback
loops involving physical processes, and CPS devices participate in distributed, and even
mobile, communication networks [36].
In addition, nowadays software systems have to cope with ever-growing extents of
inherent variability which, again, may come in three different flavors: variability in
space, variability at runtime, and variability over time.
Variability in space offers predefined configuration options to users or environmental
contexts of the system, in order to tailor the software to specific stakeholders’ needs,
resource constraints, and platform restrictions. In this regard, software product line
engineering is one of the most prominent development paradigms for coping with the
inherent complexity of configurable software [15]. In a product line, configuration op-
tions are described in terms of features [1]. Every feature corresponds to a distinct
product characteristic visible to customers or environmental contexts within the prob-
lem space. In addition, every feature is part of an explicit mapping of (combinations of)
features onto composeable development artifacts (e.g., design artifacts, code snippets,
test cases) within the solution space of the product line. In this way, a product line
allows for automated derivation of software variants corresponding to a given product
configuration (i.e., a feature selection), by applying directives for software variation to
a common core software, according to a set of configuration-specific feature artifacts.
Variability may not only occur once during the initial configuration of a configurable
software, but may reoccur in consecutively, and even repeatedly, executed configuration
stages throughout the entire life-cycle of a product, especially at runtime. For instance,
in the area of (self-)adaptive systems, software is capable of continuously monitoring
and adapting itself to ever-changing environmental contexts and user behaviors [19].
In this regard, dynamic software product lines propose extensions to the conceptual
framework of feature-oriented software product line engineering, aiming at also coping
with runtime variability [13]. In a dynamic software product line, the binding times of
configuration options may be deferred to later stages in the life-cycle of the product,
where (self-)adaptations are conducted in terms of repetitive reconfigurations.
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To summarize, (dynamic) software product lines enable preplanned software vari-
ability by means of a-priori anticipated (re-)configuration options. However, software
systems in general, and CPS in particular, tend to become more and more long-living
thus being in operation for years or even decades. As a consequence, anticipating all
future customers’ needs, contextual requirements, new legal restriction etc. in advance
already during the initial development of a CPS is impossible. Hence, the third kind
of variability in modern CPS, variability over time, is continuously caused by initially
unforeseen (and often even ad-hoc) updates to new versions, usually summarized under
the terms software aging and software evolution [30]. Here, one of the major challenges
arises in comprehending and properly documenting what changes have been actually
applied to an evolving software system (or, an entire software product line) and what
are the possible (intended as well as erroneous) impacts of those changes.
Depending on the particular application domain, CPS often constitute safety- and
mission-critical parts of socio-technical systems. Software testing in general and model-
based testing in particular are one of the most established quality-assurance techniques
today, constituting a practicable and semi-automated, yet theoretically founded re-
search discipline [37]. However, novel testing methodologies are required for efficient,
yet effective quality-assurance (QA) of CPS to systematically cope with subtle inter-
plays between the different CPS characteristics on the one hand, and the additional
complexity introduced by the different dimensions of variability on the other hand.
1.2 Objectives
This thesis surveys selected contributions of the author as well as open challenges in
the specification and quality-assurance of complex software systems such as CPS in the
presence of variability. The main focus of this thesis is laid on the computation and
communication aspects of CPS, utilizing evolving dynamic software product lines and
model-driven software development as software-development methodology and model-
based testing as quality-assurance technique. Concerning variability in space, an au-
tomated test-generation approach based on symbolic model-checking is presented for
efficiently covering highly-configurable source code. A subsequent test-suite optimiza-
tion and test prioritization approach aims at further improving efficiency of configurable
software systems testing. In order to cope with variability in software systems consisting
of multiple communicating, and even potentially distributed or mobile components, a
theoretical framework is presented for reasoning about compositionality and decompo-
sition properties in the context of input/output conformance testing.
Extensions of recent concepts of (dynamic) software product line engineering for
handling variability at runtime include novel modeling and reasoning techniques for
dealing with constraints on binding times of configuration options as well as reconfig-
uration behaviors. In addition, an extension to existing feature-modeling formalisms
is presented for handling multiple feature instances, as being crucial in (self-)adaptive
component-based or mobile communication systems.
Finally, to also handle unforeseen evolution, the presented techniques comprise
methodologies for reasoning about software-artifact changes and their potential impact
on crucial system properties, including model differencing on problem-space artifacts as
well as formal regression analysis on solution-space artifacts of configurable software.
The research challenges are illustrated using a collection of case studies from different re-
cent CPS application domains: medical-device software in health care, control software
in automation engineering, as well as mobile communication networks.
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1.3 Outline
The remainder of this thesis is structured as follows.
Chapter 2. This chapter provides a short overview on general notions and concepts
referred to throughout this thesis, namely foundations of CPS, quality assurance using
model-based testing, software variability, and software evolution. In addition, several
case studies from different application domains of CPS are used to illustrate and mo-
tivate open research challenges addressed in this thesis. To this end, a classification of
research challenges is proposed which is used to structure the main part of this thesis
and to classify the different contributions.
Chapter 3. This chapter presents model-based testing techniques coping with vari-
ability in space. The selected contributions comprise an automated test-suite generation
methodology for efficient test coverage of configurable software, a conceptual framework
for lifting the notions of test-suite optimization and test prioritization to configurable
software, and a theoretical framework for reasoning about compositional testing in the
presence of variability in space.
Chapter 4. This chapter presents modeling and quality-assurance techniques coping
with variability at runtime. The main focus is laid on extending model-based speci-
fication techniques of product lines to also deal with dynamic software product lines.
The selected contributions comprise approaches for specifying and analyzing complex
binding-time constraints and reconfiguration behaviors in (self-)adaptive systems, as
well as multi-instantiation configuration based on cardinality-based feature models.
Chapter 5. This chapter presents modeling and quality-assurance techniques coping
with variability over time in terms of unforeseen software evolution. The main focus
is laid on techniques for reasoning about the potential impact of syntactic as well as
semantic changes applied to artifacts within the problem space as well as the solution
space of evolving configurable software.
Chapter 6. This chapter concludes the thesis by giving a short summary of the results
achieved so far and a brief outlook on open challenges and possible future research
directions.
Appendix A. The appendix of this thesis contains reprints of full versions of the
selected papers summarized in this thesis.
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Chapter 2
Background
This chapter gives an overview on basic notions and open challenges in the fields of
research addressed in this thesis. To this end, this chapter presents case studies to
motivate open research challenges and to illustrate solution approaches and techniques
presented in the remainder of this thesis. The selected case studies constitute repre-
sentatives from different application domains of cyber-physical systems, namely medical
devices, automation engineering and mobile communications. In particular, we consider
challenges apparent in quality assurance of software systems being subject to differ-
ent kinds of inherent variability. As quality-assurance methodology, this thesis mainly
focuses on model-based testing.
2.1 Illustrative Examples
This section presents selected examples of real-world software systems from different
modern application domains to illustrate the characteristics of cyber-physical systems
and to motivate the research challenges considered in this thesis.
2.1.1 Medical-Device Control Software
The first sample software system comprises several components of the control software,
being part of a complex medical device at the Heidelberg Ion-Beam Therapy Centre
(HIT) [24]. The HIT provides a novel kind of radiotherapy with very precise irradi-
ation beam positioning. With this technique, a remarkable reduction of damages to
unaffected human tissues located nearby the tumor is achievable, as compared to con-
ventional radiotherapy, especially in case of deeply positioned tumors. As illustrated in
Figure 2.1a, the overall system consists of two parts.
• The beam-accelerator area consists of the ion sources and the synchrotron, being
responsible for creating and regulating the ion beam during treatment procedures,
as performed during a therapy program.
• The therapy area consists of a variable number of different types of treatment
rooms including treatment rooms for conventional radiotherapy, as well as a gantry
that allows for a very precise 360 degree positioning of ion beams.
For creating and regulating the ion beam, different physical devices are located around
the synchrotron, such as magnets and E/E devices. As shown in Figure 2.1b, the
software components being responsible for controlling those devices are distributed over
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Figure 2.1: HIT System and Software Architecture
different types of Device Control Units (DCUs) (e.g., one DCU is dedicated to control the
angle position and the intensity of the magnets adjusting the beam cycle). Each DCU
is an instance (or, variant) of the same core DCU and being preconfigured to become a
concrete DCU type prior to its installation. The different DCU instances are integrated
via a real-time bus (RTB) based on a hierarchical master-slave architecture. The master
control initiates the beam creation, sets up the beam control with type-specific DCU
parameters, continuously supervises the DCU status, and controls the operation mode of
each DCU at runtime. A timing master further schedules and synchronizes time-critical
tasks. To this end, the positioning of a DCU within the overall hierarchy determines
the priority and, therefore, the timing delay of its tasks within the control cycle.
When activated, each DCU receives type-specific parameter values from the master-
control device, which may change throughout the DCU control cycle. In the next step
of a radiation procedure, beam creation is initialized and beam-control parameters are
set up by the master control for each DCU component. Those dynamically adaptable
runtime parameters adjust the control tasks to be performed by the different devices,
depending on the therapy program. At run time, the behavior of each DCU further
depends on its current operation mode as follows.
• In therapy mode, each DCU strictly follows a predefined therapy procedure by
continuously setting and updating control parameters of the different radiation
devices, depending on the state of the therapy program as well as the parametriza-
tion and the current status.
• During idle mode, the whole system is suspended.
• The experiment mode permits reconfiguration of type-specific DCU parameters.
• The adjustment mode permits a fine-grained adjustment of treatment data for
different therapies.
• In case of erroneous behaviors (e.g., unexpected timeouts), a fail-safe mode re-
leases predefined error-handling procedures to ensure a safe shutdown of the active
procedure.
Hence, reconfiguration of DCU parameters is restricted by the currently active operation
mode. To this end, each DCU periodically reports its current status to the master
control and synchronizes itself with the timing master.
Apparently, the DCU software is part of a safety-critical system that may potentially
harm patients in case of erroneous behaviors (e.g., switches from therapy mode into ex-
periment mode, accidentally allowing any possible parameter setting during radiation).
7
Figure 2.2: Pick & Place Unit
To avoid those situations, direct switches from experiment mode are not allowed, but re-
quire an interleaving with the adjustment mode thus ensuring restricted readjustments
of parameters for a safe therapy.
To summarize, the network of communicating DCU of the HIT system consti-
tutes a highly configurable, runtime-adaptive, real-time/safety-critical embedded and
distributed software system. The software of the DCU is generic (or, variable) thus
constituting a family of similar, yet well-distinguished software variants with complex
inter-dependencies and constraints between configuration parameters and respective
software artifacts.
2.1.2 Automation-Engineering Control Software
As a second example, programmable logic controllers (PLC) are frequently used in
software components for controlling cyclic executions in today’s automation-systems
(e.g., based on an IEC 61131-3 compliant run-time environment) [25]. Even today,
PLC-based control software is already very complex to develop and to maintain, being
responsible for regular machine functionality, as well as diagnostics, exception handling,
visualization, and others. In the context of the upcoming Industry-4.0-evolution, the
role of software is expected to increase even more in the automation-engineering domain
in the near future. In addition, machines and plants are often tailor-made in many
industrial branches (e.g., in bottling industry) thus relying on mechatronic products
to be configurable to individual customers needs, specific platforms and application
scenarios.
As a concrete example, Figure 2.2 shows the Pick & Place Unit (PPU), a bench-scale
demonstrator of an automation-engineering system [39]. The PPU consists of multiple
communicating components such as a stack, serving as input storage for arbitrary work-
pieces (WP, e.g., cans or bottles), a ramp serving as output storage for those WP, a
stamp for labeling WP, and a crane for transporting WP by picking and placing them
between different working positions. The PPU is able to handle three types of cylindrical
WP: light plastic, dark plastic and metal. As illustrated in Figure 2.2, different ver-
sions of the PPU exist, being derived from the basic PPU for new (initially unforeseen)
application scenarios. For instance, the basic version for scenario 0 contains no stamp
and each WP is directly transported from the stack to the ramp. In contrast, in the
version for scenario 3 and scenario 8, metallic WP are stamped before being transported
to the ramp, whereas plastic WP are directly transported to the ramp. Conversely, the
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version for scenario 0 further allows for labeling plastic, where light plastic WP are
stamped with adaptive pressure and metallic WP are labeled using standard pressure.
As a consequence, the corresponding control-software components of the PPU are not
only configurable for different predefined PPU variants, but also evolve over time to
also handle new versions of the PPU.
To summarize, the different variants of the PPU lead to a high amount of possible
runs, combined with an ever-growing number of versions for handling different appli-
cation scenarios, each imposing a complex interplay between hardware, software and
environment.
2.1.3 Mobile Communication Systems Software
As a third example, networks of communicating mobile devices being part of an ad-
hoc wireless network also constitute a recent application domain of CPS. As a concrete
example, Figure 2.3 shows a component of a cloud-based mobile augmented reality (AR)
multi-player game scenario [40]. Circles (nodes) correspond to players participating in a
game. Each player can move around arbitrarily, carrying devices and items according to
a predefined goal. Each player further communicates with a cloud-based service provider
via cellular connections in order to continuously deliver game data and disseminating
events being relevant for her/his current game context. In addition, players interact
with the physical environment and other players located nearby within an Area of
Interest (AoI) virtually surrounding a player’s physical location. Overlapping AoI may
form Fan-Out Groups to establish decentralized ad-hoc connections, where the resulting
bypassing of the service provider may reduce latency of the cellular network.
To summarize, due to the movements of the different players and their corresponding
AoI, the cellular communication network has to be continuously adapted at runtime
whenever entering or leaving a Fan-Out Group. In addition, also the number of players
participating in a game may vary over time thus potentially requiring AoI adaptions by
the service provider in order to ensure reliable communication and to reduce latency.
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2.2 Basic Notions and Classification of Research Chal-
lenges
Based on the observations made by considering the different examples as described in
the previous section, Figure 2.4 shows a general schema for classifying the basic notions
as apparent in the different areas of research addressed in this thesis. In particular,
the three mutually depending dimensions of cyber-physical systems (CPS), quality as-
surance (QA), and variability (δ) each, again, has three inter-related facets as will be
described in the following.
2.2.1 Cyber-Physical Systems
CPS have recently gained growing attention in many modern application areas. Besides
the already mentioned domains of health care, automation engineering and mobile com-
munication networks, CPS further appear in all areas involving smart and intelligent
sensor/actuator networks such as transportation, manufacturing, energy, entertainment,
environment monitoring, and many others [36]. Basically, CPS comprise a novel class
of systems with a tight integration and coupling of purely virtual aspects of embedded
software on the one hand, and physical aspects involving natural and human factors on
the other hand. To this end, CPS are usually described by three essential characteristics
as illustrated in Figure 2.4.
• CPS perform complex computations,
• CPS conduct control tasks involving feed-back loops with physical processes, and
• CPS consist of distributed and mobile communication networks including inter-
acting sensor- and actuator-components.
The contribution summarized in this thesis focus on computation and communication
aspects of CPS, whereas the control part is one goal of future research.
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2.2.2 Quality Assurance by Model-based Testing
Practices and tools to support systematic quality assurance are an indispensable part
of any software project, not only in the context of safety- or mission-critical systems
engineering. In practice, software testing remains one of the most established and
elaborated quality-assurance techniques [29]. This is, amongst others, due to the fact
that testing is, in general, directly applicable to most kinds of real-world applications,
involving software at different levels of abstraction. In addition, testing offers a light-
weight quality-assurance methodology with an explicitly controllable trade-off between
effectiveness and efficiency.
The term software testing, in its most general form, describes any activity that is
concerned with investigating (and assuring) the quality of a given software or program
under test. In this thesis, we focus on dynamic and functional testing at component
and integration level. Dynamic testing involves experimental executions of the software
under test under controlled conditions and functional testing investigates whether the
software produces correct (i.e., expected) outputs for given inputs. Figure 2.5 illustrates
the process and respective basic notions of software testing in general as used in this
thesis. Based on a specification of a program implementation under test, a tester derives
a set of test cases into a test suite. From this test suite, the tester then repeatedly selects
test cases for test-case execution, by injecting experimental inputs into the program
implementation under test, and by observing the resulting outputs produced by the
program as reaction to those inputs. Again, based on the specification, the tester
compares the observed output with the output expected for that input, in order to
make a verdict for that test case (e.g., stating whether the program passes or fails
the test case thus indicating an error). The two main questions to be addressed when
establishing a testing methodology may be, therefore, summarized as
• How to derive/select test cases for test-case execution?
• When to stop the derivation/execution of test cases?
Depending on the particular testing methodology applied, the different steps of a testing
methodology might be conducted (semi-)automatically. For instance, using model-based
testing, a test model is used as specification of the program under test and serves two
additional purposes: (1) to automatically generate test cases into a test suite, and (2)
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to measure adequacy of test suites by defining test goals (e.g., given by coverage criteria
on the test model) to be satisfied by a test suite.
2.2.3 Software Variability
The three different kinds (or, dimensions) of variability potentially arising in nowadays
software systems, namely variability in space, variability at runtime, and variability
over time (cf. Fig.2.4, on the bottom)—together with their potential interplay—are
illustrated in more detail in Fig. 2.6, which will be briefly described in the following.
Variability in Space. Each of the aforementioned illustrative examples demonstrates
that many of nowadays software systems—independent of their application domains—
merely constitutes solitary products developed once for one particular purpose and/or
customer. Instead, as illustrated in Fig. 2.6(1), modern software systems often comprise
families of similar, yet well-distinguished software variants, each corresponding to a par-
ticular configuration, derived from an underlying core software. In this way, a software
system is, at least up to a certain degree, customizable to diverse users’ needs, different
execution platforms, locally-dependent legal restrictions etc. The set of—implicitly or
explicitly specified—available configurations, therefore, tailors the configuration space
of the software (i.e., the set of valid variants derivable from the core software).
Software product line engineering has become one of the most established method-
ologies—both in academic research as well industrial practice—to cope with the ever-
growing variability in space of modern software systems [15]. The goal of product-line
engineering is to develop families of software variants on top of a common core plat-
form by explicitly specifying and systematically exploiting commonality and variability
among the different family members in terms of their features. In this regard, each fea-
ture represents (1) a customer-visible and, therefore, configurable product characteristic
within the problem space of the software, as well as (2) an increment in functionality
within the solution space (e.g., a composeable code artifact implementing a particular
combination of features). Concerning (1), the set of valid variants offered by product line
12
PPU
Crane
SRouting ERouting
Slide
Straight Conveyor
SSortation DSortation
Workpiece
Plastic
Light Dark
Metal
Stamp
SPressure APressure
Legend:
Mandatory
Optional
Or
Alternative
Abstract
Concrete
Light  ⇒  APressure
(a) PPU Feature Model
NormalRun 
Initial 
[MatSensorDetected 
&& !SensorMetal 
&& SensorLight] 
/WPPushedOut = true; 
WPMaterial = 3 
ExtractWP 
do / Cylinder.pullOut() 
[MatSensorDetected 
&& !SensorMetal 
&& !SensorLight] 
/WPPushedOut = true; 
WPMaterial = 2 
[MatSensorDetected 
&& SensorMetal] 
/WPPushedOut = true; 
WPMaterial = 1; 
[Cylinder.PushedOut 
&& !MatSensorDetected] 
/WPPushedOut = false; 
/WPStockEmpty = true; 
Final 
entry / Error_Set 
do / Cylinder.pullIn() 
[MatSensorDetected 
&& !SensorMetal] 
/WPPushedOut = true; 
WPMaterial = 2 
[MatSensorDetected] 
/WPPushedOut = true; 
SPressure || 
APressure 
APressure 
APressure SPressure 
!SPressure && 
!APressure 
ErrorReaction 
[PressureAdjStatus] 
/StatusLampBlue = true; 
APressure 
(b) Excerpt from the Feature-Annotated State-Machine Model
Figure 2.7: Model-based Specification of the PPU Product-Line
are usually further restricted by configuration constraints imposed by a feature model
(e.g. a FODA feature diagram [22]). The mapping of features organized in a feature
model onto solution-space artifacts enables extensive reuse potentials among different
members in a family of similar software variants. This additional information may fa-
cilitate a remarkable gain in efficiency, as compared to variant-by-variant development.
Software product line engineering consists of two interleaved phases, namely domain en-
gineering and application engineering. During domain engineering, the features of the
SPL are identified together with constraints restricting their valid combinations within
product configurations. For this purpose, variability modeling approaches like feature
models are frequently used as a formal foundation during domain analysis, thus build-
ing a sound basis for validating problem-space specifications (e.g., absence of anomalies
such as inconsistent feature constraints). Corresponding approaches for automating
feature-model analysis use a translation of (usually graphical) variability models into
respective (logical) constraint-solving problems, e.g., constraint satisfaction problems
(CSP), binary decision diagrams (BDD), and satisfiability problems (SAT) in order to
apply constraint-solver capabilities [3].
Concerning solution-space engineering, a wide range of different mechanisms and
tools for variability modeling, feature mapping, and variant derivation have been inves-
tigated in recent literature [1]. Most importantly, annotation-based approaches enrich
configuration-specific solution-space artifacts with so-called presence conditions, usu-
ally in terms of propositional formulae over Boolean feature variables to specify the
(subsets of) configurations whose variants share this artifact. In this regard, the ifdef
macro of the C preprocessor constitutes the most prominent approach of annotation-
based (compile-time) variability at source-code level [23], whereas similar mechanisms at
design-modeling level (e.g., Statecharts) are usually referred to as template-based [16].
As a concrete example, Figure 2.7 shows the feature diagram (cf. Figure 2.7a) as well
as an excerpt from the feature-annotated state-machine model (cf. Figure 2.7b) of the
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PPU, re-engineered as software product line [25]. The state-machine model describes
behavioral variability while handling a WP by the PPU, depending on the particular
PPU variant selected from the feature model.
Further variability-modeling and variant-derivation techniques that will be consid-
ered in this thesis include delta-oriented variability modeling and modality-based vari-
ability modeling [5]. The concepts and techniques presented in the main part of this
thesis do not focus on a particular implementation methodology of software product
lines, but rather aim at configurable (or, variable) software in a more general sense. In
order to keep the explanations graspable, the following notions will be used as synonyms
throughout this thesis:
• software product line — configurable software — variable software,
• feature — configuration option — (configuration) parameter,
• variant — configuration — product.
Variability at Runtime. Variability in space as apparent in configurable software
systems such as software product lines implicitly requires a user or customer to make
definite and irreversible configuration decisions once during initial software configura-
tion. Dynamic software product lines weaken these restrictions by providing different
binding times for configuration decisions (e.g., compile-time vs. run-time) as well as
the possibility to reconfigure features throughout the life-cycle of a product [13]. In
particular, as illustrated in Fig. 2.6(2), variability at runtime by means of reconfigura-
tions from one software variant to another within a predefined configuration (sub-)space
(highlighted in green) during execution allows to design and implement runtime- and
even self-adaptive software systems within the conceptual framework of software prod-
uct lines. As a concrete example, Figure 2.8 shows an excerpt from the reconfiguration
model of the DCU after being re-engineered as DSPL [24]. The model restricts possi-
ble mode switches, depending on whether the system is currently under maintenance
(i.e., no restrictions), or running an irradiation procedure (i.e., requiring a predefined
sequence of mode switches).
Variability over Time. Both variability in space and variability at runtime consti-
tute extents of so-called preplanned variability within a-priori predefined configuration
spaces and reconfiguration options. However, in case of unforeseen stakeholders needs
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(e.g., due to new, and initially unknown, user requirements, legal restrictions and ex-
ecution platforms), software has to undergo continuous software evolution in terms of
a-posteriori updates, bug-fixes etc. — both applied oﬄine as well as even online — in
order to cope with those ever-changing circumstances [30]. In practice, those counter-
measures against software aging are often conducted in an ad-hoc manner thus lacking
a proper documentation and change-impact analysis. This becomes even worse in case
of evolving configurable software as illustrated in Fig. 2.6(3) as changes made to some
artifact of an existing product family may (intentionally or erroneously) affect various
variants at once. As illustrated in Fig. 2.2, the PPU does not only come in different
variants as being derivable from the feature model in Figure 2.7a, but the whole PPU
product line has to undergo a continuous evolution to new versions (e.g., due to adding
new features such as a stamp).
Finally, as depicted in Figure 2.6(4), all of these three—more or less—orthogonal
dimensions of variability may arbitrary interleave throughout the life-cycle of recon-
figurable, evolving software systems (e.g., leading to continuously evolving dynamic
software product lines).
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Chapter 3
Model-based Quality
Assurance of Variability in
Space
This chapter summarizes concepts and techniques for model-based quality assurance of
CPS in the presence of variability in space, namely in terms of configurable software
as, for instance, apparent in software product lines. The contributions presented in-
clude an automated test-suite generation methodology for efficient white-box as well as
model-based (black-box) test coverage of configurable software, a conceptual framework
for lifting techniques for test-suite minimization and test prioritization to configurable
software, and a theoretical framework to formally reason about the interplay between
variability in space and compositionality of testing in systems consisting of multiple
communicating and interacting components.
3.1 Test-Suite Generation for Configurable Software
Publications. The contents summarized in this section have been published in Bu¨rdek
et al. [12] as well as in Lochau et al. [25]. Reprints of these publications can be found
in Appendix A.
Classification of Contributions. CPS: Computation; QA: Test Models, Test Cases,
Test Goals; δ: Variability in Space.
Summary. Automated derivation of a sufficient set of test cases into a test suite sat-
isfying a given set of test goals is a complicated and computationally expensive task.
Most recent attempts employ model checkers for automated coverage-driven test-case
generation, by utilizing counter examples delivered by the model checker as witnesses
for non-reachability of a given test goal [6]. A counter example, therefore, constitutes
an (abstract) test case (e.g., program input) whose execution on a given program under
test is able to reach the particular test goal (e.g., a program location) under consid-
eration. Hence, covering a (usually very large) set of test goals (e.g., as imposed by
a code-coverage criterion such as basic-block coverage or condition coverage) requires
to repeatedly generate further test cases into a test suite until the coverage criterion is
finally satisfied (at least up to a certain degree). To this end, repetitive reachability-
analysis queries are to be performed, where every new query potentially leads to an
exhaustive state-space exploration by the model checker.
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In the presence of variability in space (e.g., as in software product lines), this prob-
lem becomes even worse: instead of only covering one single software system, the gen-
erated test suite has to achieve sufficient test-goal coverage on a whole family of simi-
lar, yet well-distinguished software variants, usually derived from a common core code
base. However, applying a variant-by-variant test-suite generation strategy to even-
tually achieve coverage of a whole family of software variants is often infeasible for
realistic product lines in practice. This is due to the fact that the number of possible
configurations and, therefore, the number of implementation variants derivable from the
core software system, grows exponentially in the number of configuration options (e.g.,
Boolean features in case of software product lines). In addition, due to the (intention-
ally) very high degree of similarity among the different variants, a variant-by-variant
test generation approach would potentially lead to a high fraction of redundant test-
generator calls, yielding many duplicated (abstract) test cases from different variants.
To handle these two essential challenges in multi-goal test-suite generation for config-
urable software systems, the proposed approach facilitates two orthogonal reuse strate-
gies for reachability information delivered by a model checker.
• Reuse among test goals. The reachability information for the state space of a
configurable program, obtained while generating a test case covering a particular
test goal, is reused for all other test goals which are also reached by this test case.
• Reuse among variants. The reachability information for the state space of the
configurable program, obtained while generating a test case covering a particular
test goal, is reused for all other program variants sharing the parts in the state
space reached by this test case.
The first reuse technique has already been explored in recent tools for test-suite gener-
ation for single software systems [7]. In contrast, the second reuse technique of system-
atically exploring similarities among different software variants instead of considering
every variant one-by-one is, in general, referred to as family-based product-line analysis
strategy [33]. The proposed methodology thus combines both dimensions of reuse in a
compatible (i.e., arbitrarily interleaved) way as part of a family-based white-box test-
suite generation algorithm for efficiently covering all variants of a configurable software.
The output of the algorithm is a so-called product-line test suite which guarantees cov-
erage of every test goal on all software variants derivable from configurable software, in
which this particular goal is reachable.
The proposed approach utilizes symbolic model-checking capabilities of recent soft-
ware model checkers by exploiting counter examples for non-reachability of a given test
goal, serving as (abstract) test input. To this end, the approach employs so-called
runtime variability (or, variability encoding [31]), by representing configuration-specific
parts of the code using conditional statements over feature expressions (so-called pres-
ence conditions). This encoding facilitates a software model checker to keep track of
control- and data-flow dependencies among program paths and respective configuration
constraints for those paths during state-space exploration. In particular, the conjugated
presence conditions, aggregated within path conditions of counter examples obtained
for non-reachability of a given test goal, symbolically represent the set of software con-
figurations for which the derived test case is (re-)usable. In order to ensure each test
goal to be eventually covered in all configurations in which the goal is reachable, further
reachability queries are repeatedly invoked for the same goal, but with the negated set
of already covered configurations together with the feature-model constraints as pre-
condition, until no further counter example is reported by the model checker. This
blocking-clause technique is frequently used in all-solutions constraint-satisfaction prob-
lems. The interleaving of this second reuse technique with the first reuse technique (i.e.,
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Figure 3.1: Model-based Test-Suite Generation for Configurable Software
reuse of prefixes of already explored program paths for covering other test goals also
located on this path) leads to an incremental, test-goal-driven state-space exploration
of the whole configurable software system.
The described approach is, in general, independent of the particular testing method-
ology and test-suite generation technique. This has been successfully demonstrated by
further applying the approach to model-based (black-box) test-suite generation for soft-
ware product lines apparent in the automation-engineering domain (e.g., the PPU case
study). For instance, a metal WP is handled equally in most variants such that cor-
responding test cases are (re-)useable among those variants. As further example, test
cases derived for exercising the error handling are even (re-)usable for all PPU variants.
The overall infrastructure is illustrated in Figure 3.1. The test-model specification for
PLC control software using an IEC 61131-3 compliant run-time environment are given
as UML-like input/output labeled state machines. A test case, therefore, constitutes a
finite sequence of input/output actions (or, pairs of actions and reactions representing
expected interactions between the system or component and the contextual environ-
ment). For variability modeling, transitions are annotated by presence conditions over
feature variables, as organized in a feature diagram using FODA notation, thus resulting
in a so-called 150% product-line test model superimposing all test-model variants. In
this testing scenario, coverage criteria for test-suite derivation are defined with respect
to structural elements of the test model (e.g., state coverage and transition coverage).
Tool Implementation. The tool implementation of the white-box test-suite genera-
tor is based on CPA/tiger [7], an extension of the symbolic software model checker
CPAchecker [8] for coverage-driven test-case generation from C programs. The tool
receives as inputs (1) a configurable software implemented in C enriched with Boolean
feature parameters, (2) a feature model (i.e., a propositional formula over features),
and (3) a coverage criterion expressed in the FShell Query Language (FQL), a DSL for
specifying code-coverage criteria provided by CPA/tiger.
The tool implementation of the model-based test-suite generator for state-machine
test models of software product lines in the automation-engineering domain is based on
the LTL model checker SPIN and the SAT solver SAT4J. Feature diagrams in FODA
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notation are imported from the tool FeatureIDE and UML state-machine models are
imported from PapyrusUML, where presence conditions are annotated as comments
attached to respective model artifacts.
Evaluation Results. The experimental evaluation of the white-box testing approach
consists of various experiments considering sample product-line implementations. The
evaluation results show remarkable efficiency improvements (concerning both computa-
tional efforts for test-suite generation as well as the resulting number of test cases) of
the novel methodology, as compared to test-suite generation strategy without system-
atic reuse of reachability information. However, the computational overhead caused by
combining both reuse strategies may potentially lead to an overall increase of CPU time
or even an increase of timeouts (i.e., test goals falsely deemed unreachable).
The experimental evaluation of the model-based testing approach consists of a suc-
cessful application of the developed tool to the PPU case study. The results show that
the required CPU time for achieving complete test coverage of all test-model variants
decreases by about 50% and the number of test cases even by a factor of about 7, as
compared to the variant-by-variant approach.
3.2 Test-Suite Optimization and Test Prioritization
for Configurable Software
Publication. The contents summarized in this section have been published in Baller et
al. [2]. A reprint of this publication can be found in Appendix A.
Classification of Contributions. CPS: Computation; QA: Test Cases, Test Goals;
δ: Variability in Space.
Summary. The output of the test-suite generator for configurable software as described
in the previous section is a so-called complete product-line test suite which covers every
test goal on every program variant in which the goal is reachable, by at least one test case
being applicable to that variant. One purpose of the two reuse strategies is to achieve
complete product-line coverage with a preferably small number of test cases in order
to reduce the subsequent test-execution effort. In this regard, test-suite minimization
aims at eliminating redundant test cases from existing test suites such that the reduced
test suite still achieves complete test-goal coverage, but with a minimum number of
test cases. The resulting optimization problem can be reduced to the minimum set-
cover problem which is known to be NP-complete [21]. Most existing approaches for
heuristically approximating optimal solutions for the test-suite minimization problem
have several limitations, especially with respect to configurable software testing.
• Most existing approaches are limited to handling test suites derived for covering
test goals in single-variant software.
• Most existing approaches do not take into account that each individual selection
of test cases may cause different testing costs and profits.
To address these limitations, the proposed framework for test-suite minimization and
test prioritization for configurable software takes into account dependencies between test
cases, test goals and software variants as apparent in a complete product-line test suite
obtained from a family-based test-suite generator. In addition, the framework incor-
porates additional fine-grained information denoting multiple (potentially conflicting)
cost/profit objectives for prioritizing test cases, test goals and variants under test.
An excerpt from a multi-objective test-suite optimization problem for configurable
software is shown in Figure 3.2, where test goals are referred to by the more general term
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Figure 3.2: Test-Suite Optimization Problem of Configurable Software [2]
of test requirements in the following. Here, test goals constitute one possible instance of
the more generalized notion of test requirements. In particular, the example has eight
test requirements (r1, r2, . . . , r8) and a corresponding test suite containing 6 test cases
(t1, t2, . . . , t6), where a line between a requirement and a test case denotes that the
requirement is satisfied by that test case (e.g., a test goal is covered/reached by that
test case).
In this example, the test cases t1 and t4 constitute a minimal test suite as both
together suffice to satisfy every given test requirement. However, in the given example,
the test suite is generated for complete coverage of a configurable software, consisting
of three variants (or, product configurations p1, p2, p3). Lines between test cases and
variants thus denote that a particular test case is applicable to a variant. In this regard,
the test cases t1 and t4 are not sufficient to cover every test requirement on every variant
(e.g., test case t6 is the only test case satisfying requirement r7 on variant p3).
In addition to the dependencies between test requirements and test cases as well as
between test cases and variants under test, the example further defines weights (positive
integer values attached in brackets) for all three kinds of testing artifacts, providing
further fine-grained information by means of
• test-case costs quantifying the estimated effort for executing a selected test case,
• test-goal profits quantifying the estimated benefit gained from satisfying a certain
requirement by a test case (e.g., according to the fault criticality of the require-
ment)
• variant costs quantifying the estimated effort for deriving a particular product
configuration for test execution.
Based on this additional information, multi-objective test-suite optimization is con-
cerned with selecting a set of test cases that minimizes the overall testing costs and
maximizes the overall testing profits. For instance, selecting the three test cases t2, t3
and t4 would cause overall test-case costs of only 7 as compared to 8 resulting from
selecting t1 and t4 as mentioned before. The resulting weighted minimum set cover
problem can be further refined to a partial minimum set cover problem, by imposing
constraints in terms of upper bounds for the overall costs and lower bounds for the over-
all profits. For instance, by setting a profit bound of 11 (instead of 13) in our example,
requirement r1 might be ignored thus making test case t3 redundant. In addition, the
selection of test requirements and test cases further influences the overall testing costs
caused by the costs of variants required for executing the selected test cases. Hence, the
challenge of combining those extensions to the original test-suite minimization problem
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with the notion of complete coverage of configurable software may be summarized as
follows.
Which test cases to execute on which product configurations in order to
maximize testing profits under minimal testing costs?
Note that this generalized problem statement is, in general, independent of the particular
testing methodology under consideration.
Tool Implementation. The constrained multi-objective optimization problem under-
lying the test-suite optimization problem for configurable software is a computationally
complex problem. The tool implementation comprises two competitive techniques for
approximating (presumably) optimal solutions. The first approach is based on an en-
coding of the problem as an Integer linear program (ILP) in order to utilize off-the-shelf
ILP solvers for approximating optimal solutions. The second approach consists of an
incremental greedy-based heuristic prioritization algorithm for selecting sequences of
variants under test to be tested for achieving optimal profits under reduced costs in a
presumably minimal amount of time.
Evaluation Results. The experimental evaluation concerning the comparison of both
techniques has been performed on synthetic data sets with numbers of test requirements,
test goals and variants under test ranging between 50 and 500 elements as well as
different extents of dependencies between those elements, and Gaussian distribution of
cost and profit values. The efficiency improvements of the greedy-based approach as
compared to the ILP-based approach amounts to a factor of about 21.49 (i.e., from 15
hours to 41 minutes for the most complex data set being processable by ILP without
running into a timeout). Conversely, loss in precision of the greedy-based approach is
down to 68.80% as compared to ILP, and increases with increasing complexity of input
data sets.
3.3 Compositional Testing Theory for Variable Soft-
ware
Publication. The contents summarized in this section have been published in Luthmann
et al. [27]. A reprint of this publication can be found in Appendix A.
Classification of Contributions. CPS: Computation, Communication; QA: Test
Models; δ: Variability in Space.
Summary. From a theoretical point of view, software testing, in general, is concerned
with establishing a behavioral conformance relation between a specification s and an
implementation i under test [18]. Concerning formal approaches to reasoning about
theoretical aspects of model-based testing of software systems with multiple interact-
ing components in particular, both the component specifications and the component
implementations are usually represented as (variations of) labeled transition systems
(LTS) [9], where the LTS of the implementation components are unknown (black-box
assumption). In this regard, two different notions of behavioral conformance may be
distinguished in recent research on model-based testing.
• Extensional characterizations of behavioral conformance rely on observational
equivalence relations [18, 17]. An implementation i of a component is observa-
tionally equivalent to a specification s if no observer process (tester) exists that is
ever able to distinguish behaviors (e.g., sequences of actions) observed at i from
those allowed by s.
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• Intentional characterizations of behavioral conformance rely on alternating simu-
lation relations assuming both component specifications s as well as implementa-
tions i to be represented as input/output labeled transition systems (IOLTS) [38,
20]. Based on this representation, test cases are derived from specifications s,
given as (alternating) sequences of controllable input actions and observable out-
put actions, and being applied to implementations i.
The input/output conformance (ioco) relation on IOLTS, initially proposed by Tret-
mans [35], is one of the most prominent conformance testing theory, combining both
extensional and intentional aspects into one formal framework. Intuitively, the ioco
relation, formally defined as
i ioco s : ⇔ ∀σ ∈ Straces(s) : Out(iafterσ) ⊆ Out(safterσ),
holds between implementation i and specification s if the set of possible output actions
(Out) observable at implementation i following (after) each possible alternating I/O
sequence σ specified in s is allowed by s. To rule out trivial implementations never
showing any outputs, the notion of suspension traces (Straces) includes the special
quiescent action δ denoting (and, therefore, explicitly permitting) the absence of any
output in a certain state.
In recent past, a wide range of formal properties of, and extensions to, ioco have
been investigated. Nevertheless, concerning model-based testing of component-based
software in the presence of variability, ioco still shows several essential weaknesses.
• The ioco relation permits underspecification in two ways. First, input behav-
iors being unspecified in s may be implemented arbitrarily in implementation i,
thus implicitly relying on optimistic environmental assumptions. However, neg-
ative testing in a pessimistic setting would require a distinction between critical
and uncritical unintended input behaviors, which is not supported by ioco. Sec-
ond, for non-deterministic input/output behaviors of specification s, ioco requires
implementation i to show at most output behaviors being permitted by s. Further-
more, the notion of quiescence (i.e., observable absence of any outputs) enforces
i to show at least one of the output behaviors of s (if any). However, no explicit
distinction between obligatory and allowed output behaviors is made by ioco,
which is of particular importance in case of behavioral variability.
• The ioco relation constitutes a special kind of alternating simulation relation
between specification s and implementation i. Unfortunately, although being a
crucial property for extensional testing relations, ioco is not a preorder.
• The ioco relation lacks a unified notion of component-based systems testing, being
compatible with potential solutions that solve the aforementioned weaknesses.
The proposed solution to handle these weaknesses of ioco utilizes Modal Interface Au-
tomata with Input Refusals (IR-MIA) as novel behavioral formalism for both component
specifications s and the implementation under test i in component-based variable soft-
ware systems. IR-MIA are based on Modal Interface Automata (MIA) [10], being a
combination of Interface Automata (i.e., I/O automata permitting underspecified in-
put behaviors) and (I/O-labeled) Modal Transitions Systems (i. e., LTS with distinct
mandatory and optional transition relations). In this regard, the modal refinement re-
lation v on IR-MIA serves as variant-derivation mechanism for specification variants
s′ v s as well as implementation variants i′ v i both constituting IOLTS as usual. Like
MIA, IR-MIA permit both optimistic and pessimistic environmental assumptions as well
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Figure 3.3: Modal Input/Output Conformance is preserved under Modal Refinement.
as non-deterministic input/output behaviors. To this end, the universal state of MIA
(allowing every possible behavior) is re-interpreted as failure state in IR-MIA, reject-
ing every input behavior. This construction allows to distinguish between unspecified,
yet uncritical (i.e., to be ignored) environmental inputs from those being unspecified,
but critical and, therefore, to be refused by the implementation. In order to handle
behavioral variability in IR-MIA, modal refinement further allows distinguishing oblig-
atory from allowed output behaviors, as well as between implicitly underspecified and
explicitly forbidden input behaviors. To summarize, the resulting testing theory on IR-
MIA unifies positive and negative conformance testing with optimistic and pessimistic
environmental assumptions and behavioral variability.
Theoretical Results. The I/O conformance relation defined on IR-MIA, called modal-
irioco, enjoys several essential properties, especially with respect to component-based
systems testing. The main theoretical properties of modal-irioco (or, mioco for short)
can be summarized as follows.
• Correctness. The correctness claim for modal-irioco is based on the fact that
mioco is preserved under modal refinement as illustrated in Figure 3.3. In partic-
ular, soundness states that if mioco holds between a (variable) specification sspl
and its (variable) implementation ispl (e.g., a software product line), both given as
IR-MIA, then every derivable implementation variant i′ v i is conforming to some
specification variant s′ v s with respect to the ioco relation on the correspond-
ing IOLTS. Conversely, completeness states that if mioco does not hold, then
there exists at least one implementation variant i′′ v i for which no conforming
specification variant s′′ v s exists.
• Preorder. The mioco relation is a preorder on the subset of input-enabled
IR-MIA. Input-enabledness can be easily achieved for any given IR-MIA by a
canonical, semantic-preserving construction called input completion.
• Compositionality. The compositionality claim for modal-irioco with respect
to parallel composition with multi-cast and hiding is illustrated in Figure 3.4.
Given two component specifications s1 and s2 and respective component imple-
mentations i1 and i2 such that mioco holds between i1 and s1 as well as between
i2 and s2, then it follows that mioco also holds between the implementation re-
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Figure 3.5: Decomposition of Modal Input/Output Conformance Testing.
sulting from the parallel composition of i1 and i2 and the specification resulting
from the parallel composition of s1 and s2.
• Decompositionality. This claim for modal-irioco allows for decomposing modal
input/output conformance testing as illustrated in Figure 3.5. To this end, the
quotient operator on IR-MIA serves as the inverse to parallel composition thus
supporting environmental synthesis for component-based testing in contexts, also
known as the unknown-component problem. As a result, implementation i and
specification s may be decomposed into components ci and cs which can be tested
in separate. Hence, mioco holds between i and s if (1) mioco holds between i
and s without ci and cs and (2) mioco holds between ci and cs.
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Chapter 4
Model-based Quality
Assurance of Variability at
Runtime
This chapter summarizes selected research on model-based quality assurance of software
systems with variability at runtime. Both presented publications are mainly concerned
with extending formal modeling and automated validation techniques for configurable
software to (runtime-) reconfigurable software systems.
4.1 Complex Binding-Time Constraints in Reconfig-
urable Software
Publication. The contents summarized in this section have been published in Lochau
et al. [24]. A reprint of this publication can be found in Appendix A.
Classification of Contributions. CPS: Computation, Communication, Control;
QA: Test Models; δ: Variability at Runtime.
Summary. Besides variability in space as apparent in (statically) configurable software
as described in the previous chapter, many modern application domains further tend to
exhibit run-time variability in terms of dynamically reconfigurable software parameters.
To this end, predefined reconfiguration options are introduced into the software and po-
tentially remain unbound (or, resettable) until, or even after, the final installation and
first activation of the system. Concerning product-line engineering in particular, poten-
tial run-time adaptation scenarios anticipated already during domain analysis require
dynamic re-allocations of feature parameters and related solution-space artifacts.
In this regard, dynamic software product-line engineering aims at lifting elaborated
design and implementation principles already being well-established for product-line en-
gineering, to also developing highly-reconfigurable runtime-adaptive systems in a com-
prehensive and feature-oriented way [4]. Hence, in order to unify variability in space and
variability over time within the same conceptual framework, dynamic software product-
line engineering extends classical product-line engineering by two essential concepts.
• The variability in a dynamic software product line is bound incrementally in a
stepwise manner, rather than being configured in one big step during application
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Figure 4.1: Feature Model extended with Complex Binding Time Constraints
engineering. The correct ordering of (and, implicit dependencies among) con-
figuration decisions emerging throughout the resulting staged (pre-)configuration
process depends on the declared binding time of each individual feature.
• The variability of dynamic software product lines is separated into features with
static and with dynamic binding times. Static features are (pre-)configured once
during initial product derivation (e.g., prior to installation and first activation),
whereas dynamic features are (re-)configurable throughout the entire product life
cycle, and even at runtime.
In the context of safety- and mission-critical systems (e.g., medical-device software like
in the DCU example), a precise specification formalism and accompanying validation
techniques and tools are required to ensure, up to a reasonable extent, correctness
properties to hold for every derivable system variant prior to its initial activation. In
addition, the combination of both dimensions of variability (i.e., in space and at runtime)
imposes further challenges including new kinds of potential threats to validity.
As a consequence, new kinds of configuration constraints arise during problem-space
modeling for dynamic software-product lines, including logical constraints among fea-
tures as usual, as well as temporal constraints to hold for staged configuration processes
with multiple binding times, as well as complex constraints on the validity of reconfigu-
ration behaviors. The proposed extensions to domain feature modeling to express those
constraints are illustrated in Figure 4.1, showing an excerpt of the configuration model
for the DCU system re-engineered as dynamic software product line. Each domain
feature may be annotated with multiple binding times, each corresponding to (static
or dynamic) configuration stages (e.g., Installation Time, Runtime etc.), on which a
global ordering is defined (as shown on the right). In addition, complex binding-time
constraints can be expressed by relating logical configuration constraints and/or causal
dependencies among configuration steps during a staged configuration process (e.g.,
sub-features have to be configured during the same, or some later stage as their parent
feature). In addition to those extended feature-model constraints, automata-based re-
configuration models as already shown in Figure 2.8 impose temporal constraints on the
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Figure 4.2: Model-based DSPL Specification and Verification Framework
validity of (generally non-terminating) reconfiguration processes, potentially occurring
throughout the entire life-cycle of the software system.
To summarize, the different components of the modeling and validation framework
for staged reconfiguration processes with complex binding time constraints is depicted
in Figure 4.2, conservatively extending domain-modeling concepts as used in classical
product-line engineering. As a consequence of those extensions, new kinds of anoma-
lies might arise during domain engineering, potentially leading a software system that
eventually fails in adapting itself to certain contextual situations, which may have
catastrophic consequences. As a first solution, the framework comprises an efficient
and automated validation methodology based on existing constraint-solving techniques.
However, compared to classical product-line domain analysis which is usually based
on Boolean constraint solving, dynamic product-line validation further requires capa-
bilities going beyond stateless constraint solving for checking temporal properties of
reconfiguration processes (e.g., absence of reconfiguration deadlocks). In particular,
the following properties are automatically verifiable for a given specification within the
proposed framework.
• Proper Initialization. This property requires that for a given specification,
there exists at least one valid initial staged configuration process finally ending up
in a complete configuration satisfying the feature-model constraints.
• Reachability. This property requires that for a given specification, all states of
the reconfiguration automaton are eventually reachable by a valid reconfiguration
process of the system.
• Progress/Liveness. This property requires that for a given specification, no
valid reconfiguration process will ever get stuck due to any constraints.
Tool Implementation. The tool implementation of the described framework supports
FeatureIDE for creating and editing feature diagrams. Those diagrams are then trans-
formed into an existing EMF meta-model for plain feature models, which is extended
with binding-time information and corresponding constraints. The model transforma-
tion has been implemented using eMoflon. For analysis of non-temporal properties, an
27
off-the-shelf SAT-solver can be used. Second, all logical, causal and temporal constraints
of a given specification are encoded into one state-machine model which is further trans-
lated into the Promela language. In this way, the explicit-state model-checker SPIN can
be applied for checking temporal properties of staged configuration and reconfiguration
processes.
Evaluation Results. The experimental evaluation concerning applicability to the
DCU system shows that the proposed modeling and validation technique is, in general,
applicable to real-world systems and is scalable to industrial-strength sizes, except for
the validation of progress/liveness properties, frequently leading to timeouts. In partic-
ular, the constraint-solver-based validation is very efficient but naturally suffers from
its limited expressive power. In contrast, the SPIN-based approach is sufficiently ex-
pressive, but potentially runs into scalability issues in case of larger-scaled real-world
systems. Hence, pursuing both approaches in combination seems to allow for a flexible
trade-off between efficiency and accuracy.
4.2 Multi-Instantiation Constraints in Reconfigurable
Software
Publication. The contents summarized in this section have been published in Weckesser
et al. [40]. A reprint of this publication can be found in Appendix A.
Classification of Contributions. CPS: Computation, Communication; QA: Test
Models; δ: Variability in Space, Variability at Runtime.
Summary. Feature models based on the FODA feature-diagram notation such as
shown in Figure 2.7a provide rich and well-established graphical notations for specifying
variability of configurable software systems such as software product lines [22]. In
addition, various techniques and tools have been developed for automating feature-
model analysis and validation, including feature-model consistency (i.e., satisfiability
of configuration constraints) and further crucial anomaly-detection capabilities (e.g.,
absence of dead and core features) [3].
Feature diagrams allow for specifying custom-tailored configuration spaces of con-
figurable software systems in terms of configuration constraints denoted as (restricted
forms of) propositional formulae over a finite set of user-visible Boolean feature vari-
ables. A valid configuration of a FODA-like feature diagram, therefore, consists of a
feature combination (i.e., a subset of selected features) satisfying all configuration con-
straints. Nevertheless, many constraints to be imposed on configurations as well as re-
configurations of nowadays real-world applications are not properly expressible in terms
of selection/deselection choices on binary configuration options (i.e., presence/absence
decisions for Boolean features). In order to cope with more complicated configuration
options and respective constraints, various extensions to feature models have been pro-
posed [3]. In particular, two key extensions to feature diagrams are frequently considered
in recent literature.
• Feature attributes and respective (non-Boolean) constraint expressions, supporting
any type of value domain for configuration options beyond Boolean. For instance,
feature attributes allow for denoting additional user-configurable numerical quality
properties of features such as adjustable timeout values in case of safety-critical
systems [24].
• Feature multiplicities and respective cardinality constraints, supporting selections
of multiple instances of configuration options. Similar to UML-like cardinality an-
notations, the selection of a feature instance includes recursive copies (or, clones)
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Figure 4.3: Cardinality-based Feature Model for Fan-Out Group Configuration of AR
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of their corresponding sub-trees, being configurable for this individual feature in-
stance.
Semantically, those concepts impose non-trivial extensions to the notion of product con-
figuration, (i.e., arbitrary value domains of configuration parameters and multi-sets of
feature selections) both potentially yielding infinite configuration spaces. As a result,
both extensions complicate feature-model semantics which makes tool support for auto-
mated consistency checking even more crucial for extended feature-modeling concepts
to become accepted in practice. Concerning feature attributes, various promising at-
tempts already exist for specifying and automatically analyzing non-Boolean feature
constraints, mostly due to the ever-growing availability of mature SMT solvers. In
contrast, semantics of cardinality-based feature models lack a direct correspondence
to recent constraint-solver theories, but rather require a more in-depth treatment and
problem encoding to facilitate automated reasoning.
Nevertheless, cardinality-based feature-modeling is emerging in nowadays applica-
tion domains. For instance, in many modern communication systems, not only the type,
but also the amount of particular resources is explicitly configurable by the customer,
especially in terms of (virtually) unrestricted resources as apparent in the context of
cloud-based application scenarios. As a concrete example, the augmented reality multi-
player game scenario already introduced in Figure 2.3 constitutes a runtime-adaptive
system including dynamic reconfigurations that do not only affect the presence or ab-
sence of features, but also the available amount (instances) of configurable resources
(e.g., players and fan-out groups).
Figure 4.3 shows a cardinality-based feature model for (re-)configuration of fan-out
groups. Similar to the FODA notation, configuration parameters (features) reside in a
tree-like diagram, denoting a feature-decomposition hierarchy. Cardinality-based fea-
ture diagrams extend FODA-like feature diagrams with cardinality-interval annotations
(l, u), where l ∈ N0 denotes a lower bound and u ∈ N0 ∪ {∗}, l ≤ u, denotes an upper
bound on the possible number of feature instances. The special symbol “∗” denotes an
unbounded cardinality thus permitting an unrestricted maximum number of feature in-
stances. Based on this notion, cardinality-based feature diagrams as shown in Figure 4.3
offer the following modeling concepts.
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Figure 4.4: Sample Configurations of a Cardinality-based Feature Model
• Feature instance cardinality, annotated as 〈l, u〉 on the left-most position on top of
a feature node, defines the minimum and maximum number of a feature instance
selectable from the sub-tree clone of its parent feature instance. For instance,
〈1, 1〉 allows for exactly one Dissemination Strategy, whereas 〈1, ∗〉 denotes that
arbitrary many, but at least one Node must be contained in every Fan-Out Group.
• Feature group type cardinality, annotated as [l, u] at group arcs, defines the mini-
mum and maximum number of types of feature instances from the set of all direct
sub-features of a selected feature instance. For instance, [1, 1] denotes that either
instances of WiFi or of BT must be selected for the Interface, whereas [2, 3] de-
notes that at least two types of Channels from the given three options must be
instantiated in a Fan-Out Group.
• Feature group instance cardinality, annotated as 〈l, u〉 at the right-hand side of each
group arc, defines the minimum and maximum number of feature instances of any
type selectable from the set of all direct sub-feature types. For instance, 〈3, ∗〉
denotes that arbitrary many, but at least three Channel instances are required for
a Node.
• Cross-tree edges by means of require- and exclude-edges, annotated with 〈l, u〉 at
both the source and target feature nodes, define constraints on the number of
instances among arbitrary pairs of features. For instance, if at least one instance
of Reliable is selected in some sub-tree clone, then no instance of Probabilistic
Broadcast is permitted in the Fan-Out Group and vice versa. In addition, if
between 1 and 5 Nodes are selected in a Fan-Out Group, then BT is used for all
Nodes, and WiFi otherwise.
Figure 4.4 illustrates the configuration semantics of cardinality-based feature models by
means of three sample configurations for a simple example. Here, multiple instances of
the same feature occurring in a configuration are visualized with their unfolded sub-tree
copies.
The combination of the different kinds of cardinality annotations within a cardinality-
based feature model may lead to very complicated dependencies among feature selections
and corresponding sub-tree clones. In this regard, the notion of anomaly is frequently
used to summarize undesirable (semantic) properties of feature diagrams [3]. Concern-
ing cardinality-based feature diagrams in particular, one major observation is that all
essential anomalies can be explained through (and, therefore, automatically detected
as) dead cardinality anomaly. Given a cardinality-interval annotation (l, u), cardinality
k with l ≤ k ≤ u is dead in a cardinality-based feature model if there exists no valid
configuration in which k instances of the corresponding feature(s) occur. Hence, a dead
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cardinality may either indicate bounds of intervals being too wide, or gaps within in-
tervals, or false unbounded intervals or even inconsistent models (i.e., every cardinality
is dead). Concerning the example in Figure 4.4, we observe the following cases.
• Dead Cardinality Bounds. The lower bound 1 of the group instance cardinality
interval 〈1, ∗〉 of f0 is a dead cardinality, as at least one instance of both f1 and
f2 must be selected. Furthermore, the lower bound 1 of group type cardinality
[1, 3] of f0 is also dead and the lower bound of the target feature node cardinality
interval 〈2, 6〉 of the require-edge from f4 to f1 is 6 instead of 2.
• Cardinality-Interval Gaps. The group instance cardinality of f0 contains a gap at
(6, 6) as no valid combination of feature instances of f1, f2, and f3 with an overall
number of 6 is possible. Similarly, the feature instance cardinality interval 〈1, 7〉
of f1 contains a gap at (2, 5).
• False-Unbounded Intervals. The group instance cardinality 〈0, ∗〉 of f0 is false
unbounded as the maximum number of possible child-feature instances is 11 (thus
making any upper-bound cardinality beyond 11 a dead cardinality). In addition,
the interval 〈1, ∗〉 on the right-hand side of the exclude-edge between f1 and f2 is
false unbounded as the upper bound is limited to 2.
In contrast to those false-unbounded cases, feature f5 is actually unbounded thus making
the entire model unbounded (i.e., having an infinite number of possible configurations).
To summarize, the proposed cardinality-based feature models constitute a non-trivial
extension to FODA-like feature diagrams, yielding potentially infinite configuration
spaces and novel kinds of anomalies.
Theoretical Results. The two main theoretical properties for cardinality-based feature
model can be summarized as follows.
• Existence of Normal Form. For any given cardinality-based feature model,
there exists a semantically equivalent normal-form representation without dead
features. The normal-form representation preserves the feature-tree structure of
the given model, but potentially adapts cardinality-interval annotations by exclud-
ing any dead cardinality, where compound intervals are used to represent interval
gaps.
• Decidability of Model Consistency. For any given cardinality-based feature
model, model consistency is decidable, even in case of unbounded models. More
generally, for any given cardinality-based feature model, its respective normal-
form representation is effectively computable. To this end, a global bound on the
configuration space is derivable from the syntactic structure of the model such
that any dead cardinality is observable within this bound.
Tool Implementation. Normal-form computation and dead-cardinality detection for
cardinality-based feature models is implemented by the tool CardyGAn [32]. Cardina-
lity-bound analysis is based on an encoding of cardinality-based feature model semantics
as linear optimization problem using ILP (Integer Linear Programming) thus facilitating
the application of the existing ILP solver CPLEX. As ILP requires convex search spaces,
it is not applicable to interval-gap analysis which is, therefore, based on a respective
SMT encoding for the SMT solver Z3.
Evaluation Results. The experimental evaluation has been conducted on a data set
of synthetically generated cardinality-based feature models with up to 5,000 features
and different cross-tree constraint ratios and cardinality-interval size distributions. The
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results show that bound analysis based on ILP-solving scales remarkable well also to
large-scale models, whereas gap analysis based on SMT solving is, in its current state,
only applicable to models with at most 200 features.
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Chapter 5
Model-based Quality
Assurance of Variability over
Time
This chapter summarizes two recent works concerned with two dimensions of variability:
variability in space in terms of configurable software systems and variability over time in
terms of evolution of those systems. In particular, the first work proposes techniques for
model-based evolution of problem-space artifacts of software product lines (i.e., feature
models), whereas the second work proposes a theoretical foundation for formal reasoning
about the behavioral impact of variability both in space and over time within a unified
formal framework for model-checking of software product lines.
5.1 Reasoning about Problem-Space Evolution of Con-
figurable Software
Publication. The contents summarized in this section have been published in Bu¨rdek
et al. [11]. A reprint of this publication can be found in Appendix A.
Classification of Contributions. CPS: Computation; QA: Test Models; δ: Variabil-
ity in Space, Variability over Time.
Summary. The development of configurable software systems such as software product
lines usually requires a high upfront investment. As a consequence, they are often sup-
posed to stay in operation for a very long lifetime. Even if domain scoping is conducted
very carefully in order to anticipate a wide range of possible diverse customers’ needs,
it is not possible to foresee all future requirements potentially arising throughout the
whole life-cycle in advance. As a result, existing configurable software has to undergo
continuous evolution (i.e., variability over time) in order to adapt to ever-changing re-
quirements, new platforms, legal restrictions etc. Concerning software product lines in
particular, this process of iteratively interleaving domain- and application-engineering
steps is often referred to as reactive product-line engineering. As a product-line in-
frastructure is naturally centered around the feature model (e.g., a FODA-like feature
diagram), the proposed approach takes a model-centric view on product-line evolution,
by always starting with modifications (edits) to the domain feature model.
As a concrete example, consider the feature diagram of the PPU in Figure 2.7a and
the corresponding evolution scenario illustrated in Figure 2.2. As a result of such evo-
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lution scenarios, the PPU feature diagram has been modified, accordingly, leading from
smaller changes such as adding and removing particular feature nodes and constraints,
to arbitrary complex restructurings of large parts to the entire diagram. Coping with
software evolution in general and product-line evolution in particular imposes two es-
sential challenges during reactive product-line engineering in practice.
• Modifications are often conducted in ad-hoc manner, without proper documenta-
tion of the syntactic differences by means of (sequences of) edit operations leading
from an old version to a new version of the feature diagram.
• Even local syntactic modifications may lead to global semantic differences, being
hard to comprehend for the modeler.
To address both challenges, the proposed approach combines two consecutive phases:
(1) a syntactic comparison of two consecutive versions of a feature diagram, and (2)
semantic change-impact classification resulting from the syntactic differences identified
in phase (1).
Concerning (1), the syntactic model-differencing technique applied follows a state-
based approach in the sense that an old and a new version of a feature diagram are
available, but no further information exists about the editing processes between both.
In order to derive those editing processes a-posteriori in an automated way, differences
between both model versions are split up into atomic edit steps. Those edit steps
are supposed to correspond to set of edit operations typically offered by visual editors
for feature diagrams. As a consequence, the resulting set of edit operations can be
considered sound (i.e., every sequence of edit operations only produces syntactically
well-formed models) and complete (i.e., every well-formed model can be produced from
every other well-formed model via at least one sequence of edit operations). Based
on this set of atomic edit operations, a catalogue of more complex edit operations is
defined, typically being applied to feature diagrams by developers during product-line
evolution. This catalogue has been derived from evolution scenarios as observed for the
PPU example.
Concerning (2), the semantic impact of (atomic as well as complex) edit operations
on feature diagrams may be classified with respect to their effect on the set of valid
product configurations (i.e., feature combinations) [34].
• A generalization preserves all existing configurations and (potentially) adds new
configurations (e.g., by adding a new optional feature or by removing a cross-tree
constraint).
• A specialization (potentially) removes certain existing configurations and does not
add any new configuration (e.g., by removing an optional feature or by adding a
cross-tree constraint).
• A refactoring does neither add nor remove any configuration (i.e., it transforms a
feature diagram into a semantically equivalent diagram).
• Otherwise, the change is called an arbitrary edit.
A concrete example of this concept is depicted in Figure 5.1, showing a complex edit
operation denoting a feature-diagram refactoring. The pattern-based classification can
be very useful in subsequent maintenance steps (e.g., in case of a refactoring, no further
evolution of solution-space artifacts is required). However, the modifications actually
being classifiable this way (i.e., by solely considering the syntactic differences between
two diagrams) are typically limited to edit operations affecting local model fragments
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Figure 5.1: Syntactic and Semantic Differences of Feature Diagrams
with a restricted context of application. Hence, in case of larger modifications consisting
of sequences of edit operations, a pattern-based classification is, in general, no more
possible but rather requires constraint-solver calls as usual [34].
Tool Implementation. A tool implementation of the methodology is based on the
model-differencing framework SiLift as well as the model-transformation tool Henshin.
The abstract syntax of feature diagrams is defined as EMF-compliant meta model and
supports the import of feature diagrams from FeatureIDE.
Evaluation Results. The applicability and feasibility of the approach has been evalu-
ated on the PPU case study as well as artificial data sets. Concerning the computation
of syntactic differences, the results show that the technique scales to feature models
with at least 500 feature nodes. Concerning the effectiveness of the semantic classifi-
cation, the technique is capable to classify a high fraction of edit operations observed
throughout the evolution history of the PPU case study, including both atomic as well
as complex edit operations.
5.2 Reasoning about Solution-Space Evolution of Con-
figurable Software
Publication. The contents summarized in this section have been published in Lochau
et al. [26]. A reprint of this publication can be found in Appendix A.
Classification of Contributions. CPS: Computation, Communication; QA: Test
Models, Test Goals; δ: Variability in Space, Variability over Time.
Summary. Various approaches have been proposed in recent literature to specify
variability within solution-space modeling and programming languages. To this end,
variations of, and extensions to existing core calculi have been defined in order to capture
the very essence of behavioral variability in a formal way [5]. However, most of the recent
attempts in this area of research exhibit at least one of the following deficiencies.
• Variability-modeling and -reasoning concepts often rely on a so-called 150% repre-
sentation, by means of an a-priori superimposition of all derivable variants into one
model. Based on this integrated representation, variability within those models
is emulated by adapting existing and/or adding new language constructs, such as
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selection/projection of variable parts, (guarded) choice among variable parts, and
modal refinement of variable parts. Although many promising variability-aware
analysis strategies and tools (e.g., family-based product-line analysis [33]) have
been lifted to become applicable to those kinds of superimposed representations,
150% specifications potentially become intractable for realistic applications, due
to the additional computational overhead. In addition, almost no support exists
so far to properly integrate and handle both variability in space and over time.
• Variability-modeling and -reasoning concepts concentrate on model properties
arising from structural/syntactical variability at the syntactical level. In contrast,
the behavioral impact of variability is often not considered in a systematic way,
or is even completely out of scope. In addition, most existing approaches lack an
integrated concept and an accompanying theoretical framework for systematically
propagating (i.e., re-using) established behavioral properties among (predefined)
variants and/or (initially unforeseen) versions in a unified way.
The proposed calculus DeltaCCS is supposed to serve as a formal foundation for, and
modular specification and incremental verification of, behavioral (temporal) correctness
properties ϕ in the presence of variability both in space and over time. To this end,
DeltaCCS extends the well-known process calculus CCS [28] by a variability mech-
anism by adopting principles of delta modeling [14]. The key idea of delta modeling
in general, and DeltaCCS in particular, is to separate the definition of a core process
from the definition of (sets of) change directives, so-called delta operations. When ap-
plied to core process Pc, a delta ∆ encapsulates well-defined and arbitrarily fine-grained
changes to the core-process definition in a determined way, in order to derive a similar,
yet slightly varying process P ′ = ∆(Pc). In this regard, process P ′ may either constitute
a predefined variant of process Pc thus modeling variability in space, or P
′ constitutes
a new (i.e., initially unforeseen) version of Pc in case of variability over time (e.g., as
imposed by an unforeseen evolution scenario).
Figure 5.2 provides a conceptual overview on the theoretical framework for reason-
ing about behavioral variability as provided by DeltaCCS. For specifying behavioral
properties ϕ to be automatically verified (e.g., by a model-checker) on a behavioral
process specification P , denoted P |= ϕ, DeltaCCS supports a restricted subset of the
modal µ-calculus that is sufficient to express fundamental safety- and progress proper-
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ties. In order to derive, for instance, two different process variants (or, versions), P1
and P2, from a common core process Pc, two (sets of) delta operations, ∆1 and ∆2,
are applied to the abstract-syntax representation Pc. In particular, a delta application
introduces variability by altering the definition of designated sub-processes of Pc in a
determined way thus yielding arbitrarily fine-grained behavioral changes. As depicted
in Figure 5.2 in the upper part, the dependency-graph representation of CCS terms
is augmented with deltas in order to characterize and detect conflicts among multiple
applicable deltas at the syntactic level.
Concerning the impact of applications of deltas ∆ on the LTS term-rewriting se-
mantics [Pc] of CCS terms Pc, behavioral variability is not emulated by an a-priori
determined resolution of variation points as frequently done in 150%-based approaches.
Instead, the process semantics [∆(Pc)] after applying (sets of) deltas ∆ for a particular
process variant/version ∆(Pc) is obtained by altering the rewriting semantics [Pc] of the
core process Pc on-the-fly, by overriding the CCS recursion rule. This allows for a pre-
cise localization and direct propagation of behavioral variability from the syntactic onto
the semantic level, thus becoming integral part of the generative structural operational
semantics of CCS.
To formally reason about the behavioral impact of delta applications ∆(Pc), the
calculus further defines a delta-aware congruence notion [Pc]≡ and a corresponding
normal form on CCS process terms in the context of delta applications. Thereupon, the
notion of bisimulation invariance allows for modular (and maximally local) reasoning
about the preservation (i.e., re-use) of properties ϕ holding for process Pc to also hold
after applying ∆, without the need for re-checking ϕ again on process variant/version
∆(Pc). Based on this uniform theory of behavioral change due to variability in space
and over time, DeltaCCS supports recent strategies [33] for effectively and efficiently
analyzing variable software (e.g., model-checking property ϕ on every derivable variant).
• In a product-by-product strategy, property ϕ is checked on each variant/version
∆(Pc) in a separate run anew from scratch.
• In a family-based strategy, property ϕ is checked on all variants/versions ∆(Pc) in
one run. To this end, the on-the-fly delta-application mechanism of DeltaCCS
permits to derive operational semantics for all possible subsets of deltas into one
LTS. Corresponding delta-annotations allow to track variability information dur-
ing model-checking in order to re-use analysis results among different variants
having shared deltas.
• In an incremental strategy, constituting a novel combination of both aforemen-
tioned strategies, variants/versions are checked in a step-wise manner, by partially
re-using model checking results already obtained from previous results. For in-
stance, assume property ϕ to be checked on process P1 = ∆1(Pc) first, and on
process P2 = ∆2(Pc) afterwards. To this end, a so-called regression delta ∆1,2 is
derivable from ∆1 and ∆2 such that P2 = ∆1,2(P1) holds. The regression delta
then allows for precisely localizing all differences between P1 and P2 at the level of
sub-processes and for reasoning about the impact of those differences on property
ϕ, based on the notion delta-aware congruence.
To summarize, DeltaCCS provides a core calculus for a uniform reasoning about se-
mantic impacts of behavioral change due to variability in space and/or over time.
Theoretical Results. The main theoretical corner stones of the DeltaCCS framework
can be summarized as follows.
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• Delta-Conflict Resolution. Given a DeltaCCS specification, a partial order
on the set of all Deltas is statically derivable from an abstract-syntax tree repre-
sentation which allows for resolving potential application conflicts among deltas.
• Correctness of Family-based DeltaCCS Semantics. Given a process P
and a delta ∆, for the family-based DeltaCCS LTS semantics restricted to ∆,
denoted [Pc,∆], and the LTS semantics [∆(Pc)] of a variant/version obtained by
∆, it holds that [Pc,∆] ' [∆(Pc)], where ' denotes bisimulation equivalence.
• Correctness of Delta-Aware Congruence. Given process P and delta ∆, it
holds that from P ≡ ∆(P ) it follows that P ' ∆(P ) holds.
• Correctness of Property Preservation. Given process P and delta ∆ such
that P ≡ ∆(P ) holds, then from bisimulation invariance it follows that P |= ϕ
holds iff ∆(P ) |= ϕ holds.
• Delta Normal Form. Given process P and delta ∆, ∆(P ) is in delta normal
form ∆NF if all deltas within set ∆ are maximally distributed (i.e., variability is
localized in a maximally fine-grained manner in sub-process terms of δ(P )).
Tool Implementation. The DeltaCCS model-checker implementation is based on
the framework Maude and supports product-by-product, family-based as well as in-
cremental model-checking strategies for properties expressed in (a restricted version) of
the modal µ-calculus.
Evaluation Results. The applicability of the approach as well as experiments concern-
ing efficiency trade-offs achievable by the different model-checking strategies supported
by DeltaCCS have been conducted on several case studies. The evaluation results
indicate potential performance advantages gained by incremental model-checking, as
compared to family-based and product-by-product strategies.
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Chapter 6
Conclusion
This chapter briefly summarizes the contributions described in this thesis and provides
a short outlook on possible future work.
The contributions summarized in this thesis are concerned with different aspects of
the specification and quality-assurance of CPS in the presence of variability in space,
over time and at runtime. A majority of the presented approaches focus on computation
and communication aspects of CPS, by employing evolving dynamic software product
lines and model-driven software development as development paradigms and model-based
testing as quality-assurance technique.
In order to handle variability in space, a test-generation approach has been pre-
sented for efficient test coverage of all variants of a configurable software system. To
further improve testing efficiency of the resulting test suites, a subsequent test-suite
optimization and test prioritization approach has been defined. Concerning variability
in software systems consisting of multiple communicating components, a formal frame-
work based on input/output conformance testing has been presented including in-depth
investigations of compositionality and decomposition properties.
For handling variability at runtime, existing concepts from (dynamic) software prod-
uct line engineering have been adapted by novel modeling and reasoning techniques. In
particular, the extensions support constraints on binding times of configuration options
as well as reconfiguration behaviors. In addition, an integrated approach has been
presented to facilitate multiple feature instances, as being crucial in (self-)adaptive
component-based or mobile communication systems.
Finally, to handle variability over time in terms of unforeseen software evolution,
techniques have been presented for reasoning about software-artifact changes and their
potential impact on crucial system properties To this end, model differencing on problem-
space artifacts as well as formal regression analysis on solution-space artifacts of con-
figurable software have been employed.
Most of the research challenges addressed in this thesis are motivated by intensively
investigating open problems as observable in case studies from different recent CPS
application domains (cf. Chapter 1). In this regard, the evaluation results gained
from successfully applying the novel techniques to those case studies reveal promising
perspectives for future research based on the results achieved so far.
First, the control aspects and their interplay with the other aspects of CPS have only
been partially addressed so far in recent research, concerning appropriate modeling and
engineering approaches, effective quality-assurance strategies as well as handling the
different dimensions of variability.
Second, entirely novel testing concepts are required to not only handle variability in
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space, but also for systematically testing variability at runtime (e.g., model-based testing
techniques for adaptive systems behavior) and variability over time (i.e., regression-
testing techniques for evolving dynamic software product lines).
Finally, arbitrary interleaving all three dimensions of variability (cf. Figure 2.6)
throughout the life-cycle of modern CPS possesses entirely new challenges concerning
all three disciplines considered in this thesis (i.e., CPS engineering, quality-assurance
by model-based testing and integrated variability management).
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