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Abstract
The paper consider an equivalence relation in the set of vertices of a
bipartite graph. Some numerical characteristics showing the cardinality
of equivalence classes are introduced. A combinatorial identity that is in
relationship to these characteristics of the set of all bipartite graphs of the
type g = 〈Rg ∪ Cg, Eg〉 is formulated and proved, where V = Rg ∪ Cg is
the set of vertices, Eg is the set of edges of the graph g, |Rg | = m ≥ 1,
|Cg | = n ≥ 1, |Eg| = k ≥ 0, m,n and k are integers.
1 Introduction
It is well known widespread use of graph theory in different areas of science
and technology. For example, graph theory is a good tools for the modelling of
computing devices and computational processes. So a lot of graph algorithms
have been developed [7, 9]. One of the latest applications of the graph theory is
to calculate the number of all disjoint pair of S-permutation matrices [10, 11].
The concept of disjoint S-permutation matrices was introduced by Geir Dahl [3]
in relation to the popular Sudoku puzzle. On the other hand, Sudoku matrices
are special cases of Latin squares in the class of gerechte designs [2].
Let p be a positive integer. By [p] we denote the set
[p] = {1, 2, . . . , p} .
Bipartite graph is the ordered triplet
g = 〈Rg ∪ Cg, Eg〉,
where Rg and Cg are sets such that Rg 6= ∅, Cg 6= ∅ and Rg ∩ Cg = ∅. The
elements of the set
Vg = Rg ∪ Cg
will be called vertices. The set
Eg ⊆ Rg × Cg = {〈r, c〉 | r ∈ Rg, c ∈ Cg}
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will be called the set of edges. Repeated edges are not allowed in our consider-
ations.
Let g′ = 〈Rg′ ∪ Cg′ , Eg′〉 and g′′ = 〈Rg′′ ∪ Cg′′ , Eg′′〉. We will say that the
graphs g′ and g′′ are isomorphic and we will write g′ ∼= g′′, if Rg′ = Rg′′ , Cg′ =
Cg′′ , |Rg′ | = |Rg′′ | = m, |Cg′ | = |Cg′′ | = n and there are ρ ∈ Sm and σ ∈ Sn,
where Sp is the symmetric group, such that 〈r, c〉 ∈ Eg′ ⇐⇒ 〈ρ(r), σ(c)〉 ∈ Eg′′ .
The object of this work is bipartite graphs considered to within isomorphism.
Let m,n and k be integers, m ≥ 4, n ≥ 1, and let 0 ≤ k ≤ mn. Let us
denote by Gm,n,k the set of all bipartite graphs without repeated edges of the
type g = 〈Rg ∪Cg, Eg〉, considered to within isomorphism, such that |Rg| = m,
|Cg| = n and |Eg| = k.
For more details on graph theory see [4, 6, 7].
In [5] Roberto Fontana proposed an algorithm which randomly gets a family
of n2×n2 mutually disjoint S-permutation matrices, where n = 2, 3. In n = 3 he
ran the algorithm 1000 times and found 105 different families of nine mutually
disjoint S-permutation matrices. Then, he obtained 9!·105 = 38 102 400 Sudoku
matrices. In relation with Fontana’s algorithm, it looks useful to calculate the
probability of two randomly generated S-permutation matrices to be disjoint.
The solution of this problem is given in [11], where is described a formula
for calculating all pairs of mutually disjoint S-permutation matrices. The ap-
plication of this formula when n = 2 and n = 3 is explained in detail in [10].
To do that, the graph theory techniques have been used. It has been shown
that to count the number of disjoint pairs of n2 × n2 S-permutation matrices,
it is sufficient to obtain some numerical characteristics of the set Gn,n,k of all
bipartite graphs of the type g = 〈Rg ∪Cg , Eg〉, where Vg = Rg ∪Cg is the set of
vertices, and Eg is the set of edges of the graph g, Rg ∩Cg = ∅, |Rg| = |Cg| = n,
|Eg| = k.
The aim of this work is to formulate and to prove a combinatorial problem,
that is in relationship to some numerical characteristics of the elements of the
set Gn,n,k.
For the classification of all non defined concepts and notations as well as for
common assertions which have not been proved here see [1, 4, 8].
2 An equivalence relation in a bipartite graph
Let
g = 〈Rg, Cg, Eg〉 ∈ Gm,n,k
for some natural numbers m,n and k and let v ∈ Vg = Rg ∪Cg.
By N(v) we denote the set of all vertices of Vg, adjacent with v, i.e., u ∈ N(v)
if and only if there is an edge in Eg connecting u and v. In other words if
v ∈ Rg, then N(v) = {u ∈ Cg | 〈v, u〉 ∈ Eg} and if v ∈ Cg, then N(v) = {u ∈
Rg | 〈u, v〉 ∈ Eg}. If v is an isolated vertex (i.e., there is no edge, incident with
v), then by definition N(v) = ∅ and degree(v) = |N(v)| = 0.
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Since in g there are not repeated edges, then it is easy to see that
∑
u∈Rg
|N(u)| = k &
∑
v∈Cg
|N(v)| = k =⇒
∑
w∈Vg
|N(w)| = 2k.
Let g = 〈Rg, Cg, Eg〉 ∈ Gm,n,k and let u, v ∈ Vg = Rg ∪ Cg. We will say
that u and v are equivalent and we will write u ∼ v if N(u) = N(v). If u and
v are isolated, then by definition u ∼ v if and only if u, v ∈ Rg or u, v ∈ Cg.
Obviously if u ∼ v, then u ∈ Rg ⇔ v ∈ Rg and u ∈ Cg ⇔ v ∈ Cg. It is easy to
see that the above introduced relation is an equivalence relation.
By Vg/∼ we denote the obtained factor-set (the set of the equivalence classes)
according to relation ∼ and let
Vg/∼ = {∆1,∆2, . . . ,∆s} ,
where ∆i ⊆ Rg, or ∆i ⊆ Cg, i = 1, 2, . . . s, 2 ≤ s ≤ 2n. We assume
δi = |∆i|, 1 ≤ δi ≤ n, i = 1, 2, . . . , s
and for every g ∈ Gm,n,k we define multi-set (set with repetition)
[g] = {δ1, δ2, . . . δs} ,
where δ1, δ2, . . . , δs are natural numbers, obtained by the above described way.
Obviously
s∑
i=1
δi = m+ n.
The next assertion is a generalization of Corollary 1 of Lemma 1 from [11].
Theorem 1 For every positive integers m,n and every nonnegative integer k
such that 0 ≤ k ≤ mn the following equation is true:
∑
g∈Gm,n,k
1∏
δ∈[g]
δ!
=
(mn)!
m!n!k!(mn− k)!
Proof. A binary (or boolean, or (0,1)-matrix) is a matrix all of whose ele-
ments belong to the set B = {0, 1}. With b(m,n, k) we will denote the number
of all m× n binary matrices with exactly k in number 1’s, k = 0, 1, . . . ,mn.
It is easy to see that
b(m,n, k) =
(
mn
k
)
=
(mn)!
k!(mn− k)!
(1)
We will prove that
b(m,n, k) = m!n!
∑
g∈Gm,n,k
1∏
δ∈[g]
δ!
(2)
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Let A = [aij ]m×n be m × n binary matrix with exactly k 1’s. Then we
construct graph g = 〈Rg ∪ Cg, Eg〉, such that the set Rg = {r1, r2, . . . , rm}
corresponds to the rows of A, and Cg = {c1, c2, . . . , cn} corresponds to the
columns of A, however there is an edge connecting the vertices ri and cj if and
only if aij = 1. The graph, which has been constructed, obviously belongs to
Gm,n,k.
Conversely, let g = 〈Rg ∪ Cg, Eg〉 ∈ Gm,n,k. We number at a random way
the vertices of Rg by natural numbers from 1 to m without repeating any of the
numbers. This can be made by m! ways. We analogously number the vertices
of Cg by natural numbers from 1 to n. This can be made by n! ways. Then
we construct the binary m × n matrix A = [aij ]m×n, such that aij = 1 if and
only if there is an edge in Eg connecting the vertex with number i of Rg with
the vertex with number j of Cg. As g ∈ Gm,n,k, then the matrix, that has
been constructed, has exactly k 1’s. It is easy to see that when q, r ∈ [m], q-th
and r-th rows of A are equal to each other (i.e. the matrix A does not change
if we exchanges the places of these two rows) if and only if the vertices of Rg
corresponding to numbers q and r are equivalent according to relation ∼.
Analogous assertion is true about the columns of the matrix A and the edges
of the set Cg, which proves formula (2).
From (1) and (2) it follows that
m!n!
∑
g∈Gm,n,k
1∏
δ∈[g]
δ!
=
(mn)!
k!(mn− k)!
,
which proves the theorem.
✷
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