INTRODUCTION
IN recent years there have been a number of attempts to measure the relative selective (adaptive, reproductive, fitness) values of different genotypes within natural populations. Examples include the investigations of Dobzhansky (1956) on inversion polymorphisms in Drosophila psuedoobscura, of Lewontin and White (1960) on inversion polymorphisms of Moraba scurra, and the studies of Imam and Allard (1965) on polymorphisms in wild oats, Avena fatua. Although such field investigations have made it clear that different genotypes differ widely in reproductive capacity, precise quantitative information concerning selective values remains small and information about the manner in which selective values vary from place to place and season to season is almost non-existent. There are many practical difficulties in obtaining the required estimates of these and the other parameters which enter the equations of genetic change. Until adequate estimates are available it will not be possible to utilize fully the extensive mathematical theory of population dynamics which already exists and it is possible that pitfalls in the theory may remain undiscovered. Experiments with populations in which genetic change is solely a function of competition between homozygous genotypes have a number of advantages for the estimation of selective values and for the estimation of variances in these values due to sampling error and due to environmental fluctuations. The purpose of this paper is to report estimates of selective values in several populations composed of mixtures of pure lines.
The experimental populations to be considered have the following features in common: (i) a mixture consisting of known proportions of two or more homozygous genotypes of barley, wheat, or Jima beans was seeded in a plot, grown to maturity and the seed of the plot harvested in mass; (2) a random sample of seeds was drawn from the harvest in each generation to establish another plot in the next generation; (g) the integrity of the pure lines was protected throughout each experiment by removing the hybrids which were produced by occasional intercrossing between constituent pure lines; (4) progressive changes in the populations were followed by conducting a generation-by-generation census. In experiments with this structure the various factors which affect the competitive ability of any particular genotype for any two successive generations can be summarised in a single numerical value which relates frequency in any generation n to frequency in generation n+I. It is convenient to express this numerical value relative to some standard. There are, however, a number of possible standards, each of which leads to a different selection model. Since the numerical results are not the same for the different models, problems of estimation will be discussed before considering numerical estimates of selective values and their implications in population change.
THE ESTIMATION PROCEDURE
Let f' be the observed frequency of the ith genotype in generation n, let w be the selective value of the ith genotype in transition from generation n to generation n + i, and let X'+l be the total number of individuals sampled in generation n x. Suppose that the f have been estimated from census data for genotypes i = 1, ..., k. Assuming multinomial sampling and using previous observed frequencies as current expected frequencies, it can be shown that
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The likelihood L, is a maximum when the values of ..., l' are such that for all i, i = i, 2 ..., e log L =0, (f,) which leads to the set of solutions
(6) There are Ic selective values to be estimated whereas the census data for any two successive generations provide only Ic-i degrees of freedom. Hence the equations (6) are linearly dependent and no unique set of solutions exists unless an appropriate side condition is specified. We shall consider three such side conditions which give rise to three models designated Models A, B, and C.
Model A. The condition which has most commonly been specified in similar problems is to set the selective value of some genotype, say w1, equal to unity, e.g., Wright and Dobzhansky (1946) , Wallace (1956) , ESTIMATION OF SELECTIVE VALUES 549 Jam and Allard (ig6o), Lewontin and White (1960) , Allard and Workman (1963) , Workman and Allard (1964) . The first equation of (6) can then be solved for D and this value in turn substituted into the remaining k-i equations. These k-i equations are now linearly independent and unique solutions exist. The estimator which results is fn+lfn zl)' ('i) Assuming that frequencies are distributed multinomially in each sample, the variance of an estimated selective value is given approximately by Var w (fl)2 (j)2Varf1+ 
Substituting into (i 4), we obtain
The average sampling error variance for the selective value, w1, of the ith genotype can be estimated by substituting Var w for w and Var w for w, in (13). Model C. Another alternative is to adopt the mean selective value, as a standard to which all selective values are compared. If the condition is imposed that D' is a specified constant, equation (6) The variance of the th1 is now the variance of the ratio of the random variablesf andf, which have been estimated from different samples and are statistically independent. This variance is given by Var w (w?)2 +f41).
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Since D is constant and the f change over generations (unless all w1 happen to be i), the w must change over generations. It follows that the values of the w in each generation are functions of the composition of the population in that generation. It is expected that there will be a general increase in population fitness over time. As a consequence estimated selective values should be higher in the first few generations of an experiment than in later generations. Thus, when the average selective value of a genotype is calculated over the course of an experiment, fluctuations in the first few generations may have a disproportionate effect on the average selective value. Also the observed variances of the fitness values may be inflated due to the general increase in population fitness over generations and the consequent general decrease in genotypic selection values.
Numerical evaluation of the models
In an attempt to determine the reliability of the estimators derived in the previous section, a Monte Carlo investigation was conducted on a digital computer. A hypothetical ro genotype population was simu lated in which genotypic frequencies in generations n and n + i were assumed to be exactly those given in the second and third columns of table i. The "true " selective values are therefore those given in column 4 of this table. A pair of samples, each of size 5(0, was drawn from generation n and from generation n+i and the numbers obtained substituted into the appropriate equations of the previous section to obtain estimates of selective values. Results based on the mer ns and standard deviations of ooo repetitions of this process are given in columns 6 and 7 of table i. Expected standard errors (approximate), based on equations (ro) and (ig) respectively, are given in column 5 of table i. Only Models A and C were simulated because the iterative solutions required for Model B make simulation of that model prohibitively time consuming.
The results given in columns 4 and 6 of table i show that estimates of selective values obtained from the Model A estimator () were consistently higher than the "true" values. The deviations were often large, especially for genotypes which were present in low frequency. This is not surprising since the maximum likelihood estimator ('i) has not been corrected for statistical bias. The estimates given by Model C were very close to the "true" values. Furthermore, some values are below and some are above the true values, indicating that this estimator is not subject to serious bias. solutions are accepted as close estimates of the true variance, this indicates that the assumptions which were made in deriving equations (io) and (i 9) do not lead to serious error if frequencies are not low. It will be noted that the sampling variances which attend Model A are substantially larger than those for Model C. Thus Model A appears to lead to not only biased but also less efficient estimators of selective values than Model C.
APPLICATIONS TO EXPERIMENTAL DATA
The estimators of selective values derived earlier were applied to data from i6 separate experimental populations, among which nine have previously been reported in the literature (Harlan and Martini, 1938; Laude and Swanson, 1943; Suneson and Wiebe, i; Suneson, 1949) . More than i000 estimates of selective values were made from the data, but only part of the results need be considered since a detailed account of a few experiments serves to illustrate the main findings.
An experiment conducted at Davis, California, by Suneson and G. i .-Observed frequencies (broken lines) of Atlas, Club Mariout, Vaughn, and Hero in the barley population of Suneson and Wiebe (1942) and Suneson (1949) . A, B, and C represent deterministic runs using arithmetic means for in formula (i) for Models A, B, and C respectively. A', B', and C' are based on the weighted means which appear in The observed standard errors of these sel ctive values vary from oo79 to o'3o7. In each of the ii possible co-nparisons the observed standard error was larger than the corresponding standard error attribu- To test the usefulness of the estimates of selective values obtained by the three models in predicting the course of population change, the values of the i given in table 2 were substituted into the recursion equation (i), which was used to obtain the smooth curves (A', B' and C') plotted in fig. i . Comparable values obtained from unweighted estimates are also plotted in these figures (A, B, and C). Chi-square Li (1963a, b) , Sanghvi (1963) , and Dobzhansky (1964) . Second, weighted estimates of the selective value of the " best" genotype relative to other genotypes tend to be too high and the opposite is the case for unweighted estimates. This result suggests that the weighting of selective values by the inverse of their variances overcorrects estimates of selective values. In general, unweighted estimates led to better agreement between predicted and observed changes than weighted estimates in the experiments analysed in this study. We were unable to find a method of weighting that gave means which led to better fits than those obtained using arithmetic means.
Another experiment that will be considered in some detail involved a mixture of eleven barley genotypes which was grown at ten locations Averaged over all genotypes and methods of estimation the mean observed standard error was o o69 larger than the mean sampling standard error at Ithaca, and Oo39 larger at Aberdeen. Thus the environment is apparently more stable at Aberdeen than at Ithaca. The comparable value for the Surieson and Wiebe experiment conducted in California was 0165. The genotypes involved were different in the California experiment, so that direct comparisons cannot be made. However, the higher standard error observed in the latter experiment suggests that selective values fluctuate more widely in California as a result of season-to-season changes in environment than in the other locations.
Mean selective values and standard errors for four experiments involving species other than barley are summarised in table 5. The results follow the same pattern as those of the barley experiments and hence need not be considered in detail. One feature of the three experiments that were conducted with lima beans should be pointed Out, however. A single genotype became predominant in two of the populations (Populations 52 and 74) within five generations. This was reflected in large differences between the selective values of the dominant genotypes (L 48 and L io6) and those of all other genotypes in the population. The differences were so large as to suggest general and overwhelming competitive superiority of the dominant genotype in each case. When these experiments were repeated in a different series of years the results of the second run were similar to those of the first run. However, in a third population (Population ', fig. 2 ) the predominant genotype of the first run was rapidly reduced to low frequency in the second run and a genotype (L 92) which was reduced to very low frequency in the first run, became the most frequent genotype 
DISCUSSION
There are a number of advantages in estimating selective values from populations with the structural simplicity of those which are the concern of this discussion. Reproduction is by complete seif-fertilisation and no assumptions need therefore be made concerning the mating system. The competing types remain the same throughout the experiment so that assumptions concerning constancy of the genetic entities under investigation are unnecessary. It is widely accepted that every species and population inevitably lives in an environment which is neither constant in time nor uniform in space and that the "relative fitness of different genotypes varies in different environments" (Dobzhansky, 1964) . However, the magnitude of variations in selective values and the manner in which they are distributed about their means is far from well understood. The present results show that the selective value of a single genotype can vary over a wide range numerically, e.g., the values for Vaughn in the fig. 3 . In this case, therefore, the selective values appear to be more or less normally distributed.
The present analysis permitted the partitioning of the variance in selective values into a component due to sampling error and one due to environmental fluctuations. This partitioning cannot, of course, be applied when Model C estimates are used because the magnitude of these estimates tends to decrease with increasing population fitness and thus the estimated variance due to environmental fluctuations is Because the populations under consideration in this investigation were structurally simple, it might be expected that the estimation of parameters affecting genotypic change would also have been simple and that the subsequently predicted course of genotypic change would be in close agreement with observed changes. It was found that, although the general course of genotypic change could be predicted, the accuracy of such prediction left much to be desired. Fluctuations in selective values appeared to introduce a large stochastic element into the process of genotypic change. The fact that difficulties were encountered in studies involving simple populations suggests that prediction will be difficult in populations in which many factors other than selection and chance play a role in population change. (f,) two of the estimators derived were found to give results that were superior for purposes of prediction to those obtained from the third estimator.
