In this paper, we present a method for superimposition (i.e. registration) of eye fundus images from persons with diabetes screened over many years for Diabetic Retinopathy. The method is fully automatic and robust to camera changes and colour variations across the images both in space and time. All the stages of the process are designed for longitudinal analysis of cohort public health databases. The method relies on a model correcting two radial distortions and an affine transformation between pairs of images which is robustly fitted on salient points. Each stage involves linear estimators followed by non-linear optimisation. The model of image warping is also invertible for fast computation. The method has been validated 1. on a simulated montage with an average error of 0.81 pixels for one distortion (respectively 1.08 pixels for two distortions) and a standard deviation of 1.36 pixels (resp. 3.09) in images of 1568 x 2352 pixels in both directions and 2 on public health databases with 69 patients with high quality images (with 271 pairs and 268 pairs) with a success rates of 96 % and 97 % and 5 patients (with 20 pairs) with low quality images with a success rate of 100%.
Introduction
Diabetic Retinopathy (DR) is one of the major causes of visual impairment in the world and therefore represents a major public health challenge. It is a complication of both types of diabetes mellitus, which affects the light perception part of the eye (retina). DR may lead to the development of sight threatening lesions and without adequate and timely treatment the patient could lose their sight and eventually become blind (International Diabetes Federation and The Fred Hollows Foundation, 2015) (Scanlon et al., 2009) . DR is often asymptomatic until an advanced stage, thereby screening to detect sight threatening DR at an early stage is essential which has resulted in the introduction of DR Screening services in many countries such as UK (Harding et al., 2003) , USA, the Netherlands, France, etc. The commonest screening method involves acquiring eye fundus images on an annual or biennial basis.
As these DR screening programs have been in existence over several years, performing longitudinal analysis of the eye fundus images of the same patient is now possible. However, in order to accurately compare the evolution of DR over time, the images must be perfectly super-imposed.
More recently, it has been shown that a quadratic model gives better registration results (Adal et al., 2014; Can et al., 2002; Chanwimaluang et al., 2006; Stewart et al., 2003) . The difficulty inherent in these models is to estimate their parameters. To overcome such a limitation, a radial distortion model has been introduced by Lee et al. (2007) and compared to previous methods in Lee et al. (2010) . It consists of adding a radial model to the affine transformation in order to correct the effects of radial distortion due to the geometry of the camera and of the eye. However, the superimposition of eye fundus images is performed with images acquired by the same camera during the same examination. However, superimposing images acquired at different times by different cameras in large databases still remains a challenging problem.
In this paper, our contribution has been to address this challenge by presenting a robust superimposition method designed for longitudinal screening of large public health image based databases.
Therefore, after presenting a complete method to superimpose pairs of images, we will present a quality check of the registration and finally, validation of our methodology using different patient databases.
During a photographic eye examination, eye fundus (retina) two images of both eyes are acquired i.e. a 45 degree "nasal" and "macular" field ( Fig. 3) . The aim of this study was to develop robust algorithms for superimposition of images in the same positions while being captured during two different exams and often with different cameras and resolutions. Our aim was not to develop large mosaics of eye fundus images acquired during the same examination with the same camera (Chanwimaluang et al., 2006) , but to propose a robust method for longitudinal studies involving large databases with images acquired in heterogeneous conditions. Therefore, we have paid particular attention to the development of robust and fast algorithms for longitudinal screening.
Our method is based on a pre-processing stage consisting of (1) normalising the colour of the eye fundus image (Noyel et al., 2015) , (2) the extraction of characteristic points in pairs of images, (3) a matching procedure, (4) the use of a model correcting radial distortion of both images and (5) the estimation of the parameters of the model by a robust optimisation. The method is validated (6) on a simulated montage and the superimpositions of the image of the database are verified (7).
A schematic description of the study is represented in Fig. 2 . The different stages have been designed to provide efficient solutions to the superimposition of images acquired for practical screening. Between two examinations, the camera might have been changed producing differences in colour, resolution and radial distortion between images. Moreover, we will show that our method is efficient both on high quality images acquired following pupillary dilation and low quality images without dilatation of the pupils prior to photography.
(a) Naive superimposition of images (b) Perfect superimposition of images by using a model 
Extraction of characteristic points
The brightness of eye fundus images is non-uniform due to various reasons: disease such as cataract, motion of the patient, acquisition conditions and differences in absorptions of the light in the eye (Walter, 2003; Walter and Klein, 2005) . Some parts of the images appear as bright while others are dark. Moreover, the possible change of the eye fundus camera between two separate examinations may contribute to a change in the colour between two images of the same eye (Fig. 4) . We have used a method (Noyel et al., 2015) to correct the variations of colour contrast between the images. Results can be seen in Fig. 4 . This is then followed by the extraction of several salient points (Fig. 5) using the Scale-Invariant Feature Transform -SIFT -algorithm (Lowe, 2004; Vedaldi and Fulkerson, 2008) . The SIFT algorithm has been designed to be robust to the variation of observation angle and to some variations in lightning. Briefly SIFT consists of extracting key points based on a multiscale analysis. Then series of descriptors are computed for each salient point. These descriptors are used for point matching A similar detector, the SURF (Speeded Up Robust Features) detector, was previously used for eye fundus image superimposition (Cattin et al., 2006) . 
Point matching
As point matching with Lowe's method (Lowe, 2004) is not robust enough to estimate the rotation on our database, we have created a three-step procedure:
(a) A first matching by Lowe's method followed by a refined selection of the correspondence vectors according to their size and orientation (b) An estimate of the homography using the algorithm of section 2.4.1. The position of the key points is modified according to the homography. (c) Step (a) is applied a second time using the transformed points.
After this first matching, one image is put on the right while the other on the left after resizing and padding to have the same size (Fig. 5) . As some points are incorrectly matched, some correspondences vectors between matched points are inconsistent. A two-step selection is performed using their lengths and orientations : 1) only the vectors whose length and orientation is in the interval {| − { }| ≤ { } | − { }| ≤ 5° }. {} is the mean and {} the standard deviation of a variable. 2) Among the selected vectors ̃, only the vectors whose length ̃ and orientation ̃ is in the interval {|̃− {̃}| ≤ max(3 {̃}, 5% × ) |̃− {̃}| ≤ max (5°, {̃})} is the number of lines in the image.
After matching the points, a model of transformation is estimated. 
Model of deformation
The model of deformation ensures a correct superimposition between the images. Several deformations are taken into account: (i) the difference in terms of positions of the eye between a pair of images will be corrected by an affine transformation (i.e. and homography) and (ii) the radial deformations due to the projection of the eye into the camera and due to the optics of the camera (Hartley and Zisserman, 2004) will be corrected using a radial transformation. Lee et al. (2007 Lee et al. ( , 2008 ) have proposed a model coupling a unique radial transformation for both images and a homography. Lee et al. (2010) have made the comparison with two other second order models.
In this paper, as we were interested in analysing images of patients acquired during exams with an approximate one year interval, we extended their approach by defining a model with one homography and two radial distortions, i.e. one for each image. Indeed, the camera may have changed between screening exams on a large number of patients.
The affine homography is defined as: ] is an affine transformation, ∀ , ∈ [1 … 2], ∈ ℝ, and = [ ] , , ∈ ℝ, is a translation.
The radial distortion due the background of the sphere surface of the eye and of the radial distortion of the camera was modelled by a division model (Fitzgibbon, 2001) in the following way:
with:
The model was named division model because the distorted coordinates were divided by the radial
The distorted image corresponds to the original image and the undistorted image is the image after the correction of radial distortion.
Given 1 and 2 the coordinates of the points in the original (i.e. deformed) images 1 and 2, 1 and 2 the distortion parameters, 1 and 2 the image centres, the model mapping image 1 into image 2 is defined as follows:
If the camera used to acquire both images is the same, the distortion parameters are equal 1 = 2 , and the model corresponds to the model of Lee et al. (2007) .
The model is estimated after having extracted and matched the points in the pair of original images (target and reference). Therefore, the radial distortion correction is performed after the detection of the feature correspondence points in the original (i.e. distorted) image. It has been programmed in the subsequent way.
Estimation of the model parameters
The parameters of the model are estimated by a different method of Lee et al. (2007) . Indeed, the radial distortion is estimated after the homography without needing any estimation by a preliminary calibration of the camera (Hartley and Zisserman, 2004) . Moreover, we have conceived linear initialisers at each step of the optimisation of the model (Fig. 6) .
Estimation of the homography
An affine homography can be decomposed according to the following scheme (Hartley and Zisserman, 2004 ):
( ) and (ϕ) are rotation matrices of angle and respectively and is a diagonal matrix: The matrix is a composition of a rotation by , a scaling by 1 (respectively 2 ) in (respectively ) direction, a rotation by -and then another rotation by . The decomposition is obtained using the Singular Value Decomposition (SVD) method.
The estimation of an homography is basically performed using the "gold standard" algorithm of Hartley and Zisserman (2004) . However, as there is also a radial distortion in the image, the deformation is not entirely modelled by a homography. Therefore, some homographies must be discarded. In particular, those with a scaling factor on the and axis with a relative difference greater than 1%. For this purpose, several estimates (until 50) using the gold standard algorithm are performed if the relative difference between the scaling factors is greater than 1%. If the value of 1% is never reached, then the homography with the smallest relative difference between the scaling factors is kept.
Estimation of the model with one radial distortion
When the camera is the same for both images, only one radial distortion needs to be estimated.
In the flowchart of Fig. 6 , the convergence criteria becomes
is the list of errors at each iteration , = 0.01 is the tolerance on the error, = 0.01 is a tolerance on the relative error between iterations and = 100 is the maximum number of iterations.
Linear estimators are used at each step of the parameter estimation. The final optimisation is performed with a linear estimator followed by a non-linear optimiser such as Levenberg-Marquardt (Bonnans et al., 2006; More, 1977 ).
We will now present the linear estimators.
Linear estimator of the radial distortion parameter k
Using equations (1) and (3), the following equation is obtained:
is the matrix of the affine transformation and is the vector of translation. Equation (5) 
with = 2 − 1 − . Equation (6) is a linear equation in when (i.e. and ) is known. is determined using least squares algorithm.
Linear estimator of the homography H and of the radial distortion parameter k
Using equation (5) 
Equation (7) is a linear equation with variables . and (with the intermediate of and ) are determined using least squares estimate.
Estimation of the model with two radial distortions
When a different camera is used for the pair of images, two radial distortions must be estimated.
In the flowchart of Fig. 6 , the convergence criteria becomes:
The same parameters , , = 0.01, = 0.01, = 100 are used for the estimation of both distortions.
For each estimate, the radial distortion parameters must be in the interval [−0.2 ; 0.2]. If not, the algorithms stop and the model estimate with the smallest error is selected.
As previously, linear estimators are used at each step of the parameter estimation. The final optimisation is followed by a non-linear optimiser such as trust region method (Bonnans et al., 2006; Moré, 1983) with bounds [−0.2 ; 0.2] for the radial distortion parameters.
Linear estimator of the radial distortion parameters 1 and 2
Equation (3) gives the following equation:
(1 + 1 ( 1 ) 2 )
Equation (8) 
Equation (10) is a linear equation with variables . 1 , 2 and (with the intermediate of and ) are determined using least squares algorithm.
Image warping
In order to analyse a large database, a fast algorithm of image warping is needed. Forward warping is time consuming and so we therefore use inverse warping. However, the registration model needs to be invertible (Wolberg, 1990) .
The radial distortion is modelled in equation (3) by a division model (Fitzgibbon, 2001 ). Wonpil (2003) and Park et al. (2009) have computed an approximate transformation for a standard distortion method. Here, we compute the inversion of the division model.
Given
= ‖ − ‖ = ‖ ̅ ‖ ∈ ℝ, the distance of the undistorted coordinates from the optic centre , using equation (3), we have:
(11) Equations (3) and (11), implies that:
In order to use invert warping, it is necessary to determine −1 the undistorted points knowing . From equation (12), it is equivalent to determine knowing .
Equation (11) The inverse transformation −1 corresponds to the root:
Therefore, the transformation used is invertible. An invertible image warping method compared to a non-invertible method reduces the time from about 10 minutes to a few seconds on a standard computer using Matlab (16Go RAM, processor Intel i7-4702HQ, 2.20GHz).
In Fig. 2 and in Fig. 7 , the results of superimposition with the radial distortion model are shown. One can notice the good quality of the superimposition. In the next section we will evaluate the quality of superimposition.
Fig. 7 Superimposition of a pair of eye fundus images with correction of two radial distortions

Experimental
The quality of image superimposition was evaluated through a simulated montage and using a database of patients. This latest validation is important as our method has been designed to analyse large public health image databases.
Validation by a simulated montage
We have created a montage by superimposing two eye fundus images and deforming them according to the methods presented by Lee et al. (2010) . We have taken real images registered with an overlap percentage of 80% corresponding to the case that we have in a longitudinal database. No modification of colour was done to the images. After adding equally spaced landmarks, we have cut and deformed the images according to the model of Lee et al. (2010) .
An affine transformation has been used, with rotation scaling and shearing. Then the image has been modified by a projective distortion. The radius of the eye ball has been approximated by the ratio between the radius of the disk of the image divided by the observation angle of the camera (45 degrees).
Then we have registered the images and measured the error between the landmarks after registration and their true position. With a single distortion, we have obtained a mean registration error of 0.81 pixels (standard deviation 1.36 pixels) in images of size 1568 x 2352 pixels ( Fig. 8) with vessels of maximum diameter greater than of 30 pixels. The relative error respective to the image is 0.05%, and respective to the vessels is 2.7 %. With two distortions, the mean registration error is of 1.08 pixels (standard deviation 3.09 pixels) and the relative error is 0.07 % respective to the image and 3.6 % respective to the vessels. The error is mainly located on the external part of the superimposed image.
Such results demonstrate that the method gives a superimposition without noticeable difference. Therefore, this approach is suitable to perform an analysis in a large database. The green points corresponds to the points of the reference image and the blue points to the points of the current image. The arrows represent the registration errors between the two images.
Validation with a public health database
In order to assess the evolution of Diabetic Retinopathy several screening programs in the world are in existence. Among them, in the United Kingdom, in Wales, the Diabetic Eye Screening Wales (DESW) has developed a program to screen the whole population with diabetes over the age of 12 years old. The programme has been in existence for just over 10 years at a national level and several thousands of patients have been screened annually for five or more years (Thomas et al., 2012) .
We have performed trials of a database of 69 patients coming from the DESW. For each patient we have kept two series of two examinations with an approximate screening interval of one year between the examination events. For each event exam, four images are available, two positions (nasal and macular) for each eye. There were two series of images, with the first series are made up of 271 pairs of sufficient image quality and the second series included of 268 pairs. For each position, we have performed the superimposition of the images between the two different examinations. For all pairs of images the superimposition has been visually checked.
In first series of 271 pairs, 2 pairs have small differences in the external part of the superimposition. These differences are of the size of the diameter of a vessel. When the percentage of overlapping surface is low (around 30 %) compared to the surface of the superimposed image, we have noticed differences of the size of 1 vessel on 8 pairs of images. Therefore, the superimposition was successful for 96 % of the pairs and 99% if we consider the pairs in the same position.
In the second series of 268 pairs of images acquired a few years later, there are 6 images with a small difference (i.e. less than 1 vessel diameter). The superimposition was successful for 98 % of the pairs. However, in these images the central part was perfectly superimposed. We have developed another algorithm using, in addition to the matched points, the distance between the retinal vessels. This algorithm similar to those described by Can et al. (2002) and Lee et al. (2010) solves the registration problem for the images with a small overlapping area. These findings will be presented in a future paper.
In the pairs with a sufficient overlap, no noticeable difference has been perceived between them. This means that our method is suitable to be applied to analyse large databases.
As a second validation test, we have performed superimposition of images of low/poor quality for 5 patients. The acquisitions conditions were significantly harsher compared to the high quality images and the quality of images was quite heterogeneous in part due to the lack of pupillary dilatation prior to photography. The quality of image superimposition has been checked for the 20 pairs of images and in each case there was no noticeable difference in the superimposition, even on the border of the images.
Fig. 9 Examples of superimposition
Discussion
A robust method for the superimposition of fundus (retinal) images coming from a large database has been presented. It corrects the errors coming from the different position of the patient during image acquisition, the change in the camera employed (resolution and optical lenses), the projection of a 3D scene onto a plane and the variability of colour between images. The novelty of our method is to deal with eye fundus images acquired with different cameras (i.e. different resolutions and different lenses) and to be robust to strong colour variations between the images (Noyel et al., 2015) . Our method has been designed to analyse large cohorts of patients' eye fundus images (i.e. examinations across time). Therefore, it goes further than the previous approaches (Adal et al., 2014; Can et al., 2002; Lee et al., 2010) .
In our method, the registration model takes into account two radial distortions (one for each image) and a rotation, a translation and two scalings. The registration model is estimated based on images after colour stabilisation (Noyel et al., 2015) . SIFT points are extracted and matched. Using these points, the registration model is estimated by an iterative process of numerical optimisation. For each step, the parameters are estimated by linear estimators followed by a nonlinear estimation process.
The image warping is performed using a division model which is invertible and fast.
The accuracy of the superimposition method has been validated on a simulation montage. The superimposition error is in average 0.81 pixels for one distortion (respectively 1.08 for two distortions), the standard deviation is 1.36 pixels (resp. 3.09). The relative error respective to the image is 0.05% (resp. 0.07%), and respective to the vessels is 2.7 % (resp. 3.6%).
In order to assess the efficiency of our method for public health purposes, the superimposition method has been validated on public health databases with high quality images of 69 patients (two series including 271 pairs and 268 different pairs) and 5 patients with low quality images. In each case, there is no noticeable difference in the superimposed images if the overlap is sufficient (more than 50 % about). The superposition is successful in 96%, 97% and 100 % of the cases respectively. Moreover, the interest of the superimposition is to compare the evolutions in a public health database over many years. This is only useful when the image overlap is large enough. Therefore, our method is well suited for this purpose.
For images with a smaller overlap (e.g. 30% of the surface of the mosaic image), the superimposition may present small differences on the external part. To address this issue, we have developed another algorithm using in addition to the matched points, the distance between the vessels. It will be presented in a future paper.
In addition, our method could be useful for automatic detection of referral patients due to Diabetic Retinopathy (Abramoff et al., 2013; Decencière et al., 2013; Fleming et al., 2010; Quellec et al., 2016) .
Conclusions
We have therefore successfully achieved a new method to superimpose eye fundus images coming from large public health databases. In addition to the previously existing methods, ours has been designed to deal with changes in terms of camera, lens, image resolution and colour between two exams of the same patient.
The method presented consists of fitting a registration model composed of a homography and two radial distortions on salient points extracted in images after colour stabilisation. The method is easy to use and does not require to extract intrinsic characteristics of the image such as the vessels or their branch points.
All the stages of the method have been designed to be robust and fast on heterogeneous databases. In particular, the equation of linear estimators of the parameters have been provided and an invertible model has been used to warp the images.
Our method has been validated on a montage and on public health databases of eye fundus exams of patients. Some patients had high quality images while other had images of lower quality due to differences in the conditions of acquisition. However, the results show that there is no noticeable difference between the images from two examinations with the eye in the same position (nasal or macular). The superimposition is correct in more than 96% of the cases.
In the future, we plan to develop an algorithm to perfectly superimpose eye fundus images acquired in two different positions with a small overlap and with different cameras. 
