Large deviations for disordered bosons and multiple orthogonal
  polynomial ensembles by Eichelsbacher, Peter et al.
ar
X
iv
:1
10
2.
07
92
v1
  [
ma
th-
ph
]  
3 F
eb
 20
11
LARGE DEVIATIONS FOR
DISORDERED BOSONS AND
MULTIPLE ORTHOGONAL POLYNOMIAL ENSEMBLES
Peter Eichelsbacher1, Jens Sommerauer, Michael Stolz
(Ruhr-Universita¨t Bochum)
Abstract: We prove a large deviations principle for the empirical measures
of a class of biorthogonal and multiple orthogonal polynomial ensembles that
includes biorthogonal Laguerre, Jacobi and Hermite ensembles, the matrix model
of Lueck, Sommers and Zirnbauer for disordered bosons, the Stieltjes-Wigert
matrix model of Chern-Simons theory, and Angelesco ensembles.
AMS 2000 Subject Classification: Primary 60F10; Secondary 15B52, 33C45, 60B20.
Key words: Large deviations, biorthogonal ensembles, multiple orthogonal polynomial en-
sembles, disordered bosons, random matrix ensembles
1Corresponding author: Ruhr-Universita¨t Bochum, Fakulta¨t fu¨r Mathematik, NA 3/66, D-44780 Bochum,
Germany, peter.eichelsbacher@ruhr-uni-bochum.de
All authors have been supported by Deutsche Forschungsgemeinschaft via SFB/TR 12
2 PETER EICHELSBACHER, JENS SOMMERAUER AND MICHAEL STOLZ
1. Introduction
Orthogonal polynomial ensembles are given by joint probability densities of the form
p(x1, . . . , xn) = cn
∏
i<j
(xi − xj)2
n∏
i=1
w(xi) (1.1)
with a positive weight function w. The classical examples, where w is the weight of Hermite,
Laguerre, or Jacobi polynomials, naturally arise in random matrix theory: as joint eigenvalue
distribution of the Gaussian Unitary Ensemble (Hermite), of Wishart matrices (Laguerre), or
of random projectors (Jacobi).
In [5], Borodin studied more general joint probability densities of the form
p(x1, . . . , xn) = cn
∏
i<j
(xi − xj)(xθi − xθj)
n∏
i=1
w(xi), (1.2)
where θ is a fixed positive number. As pointed out in [5], these are related to biorthogonal
polynomials, and will be referred to as biorthogonal ensembles.
This note is mainly motivated by a special biorthogonal ensemble that arises from a random
matrix model for disordered bosons that was proposed by Lueck, Sommers, and Zirnbauer in
[13]. The model amounts to the product of a Wishart matrix and the fundamental matrix
of the standard symplectic form, and on the level of eigenvalues, interpreted as characteristic
frequencies of disordered quasi-particles, one obtains the joint density
q˜n,α(x1, . . . , xn) = cn
n∏
i=1
xαi e
−τxi
∏
1≤i<j≤n
|xi − xj |
∣∣x2i − x2j ∣∣ 1[0,∞)n(x1, . . . , xn) (1.3)
with α ∈ N. In [13] is was shown that the correlation functions of the frequencies in the bulk
of the spectrum are in the Gaussian Unitary Ensemble universality class, yet a novel scaling
behaviour is found at the low frequency end of the spectrum. Other applications of biorthogonal
ensembles to physics are discussed in [14] and [17]. In the latter reference, the motivation comes
from matrix models for Chern-Simons theory.
The aim of this note is to complement the Lueck-Sommers-Zirnbauer results by a large
deviations principle for the empirical measure of the characteristic frequencies. For any sequence
of random numbers x1, . . . , xn we denote by
Ln :=
1
n
n∑
i=1
δxi
the empirical distribution or empirical measure of these values (a random probability measure
on R). Define the mean empirical measure L¯n = ELn by the relation 〈L¯n, f〉 = E〈Ln, f〉 for all
continuous and bounded functions f : R → R. One result in [13] is that the sequence (L¯n)n
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converges weakly to a probability measure on R with Lebesgue density
̺∞(t) :=
1
2π
(t/b)−1/3
(
(1 +
√
1− t2/b2)1/3 − (1−
√
1− t2/b2)1/3), (1.4)
for 0 < t ≤ b := 3√3. One consequence of the large deviations principle that will be proven in
what follows is that this statement can be improved: we will show that the empirical measures
(Ln)n themselves converge weakly, in probability, to ̺∞.
Actually, we will study large deviations principles for empirical measures in a broader frame-
work that encompasses not only ensembles like (1.2), but also takes care of weight functions
wn, depending on n, and determinantal parts like
∏
i<j |xi − xj |β(xθi − xθj) for any β > 0. We
will also obtain large deviations results for multiple orthogonal polynomial ensembles (see [11]).
The main observation is that while these large deviations results do depend on the explicit
formulae for the joint distributions of the eigenvalues like (1.1) and (1.2), they are independent
of the determinantal structure of the correlation functions, and we need not invoke the theory
of orthogonal or biorthogonal or multiple orthogonal polynomials.
In [2] (see also [1]), Ben Arous and Guionnet have obtained a large deviations principle (LDP)
for the empirical measure of eigenvalues from the Wigner-Dyson ensembles GOE/GUE/GSE
in the space M1(R) of probability measures on the Borel sets of R, endowed with the weak
topology, with speed n2 and good rate function (GOE case)
I(µ) =
1
4
∫
x2 µ(dx) +
1
2
∫ ∫
log |x− y|−1µ(dx)µ(dy)− 3
8
,
whose unique minimiser is the semicircle distribution. Recall that a family of probability
measures (µε)ε>0 on a topological space X is said to obey a large deviations principle (LDP)
with speed ε−1 and good rate function I : X → [0,∞] if I is lower semi-continuous and has
compact level sets NL := {x ∈ X : I(x) ≤ L}, for every L ∈ [0,∞), and
lim inf
ε→0
ε logµε(G) ≥ − inf
x∈G
I(x)
for every open G ⊆ X and
lim sup
ε→0
ε logµε(A) ≤ − inf
x∈A
I(x)
for every closed A ⊆ X .
This has been generalized in [8] to joint densities of the form
qn(x1, . . . , xp(n)) =
1
Zn
p(n)∏
i=1
wn(xi)
n
∏
1≤i<j≤p(n)
∣∣xθi − xθj ∣∣β , (1.5)
with θ ∈ N, β > 0, partition function Zn and continuous weight functions wn : R → R+0 . This
framework takes care of the needs of mesoscopic physics in that it subsumes matrix versions
of all classical symmetric spaces (see [10]). With regard to the symmetry classification of
disordered fermionic systems provided in the last reference, let us remark that an analogous
classification for the case of bosons is not completely understood, see, however, the discussion
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in [18, Section 4]. Moreover, a d-dimensional generalisation of the random matrix model for
disordered bosons in [13] was studied recently in [16].
The note is organised as follows. Section 2 is devoted to the formulation of a large deviations
principle for the empirical measures (Ln)n of the eigenvalues of generalised biorthogonal ma-
trix ensembles. The examples include the random matrix model of disordered bosons in [13],
the Stieltjes-Wigert ensembles in [17] as well as biorthogonal Jacobi-, Laguerre- and Hermite
ensembles considered in [5]. In Section 3 we formulate large deviations principles for a special
multiple orthogonal ensemble, the Angelesco ensemble, see [11]. In Sections 4 and 5 we present
the proofs of our large deviations principles.
2. Large deviations for biorthogonal ensembles and beyond
In this section, we will derive a LDP for the bosonic ensemble, where the density of the joint
distribution of the eigenvalues is of form (1.3). Obviously, (1.3) is a special case of the density
qn(x1, . . . , xp(n)) =
1
Zn
p(n)∏
i=1
wn(xi)
n
∏
1≤i<j≤p(n)
|xi − xj |
∣∣xθi − xθj ∣∣ 1Σp(n)(x1, . . . , xp(n)), (2.1)
with θ ∈ N, partition function Zn and continuous weight functions wn : R → R+0 . For θ even,
Σ is a closed subset of [0,∞) while for θ odd, Σ is a closed subset of R. The sequence (p(n))n
must satisfy
lim
n→∞
p(n)
n
= κ ∈ (0,∞).
Note that for p(n) = n and weight functions w independent of n, (2.1) subsumes the density for
the eigenvalue distribution for biorthogonal ensembles as introduced in [5]. For θ = 1, p(n) = n
and w(x) = e−
1
2
x2 we also recover the classical GUE.
Throughout the whole section, we write N (f) for the set of zeros of a function f : R → R
and we assume that the sequence of weight functions (wn)n satisfies the following:
(a1) there exists a continuous function w : Σ→ [0,∞) such that
– #N (w) <∞, N (wn) ⊆ N (w) for large n. (a1.1)
– As n → ∞, wn converges to w, and logwn to logw uniformly on compact sets.
(a1.2)
– logw is Lipschitz on compact sets away from N (w). (a1.3)
(a2) If Σ is unbounded, then there exists n0 ∈ N such that
lim
x→±∞
|x|(θ+1)(κ+ǫ) sup
n≥n0
wn(x) = 0
for some fixed ǫ > 0.
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We will study the asymptotic behaviour of the empirical distribution Ln(x) of x for x =
(x1, . . . , xp(n)) ∈ Σp(n), which is defined as
Ln(x) :=
1
p(n)
p(n)∑
j=1
δxj ,
Let the space of probability measures on the Borel sets of Σ be denoted by M1(Σ) and let Qn
denote the joint distribution of random variables (X1, . . . , Xp(n)) with density qn. The main
theorem now reads as follows:
Theorem 2.1. The sequence (Qn ◦ L−1n )n satisfies a LDP on M1(Σ) with respect to the weak
topology with speed n2 and good rate function
I(µ) =
κ2
2
∫ ∫ {
log
∣∣xθ − yθ∣∣−1 + log |x− y|−1} µ(dx)µ(dy) (2.2)
−κ
∫
logw(x)µ(dx) + c,
where µ ∈ M1(Σ) and
c := lim
n→∞
1
n2
logZn = − inf
µ∈M1(Σ)
{
κ2
2
∫ ∫ {
log
∣∣xθ − yθ∣∣−1 + log |x− y|−1} µ(dx)µ(dy)
−κ
∫
logw(x)µ(dx)
}
<∞. (2.3)
Corollary 2.2. Whenever the joint density of the eigenvalues is as in (2.1) and the rate func-
tion I has a unique minimiser µ∗, we obtain under (a1) and (a2) a strong law of large numbers,
P(Ln
weak−→ µ∗) = 1.
Moreover for any closed A ⊂M1(Σ) with A∩{ν ∈M1(Σ) : I(ν) = 0} = ∅, then for all n ≥ n0
Qn(Ln ∈ A) ≤ exp
(−n2 inf
ν∈A
I(ν)/2
)
.
Proof. Employing the upper bound of the LDP, the strong law of large numbers follows via an
application of Borel-Cantelli’s lemma, see [9, Thm. II.6.3]. 
Example 2.3 (Disordered bosons). Returning to the bosonic ensemble with density (1.3), we
have as weight functions
wn(x) = x
α
n e−
τx
n .
Now τ−1 is the variance of the independent and normally distributed random variables, that
were used to construct the stability matrix h for that ensemble, cf. [13]. We will take
the variance τ−1 equal to n−1. For a greater generality we take a sequence (α(n))n∈N with
limn→∞
α(n)
n
= α > −1. The case α = 0 incorporates having a constant sequence (α(n))n. Ob-
viously, conditions (a1) and (a2) are met and we obtain for the ensemble of disordered bosons,
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that (Qn ◦ L−1n )n satisfies a LDP on M1(Σ) with respect to the weak topology with speed n2
and good rate function
I(µ) = −κ
2
2
∫ ∫
log
(∣∣x2 − y2∣∣ |x− y|) µ(dx)µ(dy)
−κ
∫
α log x µ(dx) + κ
∫
xµ(dx) + c˜,
where µ ∈M1(Σ) and
c˜ := lim
n→∞
1
n2
log Z˜n <∞.
In [13], the authors proved the weak law of large numbers (WLLN)
E
[
1
N
N∑
i=1
1{λi≤x}
]
→
∫ x
−∞
ρ∞(t)dt for N →∞,
with ̺∞ defined in (1.4). They also stated that the corresponding rate function I is convex
and thus, one can find a unique minimiser µ∗ of I, I(µ∗) = 0, with density ρ∞. Therefore the
WLLN of [13] is extended into a strong one.
Example 2.4 (Stieltjes-Wigert ensembles). In the case of Stieltjes-Wigert ensembles form [17]
the weight function is w(x) = e−c(log(x))
2
with some constant c. Hence our Theorem applies and
we obtain a LDP and a strong law of large numbers.
Example 2.5 (Jacobi-, Laguerre- and Hermite biorthogonal ensembles). In [5], Jacobi ensem-
bles with w(x) = xα on (0, 1) are studied. We consider the general case
Σ = [0, 1], wn(x) = x
α/n(1− x)β/n, α, β > −1.
For θ = 1 these ensembles appear in the canonical correlation analysis, where the correlations
coefficients turn out to be the square root of the eigenvalues of a special kind of matrix. It is
known that the eigenvalues of these matrices follow a joint distribution of Jacobi type. Taking
α, β > −1 fixed and p(n)
n
→ κ, the sequence (Qn ◦ L−1n )n obeys a LDP with speed n2 and rate
function (up to a constant)
κ2
2
∫ ∫ (
log |xθ − yθ|−1 + log |x− y|−1)µ(dx)µ(dy). (2.4)
For α(n)
n
→ α > −1 and β(n)
n
→ β > −1, the corresponding LDP holds true, and the rate
function is (up to a constant) (2.4) plus
−κ
∫
α log xµ(dx)− κ
∫
β log(1− x)µ(dx).
Hermite ensembles can be considered with wn(x) = |x|α/ne−x2/n on (−∞,∞) with α > −1.
The case α = 0 is the classical Hermite weight. For constant α > −1 we obtain the LDP, and
the rate function is (2.4) plus κ
∫
x2µ(dx) with the same p(n)
n
→ κ. For α(n)
n
→ α > −1, the rate
is (2.4) plus κ
∫
x2µ(dx) − κ ∫ α log xµ(dx). Finally, the Laguerre biorthogonal ensembles are
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given by the weight function wn(x) = x
α/ne−x/n on (0,∞) with α > −1. It is straightforward
to find the corresponding rate functions for constant and n-dependent parameters. For θ = 2
the Laguerre case is corresponding to the matrix model of disordered bosons in [13].
Remark 2.6. It is obvious how to generalise biorthogonal ensembles. Consider an ensembles
of n points on (a, b) ⊂ R with the joint probability density of the form
c
n∏
i=1
wn(xi)
n det[ξi(xj)]
n
i,j=1 det[ηi(xj)]
n
i,j=1, (2.5)
where ξi(x), ηi(x), i ≥ 1, are some functions defined on (a, b). In case p(n) = n the density
(2.1) is clearly a special case of (2.5), take ξi(x) = x
i−1 and ηi(x) = x
θ(i−1). It is known,
see [7] and references therein, that random matrix theory provides many instances of such
biorthogonal structures, for example unitary invariant matrix ensembles or unitary ensembles
with an external source, see also [3] and the next section. But large deviations principles for
the corresponding empirical measures of n points distributed according to (2.5) are out of range
with respect to the techniques we are using to prove Theorem 2.1.
3. Large deviations for multiple orthogonal ensembles
Multiple orthogonal polynomials are a generalisation of orthogonal polynomials in which the
orthogonality is distributed among a number of orthogonality weights. They appear in random
matrix theory in the form of special determinantal point processes that are called multiple
orthogonal polynomial (MOP) ensembles. In [11, 12] the appearance of MOP in a variety of
random matrix models and models related with particles following non-intersecting paths have
been considered. To a finite number of weight functions w1, . . . , wp on R and a multi-index
~n = (n1, . . . , np) ∈ Np we associate a monic polynomial P~n of degree n := |~n| := n1 + · · ·+ np
such that ∫ ∞
−∞
P~n(x)x
kwj(x) dx = 0, for k = 0, . . . , nj − 1, j = 1, . . . , p.
If P~n uniquely exists then it is called the multiple orthogonal polynomial (MOP) associated with
the weights w1, . . . , wp and multi-index ~n. In [11] the following result was presented. Assume
that
1
Zn
det[fj(xk)]j,k=1,...,n
[ ∏
1≤j<k≤n
(xk − xj)
]
(3.1)
is a probability density function on Rn, where the linear span of f1, . . . , fn is the same as the
linear span of {xkwj(x)|j = 0, . . . , nj − 1, j = 1, . . . , p }. Then the MOP exists and is given by
P~n(x) = E
[ n∏
j=1
(x− xj)
]
,
where the expectation is taken with respect to the p.d.f (3.1), which can be interpreted as the
expectation of the random polynomial
∏n
j=1(x−xj) with roots x1, . . . , xn from a determinantal
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point process on the real line. The p.d.f (3.1) is called a MOP ensemble. It was first observed
in [3] that random matrix models with an external source lead naturally to MOP ensembles.
The weights w1, . . . , wp are an Angelesco system if there are disjoint intervals Γ1, . . . ,Γp ⊂ R,
such that supp(wj) ⊂ Γj , j = 1, . . . , p. In the Angelesco case, det[fj(xk)]j,k=1,...,n is of block
form and results in
det[fj(xk)]j,k=1,...,n =
p∏
i=1
(
∆(X(i))
ni∏
k=1
wi(x
(i)
k )
)
with x
(i)
k := xNi−1+k ∈ Γi, Ni =
∑i
j=1 nj (with N0 = 0) and X
(i) = (x
(i)
1 , . . . , x
(i)
ni ) and
∆(X) =
∏
1≤j<k≤n
(xk − xj) for X = (x1, . . . , xn),
the Vandermonde determinant. Thus an Angelesco system gives rise to a MOP ensemble, the
Angelesco ensemble, and the joint p.d.f is
1
Zn
p∏
i=1
∆(X(i))2
∏
1≤i<j≤p
∆(X(i), X(j))
p∏
i=1
ni∏
k=1
wi(x
(i)
k ), (3.2)
where
∆(X, Y ) :=
n∏
k=1
m∏
j=1
(xk − yj)
for X = (x1, . . . , xn) and Y = (y1, . . . , ym).
We now consider the situation that |~n| = n→∞ and nj →∞ for every j = 1, . . . , p in such
a way that
nj
n
→ rj for j = 1, . . . , p (3.3)
with 0 < rj < 1 and
∑p
j=1 rj = 1. Let us consider varying weights
wi(x) = e
−nVi(x) (3.4)
for any i = 1, . . . , p. Denote by
Lj(x
(j)) := Lj,nj(x
(j)) :=
1
nj
nj∑
k=1
δ
x
(j)
k
(3.5)
the j-th empirical measure of x(j) for every j = 1, . . . , p.
We will study the asymptotic behaviour of the empirical distribution vector Ln(x) of x for
x = (x1, . . . , xn) ∈
∏p
j=1 Γ
nj
j =: Γp,~n, which is defined as
Ln(x) := (L1(x
(1)), . . . , Lp(x
(p)))
with Li(x
(i)) defined as in (3.5). Ln(x) is an element in ×pi=1M1(Γnii ) =: M1(Γp,~n). Let Qn
denote the joint distribution of random variables (X(1), . . . , X(p)) with density (3.2).
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Theorem 3.1 (LDP for Angelesco ensembles). Assume that every weight function wi in (3.4)
satisfies assumption (a1) and (a2) and assume that (3.3) is fulfilled. Then the sequence
(Qn ◦ L−1n )n satisfies a LDP on M1(Γp,~n) with respect to the weak topology with speed n2 and
good rate function
I(µ1, . . . , µp) =
1
2
p∑
j=1
r2j
∫ ∫
log |x− y|−2 µj(dx)µj(dy) (3.6)
+
p−1∑
j=1
p∑
k=j+1
rjrk
∫ ∫
log |x− y|−1 µj(x)µk(y) +
p∑
j=1
rj
∫
Vj(x)µj(x) + c,
where (µ1, . . . , µp) ∈M1(Γp,~n) and
c := lim
n→∞
1
n2
logZn.
Corollary 3.2. Whenever the joint density of the eigenvalues is as in (3.2) and the rate func-
tion I has a unique minimiser µ∗, we obtain under (a1) and (a2) a strong law of large numbers,
P(Ln
weak−→ µ∗) = 1.
Remark 3.3. Hence the vector of empirical measures of a random points from the Angelesco
ensembles tends to the vector of nonrandom measures almost surely weakly. This solves the
question posed in [11, Section 5.2]. Remark that recently, in [4], a strong law for Angelesco
ensembles was established, applying the notion of Fekete points as well as the Bernstein-Markov
inequality. We obtain a full LDP. We would also be able to consider Nikishin ensembles with
p ≥ 2 weights, see [11] and references therein. This is because the determinantal structure
of the joint density of the eigenvalues [11, (4.14)] consists of Vandermonde-like products and
hence the techniques of our proof of Theorem 2.1 can be adapted. Nikishin interaction arises
in the asymptotic analysis of eigenvalues of banded Toeplitz matrices as well as in a two-matrix
model, see [11, Section 5.4].
4. Proofs
Now we present the proof of Theorem 2.1. It is a generalisation of arguments used for the
proofs of [1, Theorem 2.6.1] and [8, Theorem 4.1]. The proof of the upper bound is quite
similar to the proofs in the latter references. In the proof of the lower bound, a coarse graining
argument is more involved. To overcome the singularity of the logarithm at certain points is
the most delicate part.
Let us define F : Σ× Σ→ R by
F (x, y) := −κ
2
2
(
log |x− y|+ log |xθ − yθ|)− κ
2
(
logw(x) + logw(y)
)
,
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where we set F (x, y) = ∞ if xθ = yθ or if {x, y} ∩ N (w) 6= ∅. Note that due to our definition
of Σ, xθ = yθ corresponds to x = y. Let FM(x, y) denote the truncated version of F (x, y), for
M > 0: FM(x, y) := F (x, y) ∧M . Furthermore, we define the functions Fn : Σ× Σ→ R,
Fn(x, y) := −1
2
(
p(n)
n
)2 (
log |x− y|+ log ∣∣xθ − yθ∣∣)− p(n)
2n
(
logwn(x) + logwn(y)
)
,
again with Fn(x, y) =∞ if xθ = yθ or if {x, y} ∩ N (wn) 6= ∅ and their truncated versions
FMn (x, y) := Fn(x, y) ∧M, M > 0.
Observing that
n
p(n)∑
i=1
logwn(xi) =
n
p(n)
∑
1≤i<j≤p(n)
(logwn(xi) + logwn(xj)) +
n
p(n)
p(n)∑
i=1
logwn(xi),
we can deduce from (2.1) and the definition of Fn the following identity, where we abbreviate
1Σp(n)(x1, .., xp(n)) by 1Σp(n)(x),
qn(x1, . . . , xp(n)) =
1
Zn
exp

− 2n
2
p(n)2
∑
i<j
Fn(xi, xj) +
n
p(n)
p(n)∑
i=1
logwn(xi)

 1Σp(n)(x). (4.1)
One key ingredient for the proof of the upper bound will be the following lemma, which also
provides that the rate function is well defined.
Lemma 4.1.
(i) For any M > 0, FMn (x, y) converges to F
M(x, y) uniformly as n→∞.
(ii) F is bounded from below.
Proof. Since log |x− y| ≤ log(|x|+ 1) + log(|y|+ 1) holds for any x, y ∈ R, it implies
Fn(x, y) ≥ −p(n)
2n
[
log
([
(|x|+ 1)(|xθ|+ 1)]p(n)n wn(x))+ log([(|y|+ 1)(|yθ|+ 1)] p(n)n wn(y))] .
We will show that FM = FMn = M on some specified sets and then deal with the complement
of these sets. We will start by observing that log
([
(|xθ|+ 1)(|x|+ 1)]p(n)n wn(x)) is bounded
from above: In case of x ∈ [−1, 1] ∩ Σ it turns out that
log
([
(|xθ|+ 1)(|x|+ 1)]p(n)n wn(x)) ≤ log (4 p(n)n )+ log(wn(x)).
For M > 0 we can take n1 as large, so that (a1.1) is applicable and |p(n)n − κ| < ǫ and
|wn(x)−w(x)| < ǫ ∀ n ≥ n1 and ∀ x ∈ [−1, 1]. For each ν ∈ N (w) a δ(1)ν,M > 0 and ∀ x ∈ [−1, 1]
with |x − ν| < δ(1)ν,M , we now find log
(
4
p(n)
n
)
+ log(wn(x)) ≤ log(4κ+ǫ) + log(w(x)) ≤ −M .
Whereas for |x| ≥ 1, we observe that for n ≥ n1 as above the following holds
log
([
(|xθ|+ 1)(|x|+ 1)]p(n)n wn(x)) ≤ log(4κ+ǫ|x|(θ+1)(κ+ǫ) sup
m≥n
wm(x)
)
. (4.2)
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Assumption (a2) provides that for each M > 0 there exists n2 ∈ N and RM > 0 such that for
|x| ≥ RM and all n ≥ n2 we have that
log
(
4κ+ǫ|x|(θ+1)(κ+ǫ) sup
m≥n
wm(x)
)
≤ −M.
In case of |x| ≤ RM reasoning as in the first part yields for each M > 0 and ν ∈ N (w) the exis-
tence of δ
(2)
ν,M > 0, such that for x with |x− ν| < δ(2)ν,M we also get log
(
4
p(n)
n |x|(θ+1)p(n)n wn(x)
)
≤
−M . Thus, for each M > 0 there exists n0 := max{n1, n2}, δM,ν := min{δ(1)M,ν , δ(2)M,ν} > 0 and
RM > 0 such that Fn(x, y) ≥M holds for all n ≥ n0 on
AM := {|x| ∨ |y| > RM} ∪
⋃
ν∈N (w)
{|x− ν| ∧ |y − ν| < δν,M}. (4.3)
From (4.3) we see that AcM is compact. Moreover, we find a constant CM > 0, depending onM ,
such that Fn ≥ M and F ≥ M ∀ x, y ∈ BM := {(x, y) ∈ R2 : |x − y| < CM}, and therefore, a
constant 0 < C˜M <∞ exists with maxx,y∈Bc
M
{− log |x− y|,− log |xθ− yθ|} < C˜M . This implies
the existence of yet another constant 0 < C1,M <∞ such that
max
x,y∈Bc
M
∩Ac
M
{| log |x− y||, | log |xθ − yθ||} < C1,M .
Remember that xθ = yθ only holds if x = y. Furthermore, we introduce the notation ‖
f ‖D∞:= supx∈D |f(x)|, which restricts the supremum norm to a set D. The continuity of wn
and the compactness of AcM yields that ‖ logwn(x) + logwn(y) ‖A
c
M
∞ < C2,M , for a constant
0 < C2,M < ∞. Thus, for any given η > 0 we find on D := AcM \ BM a n˜ ∈ N, such that
∀ n ≥ n˜
‖ Fn(x, y)− F (x, y) ‖D∞≤ η.
Hence, we have established the uniform convergence of FMn to F
M on AcM \ BM , whereas on
AM ∪BM we have FMn = M . That FM = M holds on AM ∪BM can be shown along the same
lines and (i) is proven. Besides F ≥ M on AM ∪ BM , we also know that F is real-valued and
continuous on the compact set AcM ∩BcM and therefore F is bounded from below, which yields
(ii). 
Before proving the LDP for (Qn ◦ L−1n )n, we consider first the finite measure
Pn := ZnQn,
where Zn is the partition function of the Lebesgue density belonging to Qn, see (2.1), and derive
a LDP for (Pn ◦ L−1n ). We set
H(µ) :=
∫
Fdµ⊗2, HM(µ) :=
∫
FMdµ⊗2,
and obtain well defined maps on M1(Σ) (due to Lemma bounded). We claim the following:
Lemma 4.2. H is a good rate function that governs the LDP for (Pn ◦ L−1n )n.
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Proof. Exactly as the proof of [8, Le. 3.5], since Lemma 4.1 assures that F has the necessary
properties to mimic the proof of [8, Le. 3.5]. 
Moving on, we will show that (Pn ◦ L−1n )n fulfils a weak LDP.
4.1 Proof of the upper bound The main obstacle will be to overcome the singularities of
the function F . We start by observing that for ∆ := {(x, y) ∈ Σ2 : x = y},
Ln ⊗ Ln(∆) = 1
p(n)
(4.4)
holds mRp(n)-almost surely, because of the a.s. distinct eigenvalues under the product Lebesgue
measure mRp(n) . From (4.4) it follows that Qn-a.s.∫ ∫
x 6=y
FMn (x, y)Ln(dx)Ln(dy) =
∫ ∫
FMn (x, y)Ln(dx)Ln(dy)−
M
p(n)
. (4.5)
For a Borel set A inM1(Σ) let us define A˜ as follows A˜ :=
{
x ∈ Σp(n) : Ln(x) ∈ A
}
. Due to the
symmetry of Fn in its arguments we find 2
∑
i<j Fn(xi, xj) =
∑
i 6=j Fn(xi, xj), and since mRp(n)
is the product Lebesgue measure on Rp(n), we obtain via Ho¨lder’s inequality
Pn
(
Ln ∈ A
) ≤ (∫ exp{ 2n
p(n)
logwn(t)
}
mR(dt)
) p(n)
2
(∫
A˜
exp
{
− 2n
2
p(n)2
∑
i 6=j
FMn (xi, xj)
}
mRp(n)(dx)
)1/2
= (I)× (II).
First, we show limn→∞
1
n2
log (I) = 0. Since wn is continuous, hence bounded on compact sets,
the key observation is that (a2) implies∫
[−K,K]c
wn(t)
2n
p(n) mR(dt) =
∫
[−K,K]c
wn(t)
2n
p(n)
( |t|(θ+1)(κ+ǫ)
|t|(θ+1)(κ+ǫ)
) 2n
p(n)
mR(dt)
≤
∫
[−K,K]c
1
|x|1+ηmR(dt),
for suitable K, η > 0 and n large enough. Concerning (II), we find that for any M > 0
(II) =
{∫
A˜
exp
(
−2n2
(
Ln(x)
⊗2(FMn )−
M
p(n)
))
mRp(n)(dx)
}1/2
≤
{
exp
(
−2n2
(
inf
µ∈A
µ⊗2(FMn )−
M
p(n)
))}1/2
= exp
(
−n2 inf
µ∈A
µ⊗2(FMn )
)
exp
(
Mn2
p(n)
)
. (4.6)
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The first part of Lemma 4.1 yields,
lim
n→∞
(
inf
µ∈A
µ⊗2(FMn )
)
= inf
µ∈A
µ⊗2(FM).
We have thus shown that for any Borel set A ⊂M1(Σ) one has
lim sup
n→∞
1
n2
logPn
(
Ln ∈ A
) ≤ − inf
µ∈A
∫ ∫
FM(x, y)µ(dx)µ(dy). (4.7)
The inequality (4.7) allows us to proof the following lemma.
Lemma 4.3. (Pn ◦ L−1n )n is exponentially tight.
Proof. Very similar to [8, p.12] so that we omit the proof here. 
Now we choose for A the set B(µ, δ) = {ν ∈M1(Σ) : d(ν, µ) ≤ 2δ} with δ > 0 and
d(µ, ν) = sup
∣∣∣∣
∫
fdµ−
∫
fdν
∣∣∣∣
where the supremum is taken over all Lipschitz functions f for which the sum of the Lipschitz
constant lf and of the uniform bound ‖ f ‖∞ is less than or equal to 1. That distance is
compatible with the weak topology, see [6, p.356]. Since µ 7→ HM(µ) is weakly continuous,
from (4.7) we obtain for any µ ∈M1(Σ),
inf
δ→0
lim sup
n→∞
1
n2
logPn
(
Ln ∈ B(µ, δ)
) (4.7)≤ − inf
δ→0
inf
ν∈B(µ,δ)
∫ ∫
FM(x, y) ν(dx)ν(dy)
≤ −
∫ ∫
FM(x, y)µ(dx)µ(dy) = −HM(µ).
Finally, letting M go to infinity, we obtain the following upper bound,
inf
δ→0
lim sup
n→∞
1
n2
logPn
(
Ln ∈ B(µ, δ)
) ≤ −H(µ). (4.8)
4.2 Proof of the lower bound Turning to the lower bound, we take B(µ, δ) as above and
for every µ ∈M1(Σ) we will show a lower bound,
inf
δ>0
lim inf
n→∞
1
n2
logPn(Ln ∈ B(µ, δ)) ≥ −H(µ). (4.9)
As in [2] and [8] we can assume w.l.o.g. that
(i) µ has no atoms,
(ii) S := supp(µ) is a compact subset of Σ with S ∩ (N (w) ∪ {0}) = ∅.
The main idea of the proof of the lower bound, is to localise the eigenvalues in small sets, and
benefit from the speed n2, which provides that the small volumes of these sets can be neglected.
We will divide S as follows. For j = 1, . . . , p(n) let ξj = ξ(n)j the p(n)+1−jp(n) quantile of µ and
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set ξ(n) = (ξp(n), . . . , ξ1), ξp(n)+1 := inf S and ξ0 = ξ1 + 1. Therefore, µ(] −∞, ξp(n)+1]) = 0 =
µ([ξ1,∞[). Due to assumption (ii), we have
−∞ < ξp(n)+1 < ξp(n) < · · · < ξ1 < ξ0 <∞.
For δ > 0, t ∈ Rp(n) write
• πn(t) := {i = 1, . . . , p(n) : ti ≥ 0}, νn(t) := {1, . . . , p(n)} \ πn(t),
• In(δ) := {i = 1, . . . , p(n) : |ξ(n)i − ξ(n)i+1| ≤ δ},
• I(n)j (t, δ) := [tj − δ, tj + δ] ∩ Σ, j = 1, . . . , p(n),
•
J (n)j (t, δ) :=
{
[tj , tj + δ] for j ∈ πn(t),
[tj − δ, tj ] for j ∈ νn(t),
• In(t, δ) :=
∏p(n)
j=1 I(n)j (t, δ)
• Jn(t, δ) :=
∏p(n)
j=1 J (n)j (t, δ).
We may assume that δ is fix with 0 < δ ≤ 1
θ
1
θ−1
. Set
ϕ
(n)
j := ϕ
(n,δ)
j := inf{wn(x) : x ∈ [ξj − δ, ξj + δ] ∪ [ξj+1, ξj−1]}, j = 1, . . . , p(n),
and analogously define ϕj when wn(x) is replaced by w(x) in the above definition. Write ψn,
resp. ψ for the step function which equals ϕ
(n)
j resp. ϕj on ]ξj+1, ξj] and is zero elsewhere
ψn =
p(n)∑
j=1
ϕ
(n)
j 1]ξj+1,ξj ], resp. ψ =
p(n)∑
j=1
ϕj1]ξj+1,ξj ]. (4.10)
Moreover, we have:
Lemma 4.4. ∃ n0 ∈ N such that ∀ n > n0 : In(ξ(n), δ) ⊂ {x ∈ Σp(n) : Ln(x) ∈ B(µ, 2δ)},
where B(µ, 2δ) = {ν ∈M1(Σ) : d(ν, µ) ≤ 2δ} with
d(µ, ν) = sup
{fLipschitz: lf+‖f‖∞≤1}
∣∣∣∣
∫
fdµ−
∫
fdν
∣∣∣∣
as above.
Proof. Let y = (yp(n), . . . , y1(n)) ∈ In(ξ(n), δ). Thus, yi ∈ [ξi − δ, ξi + δ] and
d(Ln(y), Ln(ξ
(n))) ≤ sup
fLip.
lf+‖f‖∞≤1
1
p(n)
p(n)∑
i=1
|f(yi)− f(ξi)| ≤ |yi − ξi| ≤ δ.
Applying [2, Le. 3.3] finally yields d(Ln(y), µ) ≤ d(Ln(y), Ln(ξ(n))) + d(Ln(ξ(n)), µ) ≤ 2δ. 
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Now for n ≥ n0, we get from Lemma 4.4 and In(ξ, δ) ⊃ Jn(ξ, δ) the inequality
Pn(Ln ∈ B(µ, 2δ))
Le.4.4≥ ZnQn(In(ξ, δ)) ≥
p(n)∏
i=1
(
ϕ
(n)
i
)n ∫
Jn(ξ,δ)
∏
i<j
∣∣xθi − xθj ∣∣ |xi − xj | mp(n)(dx).
(4.11)
Introducing the notation
R
d,+ :=
{
x ∈ Rd|x1 > x2 > . . . > xd
}
we focus on the last integral,∫
Jn(ξ,δ)
∏
i<j
∣∣xθi − xθj ∣∣ |xi − xj | mp(n)(dx)
=
∫
[−δ,0]#νn(ξ)×[0,δ]#pin(ξ)
∏
i<j
|(xi + ξi)− (xj + ξj)|
∣∣(xi + ξi)θ − (xj + ξj)θ∣∣ mp(n)(dx)
≥
∫
([−δ,0]#νn(ξ)×[0,δ]#pin(ξ))∩Rp(n),+
∏
i<j
|(xi + ξi)− (xj + ξj)|
∣∣(xi + ξi)θ − (xj + ξj)θ∣∣ mp(n)(dx)
=
∫
([−δ,0]#νn(ξ)×[0,δ]#pin(ξ))∩Rp(n),+
[ ∏
i<j−1
|xi − xj + ξi − ξj|
∣∣(xi + ξi)θ − (xj + ξj)θ∣∣
p(n)−1∏
i=1
|xi − xi+1 + ξi − ξi+1|
∣∣(xi + ξi)θ − (xi+1 + ξi+1)θ∣∣

 mp(n)(dx). (4.12)
On Rp(n),+, the following inequalities hold,∏
i<j−1
|xi − xj + ξi − ξj| ≥
∏
i<j−1
|ξi − ξj | (4.13)
and as it can easily be seen (e.g. from ab < (a+ b)2, for a, b > 0)
p(n)−1∏
i=1
|xi − xi+1 + ξi − ξi+1| ≥
p(n)−1∏
i=1
|xi − xi+1| 12 |ξi − ξi+1| 12 . (4.14)
Next, we will show that ∣∣(xi + ξi)θ − (xj + ξj)θ∣∣ ≥ ∣∣xθi + ξθi − xθj − ξθj ∣∣ , (4.15)
where the modulus can be omitted since both terms are greater than 0 on Rp(n),+ due to our
choice of the ξi. If ξi > ξj > 0 and xi > xj > 0, we find that
(xi+ξi)
θ−(xj+ξj)θ = xθi +ξθi −xθj−ξθj +
θ−1∑
k=1
(
θ
k
) ≥0︷ ︸︸ ︷(
xki ξ
θ−k
i − xkj ξθ−kj
)
> xθi +ξ
θ
i −xθj−ξθj . (4.16)
In case of 0 > ξi > ξj and 0 > xi > xj , we first recall that this only can happen while θ is odd.
Nevertheless, (4.16) also holds: Within the sum, either θ− k is odd and k is even or vice versa.
Hence, if k is even 0 > ξθ−ki x
k
i > ξ
θ−k
j x
k
i > ξ
θ−k
j x
k
j , while the other case follows in an analogous
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way. The last case to consider is ξi > 0 > ξj and xi > 0 > xj . This case also only comes up for
θ being odd, and we find xki ξ
θ−k
i > 0 and −xkj ξθ−kj > 0 since either k is even or θ− k. Thus, we
have proven (4.15) and this can on one hand further be used to obtain either
xθi + ξ
θ
i − xθj − ξθj >
(
xθi − xθj
) 1
2
(
ξθi − ξθj
) 1
2 (4.17)
or on the other hand yield
xθi + ξ
θ
i − xθj − ξθj > ξθi − ξθj , (4.18)
since xθi > x
θ
j on R
p(n),+ for θ ∈ N.
Putting together (4.13), (4.14), (4.17) and (4.18), we can bound (4.12) from below by
∏
i<j−1
[
(ξi − ξj)
(
ξθi − ξθj
)] p(n)−1∏
i=1
[
(ξi − ξi+1) 12
(
ξθi − ξθi+1
) 1
2
]
×
∫
([−δ,0]#νn(ξ)×[0,δ]#pin(ξ))∩Rp(n),+
p(n)−1∏
i=1
[
(xi − xi+1) 12
(
xθi − xθi+1
) 1
2
]
mp(n)(dx). (4.19)
Applying the mean value theorem for θ ≥ 2 (while for θ=1 the following inequality will be an
equality) now yields xθi − xθi+1 = (xi − xi+1)θζθ−1, with ζ ∈ [xi+1, xi]. Since |xi| ≤ δ ∀ i and
δ < 1
θ
1
θ−1
, we easily see that 0 < θζθ−1 < 1. Therefore, 0 < xθi − xθi+1 ≤ xi− xi+1 and we obtain
∫
([−δ,0]#νn(ξ)×[0,δ]#pin(ξ))∩Rp(n),+
p(n)−1∏
i=1
[
(xi − xi+1) 12
(
xθi − xθi+1
) 1
2
]
mp(n)(dx)
≥
∫
([−δ,0]#νn(ξ)×[0,δ]#pin(ξ))∩Rp(n),+
p(n)−1∏
i=1
(
xθi − xθi+1
)
mp(n)(dx)
=
1
θp(n)
∫
([−δθ ,0]#νn(ξ)×[0,δθ]#pin(ξ))∩Rp(n),+
p(n)−1∏
i=1
(xi − xi+1)
p(n)∏
i=1
|xi| 1−θθ mp(n)(dx) (4.20)
≥ 1
θp(n)
∫
([−δθ ,0]#νn(ξ)×[0,δθ]#pin(ξ))∩Rp(n),+
p(n)−1∏
i=1
(xi − xi+1)mp(n)(dx). (4.21)
The equality (4.20) is a simple application of the transformation formula, while the inequality
(4.21) holds, because θ is an integer and δ < 1, so that |xi| 1−θθ ≥ 1. For the last integral, we
substitute up(n) = xp(n), ui−1 = xi−1 − xi, i = p(n), . . . , 2 and obtain
∫
([−δθ,0]#νn(ξ)×[0,δθ]#pin(ξ))∩Rp(n),+
p(n)−1∏
i=1
(xi − xi+1)mp(n)(dx) =
∫
Un
p(n)∏
i=2
uimp(n)(dx),
≥
∫
[
0, δ
θ
p(n)
]p(n)
p(n)∏
i=2
ui mp(n)(dx) =
(
1
2
)p(n)−1(
δθ
p(n)
)2(p(n)−1)+1
, (4.22)
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where Un =
{
u = (up(n), . . . , u1)|up(n) ∈ [−δθ, δθ], ui ∈ [0, δθ], i = 1, . . . , p(n)− 1 : |
∑p(n)
i=1 ui| ≤ δθ
}
.
From (4.11), (4.19) and (4.22) we get,
1
n2
logPn(Ln ∈ B(µ, 2δ)) ≥
(
p(n)
n2
)2
1
p(n)2
∑
i<j−1
log
([
(ξi − ξj)
(
ξθi − ξθj
)])
(4.23)
+
(
p(n)
n2
)2
1
2p(n)2
p(n)−1∑
i=1
log
([
(ξi − ξi+1)
(
ξθi − ξθi+1
)])
(4.24)
+
1
n
p(n)∑
i=1
logϕ
(n)
i (4.25)
+
1
n2
log
(
2
(
1
2θ
)p(n))
+
2p(n)− 1
n2
(log δθ − log p(n)). (4.26)
It is easily seen that (4.26) converges to 0 as n tends to infinity.
Now, for (4.23) and (4.24) observe that for θ = 1, resp. θ ∈ N,∫
x<y
log(yθ − xθ)µ(dx)µ(dy)−
∫
(x,y)∈[ξp(n)+1,ξp(n)]×2
log |yθ − xθ|µ(dx)µ(dy)
=
∑
i<j
∫
(x,y)∈[ξj+1,ξj ]×[ξi+1,ξi]
log(yθ − xθ)µ(dx)µ(dy)
+
1
2
p(n)−1∑
i=1
∫
(x,y)∈[ξi+1,ξi]×2
log |yθ − xθ|µ(dx)µ(dy)
≤ 1
p(n)2
∑
i<j
log(ξθi − ξθj+1) +
1
2p(n)2
p(n)−1∑
i=1
log(ξθi − ξθi+1).
Because ξp(n)+1 was defined to be the infimum of the support S and we look at measures without
atoms, we observe that ξp(n) → ξp(n)+1 = inf S for n→∞. Thus, we find
lim
n→∞
∫
(x,y)∈[ξp(n)+1,ξp(n)]×2
log |yθ − xθ|µ(dx)µ(dy) =
∫
∅
log |yθ − xθ|µ(dx)µ(dy) = 0.
We have shown that the limit of (4.23) and (4.24) can be bounded from below in the following
way, ∫ ∫
log(yθ − xθ)µ(dx)µ(dy) = 1
2
∫
x<y
log(yθ − xθ)µ(dx)µ(dy)
≤ 1
2
lim
n→∞

 1
p(n)2
∑
i<j
log(ξθi − ξθj+1) +
1
2p(n)2
p(n)−1∑
i=1
log(ξθi − ξθi+1)

 . (4.27)
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As to (4.25), observe that
1
n
p(n)∑
j=1
logϕ
(n)
j =
p(n)
n
∫
logψndµ,
where ψn was defined in (4.10). Denote by l a Lipschitz constant of logw on S according to
(a1.3). For η > 0 write
lη := max{| logw(x)− logw(y)| : |x− y| ≤ η}.
Note that lη ≤ lη, again because of the Lipschitz continuity (a1.3) and sinceN (w)∩S = ∅. Next,
defineM(n, δ) :=
⋃
j∈In(δ)
[ξ
(n)
j+1, ξ
(n)
j ] and C := max{logw(x) : x ∈ S}−min{logw(x) : x ∈ S},
where assumption (ii) provides that C is finite. Let ǫ > 0. Since for all n and j ≥ 1 one has
µ
(
[ξ
(n)
j+1, ξ
(n)
j ]
)
= 1/p(n), and since δ is fixed, one has µ(M(n, δ)c) ≤ ǫ for large n. Now let n be
large enough such that one also has ‖ logwn− logw‖∞ ≤ ǫ, which is possible because of (a1.2).
Then ∫
| logψn − logw|dµ ≤
∑
j∈In(δ)
∫
[ξj+1,ξj ]
{| logψ − logw|+ ǫ} dµ
+
∑
j∈Icn(δ)
∫
[ξj+1,ξj ]
{| logψ − logw|+ ǫ} dµ+ ǫ
≤ p(n) 1
p(n)
(l2δ + ǫ) + (C + ǫ)ǫ ≤ 2lδ + (C + ǫ+ 1)ǫ
This yields
lim sup
n→∞
∣∣∣∣∣∣ 1n
p(n)∑
j=1
logϕ
(n)
j − κ
∫
logw dµ
∣∣∣∣∣∣ = O(δ). (4.28)
Putting together (4.23)-(4.28) yields the lower bound (4.9), whenever the empirical measure
lies in a ball around some measure µ in M1(Σ).
4.3 Extending the weak LDP into a full one As Σ is a closed subset of the Polish space
R, M1(Σ) is a Polish space, cf. [15, Thm. 6.2] and since the B(µ, δ) are a base for the weak
topology onM1(Σ), we can apply [6, Thm. 4.1.11], which provides a weak LDP for (Pn ◦L−1n )n
on M1(Σ) with rate function H and speed n2. Because (Pn ◦L−1n )n is also exponentially tight,
Lemma 1.2.18 in [6] extends the weak LDP into a full one. But our original aim was to derive
a LDP for (Qn ◦ L−1n )n. Setting A = G = M1(Σ) in the lower and upper bound at the LDP
for (Pn ◦ L−1n )n, we obtain
lim
n→∞
1
n2
logZn = − inf
µ∈M1(Σ)
∫
Fdµ⊗2.
The right hand side has been shown to be < +∞ by Lemma 4.1 (ii) and establishes (2.3). Now,
1
n2
logQn(Ln ∈ A) = 1
n2
(logPn(Ln ∈ A)− logZn)
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for any Borel set A in M1(Σ). Hence Theorem 2.1 is proven.
5. Sketch of the proof of Theorem 3.1
The Vandermonde-like products ∆(X) and ∆(X, Y ) in (3.2) lead to the observation, that to
overcome the singularity of the logarithm at several places is the most delicate part. Therefore,
we will skip most of the technical details of the proof worrying about too many replications of
our arguments. Instead we give a sketch to be able to discover the rate function. Consider a
neighborhood O of µ = (µ1, . . . , µp) ∈M1(Γp,~n). With O˜ := {x ∈ Rn : Ln ∈ O} we obtain
Qn(Ln ∈ O) = 1
Zn
∫
· · ·
∫
O˜
exp(F (x))dx1 . . . dxn
with
F (x) =
p∑
i=1
∑
1≤j<k≤ni
log(x
(i)
j − x(i)k )2 +
∑
1≤i<j≤p
ni∑
k=1
nj∑
l=1
log(x
(i)
k − x(j)l )− n
p∑
i=1
ni∑
k=1
Vi(x
(i)
k ). (5.1)
Very roughly speaking, we consider the case when O goes to a point µ. Then for x ∈ O˜ the
first summand in (5.1) can be approximated by
p∑
i=1
n2i
2
∫ ∫
log |x− y|2dµi(x)dµi(y),
the second summand by ∑
1≤i<j≤p
ninj
∫ ∫
log |x− y|dµi(x)dµj(y)
and the third summand by n
∑p
i=1 ni
∫
Vi(x)dµi(x). With (3.3) one gets
1
n2
logQn(Ln ∈ O)
≈
p∑
i=1
r2i
2
∫ ∫
log |x− y|2dµi(x)dµi(y) +
∑
1≤i<j≤p
rirj
∫ ∫
log |x− y|dµi(x)dµj(y)
+
p∑
i=1
ri
∫
Vi(x)dµi(x) +
1
n2
logZn.
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