High order discretization schemes of SDEs by using free Lie algebra valued random variables are introduced by Kusuoka ( NinomiyaVictoir([7]) and ). These schemes are called KLNV methods. They involve solving the flows of vector fields associated with SDEs and it is usually done by numerical methods. The authors found a special Lie algebraic structure on the vector fields in the major financial diffusion models. Using this structure, we can solve the flows associated with vector fields analytically and efficiently. Numerical examples show that our method saves the computation time drastically.
Introduction
We consider N -dimensional Stratonovich stochastic differential equation
where N, d 1, W 0 = {w ∈ C([0, ∞); R d ); w(0) = 0}, F be the Borel algebra over W 0 and µ be the Wiener measure on (W 0 , F). Let B i : [0, ∞) × W 0 → R, i = 1, . . . , d, be given by B i (t, w) = w i (t), (t, w) ∈ [0, ∞) × W 0 . Then {(B 1 (t), . . . , B d (t); t ∈ [0, ∞)} is a d-dimensional Brownian motion. Let B 0 (t) = t, t ∈ [0, ∞). Let V 0 , V 1 , . . . , V d ∈ C ∞ b (R N ; R N ). Here C ∞ b (R N ; R n ) denotes the space of R n -valued smooth functions defined in R N whose derivatives of any order are bounded.
Let us define a semigroup of linear operators {P t } t∈[0,∞) by
It is a crucial problem in various fields of applied science to approximate the expectation (P T f )(x) for a given time T and function f as fast and accurately as possible. The aim of this paper is to give a new method for the fast and accurate approximation of (P T f )(x).
There are two approaches to this problem, the partial differential equation (PDE) based approach and the simulation based approach. Notice that u(t, x) = (P t f )(x) satisfies the following equation 
In the PDE based approach, we solve this equation numerically. Whereas it works well when dimension N is relatively small, it is prohibitively slow in higher dimension. In such a case, the simulation based approach is the only practical method. The simulation based approach usually consists of two steps. The first step is the time-discretization of stochastic differential equations using a set of random variables X n (T, x), which approximate X(T, x) in a certain sense as n → ∞, whose samples can be obtained by analytic or numerical methods. If the stochastic differential equation is analytically solved, this step can be skipped. Otherwise, we apply a discretization scheme, such as Euler-Maruyama scheme which we will explain below, to get a random variablesX(t, x) which is close to X(t, x) for small t > 0 in a certain sense. Then, we construct a set of random variables {X n (t k , x)} n k=0 , (0 = t 0 < t 1 < · · · < t n = T ) by repeating this approximation procedure n-times. The second step is an approximation of E[f (X n (T, x))] by Monte Carlo method (MC) or Quasi Monte Carlo method (QMC). Both of them are essentially obtained by averaging M samples of f (X n (T, x)) denoted by {f (X n m (T, x))} M m=1 . Samples are created at random for MC method and in a deterministic way for QMC method. The error is roughly estimated O(M −1/2 ) for MC method and O(M −1 ) for QMC method. In quantitative finance X(t, x) represents the price of underlying assets and E[f (X(T, x))] represents a price of derivative whose payoff function is f . For financial models, since the dimension of assets N is often large, finding a fast and accurate method of the simulation based approach is very important.
In this paper, we consider the efficient scheme for the first step (discretization). For a discretization schemeX(t, x), the linear operator Q t is defined by
Then the approximation of (P T f )(x) with the approximation path {X n (t k , x)} n k=0 , (0 = t 0 < t 1 < · · · < t n = T ) is described as
We say that the discretization scheme is the weak approximation of order r if there exists a constant C > 0 such that
The most popular method of discretization schemes is the Euler-Maruyama scheme.
• Euler-Maruyama schemē
family of independent N (0, 1) random variables.
It is known that the order of this scheme is 1. Several higher order schemes have been studied by Kusuoka, Lyons, Ninomiya and Victoir where a free Lie algebra plays an essential role. Note that the elements in C ∞ b (R N ; R N ) are regarded as vector fields on R N . Then we can define the Lie bracket
. Using flows of L valued random variables, Kusuoka ([3] , [4] ) and Lyons-Victoir ( [5] ) introduced higher order discretization schemes. For any vector
, where u(t, x), t 0 is the solution of the following ODE
Kusuoka showed in [3, 4] that if there is a sequence of one parameter family of Lvalued random variables (ξ 1 (t), . . . , ξ (t)) t 0 satisfying some good condition with respect to m 1, a weak approximate operator Q (K) t is constructed with corresponding stochastic flows exp(ξ 1 (t)), . . . , exp(ξ (t)) as
More generally, if there is a set of sequences of one parameter family of L-valued random variables (ξ
..,k satisfying some good condition with respect to m 1, a weak approximate operator Q (K) t is constructed with corresponding stochastic flows as
where c i are proper constants. Under the assumption, the error arise from 1-step approximation is estimated by
for t ∈ (0, 1] and the total error of the n-step approximation is estimated by
Namely, this is the weak approximation of order m−1 2 . Ninomiya and Victoir found a practical example for m = 5 in [7] .
• Ninomiya-Victoir schemē
where N is a Bernoulli random variable with the distribution
and
is a family of independent N (0, 1) random variables where
The weak approximate operator Q
Ninomiya and Ninomiya found another one parameter family of practical examples for m = 5 in [6] , Theorem 1.6.
• Ninomiya-Ninomiya schemē
where
is a family of independent N (0, 1) random variables. r ∈ R is an arbitrary chosen fixed parameter.
Remark 1. In [6] , a family of Gaussian random variables S 
We find that such a family of Gaussian random variables is constructed by
is a family of independent N (0, 1) random variables.
Lyons and Victoir also introduced high order scheme by using a free Lie algebra called Cubature on Wiener space ( [5] ). These methods are called KLNV method (Kusuoka, Lyons, Ninomiya and Victoir).
To compute an approximate value (Q
, we need to compose the solution flows of random vector fields. The composition is usually relying on the numerical ODE solvers such as high order Runge-Kutta method. For some lucky pair of vector fields and a scheme, ODE flows can be solved analytically. In such a case, the computation speed of the approximate value improves much faster.
In this paper, we show that if L has a special Lie algebraic structure (we call this condition Witt condition), then for any sequence of one parameter family of L-valued random variables (ξ 1 (t), . . . , ξ (t)) t 0 appearing in KLNV method and any order m, there exists a sequence of one parameter family of random variables (p 0 (t),
where the set {W n , n 0} is a special basis of L. Therefore, if there is an analytic solution of the flow of vector fields W n , n 0, we can compute the approximate value ((Q (K)
T /n ) n f )(x) without using ODE solvers, and so have a faster approximation method. We emphasize that our result enables us to a higher speed simulation for any scheme of KLNV method with any order, including Ninomiya-Victoir scheme and Ninomiya-Ninomiya scheme.
As an worthy application of the result, we show that our condition on the Lie algebraic structure and the existence of the analytic solution of vector fields W n are both satisfied for SABR model and Heston model, which are most important financial models. It has been known that if we apply Ninomiya-Victoir scheme to Heston model, the vector fields appearing in Q (N V ) t are analytically solved ( [7] ). Bayer et al. [1] suggested that, for SABR model if we rewrite the SDE using drifted Brownian motions and then apply NinomiyaVictoir scheme, the vector fields appearing in Q (N V ) t are also analytically solved. On the other hand, for both models, to apply Ninomiya-Ninomiya scheme without using our new method, we need to use the numerical ODE solvers which increase the computation time.
We apply our result to Ninomiya-Ninomiya scheme in SABR model and do a numerical experiment. It shows that our method is enough accurate and the computation time is highly saved.
Notation and Main Result
Now, we introduce a precise condition required for the family of vector fields {V 0 , V 1 , . . . , V d }.
Definition 2. (Witt condition)
We say that the family of vector fields {V 0 , V 1 , . . . , V d } satisfies the Witt condition if there exists a set of vector fields {W n ; n 0} satisfies
Remark 4. The Witt algebra is the well-known Lie algebra with a basis {U n ; n ∈ Z} satisfying [U n , U m ] = (n − m)U n+m , so we name the above condition Witt condition.
From now on, we assume {V 0 , V 1 , . . . , V d } satisfies Witt condition and so that L ⊂ span{W n , n 0}. To state our main theorem, we introduce some notations. Let
Here L ∞,− denotes the set of random variables having finite moments of all orders. Notice the sum of k is taken from 1. Define L * as a set of
Next theorem is the main result of the paper.
Theorem 5. For any m 1 and for any sequence (ξ 1 , ξ 2 , . . . , ξ ) in L * , there exists a number k ∈ N and a sequence (P 0 , P 1 , . . . ,
where C f,m,W is a constant depends only on f, m and W .
We give a proof in Section 3. The coefficients P 0 , P 1 , . . . can be explicitly calculated from (ξ 1 , ξ 2 , . . . , ξ ) with the recursive algorithm given in Section 4. In Section 5, we apply our main result to the approximation of a price of European option for SABR model using Ninomiya-Victoir scheme and Ninomiya-Ninomiya scheme. The simulations result shows our method is properly accurate and reduces the computation time drastically compared to the existing methods.
Application to financial models
Here, we show that SABR model and Heston model satisfy Witt condition and the basis of their vector fields are analytically solvable. Therefore, we have a new approximation method for these models.
SABR model
The SABR model is given by
where x + = x ∨ 0. Let {W S n , n 0} be the set of vector fields on R 2 defined as
It is easy to see that they satisfy
The vector fields in SABR model are given by
where ν, β and ρ are model parameters (cf. [1] ). Therefore, we can apply Theorem 5 to the model. Moreover, we have the explicit expression of the flow of W S n as exp(tW
for n 1 and exp(tW S 0 )(x) = (x 1 , x 2 exp(−t)).
Heston model
The Heston model is given by
Let {M n , n 0} and {L n , n 0} be the set of vector fields on R 2 defined as
It is easy to see that they satisfy the relation
n, m even.
The vector fields in Heston model are given by
where µ, ξ, ρ, κ and θ are models parameters (cf. [1] ). Therefore, we can apply Theorem 5 to the model. Moreover, we have the explicit expression of the flow of M n and L n as
Remark 6. Though we assumed that all vector fields V 0 , . . . , V d are smooth as common setting in the analysis of higher order weak approximation methods, the vector fields in these financial models are not in C ∞ b (R 2 ; R 2 ), On the other hand, practically, we apply KLNV method or Theorem 5 to them and numerical experiments serves well. Though the condition under which we can justify approximation methods rigorously in mathematics is very strict, we guess the range that these methods work well practically is a bit larger.
Remark 7.
If the initial state X(0, x) ≡ (x 1 , x 2 ) satisfies x 1 > 0, x 2 > 0 in SABR model or Heston model, then X(t, x) ∈ R 2 + a.s. so we do not need to extend the vector fields to the nonnegative area to consider the solution of the SDE. However, when we apply the KLNV method, since we consider random vector fields, we sometimes need to consider the solution of flows at negative time. For this reason, we extend the vector fields and the solution of the flow to the whole space R 2 . At critical points, such as (0, x 2 ) for SABR model, the vector fields and their flows are not smooth, but we apply KLNV method and Theorem 5 to these models as the same reason as the last remark.
Decomposition to the Flow of Base Vector Fields
Let A = {w 0 , w 1 , . . . } = {w i ; i ∈ N 0 }, be an alphabet, a set of letters, and A * be the set of words consisting of A including the empty word which is denoted by 1. For w = w i 1 w i 2 . . . w i k ∈ A * , i j 0, j = 1, . . . , k, k 1, we define w = i 1 + i 2 + . . . i k + {j ∈ {1, 2, . . . , k}; i j = 0} and 1 = 0.
For M > 0, define
Sinced 
Define the operatorsj m :
It is obvious that if
where DO(R N ) is the set of smooth differential operators on R N . Note that we assume [W n , W m ] = α nm W n+m for any n, m 0.
For
n as the linear space of homogeneous Lie polynomials of order n for L
L n is a Lie polynomial of order n, u i ∈ L Proof. Because of the Lie algebraic structure of {W i }, for any homogeneous Lie polynomial L of order n, L(W i 1 , W i 2 , . . . , W in ) = cW i 1 +i 2 +···+in with some c ∈ R and if i 1 = i 2 = · · · = i n , then c = 0. Therefore, if i j k for j = 1, 2, . . . , n, L(W i 1 , W i 2 , . . . , W in ) = cW p with p nk + 1 and c ∈ R.
Proof. Note the Zassenhaus formula (cf. Theorem 2 in [8]) exp(t(X
for any elements (X 1 , X 2 , . . . , X K ) in a Lie algebra where C n are homogeneous Lie polynomials of order n. Applying this formula to our u = l i=k p i w i and notice Lemma 11, we have the required decomposition.
Lemma 13. For any u ∈ L (k) 1 , there exists N ∈ N and a sequence q 1 , q 2 , . . . , q N ∈ R[λ] and i j ∈ {k, k + 1, . . . , M m}, j = 1, 2, . . . , N such that
Proof. From Lemma 10 and 12, for any
Then, we can apply this fact to v 2 , v 3 . . . , v m repeatedly. After repeating the procedure finite times (at most (m − 1)
), we get the complete decomposition.
Lemma 14. For any p 1 , p 2 ∈ R[λ] and k l, there exists N ∈ N and a sequence q 1 , q 2 , . . . , q N ∈ R[λ] and i j ∈ {k + 1, k + 2, . . . , M m}, j = 1, 2, . . . , N such that
Proof. It is a simple consequence of the Zassenhaus formula again. Namely, we have
Then, applying Lemma 13, we complete the proof.
Theorem 15. For any sequence u 1 , u 2 , . . . , u n ∈ L
1 and m 1, there exists a sequence
Proof. Applying Lemma 13 to each exp(u i ) for i = 1, 2, . . . , n, we have a decomposition where the index of w is not ordered. Then, applying Lemma 14 repeatedly, we can arrange the components in numerical order of the index of w.
For t 0, we define an operator Φ t :
Lemma 16. For any n ∈ N and
for any t ∈ (0, 1].
Proof. It follows easily from Lemma 11 of [3] .
Definition 17. For m 1, t 0 and a sequence ξ = (
Definition 18. We say that sequences ξ = (ξ 1 , ξ 2 , . . . , ξ n ) and ζ = (
Theorem 19. For any m 1 and a sequence ξ = (ξ 1 , ξ 2 , . . . , ξ n ) in L * , there exists a sequence P 0 , P 1 , . . . , P M m in R[λ]
* such that ξ and ζ = (P 0 w 0 , P 1 w 1 , . . . , P M m w M m ) are m-similar.
Proof. First, note that since ξ i ∈ L * , we can find M > 0 such that ξ i ∈ R[λ] A M a.s. for any i = 1, 2, . . . , n. Then, we can apply Theorem 15 to obtain P 0 , P 1 , . . . , P M m .
Theorem 20. Let ξ = (ξ 1 , ξ 2 , . . . ξ n ) and ζ = (ζ 1 , ζ 2 , . . . ζ ) be sequences in L * . If they are m-similar, then there is a constant C > 0 such that
Proof. Notice that
Therefore, by Lemma 16, we have
where f W,m+1 = sup
for t ∈ (0, 1]. Since j m R = 0, with similar estimates, there exists a constant C > 0 such that
for t ∈ (0, 1] where
Combining these estimates, we have a constant C 1 > 0 satisfying
In the same way, there exists a constant C 2 > 0 such that
Since ξ and ζ are m-similar, we have the assertion.
for any t ∈ (0, 1] where ζ = (P 0 w 0 , P 1 w 1 , . . . , P M m w M m ).
Proof. It follows from Theorem 19 and 20 straightforwardly. Theorem 5 is a direct consequence of Theorem 21.
Algorithm of Decomposition
In this section, we explain the explicit algorithm to obtain the decomposition to the base vector fields {W n } n≥0 . Applying Theorem 15 with n = 1 and a 1 , a 2 , . . . , a k ∈ R, for each m ≥ 1, we can find
Moreover, from the way of the construction, we can find universal
] is the set of formal series of λ. So, we calculate P i (λ, a), i = 0, . . . , such that P i (0, a) = 0 formally satisfying
where the precise meaning is that we showed in the last section. For this purpose, we follow the clever method introduced in [2] to compute the Zassenhaus formula efficiently. Let
which should be equal to
Then, by (6)
Since the last term satisfies
we have
The last term can be rewritten as
which is well known formula On the other hand, since R n (λ, a) =
Then we have the following relation.
Using (8) and (9), we have an algorithm to obtain P n (λ, a).
From (7) and Witt condition, we have π W i F n (λ, a) = 0 for i ≤ n and
Therefore, once F n−1 (λ, a) is given, we can calculate P n (λ, a) using d dλ P n (λ, a) = π Wn F n−1 (λ, a) and P n (0, a) = 0. Also, from (8), we can calculate G n−1 (λ, a), and then using (9), we can calculate F n (λ, a). So, if we have F 0 (λ, a), by iterating this algorithm, we have P n (λ, a) for all n ≥ 0:
On the other hand
So we have
Then we start the iteration. In particular, we have
Example for SABR model
We give the explicit formula of P i (a) := P i (1, a), i = 0, 1, 2, 3, 4 for SABR model where k = ∞ formally. When we apply Ninomiya-Victoir scheme or Ninomiya-Ninomiya scheme, we only need to take k = 2, or equivalently a 3 = a 4 = · · · = 0. Also, since M = 1, to obtain an approximation of order m+1 2
, we only need to calculate P i (a), i = 0, 1, . . . , m from Theorem 21. Moreover, since all coefficients of the odd order terms of √ t have a symmetric distribution on R for Ninomiya-Victoir scheme or Ninomiya-Ninomiya scheme, to obtain the approximation of order with m = 5, we only need to use the terms P i (a), i = 0, 1, . . . , 4. 
Numerical results
In this section we report the result of numerical experiment. We compare the following five schemes.
Lable
Method NN-analytic Ninomiya-Ninomiya Scheme with analytic computation proposed in this paper . NV-analytic Ninomiya-Victoir Scheme using analytic computation proposed in this paper NN-Rk Ninomiya-Ninomiya Scheme using Runge-Kutta method. NV-Rk Ninomiya-Victoir Scheme using Runge-Kutta method. EM Euler-Maruyama Scheme
Setting
We used Quasi Monte Carlo method in particular Sobol sequence for integration and we take M = 10 7 for sampling number. We provide the results to the experiment with the SABR model given by (3) . For this experiment, parameters are chosen β = 0.9, ν = 1.0, ρ = −0.7, and the initial value x = (1.0, 0.3). We choose a European call option with maturity T = 1.0 and strike price K = 1.05. For simplicity we assume that the interest rate is zero. This setting is the same as the experiment 4.1 in [1] , and 0.09400046 is used for the true result. In the current experiment, we also use this value for true value.
We explain the detail of construction for NV-analytic scheme and NN-analytic scheme .
NV-analytic scheme
We define matrices A = (a i,j ) i=0,1,2,j=0,1,2 , B = (b i,j ) i=0,1,2,j=0,1,2 and C = (c i,j ) i=0,1,2,j=0,1,2 as follows. 
where Z i , i = 1, 2 are independent N (0, 1) random variables. Then, from the equation (4), we have
In the NV-analytic scheme, we decompose each flow exp(b ii V i )(x) in the equation (1) where P i , i = 0, . . . , 3 are the functions defined in Section 4. √ t and C is defined by equation (10).
NN-analytic scheme
In the NV-analytic scheme, we decompose each flow exp(Y i )(x) in equation (2) as follows.
exp(Y i )(x) = exp(P 4 (a i0 , a i1 , a i2 )W 4 ) • exp(P 3 (a i0 , a i1 , a i2 )W 3 )
• exp(P 2 (a i0 , a i1 , a i2 )W 2 ) • exp(P 1 (a i0 , a i1 , a i2 )W 1 ) • exp(P 0 (a i0 , a i1 , a i2 )W 0 )(x).
where P i , i = 0, . . . , 4 are the polynomials defined in Section 4. Figure 1 shows the convergence rates of five schemes.We see the both NN scheme and NV scheme are actually second -order convergence and Euler scheme is first-order convergence. Figure 2 shows the computation time of five schemes. The CPU used in this experiment is Intel(R) Core(TM) i7-46000 CPU@ 2.10GHz 2.7GH. We can see the analytical scheme save the computation time about 1/100. And NN analytic scheme and, NV analytic scheme are roughly the similar computation time.
Result of experiment
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