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Semmelweis Orvostudomónyi Egyebem Számitóstechnikai Csoport 
Közönséges differenciólegyenletekkel leírható modellek paramétereinek 
becslése 
Magyar Góbor és Kanyar Béla 
Az anyagcserefolyamatok, szabályozási mechanizmusok és más bi-
ológiai jelenségek matematikai leírására gyakran alkalmazunk közönséges 
differenciálegyenleteket. Ilyen esetekben is felmerül annak igénye, hogy 
a modellt, a differenciálegyenlet-rendszert és a mérési adatokot illesszük, 
a paramétereket becsüljük. Jellemző példaként említhető a Michaelis -
-Mienten féle enzimkinetika (1) az 1. cbrán látható formában és differen-
ciálegyenletekkel. Mérve pl. o szubsztrát (s) és a produktum (p) koncent-
rációjának időbeli alakulását, szeretnénk számolni, becsülni a -k *̂ k.2 és k^ 
reakciósebességeket, miközben a változók és paraméterek közti kapcsolat a 
fel irt nemlineáris differenciálegyenletek alak jóban adott. 
s , k 
S + E C E + P 
s = - k ^ . s . e + k j . c 
e = - k̂  . s . e + (k j + k^). c 
p = k 3 . c 
1. ábra 
A Michaelis-Menten féle enzimkinetika. E: enzim, 
S: szubsztrát, C : komplex, P: produktum. A kis 
betűk a megfelelő koncentrációkat jelölik, k : transz-
por tsebességek, paraméterek. 
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Célunk olyan hatékony számítógépi program kialakítása volt, 
mellyel az emiitett feladatok elég széles osztálya megoldható. Az 
elkészült program segítségével lehetőség nyilik a kezdőértékek párá-
mé triz ál ásóra, a rendszerkomponensek paraméteres és nemparaméteres 
kombinálására (pl. több komponens együttes hatását mérjük) és a 
vizsgálat alatti beavatkozás figyelembe vételére (pl. szakaszos gyógy-
szeradagolás). 
Feladatunkat két fő részre bonthatjuk. Az egyik a nemlineáris 
regresszió, a paraméterbecslés, a másik pedig a megfigyelési függvény 
kiszámolása, a differenciálegyenlet-rendszer megoldása. Az algebrai 
függvények illesztéséhez viszonyítva most a megfigyelési függvény szá-
molására nagyobb gondot kell fordítani, mert a differenciálegyenlet nu-
merikus megoldása erősen müveletigényes feladat. 
1. A megfigyelési függvény számolása, a differenciálegyenlet 
rendszer megoldása 
A kinetikai egyenleteknél gyakran előfordul, hogy a paraméte-
rek értékei nagyon különböznek (akár több nagyságrenddel is) és ezért 
a megoldás egyes komponensei időben nagyon gyorsan, mig más kompo-
nensei nagyon lassan változnak, un. stiff, vagy merev differenciálegyen-
letekkel van dolgunk. Merev differenciálegyenletek megoldására az expl i -
cit megoldó módszerek nem alkalmazhatók, ezért feladatunkhoz a G e a r -
féle módszert (2,3) használtuk. A Gear-módszer a 
^ 0 y n + ^ l y n - l + + / 3 k V k = ^ h y n < k = 3 ' 4 ' 5 ' 6 ) a , a k ü 
A ( 06 )—stabilis lineáris többlépéses módszerek, az 
yn+l = yn + 2 (yn + yn+l^ k é P , e t t e i 'eirható A-stabilis 
trapéz szabály és egy Adams-Bashforth típusú módszer feladattól függő va-
riálásával dolgozik. A módszert előzőleg több feladaton is kipróbáltuk, és 
Strehó Mária (4), valamint Kropholler és Senior (5) eredményeihez hason-
lóan gyorsabb volt az IBM SSP Runge-Kutta módszerénél (6), és olyan 
feladatokra is alkalmazható volt, amelyekre a Runge-Kutta módszer nem 
működött. 
A Gear-módszer hátránya, hogy viszonylag sok egyenletből álló 
rendszer esetén csökken a megoldás megbízhatósága, valamint oszcil láló 
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megoldásnál gyakran a felszálló ág utáni leszálló ágat nem követi, ha-
nem tovább növekszik (4 ,7 ,8) . 
2. Nemlineáris regresszió, paraméterbecslés 
A nemlineáris regresszióhoz a súlyozott legkisebb négyzetek mód-
szerét használjuk. A négyzetösszeg minimalizálásához egyrészt a Gauss-
-Newton gradiens módszert, a BMDX85 programnak (9), másrészt a 
Marquardt eljárást (10), a Meeter és Wőod által készült programnak (11) 
egy-egy részét alkalmazzuk. 
Irodalmi utalások és saját tapasztalatunk szerint is a Marquardt 
eljárás általában gyorsabb, mint a Gauss-Newton módszer, ezért ennek 
alkalmazását javasoljuk. 
A gradiens-eljárások esetén számolni kell a megoldásfüggvény pa-
raméterek szerinti differenciálhányadosát is. Ezt a Marquardt eljárás ese-
tén kétoldali numerikus deriválással becsüljük. Próbálkoztunk még az un. 
érzékenységi egyenletekkel (12), melyek segítségével a paraméterek sze-
rinti deriváltak egy nagy differenciálegyenletrendszer megoldásával szá-
molhatók. Ez irányú vizsgálatainkban sok numerikus probléma lépett fel. 
3. A program szerkezete 
Mivel eddigi problémáink lényegében az a n y a g c s e r e , g y ó g y s z e r -
kinetika területén merültek fel, programunk input formátuma ilyen jelleget 
tükröz. Inputként - a 2. ábra szerint - meg kell adni a megfigyelési ér-
tékeket (adatokat), a paraméterek és a differenciálegyenletek kezdeti ér-
tékeit, az ugráspontok szómát, időpontját és nagyságát. A vizsgált eset 
differenciálegyenleteit, az egyenletek azon komponenseit, amelyekből az 
illesztendő' függvényt képezzük és a képzés módját az un. modell szubru-
tinban kell leirni. 
A program jelenlegi formájában 200 megfigyelési érték, 20 para-
méter, 10 differenciálegyenlet, 5 komponensben komponensenként 20 ugrás-
pont kezelésére alkalmas, memóriaigénye 115 Kbyte. 
4. Próbafeladót 
Programunkat ellenó'rzés céljából a 3. ábrán látható rekeszmodell oü 
paramétereinek becslésére alkalmaztuk. A modellt az 
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2. ábra 
A program szerkezete 
1 j 0|1> j 0,1 j ••• 
3. ábra 
A próbafeladathoz alkalmazott rekeszmodell és a mérési görbe a lak ja , 
oC : transzportegyütthatók, y : megoldásfüggvények (anyagkoncentrációk) 
- 63 -
>y*-*21yl +öC12y2 
y 2 = * 21
y1 - ( o c 1 2 + ¿02)y2 
egyenletekkel írhatjuk le, ahol ŷ  és y 2 az 1 . , ¡11. 2. rekeszben lé-
vó' anyagmennyiséget jelöl i , ŷ  és y 2 pedig az idő szerinti deriváltak. 
Az ábra szerint anyagmennyiségeket 1 és 0 , 2 adagokban különböző' 
időpontokban az 1. rekeszhez adunk. A mérés szintén az 1. rekeszben 
történik és az ábra alsó felén látható görbealakot kapjuk. Az illesztés-
re felhasznált adatokat, összesen 18 pontot, szimulálással kaptuk a 
0 <• t < 6 időtartományban. 
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4. ábra 
Az eredmény (output) lista egy részlete. 
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A 4. ábrán látható egy eredményrészlet, a paraméterek értéke, 
hibája, konfidencia intervalluma, a reziduálok (a mért és számoit ér-
tékek különbsége) és más járulékos eredmény. A reziduálok empirikus 
eloszlásfüggvényére vonatkozik az 5. ábra. 
| > | . < » I H ! ) ">> 
• >•>1 . M l . • • » . . I .<> . ) .1 . 1 .1 .4 . 1 . 4 . .7 .4 .»1 ,« • , « • , « « < 
, ' r i , i * i .1*3 . i i . M 
5. ábra 
A reziduálok empirikus eloszlásfüggvénye. 
Az ismertetett munka során célunk az volt, hogy az orvostudo-
mány és biológia területén eló'forduló differenciálegyenletrendszerek pa-
ramétereit becsüljük a mérési adatokból. Az alkalmazott Marquardt, 
nemlineáris regressziós és Gear differenciálegyenlet-megoldó eljárásokat 
matematikai és számitástechnikai szempontokat is figyelembe véve vá-
lasztottuk. Az így elkészített program a problémáink megoldásánál az 
eddig alkalmazott módszerekkel szemben hatékonyabb (gyorsabb, stabi-
labb, megbízhatóbb). A program eló'nye, hogy kinetikai feladatokhoz e -
lég általános, kevés kiegészitó' programozás szükséges alkalmazásához. 
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