Slee SJ, Young ED. Alignment of sound localization cues in the nucleus of the brachium of the inferior colliculus. J Neurophysiol 111: 2624-2633, 2014. First published March 26, 2014 doi:10.1152/jn.00885.2013.-Accurate sound localization is based on three acoustic cues (interaural time and intensity difference and spectral cues from directional filtering by the pinna). In natural listening conditions, every spatial position of a sound source provides a unique combination of these three cues in "natural alignment." Although neurons in the central nucleus (ICC) of the inferior colliculus (IC) are sensitive to multiple cues, they do not favor their natural spatial alignment. We tested for sensitivity to cue alignment in the nucleus of the brachium of the IC (BIN) in unanesthetized marmoset monkeys. The BIN receives its predominant auditory input from ICC and projects to the topographic auditory space map in the superior colliculus. Sound localization cues measured in each monkey were used to synthesize broadband stimuli with aligned and misaligned cues; spike responses to these stimuli were recorded in the BIN. We computed mutual information (MI) between the set of spike rates and the stimuli containing either aligned or misaligned cues. The results can be summarized as follows: 1) BIN neurons encode more information about auditory space when cues are aligned compared with misaligned. 2) Significantly more units prefer aligned cues in the BIN than in ICC. 3) An additive model based on summing the responses to stimuli with the localization cues varying individually accurately predicts the alignment preference with all cues varying. Overall, the results suggest that the BIN is the first site in the ascending mammalian auditory system that is tuned to natural combinations of sound localization cues. brachium of inferior colliculus; inferior colliculus; sound localization; cue alignment; marmoset monkey AUDITORY OBJECT FORMATION is based on the simultaneous processing of multiple acoustic cues, including spatial information (Bregman 1990; Darwin 2008) . The three primary localization cues [interaural difference in level (ILD) and time (ITD) and spectral shape (SS) cues] are encoded in the spike responses of neurons in the cochlear nucleus and superior olive. These separate streams of information converge in the central nucleus (ICC) of the inferior colliculus (IC), where neurons are generally sensitive to multiple acoustic location cues (Chase and Young 2005; Davis et al. 1999; Delgutte et al. 1999; Devore and Delgutte 2010; Oliver et al. 1997) . In a straightforward model of auditory object formation, these multiple sources of information should have corresponding spatial receptive fields. That is, the convergent inputs on a neuron should cooperate by producing the same spatial tuning. However, our recent studies suggest that the coherent integration of sound localization cues is not prevalent in the ICC and may occur at higher processing stages (Slee and Young 2011).
AUDITORY OBJECT FORMATION is based on the simultaneous processing of multiple acoustic cues, including spatial information (Bregman 1990; Darwin 2008) . The three primary localization cues [interaural difference in level (ILD) and time (ITD) and spectral shape (SS) cues] are encoded in the spike responses of neurons in the cochlear nucleus and superior olive. These separate streams of information converge in the central nucleus (ICC) of the inferior colliculus (IC), where neurons are generally sensitive to multiple acoustic location cues (Chase and Young 2005; Davis et al. 1999; Delgutte et al. 1999; Devore and Delgutte 2010; Oliver et al. 1997) . In a straightforward model of auditory object formation, these multiple sources of information should have corresponding spatial receptive fields. That is, the convergent inputs on a neuron should cooperate by producing the same spatial tuning. However, our recent studies suggest that the coherent integration of sound localization cues is not prevalent in the ICC and may occur at higher processing stages (Slee and Young 2011) .
The nucleus of the brachium of the IC (BIN) receives direct input from the ICC ) and provides a topographic projection to the superior colliculus (SC) (Jiang et al. 1993; King et al. 1998) . The SC contains a well-defined map of auditory space (Knudsen 1982; Middlebrooks and Knudsen 1984; Palmer and King 1982) , which suggests that both the BIN and SC play an important role in spatial processing. Our previous studies of the BIN suggest that spatial receptive fields are dominated by linear processing of ILDs (Slee and Young 2013) . However, some neurons were found to have additional sensitivity to SS and ITD cues. Whether these cues have corresponding spatial tuning, as postulated above, is unknown.
The present study tested the hypothesis that neurons in the BIN are specialized to encode natural combinations of sound localization cues. Individual head-related transfer functions (HRTFs) were measured in marmoset monkeys and used to construct stimuli with natural and unnatural combinations of cues. The stimuli were presented to the same marmosets while recording neural activity from the BIN. The results are consistent with previous findings and indicate that ILD cues are the most potent for modulating the firing rates of neurons. However, when measuring the mutual information (MI) between neural responses and the source location, most units have a preference (larger MI) for natural combinations of cues. This is in contrast to our previous findings in the ICC, where units do not show this preference (Slee and Young 2011) . Responses to stimuli with a subset of sound localization cues fixed suggest that this results from adding together responses to corresponding cues of different types. Overall the results suggest that the BIN is the first site in the ascending mammalian auditory system that is tuned to natural combinations of sound localization cues.
MATERIALS AND METHODS
Animal preparation and recording. All procedures were approved by the Johns Hopkins University Institutional Animal Care and Use Committee and conform to National Institutes of Health standards. Animal care and recording procedures were similar to those described previously for recording in the IC of the same awake marmoset monkeys used in this study Young 2011, 2013 ) (5 marmosets, 2 males and 3 females). The methods are described in detail in those papers and are briefly summarized here. After the marmoset was adapted to sit quietly in the restraint device for the 3-to 4-h periods used for recording, a sterile surgery was performed under isoflurane anesthesia to mount a post for subsequent head fixation and to expose a small portion of the skull for the electrode recording.
During recording, the animal's body was loosely restrained in a comfortable seated position with the head held in the natural orientation. The animal's state of arousal was not controlled, but spike response properties were stable during long recordings, suggesting that the effects of the animal's state were not large. During some recordings the animal was clearly awake with its eyes open, and during others its eyes were closed (it was presumably asleep in some cases). Recordings were done with single electrodes or tetrodes inserted into the region of the IC through a small (ϳ1 mm) craniotomy. Single units were isolated with a Schmitt trigger or with a clustering program [Catamaran, provided by D. Schwarz and L. Carney (Schwarz et al. 2012) ]. Of 45 BIN units, 25 met the criteria for single units (Ͻ1% of interspike intervals shorter than 0.75 ms). All results described here were statistically significant with both the total population and the single-unit population.
The BIN was targeted physiologically by driving tracks laterally and anteriorly to the tonotopic map in the ICC and ventral and posterior to a light-sensitive area, likely the SC (Slee and Young 2013) . Units were isolated with a combination of binaural wideband noise bursts (50-or 200-ms duration), virtual-space (VS) stimuli, and pure tones of variable frequency and level. Units were classified as "BIN-like" with the following criteria: 1) electrode position relative to the physiologically defined SC and ICC; 2) strong responses to broadband auditory stimulation and weak responses to tones; 3) absence of habituation to 50-ms stimuli presented at 4 Hz; 4) short latencies consistent with previous studies (ϳ5-20 ms); 5) no response or weak responses to spots of light; 6) position relative to the final track labeled in each craniotomy by coating the electrode with fluorescent dye (results shown in Slee and Young 2013) .
Acoustic measurement of sound localization cues.
A pair of HRTFs (1 for each ear) contains the ITD, ILD, and SS cues specific to a single position of a sound source. We measured individual HRTFs in each of the five marmoset monkeys with miniature microphones placed just in front of the tympanic membranes. A broadband Golay stimulus (Zhou et al. 1992 ) was presented from a sound source located 1 m from the animal. The details of this procedure and the results have been described previously (Slee and Young 2010) .
VS stimuli with misaligned sound localization cues. The spatial positions of the HRTFs used to construct the stimuli are shown on a sphere in Fig. 1Ai with the marmoset's head centered at the origin. Marmoset binaural cues vary most strongly with azimuth (AZ), while SS cues vary most strongly with elevation (EL) (Slee and Young 2010) . Therefore eight locations were chosen that varied in both AZ and EL. The coordinates of these positions (position no.: AZ, EL) were (1: 105, Ϫ15), (2: 75, 0), (3: 45, 15), (4: 15, 30), (5: Ϫ15, 30), (6: Ϫ45, 15), (7: Ϫ75, 0), (8: Ϫ105, Ϫ15).
There were two stimulus sets for each unit. In the first, the stimuli contained naturally aligned cues, i.e., unmodified HRTFs were used to construct the VS stimuli for each of the eight positions shown in Fig.  1Ai . In the other set, the cues were interchanged to misalign them as shown in Fig. 1Aii . Specifically, the ITD and SS cues were unchanged and the ILD cues were interchanged with a location 4 stimulus positions distant. For example, stimulus 4 has the ITD and SS cues appropriate to the source position of stimulus 4 but the ILD cues appropriate to stimulus 8; the opposite is true, stimulus 8 has its own ITD and SS cues but the ILD cues of stimulus 4. Note that this procedure presents each possible stimulus feature (i.e., each ILD and each SS-ITD combination) an equal number of times. To separate the ILD cues from the other two cues, the method in Fig. 1B was used. Figure 1Bi shows the HRTFs for the left and right ears from two sound-source positions (positions 4 and 8). Figure 1Bii shows the ILD spectra for the two positions, computed as the difference between the right and left curves in Fig. 1Bi . The ILDs show the effects of both overall level differences that vary slowly with frequency, presumed to be from general head-shadow effects, and the rapidly varying spectral notches of the SS cues, presumed to be from the local acoustics of the pinna.
To estimate the ILDs, we noted that at a fixed AZ the ILD spectrum was relatively constant over a range of ELs (Ϫ15°to 37.5°) except in frequency regions with large spectral peaks or notches. Therefore, we averaged the ILD spectra across ELs at each AZ. These averages were then smoothed above 10 kHz with a broad triangular filter (6 kHz wide). The resulting ILD-only magnitudes for positions 4 and 8 are shown in Fig. 1Bii .
The HRTFs were first modified by subtracting half the ILD-only magnitude from the right ear and adding it to the left ear. This procedure removes the component of the ILD that varies systematically with frequency. The ILD-only magnitude from the interchange position was then incorporated by adding half to the right ear and subtracting half from the left ear. The resulting HRTFs when the ILDs for positions 4 and 8 are interchanged are shown in Fig. 1Biii . Note that this procedure does not affect the phase spectrum so it does not change the ITD cues. Nor does it change the frequency location and general peak-notch characteristics of the SS cues. In 5 of 45 units in early experiments we used the same method with the exception that we subtracted the full ILD-only magnitude from the right ear and added back the full ILD-only magnitude from the interchange position (the HRTF in the contralateral ear was not modified). In a few cases the difference between these methods was as large as 10 dB at each ear. The results in these five units were similar to the whole population (2 units had a preference for aligned cues, 2 had a preference for misaligned cues, and 1 was insensitive to cue alignment), so they have been included in the overall population.
Sound stimuli were generated digitally by D/A converters (100 kHz) in a National Instruments 6205 board and were presented over headphone drivers (STAX) acoustically coupled to ear inserts (closed system). The acoustic system was calibrated in situ daily with a probe microphone, and all stimuli were corrected for the calibration. For each VS stimulus the calibrated HRTF was multiplied by a random sample of noise in the frequency domain, and the product was then inverse transformed into the time domain. All stimuli were gated on and off with 10-ms linear ramps and presented for a total duration of 100 or 300 ms with a stimulus period of 0.6, 1, or 2 s at ϳ20 dB above the diotic binaural noise threshold.
Comparison of ILD and SS/ITD tuning. Tuning curves for various cues were constructed by plotting discharge rate versus stimulus AZ. Examples are shown in Figs. 2, 5, and 6. To show ILD tuning, the data were ordered along the x-axis according to the AZ of the stimulus' ILD. To show SS/ITD tuning, the data were ordered according to the AZ of the SS/ITD values. Of course, the AZs (and the tuning curves) are the same for stimuli with aligned cues, but they are different if the cues are misaligned. To evaluate the degree of tuning of the unit to ILD versus SS/ITD, we reasoned that the tuning would be affected less by cue misalignment for the aspect of the stimulus that dominated the unit's tuning. The tuning curves for the aligned cues and for the cues misaligned by 4 positions were compared by the similarity index, implemented by considering the tuning curves to be 8-dimensional vectors v of the driven firing rate (rate minus spontaneous rate) for the 8 stimulus locations and computing their normalized dot product, as
This process was done twice, once for the tuning curve plotted with ILD AZ and once for the tuning curve with SS/ITD AZ. This method was chosen over the standard Pearson's product-moment correlation coefficient because the latter is insensitive to shifts in driven rate caused by cue misalignment. Information analysis. Neural coding of VS stimuli was quantified with MI. MI between the spike rates and the stimuli was calculated for the two VS sets. MI is a measure of the reduction in the uncertainty of the stimulus location provided by the neural response (Cover and Thomas 1991) . Because each stimulus was presented with equal probability, the stimulus entropy was log 2 8 ϭ 3 bits. This value sets an upper bound on the MI, corresponding to perfect identification of each stimulus given the neural responses. Conversely, rate distributions that are insensitive to the VS stimuli (e.g., a constant average firing rate) provide no information or zero bits. MI values typically fall between these two extremes. The neural response considered in this report is the number of spikes in the response (proportional to the average firing rate), calculated from the spike times occurring from the VS stimulus onset to 15 ms after stimulus offset. Bias in the estimate of MI was reduced by the fill-in method (Johnson et al. 2001; Slee and Young 2011) followed by bootstrapping (Efron and Tibshirani 1998) . The median value of MI for stimuli with aligned (misaligned) cues was 1.26 (0.92) bits, and the median estimated bias was 0.18 (0.19) bits. All MI values reported here are corrected for bias.
Models of BIN neurons. We tested three models of cue combination in the BIN. The firing of one, the "additive" model, was calculated as
where Rate SS/ITD (i) and Rate ILD (j) were measured in response to stimuli with a subset of cues fixed (see Fig. 6 ) and Ͻ. . .Ͼ is the average rate across all fixed cue stimuli. Similarly, the firing of the "multiplicative" model was calculated as
Neither of the models has free parameters. As a control, we tested an ILD model where rate was calculated as
This model assumes that the BIN unit is insensitive to SS/ITD cues. Fraction of variance. In Figs. 6 and 7 we compare models of cue integration. The quality of prediction for each model is measured with fraction of variance (fv, coefficient of determination), defined as
where r j are the rates in the test data set, r mj are the rates predicted by the model, and r is the mean of the r j . The value of fv is 1 for a perfect fit and decreases as the fit worsens. The fv is zero if the model predicts the data no better than the mean rate, and the fv can be negative for very bad fits. A Poisson assumption for the rate statistics suggests that the maximum possible fv is about 0.8 -a value consistent with the data (see Fig. 7A , assuming values above 0.8 are random scatter).
We used a jackknife method to test for significant differences between fv values for the additive model and the ILD model. For each model, 10 values of fv were generated by using 10 samples of 90% of the data to calculate and test the model. The standard deviation of the fv values was calculated, and the standard error was taken as
Differences between fv values greater than 2 standard errors were considered significant. units were collected in 1 marmoset: 12W). The BIN was targeted physiologically and the general accuracy was confirmed histologically as described previously for the same animals (Slee and Young 2013) . BIN units were typically broadly tuned in frequency (3-5 octaves) and did not have a clear best frequency. VS stimuli were used to manipulate cue alignment. Figure 1A shows the two sets of stimuli containing either aligned (natural) sound localization cues (Fig. 1Ai) or with the ILD cues misaligned by 4 positions (120°in AZ) relative to SS/ITD cues (Fig. 1Aii ). Responses to several repetitions (10 -100) of both sets (interleaved) were measured from each BIN unit (see MATERIALS AND METHODS for details). BIN neurons are sensitive to cue alignment. Examples of the effects of cue misalignment are shown for two single BIN units in Fig. 2 . Each curve plots the average firing rate (ϮSD) versus the AZ of the ILD cues. Negative AZs correspond to the locations in the contralateral hemifield. The black curves correspond to the stimulus set where SS/ITD cues are aligned with ILD cues, whereas the gray curves correspond to stimuli with misaligned localization cues. The unit in Fig. 2A has the highest firing rate when the VS stimuli with aligned cues correspond to the contralateral hemifield. For misaligned cues, the response is still maximal in the contralateral hemifield but the range of firing rates is compressed. This unit has a preference for aligned cues in that the variation of firing rates across VS stimuli is greater for the aligned set than for the misaligned set.
The ability of the unit to encode the identity of the VS stimuli was quantified by calculating the MI between the distribution of firing rates and each set (aligned or misaligned) of VS stimuli (see MATERIALS AND METHODS). The unit in Fig. 2A has MI values of 1.18 bits for aligned cues and 0.89 bits for misaligned cues (a difference of 0.28 Ϯ 0.14 bits; errors are measured from the SD of bootstrap estimates). The positive MI difference indicates that this unit has a preference for cue alignment.
The unit in Fig. 2B also has maximal rates for stimuli in the contralateral hemifield. However, this unit has a greater range of firing rates for stimuli with misaligned cues than for aligned cues. This unit has a preference for misaligned cues as is indicated by MI values of 0.87 bits for aligned cues and 1.18 bits for misaligned cues (a difference of Ϫ0.31 Ϯ 0.14 bits).
A preference for cue alignment in the BIN. The MI difference between aligned and misaligned cues was calculated for each BIN unit in the data set. Figure 3A plots these MI differences sorted in ascending order; the units presented in Fig. 2 are plotted with open symbols. The data points with error bars (computed from bootstrapped estimates of MI) that do not overlap the x-axis are considered to represent significant changes with cue misalignment (33/45 ϭ 73.3% of units). Positive values indicate units with a preference for aligned cues, whereas negative values indicate units with a preference for misaligned cues. The majority of the data points are positive, which indicates a preference for aligned sound localization cues in the BIN. Figure 3B similarly plots the MI differences measured in the ICC in our previous study using identical stimuli (Slee and Young 2011) . In this case the positive and negative values are more evenly distributed around zero, indicating that a smaller percentage of units have a preference for aligned cues in the ICC. Figure 3C presents the results from both the BIN and the ICC in a histogram. Units in the BIN had a highly significant preference for aligned cues as measured by a significantly greater number of units with positive MI differences (29/33, P Ͻ 1e-5, computed with a binomial test). The result is also significant when only considering single units in the BIN (14/18, P ϭ 0.015, binomial test). This finding differs from that in the ICC, where there are nearly as many units with a significant preference for aligned cues (n ϭ 17) as for misaligned cues (n ϭ 20) and information is just as likely to increase as decrease when cues are misaligned (P ϭ 0.37, binomial test). Finally, we performed a 2 -test on a twofold contingency matrix with IC region (ICC or BIN) on one axis and MI change (increase or decrease) on the other. The 2 statistic indicated that IC region and MI change are not independent (P Ͻ 1e-3). Together, these results suggest that a preference for cue alignment emerges in the processing stages between the BIN and ICC.
Reduction in MI is correlated with a reduction in firing rate range.
Motivated by previous studies, we used the spike responses to test the hypothesis that the decrease in MI caused by cue misalignment in the BIN results from a decrease in the range of firing rates measured across all spatial positions (Day et al. 2012; Devore and Delgutte 2010) . For this we computed the relative range defined as Relative Range ϭ (Range Alig. Ϫ Range Mis. ) ⁄ Range Alig. (7) where positive values indicate a greater response range for aligned cues. Figure 4A plots the relative range on the y-axis against the MI difference on the x-axis. We found a significant correlation between the relative range and MI difference (R 2 ϭ 0.62, P Ͻ 1e-9). This finding is consistent with the hypothesis that positive MI differences between aligned and misaligned stimuli result from a reduction in the range of firing rates.
Response variability to repeated presentations of the same stimulus (neural noise) can also affect MI. To evaluate the (8) First we calculated the FF from the firing rates measured from repeated presentations of each VS stimulus. Then for each VS stimuli set (aligned or misaligned) we computed the median of the distribution of FFs. Figure 4B plots the relative FF versus the MI difference. We found a small but significant negative correlation between MI difference and relative FF (R 2 ϭ 0.18, P ϭ 0.003). This is consistent with the hypothesis that cue misalignment increases neural noise. However, this effect is weak relative to the reduction in range of firing rates.
ILD is a stronger sound localization cue than SS/ITD in BIN neurons. Previous research using both empirical modeling and direct measurement of single cue responses suggests that ILD is the dominant cue in the BIN (Slee and Young 2013) . Here we estimated the relative strength of units' responses to ILD versus SS/ITD by comparing the effects of cue misalignment on tuning curve shape. We reasoned that if the responses were dominated by one cue, then misaligning other cues would have a small effect on the shape of spatial tuning curves compared with misaligning the dominant cue. Figure 5A shows an example of a unit for which responses are dominated by ILD. Figure  5A , left, plots the tuning curves for aligned and 4-position misaligned stimuli; tuning changes minimally between these two curves, for which the x-axis is appropriate to ILD. Figure  5A , right, shows the same data plotted on an x-axis appropriate for SS/ITD (the misaligned data are shifted by 4 positions); now there is a large effect of misalignment. We quantified this effect by computing the normalized dot product of the aligned and misaligned tuning curves (considering them to be vectors in 8 dimensions; similarity as in Eq. 1). The similarities were 0.96 for ILD alignment versus 0.32 for SS/ITD alignment in this case, showing that the responses were largely determined by ILD.
Figure 5B plots the similarities described above for the population of BIN units; the red asterisk corresponds to the unit described in Fig. 5A , and the blue and green asterisks correspond to the units described in Fig. 2, A and B , respectively. The SS/ILD similarities are scattered between Ϯ1, whereas almost all of the ILD similarities are Ͼ0.6. In 43 of 45 units the ILD similarity is higher than the SS/ITD similarity. Figure 5B , inset, shows the distribution of the differences between similarities for ILD and SS/ITD tuning. Consistent with the main plot, the distribution has significantly more positive values than expected by chance (P Ͻ 1e-11, computed with a binomial test). Consistent with previous findings, this result shows that tuning curve shape is dominated by ILD in most BIN units (Slee and Young 2013) .
Information for stimuli with a subset of localization cues fixed. In 23 units (11 single units) we also tested responses to VS stimuli in which either ILD or SS/ITD cues varied (but not both) across position. These were synthesized as described in Fig. 1 , except that the HRTFs were manipulated to fix ILD cues (by setting the green ILD functions in Fig. 1B to zero) or to fix SS/ITD cues (by using only the green ILD functions and the same phase function in both ears, taken from the right ear at position 4). We then computed MI between the set of firing rates and positions of the reduced cue stimuli (see MATERIALS AND METHODS) . Figure 5C plots MI ILD versus MI SS/ITD ; the green and red asterisks correspond to the units described in Fig.  2B and Fig. 5A , respectively. In all 23 cases the data points lie Black and red curves correspond to aligned and misaligned stimuli, respectively. Right: same data plotted against the AZ of SS/ITD of the VS stimuli. Note the large difference in the tuning curve shapes. The plots are shifted by 6°along the x-axis to prevent overlap of the data points. B: similarity (Eq. 1) between aligned and misaligned tuning curves when plotting against the ILD axis vs. the similarity when plotting against the SS/ITD axis for each BIN unit. The similarity measured from the responses of the unit in A is represented by a red asterisk. The units in Fig. 2, A and B , are represented by a blue and a green asterisk, respectively. Inset: histogram of the differences in similarities. C: MI between the set of firing rates and VS stimuli containing only ILD cues vs. MI for only SS/ITD cues for each BIN unit. The MIs measured from the responses of the unit in Fig 2B and Fig. 5A are plotted in green and red, respectively. above the unity line, which indicates that this sample of BIN units codes ILD more strongly than SS/ITD.
An additive model of reduced cue responses predicts alignment preference. We investigated the mechanism behind cue alignment in the BIN by measuring firing rates in response to stimuli with a subset of the three sound localization cues fixed across stimuli. As in Fig. 5C , these stimuli either contained ILD cues with fixed SS/ITD or both SS and ITD cues with ILD cues fixed to zero (see MATERIALS AND METHODS) . Figure 6Ai plots the firing rate responses of an example BIN multiunit to stimuli with aligned and misaligned cues. This unit has a preference for aligned cues. Figure 6Aii plots the responses of the same unit to stimuli where only SS/ITD cues or only ILD cues vary across stimuli. Responses to both stimuli are similar and maximal in the contralateral field. This indicates that the tuning preferences for individual cues correspond to similar spatial positions.
These data allow an exploration of models of cue combination by testing whether the responses to stimuli with all cues varying (as in Fig. 6Ai ) can be predicted from the responses to individual cues, with the other cues fixed (as in Fig. 6Aii ). Additive and multiplicative models were fit to the data; both models fit well (median fv ϭ 0.84, additive, and 0.83, multiplicative, not significant). However, because the difference in quality of the model fits was small we chose to use a single, additive model.
The additive model is a simple summation of the responses to individual cues (Fig. 6Aiii) , with a correction for the overall average rate. This model has no free parameters. The aligned model was determined by summing rates in response to cues with the same AZ. The misaligned model was determined by summing rates in response to cues that differed in AZ by 4 positions (as in the experiment). The model responses shown in Fig. 6Aiii were qualitatively similar to the responses to the full set of cues in Fig. 6Ai . In addition, the model accurately predicts the alignment preference in that it has a greater range of firing rates for aligned versus misaligned cues. Figure 6Bi displays an example of a unit with a preference for misaligned cues (same unit as in Fig. 2B ). For this unit, the reduced cue responses peak in opposite hemifields (Fig. 6Bii) . The additive model based on these responses (Fig. 6Biii) correctly predicts a greater range of firing rates for misaligned cues compared with aligned cues.
In 23 units (11 single units) we quantified the ability of the additive model to predict the measured rate responses to stimuli with aligned and misaligned cues. We computed the fv explained by the model, which varies from 1 for perfect fits to negative values for poor fits (see MATERIALS AND METHODS) . The model in Fig. 6Aiii had fv values of 0.74 and 0.83 for aligned and misaligned responses, respectively. The model in Fig. 6Biii had fv values of 0.39 and 0.24.
We compared the additive model of cue combination to an ILD model in each unit. The ILD model is simply the tuning curve measured in response to the stimuli with fixed SS/ITD cues (e.g., gray curve in Fig. 6Aii ). model. The medians were not significantly different (P ϭ 0.83, rank sum test); nor were the medians significantly different for the misaligned responses of the additive (0.83) and ILD (0.72) models (P ϭ 0.10). However, on an individual unit basis, fv was significantly greater for more additive models (aligned: 9/23, misaligned: 11/23) than ILD models (aligned: 6/23, misaligned: 1/23). Taken together, these results suggest that the additive model based on reduced cue responses is a better predictor of the neural data.
Finally, we computed the relative range (defined above) from the additive model responses to aligned and misaligned cues. Figure 7B plots the relative range predicted by the model on the y-axis against the MI difference measured in the experiment on the x-axis; the black (red) symbols correspond to single (multi) units, and the units described in Fig. 6 are plotted with asterisks. Two points are worth noting. First, 20 of 23 points lie in the first or third quadrant, which indicates that the additive model accurately predicts the alignment preference in most BIN units. Second, there is a significant correlation between model prediction of relative response and MI difference (R 2 ϭ 0.52, P ϭ 0.01, single units; R 2 ϭ 0.72, P Ͻ 1e-3, multiunits). As noted above, this result is consistent with the hypothesis that decreases in MI with cue misalignment result from a reduction in the range of firing rates.
DISCUSSION
The present study tested the hypothesis that units in the BIN encode combinations of sound localization cues in a way that favors natural cue combinations. When the MI between neural responses and the source location is measured, most BIN units have a preference (larger MI) for natural combinations of cues. This is in contrast to our previous findings in the ICC, where units do not show this preference (Slee and Young 2011) .
Mechanisms of cue alignment in the BIN. Our previous study demonstrated that units in BIN are broadly tuned and dominated by high frequencies (Slee and Young 2013) . Given this result and the fact that high-frequency ICC is dominated by ILD sensitivity, it is not surprising that the BIN is also dominated by ILD. That study demonstrated that ITD sensitivity is weak in the BIN. It also found weak elevation sensitivity, consistent with a limited role for SS cues. However, SS cues might be used by BIN neurons to resolve front-back confusions in AZ. These findings are all consistent with the dominance of ILD in tuning curve shape and MI presented in Fig. 5 . However, the responses to VS stimuli without ILDs (Fig. 6) show that the BIN does retain some sensitivity to SS/ITD cues. Therefore cue alignment could be produced by matching the tuning preferences for ILD with ITD and SS sensitivity. The results for the additive model presented in Figs. 6 and 7 are consistent with this hypothesis. Since SS and ITD cues were always presented together in this study, their relative contribution to cue alignment is unclear. However, a previous study of the ferret SC demonstrates that VS receptive fields are unaltered by removal of ITDs (Campbell et al. 2006 ). This result makes it tempting to speculate that there is a greater role for SS than ITD for cue alignment in the BIN. However, further studies using VS stimuli without ITD will be required to investigate this possibility directly.
Comparison with the barn owl. Cue alignment and spatial tuning in the BIN of primates appears to be very different from that in the well-studied barn owl ICX (avian analog of the BIN). In the barn owl, ICX has strong sensitivity to both ILD and ITD and the receptive fields are very narrow (ϳ25°or less). The receptive fields are formed by a multiplicative interaction of responses to these individual cues (Pena and Konishi 2001) . In the primate, ILD dominates and SS/ITD cues have a small though significant contribution to the receptive field, which is typically broad (half-widths of ϳ120°or more). In addition, the cue combination is accurately described by an additive computation. These differences in cue processing are not surprising given the large differences in behavior of the two species. Owls are nocturnal and rely heavily on their auditory system to hunt prey on the ground. Marmosets are diurnal and live in the upper canopy of forest trees. Like most primates, Open symbols correspond to fv values that are not significantly different between models, where significant means a difference of fv Ͼ 2 standard errors. Arrows indicate 7 outliers with poor model fits (fv Ͻ 0). These values have been set to Ϫ0.1 for presentation purposes. B: relative range predicted by the additive model vs. MI differences measured in the experiment for single units (black) and multiunits (red). Asterisks correspond to the units displayed in Fig. 6 . Dashed lines are separate linear fits to the single-unit (black) or multiunit (red) data. they rely heavily on vision. Therefore, the broad spatial tuning in the BIN may be sufficient to act in conjunction with the eyes to localize a target of interest (Zwiers et al. 2004) .
Emergence of cue alignment in the BIN. Several mechanisms may contribute to the emergence of cue alignment in the BIN. Initially, convergent inputs from different frequency laminae in the ICC might be randomly distributed across the dendrites of BIN neurons. During early sensory experience natural combinations would be more likely and might be enhanced through a Hebbian learning mechanism. This process might be further enhanced by visual feedback from the SC and cognitive input from cortex. Future studies could examine these possibilities with a combination of sensory deprivation and detailed anatomy.
Comparison with multisensory cue alignment. Cue alignment in the BIN may share common features with multisensory integration in other brain structures. In the SC, auditory and visual receptive fields are aligned (Wickelgren 1971) . However, when the eyes move the auditory spatial map shifts to remain in register with the visual map (Jay and Sparks 1984) . Depending on stimulus conditions the response to bimodal stimuli can be either super-or subadditive (Meredith and Stein 1983) . In primary auditory cortex, somatosensory and auditory inputs are enhanced or suppressed depending on their relative timing (Lakatos et al. 2007 ). Finally, in the dorsal division of the medial superior temporal cortex, multisensory responses are described as a weighted sum of individual visual and vestibular responses where the weights depend on cue reliability (Morgan et al. 2008) . Whether similar principles apply for cue combination in the BIN under different stimulus conditions is unknown.
Early auditory object formation in the BIN? The BIN provides the major auditory projection to the SC, which has response features that are consistent with an object-based representation. These include multisensory integration (Stein and Meredith 1993) , modulation by attention-based forebrain pathways (Winkowski and Knudsen 2006) , and categorical representation of competing stimuli (Mysore and Knudsen 2011) . Importantly, the SC contains a well-defined spatial map that is relatively invariant to the level and spectral content of auditory stimuli (Knudsen 1982; Middlebrooks and Knudsen 1984; Palmer and King 1982) .
The results presented here suggest that the BIN is the first site in the ascending mammalian auditory system that is tuned to natural combinations of sound localization cues. An emerging hypothesis is that the BIN mediates the transition to an object-based stimulus representation from the inferior to superior colliculus. Whether the BIN shows other response features consistent with object formation is an important question for future research.
