Introduction
Social network sites (SNSs) enable users to create a profile on the Internet through which they can present a description of themselves and participate in various social activities. Users post many types of personal information on SNSs, particularly concerning their personal networks, relationships, online behavior, and personal preferences; however, such disclosure of personal information makes individuals susceptible to data mining and analytics, which may jeopardize privacy. A recent scandal involving Facebook and Cambridge Analytica has sparked a public outrage that once again attracted attention to the usage of personal information. This revelation by The Observer and The Guardian in March 2018 involved a highly complex story concerning data analytics firm Cambridge Analytica and its use of data from the Facebook profiles of 87 million people for political campaigning. After profiling those citizens with respect to their interests, the firm crafted personalized micro-ads and targeted voters with the aim to influence their votes in the 2016 U.S. presidential election (Cadwalladr & Graham-Harrison, 2018 ).
Another issue is that many SNS providers mine social media data for secondary purposes, such as for targeted advertisements, marketing, improvement of their own services, or even for behavioral surveillance; in fact, such secondary use of personal information is within the business models of several SNSs (Fuchs, 2013) . Secondary information use "occurs when personal information collected for one purpose is subsequently used for a different purpose" (e.g., an SNS provider or a third party) (Culnan, 1993, p. 341) . Social media users lack understanding of the business models of SNSs, as well as an awareness of how their personal information is processed by such organizations (Orito, Fukuta, & Murata, 2014; Tavani, 2013) ; further, a large amount of individuals' data, which they are often unable to monitor, protect, or even control in terms of its subsequent use, is sensitive 824199S MSXXX10.1177/2056305118824199Social Media <span class="symbol" cstyle="Mathematical">+</span> SocietyPadyab et al.
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Personal information processing via data mining and profiling by third parties has been criticized for representing a loss of autonomy over personal information (Tavani, 2013) as well as for its psychological effects such as embarrassment or shame (Shoemaker, 2010) . Previous research has shown that people are often unaware of how personal data can be used (Acquisti, Brandimarte, & Loewenstein, 2015) , and has therefore demanded greater public awareness about social media data mining (Hugl, 2011; Marwick & Hargittai, 2018) . Psychological reactions and attitudes of individuals to invasions of privacy caused by the abovementioned practices (e.g., the Facebook/ Cambridge Analytica case) need to be understood with regard to both cognitive and affective attitudes towards information privacy (Choi, Jiang, & Yap, 2012) ; the cognitive component of individuals' attitudes is related to thoughts, appraisals, or understandings, whereas affective components include feelings or drives associated with an attitude object (i.e., secondary information use and information privacy).
This study seeks to determine whether, and if so, how, improved user understanding of the potential inferences that can be made from information shared on SNSs influences privacy awareness and attitudes toward further disclosure. As such, our research approach complements previous literature by enlightening end users, through the use of a privacyenhancement tool, of the potential sensitivity of their personal SNS information and the inferences that can be made from this information. The findings suggest that the use of tools that illustrate the potential secondary uses of personal disclosures have an impact on awareness and, thus, change attitudes toward disclosure.
The remainder of the article is structured as follows: first, an overview of privacy research and information disclosure on SNSs is presented; then, we describe the research process, detailing the demonstration of a privacy-enhancement tool in two sets of focus group sessions; next, after presenting the findings of this study, the contributions and implications are discussed; finally, the article concludes with propositions for further research.
Theoretical Background
This section first introduces the basic concepts used to describe information disclosure on SNS sites and then summarizes previous studies concerning potential inferences that can be made from such information. We also introduce the concept of "genre of disclosure," which is employed as the theoretical lens for the data analysis conducted in our study.
Indirect Disclosure of Personal Information on SNSs
Personal information shared on SNSs is a key area of privacy research. In legislation, this involves any piece of information that can be used to distinguish an individual through factors such as physical, physiological, mental, economic, cultural, or social characteristics (Art. 4.1 General Data Protection Regulation [GDPR], 2016) . Secondary use of personal information is the main focus in this area; in secondary use, information gathered for one purpose (e.g., SNSs facilitating content sharing via their site) is used for another purpose (e.g., improving services and advertising) (Culnan, 1993) . In the early information systems literature, secondary information use was focused on direct marketing (Culnan, 1993 (Culnan, , 1995 , that is, information is shared directly by a user, though he or she has disclosed it for purposes different than those for which the provider uses it. For example, the location of residency is shared with the intention of receiving a purchased product and not necessarily for receiving company brochures.
However, the landscape has changed considerably since then: with enhancements in information technology, many have become aware of the economic value that can be gained from processing information for the personalization of services and behavioral advertising (Hann, Hui, Lee, & Png, 2007) . Using information has become a necessary part of delivering a service that is typically done outside of the user's sphere of influence (Spiekermann & Cranor, 2009) . Targeted personalized advertising is a standard feature of most commercial SNSs (Fuchs, 2013) , which implies that many SNSs that are free also collect and use their users' data as part of their business model to earn money through advertising.
Most SNSs are sharing more than just basic demographic information about individuals; instead, they provide features that include, though not limited to, the ability to share opinions, make comments, write private messages, and share photos, videos, and blog posts, among other things (boyd & Ellison, 2007) . Through these activities, individuals may disclose information indirectly that is embedded in other shared information (e.g., posts, comments, likes, and photos) in the form of identity and personality cues (Min, 2016) . Indirect personal information cannot be conspicuously found in the profile of a user profile but needs to be processed to become available. Several studies have shown that information technologies, such as data mining, can reveal these identity cues in SNS data with high accuracy. For example, Kosinski et al. (2013) showed that human behavior can be predicted by analyzing the digital records possessed by SNSs. Specifically, the authors analyzed the Facebook "likes" of 58,466 users and mined the following user attributes with the following accuracy: 95% for ethnicity, 93% for gender, 88% for homosexuality among men, 75% for homosexuality among women, 85% for political affiliation, 82% for religion, 73% for cigarette smoking, 70% for alcohol consumption, 67% for relationship status, and 65% for drug use.
Several SNSs, such as Facebook, make use of information gathered from personal data mining to create accurate "profiles" of individuals for the secondary purpose of personally targeted advertising (Al-Saggaf & Islam, 2015) . Obviously, third-party applications in SNSs make use of data mining as well (Rizk, Gürses, & Guenther, 2010) . While secondary information use is legal by SNSs and third-party applications, illegal third parties can create a digital dossier using relevant inferred information (Gross & Acquisti, 2005) , and nefarious individuals can exploit it to embarrass, blackmail, or even smear the public images of the profile holders (Al Hasib, 2009 ). However, illegal secondary use is not within the scope of this article.
These technical advances can make individuals' information available to institutions and third parties (RaynesGoldie, 2010; Young & Quan-Haase, 2013) . A great deal of ethical dispute about privacy violations through data mining is related to issues such as discrimination, deindividualization, loss of autonomy, misuse of data, and the consequences of erroneous information (Custers, Calders, Schermer, & Zarsky, 2013; Hildebrandt, 2009; Tavani, 2013) . The relationship between data miners and the user is occasionally referred to as a "one-sided affair," since users are often unaware of the methods by which their SNS data are processed and eventually used (Al-Saggaf & Islam, 2015; van Wel & Royakkers, 2004) . If this is the case, what then are SNS users' thoughts and feelings concerning inferred information from their own disclosed data? This question must be explored by considering concepts of awareness and attitude, which will be addressed in the following section.
Privacy Awareness and Attitudes Toward Inferences Made Using SNSs
Privacy awareness relates to the extent to which users are knowledgeable of privacy problems and violations, as well as privacy procedures, related to SNSs (Nemec Zlatolas, Welzer, Heričko, & Hölbl, 2015) . In relation to informationprivacy-related issues caused by data mining on SNSs, Hugl (2011: 401) notes that "identity theft caused by profiling and data mining seems to be a current trend with exponential growth for advertising and other purposes." Additionally in this vein, Livingstone and Brake (2010) highlighted that one challenge for policymakers and researchers is the education of users, especially young ones, in new practices of embedded marketing, potential misuse of personal data, data mining, and profiling; they proposed that increased knowledge of new practices may positively influence their behavior in this regard. Education designed to provide an enhanced awareness of SNS privacy should involve knowledge concerning what and how data are stored on SNSs, how these data might be used, and who is likely to have access to it (Lawler & Molluzzo, 2010) . Moreover, data mining might reveal something private such that a lack of awareness about it leads us to present ourselves on SNSs in a way that does not fit our self -understanding (Tavani, 2013) . Thus, our study is also motivated by calls for further research into user awareness of SNS privacy, particularly in relation to data mining and inference programs (Hull, Lipford, & Latulipe, 2010; Shoemaker, 2010) .
Privacy awareness affects people's behavior in a wide range of contexts. Awareness can provide user empowerment, but this is dependent on knowledge of how mechanisms operate and from what premise, as well as on the skills to change these mechanisms (van Dijck, 2013) . For example, Tow, Dell, and Venable (2010) argued that it is possible to alter users' privacy-related behavior through education and raising awareness; they suggested that when users become aware of information about identity theft, the users consider altering their behavior. Following the theory of planned behavior, Ajzen (1991) suggests that behavioral intention, attitude, subjective norms, and perceived behavioral control reveal different aspects of the behavior, and each can serve as a point of attack in attempts to change it (Ajzen, 1991) .
The study of attitude has been an important topic in privacy research for some time. An attitude is "an evaluative integration of cognitions and effects experienced in relation to an object" (Crano & Prislin, 2006, p. 347) . Attitudes can involve both affective and cognitive components. The affective component contributes to the feeling-related aspect of an attitude, while the cognitive component involves the subject's rational reactions to the object of the attitude; both cognitive and affective reactions to information privacy are equally important for understanding individual reactions to privacy invasions (Choi et al., 2012; Park, Campbell, & Kwak, 2012) . In information systems literature in general, and in SNS literature in particular, a large number of studies have been conducted on user attitudes toward directly sharing information on SNSs. Regarding the cognition aspect, one example is "privacy calculus," which relates to when individuals attempt to maximize the difference between the benefits and costs (Dinev & Hart, 2006) . For the affective aspect, an example is a study by Debatin, Lovejoy, Horn, & Hughes (2009) , which showed that privacy invasions create feelings of fear and anger, deterring the disclosure of personal information on SNSs. However, studies of attitudes toward inferred information from disclosed user data remain scant. While a small number of studies on secondary use exist (Adjei & Olesen, 2012; Boateng & Okoe, 2015; Iyilade, Orji, & Vassileva, 2015; Soczka, Brites, & Matos, 2015) , they are focused on SNSs' practices of handling personal information.
We acknowledge that there are studies that argue for a dichotomy of information privacy attitudes and actual behavior, which is known as the "privacy paradox" (Norberg, Horne, & Horne, 2007) . That stream of research has shown that while many users are concerned about their privacy and maintain a positive attitude toward privacy-protection behavior, this rarely translates into actual protective behavior (e.g., Hann et al., 2007; Oomen & Leenes, 2008; Taddicken, 2014) . However, other studies indicate that an individual's privacy behavior is in line with their attitude (e.g., boyd & Hargittai, 2010; Miltgen & Peyrat-Guillard, 2014; Tsai, Egelman, Cranor, & Acquisti, 2011) . The debate is not over, and the complexity of the privacy paradox has not been fully explained yet.
In an extensive literature review on the privacy paradox, Kokolakis (2017) made some recommendations that allow us to build a clearer picture of the relation between privacy attitudes and behavior. First is that personal information is diverse, and the privacy paradox may result from a failure to account for information sensitivity (Mothersbaugh, Foxx, Beatty, & Wang, 2012) . In our research, we are only concerned with two types of personal information: SNS photos and textual posts. Therefore, our results should not be interpreted as applicable for all types of personal information.
Second is the methodological approach. Surveys rely on self-reported behavior, which often differs from actual behavior (Hughes-Roberts, 2013; Kokolakis, 2017) . The dominant research on secondary use is based on surveys (Dinev & Hart, 2006; Ham, 2017; Kim & Huh, 2017; Son & Kim, 2008) , while other papers have been largely based on researcher-centric preconceptions of privacy concerns, often slightly disconnected from users' own interpretations of privacy, for example, fictional case scenarios (Culnan, 1993; Krasnova, Hildebrand, & Guenther, 2009 ) and scenarios concerning real-world social-media data-mining activities (Kennedy, Elgesem, & Miguel, 2015) . One factor that leads to the privacy paradox is the users' lack of awareness of possibilities to protect their privacy due to incomplete information about how institutions use or misuse their information (Barth & de Jong, 2017; RaynesGoldie, 2010) . Individual self-reports on privacy attitudes and behaviors cannot fully capture the phenomenon if privacy concerns are studied outside the actual context of the user's own SNS actions and experience. Therefore, research "should be conducted in realistic settings that provide a rich and relevant context" (Kokolakis, 2017, p. 132) .
Finally, creating privacy awareness in combination with the availability of privacy enhancing tools that support users in their privacy decisions should help users to avoid paradoxical behavior (Deuker, 2009) . While this study is concerned with attitudes and intention to disclose rather than privacy behavior, it should provide insights for further investigation into the relation between privacy behavior with privacy awareness and the availability of privacy-enhancing technologies as an under researched area (Barth & de Jong, 2017; Kokolakis, 2017) .
In summary, our study aims to shed more light on the following knowledge gaps. First, despite recent emphasis on educating users about the potential secondary uses of information featured on SNSs (i.e., via SNS data mining) (Debatin et al., 2009; Hugl, 2011; Lawler & Molluzzo, 2010; Marwick & Hargittai, 2018) , the literature does not address how such awareness might influence disclosure behavior. In this vein, attitude, as an antecedent factor of behavioral intention, requires exploration. The present study focuses on an in-depth investigation into raising awareness of SNS data mining and its effect on user attitudes toward these practices. Second, related information systems literature concerning secondary information use (Culnan, 1993; Hann et al., 2007; Krasnova, Günther, et al., 2009 ) has regarded the phenomenon as a single construct, without distinguishing directly disclosed information from inferences based on subsequent information processing; both aspects are important because direct and indirect information disclosures are affected by different privacy concerns (Min, 2016) . Altman (1975) defines privacy as a boundary-regulation process in which people optimize their accessibility along a spectrum of different spheres. Such boundary regulation is a dialectical and dynamic process in which an individual constantly chooses between revealing certain information to other people and keeping it from them. Palen and Dourish (2003) proposed that this dynamic process is fundamentally dependent on people having control over three boundaries concerning privacy management in the presence of information technology: disclosure, identity, and temporality; these can be explained as follows:
Genres of Disclosure
The disclosure boundary addresses the tension between privacy and publicity. Following Altman's theory of privacy regulation, Palen and Dourish (2003) argue that people determine "what information might be disclosed under what circumstances, albeit with varying degrees of direct control." Living in the social world requires us to disclose public information concerning ourselves, such as our opinions, views, and actions. For example, a desire to present oneself via social media to the public while keeping a degree of privacy about certain aspects of self is determined via negotiation of the disclosure boundary. In this regard, the person allows themselves to negotiate their privacy in a public space. • • The identity boundary implies a tension between oneself and others. Not only are people's actions designed to benefit the self but information receivers are also distinguished from others and, thus, treated differently. For example, some argue that people's actions in public spaces (e.g., via security cameras) are already public and thus offer no threat to individual privacy. They fail to consider that we have very little control over representations of ourselves to the information receivers. Thus, the tension within the identity boundary does not refer to the identity of the person disclosing but rather to the one receiving, and how one's actions are interpretable to others. • • The temporal boundaries take place and form tensions among the past, present, and future. Our present actions may have impacts in the future; as such, the decision-making process concerning whether to disclose something is regarded in the context of actions taken in the past and their possible effects in the future. This boundary has become ever more relevant in the era of information technology. The storage and distribution of information has become simple and accessible to many; for example, incriminating photos of participation in drunken or embarrassing situations that are shared while attending college might become troublesome later when seeking a job.
These three boundaries must have a coordinated and single coherent resolution within a context, that is, a specific time and place, the receiver, and content that can be concealed. The balance of these three boundaries forms a communicative action, which Palen and Dourish (2003) conceptualized as the genres of disclosure, or specifically as the "socially constructed patterns of privacy management." Further, they (p. 6) characterize a genre of disclosure as "the relationship between forms of disclosure and expectations of appropriate use." Central to the concept of the genres of disclosure is the adoption of the social patterns of expectation and response as recognizable, socially relevant forms of interaction and information disclosure that genres embody. Upon the moment of disclosure, for example, on an SNS, an individual must be able to find a balance between the abovementioned boundaries. A decision on whether to disclose something or to limit the depth and breadth of the shared information can thus be characterized by the genre of disclosure that the user wishes to apply. However, problems can arise when users adhere to a genre while unaware of the danger that personal information can potentially be misappropriated after it is stored by an SNS. For example, if a user is made aware that by posting comment X on Facebook, it could be inferred that he or she is a cannabis smoker or if it reveals something about their other more or less sensitive habits, it could well impact communicative decisions at present or in the future. We employed this theoretical framework in this study to uncover underlying relationships between inferred information from SNS data over disclosure and consequently on attitudes toward further disclosure.
Methodology
In this study, exploratory focus groups were created with the goal of capturing participants' attitudes toward online disclosure once they had been exposed to potential inferences from their Facebook posts. Since users' perspectives of potential inferences from information on SNSs is a relatively under researched area, we opted for an exploratory study. The next section introduces the DataBait tool and describes our focus group data-collection and analysis process.
DataBait Tool
The DataBait 1 tool was developed in the USEMP 2 project. The USEMP architecture, platform, and tools aim to provide instruments that empower users of SNSs to have more informed control over their data and to understand how the data may be used by SNS providers and third parties. DataBait tools enhance users' awareness of personal-data sharing and privacy management . For this project, Facebook was chosen as the representative SNS.
Once a user registers with DataBait and links it to his or her Facebook account, DataBait performs extraction and classification of their personal data using advanced data mining algorithms. We note that these inferences do not necessarily coincide with the inferences made by SNS providers or third parties, but instead provide an overview of inferences that could be made and used to target or exclude a user. In this study, two DataBait functionalities were used to illustrate user privacy inferences: Image Leaks and Location Leaks.
Image Leaks/Visual Concept Mining provides the user with the list of concepts that can be inferred from the images the user has uploaded or shared with others on Facebook. DataBait predicts tags from a set of over 17,000 visual concepts relating to objects present in a scene or the general atmosphere perceived (Ginsca et al., 2015) . This tag cloud is then visually presented by showing the identified concepts in sizes proportional to the frequency with which they appear in the posted SNS images; if the user clicks a concept, the images in which this concept has been detected are shown, along with a measure of confidence in the accuracy of the detection (Figure 1 ).
Location Leaks/Prediction gives the user a list of locations that can be inferred from the posts. The detected locations are produced by an automatic location-estimation algorithm that processes the text content of Facebook posts and predicts locations referred to or indicated by the user. The tag cloud shows the identified locations at the city level with a size proportional to their frequency. If the user selects a location, the posts in which this location has been detected are shown, along with a measure of confidence in the accuracy of the detection (Figure 2 ).
Focus Groups
The focus group method involves identifying and clarifying emerging concepts through group discussion (Belanger, 2012; Edmunds, 2000) . This method also facilitates the observation of changes in attitudes (if any) by analyzing the "synergistic effects" of focused interactions, which can provide greater insights than the sum of individual interviews (Morgan, 1996) .
Procedure and Data Collection. Our empirical data stems from two sub-studies. In the first sub-study, illustrative mock-ups of the DataBait tool were introduced, while in the second sub-study, the participants were encouraged to test and experiment with the tool on their own Facebook profiles. The first sub-study was performed in February and March 2015, and consisted of three focus group sessions with twelve participants in total. In the second sub-study, conducted in August 2015, three sessions featuring fifteen participants (different than the first sub-study) were performed. Data were gathered in English, on a university campus. The participants volunteered for the study via a Living Lab and by responding to invitations made to students and employees of our university. After receiving an initial expression of interest and analyzing the candidate profiles, a mixture of participants in terms of occupation (13 students, 14 non-students), educational background (5 from high school, 11 from BA, and 11 from MA level), gender (15 male, 12 female), cultural background (14 Swedish, 13 non-Swedish), and age (from 18 to 58 years old) were invited. The reason for selecting a panel of people with varying backgrounds was to decrease bias imposed by a specific demographics as well as to incorporate as much diversity in terms of experiences as possible (Bouma, Atkinson, & Dixon, 1995) .
A semi-structured interview guide consisting of both open-ended and specific questions was created. The questions were piloted internally within the research team in order to determine if they were readily understandable. To stimulate discussion in the group, the notion of genres of disclosure (Palen & Dourish, 2003) was employed to capture users' disclosures and to account for situations of potential privacy violations; that is, if potential use differs from expectations (e.g., inferences made from one's private photos), privacy violations occur. Thus, the two notions of "forms of disclosure" and "expectation of use" were used to design the focus group protocol.
Each focus group session took, on average, 100 minutes. To ensure that all participants had an appropriate base understanding of the topic, all participants of Sub-study 1 were familiarized with the concept of data mining and inferences from personal information. As this point, the participants were free to raise and discuss issues and concepts that they regarded to be most important, with minimum influence from the moderator in order to maintain the credibility of the study (Lincoln & Guba, 1985) . This was followed by a general discussion concerning the group members' use of social media, the types of information they disclose, and privacy concerns related to social media. This phase counted as attitudes before being exposed to potential inferences, during which the cognitive and affective aspects of the participants' attitudes were recorded. Participant awareness in regard to indirect information-sharing was examined by gathering insights into the personal information they think they reveal through Facebook. The focus was on why participants share their locations and/or photos and the impact the expected level of privacy has on their shares. A brief introduction of the DataBait tool followed. In this segment, participants were shown screenshots of the tool's interface and results, but there was no active interaction with the tool in terms of their own data. Finally, a group discussion took place that focused on attitudes toward inferred information and its effects on the participants' private information disclosures. This phase counted as after, as it involved gathering data concerning affective and cognitive aspects of participant attitudes. Additionally, the impacts of awareness on possible inferences of personal information and attitudes toward future disclosure were also examined.
In Sub-study 2, the participants were able to compare their intended privacy preferences with DataBait's results for the actual photos and/or locations they shared. The design of this workshop was identical to that of Sub-study 1, with the exception that participants used the DataBait tool on their own profiles. First, the participants discussed their attitudes toward photo-and location-sharing and then used the tool to analyze their Facebook profile. The tool visualized possible inferences that could be made in terms of predicting their locations and extracted concepts from their photos (similar to the features presented in Figures 1 and 2) . After receiving the potential inferences, participants reflected on how close the results were to their initial expectations. The focus group concluded with a discussion on attitudes toward inferred information and its effects on their information disclosure. Experience with data mining helped us to address the study's research question on whether and how contextualization differs from the case in which only mock-ups are presented, as in the first sub-study. In this regard, two sub-studies allowed us to explore perceived disclosure intention in relation to users' understanding of potential inferences when they were only told these inferences versus experimented to discover them. Data Analysis. All six sessions were transcribed from audio recordings. We used qualitative content analysis and performed deductive categorization of the data (Mayring, 2000) . The researchers determined the initial coding scheme by basing it on identified core concepts; specifically, these core concepts included disclosure, identity, and temporal boundaries, as well as affective and cognitive attitudes both before and after the presentation and usage of the tool. After this, sub-categories of the core concepts were identified by following the principles of inductive content analysis (Elo & Kyngäs, 2008) . The final sub-categories extracted are those stated in Table 1 in the rows labeled as affective and cognitive. Three researchers were involved in the data analysis. For the first step in this process, the authors each coded 15% of the entire transcription independently using the qualitative data analysis software NVivo. The second step in the analysis was to develop a common view of the main themes and acquire a shared understanding; as such, all categories were iteratively discussed within the research group. Third, after a consensus was reached among the researchers, the rest of the transcription was analyzed by the first author; therefore, when uncertainties arose, all authors read the relevant section of the transcript and discussed it to ensure a high level of credibility in the analysis.
Findings and Discussion
The qualitative analysis showed that the DataBait tool helped users to better understand the potential consequences of their SNS disclosure practices. This became evident when comparing the first sub-study with the second: the participants became more cognitive toward their genres of disclosure through extra awareness of the three boundaries (disclosure, identity, and temporality).
Disclosure Boundaries
Sub-study 1 participants, after witnessing screenshots from the DataBait tool (Figures 1 and 2 ), made affective responses to possible disclosures; for example, stating that they were scared or shocked. These affective responses were not only shown in words but also through facial expressions. They Increased understanding of the potential for inferences-what others know about me-avoid unwanted disclosure-cautiousness-avoid unwanted inferences-clearer idea of the commercialization of content-unintended disclosure-wrongly profiled-being profiledassertion through inferences-manipulation of online presence-noting others' privacy-alarming became interested in the tool, but they had doubts if the results concerning their own data would highlight serious problems. In fact, they were rather confident in their own disclosure habits and saw no reason to deviate from their normal disclosure habits because they were sure that nothing out of the ordinary could be inferred from the material they were sharing. For example, Mary (49) While Sub-study 1 participants were confident that their privacy was under control, the second sub-study provided the participants with further enlightenment concerning the potential undesired disclosure. The second sub-study encouraged them to speculate more cognitively (rather than affectively) upon aspects of their profile; the study also stimulated them to speculate cognitively about private information that others could potentially discern concerning them.
During the second sub-study, a tool-based misinterpretation in the inferences led to the realization among participants that their personal information could be misinterpreted by third parties. A small number of detected concepts in photos and locations of two participants were inaccurate and arguable; for example, the visual concept "gun" emerged by mistake:
Some bad words were shown, but when I clicked on them they weren't accurate. So, like it gave the word "gun," but the picture showed a camera, so now I think I should maybe erase those pictures . . . (all laughing) . (Tina, 25) Users manage their disclosures depending on the level of privacy of the information in question and the level of publicity associated with the communication channel (Masur & Scharkow, 2016) . In the present case, when confronted with possible interpretations of their personal disclosed information, the participants realized that inferences could be made in relation to their more private information. The discovery that certain information could potentially be inferred impacts disclosure decisions. Users may make disclosures, such as posting photos, assuming that there are no private elements featured in the photo (Krasnova, Günther, et al., 2009 ), but without being concretely exposed to potential analyses revealing disclosure boundaries (such as by using the DataBait tool), they can only imagine or guess how private or public a photo will be. Thus, users' cognitive abilities often trail technological advances. Consequently, users require assistance in terms of determining if their disclosures are truly aligned with their socially constructed and self-regulatory privacy practices.
Identity Boundaries
All the participants said they thought of their audience when they shared something, and they stated that their decisions to share certain content depended on its expected audience. The participants constantly mentioned "they" in relation to who performs data mining without possessing a clear idea of who they actually are, indicating a sense of ambiguity with regard to potential audiences, such as SNS owners, affiliated third parties, third-party applications, advertisers, governments, and criminals. In Sub-study 1, the participants stated that they relied on privacy settings in Facebook, although they were skeptical that the settings were effective:
I guess some private settings are good, but then when you really think about it, it just, it feels like they are tricking everyone with the privacy settings to let us think that is ok, that it is safe to use Facebook. (Nancy, 25) In the second sub-study, the DataBait tool gave the participants a better idea of the potential inferences that can be construed from photos and locations. Consequently, some expressed shock and fear, as if this information was completely new to them. Others noticed that their privacy-related behavior affected that of other users; examples of this involved posting photos that featured other persons or being tagged in photos from a friend's album. The participants found that some concepts highlighted through the DataBait experimentation were more related to other individuals featured within their photos than to themselves. This finding alerted them to a new genre of unwanted disclosures:
Now that I see them [inferences], it makes me think about the people with me in the pictures and about their privacy as well. I don't usually give much thought to what could be interpreted from the other people with me in the picture, but this photo shows my best friend, who is from Egypt and who is wearing a veil, and I see a lot of Muslim references in the tags, so I think that the inference is accurate and describes my friends. (Aida, 27)
It can be seen here that data mining can lead to undesirable third-party discoveries concerning people. Palen and Dourish (2003) problematize this tension using the phenomenon of "recipient design," "the way that one's actions and utterances are designed with respect to specific others" (p. 4), but with secondary use, people may have difficulty filtering the disclosed information for unintended audiences. Inferences of photos and locations in Sub-study 2 helped users realize that some of the inferences were related to others appearing in their profiles and that the privacy of members in a network is interwoven (Litt & Hargittai, 2016) . Each category of inferred information has its own intended beneficiary; for example, Facebook has made agreements with data brokers that provide conceptual categories to ad buyers. Possible recipients of inferred sensitive information or extracted attributes are largely hidden from SNS users as a result of a lack of transparency, and this exacerbates user concerns. Consequently, people need to be in control of their indirect disclosures in addition to their direct disclosures (Tavani, 2013) .
Temporal Boundaries
Before using DataBait, when asked about information visible on their profiles, many participants mentioned having deleted something they had shared in the past because they recently felt it was inappropriate. However, some felt powerless about their ability to remove previous disclosures. Salman and Edi believed that information posted on Facebook can sometimes be hard to control and, once posted, difficult to erase:
Edi (23) When participants were confronted with potential inferences from their content (related to, e.g., religion or employment), they stated that they would like to have a clearer picture of how data disclosed in the past can be used for profiling; consequently, the DataBait tool was used to show how photos and status updates contribute to creating a digital dossier (Gross & Acquisti, 2005) . Trends found in photos as well as locations associated with status updates were found to enrich such predictions, which conforms with the findings of previous research (Kosinski et al., 2013) . Shoemaker (2010) argues that patterning pieces of information provided by a user which, when considered separately, might not implicate one's identity, nonetheless purport to provide substantial information about the person in question when taken together; our results similarly showed that when concepts are consistently included in photos uploaded from the time when the profile was created to the most recent shares, many personality dimensions can be predicted; moreover, if the inferences are incorrect, this can cause embarrassment or shame for the affected person. Our results also showed that if photos are mined out of context and aggregated over time, potentially incorrect attributes could be attached to users; this bothered the participants, consequently blurring the temporal boundary of intended disclosure.
Increased Awareness of Potential Inferences Changes User Attitudes
By comparing attitudes between the two sub-studies (Table 1) , the results suggest that users' attitudes are more inclined to be affective rather than cognitive if they cannot directly see the possibilities of secondary disclosure. Participants from Sub-study 1, after increasing their awareness about information that can be inferred from profile photos and status updates, made affective responses to the possible inferences, including expressions of fear, suspicion, shock, and the need to be more cautious. However, Sub-study 2 provided contradictory insights. After experimentation with the tool, the participants' attitude had become more cognitive, demonstrating clearer ideas of how their information could be utilized for different purposes (e.g., commercial). Sub-study 2 showed that users now realized how their photos and location shares were actually prone to inferences beyond their initial sharing purposes. For example, one participant found that many military concepts were present in his analysis; this was because he had shared photos of himself wearing a military uniform while he was fulfilling his military service in his own country. However, he became concerned that others could interpret this differently, which could impact his career in another country:
The information that presented [by DataBait] Table 2 summarizes the results of the two workshops with respect to boundaries of genres of disclosure. This is presented in terms of the participants' awareness of possible inferences after the issue had merely been demonstrated and discussed (Sub-study 1) in comparison to their opinions after the performance of experiments with participants' own information (Sub-study 2).
Users may be unable to recognize how advances in technology can alter previous public and private boundaries in terms of genres of disclosure relating to SNSs because the form of disclosure was not always aligned with the expectation of use. This was evident in the initial negative affective-oriented responses that the end users gave as the result of their low level of awareness concerning indirect information-sharing; if such awareness is limited, spontaneously evoked affective reactions rather than cognitions tend to have a greater impact on choice (Shiv & Fedorikhin, 1999) . On the other hand, all cognitive theories suggest that a cognitive process occurs before a behavior is undertaken or a choice is made (Hann et al., 2007) ; hence, a lack of awareness of inferred information for a cognitive process regarding boundaries related to disclosure genres will lead to a privacy violation within a disclosure genre because the disclosure will not be aligned with the expected use (Palen & Dourish, 2003) . Depending on the inferred information and the expectations of the user in question, the form of disclosure is subject to change. However, there is uncertainty surrounding the arrangements of those inferences; therefore, means of developing cognitive awareness are required in order to strengthen the decisions a user makes with respect to their genre of disclosure. Consequently, the findings herein suggest that when users are actively made more aware of potential inferences that can be made from their disclosure genres, their attitudes about disclosure change.
Implications for Research and Practice
Our findings have implications in terms of both methodology and research. With regard to its methodological contribution, this research complements previous approaches in which informants were exposed to imaginary or speculative scenarios relating to the secondary use of disclosed information. The results especially contribute to the privacy paradox dispute by showing that attitude and intention to disclose change with context because common preconceptions do not seem to equip most users with sufficient critical knowledge in this regard. To give an example of this contribution, there can be many different interpretations of personal content that end users might not be aware of at the time they answer questions in surveys or case scenarios; thus, future research should not rely solely on a user's self-reporting attitude (Kokolakis, 2017) . Moreover, individuals react and behave differently based on the sensitivity of their information; and therefore, privacy behavior is context-dependent (Acquisti et al., 2015) . In contrast to previous research (e.g., Kennedy et al., 2015; Marwick & Hargittai, 2018) that studied privacy attitudes from a holistic view (i.e., not considering the granularity of personal information), this research sheds more light on the attitudes towards indirect disclosure through two specific information types, namely, photos and posts. The results suggest that inferred information from SNS user data (photos and posts) disrupts boundaries within the genres of disclosure. While our intention was not to study privacy behavior, the results from Sub-study 2 were promising with regard to the effects of contextualization of possible inferred information on the intentions to disclose. Further research might investigate how contextualization affects actual disclosure.
Second, this research showed that direct use of user data and information that is inferred from user data must be distinguished when studying secondary use on SNSs. Previous research on secondary use has considered it to be a single construct that, from a user's point of view, is either understood as direct use, inferred, or both. In either case, this single construct cannot adequately explain a user's choice of disclosure genre since both types of information use are governed by different types of privacy concerns and therefore by different attitudes. While behavioral reactions including disclosure are associated with privacy concerns (Min, 2016; Smith, Dinev, & Xu, 2011) , different privacy concerns about direct data use and inferred information influence behavioral intentions to different extents. Therefore, our research suggests that secondary use is not a single construct but a composition of direct and inferred constructs. If users recognize the differences between both forms of disclosure, the research will yield a more accurate understanding of users' attitudes and privacy behavior.
Regarding practical implications, this research reinforces the established value orientation that posits users should be dynamically educated about their own disclosures and that methods of increasing their awareness and ability to use this knowledge to behave accordingly should be sought (Hugl, 2011; Lawler & Molluzzo, 2010; Marwick & Hargittai, 2018) . SNS researchers must focus to a greater extent on changing user attitudes toward inference mechanisms. It has been proposed that cognition determines affect, which ultimately influences behavior (Holbrook & Batra, 1987; Parboteeah, Valacich, & Wells, 2009 ); based on our results, we speculate that negative affective reactions to secondary use could be minimized via cognitive deliberation and that this shift can be implemented via privacy-enhancing tools (Barth & de Jong, 2017; Deuker, 2009) . Despite the danger to privacy that data-mining presents, the technique can be utilized for developing educational tools for SNS users. As in our case, these tools can help to make users aware of their disclosure genres. One possible track for future practice is to create SNS-privacy-enhancing tools that analyze content in order to inform users before the content is shared on SNSs about possible indirect disclosures that can be made through inference mechanisms. In this way, users can prevent the sharing of sensitive information.
Study Limitations
Focus groups may be generally prone to group effects and participants' attitudes may change with the circumstances of the focus groups; therefore, follow-up interviews would give a better understanding of such changes in attitude. Moreover, the current study was conducted during 2015, and individuals' privacy awareness could have evolved in light of recent events 
Conclusion
This paper reported a study of privacy awareness in relation to sharing personal information on social network sites. In this study, users of such networks were made aware of inferences that could be drawn from the personal information they post with the help of privacy-enhancing software. It was consequently found that participant attitudes on privacy and disclosure shifted from affective to cognitive when they experienced first-hand the potential inferences that could be made from their own data. It was also observed that user preawareness of the potential for indirect personal information disclosure was relatively low. Initially, the participating users only considered their direct disclosure of information; by observing potential inferences, however, the participants became more aware of potential impacts on their privacy. The results showed that if users are made aware of inferences that can be made from their content, negative affective responses decrease and cognitive reactions increase through the processing of information related to their disclosure genres. In support of the suggestion from cognitive theories that a cognitive process occurs before a behavior is undertaken or a choice is made, we conclude by stating that there is a need for more dynamic privacy awareness tools that can empower users by providing them with increased awareness of the inferences that could be made from the information they are sharing. Such tools should help users become dynamically aware of the potential privacy consequences of their intended disclosures before they disclose the information on an SNS. When armed with such tools, users will be able to view their own information from different angles and become aware of the situations when the expectation of disclosing actions is violated. Furthermore, the usability, user experience, adoption and availability aspects of such tools that employ data mining techniques form an avenue for future research that is worth exploring.
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