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Abstract 
Speciated ground-level aerosol concentrations are required to understand and 
mitigate health impacts from dust storms, wildfires and other aerosol emissions. 
Globally, surface monitoring is limited due to cost and infrastructure demands. 
While remote sensing can help estimate respirable (i.e. ground level) 
concentrations, current observations are restricted by inadequate spatiotemporal 
resolution, uncertainty in aerosol type, particle size, and vertical profile. One key 
issue with current remote sensing datasets is that they are derived from 
reflectances observed by polar orbiting imagers, which means that aerosol is only 
derived during the daytime, and only once or twice per day. 
Sub-hourly, infrared (IR), geostationary data, such as the ten-minute data from 
Himawari-8, are required to monitor these events to ensure that sporadic dust 
events can be continually observed and quantified. Newer quantification methods 
using geostationary data have focussed on detecting the presence, or absence, of a 
dust event. However, limited attention has been paid to the determination of 
composition, and particle size, using IR wavelengths exclusively. More appropriate 
IR methods are required to quantify and classify aerosol composition in order to 
improve the understanding of source impacts. 
The primary research objectives were investigated through a series of scientific 
papers centred on aspects deemed critical to successfully determining ground-level 
concentrations. A literature review of surface particulate monitoring of dust 
events using geostationary satellite remote sensing was undertaken to understand 
the theory and limitations in the current methodology. The review identified 
(amongst other findings) the reliance on visible wavelengths and the lack of 
temporal resolution in polar-orbiting satellite data. As a result of this, a dust-
storm was investigated to determine how rapidly the storm passed and what 
temporal data resolution is required to monitor these and other similar events. 
Various IR dust indices were investigated to determine which are optimum for 
determining spectral change. These indices were then used to qualify and 
quantitate dust events, and the methodology was validated against three severe 
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air quality events of a dust storm; smoke from prescribed burns; and an ozone 
smog incident. 
The study identified that continuous geostationary temporal resolution is critical 
in the determination of concentration. The Himawari-8 spatial resolution of 2 km 
is slightly coarse and further spatial aggregation or cloud masking would be 
detrimental to determining concentrations. Five dual-band BTD combinations, 
using all IR wavelengths, maximises the identification of compositional 
differences, atmospheric stability, and cloud cover and this improves the estimated 
accuracy. Preliminary validation suggests that atmospheric stability, cloud 
height, relative humidity, PM2.5, PM10, NO, NO2, and O3 appear to produce 
plausible plumes but that aerosol speciation (soil, sea-spray, fires, vehicles, and 
secondary sulfates) and SO2 require further investigation. 
The research described in the thesis details the processes adopted for the 
development and implementation of an integrated approach to using 
geostationary remote sensing data to quantify population exposure (who), qualify 
the concentration and composition (what), assess the temporal (when) and spatial 
(where) concentration distributions, to determine the source (why) of aerosols 
contribution to resulting ground-level concentrations. 
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1. Introduction 
1.1. Thesis structure and overview 
A recent review by Duncan et al. [1], listed numerous applications where remote 
sensing may be beneficial to atmospheric scientists and suggested that remote 
sensing should be more widely utilised. The review suggested that geostationary 
satellites, which remain over fixed locations and provide near-continuous data, 
could radically improve remote sensing monitoring. One of these geostationary 
satellites, Himawari-8, began supplying data (2 km spatial resolution and ten-
minute temporal resolution) during July 2015 which covers East and South-East 
Asia, Australia, and New Zealand. 
This thesis is therefore partially a response to Duncan’s review – for the first time 
in two decades, there is potentially a credible method to monitor air pollution 
impacts from space and determine impacts across vast areas with moderate 
spatial and high temporal resolution. Much of the existing methodology assumes 
that a single daily snapshot can determine daily and annual average concentration 
levels [2-5]. The aims of this thesis are to expand upon the advantages of better 
time resolution and day/night coverage from the present generation of 
geostationary IR satellites and highlight new opportunities they offer compared to 
polar satellites. This is novel territory and therefore an experimental approach 
was taken to identify how spectral differences could be used to determine 
composition and concentration. 
This thesis has used the “thesis with publication” methodology to present 
strategies to address deficiencies that have hindered the wider adoption of 
geostationary remote sensing to quantify ground-level concentrations (GLCs). 
This thesis is about air pollution, and specifically respirable particulate matter 
(PM) GLCs because of PM’s ubiquitous presence in many areas across the world. 
It evaluates the use of geostationary satellite data to determine PM GLCs in 
remote and regional areas where there may be a lack of traditional monitoring 
data and suggests the use of infrared wavelength bands, rather than the more 
traditional, daytime only, visible bands, in order to provide near-continuous data. 
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Figure 1-1: Schematic overview of the study design. 
A schematic overview of the study design is presented in Figure 1-1. The 
introduction describes problems with determining GLCs and uses case studies to 
informally describe limitations in the existing methodology to reduce potentially 
of repetitive or disjointed statements in a “thesis with publication” leaving specific 
details to the subsequent publications. Chapter two is an overview of the thesis 
which brings together the publications in individual chapters, into a coherent 
narrative. Chapter three is the published literature review of geostationary 
remote sensing for atmospheric monitoring, which identifies gaps in the current 
body of knowledge [6]. Chapter four asserts that the temporal changes in a dust 
event require highly resolved temporal data, such as Himawari-8 data, to detect 
and map those temporal changes [7]. Chapter five argues that the requirement for 
near-continuous monitoring necessitates a shift in methodology from visible 
spectroscopy to infrared (IR), determines which IR wavelength bands are best able 
to detect changing aerosol composition, and recommends five dust indices [8]. 
Chapter six uses those dust indices to determine aerosol species compositional 
changes. Chapter seven describes potential further studies and presents 
preliminary validation of ground-level predictions over the greater Sydney region 
using three species-selective case studies [9]. Chapter eight is a mini summary of 
the research [10] and the concluding synthesis (chapter 9) describes how this 
thesis has advanced the field and discusses further research that is required.  
Review What limitations prevent remote sensing being used as a real-time monitor to determine speciated ground level concentrations?
Time What determines temporal resolution requirements: scan time, data size, or meteorology?
Index Which dust indices should be used to determine spectral change from aerosol ground level concentrations?
Calibration Can aerosol composition and concentration be determined using the brightness temperature differences indices?
Validation Examines three New South Wales Office of Environment and Heritage case studies using the above methodology
Synthesis Conclusions
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1.2. The 5WH’s of air quality 
For in acts we must take note of who did it, by what aids or instruments he did it, 
what he did, where he did it, why he did it, how and when he did it - Aristotle 
To understand air quality events, it is instructive to answer six interrogative word 
questions (who, what, when, where, why, how-to). There is thus the need to 
determine the affected parties (who), qualify the concentration and composition 
(what), assess the temporal (when) and spatial (where) concentration 
distributions, and determine the source (why) of emissions contribution to 
resulting ground-level concentrations with the long term goal of finding methods 
(how-to) to mitigate or minimise future events. 
1.3. A tale of two cities 
In many regions of the world, there is limited monitoring of air quality events, and 
social media and newspapers present the sole sources of information on these 
events. The lack of monitored surface atmospheric data (meteorological and 
concentration) in regional areas [11] is highlighted by comparing the information 
available regarding a dust storm in Sydney (November 2018) (Figure 1-2) that was 
monitored by the state environmental regulators and reported in numerous news 
reports, to a single news item for a dust storm in Onslow (March 2017) (Figure 
1-3), which had no local surface monitoring with which to verify concentrations. 
Comparing the information between these two storms highlights the imbalance of 
scientific evidence of dust storms and smoke plumes between urban and regional 
communities. 
While both events were dust storms, media reports indicated that the Sydney 
storm lasted two days while the Onslow storm lasted a few hours. Comparing the 
reduction in visibility across the two photographs suggests that much higher 
concentrations were experienced at Onslow than Sydney. However, there are 
insufficient data, from the photographs, to determine if the residents of Sydney, 
who breathed finer particles over two days (more time for erosion), were more or 
less exposed than the Onslow residents who received an acute dosage (see also roll 
cloud dynamics in Figure 7-6).  
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Figure 1-2: Dust storm, Sydney, 21-23 November 2018. Source: 
https://www.news.com.au/national/nsw-act/news/pub-manager-in-remote-nsw-captures-
incredible-dust/news-story/99d33cb7bed0a4faf16c00f3afd080c5. 
 
 
Figure 1-3: Dust storm, Onslow, 8 March 2017. Source: 
https://thewest.com.au/news/pilbara/huge-dust-cloud-captured-rolling-over-pilbara-ng-
b88410059z. 
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1.4. Monitoring of ground-level concentrations 
Various methods have been used to estimate, predict or measure airborne 
contaminant concentrations in order to quantify the population exposure [12]. 
Ambient monitoring using fixed locations provides reliable concentration data, 
often spanning decades. However, monitoring sites may be sparse in regional 
areas because of cost and infrastructure (power, cooling, and security) limitations 
[13, 14] and sited according to population, rather than areas of risk [15]. 
This sparsity in monitoring data is reflected in the publicly available data depicted 
in Figure 1-4 for New South Wales (NSW) across the greater Sydney area 
compared to confidential data for the Pilbara region in Western Australia. The 
Pilbara region is shown in Figure 1-5 and includes Onslow, which is a small town 
situated along the north-west Pilbara coast. The NSW website lists 45 air quality 
monitoring sites of which 17 have hourly long-term archived data that can be 
downloaded (as at July 2019). In contrast, in the Pilbara confidential monitoring 
is conducted in and around Port Hedland (http://www.phicmonitoring.com.au), 
Karratha (http://www.pilbarairon.com/dustmonitoring), and at mining sites 
according to licence conditions. 
Three years (July 2015-2018) of surface concentration data (CO, NO, NO2, PM2.5, 
PM10, SO2, O3) were obtained from the New South Wales (NSW) Office of 
Environment and Heritage (OEH) for the seventeen real-time monitoring sites 
across the greater Sydney region in eastern Australia. Data were also obtained 
from the Australian Nuclear Science and Technology Organisation (ANSTO), for 
five co-located sites over the same monitoring period as the OEH data. The ANSTO 
data were derived from positive matrix factorisation analysis, of PM2.5 samples 
captured on filters over twenty-four hours twice weekly [16]. Port Hedland 
Industrial Council (PHIC) supplied three years of ambient air quality data for the 
study. These three concentration datasets were paired in time with ten-minute 
spectral data from the Himawari-8 geostationary satellite. No other monitoring 
data were available to the study. 
Chapter 1: Introduction  27 
 
Figure 1-4: NSW publicly available monitoring, data.  
Source https://www.environment.nsw.gov.au/aqms/search.htm. 
 
 
Figure 1-5: Pilbara, red dots indicate sources in the National Pollution Inventory 
database and blue circles indicate BOM meteorological monitoring sites. 
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1.5. Study areas 
The Onslow dust storm (Figure 1-3), which occurred during the beginning of the 
thesis, was an ideal opportunity for method development. The Pilbara region 
(Figure 1-5) was initially selected as the study area as it is a dusty environment 
with comparatively low vehicle usage, is profoundly affected by local industry, and 
experiences widespread regional fires and dust storms [17-19]. It is a vast region 
of approximately 1,600 × 400 km2 situated to the north of Western Australia and 
is known for its resource extraction (mining) and pastoral (rangeland) industries. 
Population congregates in the few mining towns of the region. Maximum daytime 
temperatures regularly exceed 50°C and the low rainfall (≤ 350 mm/year) 
contributes to the arid nature of the region [20]. The study area, therefore, 
provided a unique opportunity to study natural dust emissions and resultant 
concentrations in the absence of primary confounding urban sources.  
Port Hedland is a major town along the northern Pilbara coast and is a 
distribution hub for enormous quantities (513 Mt in 2018) [21] of iron ore, and 
other commodities, which are shipped through its port. Port Hedland has an 
extensive long-term air quality monitoring network [22] that identifies frequent 
exceedances of PM national standards, which are often attributed to background 
events [23]. However, there is limited rural monitoring with only one site located 
outside Port Hedland at Yule River, about 20 km inland. This monitoring network 
is maintained by the Port Hedland Industrial Council (PHIC), in conjunction with 
local industry. It consists of eight sites (see Figure 1-6), which monitor at five-
minute intervals for PM2.5, PM10, NO2 and SO2. PM10 is measured at all eight sites, 
PM2.5 is only measured at five sites while NO2 and SO2 are measured at four sites. 
The lack of widely dispersed sites (monitoring sites were collocated on the same 
Himawari-8 “pixel”), minimal PM2.5 monitoring and the lack of ground-level 
speciated particulate matter concentration data for this area made it challenging 
to calibrate (i.e. determine ground level concentration and aerosol speciation from 
the satellite data) using this data. A second study area was therefore chosen, 
which had diverse sites, comprehensive monitoring and speciated aerosol data. 
  
Chapter 1: Introduction  29 
 
Figure 1-6: Port Hedland Industrial Council (PHIC) monitoring network. Source: 
http://www.phicmonitoring.com.au overlayed on Google Earth imagery. 
 
Figure 1-7: Locations of monitoring sites in the greater Sydney region (South East 
Australia), UTM Zone 56S, NSW OEH sites as yellow triangles and joint OEH/ANSTO 
as blue squares. 
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The Greater Sydney region in New South Wales in Eastern Australia was selected 
as the additional study area (Figure 1-4 and Figure 1-7) since the state regulators 
provide hourly historical data of size apportioned particulate matter 
concentrations and meteorological parameters (via their web page) and the 
Australian Nuclear Science and Technology Organisation (ANSTO) provided daily 
speciated particulate data from windblown soil, sea-spray, smoke, secondary 
sulphates, and vehicles. The region is more vegetated than the Pilbara (i.e. less 
contribution from desert dust), has a higher population density (i.e. more 
contribution from urban sources), experiences more fires from prescribed burns, 
and more cloud cover as a consequence of the higher humidity [24]. 
1.6. Dispersion modelling 
Dispersion modelling is used to estimate concentrations at unmonitored locations. 
Dispersion modelling was first proposed by Taylor [25] and has undergone 
numerous revisions to refine the underlying theories and improve predictions 
based on validation studies [26, 27]. The advantage of dispersion modelling is that 
it predicts concentrations at any point, time and from any source within the 
modelling domain, so that health impacts can be inferred at any location, from any 
source (size or composition) or projected forward/back in time [28]. Knowing the 
chemical composition at source, and computing chemical transformations during 
dispersion [29] allows the composition to be determined anywhere within the 
modelling domain [30]. 
Dispersion modelling takes the estimated emission from each source and disperses 
the pollutants according to parameterisations of the prevailing meteorology (wind-
field) [31, 32]. The accuracy of the predicted concentrations and spatial 
distribution of the sources is dependent on correctly identifying and quantifying 
emission sources in a detailed emission inventory [33-36] and not ignoring or 
poorly quantifying, large area sources, such as sporadic fires [37]. Wind field errors 
arise from incorrect internal model parameterisations (e.g. stability class 
coefficients) and meteorological input approximations [36, 38]. Emission errors 
affect concentration (magnitude), while wind field errors predominantly affect the 
position and, to a lesser extent, concentration.  
Chapter 1: Introduction  31 
Although dispersion modelling can, and does, provide regional concentrations, it 
is severely limited by missing or incorrect input data. These errors are apparent 
in the HYSPLIT trajectory analysis (elementary dispersion model showing plume 
movement not concentration) [39] for the Onslow dust storm is depicted in Figure 
1-8. It is apparent that the predominant wind direction, from the sea, collided with 
desert air. However, the specific source location, source parameters (particle size 
and source emission rate (g/s)) and timing are unknown and estimating those 
parameters negatively affects the accuracy and usefulness of a dispersion model. 
There is, therefore, a requirement for a monitoring method that can observe over 
a vast region, at a high spatial and temporal resolution, to quantify rapidly 
changing atmospheric events such as dust storms and smoke from fires. 
 
Figure 1-8: HYSPLIT trajectory frequencies of the Onslow dust storm 8 March 2017. 
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1.7. Air quality remote-sensing fundamentals 
In contrast to dispersion modelling, remote sensing is seen as an increasingly 
valuable tool in determining concentrations over large areas, especially where a 
large sampling grid is impractical because of cost or infrastructure concerns [40, 
41]. Over the past thirty years, there has been substantial growth in the number 
of satellites related to communications, navigation and scientific studies [1, 42-
46]. The spatial resolution of the sensor is primarily linked to the orbit height of 
the satellite and the focal distance. The orbit height determines the size of the 
swath (and temporal resolution), but at the cost of resolution per pixel. For 
example, Landsat-8 has a swath of 185 km but a pixel resolution of 15 m (channel 
dependent) every two weeks [47] in contrast to MODIS with a swath of 2330 km 
and a pixel resolution (channel dependent) of 250 m (to 1 km) updated daily [48]. 
The orbit characteristics of the sensors determines the temporal resolution. Two 
common “flight paths” are used. Polar-orbiting satellites continually rotate around 
the poles, while the rotation of the earth provides much of the sideways 
“movement”. They are usually set to return over a location once a day, e.g. the 
MODIS satellites [48]. In contrast, geostationary satellites attempt to stay over 
the same location and provide rapid updates, e.g. 10 min data from Himawari-8, 
but at the cost of only a portion of the earth being observed [49, 50]. 
A standard camera captures visible light by separating and storing the three 
primary components, or channels, of visible light, namely red, green, and blue. In 
contrast, remote sensing uses more channels to measure a broader portion of the 
electromagnetic spectrum [51]. The number of channels, the width, and the 
frequencies of each channel are determined during the design phase according to 
the scientific objectives of the satellite. Figure 1-9, depicts the extent of the sixteen 
wavelength bands on Himawari-8, at the start of the Onslow dust storm, and the 
similarities between bands are apparent. The first six bands are visible and near-
infrared wavelengths compared to the ten infrared wavelengths (a different false-
colour scheme was used to highlight the IR bands). 
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Figure 1-9: Sixteen wavelength bands (auto scaled) on Himawari-8, depicting the start of the Onslow dust storm. 
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Some satellites, such as SCIAMACHY [52, 53], use a hyperspectral sensor [54] for 
detecting pollution while others seek to record severe weather events using fewer 
channels [55]. Compounds exhibit different absorption and reflectance properties 
at different wavelengths [51, 56] and these characteristic spectra are available in 
databases such as JPL’s Aster spectral library (http://speclib.jpl.nasa.gov) and 
wavelength tables produced by most satellite providers [57]. Table 1-1 details the 
sixteen Himawari bands and typical applications of those bands. 
Table 1-1: Himawari-8 bands and characteristic wavelengths and applications [58]. 
Band Wavelength (µm) Applications Low High Central 
1 0.43 0.48 0.471 vegetation, aerosol 
2 0.5 0.52 0.51 vegetation, aerosol 
3 0.63 0.66 0.639 low cloud, fog 
4 0.85 0.87 0.857 vegetation, aerosol 
5 1.6 1.62 1.61 cloud phase 
6 2.25 2.27 2.257 particle size 
7 3.74 3.96 3.885 low cloud, fog, forest fire 
8 6.06 6.43 6.243 mid and upper-level moisture 
9 6.89 7.01 6.941 mid-level moisture 
10 7.26 7.43 7.347 mid and low-level moisture 
11 8.44 8.76 8.593 cloud phase, SO2 
12 9.54 9.72 9.637 ozone content 
13 10.3 10.6 10.407 cloud top, “clean longwave window” 
14 11.1 11.3 11.24 cloud, sea surface temperature 
15 12.2 12.5 12.381 cloud, sea surface temperature, “dirty longwave window” 
16 13.2 13.4 13.281 cloud top, CO2 
 
Satellite products use this information to determine various computed products 
from multiple channels and/or incorporate data from other sensors to perform 
their calculations [48]. MODIS products are possibly the best known because of 
their long history, as reflected in the recently revised collection six products, ease 
of access, algorithms peer-review process and extensive publication record [48]. Of 
interest to atmospheric scientists are products (as depicted in Figure 1-10) that 
provide information about fire, cloud, meteorological, soil, vegetation and 
pollutants such as ozone, SO2 and aerosols products [1] as these products are 
relevant to determining ground-level concentrations. Figure 1-10 depicts 
latitudinal differences and data gaps due to non-overlapping swaths and cloud,  
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Figure 1-10: MODIS datasets derived from remote sensing over the Himawari-8 observational area for the 8 March 2017. a) Natural 
colour, b) Cloud heights, c) fires, d) Combined 3 km AOD, e) 10 km DB AOD over land, and f) Ångström exponent (related to particle 
size) depicting latitudinal differences and data gaps due to non-overlapping swaths and cloud. 
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1.7.1. Aerosol optical depth (AOD) 
Remote sensing has been beneficial in understanding global aerosol movements of 
large-scale dust events [1] such as the Sydney storm during September 2009 [59]. 
Despite its potential benefits, the general scientific community has been reluctant 
to use remote sensing data to determine atmospheric compositions, citing 
difficulties in accessing, processing, and interpreting the data [1, 60, 61]. The 
potential benefit of remote sensing is demonstrated in Figure 1-11, which shows a 
major fire near Denmark, along the southern coastline of Western Australia which 
contributed to dense smoke being observed in Perth (~400 km to the north). 
The locations of the fires were detected with a resolution of 1 km2 in the MOD14 
thermal anomalies product [46, 62]. However, neither the fire location, nor the 
visible image, nor indeed any other MODIS product directly supplies aerosol 
ground-level concentrations. Aerosol Optical Depth (AOD) MOD04 [48, 63-65] is a 
measure of the extinction of the solar beam by dust and haze which can block 
sunlight by absorbing or scattering light. AOD is a dimensionless number that is 
related to the total amount of aerosol in the vertical column of atmosphere over a 
location. The MODIS AOD product is spatially averaged, to remove cloud 
interferences, and is computed to 100 km2 (collection 5) [63] or 9 km2 (collection 6) 
[48] spatial resolution. 
Figure 1-11 highlights several problems in comparing the true-colour against the 
AOD imagery from MODIS. The observational swath does not cover the globe 
instantaneously, and multiple observations need to be joined together. These joins 
created discontinuities and gaps along the boundaries due to differences in the 
timing of the observations. Cloud masking is especially noticeable over land, and 
the AOD 9 km2 aggregation creates pixelation and a loss of detail in the smoke 
plumes. A lack of temporal resolution creates a disjoint between the smoke plume 
near the source of the fire, and the stagnant plume 500 km to the north, over the 
ocean. While it is probable that the high AOD over the sea arose from the smoke 
plume, there is no definitive smoke trail showing this. Lastly, while the AOD 
plume over the ocean is well defined, the AOD over land is pixelated and poorly 
defined as a plume. 
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Figure 1-11: MODIS visible (left) and Aerosol Optical Depth (right) data from 5th Jan 2014 over South Western Australia. The figure 
shows fires in the south and smoke plume travelling westward and then recrossing the coast to the north over Perth. 
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1.7.2. Dust indexes 
In contrast to AOD which can be used to quantify aerosol quantities, dust indexes 
are often used to determine plume locations. In part, this is due to the difficulties 
experienced with AOD to resolve aerosols from clouds and ground-based soils [66, 
67]. As depicted in Figure 1-9, there are minimal spatial differences between the 
sixteen Himawari bands. The similarities are due to land, sea and clouds 
comprising most of the observation and trace constituents of air pollutants have a 
marginal impact on the overall spectral result. A high-pass filtering method is 
required to increase the spectral differences and decrease common factors to 
enable aerosols to be distinguished from clouds [51, 57, 68-70]. 
A tri-phase dust index uses the different spectral properties of compounds at 
different wavelengths [56, 71]. The EUMETSAT RGB dust product is a false colour 
product obtained by depicting the output from infrared channels in a standard 
RGB image from the 12.4, 10.4 and 8.6 µm infrared channel outputs. Differencing 
of channel outputs (i.e. subtract one channel from another) changes the focus from 
the magnitude of the signal and highlights the cause of the change. This method 
is known as the Infrared Split-Window technique or Brightness Temperature (BT) 
Difference (BTD) when it uses two channels or triple-band when it includes three 
channels [69, 72]. 
Dust index methods typically use a simplified Wen and Rose [73] AOD lookup 
diagram to infer plume mass and average particle size from the BT10.8 µm (x-axis) 
and BTD 10.8-12 µm (y-axis). However, Ackerman (1997) suggests [74] quantifying 
using raw spectra, after atmospheric correction, as the high-pass filtering results 
in insufficient sensitivity for calibration. 
1.7.3. Converting AOD to ground-level 
concentrations 
Although studies show a correlation between AOD and ground-level 
concentrations of PM2.5 [69], these studies are complicated by comparing ground-
level concentration with a total column dimensionless number under the incorrect 
assumption that the ground-level concentration is proportional to the total column 
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concentration. While there is some justification that wind-blown dust may be 
inversely proportional to plume height [75], this is only true under neutral 
meteorological conditions. If the plume was rapidly rising, e.g. a plume from a fire 
or on a hot day), or inversion conditions were present, then the assumption that 
concentration is proportional to the inverse of plume height is not valid, and the 
ground-level fraction of the total column should be determined under those 
meteorological conditions. This fraction is a function of dispersion properties 
namely the particle properties (mass and size), wind speed (horizontal and 
vertical) and the atmospheric turbulence of the plume and surrounding air mass 
(i.e. rising, falling, dispersing) [75]. This fraction is especially crucial in 
understanding ground-level PM2.5 concentration from fires [76, 77] where the ratio 
is complicated by meteorology and emission factors [78]. Backscatter from 
ceilometers has been used to determine the vertical profile [79] as well as multi-
angles satellites such as MISR [80-82]. 
Despite the requirement to determine the plume profile, the literature indicates 
that the majority of studies used linear regression to convert AOD to ground-level 
PM2.5 concentration [3, 41, 83-89]. However, meteorological information may be 
used to refine the regression analysis [2, 90-93], such as the influence of relative 
humidity, which coagulates particles [94] and seasonal influences [95]. 
1.8. Data gaps in monitoring regional air quality 
The preceding sections identified several gaps, from an air quality perspective, in 
the ability to determine regional ground-level speciated particulate matter 
concentrations. Closing these data gaps is vital as elevated concentrations of 
particulate matter (PM) from numerous sources and PM’s prominence in airsheds 
have a detrimental impact on human health. These data gaps (summarised in 
Figure 1-12) are the following: 
1. Limited speciated regional monitoring of ground-level PM concentrations 
from sporadic non-urban sources impacts the ability to determine health 
exposures, as neither magnitude nor composition of impacts is known; 
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2. The spatial extent, temporal duration, and emission parameters to 
quantitate sporadic sources are uncertain or unknown. 
3. Until recently, suitable geostationary satellites were not available to 
provide the required temporal resolution for monitoring air quality and 
methods specific to these satellites should be developed to take advantage 
of the increased temporal resolution available. 
4. The traditional AOD approach, which downscales to 9 km2 pixel averaging, 
and has data gaps from clouds, is too coarse for air quality studies. 
5. Current AOD algorithms using visible data spectra are unsuitable for 
detecting dust events at night or pre-dawn inversion conditions during 
which high concentrations could occur. Near-continuous wavelengths, such 
as infrared, should be used instead to provide these data. 
6. Dust indices focus on detecting an event, not quantifying composition, and 
concentration. Methods should quantify PM concentrations, particle size 
and composition in order that these data can be used to evaluate health 
exposure risks. 
7. Ground-level PM concentrations (GLC) may be unrelated to the total 
column aerosol optical depth (AOD) due to the air stability during air 
quality incidents. 
 
Figure 1-12: Schematic overview of data gaps. 
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1.9. Study aims and contribution 
Air quality monitoring is required to inform on: population exposure (who); 
composition and concentration (what); temporal (when) and spatial (where) 
resolution; and identify the source of incidents (why), as an understanding of 
impacts are a prerequisite to mitigation (how-to). This information is lacking over 
vast regions across the globe which are currently unmonitored. 
This study aimed to address that void by determining whether the availability and 
accuracy of regional ground-level concentrations of PM2.5 and PM10 can be 
improved using ten-minute infrared spectral data from the Himawari satellite. 
The review considered what limitations prevent remote sensing being used as a 
real-time monitor to determine speciated GLCs. The temporal resolution 
requirements were determined to be meteorological not scan time or data size. 
Five optimum dust indices were identified to determine spectral change from 
aerosol GLCs, and these five indices were used to determine aerosol composition 
and concentration and validated against three OEH case studies. 
This work will have global impacts for air quality management in determining PM 
contributions from natural sources in regional areas. It will be useful for air 
quality modellers, who are currently severely limited by input data constraints 
and wind field errors, from accurately predicting PM concentrations in regional 
areas. It will improve the temporal resolution from the current daily (MODIS) and 
hourly (dispersion modelling) to ten minutes. While the newly launched Himawari 
satellite was used for the study, the techniques described could be used with any 
geostationary infrared sensor. 
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2. Thesis Overview 
Climate change-induced drought, across large regions of Australia, has 
contributed to severe dust storms and the loss of soil and vegetation moisture. 
Recent extreme temperatures, combined with vegetation desiccation, has ignited 
wildfires across vast regions of eastern Australia, resulting in destruction of 
property and life. Secondary effects of smoke and dust inhalation, which has 
exacerbated health effects, are poorly measured because of cost and infrastructure 
demands - as monitoring sites are based on population, not geogenic risk areas. 
Speciated ground-level aerosol concentrations are required to understand and 
mitigate health impacts from dust storms, wildfires and other aerosol emissions. 
While remote sensing can help estimate respirable (i.e. ground level) 
concentrations, current observations are restricted by inadequate spatiotemporal 
resolution, uncertainty in aerosol type, particle size, and vertical profile. One key 
issue with current remote sensing datasets is that they are derived from 
reflectances observed by polar orbiting imagers, which means that aerosol is only 
derived during the daytime, and only once or twice per day. 
Remote sensing has the potential to monitor air quality over large domains, but 
the lack of temporal resolution from polar-orbiting satellites, the reliance on day-
time only visible spectra, and coarse-grid spatial averaging methodology has 
resulted in remotely sensed datasets not being suitable to monitor ground-level 
(i.e. respirable) concentrations. However, with recent advances, including sub-
hourly, infrared (IR) observations from geostationary orbit, there is great potential 
to improve ground-based aerosol estimates. In particular, the ten-minute infrared 
geostationary data from the Advanced Himawari Imager (AHI) on Himawari 8, 
may be used to continually observe and quantify dust and smoke events. This 
thesis, therefore, proposes that infrared geostationary data should be used to 
determine ground-level (i.e. respirable) speciated concentrations of air pollutants.  
The format adopted for the manuscript was “thesis by publication”. Chapters three 
to six present published scientific papers, chapter seven presents preliminary 
potential future studies and includes a validation study of three significant aerosol 
events in New South Wales. Chapter eight presents an extended conference 
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abstract which also serves as a summary of the thesis. Finally, a synthesis is 
provided in chapter nine. The following paragraphs provide an overview of the 
content of the published work. 
The thesis topic was inspired by two recent review articles in Atmospheric 
Environment on remote sensing by Duncan et al. [1] and Streets et al. [60]. Duncan 
et al. argued that remote sensing is a mature product and that atmospheric 
scientists should routinely use remote sensing while Streets et al. presented the 
status and limitations of remote sensing to determine aerosol optical depth and 
suggested that polar-orbiting satellites that are reaching the end of their service 
life will be replaced by geostationary satellites. Himawari-8 and GOES-16 (-R 
prelaunch) were launched, in 2015 and 2016 respectively after the review by 
Streets et al., and this presented an ideal opportunity to review the potential of 
geostationary satellites to determine ground-level aerosol concentrations. 
My literature review therefore looked at the deficiencies of current techniques (e.g. 
using AOD, see Figure 1-11). In my review, it was clear that the current AOD 
product does not meet the needs of the air quality community. The temporal and 
spatial resolutions of polar-orbiting satellites are too coarse, the predicted AOD 
over land (especially bright surfaces) is dubious and misses plumes (see Figure 
1-11), the remote-sensing aerosol ‘type’ does not represent aerosol composition, 
and the AOD is fundamentally the wrong metric (a dimensionless, full-column 
property) for describing GLCs needed for health studies. 
My review found that new “second generation” geostationary satellites provide 
excellent temporal resolution (ten-minute) but coarse spatial resolution (2 km). A 
conclusion drawn from the review was that continuous infrared instead of visible 
bands are required to provide continuous monitoring. 
My review further highlighted the following issues: 
1. The lack of temporal resolution has historically constrained the wider 
adoption of remote sensing for atmospheric studies. Therefore, there is a 
need to understand if the temporal resolution requirements are driven by 
chemical transformations, health criteria, hardware (scan time), big-data 
(volume, network, processing) or meteorological (turbulence) drivers. 
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2. Continuous wavelengths (such as IR) are required to quantify sporadic dust 
events throughout the day. AOD methodology has focussed on the stronger 
visible spectra. Recently there has been renewed interest in using dust 
indices for the detection of aerosol events. These dust indices were 
developed previously but, presumably due to the predominance of visible 
AOD studies, limited attention has been paid to determining which IR 
indices are optimal for identifying spectral changes from aerosols, 
prompting an evaluation of BTD, NDDI and RAT. . 
3. There is a need to change the AOD methodology to include infrared 
wavelengths to obtain temporal coverage and following on from the 
identification of suitable indices, a calibration of those indices against 
surface monitored compositional data.  
These three aspects provided the focus for Chapters 4, 5 and 6 of the thesis.  
In Chapter 4 the issue of temporal resolution was examined. Remote sensing of 
surface PM concentrations is, invaluable for regional areas which have limited 
ground-based monitoring. However, there is a lack of research that addresses the 
temporal resolution required for these satellite data. This is highlighted in studies 
which address daily averaged data, yet are unable to detect sporadic dust events, 
or in studies which exclusively use the visible wavelength spectrum, and hence 
are unable to detect events that occur in the evening. In contrast, merely 
increasing observation times leads to excessively large data files and processing. 
In Chapter 4 infrared bands from Himawari-8 were used to determine the speed 
of compositional changes. It was found that compositional change is driven by 
atmospheric turbulence which suggests that five to ten minutes scan times are 
optimal for detecting sporadic effects.  
Having identified suitable IR wavelengths in Chapter 4, the work in Chapter 5 
focused on how these wavelengths can be combined, using different ratio methods 
to develop indices to determine specific air quality events. Specifically, in Chapter 
5 three index types (subtraction, normalised differences, and ratio) were evaluated 
across three types of samples (spectral database of pure soils, potential aerosol 
plumes from a dust storm, and annual variance at a surface monitoring site). The 
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results showed that BTD was marginally better than NDDI at identifying aerosol 
changes and recommended that all ten of the Himawari-8 infrared bands should 
be used with five dual-band combinations to maximise the identification of 
compositional changes. Using the five dual-band indices enhances quantification 
across diverse regions and different aerosol species and was illustrated by 
comparing index differences across the entire Himawari-8 monitoring region. The 
results of this chapter, therefore, improve the ability to identify spectral changes 
from aerosols at a high temporal (ten minutes) and spatial (2 km) resolution. 
In order to understand the efficacy of the indices examined in Chapter 5, they were 
tested against GLCs data. This was done in Chapter 6 where the indices were 
calibrated against surface monitored compositional data using seventeen ground-
level monitoring sites in the greater Sydney region in New South Wales, Australia 
which measured NO, NO2, SO2, PM2.5, PM10, and O3, and this data was augmented 
with positive matrix factorisation aerosol source apportionment data (soil, sea-
spray, smoke, auto, and secondary sulfates) for five collocated sites. 
While it was not the intention to consider gaseous species in this thesis, ground-
level ozone had the highest compositional correlation whilst aerosol speciation 
correlation was weak. It has been suggested by Ackerman (1997) that the BTD 
differencing results in a lack of sensitivity and poor correlation to concentration. 
A pollution index was developed that predicts particle size, humidity and species 
probability and it is suggested that the predicted concentrations should be 
multiplied by the probability derived from the pollution index to reduce the high 
predictions at low probabilities. 
Research is often an iterative process whereby topics arise that require further 
investigation or prompt a refinement of existing findings. In this regard interim 
results are presented in Chapter 7 with limited (or no) evidential data as a prompt 
for further development and potential future research. 
Preliminary validation was conducted using three OEH selected case studies 
(section 7.10) and composite GLC’s of these events are depicted in Figure 7-13, 
Figure 7-17 and the timeseries videos. In contrast, Figure 1-11 depicts the current 
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status of AOD prior to this study and the improvement in spatial resolution, 
treatment of cloud, and composition is apparent.  
The validation studies reflect that water vapour is a strong absorber of infrared 
and consequently atmospheric stability (vertical movement of water vapour), cloud 
height (and phase), and relative humidity are determined with high confidence. 
However, the strong absorption of water vapour negatively impacts the calibration 
of GLCs and therefore it is suggested that the calibration process should be 
repeated according to atmospheric stability and cloud height categorisations. 
Secondly, the validation studies failed to detect plausible plumes from aerosol 
species (soil, sea-spray, smoke, auto, and secondary sulfates) and this was 
attributed to the daily filter analysis and cloud spectral interference. 
The thesis concludes with summary and synthesis chapters. Chapter 8 (as 
presented at the 15th International Conference on Atmospheric Sciences and 
Applications to Air Quality in Kuala Lumpur in Malaysia at the end of October 
2019) summarises the work accomplished during this thesis and highlights 
methods, results, and conclusions. 
The concluding synthesis in Chapter 9 evaluates the study and considered the 
broader significance of the findings. The major finding of this thesis is that all ten 
IR bands should be used with the five BTD indices to optimise the identification 
and quantification of aerosol speciation, particle size, and GLCs. The first 
BTD3.9-6.2µm is a moisture parameter, the second BTD11-12µm is related to particle 
size and the third BTD6.9-7.3µm is related to atmospheric stability. The remaining 
two are potentially related to the oxidation state of the atmosphere (BTD9.6-13µm) 
and sulphates (BTD8.6-10µm). The atmospheric stability parameter is vital in 
calibrating the columnar estimate (AOD equivalent) to GLCs while the absorbed 
moisture and particle size is indicative of source type (chapter 6). This study has 
shown that the availability and accuracy of regional GLCs of PM2.5 and PM10 can 
be improved using ten-minute infrared spectral data from geostationary satellites. 
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3. Literature Review 
Sowden, M., U. Mueller, and D. Blake. 
Review of surface particulate monitoring of dust events using geostationary 
satellite remote sensing. 
Atmospheric Environment, 2018. 183: p. 154-164. 
3.1. Abstract 
The accurate measurements of natural and anthropogenic aerosol particulate 
matter (PM) is important in managing both environmental and health risks; 
however, limited monitoring in regional areas hinders accurate quantification. 
This article provides an overview of the ability of recently launched geostationary 
earth orbit (GEO) satellites, such as GOES-R (North America) and HIMAWARI 
(Asia and Oceania), to provide near real-time ground-level PM concentrations 
(GLCs). The review examines the literature relating to the spatial and temporal 
resolution required by air quality studies, the removal of cloud and surface effects, 
the aerosol inversion problem, and the computation of ground-level concentrations 
rather than columnar aerosol optical depth (AOD). 
Determining surface PM concentrations using remote sensing is complicated by 
differentiating intrinsic aerosol properties (size, shape, composition, and quantity) 
from extrinsic signal intensities, particularly as the number of unknown intrinsic 
parameters exceeds the number of known extrinsic measurements. The review 
confirms that development of GEO satellite products has led to improvements in 
the use of coupled products such as GEOS-CHEM, aerosol types have consolidated 
on model species rather than prior descriptive classifications, and forward 
radiative transfer models have led to a better understanding of predictive spectra 
interdependencies across different aerosol types, despite fewer wavelength bands. 
However, it is apparent that the aerosol inversion problem remains challenging 
because there are limited wavelength bands for characterising localised 
mineralogy. 
The review finds that the frequency of GEO satellite data exceeds the temporal 
resolution required for air quality studies, but the spatial resolution is too coarse 
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for localised air quality studies. Continual monitoring necessitates using the less 
sensitive thermal infra-red bands, which also reduce surface absorption effects. 
However, given the challenges of the aerosol inversion problem and difficulties in 
converting columnar AOD to surface concentrations, the review identifies coupled 
GEO-neural networks as potentially the most viable option for improving 
quantification. 
Keywords: Geostationary Earth Orbiting satellites; Aerosol Optical Depth; 
Particulate Matter; Thermal infra-red; spatiotemporal resolution. 
3.2. Introduction 
Elevated concentrations of airborne particulate matter (PM) are a cause of global 
concern given the associated environmental [96] and human health risks to both 
cardiovascular and respiratory systems [97, 98]. High concentrations can cause 
haze (or smog) to form, which may affect visibility, and soiling via deposition of 
fine material can lead to amenity degradation [99, 100]. Airborne PM 
concentrations are dependent on the magnitude of source emission rates [60, 101] 
whilst the type of emission affects the spatial concentration distribution as a large 
area source typically results in lower concentrations (mass/volume) but may 
impact a wider region (i.e. larger initial volume) that would be the case if it were 
a coherent plume from a point source. Similarly, sources such as industrial stacks 
or hot gas from fires can inject material at a high elevation but with minimal 
initial horizontal variance, and the plume may then be dispersed over large 
distances before being diluted [4, 102, 103]. During the plume dispersion, the 
compounds in the air may undergo chemical [104, 105] (such as photochemical 
reactions) and physical (such as deposition) transformations which alter the 
amount and composition carried in the plume [106-109]. 
Unlike industrial emissions from point sources, which are highly regulated and 
monitored with in-line stack analysers and/or fence-line monitoring, diffuse PM 
area sources present unique challenges in that fugitive emissions and events are 
usually unquantified. A large fire may be monitored due to its potential danger 
and damage to life and property, but the secondary effects of smoke from fires are 
seldom documented regarding magnitude, frequency, and spatial extent. 
Chapter 3: Review          Atmospheric Environment 183 (2018) 153-164  49 
Similarly, significant fugitive emissions of PM arise from the movement of people 
[110], biomass burning [111-113], wind erosion [114-116], and volcanic events 
[101, 117]. Whilst modern technology and regulations can force reductions of 
industrial emissions; fugitive emissions are challenging to monitor and manage. 
As such, fugitive emissions require indirect mitigation strategies to reduce 
impacts such as the use of controlled burning to reduce fuel loads [118] and 
creating windbreaks to reduce wind speed dependent dust erosion [119]. 
Elevated concentrations coupled with the difficulty in managing these emissions 
have led to a need to understand the impacts and consequences of these emissions. 
PM health studies [97, 120] predominantly characterised health impacts in terms 
of particle size [111, 121-123], but more recent studies document the role of PM 
composition on health impacts [124, 125]. Contemporary research is unanimous 
that these health effects are critically dependent on both particle size and 
composition [98, 126, 127]. It is therefore imperative not only to determine total 
PM concentration or apportion to size fractions (i.e. PM10 and PM2.5), but to 
quantify and fully classify the source by particle size, composition and/or source 
type (i.e. biomass burning, wind erosion, sea -salt, volcanic, urban etc.) [125] so 
that the full impact of elevated concentrations can be determined. 
These impacts need to be quantified using monitoring, modelling and/or 
estimation techniques [2, 116]. Dedicated surface-based monitors are preferred for 
their accuracy and temporal resolution [128], but cost and infrastructure 
requirements limit the number and distribution of surface monitors. It is 
impractical and costly to continually monitor for all pollutants across large regions 
at the fine monitoring scale needed by air quality studies. Most monitoring is 
performed in populated urban areas as this maximises cover per capita and urban 
areas have the necessary infrastructure to support the monitoring. However, 
fugitive dust sources such as wildfires and dust storms regularly occur in regional 
areas as these areas have the necessary biomass or bare exposed soil to support 
emissions from large area sources and these sources, therefore, have the potential 
to influence air quality on local regional populations and impact regional air 
quality. 
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Quantification at a local level will minimise confounding chemical and physical 
plume dispersion effects in determining source emissions which make it 
challenging to quantify emissions further downwind from the sources. These 
dispersion effects arise from changes in wind direction and wind speed along the 
plume’s path, which result in the monitored concentration depending on plume 
age and path. Regional-scale quantification considers the cumulative frequency 
and spatial extent of long-range transported events, particularly where this 
impacts populated urban areas [129], and global scale quantification determines 
the impact an event has on background concentration levels. 
Where monitors are not available, mathematical tools such as dispersion 
modelling [100, 104, 130, 131], neural networks [50, 116, 132] and statistical 
procedures such as source apportionment [133] methods can model impacts. 
However, these calculation methods have higher uncertainties than direct 
monitoring due to approximations and input assumptions inherent to the chosen 
model [106]. Increasingly, remote sensing has been used as a surrogate method to 
determine aerosol concentrations [2, 4, 93, 134]. The advantages of remote sensing 
are that it can monitor a wide area simultaneously, does not require an emissions 
inventory [135], and does not need a dense monitoring network to determine 
concentrations. Indeed, in many areas of the world, including regional Australia, 
remote sensing offers the only potential alternative to understanding and 
estimating the surface concentration of PM2.5 and PM10 where direct monitoring 
is not available [129, 131, 136]. Where direct monitoring or emission inventories 
are available, remote sensing using the latest geostationary satellites can 
augment these data, improving the temporal resolution to ten minutes, and 
emission factors can be constrained based on aerosol optical density [137]. This 
was demonstrated in an Italian study which used 686 surface PM10 monitors to 
refine the spatial concentration estimates [137]. 
Launching and placing heavy equipment in space is both difficult and costly. As a 
result, polar-orbiting, low earth orbit (LEO) satellites were initially favoured for 
remote sensing [45, 138, 139]. The MODerate-resolution Imaging Spectro-
radiometer (MODIS) instrument is an example of a LEO satellite that has 
supplied daily data for two decades, utilising extensively peer-reviewed algorithms 
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[48]. Older LEO satellites [140] are now being decommissioned, whilst “second 
generation” new satellites at higher geostationary earth orbits (GEO) are being 
deployed in greater numbers. A list of currently orbiting GEO satellites is provided 
in Table 3-1.  
Table 3-1: Current Earth Observational GEO satellites (excluding military, 
communications, and GPS satellites). Source: Union of Concerned Scientists Satellite 
Database https://www.ucsusa.org/nuclear-weapons/space-weapons/satellite-database. 
Name of Satellite, Alternate Names Longitude 
(degrees) 
Launched 
(year) 
GOCI/COMS-1 (Communication, Ocean, and 
Meteorological Satellite; Cheollian) 
128 2010 
Electro-L1 (GOMS 2 [Geostationary Operational 
Meteorological Satellite 2] 
76 2011 
Electro-L2  77.8 2015 
Fengyun 2D (FY-2D) 86.51 2006 
Fengyun 2E (FY-2E) 123.59 2008 
Fengyun 2F (FY-2F) 105 2012 
Fengyun 2G (FY 2G) 0 2014 
Gaofen 4 105.5 2015 
GOES 13 (Geostationary Operational Environmental 
Satellite, GOES-N) 
-75 2006 
GOES 14 (Geostationary Operational Environmental 
Satellite, GOES-O) 
-104.41 2009 
GOES 15 (Geostationary Operational Environmental 
Satellite, GOES-P) 
-135 2010 
GOES 16 (Geostationary Operational Environmental 
Satellite GOES-R) 
-75 2016 
Himawari 8 140 2014 
Himawari 9 140 2016 
INSAT 3A (Indian National Satellite) 93.53 2003 
INSAT 3D (Indian National Satellite) 82 2013 
INSAT 3DR (Indian National Satellite) 74 2016 
Kalpana-1 (Metsat-1) 74.07 2002 
SEVIRI/Meteosat 10 (MSGalaxy-3,MSG 3) 0 2012 
SEVIRI/Meteosat 11 (MSG 4) 0 2015 
SEVIRI/Meteosat 8 (MSGalaxy-1, MSG-1) 41.5 2002 
SEVIRI/Meteosat 9 (MSGalaxy-2, MSG 2) -0.02 2005 
MTSAT-2 (Multi-Functional Transport Satellite) 145.06 2006 
 
GEO satellites rotate at the speed of the earth and thereby generate a continuous 
view of one hemisphere of the earth [141-143], in contrast to LEO satellites which 
return overhead once per orbit cycle. Because these GEO satellites stay over a 
fixed point and the temporal resolution is dependent on sensor technology rather 
than orbit periodicity this results in continuous data acquisition rates for all 
Chapter 3: Review          Atmospheric Environment 183 (2018) 153-164  52 
locations. However, the enhanced temporal resolution comes at the cost of reduced 
spatial resolution because of the higher orbit. Furthermore, the curvature of the 
earth restricts useful retrievals to a 120-degree arc, making GEO data unsuitable 
for polar and other high latitude studies. GEO satellites such as Himawari-8 (Asia 
and Oceania) [144-146] and GOES-R (North America) [147], typify the sub-hourly 
data with half the spatial resolution of MODIS. 
Numerous research articles and reviews of aerosol remote sensing have considered 
history, platforms, orbits, the theory of scattering (Rayleigh and Mia) and 
adsorption (infra-red) in detail [60, 148, 149]. Considerable success of a qualitative 
nature (depicting the plume spatially and temporally) has been achieved to verify 
emissions inventory changes [150], study large-scale long-range transport events 
(LRT) [105, 115] and short-term exceptional events (i.e. fires and volcanoes) [145, 
151]. Whilst fires are significant for the frequency of events, volcanoes are 
significant in terms of the size of emissions. Fire agencies routinely use fire 
detection methods to estimate resultant emissions [152] and track the movement 
of fire and smoke using remote sensing data [145]. Similarly, recent volcanic 
eruptions have resulted in a refinement of plume detection methodology and 
improved understanding of the vertical plume structure. Passive scattering, with 
the Multi-angle Imaging Spectro-radiometer (MISR) [115, 153], and active laser 
back-scattering using the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite 
Observations (CALIPSO) [154] instruments have been used to determine the 
vertical profile. AERONET and other ground-based sun photometers have 
provided method validation over large regions [155, 156]. Aerosol Optical Depth 
(AOD) measurements have been integrated with Chemical Transport Models 
(CTM) [100, 104, 131], Bayesian analysis [120, 157] or neural networks [158] to 
improve the identification of background events and assist quantification. 
Whilst remote sensing of particulate matter is a suitable tool for qualitative 
analysis (spatial and temporal) to identify dust events, there are significant 
problems that limit quantification [60, 148, 149]. These limitations arise from poor 
temporal resolution, inadequate background AOD determination, circular 
assumptions in the aerosol inversion model and vertical parameterisations of the 
dust plume. Of these limitations, the circular assumptions of the aerosol model 
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are the most significant. The aerosol inversion problems are a consequence of 
deriving solutions with more unknown intrinsic aerosol properties (size, shape, 
composition, refractive index) from known extrinsic scattering and absorption 
properties [45, 159, 160]. The inversion retrieval is constrained to aerosol types 
included in the lookup table, and the accuracy of the retrieval is dependent on the 
degree of independence in the spectral patterns (signatures), per aerosol type, 
which is further complicated by poorer spectral resolution on GEO satellites. 
This literature review was undertaken to examine the limitations in remote 
sensing of ground-level particulate matter concentrations and the quantification 
challenges. The review sought to determine which of the methodology changes 
maximise the benefits from the enhanced temporal resolution of the GEO data. A 
“Web of Science” search for all review articles containing the topics aerosol and 
remote sensing shows that the number of review articles peaked in 2012/3 but that 
there has been a steady growth in the number of citations, indicative of a 
potentially greater acceptance of remote sensing. 
The literature that was reviewed focussed on the derivation of surface 
concentrations of particulate matter using GEO data rather than the more 
commonly reported, aerosol optical depth remote sensing product, as it is the 
surface concentrations that directly affect health, not the total column parameter. 
The review has considered the large-scale movement of aerosols from fugitive dust 
sources (such as fires, dust storms, and volcanoes) rather than localised industrial 
sources which typically affect one or two neighbouring pixels. Fugitive sources are 
generated over large areas and are widely dispersed but less represented in sparse 
surface-based monitoring. The review has identified changes that occurred since 
Street’s 2013 review (i.e. from 2014), during which both Himawari (July 2015) and 
GOES-R (Dec 2016) satellites were launched, in order to narrow down and identify 
progress and/or current trends in the methodology. The review ignores case-
studies that simply use existing AOD product data without contributing additional 
information to the resolution of quantification challenges, nor does it replicate 
extensive historical theoretical frameworks which are discussed in other recent 
reviews [60, 148, 149]. 
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3.3. Challenges and Emerging Solutions 
3.3.1. Spatial and Temporal Resolution 
One of the biggest criticisms of polar-orbiting satellites (such as MODIS), from an 
air quality perspective, is that they supply a single instantaneous measurement 
and not a period average [48]. Although numerous researchers have compared 
AOD to daily average concentrations [2], AOD reflects a short-term, temporal 
monitoring, gathered once a day, for the few seconds that the satellite was flying 
overhead. Apart from the temporal bias of comparing dissimilar timescales 
(seconds against hourly and daily monitoring), short-term events such as fires may 
be inactive during the satellite overpass, or clouds may obscure the scene, leading 
to the event being missed during the satellite overpass [104, 152, 161-163]. 
Whilst health and regulatory considerations include daily and annually-averaged 
concentrations of particulate matter [164], hourly (or sub-hourly) measurements 
are required to understand the transport and concentration of particulate matter 
from short-term significant events such as fires and dust storms. It has been 
shown experimentally [165], and proven theoretically [166], that turbulence drives 
air dispersion. Turbulence, therefore, determines the spatial and temporal scales 
required for monitoring and the spatial resolution and timing of samples should 
be dependent on average wind speeds to ensure that the plume movement between 
pixels can be detected in the monitored period. This supports the findings of 
health-related studies which suggest that a spatial resolution of about one 
kilometre and a temporal resolution of an hour are the minimum requirements for 
monitoring atmospheric events [167, 168]. Second generation GEO satellites such 
as SEVIRI (15 min, 3 km) [169], GOCI (hourly, 500 m (NIR)) [170], Himawari-8 
(10 min, 2 km) [144] and GOES-R (15 min, 2 km) [171] meet the hourly and sub-
hourly requirements overcoming the previous temporal resolution restriction of 
LEO satellites albeit with a reduction in spatial resolution. 
Most case studies using GEO data take advantage of the enhanced temporal 
resolution, which implies a higher probability of cloud-free measurements and 
fewer missed events. These studies do not utilise the motion of the aerosols but 
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simply subtract a static background [172]. Aerosols, carried by turbulent air, 
implies motion as gravity will cause deposition of particulate matter under calm 
conditions [173, 174]. Therefore, motion detection methods including frame 
differences and tracking moving objects can be used to improve aerosol movement 
detection and quantification [175], and this has been demonstrated by some neural 
network solutions [116, 158]. Similarly, consistency tests can identify clouds and 
aerosols using the spatial differences in the homogeneity (i.e. standard deviation) 
across neighbouring pixels as clouds are patchier than an aerosol plume [176]. In 
the Infrared Differential Dust Index (IDDI) method the minimum reflectance over 
the chosen time period is subtracted from the current reflectance and so highlights 
areas of change (movement) [50]. As most pixels do not change between frames 
there is a significant reduction in the number of background pixels which are 
masked out if they have not changed between frames. The IDDI methodology has 
been used for time periods of three days [177], unspecified “days” [69], fortnights 
[50] and months [178]; however, there is no agreement on the choice of the correct 
timespan for the differentiation. 
Whilst GEO satellites improve the temporal resolution, this is at a marginal cost 
to spatial resolution as evidenced by the latest GEO satellites such as Himawari-
8 (10 min, 2 km) [144] and GOES-R (15 min, 2 km) [171]. To address what spatial 
resolution is required for GEO data the question is rephrased to consider how far 
a low wind speed would move an individual “puff” within a plume to be discernible 
either along the plume boundary (i.e. edge detection) or to a pixel with a different 
concentration within the plume (i.e. dispersion). For both cases, it is assumed that 
the concentration remains above detectable limits. A low wind speed of 1 m/s 
would disperse a plume/puff 600 m over ten minutes, and this is, therefore, the 
minimum spatial resolution required to detect a plume at this wind-speed. This is 
three times the spatial resolution of Himawari’s infra-red spectral bands and 
double that of the visible and near infra-red bands. In an attempt to improve the 
spatial resolution of GEO data various mathematical treatments have been used. 
The greater spatial resolution of LEO (MODIS) satellites was used to refine GEO 
data in multi-satellite studies by determining a daily sub-grid calibration from the 
MODIS data and applying the sub-grid scale factors to the GEO data [138, 179]. 
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This is not ideal as it assumes that the spatial calibration is not temporally 
dependent, which is not the case where an aerosol plume moves across an area. 
Other studies have demonstrated the ability to enhance the spatial scale of the 
infra-red channels by scaling the data using higher resolved visible and near infra-
red (NIR) data during daylight hours [145, 180]. This can yield satisfactory results 
during daylight hours where there is a strong correlation between the higher 
resolved visible or near infra-red data and the infra-red data. This is similar to a 
method of detecting fire locations at sub-pixel resolution by applying a 
deconvolution filter that is reliant on the wavelength-dependent decrease in fire 
radiance power across neighbouring pixels [180]. 
Whilst there is potential to improve the spatial resolution using correlated 
channels of higher resolution, they cannot improve the spatial resolution during 
the night or across uncorrelated channels. Spatial averaging techniques such as 
Kriging may be able to double the perceived spatial resolution but do not yield 
further spatial improvements [181] as they cannot improve the detection of a 
plume which is unresolved in the original data. 
Therefore, these studies show that the temporal resolution of GEO data is a 
substantial improvement over polar-orbiting satellites and is better than the 
hourly resolution from most dispersion models and is comparable to the temporal 
resolution of most on-line analytical instruments [168]. Unfortunately, this is at a 
marginal cost in spatial resolution, which is adequate for global and regional 
studies but too coarse for local studies. The ideal spatial resolution for local studies 
requires an order of magnitude improvement to be comparable to the resolution of 
dispersion model studies [106]. In contrast to the Meteosat, Himawari and GOES 
series of satellites, China’s Gaofen-4 satellite claims an order of magnitude 
improvement in spatial (50m VIS and 400m IR) and temporal resolution 
(1 minute) [182]. The spatial and temporal resolution required for air quality 
studies is a fundamental aspect of remote sensing that has not received sufficient 
attention in the literature. 
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3.3.2. Background (i.e. zero) AOD 
Determining Aerosol Optical Depth (AOD) from scattered reflectance and 
absorption temperatures uses Beer’s law to integrate the extinction coefficients 
across the vertical column [149]. The determination of the integral from the 
surface to the top of the plume requires the surface extinction coefficients (i.e. 
background AOD) to be known or determined. Determining background AOD from 
scattering of electromagnetic energy in the visible part of the spectrum is 
complicated by reflective backgrounds such as roofs, bright reflective mineral 
sands in deserts and even the presence or absence of vegetation cover. Different 
algorithms are used to account for these reflective backgrounds. They depend on 
the nature of the surface background such as dark target (DT) algorithm [183] 
over the ocean, dark target algorithm over vegetation and deep blue (DB) 
algorithm [65] over bright land surfaces such as deserts [48]. In addition to 
MODIS, there are multiple sensors and satellites, each with slight differences in 
how AOD is calculated [61]. The retrieval of aerosol properties from these systems 
is impacted by cloud, surface, and molecular effects. These impacts must be 
accounted for before the aerosol properties can be determined. 
To account for the variances in reflective backgrounds across an area, the surface 
reflectance has traditionally been averaged spatially when determining 
background AOD, for example, the MODIS algorithms average across 10x10 km2 
(at nadir) (collection 5) or 3x3 km2 (at nadir) (collection 6) [48]. However, both 
these spatial resolutions are inadequate for monitoring air quality events which 
require approximately a 0.6x0.6 km2 resolution, based on the time for a 1 m/s wind 
speed event to cross a pixel. The spatial resolution of the MODIS AOD product has 
been improved using the MAIAC algorithm which uses temporal changes to 
improve the spatial resolution [184] and the SARA algorithm which uses the 
resolution of the raw reflectances (500 m) and data from the AERONET surface-
based AOD monitoring to refine the spatial resolution. 
In addition to difficulties in determining background AOD from the surface 
variability, clouds may obscure the surface reflectance. This severely constrains 
the usefulness of AOD scattering methods to determine aerosol movement on a 
Chapter 3: Review          Atmospheric Environment 183 (2018) 153-164  58 
global basis – especially in cloudy, tropical regions – as it leads to masked (i.e. 
unmeasurable) pixels where significant clouds are present, or the surface is not 
sufficiently homogeneous [136]. The high temporal volume of GEO data can reduce 
cloud masking by using the minimum temporal reflectance across longer time 
frames with the IDDI method. IDDI only requires a single cloud-free period (per 
pixel) during the longer timeframe and does not average across pixels, thus 
preserving the full pixel resolution with fewer masked events [185, 186]. An 
implicit assumption in the IDDI approach is that the period compared should have 
minimal surface reflectance changes (i.e. exclude seasonal effects) and it is thus 
suited for comparison across days rather than weeks or months.  
The radiation energy received by a satellite sensor is inversely related to the 
wavelength and therefore scattering in the visible spectrum is more sensitive to 
changes in particle composition and size than absorption at thermal infrared 
wavelengths [56, 151]. Similarly, scattering effects from different surface 
backgrounds are more problematic than absorption in determining background 
AOD. Despite these problems, using the enhanced sensitivity of scattered 
reflectance is preferred to absorption when determining AOD. However, with the 
rapid temporal updates, there is a requirement to use wavelengths that are 
continually available (such as infra-red absorption) and not restricted to daylight 
hours. Therefore, GEO methods may need to use a combination of daytime 
scattering and infra-red absorption at night to maximise both signal strength and 
data availability. The NASA/NOAA products favour scattering using visible 
wavelengths to derive AOD estimates as used by MODIS [48, 65, 183], newer 
sensors such as VIIRS [187], GOES-R GEO satellites [188] and future missions 
using TEMPO [189]. In contrast, the EUMETSAT methods [50, 68, 143, 180] used 
by Meteosat and Himawari use thermal infrared bands to identify aerosol plumes 
and a lookup table to convert AOD to plume mass and average particle size [73]. 
The high temporal volume of data from GEO satellites allows a cloud-free 
background to be determined, which enables the determination of AOD from 
remote sensing data. The relative signal intensities at different wavelengths allow 
the aerosol type to be determined. 
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3.3.3. Aerosol Model Inversion Problem 
The main limitation of using current AOD calculations to determine surface 
particulate matter concentrations is not the lack of temporal resolution, which is 
overcome using GEO data, nor the determination of background AOD but the 
choice of the aerosol model [141]. Atmospheric concentrations and the spatial 
distribution of particulate matter depend on the emission of new particles, the 
dispersion, chemical transformation, and physical removal of those particles [60]. 
Knowing the intrinsic properties of aerosols (size, shape, composition, and 
refractive indices) allows determination of the extrinsic spectral properties 
(radiance and brightness temperature) with a radiative transfer model [56, 190]. 
The cumulative effect of the substrate (e.g. soil type, vegetation type, barren rock, 
urban), moisture (e.g. sea, snow, ice, cloud, liquid, vapour) gaseous and particulate 
matter determine the total spectral property which can be calculated at each 
wavelength [191, 192]. 
Whilst the theoretical framework for calculating extrinsic optical properties from 
intrinsic source specific properties is well understood, it is not always possible to 
calculate the reverse [54]. Remote sensing methods use inversion techniques to 
solve the inverse of the radiative transfer equations in determining aerosol optical 
depth, particle composition, size, and number. These inversion equations cannot 
be solved explicitly as there are more unknown intrinsic aerosol properties than 
known extrinsic measurable parameters. This is worsened by GEO satellites with 
limited spectral resolution (for instance MODIS has 36 spectral bands compared 
to the Spinning Enhanced Visible and Infrared Imager (SEVIRI) with 12 bands) 
[143, 180]. An aerosol model assumes a fixed set of intrinsic aerosol properties 
(size, composition, humidity) and extrinsic radiances/absorption are calculated for 
each wavelength band. These extrinsic and intrinsic properties are used to 
populate a lookup table of aerosol properties [193, 194]. The most probable aerosol 
type, AOD and particle size (intrinsic) are determined using the best match 
spectral approximations (extrinsic) from the lookup table, and particle number (or 
concentration) is calculated based on signal intensity [195]. However, the 
inversion method introduces circular assumptions as the accuracy of the solution 
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is dependent on correctly including localised aerosol types and particle sizes [196] 
in global datasets. 
The most significant recent contribution to knowledge in the field has been 
refinements to the aerosol model’s lookup tables in preparation for the launch of 
new GEO satellites by pseudo-AOD datasets generation [99]. Radiative transfer 
(RT) model outputs were compared as part of the Modern Era Retrospective-
analysis for Research and Applications Aerosol Reanalysis (MERRAero) which 
compared 16 RT models [102] against each other. Results suggest that 
assimilation of AOD data tends to improve the PM2.5 temporal variability (i.e. 
temporal correlation) but cannot correct systematic errors in surface 
concentrations (i.e. spatial correlation or over/under predicting). The authors note 
that systemic errors were due to inadequate aerosol optical properties, missing 
species, and/or deficiencies in aerosol vertical structure [197]. Closure studies 
compared four aerosol models (NASA Global Modelling Initiative, GEOS-Chem v9, 
baseline GEOS-Chem with radiative transfer calculations (GC-RT), and the 
Optical Properties of Aerosol and Clouds (OPAC) package [190] with data gathered 
during the 2008 Arctic Research of the Composition of the Troposphere from 
Aircraft and Satellites (ARCTAS) campaign. These studies found significant 
differences (10-23%) between the four models, which were attributed to 
assumptions concerning fixed size distributions, external mixture assumptions 
and refractive indices used in the models [198]. 
Improvements to the RT models have encouraged aerosol classification changes 
from the vague “strongly absorbing” [48] and “non-spherical” [177] to more 
meaningful GEOS-CHEM species of dust, namely black carbon, other carbon, sea 
salt, sulphate and urban [135, 179]. These classification changes considered the 
natural abundance of particulate species [199]. Whilst the GEOS-CHEM (and 
similar) model species do not by themselves result in detailed chemical compound 
classifications, the refined species definition is a better source classification 
scheme [200] and by including local speciation effects (different mineral 
compositions for instance) [123] could allow the generation of more regionally 
specific, compound and size, lookup tables. 
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Comparative radiative transfer studies have highlighted that it is important to 
understand and optimise the inversion process and in this regard, a Jacobian error 
matrix approach (i.e. optimising a matrix of first-order derivatives instead of 
signal intensity against explicit aerosol parameters) that supplies a measure of 
uncertainty and quantification of the inversion process has been proposed [171]. 
The authors suggest that their study “should be viewed as the starting point for 
the development of a framework for objective assessment of aerosol information 
content for any real or synthetic measurements and that further development of 
particle scattering codes for non-spherical particles is essential, especially for 
large particles that are difficult to handle with current implementations of 
[radiative transfer] theory.” 
In tandem with, or possibly as a result of the errors in the uncertainty model 
approach, research has focussed on a dust index approach [73] using generic 
aerosol model lookup tables. This has used single spectra (0.550 µm or 11 µm) 
[201], double band brightness temperature reduction (BTR) (3.7 µm -11µm) [151, 
177], triple band BTR (12 µm -11 µm, 4 µm -11 µm or 9 µm -11 µm) [116, 202], four 
BTR bands (10.3 µm –11.3 µm, 11.5 µm –12.5 µm, 6.5 µm –7.0 µm, 3.5 µm –4.0 
µm) [201], ratio of NIR/Red [145] and IDDI methodologies [177] using simple cloud 
masking ratios. These dust index methodologies could be described as a 
rudimentary supervised classification scheme, based on expert knowledge of 
predominant spectral characteristics [203]. 
However, these dust index products are dependent on the intensity of an event, so 
the identification of a minor dust storm which relies on the temperature 
differences between the land surface and the cooler aerosols may be missed (i.e. 
BTR < detection threshold) [114, 161]. Dust storms can influence ambient surface 
temperatures by shielding the sun’s energy from reaching the surface, thereby 
influencing the AOD/BTR relationship [123], and moisture effects need to be 
properly accounted for in the lookup table [151] to correct the non-linearity in the 
AOT/BTR relationship for cooler BTR thresholds. 
Given the uncertainty of the inverse aerosol model retrievals and influences of 
external parameters such as humidity, temperature, topography, cloud cover, 
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cloud optical depth, local mineralogy and size parameters on the AOD/GLCs 
relationship, several studies have suggested using neural networks [105, 116, 158] 
or Bayesian studies [120] to improve the inverse aerosol retrievals. These 
multivariate, non-linear, and non-parametric approaches have been used in data 
assimilation of incompatible timescales (daily and hourly) or different satellite 
products of varying spatial resolution. However, whilst these methods can identify 
hidden nodes or relationships in the data, they are computationally expensive for 
large, near-real-time rapidly updating datasets unless the classification steps are 
predetermined during the initial training phase for the region [204]. 
Quantifying AOD and determining aerosol type remains an ongoing challenge in 
determining GLCs. However, despite the ongoing uncertainties related to 
quantifying AOD, the spatiotemporal qualitative aspects are one of the successes 
of remote sensing. Relative increases and/or decreases in AOD indicate sources 
and sinks of particulate matter [193, 205], verify emission rate changes [206], 
justify control strategies [207] and help understand the diurnal and annual 
transportation of aerosols both from local sources and long-range transport [179, 
208]. Whilst knowing the columnar AOD is important, ground-level pollution is an 
important parameter from a human health and management perspective. 
3.3.4. Vertical Profiles 
Surface visibility has been used as a proxy for GLCs of particulate matter [99, 
177], but where neither visibility nor concentration is measured, there is a need 
to extrapolate AOD to GLCs using mathematical methods. The methods may 
include simple linear approximation or multiple regression taking into 
consideration secondary effects such as hygroscopic and meteorological 
parameters [80, 209]. However, these approaches assume a well-mixed, steady-
state plume which results in a predictable smooth Gaussian-plume vertical 
relationship where the concentration at different altitudes is correlated to ground 
level PM concentration [80]. Dispersion modelling studies show that a well-mixed 
neutral state (i.e. plume buoyance determined by adiabatic lapse rate) occurs half 
of the time where there is a moderate to high amount of cloud cover and wind 
speeds greater than 3 m/s at night or 5 m/s during the day) [210]. If the plume is 
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rising rapidly (e.g. near source, or from fires or volcanoes), or if temperature 
inversion conditions are present, then the assumption of well-mixed neutral 
plumes is invalid. Temperature inversions and increased wind speeds, leading to 
heightened dust-lift-off, are an indication of non-neutral weather conditions that 
commonly occur during dust storms [114]. Where plume stratification occurs from 
high wind-speeds trapping the plume in layers, or inversion conditions trap a 
plume below the mixing layer, or if the plume rises rapidly, the vertical 
distribution of the plume may be significantly non-Gaussian, and AOD may be 
uncorrelated to GLCs as detailed in some LRT dust studies [105]. 
Various methods exist for determining the vertical profile of the plume. Dispersion 
modelling can produce satisfactory results, but the accuracy of the vertical 
concentration profile depends on determining the correct meteorological profile for 
the model, which may lead to high uncertainties. Several studies have considered 
using Lidar backscattering from the CALIPSO satellite or forward multi-angular 
remote sensing methods such as from the MISR satellite [84, 106, 114]. However, 
both CALIPSO and MISR have reduced temporal and spatial resolution, and a 
hybrid approach is therefore common, where the dispersion model’s vertical profile 
is constrained using limited satellite-derived approximations. 
Hybrid methodologies have been noted as an emerging technology in the recent 
literature. Initially, a dispersion model such as CMAQ [205] or CAMx [163] was 
coupled to an independent meteorological model such as WRF [147] and AOD 
input data was used to constrain the dispersion model. However, with the advent 
of the GEOS-CHEM and HYSPLIT [179] models, meteorological fields are now 
obtained and processed directly from NCAR reanalysis files by the dispersion 
model, eliminating the separate pre-processing step [211, 212]. In a typical coupled 
modelling scenario, an emissions inventory is estimated and constrained by AOD 
data, in order to generate consistent surface concentrations taking into 
consideration the modelled mixing height and concentration at multiple internal 
heights. This is done by using the magnitude and spatial distribution of the AOD 
as initial emission input to a dispersion model and then rescaling the emissions to 
ensure a best match of the predicted AOD from the coupled model against the 
satellite-derived AOD data [137]. Studies have demonstrated that best results are 
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obtained by matching the model’s grid resolution and internal time-steps to the 
underlying AOD spatiotemporal resolution and the need to understand the overall 
accuracy of the coupled methods [104]. 
3.3.5. Validation/Accuracy 
It is vital that improvements to the methodology are developed to enhance 
accuracy. The current accuracy of the regression method (AOD to GLCs) is 
estimated to be twenty percent and the uncertainty of the aerosol model 
(wavelength signal intensity to AOD) is estimated to be thirty percent [108, 114]. 
However, researchers caution that the regression coefficients are not transferable 
to other regions and the true uncertainty could be an order of magnitude higher if 
assumptions in the aerosol model are not taken into consideration [108, 114]. This 
has been clearly demonstrated in validation studies that have compared multiple 
satellite products across an area and significant disagreements between them 
were ascribed to uncertainties in the aerosol retrieval properties of mass, size, and 
composition [148]. 
The Jacobian error matrix approach discussed earlier allows the uncertainty of 
the aerosol’s model output to be directly quantified, which can aid in optimizing 
the matrix solution by testing alternative aerosol types and/or wavelengths. The 
uncertainty associated with converting aerosol radiation to ground level 
concentrations is reduced by the matrix optimised solution which requires using a 
chemical transport model (CTM), driven by assimilated meteorology and verified 
against observations to simulate radiative impacts and surface concentrations. It 
is critical for an accurate evaluation of aerosol concentrations and impacts that 
the matching of observations and simulations accounts for the timeframe 
differences between instantaneous satellite measurements and hourly dispersion 
predictions or daily measured concentrations in the comparisons between 
measured and predicted concentrations [213]. 
Most validation studies have used descriptive statistics to compare AOD-derived 
GLCs to ground-based measurements. Common statistical tools used to assess the 
accuracy of the method include Pearson’s correlation coefficient I and the Root 
Mean Squared Error (RMSE) [5, 93]. However, this approach neglects the 
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statistical assessment of spatial (between pixels) and temporal (within time) 
accuracy [171], i.e., it does not clarify whether the variability in space and time is 
included in the descriptive statistics for each field or parameter being compared. 
This issue is evident in a recent study which compared surface PM2.5 and PM10 
concentrations and particle size ratios from four different countries (Israel, Italy, 
France, and the United States (California and NE-USA)), against collocated sun-
photometer AERONET measurements and AOD products derived from MODIS 
Dark Target Collection 06 algorithm and the MultiAngle Implementation of 
Atmospheric Correction (MAIAC) algorithm [214]. Sorek-Hamer et al. (2016) 
concluded that there was a poor correlation between predicted and measured 
concentrations and apart from a slight seasonal bias were unable to account for 
the poor correlation. Despite having data from many sites, they restricted their 
spatial analysis to amalgamating across the five regions. Taylor diagrams have 
compared measured concentrations (or AOD) with monitored data and 
correlations across multiple sites have been evaluated to determine if algorithm 
improvements have led to improved correlations [201] in describing temporal 
variability at monitoring sites. Similarly, Maximum Covariance Analysis has been 
used to compare monthly spatial variances between different satellite products 
and ground-based measurements and these variances were depicted graphically 
[4]. What is lacking are statistical tools that combine the spatial, temporal, and 
field (or parameter) variability in one diagram. 
Whilst AERONET sites are well distributed about the globe, there remain many 
locations without monitored data where it is impossible to determine if the aerosol 
retrieval has made reasonable choices, either for pixel selection, cloud screening, 
aerosol model type or surface reflectance assumptions [215]. If the spatiotemporal 
variability at monitoring sites is poorly defined, this is amplified when aerosol 
model uncertainty must be included in the assessment of the overall accuracy of 
the predicted GLCs. 
3.3.6. Emerging solutions 
One of the perceived problems with working with remote sensing is the difficulty 
of finding suitable products, downloading large files, and converting those files 
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into meaningful data in a suitable format [1]. Web-based graphical interface tools 
(such as those presented in Table 1 of Mhawish et al.) are gaining popularity as a 
means of rapidly screening and acquiring data [61]. 
Whilst these tools are excellent for routine screening, more intensive 
investigations may require the use of raw data files. Increasing standardisation 
on the netCDF (ver. 4) standard has seen the proliferation of simple command-line 
tools such as the University of California’s netCDF Operators (NCO) and the Max-
Planck’s Climate Data Operators (CDO) [216]. Both tools allow easy data 
manipulation. A secondary benefit of the standardisation is the development of 
improved visualisation software, such as Paraview [217], which use the netCDF 
data standard and are preconfigured to take advantage of supercomputers. 
However, the biggest change, in computing AOD, has come about with the 
development of the Meteosat/SEVIRI AOD algorithms. The Meteosat series of 
satellites has led the development of GEO satellites methodologies as reflected in 
Table 3-1 and Table 3-2. Table 3-2 describes recent literature which specifically 
considered the derivation of AOD and GLCs, rather than simple lookup of 
products. These studies show that the NASA/NOAA products predominantly 
determine AOD using scattering of visible wavelengths as demonstrated across a 
range of current and future satellite platforms including MODIS [48, 65, 183], 
VIIRS [187], GOES-R [188] and future planned satellites such at TEMPO [189]. 
In contrast to NASA, EUMETSAT methods favour using thermal infrared bands 
to identify and quantify aerosol plumes using thermal infra-red to determine a 
dust index [50, 68, 143, 180].
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Table 3-2: Recent literature describing GEO aerosol algorithms. 
Satellite/Sensor 
(Reference, Year) 
Title Source types Algorithm/comments 
GOES-R [171] A numerical testbed for remote sensing of 
aerosols, and its demonstration for evaluating 
retrieval synergy from a geostationary 
satellite constellation of GEO-CAPE and 
GOES-R 
Unspecified 
lookup table 
Scattering 
SEVIRI [218] Retrieval of Aerosol Optical Depth from 
Optimal Interpolation Approach Applied to 
SEVIRI Data 
Mineral dust, sea 
salt, particulate 
sulphates (SO4) 
and smoke 
AOD from 0.6 µm & 1.6 µm. 
Uses scattering 
Describes algorithms 
Compare to AERONET 
SEVIRI [143] The identification and tracking of volcanic ash 
using the Meteosat Second Generation (MSG) 
Spinning Enhanced Visible and Infrared 
Imager (SEVIRI) 
Volcanic ash RGB dust index using Red (12-10.8 µm), 
Green (10.8-8.7 µm), and Blue (10.8 µm) 
SEVIRI [169] Comparisons of aerosol optical depth provided 
by SEVIRI satellite observations and CAMx 
air quality modelling 
CAMx aerosol 
model species 
AOD (0.6 µm) 
Top of Atmosphere reflectance, corrections. 
Compare to AERONET 
SEVIRI [205] LSA SAF Meteosat FRP products - Part 2: 
Evaluation and demonstration for use in the 
Copernicus Atmosphere Monitoring Service 
(CAMS) 
Wildfires Heat of combustion proportional to amount 
being burnt not vegetation type. 
Uses MIR, NIR, burnt areas 
SEVIRI [151] Improved space borne detection of volcanic 
ash for real-time monitoring using 3-Band 
method 
Volcanic ash RGB dust index 
Displays thermal BTR spectra for common 
aerosols 
Compare to Mie theory 
Himawari-8 [145] Development of a Multi-Spatial Resolution 
Approach to the Surveillance of Active Fire 
Lines Using Himawari-8 
Wildfires Multispectral, Red, MIR & TIR 
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Himawari-8 [146] Data Assimilation of Himawari-8 Aerosol 
Observations: Asian Dust Forecast in June 
2015 
Asian Dust AOD from 470, 510 and 640 µm 
Himawari-8 [144] Aerosol data assimilation using data from 
Himawari-8, a next-generation geostationary 
meteorological satellite 
Not stated, total 
AOD 
Used AOD from visible (0.47, 0.51, and 0.64 
µm) and near-infrared (0.86 µm) 
INSAT [177] Dust Aerosol Optical Depth Retrieval and 
Dust Storm Detection for Xinjiang Region 
Using Indian National Satellite Observations 
Dust storm Suggests not spectral but dust index (BTD & 
IDDI) to identify aerosol 
Included spectral graphs 
BTD detects event (by threshold exceedance) 
but not related to intensity. 
Compared to AERONET 
AOD from 1.6 µm 
Himawari-8 [219] Deriving Hourly PM2.5 Concentrations from 
Himawari-8 AODs over Beijing-Tianjin-Hebei 
in China 
Urban regions AOD (500 nm) & AE from Himawari-8 
compared to AERONET sites. 
Use statistical model with inputs of relative 
humidity, boundary height, NDVI (surface 
categories) and topography (DEM) 
SEVIRI [220] North Africa and Saudi Arabia Day/Night 
Sandstorm Survey (NASCube) 
Sandstorms NASCube compared to DB + AERONET  
pseudo-true colour day and night 
10-day minimum 
Wide spectral range 0.6, 0.8, 1.6, 3.9, 8.7, 9.7, 
10.8, and 12.0 µm 
RGB (12-10.8. 10.8-8.7, 10.8) 
AOD (12-10.8) 
TEMPO [189] Tropospheric emissions: Monitoring of 
pollution (TEMPO) 
Wide range of 
pollutants 
Vis & UV wavelengths 
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3.4. Conclusions 
This review has highlighted the challenges faced with determining GLCs from 
remote sensing data. Because of these challenges, atmospheric scientists have in 
the past not fully utilised remote sensing to routinely determine GLCs [1]. GEO is 
a significant step forward in supplying highly resolved data that satisfy the 
temporal requirements for sub-hourly data. It goes beyond the hourly resolution 
of most dispersion models supplying sub-hourly data that allow aerosol and cloud 
dynamics to be investigated with almost near-real-time capabilities for the first 
time. Spatially the infra-red resolution is slightly coarse (Himawari 2 km) for 
localised studies, but adequate for regional and global studies. Kriging algorithms 
could potentially refine the continuous representation of the discrete observations 
in the spatial scale to be similar to local dispersion model studies, but this only 
produces a smoothed estimate and does not improve the underlying spatial 
resolution. 
Currently, AOD methods utilise the enhanced temporal resolution of GEO data to 
obtain a cloud-free measurement and increase the analysis frequency. Methods 
that use the additional information supplied by the rate of change are notably 
absent and should be developed. The aerosol model supplies the concentration 
vector; the rate of change of this vector presumably determines the rate at which 
material is added, removed, or chemically transformed in the plume, and the 
second derivative determines if the plume is in an equilibrium state (i.e. stable 
constant emission) or an active source/sink. Analysis of these rate of change 
variables should allow for a better understanding of emissions and resulting 
chemical and physical transformations even if the underlying aerosol inversion 
model contains assumptions. However, the extent to which particle emission 
changes are reflected in satellite data is severely constrained by the resolution of 
the data [61]. The spatial resolution determines if the plume is discernible against 
background concentrations and if the plume spans multiple pixels or is fully 
contained within one pixel. The temporal resolution determines if the underlying 
chemical and physical changes can be discernible with the data frequency, for 
example, rapid photochemical reactions may be faster than the rate of data 
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updates. The data resolution (or sensitivity) determines the concentration changes 
that are detectable; for instance, Himawari-8 has a brightness temperature 
resolution of 1/16 Kelvin or 1/1024 of scaled radiance (based on personal inspection 
of the data). The spectral sensitivity is impacted by the width and number of 
bands: this determines what species can be identified. For instance, a 
hyperspectral instrument can determine targeted organic compounds while the 
broad bands of GEO satellites are limited to compound classes such as black 
carbon [221]. 
Understanding the error matrix of aerosol models is vital, and this should become 
routine instead of the lookup table of current methods. At a minimum, this will 
encourage the use of more than merely two or three-band methodologies in the 
development of dust indices and instead utilise all wavelength bands measured by 
the satellite to better determine the aerosol type. Given the rapid near real-time 
availability of the data, processing should at most take half the data rate, allowing 
the balance of time for slower data transfers. This implies that processing of all 
data products has at most five minutes to complete and this may involve 
approximations rather than exact solutions.  
It is unlikely that GEO aerosol remote sensing will provide a complete standalone 
solution and in this, we agree with Hoff and Christopher: so long as the number of 
intrinsic properties to solve is greater than the number of reactive wavelengths, 
the circular assumptions of an aerosol model imply that quantification remains an 
approximation. It is highly probable that hybrid methods of neural networks, 
Bayesian probabilities and coupled CTM models such as GEOS-CHEM will 
continue to be developed and improved. However, the time constraints of near real-
time modelling make a fully coupled CTM unlikely and favour the pre-processing 
of existing data from statistical neural network models into enhanced dust index 
products that take into consideration local mineralogy and particle size 
distributions, resolve the vertical profile and account for moisture and other 
external effects. 
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4. Temporal resolution 
Sowden, M., U. Mueller, and D. Blake. 
What temporal resolution is required for remote sensing of regional aerosol 
concentrations using the Himawari-8 geostationary satellite. 
Atmospheric Environment, 2019: 216: p. 116914 
4.1. Abstract 
Few studies have directly addressed the question of what temporal resolution is 
required for air quality studies using geostationary remote sensing data. If 
timescales are too large, there is a risk that events affecting air quality may be 
missed; and if too small, there is a possibility that large data files may be processed 
frequently, at significant computing cost and potentially without concomitant 
improvements in the monitoring of air quality. The problem is particularly 
significant in sparsely populated regional areas such as the Pilbara in Western 
Australia, where air quality issues arising from a range of events, dispersed over 
a vast area, increase the risk of environmental health and ecosystems impacts and 
where the use of conventional monitoring is impractical. 
This study aimed to establish an optimum temporal sampling interval for air 
quality studies using geostationary data and determine the impact of different 
timescales on ground level concentrations. The study was based on an analysis of 
Himawari-8 satellite data relating to a dust storm within a roll cloud which 
occurred near Onslow in Western Australia on 8 March 2017. Data from the 
Himawari-8 satellite were obtained from the Australian Bureau of Meteorology 
relating to the event and were used to: (1) assess the probability of a satellite 
overpass coinciding with the event; (2) determine scale factors of different time 
periods during the event; and (3) undertake an analysis of event duration using 
remote sensing data. 
The analysis identified numerous sub-phases of the dust event, each lasting 
between 30 and 50 minutes. Data analysis considered all thermal infrared bands 
and Taylor plot analysis reduced the ten wavelength bands to six independent 
bands. Principal component analysis of brightness temperature difference between 
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these six bands identified the rate of aerosol compositional change and established 
that an optimal geostationary sampling frequency of five to ten minutes would be 
required to quantify these temporal changes effectively. 
Keywords: temporal resolution, geostationary, particulate matter, brightness 
temperature difference, Himawari-8. 
4.2. Introduction 
Remote sensing is appealing as a method to estimate concentrations over a vast 
region due to its spatial coverage, but it has been limited in the past by the single 
daily snapshot from polar-orbiting satellites which can miss events and not be 
representative of daily average concentrations [222]. Remote sensing satellites 
supply data used for air quality metrics at various spatial and temporal scales. 
Polar-orbiting satellites provide periodic measurements (e.g. MODIS once per day 
[48]) while second-generation geostationary earth orbiting (GEO) satellites such 
as SEVIRI [169], GOCI [170], Himawari-8 [144] and GOES-R [171] supply hourly 
and sub-hourly data. Aerosol Optical Depth (AOD) [48, 63-65] is one such air 
quality metric and is a measure of the extinction of electromagnetic radiation by 
dust and haze which can absorb or scatter light [223]. AOD is dimensionless and 
is related to the total amount of aerosol in the vertical column of atmosphere over 
a location. AOD measurements have been extrapolated to surface concentrations 
[3, 41, 84-87, 89] and compared with daily surface measured average 
concentrations [2]. Apart from the temporal bias of comparing different timescales 
(seconds against hourly and daily monitoring), short-term events such as fires and 
inversion weather conditions may be inactive during infrequent satellite 
observations, or clouds may obscure the scene, leading to the event being missed 
[104, 152, 161-163]. Low-cost monitors have been used to assess the spatiotemporal 
variability of aerosols in cities [224, 225]. These inter-day PM2.5 spatiotemporal 
variations in concentrations have been confirmed in monitored data from 31 
Chinese cities [226] and regional hourly AOD measurements using Himawari-8 
[227]. These rapid fluctuations in air pollution concentration levels have been 
ascribed to changing meteorological conditions which affect all emission sources 
[228]. 
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The temporal resolution of GEO satellites is a substantial improvement over polar-
orbiting satellites and the hourly resolution of most dispersion models [28]. The 
temporal resolution of GEO satellites is comparable to most real-time land-based 
monitoring instruments [168] and has improved over time, as evidenced by the 
progression of GEO satellites from GOCI (hourly) [170], SEVIRI (15 min) [169], 
GEOS-R [58] ,and Himawari-8 (10 min) [144]. Himawari can supply finer 
resolution temporal data with 2.5-minute updates during severe weather events 
over a smaller targeted region [229], while China’s Gaofen-4 satellite has a 
temporal resolution of one minute [182] over the entire domain. 
Despite the improvement in the temporal resolution of GEO satellites, few studies 
have directly addressed the question of what temporal resolution is optimal for air 
quality studies using geostationary remote sensing data. If the time intervals are 
too large an event may be missed. Conversely, if they are too short, they may affect 
computing resources, such as larger files and central processing utilisation. 
Similarly, studies that only consider daytime impacts, using visible spectra [227], 
will miss dust events that occur at night and early morning inversion conditions. 
Addressing the timescale requirements of remote sensing for air quality estimates 
of aerosol species and concentration requires an understanding of both the 
fundamental drivers of air quality change and an estimation of how aerosol change 
drives, remotely-sensed, spectral changes [222, 230]. 
Particulate Matter Air Quality 
PM composition is dependent on the source; for example, desert dust is principally 
crustal but may include biological material [231] while smoke from wildfires [232] 
is chiefly organic (combustion by-products) but may include inorganic compounds 
in the fly-ash. The composition of PM at any moment may be influenced by multiple 
source emissions (e.g. sea-spray, wind erosion, industry) resulting in a complex mix 
of compounds, and these compositional changes must, therefore, be analysed 
separately. 
In regional areas, the contribution made by sources such as fires and dust storms 
is uncertain. The number of sources (e.g. fires) and the scale over which emissions 
occur may result in substantial PM emissions which may be transported vast 
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distances and affect air quality in areas far removed from the source [233]. Hourly 
(or sub-hourly) measurements are required to understand the transport, 
dispersion and resulting PM concentrations from significant short-term events 
where the exposure (concentration) is sporadic but severe in magnitude. For 
example, a dust storm usually lasts less than a day while a fire may change its 
path in minutes yet have a total duration of days to weeks. 
The concentration differences between short and long-term timescales are 
primarily related to the changes in wind speed, direction, and emission strength. 
Decomposing the wind spectrum into frequencies determined that the primary 
factors driving wind change are short-term wind-gusts (lasting between one second 
and five minutes), the diurnal cycle (24-hours) and the passage of fronts (about 
four days) [165]. Wind gusts cause air turbulence, and this turbulence drives air 
quality events [32, 166]. In contrast, laminar wind flow occurs at longer wind 
frequencies (hourly to daily) and these wind frequencies have low variability [165]. 
The optimum monitoring interval is therefore expected to be on the cusp of the 
turbulent zone, i.e. five to ten minutes, for air quality events to achieve 
reproducible results and yet also be fast enough to detect those events. Despite this 
known variability of the daily diurnal cycle, the accredited PM sampling method 
[167, 168] draws a predetermined volume of air through a filter using a size-
selective inlet and captures the total mass on the filter throughout a day (i.e. a 24-
hour average). In contrast, electronic monitors, such as Beta attenuation monitors, 
usually record hourly or sub-hourly data. Given the temporal nature of dust events, 
it is vital that monitoring timescales be taken into consideration when comparing 
monitoring results. Health-related studies suggest that the minimum 
requirements for monitoring atmospheric events are a spatial resolution one 
kilometre and a temporal resolution of an hour [167, 168]. 
Remote sensing of PM 
The limitation of a single daily snapshot from polar-orbiting satellites has been 
overcome by the rapid data updates from geostationary satellites [227, 234]. The 
primary function of these geostationary satellites is to supply weather-related 
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data, but as the weather is a strong driver of concentration [166], geostationary 
satellites may also be ideal for determining GLCs [234]. 
Remote sensing has been used to monitor GLCs using both visible wavelengths 
(detecting scattering) and infrared wavelengths (detecting thermal radiation) 
[234]. Clouds impact the aerosol analysis (Levy et al., 2013) using reflectance 
methods, and the strong water-vapour absorption affects the thermal infrared 
portion of the electromagnetic spectrum (Schmidt et al., 2016; She et al., 2018). 
Methods to monitor GLCs based on visible wavelengths yield stronger responses 
as reflected energy is greater than thermal vibrational energy. Scattering is 
inversely proportional to the incident wavelength raised to a power (dependent on 
particle size), and there is, therefore, minimal scattering observed at thermal 
infrared wavelengths [61, 235]. However, thermal infrared allows for continuous 
monitoring (i.e. 24 hours a day) while scattering by visible light requires direct 
light from the sun [234] (i.e. daytime only). In addition, using thermal infrared 
increases the number of potential wavelength bands from six to ten, which may 
improve the ability to determine composition from satellite data. Thermal infrared 
absorption is computed as the brightness temperature (BT) by the satellite sensor 
[229, 236]. 
Traditional AOD methods rely on spectral signatures to determine speciation 
[234]. However, the spectral properties of stationary surface soil and aerosol from 
wind-blown eroded soils are similar, as they have similar mineralogy. The lower 
mass density of the aerosol means that lateral heat loss is not compensated for by 
heating from other nearby particles, and this results in slight thermal differences 
between aerosol particles and surface soil [237-239] which can be used to quantify 
aerosol plume concentrations. 
Most of the BT measurements relate to land and sea surfaces, which predominate 
(across the study region), rather than clouds and aerosols which are of short 
duration and limited in spatial extent. A method is required that highlights the 
aerosol rather than the land/sea BT change. Brightness temperature difference 
(BTD) between two thermal infrared wavelengths (λ) (i.e. BTλ1 - BTλ2) [6, 234] is a 
simple high-pass filtering method that enhances the differences between two 
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similar wavelength bands while minimising commonality between two 
wavelengths. For a satellite with N bands, there are N!/2!(N-2)! or N(N-1)/2 
potential dual-band BTD combinations. Himawari-8 has ten infrared bands, and 
therefore there are 45 possible BTD combinations. Temporal implications must be 
considered in efforts to better understand air quality events, by using a wider 
spectrum of wavelengths, and obtaining continual coverage - rather than a single 
daily measurement. 
4.3. Methodology 
4.3.1. Study design 
This study set out to investigate the optimum temporal sampling interval using 
GEO data from Himawari-8 and surface PM concentration data from the Port 
Hedland region in Western Australia. A rare meteorological event of a dust storm 
within a roll cloud was used as a case study. The incident included an onshore wind 
(diurnal event) - which brought in maritime air, and a subsequent wind reversal 
(diurnal event) - which generated crustal aerosols. The air mass containing crustal 
aerosols, blowing offshore, then collided with fresh maritime air which led to the 
dust storm and roll cloud (rare event) and subsequent rainstorm (regular event). 
This storm was, therefore, a composite event and, although rare in its severity and 
formation of the roll cloud, was an outcome of regular, daily, air mass movements. 
The first phase of the study considered the probability of a polar-orbiting satellite 
overpass coinciding with dust events, i.e. how well does the instantaneous 
measurement reflect the daily concentration variability? The second phase 
investigated if monitoring for one time period can be used to predict for a different 
period, i.e. is it feasible to extrapolate an instantaneous measurement to a daily 
average? Lastly, the duration of each sub-phase of the dust storm was determined 
to identify the rate of compositional change using geostationary remote sensing 
data. 
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4.3.2. Data 
Surface PM10 concentration data 
The effect timescales have on concentration was investigated using ten-minute 
surface PM10 monitoring data from July 2016 to July 2017 for six sites in and near 
Port Hedland in the Pilbara region in the north-west of Australia. The Pilbara is a 
large arid regional area spanning approximately 1,600 × 400 km2, known for its 
resource extraction (mining) and pastoral (rangeland) industries. The Pilbara was 
selected as a case study as the environment is dusty with comparatively low vehicle 
usage and is profoundly affected by local industry and experiences widespread 
regional fires and dust storms [17-19]. In addition to the storm that occurred 
during the case study, Port Hedland experiences on average 54 cloudy days per 
annum (http://www.bom.gov.au/climate/averages/tables/cw_004032.shtml). 
Data for these six surface monitoring sites were obtained from the Port Hedland 
Industrial Council (PHIC), and the location of these monitoring sites are depicted 
on the PHIC website (http://www.phicmonitoring.com.au/). Of the six PM10 
monitoring sites, Yule River (YUL) is the most remote. The airport site managed 
by the Bureau of Meteorology (BOM) is located some distance away from port 
operations while the other four sites are affected by port operations. Preference 
was given to analysing the monitored PM concentrations from remote sites, as 
previous studies have demonstrated that local sources would dominate 
concentrations from monitoring sites located within Port Hedland [18, 19, 23, 240]. 
Himawari-8 data 
Raw data files of all ten thermal infrared bands from the Himawari-8 satellite were 
obtained from the Australian Bureau of Meteorology (BOM) for the period from 
July 2016 to July 2017. These data files were cropped to the study domain and 
analysed using the climate data operators (CDO) [216]. Table 4-1 lists the 
wavelength bounds for each band [57, 229, 236], the central wavelength for each 
band (from the metadata), and typical applications for each band [57, 58, 145, 234, 
241]. Specifically, the literature indicates that bands 8 (6.2 µm), 9 (6.9 µm), and 10 
(7.3 µm) are characteristic of strong water vapour bands [57, 58, 241]. This water 
vapour may be in the form of clouds or may be an indication of the water content 
Chapter 4: Time          Atmospheric Environment  216 (2019) 116914  78 
of an aerosol plume. Bands 13 (10.4 µm), 14 (11.2 µm), and 15 (12.4 µm) have been 
associated with aerosol plumes [234, 242]. The remaining bands may indicate 
chemical composition as band 7 (3.9 µm) has been associated with fires (potentially 
CO2) [152, 243], band 11 (8.6 µm) with SO2 [67, 244], band 12 (9.6 µm) with O3 [58, 
245] and band 16 (13.3 µm) with sea surface temperature, clouds (potentially 
water) [57, 241] and CO2 [58]. 
Table 4-1: Himawari-8 bands and characteristic wavelengths. 
  Wavelength (µm)   
Ba
nd 
Low High Centra
l  
Applications 
1 0.43 0.48 0.471 vegetation, aerosol 
2 0.50 0.52 0.510 vegetation, aerosol 
3 0.63 0.66 0.639 low cloud, fog 
4 0.85 0.87 0.857 vegetation, aerosol 
5 1.60 1.62 1.610 cloud phase 
6 2.25 2.27 2.257 particle size 
7 3.74 3.96 3.885 low cloud, fog, forest fire 
8 6.06 6.43 6.243 mid and upper-level moisture 
9 6.89 7.01 6.941 mid-level moisture 
10 7.26 7.43 7.347 mid and low-level moisture 
11 8.44 8.76 8.593 cloud phase, SO2 
12 9.54 9.72 9.637 ozone content 
13 10.30 10.60 10.407 cloud top, “clean longwave window” 
14 11.10 11.30 11.240 cloud, sea surface temperature 
15 12.20 12.50 12.381 cloud, sea surface temperature, “dirty longwave 
window” 
16 13.20 13.40 13.281 cloud top, CO2 
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4.3.3. Determining the probability of a satellite 
overpass coinciding with a dust event 
The ratio of the maximum and daily ten-minute concentrations of the PHIC 
surface data was calculated, and the frequency distribution of the resulting ratios 
was determined. A concentration ratio was calculated to preserve confidentiality 
by depicting relative, not absolute concentrations. This ratio provides a means for 
identifying if a dust event occurred during the day, as a dust event would have 
higher concentrations than background levels (i.e. scale ratio greater than one). 
For this study, it was assumed that a dust event day had a ratio greater than two 
(based on the mean of the analysis). 
The cumulative frequency distribution of the ratios was calculated for the BOM 
and Yule River sites a) using all the data and b) by restricting the analysis to 
match Terra and Aqua’s (MODIS) overpass times of approximately 10:30 and 
13:30 respectively. The difference between these six curves (2 sites x 3 overpasses 
(all, 10:30, 13:30)) indicated low or high measurements at the time of the overpass 
in relation to the daily average. The difference in the cumulative frequency 
between the three curves (per site) reflects the temporal bias of 
over/underdetermination and indicates the proportion of dust events detected at 
the fixed satellite overpass times. Ignoring issues of sensitivity, the probability of 
a satellite detecting an event (i.e. the probability of a satellite being overhead at 
the time of a dust event) is related to the number of measurements and the 
duration of an event. 
4.3.4. Scale factors for different time periods 
Scale factors are needed where monitoring data are reported for a period (e.g. 
instantaneous MODIS overpass), and an estimate is required for another period 
(e.g. daily). Similarly, there is a need to extrapolate hourly dispersion modelling 
to estimate short term (3-10 minute) odour estimates [246, 247]. Variability in 
emission source strength and changing meteorological dispersion parameters 
imply that measurements from a rapidly varying dust event monitored and 
recorded for ten-minute, hourly, or daily values will be different to measurements 
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recorded as an instantaneous snapshot and these differences may not be directly 
related to the duration of measurements. 
Scale factors for varying time periods were calculated using the formula from 
dispersion modelling guidelines of Ci/C0= (t0/ti)0.2 for scaling between different time 
periods (where C is concentration, t is time, and the subscript 0 and i are the two 
time-periods of interest) [246, 247]. Centred moving averages were calculated 
instead of period averages, to keep the number of data points constant between 
the different statistics (i.e. 24 x hourly, 1 x daily or a constant 144 moving ten-
minute averages irrespective of the period). To investigate if the conversion is 
universally applicable, exponents were calculated for time ratios to scale from ten-
minute data to 20 minutes, 30 minutes, an hour, and a day. 
4.3.5. Analysis of event duration using remote 
sensing data 
The brightness temperature (BT) changes across the region were used to 
determine the duration of a dust event which impacted Onslow in Western 
Australia on 8 March 2017 [248]. Given the sparseness and limited monitoring of 
the region, there are few records of such storms, and social media photographs and 
secondary sources such as newspapers are currently the most widely available 
sources of information. Brightness temperature histograms across the region were 
calculated using band seven (3.9 µm) of the Himawari-8 satellite for each 
observation period across the day of the incident and the following day (for 
comparison). Band seven was used as it had the greatest range (i.e. sensitivity) to 
BT changes across the day and region [58]. A temperature-time distribution was 
calculated from the histograms where the counts of temperature (y-axis) for each 
time interval (x-axis) was displayed as a colour-coded distribution. 
Intensity changes across multiple wavelength bands, rather than just a single 
wavelength band, were used to identify compositional changes during the event as 
different compounds exhibit different spectral properties. Taylor diagrams [249] 
were used to identify where a change in one band correlated with a change in 
another band, i.e. indicative of the same compound (correlated) or different 
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compounds (weaker correlation). Identifying compositional change (changing 
spectral responses) thereby enables event duration to be determined rather than 
concentration change (changing intensity). 
Taylor diagrams are radial plots and depict standard deviation, correlation, and 
root mean square error (RMSE) on one diagram. Taylor diagrams allow easy visual 
comparisons from the clustering based on the commonality of standard deviation, 
correlation, and RMSE. Taylor diagrams were constructed relative to each of the 
ten infrared bands to check the existence of any clusters and to identify redundant 
wavelengths. The data were further analysed via high-pass filtering and PCA. 
Most of the BT measurements relate to sea and land surface temperatures as they 
predominate across the region with clouds and aerosols being outliers in the 
temperature-time distribution plot calculated earlier in this section (Figure 4-4). 
High-pass filtering using brightness temperature difference (BTD) between bands 
11 (8.6 µm) and 7 (3.9 µm), i.e. BTD(8.6-3.9µm), was applied across the region over the 
two days to highlight aerosols and minimise commonality (i.e. sea and land) 
between the two wavelengths.  
BTD wavelength combinations chosen from the Taylor analysis were analysed via 
PCA. The data were standardised by subtracting the mean and dividing by the 
standard deviation before undertaking the PCA analysis to give equal weight to 
the six BTD combinations. Paraview virtualisation software [217] was used to 
normalise the data, determine the weightings of the first principal component and 
visualise the results. For each satellite observation, the principal component 
weighting was determined. 
4.4. Results 
4.4.1. Probability of satellite overpass coinciding 
with a dust event 
A histogram of the ratio of the daily maximum to the daily average was plotted for 
all six air monitoring locations across the year and is shown in Figure 4-1. The 
most rural location (YUL) had less of a discrepancy in PM10 concentrations 
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between the maximum and average than the other five sites. The mean ratio 
across all six sites was 2.69. 
The cumulative frequency distribution of the scale ratio (Figure 4-2) shows that 
for a sizable portion of the data (~15 %) the ratio was greater than four. Figure 4-2 
also demonstrates that at YUL 95 % of the instantaneous concentrations at the 
time of the MODIS overpasses, were lower than the daily average concentrations 
(i.e. scale ratio of one) compared to 70 % at BOM. This can be ascribed to the 
influence of wind speed on the concentrations. Night-time temperature gradients 
were weaker than daytime temperature gradients, and as a result, higher wind 
speeds were more probable in the daytime, leading to more favourable dispersion 
conditions and lower concentrations during the day at the time of the overpasses 
(10:30 and 13:30). 
A dust event was deemed to have occurred if concentrations exceeded twice the 
background (i.e. a scale ratio of 2) – a conservative assumption given the “limit of 
detection” as three times background. This classification ascribed the probability, 
expressed as a percentage, of a dust event occurring sometime during the day as 
80 % (100-20 %), at the BOM site (from Figure 4-2). In contrast, the probability of 
detecting a dust event at 10:30 or 13:30 was less than four percent (100-97 %) 
(conservatively rounded up). Therefore, it can be concluded that MODIS (using 
both Terra and Aqua sensors) will detect a sporadic event such as a fire or wind-
blown dust from eroded areas in less than eight percent of cases. Furthermore, an 
average event duration can be crudely estimated as the probability of the ten-
minute data (80 %) divided by the probability of the 10:30 (or 13:30) data (4 %) (i.e. 
the number of “events” a day) multiplied by the monitoring period (ten minutes). 
Therefore, this method estimates that elevated concentrations from a dust event 
are recorded for about three hours (80 %/4 % x 10 minutes) at a surface monitor 
before the wind changes direction, or the event ends. Given this short temporal 
span, the probability of MODIS detecting an event is unlikely as it is estimated at 
only four percent per overpass. 
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Figure 4-1: Frequency distribution of the 
ratios of maximum (ten-minute) and daily 
average PM10 concentrations at five 
monitoring sites near Port Hedland. 
 
Figure 4-2: Cumulative frequency of the 
daily PM10 scale ratio (ten-
minute/average) and during MODIS 
overpass times at two sites (BOM and 
YUL). 
4.4.2. Scale factors of different time periods 
The natural logarithm of the average concentration ratios divided by the time ratio 
was plotted against the time ratio (plotted on a log scale), and the results are 
displayed in Figure 4-3 for four time-ratios (2, 3, 6 and 24). The results show that 
at longer time ratios the factor is site-specific, but averages to 0.2. In contrast, 
there is less site-specific variability at shorter time ratios but for a much smaller 
exponent of about 0.05. Thus, the equation does not hold, and the results imply 
that instantaneous concentrations from dust events cannot be used to predict 
average concentrations over longer periods (and vice-versa) with a constant 
exponent. 
 
Figure 4-3: Exponent for converting between averaging time-periods. 
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4.4.3. Analysis of event duration using remote 
sensing data 
The temperature-time distribution of the BT measurements for band seven (3.9 
µm) was calculated for the two days and is displayed in Figure 4-4a. For 
comparison, the surface monitored temperature at the BOM site is given in Figure 
4-4b. The frequency distribution of the BT (y-axis) for each time-interval (x-axis) 
is presented as a colour-coded frequency (depicted as counts) for all points across 
the region. The graph shows that most of the observed temperatures were from 
the diurnally fluctuating surface temperature (mostly depicted as orange and red) 
and the stable sea temperature (mostly depicted as magenta), which together (i.e. 
greater than 560 counts) account for 83 % of the measured data. The result was as 
expected as the region had few clouds (as verified by MODIS cloud imagery) and 
isolated aerosol plumes during the two days despite the severe but localised dust 
event. Therefore, the background or “noise” in the temperature-time distribution 
graph depicts typical diurnal sea and land temperature changes (83 %) and the 
small variances from the background (17 %) were due to localised temperature 
effects such as clouds, tidal sea-level changes, active fire hot spots, and aerosol 
plumes. 
  
Figure 4-4: a) Brightness temperature (band 7) vs. time and b) surface temperature at 
BOM on the 8th and 9th March 2017. 
These “outliers” (17%) in the BT data, therefore, reflect the radiometric signal of 
interest. Rapid cooling was observed during the day of the incident, starting late 
in the afternoon and extending over a series of five disjointed temperature 
changes, each lasting approximately two hours. From analysing the spectral time-
series, it is postulated that these jumps reflected afternoon diurnal cooling (2-4 
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PM), clouds forming (4-6 PM), strong winds created from updrafts leading to the 
dust storm (6-8 PM), rain washout occurring (8-10 PM), and finally the dry 
remnants of the dust storm (10 PM-12 AM). Some of these changes are reflected 
in surface meteorological data and the afternoon MODIS overpass at specific sites, 
but the sparseness of surface monitoring precludes a definitive analysis. 
Taylor plots were used to identify correlations between satellite bands as this 
could indicate redundant information if the bands were strongly correlated, i.e. 
compositional changes yielded similar spectral changes across multiple bands. 
Taylor plots are depicted in Figure 4-5(a-c) where bands 7 (3.9 µm), 11 (8.6 µm), 
and 12 (9.6 µm) were used as the reference. Three common clusters, or groups, 
were noted in each of the plots. The water vapour bands 8 (6.2 µm), 9 (6.9 µm), and 
10 (7.3 µm) have less correlation to the other bands; the aerosol bands 13 (10.4 
µm), 14 (11.2 µm), and 15 (12.4 µm) have high correlation and minimal variance; 
and the remaining “chemical” bands 7 (CO2) (3.9 µm), 11 (SO2) (8.6 µm), 12 (O3) 
(9.6 µm), and 16 (sea surface temperature and H2O) (13.3 µm) . These clustering 
patterns reflect the similarities between the bands for the event studied and the 
grouping could be different for a different event such as a volcanic plume or fire. 
The selection of the three reference bands in the Taylor plots was to avoid 
producing ten plots depicting similar information, and three of the “chemical” 
bands were chosen as the reference as the “chemical” clustering had the most 
differences. 
 
Figure 4-5: Taylor diagrams depicting variances of brightness temperatures across the 
study region using bands 7, 11 and 12 as reference. 
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The Taylor plots indicated that there was potentially redundant information in 
the three aerosol bands (13, 14, and 15). Furthermore, the three water vapour 
bands (8, 9, and 10) indicate cloud, not aerosol, movements [58]. Therefore, most 
of the BTD differences, which may be indicative of aerosol plumes, were expected 
to be contained in the bands 7, 11, 12, 16 and any one of the aerosol bands (15 was 
chosen). This reduced the 45 BTD combinations to 10, which was further reduced 
to six combinations (11-7; 12-7; 12-11; 15-12; 16-11; 16-12) based on the Taylor 
analysis and visually inspecting the satellite images and (1) ignoring those BTD 
combinations that resulted in minor changes between spectra, and (2) ensuring 
that the resulting images were consistent with plume behaviour (i.e. 
growth/dissipation of plumes) during the event. 
PCA of the six BTD combinations demonstrated the changing spectral response 
during the event. The PCA weightings are depicted in Figure 4-6 for the six BTD 
combinations indicating how the weightings of the first principal component 
change over time across the day of the incident. (The first principal component 
accounted for approximately two-thirds of the variability in the data.) From the 
graph, it was apparent that dramatic shifts in the PCA weightings occurred over 
a period of about half an hour followed by stable periods (of about two hours). It 
was postulated, based on the air movement evident in the video in the 
supplementary material, and as highlighted in Figure 4-7 which depicts BTD(8.6-
3.9 µm) at various times during the day, that the four aerosol phases represented in 
Figure 4-6 were due to sea-spray (frames 0–13), wind-blown dust (frames 18-47), 
initial dust storm (wind-blown aerosol colliding with incoming maritime air 
creating a roll cloud) (frames 52-57), rain washout (frames 64-70) and the dry 
residual dust storm (frame 75 onwards).  
Each phase of the event was defined by the rate of change of the primary principal 
component and the direction of the plume movement (on/offshore). Aerosol-type 
for each phase was postulated based on this primary PCA rate of change and 
plume movement. The results show that the timing of each stage matched the 
description and details given in the news report. Figure 4-7 demonstrates the 
progression of the storm as the aerosol plume was forced up and over itself by the 
incoming maritime air, which created the roll cloud. This level of temporal 
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resolution and spatial understanding of a dust storm with an associated roll cloud 
is unique in the literature and only possible with the availability of GEO data such 
as that from Himawari-8. 
 
Figure 4-6: Weight of the first principal component of six BTD combinations indicating 
changes to probable aerosol types. Frame 0 (UTC) represents 8 AM local time. (Legend 
depicts wavelength bands, not wavelengths). 
 
  
  
Figure 4-7: BTD (3.9 – 6.2 µm) depicting the development of the dust incident. 2 PM) wind 
reversal to offshore; 4 PM) start of dust storm; 6 PM) maritime air colliding with the 
wind blowing offshore; 9 PM) storm dissipated. 
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4.5. Discussion 
This study has investigated the optimum temporal sampling interval for 
determining GLCs from rapidly changing dust events in the Pilbara region of WA. 
The analysis of the temporal resolution of the Himawari-8 geostationary earth 
orbiting (GEO) satellite’s data has contributed to a better understanding of the 
formation and dissipation of a rare meteorological and dust event of a dust storm 
being formed as part of a roll cloud. While a rare event, the causes were ascribed 
to regular daily air mass movements. In contrast to previous studies, no 
assumptions were made about the relevance of individual bands for determining 
composition. Instead, spectral differences were used to infer the duration of 
compositional changes. Similarly, the stronger signals from scattering in the 
visible portion of the electromagnetic spectrum were rejected in favour of the 
weaker thermal infrared absorbance bands, because of their continual radiation 
in contrast to the daytime only scattering of light. 
Taylor plots identified four independent bands which were used by BTD as a high-
pass filter to improve the spatial resolution, and PCA identified the first principal 
component for each time interval. The rate of change of the weight of the first 
principal component identified each phase of the event and allowed the aerosol 
type to be postulated based on video inspection of the plume direction (on/offshore). 
The timing of each stage matched the description and details given in the news 
report. It was not within the scope of this study to elucidate composition but 
merely to reflect on what observation periods are required for geostationary data 
to monitor plume movements accurately. The PCA analysis may exhibit entirely 
different factors for other compositions, mineralogy, or smoke. 
The inflection points in Figure 4-6 showed that these compositional changes 
occurred over three to five frames of ten minutes, i.e. 30 to 50 minutes, while the 
dust storm (frames 52 to 57) lasted 50 minutes before the rain, which lasted 60 
minutes (frames 64 to 70). Monitoring methods define a limit of detection (LOD) 
as three times the background variance and the limit of quantification (LOQ) as 
ten times the variance. Using these definitions against the 50-minute dry dust 
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storm phase implies that a fifteen-minute frame rate for LOD (50/3) is required, 
compared to a 5-minute frame rate for LOQ (50/10).  
Himawari’s ten-minute data resolution was adequate to detect rapidly changing 
air quality events. Some benefit may be achieved by halving the scan time to five 
minutes, but this will simultaneously double the already large data files and 
processing time. As shown by Hoven (1957), there is no benefit in reducing the 
scan time even further as the scan time will have to be faster than seven seconds 
to achieve the same variability as ten-minute data and this is not practical. 
Therefore, the five to ten-minute data rate represents an ideal balance as it is on 
the cusp of the turbulent range, which enables the rapid detection of changes, and 
the spectral gap region, which yields lower variability. Hourly averaging will 
reduce the variability, but the reduction in variability will come at the cost of early 
quantification, and rapidly changing aerosol plumes may be missed. 
4.6. Conclusions 
There are three timescales relevant to air quality: (1) the instantaneous [daily] 
snapshot from a polar-orbiting satellite [48]; (2) the minimum requirement of 
hourly monitoring [168]; and (3) the five-minute turbulent drivers of atmospheric 
change [165, 166]. This study has shown that air quality studies require a 
sufficiently fine temporal resolution to quantify sporadic dust events and that this 
high temporal resolution is lacking in data from polar-orbiting satellites (such as 
MODIS). It has demonstrated, based on a case study of a short set of 
measurements made of an opportunistic single dust storm event, that turbulent 
drivers of air quality are evident in geostationary data of high temporal resolution 
and emphasises that these drivers must be accounted for by remote sensing 
methods. 
The analysis reiterated that MODIS is unsuitable for monitoring sporadic dust 
events - as less than four percent of events coincided with the satellite overpass. 
Using the infrared sensors on these satellites could potentially double the number 
of events detected - but would still miss ninety percent of short-term dust events 
because of the available temporal resolution. Remote sensing is therefore critically 
reliant on geostationary satellites such as Himawari to provide the required 
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temporal resolution for air quality analysis using the infrared bands and not be 
limited by the daytime-only restriction of visible wavelengths. 
PCA analysis of six BTD ratios identified each phase of the event and allowed the 
aerosol type to be postulated based on video inspection of the plume direction 
(on/offshore). Using the LOQ definition on the duration of compositional changes 
indicated that an optimum temporal resolution of five-minute is required. This is 
faster than the current ten-minute Himawari-8 data rate, which may constrain 
the quantification of aerosol types during rapid aerosol compositional changes. 
However, given that these “rates of change” were calculated as the average across 
the domain, it is expected that the ten-minute data would be more than adequate 
when the location is taken into consideration. 
It is vital that the frequency of severe events be better understood and that long-
term data records be established to estimate health risks of sporadic air quality 
events on resident populations. The spatiotemporal information provided by GEO 
data unambiguously resolves the critical where and when for atmospheric 
scientists. However, the subsequent what (composition) and how much 
(concentration) is mostly unresolved, especially in the light of historical reliance 
on visible spectra. Work is currently being undertaken to determine composition 
using thermal infrared methods. 
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5. Indices 
Sowden, M., and D. Blake. 
Which dual-band infrared indices are optimum for identifying aerosol 
compositional change using Himawari-8 data? 
Atmospheric Environment, 2020, 117620 
5.1. Abstract 
Aerosol optical depth algorithms predominantly use the visible portion of the 
electromagnetic spectrum. However, quantifying sporadic dust events throughout 
the full 24-hour period requires using continuous wavelengths such as infrared 
(IR). Identifying aerosols, using IR from geostationary data, has relied on 
subtraction indices rather than normalised differences. Limited attention has 
been given to determining which IR indices could be suitable for identifying 
aerosol compositional change. Suitable IR indices could potentially result in multi-
spectral data from geostationary satellites, such as Himawari, being used to 
separate dust from other types of aerosols. 
This study evaluated three index types: subtraction (brightness temperature 
difference (BTD)), normalised differences, and division (i.e. quotient). The 
effectiveness of these three indices were assessed against three sample matrix 
types: (i) pure soil spectra from the USGS Spectral Library Version 7 database; (ii) 
potential aerosol plumes, estimated from data relating to the formation and 
dissipation of a dust storm; and (iii) annual variance, at a surface monitoring site. 
Absorbance values from the USGS spectral database were aggregated into the 
spectrally broad Himawari-8 infrared bands. Potential plumes (i.e. transient over 
a small area) were identified from daily variances in the Himawari-8 satellite 
data. Principal component analysis was used to determine the variance explained 
by the first principal component for each of the sample and index types and to 
evaluate the effectiveness of the indices for detecting dust events.  
Simple subtraction indices explained more of the variance than normalised 
differences or division for all sample types. Of the 45 BTD indices analysed, only 
seven resolved the cloud and aerosol plumes into separate groups. Of these seven 
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indices, BTD3.9-6.2 µm and BTD11-12 µm had the least correlation with the other 
indices and were chosen as the best indices to identify aerosol compositional 
change. A further three indices BTD9.6-13 µm, BTD8.6-10 µm, and BTD6.9-7.3 µm were 
selected based on low correlations between other indices and ensuring that all ten 
IR wavelengths were utilised. This study indicates that the combination of these 
five indices, rather than a single index, may optimise the identification of aerosol 
compositional change. 
Keywords: dust indices, aerosol, infrared absorption, Himawari-8. 
5.2. Introduction 
Regional air quality is often poorly measured due to cost and infrastructure 
demands. While remote sensing has the potential to monitor air quality, it faces 
numerous challenges – partly as a result of traditional computational practices. 
These challenges include (i) the lack of temporal resolution in data from polar-
orbiting satellites such as MODIS, which make polar-orbiting satellites unsuitable 
for monitoring short-duration sporadic air quality events; (ii) the use of visible 
spectra is inadequate as it provides daytime only data; (iii) the use of infrared 
absorption wavelengths to identify but not quantify air quality events at a 
temporal resolution comparable to ground-based monitoring sites; and (iv) the 
cyclical assumptions in the use of the lookup tables limits identification of aerosol 
types only to those that are already matched with the database [6]. 
Traditional aerosol optical depth (AOD) methods rely on spectral signatures to 
determine speciation [234]. The width and number of spectral bands on a sensor 
determine the spectral resolution, which influences what species can be identified. 
For instance, a hyperspectral instrument can determine targeted organic 
compounds, while the broad bands of multispectral satellites are limited to the 
detection of generic classes [221]. While geostationary satellites have improved 
the spatiotemporal estimates of AOD [227], the methods used remain limited to 
day-time only estimates [250] and new methods must be developed that include 
dawn and night-time surface concentration estimates when high concentrations 
can occur from low wind-speeds and temperature inversion events [251]. 
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Sub-hourly, infrared, geostationary data, such as the ten-minute data from 
Himawari-8, are required to monitor atmospheric changes to ensure that sporadic 
dust events can be continually observed and quantified. Newer methods of 
detecting these incidents using geostationary data have focussed on detecting the 
presence or absence of a dust event using infrared adsorption. However, there has 
been limited attention given to the determination of composition, or particle size, 
using only infrared frequencies, and this is compounded by a paucity of spectral 
libraries at those wavelengths [252]. 
Infrared spectral characteristics are required to classify aerosol composition (such 
as sulphates, black carbon, organic matter, sea salt, and mineral dust) [56, 253] to 
improve the understanding of source impacts. However, particularly in regional 
areas, it is often difficult to distinguish between the spectral properties of surface 
soils and wind-blown aerosols from these soils as they have similar mineralogy. 
The lower mass density of the aerosol implies that lateral heat loss is not 
compensated by heating from other nearby particles, and this results in slight 
differences between aerosol particles and surface soil [237-239]. Spectral 
differences have been used to determine soil composition using near-infrared 
(NIR) (i.e. wavelengths to 2.5 µm) techniques [254]. As soil composition takes time 
(years) to change, NIR can be used for soil quantification. In contrast, aerosol 
composition changes rapidly, and impacts may occur at night [22]. Consequently, 
infrared (i.e. wavelengths greater than 2.5 µm) are required to detect the night-
time changes in composition [234]. She et al. (2018) is in contrast to other studies 
which used visible and infrared bands [255] and supports the ability to detect 
composition at night using infrared which is critical to determining continuous 
aerosol type and concentration. 
Infrared brightness temperature (BT) is internally calibrated from spectral 
absorbance during the pre-processing of the satellite data [57, 68, 229]. Most of 
the BT measurements across the region relate to land and sea surface 
temperatures (which predominate background readings) rather than aerosols and 
to a lesser extent clouds, which are of short duration and limited spatial extent 
[7]. It is advantageous to remove regions of clouds from the data because water 
vapour absorption obscures aerosol absorbances [48]. However, this results in 
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undesirable gaps in the aerosol plume estimates [48]. Clouds are more opaque at 
higher wavelengths, and by retaining, rather than masking cloud regions, the data 
could potentially allow both aerosol and clouds to be partially detected provided 
the moisture signal does not saturate the BT measurement. A method is therefore 
required that amplifies the BT differences from clouds and aerosol plumes, rather 
than returning the bulk properties of land and sea surfaces. 
Brightness temperature difference (BTD) between two infrared wavelengths (λ) 
(i.e. BTλ1 - BTλ2) [74, 234, 256] is a simple high-pass filtering method that enhances 
the differences between two similar wavelength bands while minimising 
commonality between two wavelengths. BTD is reliant on the differences between 
absorbances at two wavelengths and is compound specific. Water (in all three 
phases) shows negative differences at higher wavelengths, in contrast to aerosols 
from wind-blown dust, which typically show positive differences [66, 67]. These 
differences have been used by BTD to distinguish clouds from aerosols [51, 57, 68-
70]. For a satellite with N bands, there are N(N-1)/2 potential dual-band BTD 
combinations. Himawari-8 has ten infrared bands, and therefore, there are 45 
possible BTD combinations. The literature indicates that bands 8 (6.2 µm), 9 
(6.9 µm), and 10 (7.3 µm) are characteristic of strong water vapour bands [57, 241] 
and eliminating these three bands could potentially reduce this to 21 aerosol 
combinations. 
Remote sensing, and consequently, the nomenclature, is evolving. For example, 
BTD has been referred to as brightness temperature difference (BTD) [234], 
Infrared Split-Window [67], and simple subtraction indices (SSI) [257]. Stagakis 
et al. (2010) investigated multiple vegetation indices that were grouped into BTD 
(referred to as SSIs in the reference), normalised differences (NDVI), (BTλ1 - BTλ2)/ 
(BTλ1 + BTλ2), and simple division (RAT), (BTλ1 / BTλ2), [257]. 
Normalised difference, dust indices (NDDI) have been used to study dust storms 
[71, 258, 259]. However, She et al. (2018) suggest that NDDI is unable to 
distinguish aerosol over reflective desert regions. More recent studies favour BTD 
indices [57, 67, 68, 154, 177, 179, 201, 205, 229, 234]. These studies used dual-
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band combinations of 11, 12, 8.6, 3.9, and 10 µm to detect dust events, of which 
the most commonly used BTD indices were BTD8.6-11 µm, BTD11-12 µm, BTD3.9-11 µm. 
The research notes that the BTD thresholds are dynamic and may vary according 
to the mineralogy, region, and observed temperature [234, 242]. In assessing air 
quality data, it is apparent that significant air quality events (defined in this study 
as exceeding the Australian daily PM2.5 and PM10 air quality criteria for an hour) 
only occur for approximately two percent of the time [7, 9]. Furthermore, the bulk 
of the measured satellite data is expected to be from surface soil, sea and clouds 
rather than from background concentration levels, while the “outliers” represent 
the air quality events, which are predominantly particulate matter in arid, 
sparsely populated regions such as this study. Fixed thresholds represent a crude 
approach to separating the data into cloud or aerosol, as thresholds are both 
regionally specific (composition and particle size) and moisture (cloud) dependent. 
In an earlier study [7] on the rate of compositional changes, Taylor plots were used 
to identify correlations and clustering between dual-band wavelength 
combinations. We found clustering according to the water vapour bands (6.2, 6.9, 
and 7.3 µm), aerosols (10, 11, and 12 µm), and a third group which we attributed 
to “chemicals” (H2O, SO2, O3) (3.9, 8.6, 9.6, 13 µm). We found that combining the 
9.6 µm and 13 µm bands with the aerosol bands identified compositional changes 
despite these bands not being used in the existing studies identified above.  
In addition to aerosol indices, other atmospheric-related remote sensing products 
exist that could assist in describing aerosol compositional change. Some of these 
products are described and are obtainable from 
https://worldview.earthdata.nasa.gov. These products present an overview of the 
atmospheric changes occurring across the hemisphere. Natural colour highlights 
the cloud cover over much of the globe, particularly in equatorial regions (where 
remote sensing analysis is severely restricted by cloud cover), and there are 
typically differences visible between Australia (more arid and less cloud) than 
northern Asia (more cloud). Dispersion conditions (and concentrations) are 
strongly dependent on the amount of cloud cover and cloud height - as this affects 
temperature inversions and atmospheric stability (i.e. the volume that a plume 
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may disperse into) and therefore, cloud height, i.e. the geopotential height of the 
highest cloud and cloud phase (quantified by the index BTD8.6-11) may be essential 
parameters in estimating pollutant concentrations. Fires are detectable by the 
large radiation emitted in the near-infrared and thermal wavelengths, and fire 
detection is vital for identifying smoke from wildfires. 
The 3 km MODIS AOD product typically shows gaps due to cloud masking and 
between the satellite tracks with high AOD concentrations over eastern Europe 
but not over Australia. Expanding the analysis to the 10 km Deep Blue AOD 
product over land reduces the cloud masking, as scattered clouds generally do not 
extend over the entire larger area, but do not alter the north/south concentration 
differential. There is typically a difference in the Ångström exponent (related to 
particle size) between the north (China) and south (Australia) land-masses 
observed in the Himawari-8 dataset, and these differences may reflect 
compositional and particle size differences due to urbanisation and 
industrialisation between the regions. The remote sensing products such as cloud 
cover, cloud height, moisture, and particle size are, therefore, important in 
understanding the formation and transport of aerosols,  their source compositions, 
and may directly influence any aerosol index. 
Some potential dust indices have been used in previous studies indices [7, 57, 67, 
68, 154, 177, 179, 201, 205, 229, 234]. The differences between these dust indices 
are related to the characteristic wavelength bands used for each index, and it is 
vital to understand what each index depicts [58].  
IR is required to obtain continual estimates of aerosol composition and 
concentration from geostationary satellite data. While there is merit in utilising 
visible reflectances during the day and infrared at night, this was beyond the scope 
of this study which focussed exclusively on the infrared absorption. It is expected 
that these enhancements will eventually augment not replace the AOD estimates, 
predominantly at night when visible reflectances are not available. Dual-
wavelength indices are required to filter aerosol incidents from background 
surface BT data and ultimately determine the composition, particle size, and 
concentration. The focus of the present study aimed to investigate which of the 
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three index types (BTD, NDDI, and RAT) are best at resolving aerosol type and 
then determine if there is an optimum set of dual wavelengths IR combinations 
that account for most of the aerosol compositional changes and are potentially 
universally applicable. 
5.3. Methodology 
5.3.1. Study data 
Overview 
The hemisphere viewed by Himawari-8 every ten minutes is centred at the equator 
and 140°East. The curvature of the globe reduces potential uses of Himawari-8 at 
the extremes of the viewing angle. MODIS products are given for a snapshot in 
time at the local time of about 10:30 AM for Terra and 1:30 PM for Aqua. The 
MODIS data highlights the difference in cloud cover across the hemisphere. 
Australia generally has lower cloud cover than Asia, which in turn has less cloud 
cover than the equatorial regions. The amount of cloud cover impacts on the ability 
to distinguish aerosols, as moisture has high absorption properties and therefore 
may invalidate estimates during high cloud cover. This discrepancy has 
potentially impacted the historical development of dust indices across different 
regions due to the different moisture levels in the atmosphere. 
Three different sample types were used to compare the performance of three index 
types (BTD, NDDI, and RAT) of: a) 23 infrared spectra from a soil spectra library 
(i.e. the spectra that would be expected if these soils were blown into the air (and 
ignoring heating/cooling effects); b) 26 infrared band data associated with localised 
aerosol and cloud plumes obtained from a dust incident day (8 March 2017); and 
c) ten-minute infrared differences at a surface monitoring site in Port Hedland 
during the Australian financial year (July 2016 to June 2017). 
The study area is a vast arid region spanning approximately 1,600 × 400 km2 and 
encompassing the western half of the Pilbara region in Western Australia (see 
highlighted region in Figure 5-1). The Pilbara region is known for its resource 
extraction (mining) and pastoral (rangeland) industries. The environment is 
generally cloud-free but dusty. It has comparatively low vehicle usage but is 
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profoundly affected by local industry and experiences widespread regional fires 
and dust storms [17-19]. Despite high concentrations recorded by local monitoring, 
MODIS’s remote sensing does not depict this as a region of high aerosol optical 
depth (AOD). The low AOD estimates could be due to difficulties in determining 
AOD over the highly reflecting desert surfaces [149] compounded by a potential 
misclassification of the land cover as shrubland instead of desert [260]. However, 
the aim of the study was not to determine the cause of the low AOD estimates over 
Australia, but to develop a method that could potentially augment the AOD 
estimates (predominantly at night when visible reflectances are not available), 
and to understand which infrared indices are best able to detect changing spectral 
differences - be that from particle size changes, moisture absorption, or 
compositional changes (marine, crustal etc.). There are no AERONET sites across 
the region, and only limited ambient monitoring is conducted in the region at mine 
sites and port operations (http://www.phicmonitoring.com.au/ and 
http://www.pilbarairon.com/dustmonitoring). Specifically, for this study over the 
Pilbara region, there was no speciated particulate matter data available to 
quantify and calibrate the dust indices. 
USGS Soil Spectra Library 
The first sample set was laboratory soil spectra from a spectral database. These 
samples were included as these spectra would be expected if the soils were blown 
into the air by the wind (ignoring heating and cooling effects). This phase of the 
study aimed to determine which index type could best resolve soil types using 
theoretical published data. It was not intended to demonstrate if the spectra could 
be used to distinguish soils of the region. Limited aerosol infrared spectral 
databases (or libraries) exist, with the majority of published spectra having an 
upper wavelength limit of 2.5 µm [252, 261]. The publicly available USGS soil 
database was used instead of the more regionally specific Australian NatSoils 
database, as the Australian database is not publicly available and it has limited 
IR soil data with an upper wavelength limit of 2.5 µm . Of the 2468 spectra of 
specific minerals, plants, chemical compounds, and artificial materials in the 
USGS Spectral Library Version 7, only 647 (26%) include the infrared range from 
2.5 µm to 25 µm [252]. These 647 spectra of infrared wavelengths include 23 
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spectra from soils, and these soil spectra were selected and used for the analysis 
to evaluate infrared indices of pure soil types. USGS record numbers and soil 
descriptions from the USGS spectral database are supplied in Table 5-6. Although 
record numbers and descriptions were retained in the analysis, the spectral 
database was viewed as 23 independent soil samples, and no attempt was made 
to explain the results based on similarities across the soil types or to comment on 
the regions where those soil samples were obtained. An average absorbance was 
calculated across each of the wavelengths of the Himawari-8 infrared bands (Δλ 
~0.2 µm) from the narrow wavelength bands (Δλ ~0. 005 µm) in the spectral 
library. The water vapour bands 8, 9, and 10 were explicitly excluded from the 
analysis as it was expected that the soils would have been pre-dried in the 
laboratory before analysis. Therefore, these three moisture bands would not be 
indicative of actual wind-blown sample spectra. 
Potential aerosol plumes 
The second sample set identified twenty-six points of interest within potential 
aerosol plumes using data from 8 March 2017 over the Pilbara region in Western 
Australia during which a significant dust storm occurred as a result of two air 
masses which collided and formed a roll cloud [248]. Using visual assessment of 
the satellite data, monitored meteorology, and the news report it appears that the 
case study data depicted coastal fog along the coastline in the morning which 
developed into crustal plumes blown inland, during the mid-morning. A wind 
reversal in the late afternoon (caused by the land-sea temperature imbalance) led 
to the near-surface movement of crustal material being blown towards the coast. 
This crustal material then collided with incoming, upper level, maritime air which 
generated a roll cloud at the front of the two air masses. The updrafts lifted soil 
into the cloud forming a dust storm [7, 248]. In addition to the storm, a large fire 
(verified by MODIS imagery) in the south-west of the region contributed smoke 
plumes into the airshed. 
While temporal AOD changes (calculated using Himawari data ) could potentially 
identify aerosol plumes during the day, this study sought to enhance the AOD 
determination by utilising infrared channels to allow the methodology to be 
extended to include air quality events that occur at night or early morning when 
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visible reflectance methods cannot be used. Band 7 (3.9 µm) was chosen to track 
potential plume changes as it has the most sensitive response to changes, due to 
its lower wavelength and is thus sensitive to both reflected and emitted spectral 
components. The subtraction of the spatial mean for each timestep minimised the 
reflected differences as only the heating/cooling difference is used not the absolute 
values. The enhanced sensitivity of band seven has been used to determine land 
and sea surface temperatures, detect fog, and fire events [58]. The movement of a 
plume creates a temporal variation in the BT data, which enables the path of the 
plume to be identified from the changes. These locations of change were identified 
by calculating the daily standard deviation of band 7 (3.9 µm) across the study 
domain. The natural log of the standard deviation was determined to minimise 
the changes caused by clouds (which cause significant cooling) and enhance areas 
of aerosol movement. The location of changes across the day of the incident is 
depicted in Figure 5-1 based on the natural log of the daily standard deviation. 
Figure 5-1 illustrates some plume cone-like shapes, and these “cones” were used 
to select the locations of the twenty-six points. If these were traditional dispersion 
plumes of aerosols, higher concentrations would be expected at the narrow base of 
the cone, i.e. before dispersion diluted and mixed the aerosol into the surrounding 
background air. Therefore, a point at the base of the cone should provide a purer 
aerosol spectrum for analysis than one in the tail of the plume. Twenty-six points 
of interest (i.e. keeping a similar number of samples for both soil and plumes) were 
chosen from this diagram. These twenty-six points of interest were selected to 
identify homogenous regions of change (in time and space) and minimise 
background interferences and thus represent spectral properties of potentially 
different aerosol composition. 
Transient brightness temperature changes at each of these twenty-six locations 
enabled a smaller time window to be identified where the plume’s composition 
change was evident by changes to the BT. Plumes were identified where the BT 
changed to a temporal minimum over approximately an hour and exhibited 
localised plume dispersion properties consistent with changing wind direction 
rather than regional diurnal temperature changes. The motion of wind data 
(obtained from PHIC) [22] and successive data frames across the study domain 
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indicated the direction of movement (on/offshore). The direction of plume 
movement and initial plume location allowed possible aerosol source types (coastal 
or terrestrial) to be inferred. The labels in Table 5-2 are a guesstimate of the plume 
composition and not a categorical assertion and were used to identify spectral 
differences and classify the twenty-six plumes as potentially cloud or aerosol. 
Unlike the spectral database of soil types, these potential plumes are not pure 
compounds, and the spectra reflect multi-species components  – moisture (i.e. 
clouds), aerosols (i.e. salt, crustal, smoke), and background soil-temperature 
changes. The smoke plume, for example, was identified by the rapidly moving 
plume (using 3.9 µm) of air that was hotter than the surroundings in the vicinity 
of the fire. 
 
 
Figure 5-1: Potential plumes and points of interest identified from the daily standard 
deviation of band 7 (3. 9 µm) across the study domain. Scale is ln(standard deviation) in 
Kelvin. 
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Satellite data from these plumes allowed the different indices to be investigated 
under non-idealised conditions of multiple source types. The spatial mean land/sea 
temperature was subtracted from the BT for each time step in the data to reduce 
diurnal reflectance surface and sea temperature changes. While the initial 
analysis used band 7 (3.9 µm) to identify the plume location, all indices (i.e. all 
wavelengths) were investigated for each point in space and time then averaged, 
over the identified plume timespan, to reduce rounding-off errors. 
 
Surface-monitored ground-level concentration data (site data) 
In addition to the pure soil spectra and potential plumes, the study also considered 
air quality incidents (i.e. enhanced PM10 concentrations) and correlated these 
incidents with spectral changes in the remote sensing data during air quality 
incidents - as the purpose of this study was to investigate significant events, not 
background quantification of air quality. Ten-minute spectral data from the 
Himawari-8 satellite was matched in time with surface-monitored PM10 
concentrations recorded at Port Hedland in Western Australia for the period 1 
July 2016 to 31 June 2017. Only the highest thousand surface-monitored PM10 
concentrations were retained to eliminate potential sensitivity to low 
concentrations from affecting the results (i.e. aerosol incidents were retained, not 
background averages). The paired satellite-site monitored data were used to 
determine how each of the three indices types (BTD, NDDI, RAT) compared in 
their ability to distinguish aerosols. 
The spatial mean (30x30km2) land/sea temperature was subtracted from the BT 
at the monitoring site for each time step in the data to reduce diurnal reflectance 
surface and sea temperature changes. The spectral data were then subsequently 
scaled by dividing by the monitored PM10 concentrations to account for differences 
in aerosol concentrations. 
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5.3.2. Statistical analysis 
Variability assessment of principal components 
Principal component analysis (PCA) [4, 262] was used to investigate each of the 
three index types (BTD, NDDI, RAT) and determine which index best resolves 
aerosol types. The “IBM Statistical Package for the Social Sciences” (SSPS) 
software package Version 25 was used for the PCA analysis. The three indices 
were standardised (to give equal weight to each index) by subtracting the mean 
and dividing by the standard deviation. Each satellite band (e.g. band 7) was 
analysed separately against the other bands (i.e. all bands less band 7). This 
resulted in ninety PCA analyses (3 sample types x 3 index types x 10 bands) dual-
wavelength band combinations (n=9 per PCA analysis). The percentage variability 
accounted for was determined for each of the ninety analyses and used to compare 
the ability to resolve composition between the sample and index types. PCA was 
used to reduce the dimensionality of the spectral indices into fewer components 
and in so doing, enable an evaluation of the three indices’ ability to differentiate 
between the different soil spectra and plume types. However, for both the soil and 
plumes matrices, the statistical analysis is ill-fitted with double the number of 
variables (3 indices types x 45 dual-bands) than cases. Therefore, an alternative 
method to PCA was investigated to determine the best dual-wavelength band 
combinations for separating cloud and aerosol plumes and ultimately determine 
aerosol composition. 
Separating cloud and aerosol 
In a separate analysis, the potential plumes were further categorised into cloud 
and aerosol-based on dual-band BT threshold differences over deserts and bright 
surfaces [234] and BT of band 7 (3.9 µm), which indicated significant (>20 K) 
cooling from clouds. The spatial mean was subtracted from the data for each time-
period to minimise reflective components (i.e. average = zero for all time steps) in 
the spectral data and enhance the spatial adsorption differences. She et al., 2018 
was used as a comparison base as it was a recent study using the same Himawari 
data but for a different location (China not Australia). This study does not compare 
their methodology to other literature but was used to illustrate how localised 
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effects can impact the applicability of indices between regions. The standard 
deviation and mean were calculated for the cloud and aerosol types individually 
for the potential plumes to indicate both separation (difference of means) and 
variability (standard deviation of aerosol types) for each of the 45 indices across 
the three indices types (BTD, NDDI, and RAT). This was undertaken to determine 
which of the three indices types best separated the different aerosol and cloud 
types. 
This difference of means between the cloud and aerosol clusters and variability 
within the aerosol cluster was then refined to each of the 45 BTD indices 
individually to determine the threshold (i.e. the midpoint between the cloud and 
aerosol clusters), resolution (the distance from the midpoint to the first/last 
aerosol/cloud type), and correlation of the indices and determine the ability of each 
index to separate clouds and aerosol plumes. The two least correlated of the non-
overlapping cloud and aerosol clusters were chosen as the best BTD indices, 
following which the next three least correlated of all remaining indices (excluding 
indices that used the preceding four wavelengths) were selected to return a total 
of five optimum dust indices. 
Evaluating selected indices 
Lastly, these five “optimum” dust indices were plotted for the entire Himawari 
monitoring area. Differences across these indices were examined in the context of 
the characteristic wavelengths used by each index. Scatter plots were used to 
identify relationships and outliers across multiple parameters,  (matching Terra’s 
overpass on 8 March 2017), across the study region, to determine if the indices 
correlated between each other - which could indicate a gradual temporal transition 
from one aerosol type to another, or if the scatter plots were widely dispersed - 
indicating multi-component influences from aerosol composition, particle size and 
water adsorption. 
It is suggested that a time-varying threshold might be better at identifying aerosol 
plumes than fixed threshold limits. For the Pilbara region, these fixed thresholds 
appear to be based on the mean less one standard deviation. Histograms of the 
indices were prepared to determine the spread of the data and relationships 
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between the indices. The temporal histogram variation was studied for the first 
index (potentially moisture index) to determine if inflection points in the 
distributions may indicate threshold levels instead of using a location-specific 
threshold. 
5.4. Results 
5.4.1. Analysis of the three sample matrices  
(soil, plumes, monitoring) 
The average absorbance for each of the Himawari-8 infrared bands (excluding the 
water vapour bands 8, 9, and 10) is given in Table 5-1 for each soil type described 
in the USGS Spectral Library Version 7 and Table 5-2 for potential cloud and 
aerosol plumes. Table 5-1, therefore, depicts data which was averaged across 
narrow wavelength bands from pure spectrum soil type components in the spectral 
database, in contrast to Table 5-2 which represents information that was averaged 
in space and time from the measured satellite wavelength bands of potential 
plumes. 
Figure 5-2 reflects the ability of dual-band differences to distinguish aerosol 
plumes from clouds, based on indices (X and Y chart labels) described in She et al. 
(2018). Only BTD11-12 µm (y-axis in both graphs) correctly ascribes the aerosol and 
clouds into the correct categories. Neither clouds nor aerosols are separated (x-
axis) using the BTD3.9-11 µm or BTD11-8.6 µm indices, and this indicates that 
compositional differences (potentially moisture or particle size fraction) are 
potentially responsible for the difference indices between She et al.’s study region 
(China) compared to this study region (north-western Australia) and are not 
necessarily directly applicable between regions unless the compositional 
differences are also taken into account. Moisture in the clouds exhibited large 
negative brightness temperatures (BT) relative to average land BT (i.e. < -20  K 
for band 7, 3.9 µm) and this independently confirmed the aerosol plumes to be 
distinct from clouds. The fire is discernible by the sizeable thermal radiation 
emitted from the fire in band 7 (3.9 µm) which is greater than 20 K hotter than 
the surrounding land surface brightness temperature. 
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From the preliminary categorisation of the plumes (based on the large negative 
BT in band 7), it is apparent that aerosol plumes and clouds in Figure 5-2 form 
two separate categories. Clouds are dispersed across the two graphs (across both 
the X and Y axis) while aerosol plumes have low variability and are an indication 
that the composition of aerosol plumes are similar in this study (predominantly 
wind-blown dust). Some potential aerosol plumes could be clouds (e.g. crustal and 
offshore in Figure 5-2b). This is an expected normal result as clouds may consist 
of pure water, but aerosols are unlikely to be dry (i.e. zero moisture) [58]. 
Variability assessment of principal component 
The percentage variance explained by the first principal component for each 
sample type (soil, plume, site) and index types (NDDI, BTD, RAT) using each band 
against all the other bands is given in Figure 5-3. The plume and site samples 
showed a slight increase in explained variance for the water bands (which were 
excluded in the soil analysis). Similar results (percentage variance) for all index 
types were apparent in the soil samples. NDDI and BTD yielded comparable 
results for the aerosol bands (but NDDI explained less of the variance for the water 
bands) in the plume samples. In contrast, only BTD explained at least fifty percent 
of the variance at the sampling site across all bands. Therefore, considering all 
three sample types, BTD performs slightly better than the other two indices. 
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Figure 5-2: Scatter plots of She’s et al. (2018) BTD indices (in Kelvin) depicting the 
separation of cloud and aerosol plumes over arid and semiarid regions with threshold 
values given on the axis title. Aerosol plumes are not fully labelled to prevent 
overlapping. 
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Table 5-1: USGS spectral absorbances averaged across each of the Himawari-8 seven infrared wavelength bands (mean ± standard 
deviation). 
Central λ ( µm) 3.885 8.593 9.637 10.407 11.24 12.381 13.281 
USGS number       Band 7 11 12 13 14 15 16 
11751 0.274 ±0.0029 0.076 ±0.0254 0.11 ±0.0127 0.025 ±0.0029 0.034 ±0.0013 0.014 ±0.002 0.012 ±0.0011 
11831 0.404 ±0.0052 0.067 ±0.0154 0.064 ±0.0022 0.104 ±0.0015 0.082 ±0.0016 0.035 ±0.0036 0.012 ±0.0005 
11869 0.173 ±0.0042 0.032 ±0.0052 0.055 ±0.0037 0.022 ±0.0022 0.024 ±0.0002 0.019 ±0.0003 0.015 ±0.0002 
12101 0.099 ±0.0038 0.017 ±0.0035 0.092 ±0.001 0.07 ±0.0058 0.048 ±0.0009 0.026 ±0.0017 0.015 ±0.0006 
12240 0.638 ±0.0046 0.131 ±0.0169 0.104 ±0.0212 0.2 ±0.0121 0.151 ±0.0039 0.093 ±0.0048 0.076 ±0.003 
12291 0.205 ±0.0017 0.125 ±0.0096 0.121 ±0.0017 0.107 ±0.0066 0.065 ±0.0048 0.032 ±0.0055 0.041 ±0.0007 
12330 0.064 ±0.0007 0.062 ±0.0001 0.064 ±0.0005 0.075 ±0.0011 0.08 ±0.0002 0.078 ±0.0001 0.08 ±0.0001 
12415 0.281 ±0.0085 0.021 ±0.0003 0.043 ±0.0015 0.038 ±0.002 0.043 ±0.0005 0.019 ±0.0036 0.014 ±0.0002 
12435 0.352 ±0.0036 0.025 ±0.0003 0.05 ±0.0016 0.067 ±0.0044 0.073 ±0.0018 0.02 ±0.0045 0.016 ±0.0005 
12520 0.231 ±0.0026 0.009 ±0.0047 0.026 ±0.0019 0.007 ±0.0017 0.014 ±0.0012 0.007 ±0.0018 0.004 ±0.0003 
12676 0.321 ±0.0491 0.062 ±0.0042 0.048 ±0.0024 0.035 ±0.0005 0.042 ±0.0012 0.026 ±0.0013 0.037 ±0.0004 
12696 0.328 ±0.0054 0.046 ±0.0032 0.046 ±0.0031 0.028 ±0.0018 0.031 ±0.0006 0.015 ±0.0016 0.02 ±0.0002 
12723 0.451 ±0.0062 0.04 ±0.0022 0.039 ±0.0025 0.032 ±0.0037 0.04 ±0.0031 0.016 ±0.0027 0.025 ±0.0003 
12743 0.277 ±0.0091 0.034 ±0.0043 0.051 ±0.0051 0.021 ±0.0017 0.025 ±0.0004 0.011 ±0.0012 0.012 ±0.0001 
12803 0.136 ±0.0411 0.071 ±0.0036 0.035 ±0.0017 0.044 ±0.0057 0.043 ±0.0104 0.049 ±0.0037 0.014 ±0.0033 
12836 0.155 ±0.0114 0.014 ±0.0104 0.066 ±0.0068 0.037 ±0.004 0.053 ±0.0003 0.036 ±0.0033 0.021 ±0.0014 
12857 0.481 ±0.0057 0.138 ±0.0085 0.156 ±0.0065 0.071 ±0.0061 0.046 ±0.001 0.027 ±0.0026 0.028 ±0.0017 
12901 0.401 ±0.0095 0.022 ±0.0015 0.036 ±0.0005 0.056 ±0.0052 0.07 ±0.0011 0.021 ±0.002 0.017 ±0.0004 
13054 0.233 ±0.0029 0.052 ±0.0158 0.132 ±0.0117 0.086 ±0.0089 0.062 ±0.0035 0.04 ±0.0023 0.029 ±0.0004 
13285 0.681 ±0.0043 0.12 ±0.0141 0.127 ±0.0053 0.094 ±0.0055 0.126 ±0.0005 0.035 ±0.0005 0.036 ±0.0008 
13321 0.381 ±0.0047 0.068 ±0.014 0.157 ±0.0084 0.071 ±0.0054 0.037 ±0.001 0.019 ±0.0005 0.025 ±0.0013 
13341 0.042 ±0.0007 0.021 ±0.0002 0.022 ±0.0006 0.034 ±0.0003 0.022 ±0.0004 0.024 ±0.0003 0.022 ±0.0002 
13399 0.252 ±0.0038 0.065 ±0.001 0.041 ±0.0013 0.03 ±0.0005 0.028 ±0.0006 0.019 ±0.0008 0.011 ±0.0006 
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Table 5-2: Brightness temperature (relative to land/sea) of potential (as classified by the authors) cloud and aerosol plumes (mean ± 
standard deviation) in Kelvin for each of the ten Himawari-8 wavelength bands. 
Label Probable source Band 7 3.9 µm 
Band 8  
6.2 µm 
Band 9 
6.9 µm 
Band 10 
7.3 µm 
Band 11 
8.6 µm 
Band 12 
9.6 µm 
Band 13 
10.4 µm 
Band 14 
11.2 µm 
Band 15 
12.4 µm 
Band 16 
13.3 µm Data (x,y,t0,t1,time)
1 
Possibly aerosol 
B smoke 5.4±0.31 3.5±0.22 3±0.22 2±0.21 6.9±0.45 3.9±0.32 7.2±0.56 7.6±0.6 7.3±0.59 5.1±0.51 (64,228,66,72,20) 
C thin plume 7.6±0.48 4±0.54 4±0.6 3.5±0.7 9±0.44 5.7±0.23 9.5±0.48 9.9±0.57 9.1±0.7 6.2±0.67 (72,217,57,74,20) 
D tail smoke 4.8±0.45 3.6±0.41 3.1±0.42 1.7±0.44 6.5±0.53 3.5±0.32 6.6±0.58 7.1±0.69 6.7±0.76 4.9±0.59 (76,239,62,78,21) 
G condense 2.9±0.33 0.9±0.47 -0.2±0.33 -1.7±0.21 3.3±0.4 1.8±0.28 3.9±0.53 4.3±0.56 3.8±0.59 2.3±0.53 (117,273,94,104,1) 
I off-shore -9±4.59 3.9±0.17 1.7±0.35 -2.9±1.1 -15±6.79 -11±4.78 -15±6.84 -17±7 -18±6.44 -13±4.01 (120,162,103,110,2) 
K maritime 2±0.1 2.2±0.26 2.3±0.24 1.7±0.39 2.1±0.14 1.2±0.08 2.2±0.13 2.3±0.22 2.2±0.32 1.4±0.31 (131,106,72,81,21) 
L Karratha 10±0.38 2.6±0.27 3.9±0.22 4.6±0.47 9.7±0.42 6.5±0.29 9.5±0.44 9.4±0.49 8.2±0.58 5.8±0.51 (172,128,65,79,21) 
M storm 2 9.1±0.67 3.3±0.84 4.1±0.6 3.8±0.37 9.4±0.63 6.2±0.42 9.3±0.59 9.3±0.69 8±0.74 5.6±0.49 (181,152,71,83,21) 
O maritime2 2.3±0.1 1.5±0.17 2.6±0.15 3.1±0.16 2.9±0.12 2.2±0.08 3±0.14 3.3±0.17 3.4±0.19 2.8±0.25 (185,82,103,117,3) 
P delta 1.3±0.41 -0.9±0.31 0.2±0.42 1.7±0.31 4.9±0.34 3.8±0.22 5.3±0.35 5.8±0.4 5.8±0.38 4.3±0.26 (234,124,0,10,9) 
Q sea spray 10±0.92 1.5±0.12 2.6±0.21 3.9±0.26 7.7±0.57 5.8±0.43 7.9±0.51 7.6±0.49 6.7±0.49 4.1±0.46 (243,124,30,37,14) 
R squall 8.5±0.23 1.5±0.1 3.1±0.15 4.7±0.15 9.3±0.26 7±0.18 9.5±0.35 9.6±0.39 8.8±0.34 6.5±0.24 (251,127,66,74,20) 
S crustal 2 3.7±0.4 -2.5±0.57 -1.3±0.35 -0.8±0.19 1.7±0.21 2.2±0.19 1.8±0.21 0.9±0.13 -0.6±0.09 -0.8±0.22 (257,132,6,14,10) 
T crustal -6.2±0.21 -0.7±0.14 -0.2±0.13 0±0.15 -5.2±0.32 -3.4±0.2 -5.6±0.31 -5.4±0.35 -4.6±0.36 -2±0.21 (254,150,15,25,12) 
U Port Hedland 13±0.85 0.9±0.16 2.2±0.13 3.3±0.19 8.8±0.43 6.7±0.49 9.2±0.53 8.8±0.53 7.6±0.49 4.7±0.39 (251,122,20,30,13) 
V off-shore 2 4.3±0.21 1.4±0.3 2.7±0.34 3.7±0.35 5±0.32 3.6±0.23 5.2±0.36 5.8±0.41 5.8±0.44 4.3±0.39 (250,116,118,130,5) 
Possibly fire and clouds -separated according to She et al. (2018) and Band 7 (3.9 µm) 
A Fire(2) 31±18 1±0.49 1.6±0.4 1.2±0.37 7.3±1.27 4.5±1.03 7.7±1.21 8±1 7.4±0.67 4.9±0.45 (59,228,86,91,23) 
E residual storm -20±2.74 2.4±0.24 0.4±0.28 -4.3±0.42 -24±1.53 -17±1.14 -24±1.59 -26±1.23 -24±0.84 -16±0.44 (84,202,109,114,3) 
F storm -30±3.49 1.1±0.26 -1.1±0.21 -6.1±0.43 -27±1.93 -19±1.37 -28±2.12 -28±1.87 -26±1.53 -18±1.03 (105,231,93,115,3) 
H cloud -31±2.62 0.2±0.37 -3.5±0.39 -11±0.6 -49±1.94 -36±1.35 -53±2.02 -52±1.69 -45±1.24 -29±0.92 (78,319,17,34,13) 
J roll cloud -55±16 -28±4.4 -37±4.93 -44±4.77 -73±5.76 -48±3.45 -75±5.68 -76±5.84 -73±5.7 -58±5.15 (140,199,57,64,18) 
N storm 3 -33±13 -4.9±6.05 -7.7±8.09 -13±9.29 -34±13 -24±9.04 -36±14 -37±14 -34±13 -24±11 (185,179,56,69,19) 
W thunderstorm -20±0.26 -2.3±0.34 -2.2±0.2 -0.7±0.14 -8.9±0.35 -6.9±0.36 -11±0.47 -9.9±0.46 -7.3±0.37 -3±0.22 (314,229,15,25,12) 
X high cloud -24±1.26 -2.9±0.62 -3±0.78 -3.3±0.86 -21±1.35 -15±0.91 -22±1.46 -22±1.54 -19±1.56 -12±1.42 (233,19,128,136,6) 
Y thunderstorm -38±21 -12±3.66 -17±6.2 -22±9.25 -43±18 -29±12 -44±17 -45±17 -42±15 -32±12 (295,81,115,120,4) 
Z high cloud 2 -30±0.51 -4.8±0.26 -4.4±0.13 -1.6±0.11 -25±0.45 -18±0.36 -28±0.58 -27±0.57 -21±0.45 -9.3±0.21 (398,57,29,37,14) 
Note (1) represents the block of data, (index location x=0-450,y=0-350, t0=start frame, t1 end frame, and time is local time)  
Fire(2) is not treated as a potential plume and was excluded from further analysis. 
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Figure 5-3: Variance explained by the first principal component for three sample 
matrices for each wavelength. 
Figure 5-4: Aerosol differences (standard deviation) against cloud separation (difference 
of means) using the three indices (a) BTD, b) NDDI, and c) RAT). 
 
Separation of cloud and aerosol 
Table 5-3 depicts the separation between the 26 aerosol and cloud types which 
compares the aerosol spread (y-axis: standard deviation) against separation 
distance (x-axis: the difference of cloud and aerosol means) for each of the 45 
indices (separate point) across each of the three index types (BTD, NDDI, RAT) 
(separate graph). Both NDDI and RAT showed a centralised cluster where there 
were minimal differences between the 45 wavelength indices. In contrast, the BTD 
analysis was more dispersed and had more variability between the 45 indices. 
Table 5-3 expands the analysis, to consider only the BTD index type, and depicts 
the threshold (i.e. the midpoint between the cloud and aerosol clusters) and the 
resolution (the distance from the midpoint to the first/last aerosol/cloud type) of 
the aerosol and cloud clusters. Of the 45 BTD indices, only seven had non-
overlapping aerosol and cloud clusters, and these seven BTD indices are presented 
in Table 5-3, with the columns sorted by descending resolution. 
The correlation and covariance of these seven non-overlapping indices (Table 5-4) 
indicated that BTD3.9-6.2 µm and BTD11-12 µm had the least correlation (between the 
other six indices) and therefore potentially more independence. A subsequent plot 
 Chapter 5: Indices          Atmospheric Environment 2020 117620  111 
(Figure 5-7), depicts the relationship of the indices. These two indices (BTD3.9-6.2 µm 
and BTD11-12 µm) are thus best able to describe changes in aerosol type. Figure 5-5 
depicts the separation of cloud and aerosol for the 26 cloud and aerosol types and 
reflects an improvement (aerosol/cloud in the correct quadrant) over the 
separation obtained by She’s et al. (2018) indices (Figure 5-2). 
The correlation and covariance of the remaining indices (excluding the 
wavelengths used in the first two indices) are presented in the appendix (Table 
5-5-7), again sorted in ascending correlation order. The first three indices were 
chosen, in addition to the previous two, and the aerosol separation based on the 
third and fourth indices is depicted in Figure 5-6. 
 
Table 5-3: Seven BTD indices which separated clouds and aerosols. All BT 
measurements are in Kelvin. 
  Statistic BTD3.9-6.9 µm BTD3.9-7.3 µm BTD3.9-6.2 µm BTD10-13 µm BTD8.6-13 µm BTD11-13 µm BTD11-12 µm 
Aerosol mean 2.26 2.36 2.72 1.69 1.52 1.65 0.54 
(n=16) std 5.16 4.30 5.87 2.24 2.15 2.49 0.61  
min -10.74 -6.26 -12.88 -3.60 -3.18 -4.75 -0.81 
  max 11.02 9.87 12.25 4.52 4.09 4.08 1.47 
Cloud mean -22.47 -19.21 -25.17 -13.33 -11.48 -13.35 -3.21 
(n=9) std 3.92 4.76 4.62 5.33 4.38 5.07 1.64  
min -28.44 -27.44 -30.82 -24.15 -20.50 -23.20 -6.46 
  max -17.41 -10.98 -17.30 -7.79 -5.91 -6.96 -1.46 
Analysis difference 24.73 21.57 27.89 15.02 12.99 15.00 3.75  
threshold -14.08 -8.62 -15.09 -5.69 -4.54 -5.86 -1.14 
  resolution 3.33 2.36 2.21 2.09 1.36 1.11 0.32 
 
Table 5-4: Correlation (top right) and covariance (bottom left) of the seven BTD 
combinations which separated cloud and aerosol. 
 
BTD3.9-6.9 µm BTD3.9-7.3 µm BTD3.9-6.2 µm BTD10-13 µm BTD8.6-13 µm BTD11-13 µm BTD11-12 µm 
BTD3.9-6.9 µm 
 
0.96 0.99 0.94 0.94 0.94 0.60 
BTD3.9-7.3 µm 20 
 
0.91 0.96 0.95 0.93 0.71 
BTD3.9-6.2 µm 28 22 
 
0.91 0.91 0.92 0.55 
BTD10-13 µm 10 8.7 11 
 
0.99 0.96 0.75 
BTD8.6-13 µm 10 8.3 11 4.5 
 
0.95 0.76 
BTD11-13 µm 11 9.3 13 5.0 4.8 
 
0.55 
BTD11-12 µm 1.8 1.7 1.8 1.0 0.9 0.8 
 
 
 Chapter 5: Indices          Atmospheric Environment 2020 117620  112 
 
Figure 5-5: Separation of clouds (bottom left) and aerosols (top right) using 
BTD3.9 6.2 µm and BTD11-12 µm. Axis indicate approximate threshold values. 
 
 
Figure 5-6: Separation of aerosols using BTD9.6-13 µm and BTD6.9-7.3 µm. 
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These five indices selected were examined using principal component analysis, 
and the results of the analysis are depicted in Table 5-5. BTD3.9-6.2 µm, BTD11-12 µm 
and BTD8.6-10 µm are strongly represented in the first PCA component while BTD6.9-
7.3 µm and BTD9.6-13 µm are strongly represented in the second component. 
Table 5-5: Principal Component Score Coefficient Matrix and variance explained by the 
five BTD indices. 
BTD index PCA 1 PCA 2 PCA 3 PCA 4 PCA 5 
BTD3.9-6.2 µm 0.30 -0.13 0.14 2.06 -0.72 
BTD6.9-7.3 µm -0.19 0.53 -0.98 1.03 0.46 
BTD8.6-10 µm -0.30 -0.10 0.89 0.91 2.70 
BTD11-12 µm 0.31 0.13 -0.24 -0.41 3.87 
BTD9.6-13 µm 0.11 0.65 1.02 -0.19 -0.89 
% of variance 62.1 26.9 7.0 3.2 0.8 
Cumulative % 62 89 96 99 100 
 
Evaluation of selected indices 
Differences between the five indices were attributed to the different IR spectral 
responses to aerosol particle size, water absorption, and aerosol composition. 
Figure 5-7 depicts the distribution (top plots) and scatter between the five indices. 
The multi-component nature of the sources is evident as distinct groups (or 
clusters) in the plots rather than smooth curves. The histograms indicate that 
most of the points are clustered at the mean rather than evenly distributed in 
contrast to the scatter plots where ignoring the central portion (mean) does not 
detract from the relationships. 
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Figure 5-7: Plot matrix depicting histograms and scatter diagrams between pairs of 
indices at 10 AM on the 8 March 2017 over the Western Pilbara region of Australia. 
 
The influence of the threshold to determine clouds was investigated by applying 
the indices to the entire Himawari hemisphere. In contrast to the first part of this 
study, the hemispherical analysis did not subtract the land/sea average 
temperatures in determining BTD indices because of the wide BT range expected 
across the domain. BTD 3.9-6.2 µm was used to assess the effect of the threshold limit 
on cloud cover. The histogram of the fraction of cloud cover for every ten minutes 
was studied, and it varied within an envelope defined by midday and midnight 
(UTC+8) as depicted in Figure 5-8. The inflection points, at about 20, 30 and 40 K, 
are potentially related to water phase changes, while the last inflection may 
indicate water/aerosol compositional changes. Figure 5-9 depicts the effect of 
applying a varying threshold (to the 10:30 AM data) and calculating the fraction 
of pixels remaining that were greater than that threshold. The first derivative of 
this fraction had a minimum at 62 K, which is the mean plus half the standard 
deviation. This 62 K threshold (i.e. Figure 5-10b) was used to remove cloud cover 
in Figure 5-10, which depicts the five dust indices coinciding with Terra’s 10:30 
AM overpass time. 
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Figure 5-8: Histogram (standardised to max=100%) of BTD 3.9-6.2 µm at midday, 4 
PM and midnight (UTC+8) on 8 March 2017. 
 
 
Figure 5-9: Fraction of pixels remaining and rate of change (first derivative) with 
different BTD thresholds at 10:30 AM (Terra) (UTC+8) on 8 March 2017. 
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a) BTD 3.9-6.2 µm   
 
b) BTD 3.9-6.2 µm,  
62 K threshold aerosol/moisture 
 
c) BTD 11-12 µm  
particle size index 
 
d) BTD 9.6-13 µm  
O3-CO2 photochemical/oxidation 
 
e) BTD 8.6-10 µm  
sulphate  – crustal index (& H20) 
 
f) BTD 6.9-7.3 µm  
atmospheric (in)stability 
Figure 5-10: Dust indices over the full Himawari monitoring hemisphere, with cloud 
masking, 10:30 AM (UTC+8) 8 Mar 2017. Captions based on band characteristics [58]. 
  
 Chapter 5: Indices          Atmospheric Environment 2020 117620  117 
5.5. Discussion 
Analysis of study data 
Few studies explain in detail why BTD is used for aerosol analysis in preference 
to NDDI, or other remote sensing indices, or the determination of threshold levels. 
In this regard, the results presented in Table 5-1 and Table 5-2 provide valuable 
background information on the infrared spectra of pure soils and potential plumes, 
respectively. Of the three thresholds described by She et al. (2018) to separate 
plumes into clouds and aerosols, only one satisfactorily classified all the 26 points 
of interest as clouds or aerosols. The inability of She’s et al. (2018) indices to 
separate plumes into clouds and aerosols was possibly due to the similarities of 
the infrared (IR) spectra of the aerosol species of the region, and the known 
difficulties of indices, and thresholds, not being globally applicable. Evaluating the 
dust indices in a global context (Figure 5-10), highlights the different physical 
properties occurring between China (She et al. (2018)’s study area) and the Pilbara 
(this study area). As discussed by Schmit et al. (2018), it is vital that each 
characteristic wavelength used in the index be understood in determining the 
differences and thresholds of each index for different regions. 
Variability assessment of principal component 
The similarities of the USGS soil IR spectra resulted in the first principal 
component explaining a similar level of variability for all indices (NDDI, BTD, 
RAT) (Figure 5-3). The percentage variance explained by the first principal 
component for each index type of the potential plumes showed differences between 
the index types and according to the base component. NDDI was similar (60-80%) 
to BTD across the aerosol bands but explained less of the variability (~40%) for 
the water bands. RAT was comparable (60-80%) to BTD for bands seven and eight 
but worse (~40%) for all the others. Across all bands, BTD explained more of the 
variability for the potential plumes than other index types. The differences at the 
monitoring site can be ascribed to a combination of larger sample size (1000 points) 
and background thermal effects. Therefore, for all sample matrices (soil, plume, 
and site), the first principal component for BTD explains more of the variability 
than the other two index types. These differences were slight and reflected the 
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difficulties in determining the best index type using a limited IR database, 
categorising aerosol types on guestimates, and the unavailability of speciated 
surface monitored data. 
Separation of cloud and aerosol 
Seven indices of the total 45 BTD indices (see Table 5-3) were able to resolve clouds 
and aerosols into non-overlapping clusters. Two of these seven, BTD 3.9-6.2 µm and 
BTD 11-12 µm (one of She et al. (2018)’s indices), were selected as they had the lowest 
correlation of those seven indices and were expected to be more independent. The 
best of these indices at resolving the 26 plumes into clouds and aerosols, namely 
BTD 3.9-6.2 µm, is not routinely used to distinguish between clouds and aerosols 
despite the recognised ability of BT6.2 µm to detect upper atmospheric moisture. It 
is postulated that the low correlation between these two indices arises because 
BTD 11-12 µm is a known dust index while BT6.2 µm may reflect the water content of 
the aerosol or cloud. Therefore, combining a dust index with a measure of water 
content may result in a better description of aerosol types than two dust indices. 
The analysis of the cloud cover across the hemisphere showed that the threshold 
for cloud cover is better described by a temporary varying threshold of using half 
the BTD 3.9-6.2 µm standard deviation, as this removes thick cloud layers but retains 
more of the moisture effects in the indices. The importance of minimising the cloud 
“data gaps” is highlighted in that the conservative method, of subtracting half the 
standard deviation, still attributes ¾ rs of the data (across the hemisphere) to 
cloud.  
Evaluation of selected indices 
Spatially mapping the five indices demonstrated that each index behaved 
differently – as certain wavelength combinations may be more sensitive to the 
presence of water, particle size, or chemical composition. These differences were 
noted across both the Pilbara (initial study area depicted in Figure 5-1) and the 
hemisphere (Figure 5-10). The first index, BTD 3.9-6.2 µm, uses the 3.9 µm band 
which is sensitive to most changes (fire, smoke, temperature) and subtracts the 
upper moisture band (6.2 µm) which is predominantly an indication of moisture, 
geopotential height, and cloud phase. The second index uses two aerosol bands (11 
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and 12 µm), and this minimises the similar moisture spectral response. The second 
index is therefore probably related to the Ångström exponent (i.e. particle sizes) 
or aerosol composition. The third index (BTD 9.6-13 µm) is the difference between the 
ozone and CO2 band and will indicate the photochemical and oxidative state of the 
atmosphere. The fourth index (BTD 8.6-10 µm) uses the SO2 band and a “clean aerosol 
band”. Lastly, the fifth index (BTD 6.9-7.3 µm) indicates lower atmospheric 
turbulence (and moisture) as it uses the lower and middle atmospheric water 
bands.  
Using five indices may allow components that are not visible in one index to be 
observable in the other indices. While not typically used to detect smoke plumes 
due to the wavelength and non-detectable particle size of smoke, this study 
demonstrates that IR wavelengths may be able to be used to detect smoke plumes 
as these indices are not detecting aerosol types but the resultant spectral 
differences. A hot rising plume of smoke could initially have low moisture, due to 
the temperature of the fire, but these particles could absorb moisture from the 
atmosphere and be identified by the spectral response to BTD 3.9-6.2 µm. 
Furthermore, the rising air could affect the vertical air movement, identified by 
BTD 6.9-7.3 µm, despite potentially being transparent at BTD 11-12 µm. Rising ash 
(large particle size) may indicate the initial spatial distribution of the smoke 
surrounding a fire as the larger ash particles would dissipate near to the fire. 
Significant differences were noted for the dust indices across the globe (Figure 
5-10). These changes reflect compositional differences and highlight the different 
physical properties that may occur between China and Australia and within 
smaller sub-regions. Neither a single index nor a global threshold can accurately 
determine aerosols because of the different aerosol composition, particle size and 
water adsorption properties which impact the spectral analysis. 
5.6. Conclusions 
The results of this study indicated that the arithmetically simpler BTD index is 
marginally better than both the NDDI and RAT indices at resolving both pure soil 
types and complex air plumes based on spectral differences. It was further 
confirmed, by analysing the resolution of the 45 dual-wavelength indices for each 
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of the three indices (BTD, NDDI, and RAT), that BTD is better than NDDI and 
RAT at resolving clouds and aerosols. However, the lack of speciated ground-level 
data precludes a definitive assertment that BTD is the best index type for 
determining aerosol compositional changes. 
Analysis of each of the 45 BTD wavelength indices identified that only seven had 
non-overlapping cloud and aerosol clusters. Of these seven indices, BTD6.2 µm-3.9 µm 
and BTD12.4 µm-11.2 µm were selected as having the best ability to resolve cloud and 
aerosol types based on the least correlation, and therefore the most independence, 
between the two indices. The independence is a consequence of the first index 
being related to the water content of the aerosol while the second is a traditional 
dust index. 
This study identified five indices that were based on minimising the correlation 
between selected indices. These five indices used different wavelength 
combinations and did not repeat or skip any of the ten available IR wavelengths 
available. Using each wavelength once, with five indices, maximises the 
probability of detecting aerosol compositional change, as every wavelength band 
is used, and minimises the number of potential indices (five vs 45). This study 
identified that moisture and composition influence all dust indices and that a 
generic singular index (and threshold) is regionally specific and that a combined 
set of indices that are globally applicable should rather be used. It suggests that a 
dynamic threshold based on half the standard deviation of the BTD6.2 µm-3.9 µm index 
may minimise cloud gaps and allow aerosol estimations during partly cloudy 
conditions. 
It is therefore suggested that to determine aerosol composition requires using all 
of the IR wavelengths in the five indices proposed and understanding the impacts 
on each index due to chemical compositional changes. A follow-up study used these 
five BTD indices from the Himawari data to elucidate humidity, particle size, 
chemical composition and concentration using a pollution index [9]. 
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5.7. Appendix 
Table 5-6: Record numbers and soil descriptions from the United States Geological 
Survey (USGS) Spectral Library Version 7. 
USGS record number USGS soil description 
11751 Alunite0.5+Kaol_Kga-1 AMX3  
11831 Alunite_NH4+Jaro NMNH145596A  
11869 Beidellite+Montmor GDS123  
12101 Chabazite+Thom+Wair HS193.3B  
12240 ClinozoisiteEpidote HS299.2B  
12291 Cordierite-QtzMus HS346.3B  
12330 Covellite-Pyrite HS477.2B  
12415 Erionite+Merlinoite GDS144  
12435 Erionite+Offretite GDS72  
12520 Halloysite+Kaolinite CM29  
12676 Kaolin/Smect KLF511 .12Kaol  
12696 Kaolin_Smect H89-FR-2 .5Kao  
12723 Kaolin_Smect KLF506 .95kaol  
12743 Kaolin_Smect KLF508 .85Kaol  
12803 Magnesite+Hydromag HS47.3B  
12836 Mesolite+Hydroxyapop GDS6 
12857 Microcline+others HS107.3B  
12901 Mordenite+Clinopt. GDS151 u 
13054 Natrolite+Zeolite HS168.3B  
13285 Sanidine+albite NMNH103200  
13321 Talc+Clinochlore HS327.3B  
13341 Teepleite+Trona NMNH102798 
13399 Zincite+Franklin HS147.3B  
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5.7.1. CDO operations 
Linux command line, Climate Data Operators [216], were used extensively to 
extract and process the satellite data. Essential commands used for this paper are 
included below. 
Land-sea masking 
A land-sea mask was created by averaging the daytime reflectances over a year 
using band 4 (0.86 µm) and ignoring high cloud reflectances. This enabled a high-
resolution mask, (i.e. 0 or 1) to be created over the area. 
Cdo -s -gec,-0.04 -timmean -setmisstoc,0.5 -setvrange,-1,0.5 -sub year.nc -enlarge,year.nc -fldmean year.nc 
land.nc 
A sea mask was created from the inverse of the land mask. 
Cdo lec,0 land.nc sea.nc 
To enable statistics (mean etc.) to be performed on the masked data, the zeros have 
to be first converted to missing values. However, when merging land and sea data 
together, the missing data must first be changed back to zero. This may be done 
either by a series of chained operations or by creating two new masked files for the 
missing data. 
Cdo timmean -mul OBS.nc -setctomiss,0 sea.nc obs_sea.nc  #sea mask 
cdo timmean -mul OBS.nc -setctomiss,0 land.nc obs_land.nc  #land mask 
cdo add -setmisstoc,0 obs_land.nc -setmisstoc,0 obs_sea.nc obs_both.nc 
#or create a new mask once, then use it 
cdo setctomiss,0 sea.nc sea_miss.nc  #sea missing mask 
cdo setctomiss,0 land.nc land_miss.nc #land missing mask 
cdo timmean -mul OBS.nc sea_miss.nc obs_sea.nc  #use sea missing mask 
cdo timmean -mul OBS.nc land_miss.nc obs_land.nc  #use land missing mask 
cdo add -setmisstoc,0 obs_land.nc -setmisstoc,0 obs_sea.nc obs_both.nc 
Selecting a subset (time and/or space) of the data 
cdo -seltimestep,0,25 -selindexbox,249,264,127,143 in.nc out.nc 
Creating an index from primary channels and keeping existing channels 
cdo -f nc -expr,”BTD7_8=B07-B08;BTD14_15=B14-B15;BTD10_09=B10-B09;BTD11_13=B11-
B13;BTD12_16=B12-B16” in.nc tmp1.nc 
cdo setrtoc,-1e99,-1,0 -setrtoc,-1,1,1 -setrtoc,2,1e99,2 -div -sub BTD.nc -enlarge,BTD.nc -fldmean BTD.nc -
enlarge,BTD.nc -fldstd tmp1.nc tmp2.nc #set range based on mean and std 
cdo -f nc -expr,”Atype=81*BTD7_8+27*BTD14_15+3*BTD11_13+9*BTD12_16” tmp2.nc out.nc 
rm tmp?.nc 
 
 Chapter 5: Indices          Atmospheric Environment 2020 117620  123 
Table 5-5-7: Remainder of the BTD combinations correlation (top right) and covariance 
(bottom left). 
  BTD9.6-13 BTD8.6-10 BTD6.9-7.3 BTD10-13 BTD8.6-13 BTD8.6-9.6 BTD9.6-10 BTD6.9-9.6 BTD6.9-13 BTD7.3-9.6 BTD7.3-13 BTD6.9-8.6 BTD6.9-10 BTD7.3-8.6 BTD7.3-10 BTD6.9-11 
BTD9.6-13 
 
-0.01 0.01 0.31 0.32 -0.30 0.29 -0.02 -0.01 0.41 0.12 0.12 0.31 0.10 0.10 0.18 
BTD8.6-10 0.0 
 
0.00 -0.36 -0.24 -0.24 0.35 0.40 0.28 0.36 0.39 0.34 0.26 0.28 0.32 0.31 
BTD6.9-7.3 0.0 0.0 
 
-0.46 -0.48 -0.49 0.47 0.57 0.81 0.52 0.55 0.56 0.77 0.73 0.72 0.72 
BTD10-13 0.9 -0.2 -1.5 
 
0.99 0.81 -0.82 -0.85 -0.79 -0.64 -0.87 -0.87 -0.65 -0.84 -0.84 -0.80 
BTD8.6-13 0.9 -0.1 -1.5 4.5 
 
0.81 -0.81 -0.83 -0.79 -0.62 -0.86 -0.86 -0.64 -0.84 -0.84 -0.79 
BTD8.6-9.6 -0.8 -0.1 -1.5 3.6 3.5 
 
-0.99 -0.83 -0.79 -0.88 -0.94 -0.94 -0.85 -0.91 -0.91 -0.91 
BTD9.6-10 0.8 0.2 1.5 -3.8 -3.6 -4.4 
 
0.85 0.79 0.89 0.95 0.95 0.85 0.91 0.91 0.92 
BTD6.9-9.6 -0.1 0.3 2.3 -5.0 -4.7 -4.6 4.9 
 
0.94 0.90 0.97 0.97 0.89 0.95 0.95 0.94 
BTD6.9-13 -0.1 0.3 4.6 -6.5 -6.2 -6.2 6.4 9.6 
 
0.85 0.91 0.92 0.95 0.97 0.97 0.96 
BTD7.3-9.6 1.6 0.3 2.4 -4.1 -3.8 -5.4 5.7 7.2 10 
 
0.93 0.93 0.95 0.91 0.91 0.94 
BTD7.3-13 0.7 0.5 3.9 -8.8 -8.3 -9.0 9.5 12 16 13 
 
1.00 0.91 0.97 0.97 0.97 
BTD6.9-8.6 0.7 0.4 3.9 -8.6 -8.2 -8.9 9.3 12 16 13 21 
 
0.91 0.97 0.98 0.97 
BTD6.9-10 1.6 0.3 4.7 -5.6 -5.3 -7.0 7.2 10 14 11 17 17 
 
0.96 0.96 0.97 
BTD7.3-8.6 0.7 0.4 6.2 -10 -9.7 -10 11 14 20 15 25 25 21 
 
1.00 1.00 
BTD7.3-10 0.7 0.5 6.2 -10 -9.8 -11 11 15 21 15 26 25 21 31 
 
1.00 
BTD6.9-11 1.4 0.5 6.7 -11 -10 -12 12 16 22 17 28 27 24 34 34.3   
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6. Composition 
Sowden, M., D. Blake, D.D. Cohen, A. Atanacio and U. Mueller. 
2020. Development of an infrared pollution index to identify ground-level 
compositional, particle size, and humidity changes using Himawari-8. 
Atmospheric Environment, 2020 117435. 
6.1. Abstract 
Speciated air quality data informs health studies and quantitates impacts. 
However, monitoring is concentrated around populated regions whilst, large 
remote and rural regions remain unmonitored despite risks of dust-storms or wild-
fires. Sub-hourly, infrared, geostationary data, such as the ten-minute data from 
Himawari 8, could potentially be used to quantify regional air quality continually. 
Monitoring of Aerosol Optical Depth (AOD) is restricted to visible spectra (i.e. 
daytime only), while newer quantification methods using geostationary infrared 
(IR) data have focused on detecting the presence, or absence, of an event. Limited 
attention has been given to the determination of particle size and aerosol 
composition (such as sulfates, black carbon, sea-salt, and mineral dust), using IR 
exclusively, and more appropriate methods are required to improve the 
understanding of source impacts. 
Hourly data were collected for a three-year study period (July 2015 to July 2018) 
across the greater Sydney region in Eastern Australia from seventeen ground-
based sites that measured meteorological data and quantified ambient 
concentrations of NO, NO2, SO2, PM2.5, PM10, and O3. This data was combined with 
source-apportioned categories (soil, sea-spray, smoke, secondary sulfates, and 
vehicles) from positive matrix factorization (PMF) of elemental aerosol collected 
on daily filters at five monitoring sites across the region. Regression analysis of 
five brightness temperature difference (BTD) infrared indices were used to 
determine a pollution index. 
The pollution index was shown to be related to humidity, particle size, and 
compositional changes. Unlike fixed thresholds, the continual index function can 
be aggregated spatially and temporarily. Good resolution is obtained between PM2.5 
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and O3. BTD appears insensitive to concentration, and the pollution index was 
used to detect and identify composition prior to determining concentration. 
Keywords: aerosol; Himawari-8; infrared; ground-level-concentration. 
6.2. Introduction 
The World Health Organization (WHO) estimates that globally 12.6 million deaths 
each year are attributable to unhealthy environments. Air pollution, both indoor 
(4.26 million deaths) and outdoor (3.73 million deaths) is a significant 
environmental factor in these deaths [263, 264]. The National Environment 
Protection Measure for Ambient Air (Air NEPM) sets national standards for six 
criteria air pollutants to which most Australians are exposed: carbon monoxide, 
ozone, sulfur dioxide, nitrogen dioxide, lead, and particulates [265]. 
Particulate matter is a significant criteria pollutant as it is ubiquitous and occurs 
at high concentration levels [266]. Particulate matter (PM) health effects include 
respiratory, lung cancer, and adverse cardiovascular effects [232, 267-271]. There 
is some debate about the significance of size fractions of PM and whether specific 
sources (i.e. composition) of air pollution are more important than others [231, 272, 
273]. Urbanization, coupled with increased affluence, leads to an increase in 
vehicles and industrial activities with concurrent increases in ambient particulate 
levels [274, 275]. Additionally, geogenic emissions from fires [276] and wind-blown 
events [277] contribute to the ubiquity of PM events in populated, arid, and 
forested regions. The composition (and indirectly health impacts) of air pollution 
are dependent on the source, e.g. desert dust is principally crustal but may include 
biological material [231] while smoke from wildfires is chiefly organic, but may 
include inorganic compounds [232]. 
6.2.1. Surface monitoring requirements 
Various methods have been used to estimate, predict, or measure airborne 
contaminant concentrations in order to quantify the population exposure [12]. 
Ambient monitoring using fixed locations provides reliable concentration data, 
often spanning decades. However, monitoring sites may be sparsely distributed in 
regional areas because of cost and infrastructure (power, cooling, and security) 
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limitations [13, 14] and situated according to population, rather than areas of risk 
[15]. 
Methods to determine concentration must have sufficient spatial and temporal 
resolution to accurately represent an event (typically minutes to hours or days) 
[278, 279]. The optimum monitoring interval is on the cusp of the turbulent zone, 
i.e. five to ten minutes, for air quality events, to achieve reproducible results and 
simultaneously be fast enough to detect those events [7]. Despite this temporal 
requirement, the accredited PM sampling method [167, 168] draws a 
predetermined volume of air over a daily period through a size-selective inlet and 
captures the total mass on a filter, which reduces short-term incident information 
to a smoothed daily average. 
In contrast, electronic monitors, such as Beta attenuation monitors, record hourly 
or sub-hourly data [280]. Health-related studies suggest that the minimum 
requirements for monitoring atmospheric events are a spatial resolution of one 
kilometer and a temporal resolution of an hour [167, 168]. However, airborne 
concentrations may be below detection limits, even using twenty-four-hour filter 
samples [23]. Sophisticated analysis techniques such as accelerator-based ion 
beam analysis techniques [281] may be required to detect pollutants at those low 
concentration levels on small microgram samples. 
6.2.2. Accuracy of estimations 
In areas without dedicated monitoring, it may be possible to estimate 
concentrations using dispersion modelling [282] or remote sensing [11] and infer 
compositions based on the source [28, 84, 283]. Dispersion modelling takes the 
estimated emission from each source and disperses the pollutants according to 
parameterizations of the prevailing meteorology [31, 32]. 
For a simple source in flat terrain, dispersion modelling is very accurate. The US-
EPA indicates the error margin to be a factor of two using period summations 
(maximum hourly daily and annual averages) and quantile plots [26]. Validation 
studies have identified where models successfully replicated annual averages and 
maxima but failed on paired hourly studies [284]. Most of the predicted 
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inaccuracies lie with the input data assumptions [285]. When including a large 
domain, with multiple natural sources and summating small wind field errors over 
hundreds of kilometres, the errors rapidly increase and make dispersion modelling 
unsuitable over large regions [286]. 
6.2.3. Remote sensing of ground-level 
concentrations 
Remote sensing has been used to determine aerosol concentrations [2, 4, 93, 134], 
where direct monitoring is unavailable [129, 131, 136]. Aerosol Optical Depth 
(AOD) [48, 65] is a measure of the extinction of electromagnetic radiation by dust 
and haze, which can absorb or scatter light [223]. AOD is dimensionless and is 
related to the total amount of aerosol in the vertical column of the atmosphere 
over a location. AOD measurements have been extrapolated to surface 
concentrations [3, 41, 83, 85-89]. 
Short-term events such as fires, inversion weather conditions, and clouds should 
be taken into consideration as these events may be missed during infrequent 
satellite overpasses [104, 152, 161-163]. Similarly, there is a need to extrapolate 
the total AOD column amount into respirable ground level concentrations (GLCs) 
to ensure comparative measurements [80, 209]. While reviews [61] and studies 
[211] both indicate high correlations (~ 0.8) for long term studies between AOD 
and ground-based measurements, paired daily studies report lower correlations 
which were attributed to the inter-day fluctuations of particle size [287] . 
6.2.4. Infrared indices 
Remote sensing using both visible (scattering) and infrared (IR) wavelengths 
(detecting radiation) [234] has been used to monitor GLCs. Clouds impact 
reflectance [48] and the infrared portion of the electromagnetic spectrum [58, 234]. 
While traditional methods for quantifying aerosol relies on using the daytime-only 
visible portion of the electromagnetic spectrum [48], more recent studies, favour 
revising and utilizing older infrared dust detection methodologies [74, 256] to 
provide continuous monitoring (i.e. 24 hours a day) [234]. 
 Chapter 6: Composition          Atmospheric Environment 2020 117435  128 
Satellite algorithms supply the cumulative infrared absorption (from land, sea, 
water vapor (clouds), and trace atmospheric gases) as a brightness temperature 
(BT) measurement. Brightness temperature difference (BTD) between two 
infrared wavelengths (λ) (i.e. BTD λ1- λ2 µm = BTλ1 – BTλ2) [6, 95, 234] is a simple 
high-pass filtering method that enhances the differences (trace gases) between two 
similar wavelength bands while minimizing commonality (land/sea and cloud) 
between the two wavelengths. Following the methodology of our earlier work [8], 
we utilized five brightness temperature difference (BTD) indices (BTD3.9-6.2 µm, 
BTD11-12 µm, BTD9.6-13 µm, BTD8.6-10 µm, and BTD6.9-7.3 µm). These band combinations 
were chosen based on reducing correlations between indices and utilizing all ten 
IR wavelengths.  
6.2.5. Aims of the study 
This study seeks to understand if air quality events could be detected against 
background levels, identify which pollutants and source types contributed to the 
enhanced concentrations, and quantitate the concentrations of the events using 
the five, previously selected, BTD indices. 
6.3. Data and study area 
Three years (July 2015-2018) of surface concentration data were obtained from the 
New South Wales (NSW) Office of Environment and Heritage (OEH) for seventeen 
real-time monitoring sites across the greater Sydney region in eastern Australia. 
Figure 6-1 depicts the locations of these monitoring sites. Data from the 
Australian Nuclear Science and Technology Organization (ANSTO), for five co-
located sites (blue squares in Figure 6-1) over the same monitoring period as the 
OEH data, were obtained. The ANSTO data were derived from sample analysis, 
which captured airborne PM2.5 on filters over twenty-four hours twice weekly. 
These two concentration datasets were paired in time with ten-minute spectral 
data from the Himawari-8 geostationary satellite. 
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Figure 6-1: Locations of monitoring sites in the greater Sydney region (South 
East Australia), UTM Zone 56S, NSW  OEH sites as yellow triangles, and joint 
OEH/ANSTO as blue squares. 
6.3.1. NSW Office of Environment and Heritage 
Meteorological and ambient air quality concentration data was downloaded from 
the New South Wales (NSW) government office of Environment and Heritage 
(OEH) website https://www.environment.nsw.gov.au/AQMS/search.htm for the 
three years, July 2015 to 2018. An air pollution index (API) was calculated as the 
sum over all pollutants of the hourly data divided by the daily criteria level 
specified by the National Environment Protection Measure for Ambient Air 
(NEPM) standard. The 97.5 percentile of the data was used to approximate the 
daily criteria for pollutants that did not have a daily standard. This approach 
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differed from OEH’s Air Quality Index (AQI), which used inconsistent timescales 
for each pollutant (hours for SO2, NO, and NO2 but daily for particulate matter). 
Accordingly, we have renamed our index as Air Pollution Index (API) to highlight 
the difference. 
6.3.2. ANSTO data 
The Australian Nuclear Science and Technology Organization (ANSTO) has 
applied accelerator-based nuclear techniques to the characterization of fine PM2.5 
quantification of ambient air as part of the Sydney Fine Particle Study [16] and 
on-going monitoring. Fine particles were collected on filters over twenty-four 
hours twice a week. Each of these filters was analysed for 23 elemental and 
chemical species: hydrogen (H), sodium (Na), aluminium (Al), silicon (Si), 
phosphorus (P), sulfur (S), chlorine (Cl), potassium (K), calcium (Ca), titanium (Ti), 
vanadium (V), chromium (Cr), manganese (Mn), iron (Fe), cobalt (Co), nickel (Ni), 
copper (Cu), zinc (Zn), selenium (Se), bromium (Br), lead (Pb), black carbon (BC) 
and total nitrogen (Total N). 
Positive matrix factorization (PMF) source apportionment techniques were 
applied to this data to identify different source components or fingerprints that 
make up the measured total PM2.5 mass at each of these monitoring sites [281, 288]. 
Table 6-1 presents a summary of three years PMF data provided by ANSTO (July 
2015 to 2018) for five sites (Liverpool, Mayfield, Musslebrook, Richmond, and 
Warrawong) across the greater Sydney region. 
ANSTO determined seven or eight characteristic fingerprints for each of the five 
ANSTO sites using PMF analysis. These fingerprints included soil, sea-spray, 
secondary sulfates (coal-fired power stations, oil refineries, motor vehicles, and 
industry), smoke (biomass burning, domestic wood heaters, and motor vehicles) 
and Auto1 (primary automobile source) components. Industrial emission profiles 
(Ca, S, Fe, and metals) and Auto2 (secondary automobile source) were only 
supplied where those profiles contributed significantly to a site. 
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Table 6-1: Average PM2.5 concentration and aerosol percentages (by mass) PMF 
categories for each ANSTO site. 
Site Liverpool Mayfield Musslebrook Richmond Warrawong 
PM2.5 (µg/m3)1 8.37 6.98 5.84 6.89 9.47 
Smoke 31.7% 26.2% 17.4% 35.1% 1.58% 
Auto1 20.5% 23.8% 28.2% 11.2% 2.12% 
Secondary Sulfate3 17.1% 18.6% 21.4% 18.1% 16.9% 
Industrial Sulfur 13.2% NS 12.9% 18.0% 18.4% 
Sea-spray3 9.7% 17.0% 4.4% 5.6% 30.9% 
Soil 3.22% 4.93% 6.55% 3.84% 12.42% 
Industrial Ca NS2 1.87% NS NS 7.43% 
Industrial Fe NS 1.98% NS 3.37% 4.81% 
Industrial Metals NS NS 5.36% NS NS 
Auto2 1.39% 0.59% NS NS NS 
1: Average hourly PM2.5 concentration (µg/m3). 
2: NS indicates that the PMF parameter was not supplied for that site. 
3: Secondary Sulfate and sea-spray is abbreviated to SecS and sea respectively in 
subsequent discussions, and the Industrial metals are amalgamated into Industry 
(Ind). 
 
6.3.3. Himawari-8 
Raw data files of all ten infrared bands from the Himawari-8 satellite were 
obtained from the Australian Bureau of Meteorology (BOM) for the period from 
July 2015 to July 2018. These data files were cropped to the study domain and 
analysed using the “Climate Data Operators” (CDO) [216]. The raw brightness 
temperature data were averaged per hour (per pixel) and across the study domain 
(to obtain a temporal background absorbance which took into consideration 
diurnal temperature and atmospheric changes), and this hourly average was 
subtracted from the raw brightness temperature (per pixel) before calculating the 
BTD index value. Unlike the AOD methodology, the data was not spatially 
aggregated, nor was it screened based on cloud cover. The analysis considered five 
hourly BTD indices, which were matched in time to the hourly monitored OEH 
and interpolated hourly ANSTO data. 
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6.4. Methodology 
6.4.1. Overview 
It was assumed that concentration by event type was related to the five pre-
selected BTD indices. However, to quantitate the concentrations, the composition, 
humidity, and particle size must be qualified, as these parameters influence the 
spectral response [74]. This study analysed the concentration distribution of 
different pollution events over the three-year data period. A pollution index was 
developed, from the BTD indices, which considered compositional, humidity, and 
particle size changes. Predictive pollutant equations for relative humidity and 
percentage fine particulate matter were quantified using regression from the 
pollution index and verified against the two datasets, and a Weibull function was 
determined and used to estimate compositional probability against the pollution 
index. 
6.4.2. Variations in the measured OEH and ANSTO 
data 
The variance of the data was investigated by classifying the measured 
concentration, according to percentiles. The daily guideline for PM2.5, PM10, and SO2 
coincided with the 97.5 percentile, and this statistic was used for pollutants that 
did not have a daily guideline. An Air Pollution Index (API) was defined as: 
𝑨𝑷𝑰 = ∑ 𝑪𝒐𝒏𝒄𝒆𝒏𝒕𝒓𝒂𝒕𝒊𝒐𝒏𝒊/𝒅𝒂𝒊𝒍𝒚 𝒈𝒖𝒊𝒅𝒆𝒍𝒊𝒏𝒆𝒊𝒊   (1) 
An air quality event (or incident) was indicated when at least one of the measured 
pollutants exceeded the guideline. Carbon monoxide was subsequently removed 
from the list of pollutants as it had few events compounded by a limited number 
of monitoring sites. Competing spectral interferences from other pollutants were 
reduced by restricting the analysis to single pollutant events. Using an air 
pollution index allowed comparisons of severity between pollutants to be 
undertaken and enabled the temporal addition of combined impacts from all 
pollutants to be determined. 
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Primary (emitted from source) and secondary (chemical reactions) aerosols are 
expected from combustion by-products and photochemical reactions [29, 30] from 
both gaseous pollutants (NO, NO2, SO2, and O3) and particulate matter (PM2.5 and 
PM10). The OEH data indicated that the measured PM10 included coarse particles 
with an aerodynamic diameter (i.e. particle size) of 2.5 µm to 10 µm as there were 
instances in the data where the concentration of PM10 was less than PM2.5 – which 
could not occur if PM10 included PM2.5. The percentage of fine particles (0-100%) in 
the measured OEH data was therefore defined as: 
𝑭𝒊𝒏𝒆𝒔 = 𝟏𝟎𝟎 𝑷𝑴𝟐.𝟓
𝑷𝑴𝟐.𝟓ା𝑷𝑴𝟏𝟎
  (2) 
The data were screened to exclude background concentrations (i.e. where API < 1). 
Boxplots were generated to determine the impacts of the site location, relative 
humidity (moisture), and particle sizes on the concentration. These air quality 
events were classified according to Boolean logic, and this allowed event types to 
be categorized and ranked by occurrence. The bit significance was determined by 
the number of measurements above the detection limit for each pollutant. CO, 
which was monitored at the least number of sites was the least significant, while 
PM10 was the most significant. 
𝑬𝒗𝒆𝒏𝒕 𝒕𝒚𝒑𝒆 =  ∑ 𝟐𝒊𝝌(𝒊)𝒊    (3) 
where 𝜒(𝑖) = ቄ1 𝑖𝑓 𝑃𝑜𝑙𝑙𝑢𝑡𝑎𝑛𝑡௜ > 𝑑𝑎𝑖𝑙𝑦 𝑔𝑢𝑖𝑑𝑒𝑙𝑖𝑛𝑒௜
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
The ratio of the hourly to daily PM2.5 OEH data was used to scale the ANSTO data 
(expressed as a mass basis) to hourly concentrations. The correlations between the 
two measured datasets were determined on both an hourly and daily basis. 
6.4.3. Development of a pollution index 
Preliminary regression analysis at calibrating concentration scale factors per 
event type from the five BTD index values resulted in low correlations (0.05 to 
0.3). Investigating the analysis of variance (ANOVA) of the API showed that the 
within variance (of a narrow range (1/100th) of the BTD index) was significantly 
greater than the between variances. This variance was further noted in the 
boxplots that were produced (Figure 6-2) (API by event type, severity, humidity, 
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and particle size) that depicted both the relationship between the variables and 
the variance of the data. Removal of outliers and discrepancies between scale 
factors (slope, intercept, and median prediction) did not improve the predicted 
API/BTD regression correlations. 
The failure of traditional regression methods necessitated an alternative 
approach. The OEH data analysis suggested that the API was related to changing 
event types, humidity, and particle size consequently, the variance within these 
categories was hindering quantification. A pollution index was therefore proposed 
that encompassed composition, humidity, particle size, and compositional 
changes. 
The production of the boxplots (Figure 6-2) by humidity and percentage fines 
showed a consistent ordering of pollutants with three pollutants showing minimal 
differences, three moderate differences, and one major difference. These 
differences were used to determine a Bayesian “prior” pollution index with an 
initial index change of five, ten, and twenty for minimal, moderate, and large 
differences, respectively. A Bayesian approach was used to include prior 
information that cannot be easily included via classical methods and where the 
data set includes a significant number of outliers and non-normal distributions 
[289]. Bayesian regression was applied iteratively to determine the pollution index 
from the prior (dependent variable) against the five BTD indices as input 
(independent variables). Two BTD indices were subsequently discarded based on 
the lack of significance to the predicted coefficients from the final stepwise 
iteration. 
6.4.4. Calculating concentration from the 
pollution index 
The measured concentrations, relative humidity, and particle sizes were grouped 
and aggregated according to the integer of the pollution index. The aggregation 
minimized high concentrations from severe events, that may not represent the 
concentration across the entire Himawari pixel (4 km2). Regression was used to 
determine coefficients for relative humidity, and particle size from the pollution 
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index and maximum likelihood probabilities were determined by fitting a Weibull 
function (eq 4) to the event (composition) probabilities across the pollution index. 
 
𝑬𝒗𝒆𝒏𝒕 𝒑𝒓𝒐𝒃𝒂𝒃𝒊𝒍𝒊𝒕𝒚 =  𝒂 · ቀቁ · ቀ
𝑷𝑰
 ቁ
ି𝟏
𝐞𝐱 𝐩 ൬− ቀ𝑷𝑰 ቁ

൰  (4) 
Where: 
a  is a scale parameter to convert the cumulative sum (=1) to a constant 
maximum of unity in the graph, and according to the 99.9 percentile. 
  is the Weibull scale parameter that affects the curve width. 
  is the Weibull shape parameter that changes the position of the maxima 
where one is asymptotic at low PI values, and five is asymptotic at high PI 
values; and  
PI  is the pollutant index.  
 
6.5. Results 
6.5.1. Variations in the measured OEH and ANSTO 
data 
Percentiles 
The data recovery rates in Table 6-2 reflected that not all pollutants were 
measured at each site. Table 6-2 shows that while the guidelines (97.5%) 
represented most of the measured data, they accounted for only seven percent of 
the measured OEH concentrations. The skewed data distribution is further 
reflected in the fivefold increase in concentrations between the 99.9 percentile and 
the maximum. 
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Table 6-2: Total data recovery rates (including parameters not monitored at sites) 
and concentration percentiles from a) the OEH dataset, and b) the ANSTO 
dataset. The number of valid measurements per element is provided with the 
values in brackets representing the percentage of valid data recovered from total 
data records for each element. 
 a) OEH data 
N SO2 
pphm1 
NO 
pphm 
NO2 
pphm 
CO 
ppm 
O3 
pphm 
PM10 
µg/m3 
PM2.5 
µg/m3 API  
486014 
(100%) 
395504 
(81%) 
428122 
(88%) 
428530 
(88%) 
158650 
(33%) 
349422 
(72%) 
481059 
(99%) 
402973 
(83%) 
243973 
(50%) 
50% 0 0.1 0.6 0.2 1.8 16.5 6.5 1.6 
95% 0.5 3.7 2.3 0.6 3.7 42.1 19.7 3.5 
97.5% 0.7 5.7 2.7 0.7 4.3 51.6 24.5 4.2 
99.0% 1.2 8.4 3 0.9 5.2 67.2 32.6 5.1 
99.9% 3.4 15.6 4 1.5 7.7 138 66.7 8.6 
100% 21 33.5 6.7 3.6 13.5 729 335 30.5 
 b) ANSTO data 
N PM2.5 
µg/m3 
Smoke 
µg/m3 
Sea 
µg/m3 
Auto1 
µg/m3 
Soil 
µg/m3 S 
µg/m3 SecS µg/m3 Fe 
µg/m3  
33324 31293 (94%) 
31317 
(94%) 
31317 
(94%) 
31297 
(94%) 
31325 
(94%) 
24583 
(74%) 
31373 
(94%) 
19461 
(58%) 
50% 5.8 0.5 0.3 0.8 0.2 0.7 0.8 0.1 
95% 20.4 6.7 5.0 3.9 1.7 4.1 4.6 1.0 
97.5% 25.9 10.0 7.3 5.2 2.8 5.5 5.9 1.6 
99.0% 35.3 15.6 10.9 7.4 4.8 7.6 7.5 2.8 
99.9% 61.2 35.7 20.9 14.1 11.9 14.1 12.5 6.5 
100% 89.7 51.2 40.8 33.6 23.4 26.0 20.5 10.4 
1: pphm = Parts per hundred million. 
Quantifying impacts by site, relative humidity, and particle size 
There were minimal differences in measured concentrations between locations 
despite urban, rural, coastal, and forested land-use differences. Most events had 
an API of three to five (Figure 6-2a-b) and were within the 95th percentile of event 
concentrations but PM10, and to a lesser extent SO2, had a considerable number of 
exceedances above the 95% percentile level. 
NO events coincided with high relative humidity (Table 6-2 and Figure 6-2a), 
while NO, NO2, SO2, and PM10 all reflected an inverse concentration relationship 
with relative humidity. PM10 events were the only events that occurred significantly 
during low humidity (0 to 20%) potentially from enhanced windblown dust events 
over dry soil. Ozone and PM2.5 showed a reversed trend with concentrations 
increasing with relative humidity and reached a maximum at about 80% 
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humidity, and this can be ascribed to moisture coagulating on fine particles (and 
increasing their mass) with wet deposition potentially occurring above 80% 
humidity. 
Figure 6-2b shows that coarse particles dominated PM10 measurements (as expected 
by the definition of > 2.5 µm) and NO events, while PM2.5 events were from fine 
particles with a concentration (API) that decreased according to particle size 
(arguably related to volume). Ozone concentrations also exhibit an inverse 
concentration relationship with particle size. Similar, but weaker, trends were 
noted in the ANSTO data (Figure 6-2c-d). 
Event types 
Table 6-3 lists the most frequent event types in descending order. From the table, 
it is apparent that air quality events in the OEH dataset were dominated (80%) 
by six single-pollutant incidents, five two-pollutant incidents (10%), and the 
remaining (10%) occurred from low-frequency, multi-component incidents. While 
there are significant differences in maximum API concentrations, each singular 
pollutant event type had an API concentration of approximately 3.0. While the 
lack of PMF categories across all sites precluded a similarly detailed analysis of 
the ANSTO dataset, seventy percent of the ANSTO events were related to a single 
PMF source category. Concentration maxima from smoke and sea-spray were 
double that of the other categories. 
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Figure 6-2: Box and whisker plots by: a) OEH relative humidity; b) OEH percentage fines; 
c) ANSTO relative humidity, d) ANSTO percentage fines depicting API per pollutant 
(where a singular pollutant exceeded an API of unity for each monitoring site. 
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Table 6-3: The most commonly occurring event types for a) the OEH API dataset 
and b) the ANSTO PM2.5 dataset monitored over the three years (July 2015 to 2018) 
at the selected monitoring sites. 
Event Type No of events Percent 
Cumulative 
Percent 
Std. 
Deviation Mean Maximum 
  a) OEH data 
PM10 8635 18.2 18.2 0.8 2.9 16.2 
O3 7033 14.8 33.1 0.6 2.5 5.5 
SO2 6665 14.1 47.1 1 3.6 13.2 
NO 5605 11.8 59 0.6 3.4 6 
PM2.5 5324 11.2 70.2 0.6 2.8 5.5 
NO2 4789 10.1 80.3 0.6 2.8 5.4 
TSP (PM2.5+PM10) 1394 2.9 83.2 2.1 4.8 22.5 
NOx (NO+NO2) 1100 2.3 85.6 0.7 4.1 7.3 
O3+PM10 804 1.7 87.3 0.6 3.6 7 
NO+CO 599 1.3 88.5 0.7 4.2 6.7 
NO+PM2.5 598 1.3 89.8 0.8 4.9 8.4 
TSP+NOx+CO 571 1.2 91 1.7 6.6 16.6 
NOx+CO 562 1.2 92.2 0.9 4.7 8 
SO2+PM10 494 1 93.2 1.4 4.9 11.9 
NO+PM10 383 0.8 94 0.8 4.1 8.4 
  b) ANSTO data 
SecS 411 13 13 4.6 16.8 36.4 
Smoke 408 12.9 25.9 8.5 24.5 89.2 
Sea 401 12.6 38.5 6.3 17.6 60.1 
Auto1 325 10.3 48.8 4.3 17.9 37.5 
Soil 196 6.2 55 4.6 13.3 27.4 
S 194 6.1 61.1 4.8 18.8 35.5 
Auto2 115 3.6 64.7 4.8 12.3 26.9 
Fe 98 3.1 67.8 5.3 17.5 30.7 
Metals 58 1.8 69.6 4.5 9.3 20.4 
Smoke+Auto1 55 1.7 71.3 9.1 33.9 60.8 
Ca 17 0.5 71.8 2.2 12.1 17.2 
 
Comparing ANSTO and OEH data 
The correlation between the ANSTO and OEH datasets was 0.760 for the hourly 
ANSTO interpolation and 0.625 for the daily OEH summation. This correlation is 
less than expected when comparing between two analytical methods and is more 
typical of comparisons between remote sensing AOD and ground-based AERONET 
correlations [61, 144, 287]. While the different timescales may contribute to the 
low correlation on the ANSTO interpolation, a higher correlation would be 
expected on the daily OEH summation if the timescales were the cause of the low 
correlation. The low correlation arises from location differences and indicates the 
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plume’s spatial variability rather than compositional differences between the two 
datasets. 
6.5.2. Development of a pollution index 
API by BTD boxplots 
Boxplots (Figure 6-3) were produced for each of the five BTD indices, per event type 
and severity (the integer of API), showed that half of the plots depict a lack of 
change in concentration against the BTD index value (e.g. NO and BTD3.9-6.2 µm). 
The lack of sensitivity in these plots accounts for the high-within, low-between 
ANOVA results. The index values were similar across three pollutant categories: 
[NO, NO2, and PM2.5]; [PM10, and SO2]; and O3 with minimal changes within a group. 
Low background concentrations covered a broader spectral response in the data 
than the events due to the larger dataset (97.5%) and the combined spectral result 
of other the pollutants. In contrast, some extreme events had a low frequency of 
observance, and the lack of data is evident in the narrow spectral range, which did 
not follow the trend of the other data (e.g. NO for BTD11-12 µm). These background 
and low-frequency events were excluded from subsequent analysis. 
Nitric oxide (NO) has a low spectral sensitivity to the five BTD indices, with only 
BTD6.9-7.3 µm showing a definitive relationship in the boxplots. Similarly, ozone is 
best qualified by the singular BTD9.6-13 µm index, although both BTD3.9-6.2 µm > 50°C 
and BTD11-12 µm > 2°C are potentially useful as thresholds. Sulfur dioxide (SO2) has 
the best spectral sensitivity across all five BTD indices, followed by nitrogen 
dioxide (NO2) across three indices. Both PM2.5 and PM10 exhibit a lack of spectral 
sensitivity to concentration. 
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Figure 6-3: Boxplots depicting BTD by event and severity (concentration). 
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Determining the pollution index 
Iterative regression analysis to predict the pollution index (PI) determined the 
following BTD coefficients. 
𝑷𝒐𝒍𝒍𝒖𝒕𝒊𝒐𝒏 𝒊𝒏𝒅𝒆𝒙 = 𝟏𝟕. 𝟑 + 𝟒. 𝟔𝟗𝑩𝑻𝑫𝟏𝟒ି𝟏𝟓 + 𝟎. 𝟒𝟗𝟗𝑩𝑻𝑫𝟗ି𝟏𝟎 + 𝟎. 𝟓𝟕𝟕𝑩𝑻𝑫𝟏𝟐ି𝟏𝟔 (5) 
Figure 6-4 presents boxplots depicting the variation of the pollutant index across 
event types, fine fraction, and relative humidity. The pollutant type has the most 
significant impact on the pollution index with NO, NO2, and PM2.5 having low 
index values, PM10 and SO2 having intermediate levels and O3 the highest. There 
is an inverse relationship between humidity and pollutant index, while the 
particle size relationship is less well defined. 
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Figure 6-4: Pollution index (PI) as a function of a) OEH events by relative humidity, b) 
OEH events by percentage fine aerosol, c) ANSTO events by relative humidity, and d) 
ANSTO events by percentage fine aerosol. 
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6.5.3. Determining concentration from the 
pollution index 
Figure 6-5 depicts the mean concentrations and probabilities aggregated across 
the integer of the spectral pollution indices. Figure 6-5a demonstrates high 
correlations between relative humidity and percentage fines with the pollution 
index (PI). The regression coefficients were scaled to span the data range and 
simplified to: 
𝑹𝒆𝒍𝒂𝒕𝒊𝒗𝒆 𝒉𝒖𝒎𝒊𝒅𝒊𝒕𝒚 =  𝟏𝟎𝟎 −  𝟏𝟎 𝑷𝑰/𝟔  (6) 
𝑭𝒊𝒏𝒆𝒔 = 𝟏𝟎𝟎 − 𝟔𝑷𝑰 + 𝑷𝑰𝟐/𝟏𝟎   (7) 
Figure 6-5b depicts the probability that the predicted concentration is below the 
mean (P50) or above the event threshold (97.5%) according to the pollution index. 
At a pollution index of 14, there is a 60% probability that an hourly measurement 
would be below the annual mean. With a pollution index in the range of 8 to 20 
(blue shaded region) the probability that the measurement is below the mean is 
greater than the uncorrelated 50th percentile. 
Similarly, with a pollution index in the range of 8 to 30 (red shading), there is less 
of a probability that it is an event. At lower or higher pollution index values, the 
probability decreases that the hourly concentration is below the annual mean and 
simultaneously increases the probability of an event. This relationship is more 
robust at higher pollution index values, and at a pollution index of 40, there is an 
eighty percent probability that the measurement is above the mean and the 
probability that it is an event doubles from 2.5% (100-97.5%) to 5%. 
Figure 6-5 (c and d) shows that for most pollutants, the measured concentration is 
independent of the pollution index. SO2 and O3 show a slight positive correlation 
against index values, and the ANSTO data reflects a cut-off at an index value of 
about 25 in accordance with the PM2.5 data in Figure 6-5c. The ANSTO data 
reflects a much smaller dataset (two days per week), which was interpolated to 
hourly estimates, and consequently, there are fewer exceedances and more “noise” 
in the data. Figure 6-5d has been simplified to include only three PMF components 
to minimize overlapping factors. 
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The probability of an event type is related to the pollutant index for the OEH data 
(Figure 6-5e), but less dependence was noted for the ANSTO data (Figure 6-5f). 
The probability of a PM2.5 event increases hyperbolically with decreasing pollution 
index with a probability of 0.1 at an index value of 25 increasing to 0.5 at an index 
of 5. Ozone increases with increasing index values, in contrast to all other 
pollutants, such that at an index value of greater than thirty-five is most probably 
an ozone event. SO2 and PM10 are similar, with both having a quadratic function 
with a maximum at an index value of about 25. Both NOx components (NO and 
NO2) have similar quadratic profiles with little probability differences between 
them and overlap the PM2.5 probability profile except at low index values (<10) 
where PM2.5 is asymptotic while NOx decreases to zero. The derived Weibull 
parameters are supplied in Table 6-4. 
Table 6-4: Weibull parameters per pollutant/aerosol factor sorted according to 
increasing shape parameter (). 
Factor PM2.5  Smoke Auto NO NO2 PM10 S SO2 Soil Sea SecS O3 
 1.03 1.27 1.68 1.88 1.96 2.23 2.84 2.93 3.19 3.21 3.41 4.68 
 17.6 13.2 18.5 15.4 20.4 31.1 29.9 36.3 30.9 27.0 45.2 48.8 
Scale 1483 637 336 291 96 4645 376 107 296 453 430 202 
 
Similarities in the probability distributions were noted between the OEH and 
ANSTO data specifically for the O3-Secondary Sulfates; PM2.5-Smoke; and NOx-
Auto pairs. This similarity is also seen in the comparisons of event types with 
relative humidity and percentage fines as depicted in Figure 6-2.  
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Figure 6-5: Average concentration and probability as a function of the pollution 
index. a) OEH relative humidity and particle size; b) probability below the mean 
or above the guideline (97.5%); c/d) OEH/ANSTO concentration; e/f) OEH/ANSTO 
probability; g/h) OEH/ANSTO probability as a Weibull function. 
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6.6. Discussion 
6.6.1. Variations in the measured OEH and ANSTO 
data 
Percentiles 
The skewed concentration data indicates that air quality events reflect the log-
normal nature of environmental data. Quantifying air quality events in standard 
statistical terms of means and population variances describes these sample 
populations poorly, as illustrated by comparing the measured maximum 
concentration of PM2.5 of 335 µg/m3 against the mean of 6.5 µg/m3. 
The concentrations reflect the cumulative probabilities of the wind blowing 
towards a sensor, the homogeneity of the plume over the monitoring area (4 km2 
for Himawari), the probability of an emission - which may be transient (such as 
smoke from a fire, wind-blown dust, passing vehicles), and the probability of 
favourable dispersion conditions (stability and wind speed). Average background 
concentrations are two to three orders of magnitude lower than the maximum 
concentrations, and it is this large skewed distribution between maxima, incident, 
and background concentrations that make it challenging to describe 
concentrations in terms of means and standard deviations. 
Quantifying impacts by site, relative humidity, and particle size 
Minor differences were noted between site locations despite differences in land 
type (sea/urban/forest/rural) between the sites. Both particle size and relative 
humidity demonstrated evidence of a causal relationship with concentration 
across all pollutant types. The weaker trends in the ANSTO data were ascribed to 
less data, the PMF categorization, and from interpolating daily data to hourly. 
Event types 
The data shows that a single pollutant per incident dominates air quality events. 
This indicates that the different event types seldom impact a receptor 
simultaneously, and this assists the quantification as multi-spectral 
contamination is reduced. However, it also indicates the dynamic nature of air 
pollution as one event type may be subsiding while another may be initiating (e.g. 
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vehicular activity may be diminishing at sunset, but simultaneously the land-sea 
temperature differentials may initiate a wind directional change bringing in salt 
or crustal material) and the resulting mix of pollutants may, therefore, have 
continually changing compositional and particle size attributes. 
Comparing ANSTO and OEH data 
The correlation coefficient between the OEH and ANSTO data is less than 
expected between two analytical methods. This lower correlation may be due to: 
a) narrow plumes which may partly miss the other site; b) different monitoring 
methods (electronic or filter) which may respond differently to changes in relative 
humidity (as filters would be indicative of the final relative humidity and/or dried 
prior to analysis in contrast to the instantaneous amount of moisture absorbed on 
the particles); and c) differences in the temporal resolution of the two sampling 
methods requires an interpolation from the daily ANSTO measurements 
equivalent to the hourly NSW EPA data. Nevertheless, the correlation coefficient 
between the two monitoring methods represents a “best-case” scenario that could 
be expected when comparing predictive methodologies with inherently higher 
uncertainty. 
6.6.2. Pollution index 
API by BTD boxplots 
The BTD by event and severity boxplots (Figure 6-3) demonstrate that 
approximately half of the concentration relationships are insensitive to the BTD 
index. NO, NO2, and PM2.5 exhibit similar spectral responses to changing 
concentration, as does PM10 and SO2. There is some justification in determining 
thresholds for ozone (e.g. BTD3.9-6.2 µm > 50°C and BTD11-12 µm > 2°C as only 
BTD9.6-13 µm depicts a concentration index relationship. However, from the plots, 
there are no apparent thresholds for the other pollutants that would simplify 
qualification and would not be best served by setting upper and lower bounds as 
per the OEH data summary. 
Based on the BTD by event and severity boxplots (Figure 6-3) ozone, sulfur dioxide, 
and nitrogen dioxide exhibit the best spectral sensitivity to changes in 
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concentration while particulate matter (both PM2.5 and PM10) are intermediate 
and nitric oxide has reduced spectral sensitivity to the BTD indices. 
Determining the pollution index 
Dispersion of an air pollution episode takes time to dissipate, and consequently, 
air pollution changes constantly in composition and magnitude. The advantage of 
using a pollution index rather than a classification by event type is that it allows 
for a gradual transitioning (i.e. a continual function rather than a binary 
true/false) between pollutants considering changes in event type, particle size, and 
humidity. Figure 6-4 depicts the gradual transition in the index as the dominance 
and emission intensity of sources change, or temperature and evaporation effects 
affect the aerosol composition. Aggregation of the pollutant index is possible, both 
spatially and temporally, due to the continual function, unlike categorical 
variables such as event types, which cannot be averaged between categories. 
Finally, the resultant equations are simpler to code than a series of nested 
if-statements per site-specific threshold. 
The pollutant index is derived from six out of the ten infrared BT absorbances and 
utilizes three BTD components BTD11-12 µm, BTD9-10 µm, and BTD9.6-13.3 µm. Two BTD 
indices were rejected BTD3.9-6.2 µm and BTD8.6-10 µm because of low significance to 
the regression coefficients (for this study). Using six wavelengths enables most of 
the spectral variance to be described by these three indices and enables a more 
comprehensive pollutant index to be developed than using only three or four 
wavelengths. BTD11-12 µm has traditionally been used to detect AOD. BTD9-10 µm is 
a strong predictor of water vapor and indicates the difference between high and 
low cloud, which affects the vertical dispersion of the plume. Finally, BTD8.6-10 µm 
gives a measure of the ozone column. Therefore, these three indices can be 
expected to contribute to the determination of particle size, relative humidity, 
column to ground level, and an indicator of photochemical precursor species. While 
the pollution index methodology could be extended to other regions, the 
coefficients are expected to be different because of the location-specific thresholds 
[95], moisture, and particle sizes. 
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6.6.3. Calculating concentration from the 
pollution index 
The frequency distribution (Table 6-1) and boxplots (Figure 6-2) depict the full 
range of concentrations that occur in the measured datasets. However, the average 
concentration is insensitive to the pollution index, as depicted in Figure 6-5(c & 
d), and this explains why BTD has been used to detect but not quantify events. It 
has previously been suggested [74] that the subtraction of the two-wavelength 
channels accounts for the loss of sensitivity and that quantification should use the 
raw spectra instead (after correcting of atmospheric effects). 
Fitting a Weibull function on the probability data enables an assessment of the 
resolving power of the pollution index (i.e. the ability of the pollution index to 
categorize the event type). Ozone and PM2.5 are inversely correlated, and as one 
increases, the other decreases. Unfortunately, the other components are not well 
resolved, and for example, soil, sea-spray, and SO2 are highly correlated and 
challenging to resolve. Additional external information, such as distance to coast 
or wind direction, may enable the resolution to be enhanced. Table 6-4 provides 
the Weibull parameters, which enable a coarse assessment of concentration to be 
determined, assuming that a probability of one equates to the 99.9 percentile. 
The high correlation between the probability distributions of the OEH and ANSTO 
datasets were noted. It was rationalized that this was a causal relationship, and 
not merely auto-correlation based on the relative humidity and particle size 
because the ANSTO PMF factors do generate the OEH components. Smoke does 
generate PM2.5; coal-fired power stations (the main contributor to secondary 
sulfates) are contributing factors in ozone formation; wind-blown soil and sea-
spray does generate sulfates; and motor vehicles do generate NOx. This is an 
interesting observation in that it shows that a) the PMF analysis of particulate 
matter on the filters can estimate the gaseous pollutant concentrations; b) it 
verifies the PMF analysis; and c) indicates that the gaseous surface concentrations 
can be detected using remote sensing infrared wavelengths. 
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6.7. Conclusion  
Data relating to air quality events are best interpreted according to percentiles 
rather than means and population variances as the concentrations are dependent 
on the cumulative probabilities of wind direction, speed, and emissions factors. 
While air quality events are typically dominated by a single event type per 
incident, the dynamic nature of air pollution implies a constant change in 
composition, absorbed moisture, and particle sizes. Significant differences were 
noted between OEH and ANSTO’s PM2.5 concentrations, and this was attributed 
to narrow plumes, different monitoring methods, and temporal resolution between 
the two sampling techniques. These differences are expected to be amplified when 
comparing data across a coarse (4 km2) satellite monitoring grid. 
The pollution index allows for a gradual temporal transitioning between 
pollutants, particle size, and humidity, and the continuous index scale can be 
aggregated both spatially and temporally. While the five BTD indices are related 
to chemical composition, and this is independent of location, the pollution index is 
dependent on moisture and particle size, and it is therefore expected to be location-
specific. Weibull parameterization of the probability distributions allows an 
estimate of the probability of particulate matter source factors (ANSTO PMF) and 
gaseous events (OEH) to be determined. While some compounds are well resolved 
(e.g. PM2.5 and O3), others (e.g. PM10 and SO2) are poorly resolved. External 
information such as wind direction may assist in resolving the event type. 
Unfortunately, BTD is unsuitable for quantification as the low regression 
correlations prevent a direct quantification of concentrations. However, the 
predicted probabilities can be scaled to the maxima (or average) concentration, 
and in so doing provide period statistics that are comparative to dispersion 
modelling in accuracy but with the benefit of no wind field errors (as the plume is 
where it is observed) and sporadic events are detected in contrast to dispersion 
modelling which cannot model unknown sources. 
The pollution index is in the process of being validated both spatially and 
temporally (i.e. is a sea-spray plume coherent across space and does it develop and 
dissipate according to the prevailing meteorology) and verified for global 
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applicability to investigate if it is susceptible to underlying local land use (e.g. sea, 
sand, and vegetation) effects. Preliminary investigations indicate that prior 
screening, based on cloud cover and atmospheric stability, may improve 
quantification and that the plumes are coherent across space and time (see 
https://www.linkedin.com/posts/miles-sowden-6a1b704_duststorm-
remotesensing-aerosol-activity-6586901543742726144-aglZ). 
 
  
 Chapter 6: Composition          Atmospheric Environment 2020 117435  153 
6.8. Appendix 
6.8.1. SPSS OEH syntax code 
* do some calculations. 
USE ALL. 
compute pSize=RND(100*PM25/(PM25+PM10)). 
formats pSize (f3.0). 
compute API = 0.00. 
formats API (f5.1). 
compute API = API + O3 / 4.3. 
compute API = API + SO2 / 0.7. 
compute API = API +NO / 5.8. 
compute API = API  +NO2 / 2.7. 
compute API = API  + PM25 / 25. 
compute API = API + PM10 / 50. 
EXECUTE. 
 
*categorize on integers to display in graphs. 
compute severity=0. 
formats severity (f3.0). 
if (API >1) severity=rnd( (API)). 
if severity > 9 severity=9. 
 
* do a boolean test on the daily criteria (or 97.5 if no daily), ordered by increasing N . 
compute event=0. 
formats event (f3.0). 
if (CO > 0.7) event = 1. 
if (O3 > 4.3) event = event + 2. 
if (SO2 > 0.8) event = event + 4. 
if (NO > 5.8) event = event + 8. 
if (NO2 > 2.7) event = event + 16. 
if (PM25 > 25) event = event + 32. 
if (PM10 > 50) event = event + 64. 
 
* Give a text label to the classification. 
string etype(a10). 
compute etype =STRING(event,N3). 
compute etype="other". 
* singular events. 
if (event=0) etype = "low". 
if (event=64) etype = "PM10". 
if (event=8) etype = "NO". 
if (event=4) etype = "SO2". 
if (event=2) etype = "O3". 
if (event=16) etype = "NO2". 
if (event=32) etype = "PM2.5". 
if (event=1) etype = "CO". 
* severe events. 
if (event=96) etype = "TSP". 
if (event=121) etype = "TSP+NOx+CO". 
if (event=89) etype = "TSP+NOx+CO". 
if (event=97) etype = "TSP+CO". 
if (event=113) etype = "TSP+NOx+CO". 
if (event=105) etype = "TSP+NOx+CO". 
if (event=112) etype = "TSP+NO". 
if (event=98) etype = "TSP+O3". 
if (event=57) etype = "TSP+NOx+CO". 
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* high events. 
if (event=24) etype = "NOx". 
if (event=25) etype = "NOx+CO". 
if (event=9) etype = "NO+CO". 
if (event=66) etype = "O3+PM10". 
if (event=41) etype = "NO+PM2.5+CO". 
if (event=80) etype = "NO+PM10". 
* low events. 
if (event=40) etype = "NO+PM2.5". 
if (event=68) etype = "SO2+PM10". 
if (event=80) etype = "NO+PM10". 
 
* classify BTD into ~ 100 categories. 
compute I7_8=rnd(B7_8). 
compute I14_15=rnd(8*B14_15)/8. 
compute I9_10=rnd(6*B9_10)/6. 
compute I11_13 =rnd(8*B11_13)/8. 
compute I12_16 =rnd(2*B12_16)/2. 
compute RH =rnd(HUMID/20)*20. 
compute Fines=rnd(pSize/20)*20. 
formats RH (f3.0). 
formats Fines (f3.0). 
execute. 
if RH gt 100 RH = 100. 
*string s_events (a25). 
*compute s_events = CONCAT(RTRIM(etype),' RH ',rtrim(STRING(RH,f3)),' Fines ',rtrim(STRING(Fines,f3)) 
). 
execute. 
 
* show probabilities and API percentiles for ALL, Incident, and pollutants. 
USE ALL. 
 * FREQUENCIES VARIABLES=etype RH Fines  /BARCHART PERCENT  /FORMAT=DFREQ  
/ORDER=ANALYSIS. 
* TABLE 1 ======================================================================. 
FREQUENCIES VARIABLES=Hour SO2 to PM25 API HUMID pSize /FORMAT=NOTABLE  
/PERCENTILES=50 95.0 97.5 98 99 99.99 100  /ORDER=ANALYSIS. 
*==============================================================================. 
 
COMPUTE filter_$=event GT 1. 
VARIABLE LABELS filter_$ 'event > 0 (FILTER)'. 
VALUE LABELS filter_$ 0 'Not Selected' 1 'Selected'. 
FORMATS filter_$ (f1.0). 
FILTER BY filter_$. 
EXECUTE. 
 
* TABLE 2 ======================================================================. 
FREQUENCIES VARIABLES=etype  /BARCHART PERCENT  /FORMAT=DFREQ  /ORDER=ANALYSIS. 
MEANS TABLES=API by etype /CELLS= COUNT NPCT STDDEV MEAN MAX.  
* 
===============================================================================. 
 
 * FREQUENCIES VARIABLES=API  /FORMAT=NOTABLE  /PERCENTILES=50 95.0 97.5 100  
/ORDER=ANALYSIS. 
COMPUTE filter_$=(event GT 1  and ( etype EQ 'PM10' or  etype EQ 'PM2.5' or etype EQ 'NO' or etype EQ 
'NO2' or etype EQ 'SO2' or etype EQ 'O3' or etype EQ 'CO'   )). 
* or etype EQ 'NOx' or etype EQ 'TSP' or etype EQ 'TSP+NOx+CO'. 
FILTER BY filter_$. 
EXECUTE. 
 * FREQUENCIES VARIABLES=etype /BARCHART PERCENT  /FORMAT=DFREQ  
/ORDER=ANALYSIS. 
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* FIGURE 2 ======================================================================. 
EXAMINE VARIABLES=API BY etype BY SiteID  /PLOT=BOXPLOT  /STATISTICS=NONE  /NOTOTAL. 
EXAMINE VARIABLES=API BY etype BY Fines  /PLOT=BOXPLOT  /STATISTICS=NONE  /NOTOTAL. 
EXAMINE VARIABLES=API BY etype BY RH  /PLOT=BOXPLOT  /STATISTICS=NONE  /NOTOTAL. 
* ==============================================================================. 
 
* FIGURE 3 
===============================================================================. 
USE ALL. 
COMPUTE filter_$=(etype EQ 'PM10' or  etype EQ 'PM2.5' or etype EQ 'NO' or etype EQ 'NO2' or etype EQ 
'SO2' or etype EQ 'O3')  
and (HUMID GT 1 and HUMID LT 99 and pSize GT 1 and pSize LT 99 and API GT 0 and API LT 15). 
FILTER BY filter_$. 
EXECUTE. 
EXAMINE VARIABLES=B7_8 BY etype BY severity  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  
/NOTOTAL. 
EXAMINE VARIABLES=B14_15 BY etype BY severity  /PLOT=BOXPLOT  
/STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=B9_10 BY etype BY severity  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  
/NOTOTAL. 
EXAMINE VARIABLES=B11_13 BY etype BY severity  /PLOT=BOXPLOT  
/STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=B12_16 BY etype BY severity  /PLOT=BOXPLOT  
/STATISTICS=DESCRIPTIVES  /NOTOTAL. 
* =============================================================================. 
 
*Determine poll ID (priors). 
compute poll=0. 
formats poll (f3.0). 
if (event=8) poll = 0. 
if (event=16) poll = 5. 
if (event=32) poll = 10. 
if (event=64) poll = 20. 
if (event=4) poll = 30. 
if (event=2) poll = 50. 
execute. 
 
* Determine pollution index 
==========================================================================. 
* manually looped this multiple times ~20 times. 
DELETE VARIABLES pPoll. 
execute. 
REGRESSION  /MISSING LISTWISE  /STATISTICS COEFF OUTS R ANOVA CHANGE  
/CRITERIA=PIN(.05) POUT(.10) 
  /NOORIGIN   /DEPENDENT poll  /METHOD=ENTER B14_15 B9_10 B12_16  /save PRED (pPoll). 
compute poll=pPoll. 
execute. 
EXAMINE VARIABLES=pPoll BY etype  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  
/NOTOTAL. 
 
DELETE VARIABLES pPoll. 
execute. 
compute pPoll  = 17.258 +  4.687 * B14_15 +  0.499 * B9_10 +  0.577 * B12_16. 
execute. 
EXAMINE VARIABLES=pPoll BY etype by Fines  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  
/NOTOTAL. 
EXAMINE VARIABLES=pPoll BY etype by RH  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  
/NOTOTAL. 
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* show what happens with all ==========================================================. 
use all. 
compute pPoll  = 17.258 +  4.687 * B14_15 +  0.499 * B9_10 +  0.577 * B12_16. 
compute iPoll=1*RND(pPoll/1). 
formats iPoll (f3.0). 
COMPUTE filter_$=(iPoll GT 1) and (iPoll LT 53). 
FILTER BY filter_$. 
EXECUTE. 
 
EXAMINE VARIABLES=API by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=HUMID by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  
/NOTOTAL. 
EXAMINE VARIABLES=pSize by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=NO by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=NO2 by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=PM25 by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=PM10 by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=SO2 by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
EXAMINE VARIABLES=O3 by iPoll  /PLOT=BOXPLOT  /STATISTICS=DESCRIPTIVES  /NOTOTAL. 
 
 
* FIGURE 6 ======================================================================. 
* summarize per pollutant. 
Use All. 
VARIABLE LABELS iPoll 'Pollutant Index' . 
DATASET NAME TmpMain WINDOW=FRONT. 
COMPUTE filter_$=etype EQ 'NO'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Aggr. 
SORT CASES BY iPoll etype. 
AGGREGATE  /OUTFILE='Aggr'  /PRESORTED  /BREAK=iPoll etype  /Concentration=MEAN(NO)  
/Counts=N. 
DATASET ACTIVATE TmpMain. 
 
Use All. 
COMPUTE filter_$=etype EQ 'NO2'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll etype. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll etype  /Concentration=MEAN(NO2)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
 
Use All. 
COMPUTE filter_$=etype EQ 'PM2.5'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll etype. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll etype  /Concentration=MEAN(PM25)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
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DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
 
Use All. 
COMPUTE filter_$=etype EQ 'PM10'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll etype. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll etype  /Concentration=MEAN(PM10)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
 
Use All. 
COMPUTE filter_$=etype EQ 'SO2'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll etype. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll etype  /Concentration=MEAN(SO2)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp.  
 
Use All. 
COMPUTE filter_$=etype EQ 'O3'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll etype. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll etype  /Concentration=MEAN(O3)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
 
DATASET ACTIVATE Aggr. 
SORT CASES BY iPoll. 
AGGREGATE  /OUTFILE=* MODE=ADDVARIABLES  /PRESORTED  /BREAK=iPoll  
/Counts_sum=SUM(Counts). 
compute Probability=Counts/Counts_sum. 
execute. 
 
GRAPH  /SCATTERPLOT(BIVAR)=iPoll WITH Concentration BY etype  /MISSING=LISTWISE. 
GRAPH  /SCATTERPLOT(BIVAR)=iPoll WITH Probability BY etype  /MISSING=LISTWISE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Aggr. 
 
* now setup dummy events for RH, Fines, Low, Med, High 
* Give a text label to the classification. 
use all. 
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string Tag(a10). 
compute Tag =STRING(event,N3). 
compute Tag="RH". 
 
COMPUTE filter_$=Tag EQ 'RH' and API > 0. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Aggr. 
SORT CASES BY iPoll Tag. 
AGGREGATE  /OUTFILE='Aggr'  /PRESORTED  /BREAK=iPoll Tag  /Concentration=MEAN(RH)  
/Counts=N. 
DATASET ACTIVATE TmpMain. 
 
compute Tag="Fines". 
Use All. 
COMPUTE filter_$=Tag EQ 'Fines' and API > 0. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll Tag. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll Tag  /Concentration=MEAN(pSize)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
 
use all. 
if (API > 0 and API < 1.416) TAG = 'Low'. 
if (API > 1.416 and API < 3.78) TAG = 'Med'. 
if (API > 3.78 ) TAG = 'High'. 
 
Use All. 
COMPUTE filter_$=Tag EQ 'Low'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll Tag. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll Tag  /Concentration=MEAN(API)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
 
Use All. 
COMPUTE filter_$=Tag EQ 'Med'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll Tag. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll Tag  /Concentration=MEAN(API)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
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Use All. 
COMPUTE filter_$=Tag EQ 'High'. 
FILTER BY filter_$. 
EXECUTE. 
DATASET DECLARE Tmp. 
SORT CASES BY iPoll Tag. 
AGGREGATE  /OUTFILE='Tmp'  /PRESORTED  /BREAK=iPoll Tag  /Concentration=MEAN(API)  
/Counts=N. 
DATASET ACTIVATE Aggr. 
ADD FILES /FILE=*   /FILE='Tmp'. 
EXECUTE. 
DATASET ACTIVATE TmpMain. 
DATASET CLOSE Tmp. 
 
DATASET ACTIVATE Aggr. 
SORT CASES BY iPoll. 
AGGREGATE  /OUTFILE=* MODE=ADDVARIABLES  /PRESORTED  /BREAK=iPoll  
/Counts_sum=SUM(Counts). 
compute Probability=3*Counts/Counts_sum. 
execute. 
GRAPH  /SCATTERPLOT(BIVAR)=iPoll WITH Concentration BY Tag  /MISSING=LISTWISE. 
GRAPH  /SCATTERPLOT(BIVAR)=iPoll WITH Probability BY Tag  /MISSING=LISTWISE. 
DATASET CLOSE Aggr. 
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7. Future Directions 
7.1. Abstract 
A recent review on air quality remote sensing using geostationary spectrometers 
listed 81 authors [290], and this highlighted the ambitious nature of the thesis in 
presenting a unified IR methodology to replace two decades of AOD research. 
Several potential further topics were noted that are beyond the scope of this thesis 
but are presented here with limited (or no) evidential data as a prompt for further 
development and potential follow-up articles. 
Additionally, the analytical methods were developed using limited surface 
monitoring in a predominantly urban environment. It is vital that the 
methodology and predicted concentrations are verified for global applicability, 
spatial consistency, plausibility (i.e. does sea-spray predominant along the coast), 
and long-term period statistics (annual averages, maximum daily and hourly) to 
confirm predictions against both monitored data and expert opinion. Full 
validation of the methodology is beyond the scope of this thesis, and limited spatial 
validation is presented here, using three case studies described in the OEH 
website, to demonstrate spatial consistency and plausibility. 
7.2. New GLCs product 
There is scope for the development of a new ground-level concentrations (GLCs) 
remote-sensing product. Given the widespread adoption of AOD methodologies, a 
new product rather than a replacement of AOD is suggested - as the AOD product 
infers spatial averaging, use of visible wavelengths, and the vertical AOD column 
[48]. The introduction detailed how AOD does not meet the needs of the air quality 
community which requires hourly (or faster) GLCs using IR to determine 
concentrations continually. In contrast chapter five (composition) and the 
validation results (later in this chapter) detail the improvements in using 
continuous infrared to obtain plausible spatial distributions that eliminates cloud 
masking, spatial aggregation and land-type issues. 
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7.3. Hybrid methods 
Satellite methods to determine concentration are excellent at determining the 
spatial and temporal plume characteristics. However, determining absolute 
concentrations are subject to greater uncertainties. It is suggested that integrating 
geostationary infrared data with dispersion modelling or low-cost ground-level 
monitoring could increase the accuracy of the combined predictions. 
7.4. Background subtraction 
The spectral signal received by the satellite is derived from the cumulative 
response from the satellite to the surface, or cloud. For optically thin clouds and 
plumes this is then the total column whereas for heavy cloud the lower layers are 
invisible to the satellite. As this thesis was developing new techniques the 
background surface layer was not considered in detail and the average across the 
region was used as the background which ignores land-use changes but has some 
compensation for diurnal effects. While the region has a high degree of 
homogenisation, and this lends itself to the simplified method, a more rigorous 
background approach should be considered that included land-use classes, solar 
angle, and cloud opacity. 
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7.5. Rate of change 
The review paper hypothesised that the differential equation provided by the rate 
of change could provide additional evidence to quantify plume changes. This 
concept was expanded in chapter three (time) but was removed during the journal 
review as it detracted from the main argument of the paper. This improvement by 
the change over the previous hour is depicted in Figure 7-1 showing band seven a) 
at the start of the Onslow dust storm and b) the hourly difference. The improved 
spatial resolution between the two images is evident as the fire is distinguishable 
from the smoke plume, and the cloud bank is beginning to develop. 
 
 
Figure 7-1: (a) Band 07, (b) Hourly change of band 07. 
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7.6. Atmospheric stability 
Atmospheric stability is an essential parameter in dispersion modelling that needs 
to be considered in determining GLCs. Rapidly rising air is termed unstable while 
stagnate (inversion) conditions are termed stable. The BTD6.9-7.3µm index reflects 
the difference between mid and lower level moisture and therefore is a measure of 
stability, and if the index is positive (i.e. mid-level moisture is greater than lower 
level), this indicates rising unstable air as depicted in Figure 7-2. 
 
Figure 7-2: MSLP synoptic chart and atmospheric instability 5 PM AEDT 12 Feb 2017. 
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7.7. Cloud height 
Cloud dynamics were noted in Figure 5-8 and are reproduced in Figure 7-3 with 
additional indication of water phases. The adiabatic lapse rate of 9.8°C/km allows 
an approximation of the cloud height to be determined as estimated in Figure 7-4. 
 
Figure 7-3: Cloud phase and temperature. 
 
 
Figure 7-4: Estimate of cloud height 5 PM AEDT 12 Feb 2017. 
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7.8. Fires 
While fire observation and burn scars are an excellent mature product that uses 
visible and near-infrared wavelengths, it needs to be augmented at night to use 
infrared wavelengths and, more importantly, determine smoke GLCs. Figure 7-1 
depicts estimated PM2.5 and PM10 concentrations emitted by a fire and shows that 
incomplete combustion and coarse PM predominates in the smoke near the fire 
while finer particles are transported greater distances. 
 
 
Figure 7-5: PM2.5 and PM10 emitted from a fire depicting size discrimination with 
downwind distance. 
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7.9. Roll cloud dynamics 
The roll cloud in the Onslow storm was investigated using the satellite imagery 
and estimation of cloud height to depict the cloud dynamics in Figure 7-6. This 
highlights the ability to determine how cloud dynamics impact GLCs. 
 
Figure 7-6: Hourly depiction of the roll cloud (demarcated) from the Onslow dust 
storm, depicted from the air towards the south-west using cooling of band seven 
to depict cloud height. 
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7.10. Validation 
Five BTD indices were developed in chapter five (indices) that utilise all ten 
infrared wavelength bands. A pollution index was subsequently developed in 
chapter six to identify the composition, relative humidity and percentage fines 
from these five BTD indices. This chapter considered if the revised methodology 
improved the analysis by considering three significant events (ozone, smoke and 
dust) that typically impact the greater Sydney metropolitan region. These events 
were chosen by OEH and are described on their website. 
7.10.1. Methodology 
The three reports from the OEH website were reviewed and summarised. 
Corresponding ambient data, described in more detail in chapter six (composition), 
were downloaded from OEH and used to quantify meteorology and ambient 
concentrations during the three incidents. The NOAA HYSPLIT model was used 
to determine the backwards trajectory (i.e. determine potential source regions and 
highlight meteorological conditions). MODIS natural colour, AOD, and thermal 
abnormalities (from the worldview website) were used to visually identify regions 
of clouds, smoke and dust plumes during the three incidents. Himawari-8 data 
was processed on the NCI supercomputer using the methodology developed in 
chapter six to determine the pollution index, composition, relative humidity, 
percentage fines, and concentration. 
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7.10.2. Summer ozone episode (11 to 12 Feb 
2017) 
OEH description of the incident 
An extensive ozone pollution episode from 10 to 11 February 2017 affected NSW 
coastal regions during a severe, four-day heatwave when a slow-moving high-
pressure system over NSW provided hot and calm conditions. The hot and light 
north-westerly synoptic flows interacted with afternoon north-easterly sea breezes 
and determined the spatial extent, location and duration of elevated ozone [291]. 
Data analysis 
The maximum daily ozone concentration and the temperature was analysed using 
the OEH dataset and is depicted in Figure 7-7. Both measurements had a 
minimum on the 8 February and reached a maximum on the 11th (similar maxima 
on the 10th) before rapidly decreasing over the following two days. The HYSPLIT 
back trajectory analysis Figure 7-8 confirmed the OEH analysis of the westerly 
synoptic flows interacted with the southerly sea breezes which trapped pollutants 
over the Sydney region. Slight differences in the wind direction between the 
HYSPLIT and OEH data are due to the differences between upper and surface 
wind directions in the two datasets, respectively. 
Figure 7-9 depicts the Aqua natural colour product and shows fires to the north-
west of Sydney and a sharp delineation of cloud east of Sydney. The absence of 
cloud could potentially be from a heat island effect over the metropolitan area, or 
it could indicate photochemical reactions with the water vapour. 
Results 
The stability product (Figure 7-2) and estimated cloud height (Figure 7-4) 
confirmed the passage of a cold front. The fire was observed by the emitted 
radiation (as per Figure 7-1) and differences between PM fractions (Figure 7-5) 
with coarse (PM10) particles being observed near the fire and finer particles (PM2.5) 
further downwind. Potential ozone sources are depicted in Figure 7-10 from 
volatile organic compounds (VOCs) from fires, and isoprene emissions from 
vegetation. The ozone plume moved northwards along the coast as described in 
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the OEH report. The passage of the cold front and associated clouds impacted the 
ability and confidence of the predict concentrations. 
 
Figure 7-7: Maximum daily Ozone and temperature across all OEH monitoring sites for 
February 2017. 
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Figure 7-8: HYSPLIT backwards four-day trajectory analysis for the period 10 to 
12 February 2017. 
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Figure 7-9: Terra Natural Colour 11 September 2017. 
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Figure 7-10: Potential ozone sources a) VOC's from fire and b) isoprene from vegetation. 
 
Ten-minute time-series videos of the incident are at 
https://tinyurl.com/CloudHeight, ./AtmosStability, ./RelHumidity, ./FineParticles, 
./CoarseParticles, ./GLC-NO2 and ./GLC-O3 
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7.10.3. Smoke from prescribed burns (2 to 3 Sept 
2017) 
OEH description of the incident 
During 2nd and 3rd September 2017, the greater Sydney metropolitan region 
experienced reduced visibility and exceedances of the daily PM2.5 national 
standard due to smoke from hazard reduction burns undertaken in the north and 
west of the Sydney basin. During this period, there was a high-pressure system 
over the east coast of Australia, which created a strong temperature inversion with 
calm atmospheric conditions and light north-westerly air flows into the region. 
The afternoon north-easterly sea breeze blocked the smoke dispersion, causing 
additional build-up and exceedances of the daily PM2.5 national standard until the 
passage of a cold front with stronger south-westerlies dispersed the smoke [292]. 
Data analysis 
The maximum daily PM10 and PM2.5 concentrations from the OEH dataset are 
presented in Figure 7-11. Both PM measurements increased sharply on the 2 
February although PM2.5 increased slower and only reached a maximum on the 
3rd but dispersed faster than PM10. HYSPLIT back trajectory analysis Figure 7-12 
confirmed the OEH analysis of stagnant inversion conditions with weak north-
westerly winds and westerly long-range transport of air from Adelaide and Lake 
Eyre regions. 
Results 
While the fire was visible on the 1 September 2017 in the satellite data, it appears 
from Figure 7-13 that the principal cause of the high concentrations was 
recirculated air from the west. The stagnate conditions were apparent in the 
negative stability determination (B9_10) and few clouds (B7_8). The coarse 
particles preceded the fine particles, which is unusual as PM10 usually falls to the 
ground near the source, but supported by the measurements (Figure 7-11) and 
indicates that stagnate conditions caused local sources, potentially from freshly 
eroded material, to dominate concentrations. 
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Figure 7-11: Maximum daily PM10 and PM2.5 concentrations across all OEH monitoring 
sites for September 2017. 
 
Figure 7-12: HYSPLIT backwards four-day trajectory analysis for the period 2 to 4 
September 2017. 
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Video available at: https://tinyurl.com/SmokeEvent. 
 
Figure 7-13: Analysis of smoke event on 2 Sept 2017 showing a) stability; b) cloud height; c) NO2, d) PM2.5, e) PM10, and O3. 
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7.10.4. Dust episode from 22 to 24 Sept 2017 
OEH description of the incident 
Air quality in New South Wales was affected on the 24 September 2017 by long-
range transport of desert dust from the drought in north-west NSW, and 
potentially from smoke and dust activity in the Northern Territory and Western 
Australia. September 2017 had record spring temperatures and reached its 
warmest September day on the 23rd, caused by a sequence of troughs and very 
strong north-westerly winds during the passage of a cold front. The cold front 
resulted in a substantial dust event in western NSW, exacerbated by drought-
induced below-average soil moisture and reduced groundcover, which caused the 
elevated PM10 concentrations [293]. 
Data analysis 
The maximum daily PM10 and PM2.5 concentrations from the OEH dataset are 
presented in Figure 7-14. PM10 concentrations increased systematically from the 
19 September and reached a maximum on the 24th. PM2.5 concentrations spiked 
on the 22nd but showed no definitive trend during this period. The HYSPLIT back 
trajectory analysis (Figure 7-15) indicated that long-range transport of dust and 
smoke was the primary source, and this was supplemented by freshly eroded 
material from the drought-stricken regions of north-west NSW and Southern 
Australia. A massive dust storm is visible over Lake Eyre on the 20th in Figure 
7-16(a) and is discernible over Newcastle on the 23rd in NSW in Figure 7-16(c). 
Extensive cloud cover on the 24th restricted the AOD analysis during the peak of 
the Sydney concentrations. 
Results 
Figure 7-17 depicts the remnants of an extensive dust storm on the 24 September 
2017. The dust storm was evident over both the centre of Australia and the Lake 
Eyre region and spanned hundreds of kilometres. Smoke from fires in the Pilbara 
region compounded the elevated concentrations and a persistent trough of low 
pressure resulted in poor dispersion of the dust. The coarse fraction (PM10 >> 
PM2.5) depicted in Figure 7-17 indicates that freshly eroded material contributed 
to the elevated aerosol concentrations. 
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Figure 7-14: Maximum daily PM10 and PM2.5 concentrations across all OEH monitoring 
sites for September 2017. 
 
 
Figure 7-15: HYSPLIT backwards four-day trajectory analysis for the period 20 to 24 
September 2017. 
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Figure 7-16: Dust source 20 Sept (a)natural colour, (b)AOD and (c)destination (23rdSept). 
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Video available at: https://tinyurl.com/DustEvent. 
 
Figure 7-17: Analysis of dust event on  24 Sept 2017 showing a) stability; b) cloud height; c) NO2, d) PM2.5, e) PM10, and O3. 
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7.10.5. Discussion and conclusions 
The pollutant isopleths in figures A-12, A-17, A-20, and A-24 depict plausible, 
coherent plumes consistent with the OEH analysis. Concentration maxima 
(y-axis) agree with the daily maxima in figures A-14, A-18, and A-21 indicating a 
correct order of magnitude estimate that is potentially within a factor of two 
accurate (i.e. equal or better than dispersion modelling in accuracy). 
The predicted atmospheric stability correlates to the trough of low pressure and 
cold front on the synoptic chart in Figure 7-2. Cloud height and relative humidity 
track the movement of the stability indicator. The pollutant isopleths are strongly 
dependent on atmospheric stability, cloud height and relative humidity and 
potentially calibration factors could be refined by classifying according to these 
parameters. While the calibration coefficients do include a measure of atmospheric 
stability and cloud height, and therefore should represent ground-level 
concentrations rather than columnar amounts, it appears as though cloudy 
conditions are resulting in abnormally high estimations. Separating the 
calibration by cloud cover and stability should improve the accuracy of the 
estimated concentrations. 
Analysing external data, it appears as though atmospherics stability, cloud height, 
relative humidity, PM2.5, and PM10 are producing plausible and accurate results. 
NO, NO2, and O3 produce plausible plumes but have insufficient external data to 
comment on accuracy. Unfortunately, SO2 and aerosol speciation (soil, sea-spray, 
fires, auto, and secondary sulphates) do not produce plausible plumes and require 
further development. 
In contrast to AOD methodology, consistent calibration factors were used across 
all land-use types, and as a result plumes are not disjointed over sea, vegetation, 
desert or urban boundaries. Neither cloud masking nor spatial aggregation was 
implemented, and consequently there are no cloud gaps and the full temporal 
(ten-minutes) and spatial resolution (2 km) of the data is used. 
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8. Summary 
Sowden, M., U. Mueller, and D. Blake. 
Determining ground-level composition and concentration of particulate matter 
across regional areas using the Himawari-8 satellite. 
Air Quality and Health. 2020, Special issue of the 15th International Conference 
on Atmospheric Sciences and Applications to Air Quality. 
8.1. Abstract. 
Speciated air quality data inform health studies and quantitates impacts. 
However, monitoring is concentrated around population centres, and large regions 
remain unmonitored despite severe risks of dust-storms and wild-fires. Monitoring 
of Aerosol Optical Depth (AOD) is restricted to visible spectra (daytime only) while 
newer quantification methods using geostationary infrared (IR) data have 
focussed on detecting the presence, or absence, of an event. The determination of 
aerosol composition (such as sulphates, black carbon, sea salt and mineral dust) 
or particle size using IR exclusively, has received little attention. 
More appropriate IR methods have been developed using data from the 
Himawari-8 satellite that improve the understanding of source impacts. The 
research considered: (i) what temporal resolution is required for remote sensing to 
be able to detect sporadic aerosol incidents such as fires and dust storms; (ii) which 
IR wavelengths best represent changing aerosol composition; (iii) how to identify 
aerosol concentration, composition, and particle size amongst atmospheric 
changes (such as wind, humidity and clouds). Three severe air quality incidents, 
namely a dust storm, smoke from prescribed burns and an ozone smog incident 
near Sydney in eastern Australia, were studied to demonstrate the ability of the 
methodology to detect and quantify severe air quality incidents. 
Keywords: Aerosol, Remote sensing, Himawari-8. 
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8.2. Introduction  
Severe air pollution concentrations may have fatal consequences, and 
consequently, six commonly occurring criteria air pollutants (CO, O3, SO2, NO2, 
Pb and particles) are routinely monitored to protect health and the environment. 
Particulate matter (PM) is of concern due to its ubiquitous nature as urbanization, 
coupled with increased affluence, leads to an increase in vehicles and industrial 
activities with concurrent increases in ambient particulate levels that, together 
with geogenic emissions from fires and wind-blown events, contribute to PM being 
present in most populated, arid, and forested regions. Health impacts of PM 
depend on particle size and composition [294], and it is vital that PM monitoring 
provides speciated concentrations in order to assess health risks. 
Ambient monitoring using fixed locations provides reliable concentration data. 
However, monitoring sites may be sparse outside of metropolitan centres, because 
of cost and infrastructure, and sited according to population numbers rather than 
at areas of risk in arid or mining regions [15]. Methods to determine concentration 
must have sufficient spatial and temporal resolution to accurately represent an 
event, typically hourly at 1 km2 resolution is required [279]. In regions without 
dedicated monitoring, it may be possible to estimate concentrations using 
dispersion modelling or remote sensing [4]. 
The use of remote sensing has been limited in the past because single daily 
snapshots from polar-orbiting satellites can miss high-intensity short-duration 
events, and may not be representative of daily average concentrations [222]. 
Second-generation geostationary earth orbiting (GEO) satellites such as 
Himawari-8 [144] and GOES-R [171] can detect these temporal changes, as these 
satellites supply sub-hourly data. Aerosol Optical Depth (AOD) [48] is a measure 
of the extinction of electromagnetic radiation by dust and haze, which absorbs and 
scatters light. AOD is dimensionless and is related to the total amount of aerosol 
in the vertical column of the atmosphere over a location. 
In addressing the health impacts of PM, there is a need to extrapolate the total 
AOD column amount into respirable ground level concentrations (GLCs) using 
simple linear approximations or by including secondary effects such as humidity, 
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temperature inversions, and increased wind speeds [80]. While daily AOD 
measurements have been extrapolated to surface concentrations, short-term 
events such as fires and inversion weather conditions may be inactive during 
infrequent satellite observations, or clouds may obscure the scene, leading to the 
event being missed. Therefore, the rate of data acquisition should match the rate 
of compositional change in order to determine exposure levels [104, 161]. 
While traditional methods on quantifying aerosol use the daytime-only visible 
portion of the electromagnetic spectrum [48], more recent studies favour revising 
and utilizing older dust detection methodologies [74, 256] using infrared to provide 
continuous monitoring (i.e. 24 hours a day) [234]. These methods use brightness 
temperature differences (BTD) between two infrared wavelengths as a high-pass 
filter that enhances the differences (from trace constituents) between two similar 
wavelength bands while minimizing commonality (land, sea, and cloud). However, 
these dust detection methodologies provide a qualitative, not quantitative 
assessment of concentration, and there is a need to improve the methodology to 
provide speciated GLCs across unmonitored regions.  
8.3. Material and methods 
8.3.1. Data sources 
Raw data files of all ten infrared bands from the Himawari-8 satellite were 
obtained from the Australian Bureau of Meteorology (BOM). These data files were 
cropped to the study domain and analysed using the “Climate Data Operators” 
(CDO) [216]. The satellite data were augmented with meteorological and ambient 
air quality data across the greater Sydney region in eastern Australia downloaded 
from the New South Wales (NSW) government office of Environment and Heritage 
(OEH) website https://www.environment.nsw.gov.au/AQMS/search.htm. The 
Australian Nuclear Science and Technology Organization (ANSTO) supplied fine 
PM2.5 characterization, which was used to quantitate aerosol by source type [16]. 
 Chapter 8: Summary          ASAAQ15 Conference  184 
8.3.2. Methodology 
A literature review of surface particulate monitoring of dust events using 
geostationary satellite remote sensing was undertaken to understand the theory 
and limitations in the current methodology [6]. The review identified, amongst 
other findings, the reliance on visible reflectances and the lack of temporal 
resolution in polar-orbiting satellite data. As a result of this, a dust-storm was 
investigated to determine how rapidly the storm passed and what temporal data 
resolution is required to monitor these and other similar events [7]. Various dust 
indices were investigated to determine which are optimum in determining spectral 
change [8]. These indices were then used to qualify and quantitate dust events [9], 
and the methodology was validated against three severe air quality events 
described on the OEH website of: a dust storm; smoke from prescribed burns; and 
an ozone smog incident. 
8.4. Results and discussions 
8.4.1. Literature Review 
The literature review found that the frequency of GEO satellite data exceeds the 
temporal resolution required for air quality studies. The requirement of near 
continual monitoring necessitates a change to the less sensitive infrared bands 
and converting from the vertical AOD profile to respirable GLCs is required. 
Surface parametrizations and the choice of aerosol inversion models present 
challenges in providing speciated aerosol concentrations. 
8.4.2. Temporal resolution requirements 
The probability of a polar-orbiting satellite overpass coinciding with a cloud-free 
aerosol event is low. Therefore, polar-orbiting satellites such as MODIS are 
unsuitable for detecting rapidly changing aerosol events, and geostationary 
satellites are required to provide suitable, temporally resolved data. Principal 
component analysis of BTD indices for a large dust storm in the Pilbara region of 
Western Australia identified that each aerosol phase of the dust storm lasted 
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between thirty minutes and two hours and that ten-minute data resolution is 
required to monitor these changes. 
8.4.3. Selection of dual-band indices 
Three index types were investigated: brightness temperature differences (BTD); 
normalized differences (NDDI); and division, for the forty-five dual-band IR 
indices from Himawari-8. BTD was marginally better than the other two index 
types at resolving aerosol and cloud plumes. Five optimum dual-band indices were 
selected (BTD3.9-6.2µm, BTD11-12µm, BTD9.6-13µm, BTD8.6-10µm, and BTD6.9-7.3µm) that: 
resolved aerosol and cloud plumes; were least correlated; and utilized all ten 
infrared wavelengths, to optimize the aerosol quantification. Figure 5-10 depicts 
these dust indices across the full Himawari monitoring hemisphere on the 
morning of the Pilbara dust storm. 
8.4.4. Calibrating aerosol change using the five 
BTD indices 
Multilinear regression was used to determine a pollution index from the five BTD 
indices and quantitate composition of NO, NO2, PM2.5, PM10, SO2 and O3 against 
measured OEH concentrations. The ANSTO data (soil, sea-spray, smoke, auto, 
secondary sulfates) correlated against the OEH data indicating that the method 
can detect both aerosol and gaseous components. Quantifying surface 
concentration remains challenging given the log-normal relationship of 
environmental data, low concentrations, reduced spectral sensitivity from the 
BTD filtering, and the transient nature of short-term plume movements. 
Quantification is best accomplished by scaling the predicted concentration by the 
probability of an event type predicted from the pollution index. 
8.4.5. Severe event case studies 
Three case studies of significant events (dust, smoke, and ozone) were analysed 
using the methodology and compared to the OEH’s analysis. The spatial 
distribution (where) of aerosol species (what) and timing (when) of the events 
predicted from the satellite data agreed with the OEH data. The analysis was 
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hindered by severe cloud and concentrations (how-much) are limited to order of 
magnitude estimates. 
8.5. Conclusions 
GEO satellites have substantially improved the temporal data resolution from 
daily (e.g. MODIS) to ten-minutes (e.g. Himawari-8). This data frequency is 
comparable to real-time monitoring, and thus suitable for air quality studies. 
However, working with big-data presents challenges, and cloud gaps require 
down-scaling of the data to minimize cloud spectral contamination. Infrared 
wavelengths provide near-continuous data, but at the cost of lower spectral 
sensitivity to changes in composition, and the lack of spectral resolution between 
compounds makes determining concentration challenging. 
The spectral sensitivity of IR to water enhances the qualitative determination of 
aerosol speciation as the speciation correlates with humidity and particle size. 
Correlations between aerosol species and gaseous components were noted. The 
reasons for the correlation are unknown and could be based on aerosol products or 
related to humidity. However, the correlations imply that both aerosol species and 
gaseous pollutants can be estimated from geostationary remote sensing data. Five 
indices were chosen that utilize all ten Himawari-8 IR bands (BTD3.9-6.2µm, BTD11-
12µm, BTD9.6-13µm, BTD8.6-10µm, BTD6.9-7.3µm). Using five indices increases the 
probability of detecting all aerosol types and is an improvement over current IR 
methods, which use fewer indices. 
The pollution index that was developed correlates to aerosol species; relative 
humidity; particle size; ozone; and vertical stability and enables a qualitative 
assessment. Surface concentrations are subsequently quantified by scaling the 
predicted concentrations by the probability of the aerosol type. This produces an 
order of magnitude estimate and requires further studies to improve 
quantification. High pass filtering using BTD indices, from all IR bands, has 
improved the qualification of aerosol species but diminished quantification. 
Quantification might be improved by calibrating aerosol species against the raw 
spectra. Further verification beyond the limited New South Wales study region 
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and the three severe incident case studies are required to extend the applicability 
of the method to other regions. 
This study has established a methodology to determine ground-level 
concentrations of particulate matter, speciated by particle size (PM2.5/PM10 ratio), 
source type (soil, sea-spray, smoke, auto, and secondary sulfates), and gaseous 
composition (NO, NO2, SO2, O3, PM2.5, PM10). All ten infrared wavelength bands 
from the Himawari-8 geostationary satellite are used. The method provides 
speciated ground-level concentrations, at ten-minute intervals, in real-time, with 
a two-kilometer grid resolution, across a quarter of the globe, and addresses the 
lack of surface monitoring in remote and regional areas. 
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9. Synthesis  
“… air quality (AQ) managers are not taking full advantage of the data for these 
applications nor has the full potential of satellite data for air quality applications 
been realized. … Therefore, we strongly encourage [everyone] to express their 
needs to the scientists who develop the products so that they may be improved 
and tailored for the specific needs of the AQ community” Duncan et al. (2014). 
It was these two sentences that inspired the choice of this thesis topic, and this 
thesis is, in essence, a response to those comments and a request for a new product 
(GLCs) to be developed that is tailored to the specific needs of the air quality 
community. The thesis introduction highlights both the need to have spatially and 
temporally resolved ground-level concentration data, but also the deficiencies in 
the current AOD determination, as depicted in Figure 1-11. These and other 
deficiencies were highlighted in the literature review paper [6], and it is not the 
“perceived difficulties” [1] that are restricting the broader adoption of AOD, but 
that the current AOD product does not meet the needs of the air quality 
community. The temporal resolution of polar-orbiting satellites is inadequate; the 
3x3 km2 spatial aggregation is too coarse; the predicted AOD over land (especially 
bright surfaces) is dubious and does not represent plumes (see Figure 1-11); 
ground-level concentrations, not a columnar number is needed for health studies; 
and the classification of aerosol into types such as “strongly absorbing” is not 
useful in determining health impacts. It is therefore unsurprising- that the air 
quality community has not adopted remote sensing practices in the past. 
The most critical issue with current AOD products is the lack of temporal 
resolution in data from polar-orbiting satellites and the incorrect assumption that 
the instantaneous satellite overpass analysis equates to daily or hourly ground-
based measurements. Numerous studies have demonstrated higher correlations 
between ground-based measurements and AOD than observed between our two 
surface measured datasets (OEH and ANSTO) of 0.65 (chapter six composition). 
The lower correlations are attributed to the differences in spatial plume 
distributions over the monitoring sites and it is argued that this represents a “best 
case” correlation that could be obtained when comparing AOD to GLCs. 
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Recent literature [295] using geostationary satellites report lower AOD to ground 
level correlations than earlier studies. These lower correlation studies are more 
plausible given the correlations we obtained between the surface datasets and 
suggests that earlier AOD studies either used longer time periods for surface 
monitoring or were conducted in regions where the pollution levels were high and 
did not have significant spatial or diurnal concentration fluctuations. Specifically, 
the paper on temporal resolution requirements [7], compares the instantaneous 
measurement during the Terra and Aqua overpasses to the probability of detecting 
a dust event (Figure 4-2) and concludes that MODIS has less than ten percent 
chance of the overpass coinciding with an aerosol event. This variability in short-
term concentrations has been ascribed to the spatiotemporal variability of aerosols 
in urban [224, 225] and rural [227] environments and caused by changing 
meteorological conditions which affect all emission sources [228]. 
Chapter four (time) posed the question: if geostationary satellites are only limited 
in the temporary ability to capture and upload large data files, then what is an 
optimum sampling time? The temporal resolution paper [7] reiterated that 
turbulence drives air quality, and monitoring should, therefore, be conducted at 
the cusp of the turbulent zone (five to ten minutes) to maximise the detection of 
air quality events. 
The review paper [6] also mentioned that the spatial requirements were related to 
the distance the air moved during the sampling time and that a 1 m/s wind-speed 
over ten minutes equates to a 600 m grid resolution requirement. Therefore, there 
is a need to increase the spatial resolution from the current two kilometres to 
500 m (or even 250 m) to meet air quality requirements. However, this requires 
better optics (hardware), and a doubling in spatial resolution, quadruples data 
volumes - which are currently ~180 Gb/day for the full Himawari-disk. A potential 
trade-off is suggested to reduce the temporal resolution to hourly averages, and 
simultaneously increase the resolution to 1 km2 which would decrease the data 
requirements to ~120 Gb/day. 
The development of remote sensing AOD techniques using polar-orbiting satellites 
has favoured the more spectrally sensitive visible wavelengths to the detriment of 
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methods that use continuous infrared wavelengths. Air quality incidents at night 
and pre-dawn inversion conditions can generate high concentrations, and it is vital 
that these elevated concentration levels are measured. Current index methods are 
limited by localised thresholds and typically use two BTD dual-band wavelength 
combinations. In contrast, chapter five investigated which dual wavelength-band 
indices are best suited to determine compositional change and suggests using all 
ten infrared wavelength bands with five BTD indices to maximise the detection of 
compositional changes, from all potential source types. These five indices were 
applied to the entire Himawari-8 observational hemisphere (Figure 5-10) and 
differences were noted between the generally cloud-free indices over Australia in 
contrast to those over China. It is these compositional differences that are 
potentially related to the non-specificity of indices between various locations. 
Converting these indices to a pollution index allowed relative humidity and the 
fraction of fine particles (PM2.5/(PM2.5 + PM10) to be determined. The pollution 
index allows for a gradual temporal transitioning between pollutants, particle size 
and humidity (as depicted in the monitoring data), and the continuous index scale 
can be aggregated both spatially and temporally. The maximum likelihood 
probability allowed both gaseous species NO, NO2, SO2, PM2.5, PM10, O3 and 
aerosol categories of soil, sea-spray, smoke, auto and secondary sulfates to be 
determined across the greater Sydney region. While it is unlikely that these 
calibration factors are directly transferable to other regions, it indicates a 
potential methodology to determine composition. Chapter six (composition) [9] 
noted that each event is typically from a single pollutant (Table 6-3) due to 
meteorological changes upwind of source regions (Figure 1-8), and reduced 
probabilities of events from multiple sources. Therefore, the probability of an event 
is a reliable indicator of the magnitude (concentration) of the event or an indication 
of background levels. 
Preliminary analysis using the three OEH case study data noted the plumes are 
plausibly represented and form coherent regions as expected of moving air masses. 
Cloud contamination represents an analysis problem as clouds need to be retained 
to depict the plume movement but should be calibrated separately to non-cloud 
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events and similarly, the background subtraction needs to take diurnal heating, 
clouds, and land-sea boundaries into consideration. 
Within these constraints, this thesis has identified the requirements of 
atmospheric scientists for highly resolved spatiotemporal, speciated ground-level 
concentrations. It has considered the difficulties with the current determination 
of AOD, which are not fit for purpose, and argues for a new GLCs product that 
uses infrared geostationary data to provide continuous data. It has suggested 
using five BTD indices to detect the broadest range of pollutants and rejects 
spatial averaging and cloud masking in favour of a pollution index. 
Preliminary validation suggests that the method can successfully determine 
atmospheric stability, cloud height, relative humidity, PM2.5, and PM10 
concentrations across regional areas using ten-minute infrared spectral data from 
the Himawari-8 satellite and in so doing address the requirement of the air quality 
community to understand the who, what, when, where, and why of aerosol events. 
The major finding of this thesis is that all ten IR bands should be used with the 
five BTD indices to optimise the identification and quantification of aerosol 
speciation, particle size, and GLCs. The first BTD3.9-6.2µm is a moisture parameter, 
the second BTD11-12µm is related to particle size and the third BTD6.9-7.3µm is related 
to atmospheric stability. The remaining two are potentially related to the 
oxidation state of the atmosphere (BTD9.6-13µm) and sulphates (BTD8.6-10µm). The 
atmospheric stability parameter is vital in calibrating the columnar estimate 
(AOD equivalent) to GLCs while the absorbed moisture and particle size is 
indicative of source type (chapter 6). This study has shown that the availability 
and accuracy of regional GLCs of PM2.5 and PM10 can be improved using ten-
minute infrared spectral data from geostationary satellites. 
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