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RESUMEN
La implementación del siguiente estudio tiene como objetivo el ajuste de un modelo de
eventos recurrentes para la repitencia estudiantil, esperando con ello, en primera instan-
cia describir los factores (covariables) más relevantes que caracterizan esta problemática.
En segunda medida, intentar ajustar un modelo no paramétrico que proporcione un buen
pronóstico de la propensión a la recurrencia académica universitaria, el cual será útil para
predecir y prevenir estos eventos en estudiantes nuevos.
Se utilizó como insumo, información de estudiantes matriculados en diferentes programas
de las tres facultades de la Universidad Central, observados en lapsos de tiempos de 11
semestres, en cada una de las seis cohortes entre 2007-I y 2009-II.
Se evaluaron características académicas y sociodemográcas del ente implicado, donde se
pudo apreciar que para la variable constitución del hogar, el hecho de no vivir con ambos
padres o vivir solo, son factores que afectan a los universitarios, especialmente en los inicios
de la carrera. La repitencia señaló también estar asociada con la ocupación de la madre,
sin dejar a un lado la educación de ambos padres, por tanto, induce a presentar un alto
porcentaje de recurrencia.
Palabras clave: repitencia, propensión, riesgo, supervivencia, deserción.
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1 Introducción
T
radicionalmente se ha hablado del problema de la deserción como un mal que
aqueja a los diversos niveles de la academia, sin embargo es poco lo que se sabe
acerca de sus verdaderos orígenes, los cuales tienen múltiples procedencias. Es
actualmente una obligación de las entidades educativas, especialmente de las universitarias,
establecer mecanismos académicos, administrativos, y de acompañamiento al inicio de la vida
universitaria de sus estudiantes, para que así ellos superen en gran medida las dicultades
que en su momento afronten, y puedan culminar con éxito la carrera en la cual han puesto
su meta. Se sabe que la deserción es de magnitud alarmante y que el número de desertores
cambia según la universidad, la carrera, el nivel socioeconómico, el ambiente educativo, el
ambiente familiar, entre otros factores (Páramo y Correa, 1999).
Uno de los causales más frecuentes de deserción universitaria es la repitencia académica;
fenómeno académico que ocurre cuando un estudiante no logra, en primera instancia, apro-
bar satisfactoriamente uno de los cursos en su plan de estudio. Como la repitencia es una
condición que puede suceder más de una vez, a la hora de cursar una carrera universitaria,
es un escenario ideal para implementar un modelo de recurrencias, técnica estadística que
hace parte de la familia de los modelos de supervivencia.
El análisis de supervivencia es una familia de técnicas estadísticas que tienen como na-
lidad modelar los eventos que ocurren a través del tiempo, dichos eventos son aquellos en
los que la muerte o el fracaso se consideran un "suceso". En particular, aquellos eventos en
los que el suceso de interés ocurre más de una vez, en todo el periodo de tiempo observado,
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son llamados eventos recurrentes, lo cual es una continuación de los eventos de supervivencia
donde el suceso de interés ocurre una única vez. En el contexto educativo, este estudio apunta
a concretar los conceptos actualmente usados para tratar la recurrencia estudiantil universi-
taria, de tal forma que a los administradores académicos les sea fácil la tarea de implementar
planes estratégicos y econo-administrativos, que conlleven a puntualizar la detección de los
potenciales repitentes, además de proporcionar mecanismos dirigidos a la prevención de la
deserción en este escenario; todo esto desde el modelamiento de la repitencia académica.
En este proceso del modelamiento de la deserción, a través de la recurrencia, también
es de interés desarrollar un proceso de identicación y caracterización de las variables (y
sus niveles) más incidentes en la observación. En este estudio se implementó un modelo de
eventos recurrentes usando información sociodemográca y académica de estudiantes de la
Universidad Central, de los diversos programas de la facultad de ciencias administrativas,
económicas y contable, de la facultad de ciencias sociales, humanidades y arte, y de la facultad
de ingeniería.
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2 Objetivos
2.1 Objetivo General
Implementar un modelo de eventos recurrentes para caracterizar la repitencia académica
universitaria, modelo útil para calcular la propensión (scoring) a la repitencia, bajo distintos
escenarios.
2.2 Objetivos Especícos
1. Ajustar y validar un modelo multivariado de eventos históricos que indique los atri-
butos académicos y sociodemográcos más importantes, los cuales son útiles para su
caracterización.
2. Modelar, a través de propensiones calculadas por el modelo multivariado implementa-
do, la repitencia académica universitaria para estudiantes con las mismas condiciones
en las que se ajustó la técnica estadística de eventos recurrentes.
3. Socializar los hallazgos con la comunidad universitaria implicada, esto para promover
cambios en las políticas que aborden las altas tasas de repitencia y abandono de los
cursos que se imparten en cada uno de los programas evaluados.
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3 Capítulo 1
3.1 Análisis de supervivencia
El análisis de supervivencia es un tipo de técnica estadística especial, que permite estudiar
en particular una variable que se mueve a través del tiempo hasta que ocurre un evento
de interés en la investigación. También estudia las variables exógenas que proporcionan
causalidad al desenlace de este evento.
Un evento se dene como un cambio de estado en las condiciones iniciales del fenómeno,
el cual puede situarse en algún punto del tiempo, es decir, una transición de un estado
discreto inicial a otro. Un matrimonio, por ejemplo, es una transición desde el estado "ser
soltero"hacia el estado "ser casado". Otro ejemplo es la promoción laboral, la cual consta de
la transición de un empleado, desde un "nivel básico"de trabajo a un "nivel superior"; así
como un arresto, el cual puede ser visto como una transición de dos detenciones anteriores
respecto a la tercera detención (Allison, 2010).
Una condición necesaria para implementar el análisis de supervivencia, es identicar cuándo
se produce un cambio de estado, es decir, ser capaz de situar el acontecimiento en el tiempo.
Las transiciones ocurren casi instantáneamente, sin embargo, algunas transiciones puede
tomar un poco más de tiempo; adicionalmente, en muchos casos el momento exacto de inicio
del fenómeno puede ser desconocido o ambiguo.
Algunos investigadores también denen un evento como el hecho de que una variable
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cuantitativa cruce un umbral establecido con anterioridad, por ejemplo, se dice que una
persona ha caído en la pobreza cuando sus ingresos están por debajo de determinados niveles
mínimos establecidos. Esta práctica no puede ser imaginaria o irreal, cuando el umbral es
una característica propia del fenómeno, o cuando el umbral es legalmente obligatorio.
Para el análisis de supervivencia, el mejor plan de observación es prospectivo. Comenzar a
observar un conjunto de individuos en algún punto claramente denido en el tiempo, seguirlos
durante algún período de tiempo sustancial, y nalmente analizar los momentos en que se
producen los acontecimientos de interés. No es necesario que cada individuo experimente el
evento. En algunas ocasiones, es posible que también se desee identicar distintos tipos de
eventos.
A diferencia del evento "muerte", los eventos tales como accidentes de tránsito o pro-
mociones son repetibles; es decir, pueden ocurrirle dos o más veces a la misma unidad de
observación. Si lo que se desea es observar y registrar varias apariciones del mismo even-
to, indudablemente es necesario implementar algunos métodos especializados de análisis de
supervivencia que manejen estos datos adecuadamente.
Es posible realizar análisis de supervivencia cuando los datos constan únicamente de los
tiempos de los acontecimientos, sin embargo un objetivo común del análisis de supervivencia
es estimar modelos predictivos o causales en los que el riesgo de un evento depende de un
conjunto de covariables.
Si este es el objetivo de estudio, el conjunto de datos debe contener las mediciones de las
variables explicatorias en juego. Algunas de estas variables, tales como la raza y el sexo,
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pueden ser constantes a lo largo del tiempo. Otras, como los ingresos, el estado civil o la
presión arterial, pueden variar con el tiempo. Por covariables de tiempo, se debe entender,
aquellas variables con un gran conjunto de atributos que proporcionan tantos detalles del
fenómeno como sea posible, además de explicar la variación del mismo.
3.2 Tópicos del análisis de supervivencia
El análisis de supervivencia tiene dos características comunes que son difíciles de manejar
con los métodos estadísticos convencionales: la censura y las covariables que dependen del
tiempo (a veces llamadas variables explicativas). En resumen, los métodos convencionales no
ofrecen mucha esperanza para tratar con cualquier censura o covariables dependientes del
tiempo.
Por el contrario, todos los métodos de análisis de supervivencia permiten la censura, y
muchos de ellos también permiten usar covariables dependientes del tiempo. En el caso de
la censura, la clave consiste en idear un procedimiento que combina la información de la
censura y la censura de los casos, de forma tal que se proporcionen estimaciones consistentes
de los parámetros de interés.
Lo anterior, se puede lograr fácilmente por el método de máxima verosimilitud o por
métodos similares, tales como la verosimilitud parcial. Las covariables que dependen del
tiempo también pueden ser incorporadas con estos métodos, los cuales están basados en el
cálculo de algunas probabilidades.
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3.2.1 Describiendo la distribución de supervivencia
Todos los enfoques básicos para el análisis de supervivencia son probabilísticos o estocás-
ticos, es decir, en el instante en que se produce un evento se supone que es una realización
puntual de algún proceso aleatorio, es decir, una realización de la variable de interés. De ello
se deduce que T , el evento tiempo, para alguna unidad experimental en particular, es una
variable aleatoria con una distribución de probabilidad especíca.
Hay un gran número de modelos para el análisis de supervivencia, y a menudo lo que
diferencia un modelo de otro es precisamente la distribución de probabilidad usada para
modelar a T . Antes de examinar estos modelos, es necesario tener en cuenta tres diferentes
maneras de describir las distribuciones de probabilidad, las cuales son:
1. Función de distribución acumulativa
Una manera básica de describir las variables aleatorias, es la función de distribución acu-
mulativa o FDA. La FDA de una variable aleatoria T , denotada por F (t), es una función
que indica la probabilidad de que la variable sea menor o igual que cualquier valor t elegido.
Por lo tanto, F (t) = P (T  t). Si se conoce el valor de F para cada valor de t, entonces si
se sabrá todo sobre la distribución univariada de T . En el análisis de supervivencia, es más
común trabajar con una función estrechamente relacionada con la función de supervivencia,
denida como:
S(t) = P (T > t) = 1  F (t),
aquí S(t) es una función no creciente que depende del tiempo t, con las siguientes propiedades:
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S(t) =
8>><>>:
1 para t = 0
0 para t =1
sí el evento de interés es la supervivencia, entonces la función elegida proporcionará la
probabilidad de sobrevivir más allá de t. Como S es una probabilidad, es claro que su rango
está entre 0 y 1; y como T no puede ser negativo, entonces se tiene que S(0) = S(t = 0) = 1.
Por último, cuando t crece, S generalmente disminuye, por ende, nunca aumenta. Es decir,
la probabilidad de sobrevivir al menos en el momento cero es 1, y la de sobrevivir un tiempo
innito es cero. La función S(t) también se conoce como la tasa de supervivencia acumulada.
Dentro de estas restricciones, S puede tener una amplia variedad de formas.
Para describir el comportamiento de la supervivencia, Berkson (1942) recomendó una pre-
sentación gráca de S(t). La gráca de S(t) se llama curva de supervivencia. Una curva de
supervivencia pronunciada, como la que se muestra en la gura 1, (a) representa una tasa de
supervivencia baja o un corto tiempo de supervivencia. Una curva de supervivencia gradual
o plana, como la de la gura 1, (b) representa una mayor supervivencia.
Figura 1. Curva de supervivencia (Berkson 1942).
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La función de supervivencia o la curva de supervivencia se utiliza para encontrar el per-
centil 50 (o la mediana), y otros percentiles de interés, por ejemplo, los percentiles 25 y
75, de la variable t = "tiempo de supervivencia". Además, son usadas para comparar las
distribuciones de supervivencia de dos o más grupos. La media se utiliza generalmente para
describir la tendencia central de una distribución, pero en las distribuciones de superviven-
cia, la mediana suele ser mejor por ser una estadística robusta; pues un pequeño número de
individuos con vidas extremadamente largas o cortas, hará que el tiempo medio de super-
vivencia sea desproporcionadamente grande o pequeño, respectivamente. En la práctica, si
no hay observaciones censuradas, la función de supervivencia se estima como la proporción
de pacientes que sobreviven más de t:
bS = numero de pacientes que sobreviven mas tiempo que un valor t definido:
numero total de pacientes:
Generalmente, el objetivo de estos modelos, es comparar las funciones de supervivencia
para los diferentes subgrupos en una muestra. Si la función de supervivencia de un grupo
siempre es mayor que la función de supervivencia de otro grupo, entonces el primer grupo
tiene una probabilidad de vida claramente mayor que la del segundo grupo; sin embargo, si
las funciones de supervivencia se cruzan, la situación es más ambigua.
2. Función de densidad de probabilidad
Así como cualquier otra variable aleatoria continua, el tiempo de supervivencia T tiene
una función de densidad de probabilidad (f:d:p:) denida como el límite de la probabilidad
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de que un individuo falle en un corto intervalo de tiempo, entre t y (t + t); por cada
unidad de tiempo t, o simplemente, la probabilidad de fracaso en un pequeño intervalo, por
una unidad de tiempo t.
Esto puede expresarse como:
f(t) = limt!0
P [un individuo muera en el intervalo (t; t+t)]
t
Otra forma común de describir la función de densidad de probabilidad, es como se muestra
a continuación.
f(t) =
dF (t)
dt
=  dS(t)
dt
Es decir, la f:d:p: es simplemente la derivada o pendiente de la función de distribución
acumulada de T .
La gráca de f(t) se denomina curva de densidad. La gura 2, en (a) y (b), da dos ejemplos
de la curva de densidad.
Figura 2. Curva de densidad (1942).
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La función de densidad tiene las dos propiedades siguientes:
a) f(t) es una función no negativa:
1.
8>><>>:
f(t)  0; 8t  0
f(t) = 0; 8t < 0
:
b) El área entre la curva de densidad y el eje t, es igual a 1.
En la práctica, si no hay observaciones censuradas, la función de densidad de probabilidad
f(t) se estima como la proporción de pacientes que mueren en un intervalo de tiempo por
cada unidad de ancho del intervalo, tal como se muestra a continuación:
bf(t) = N umero de pacientes que mueren en el intervalo que comienza en el momento t
(N umero total de pacientes) (Ancho del intervalo)
Al igual que la estimación de bS(t), cuando las observaciones censuradas están presentes, el
cálculo anterior no es aplicable. La proporción de individuos que fallan en cualquier intervalo
de tiempo y los picos de alta frecuencia de falla, se pueden encontrar a partir de la función
de densidad. La función de densidad también se conoce como la tasa de fallo incondicional.
3 Función de riesgo
La función de riesgo h(t); del tiempo de supervivencia T , proporciona la tasa de fallo
condicional, lo cual se dene como la probabilidad de fracaso durante un intervalo de tiempo
muy pequeño, suponiendo que el individuo ha sobrevivido desde el comienzo del intervalo.
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También se dene como el límite de la probabilidad de que un individuo falle en un intervalo
muy corto (t + t), dado que el individuo ha sobrevivido hasta el tiempo t. El riesgo se
dene como sigue:
h(t) = lm
t!0
Pr(t  T < t+t j T  t)
t
Se puede denir la función de riesgo h(t) en términos de la función de distribución acumu-
lativa F (t) y la función de densidad de probabilidad f(t), tal como se muestra a continuación
h(t) =
f(t)
1  F (t) =
f(t)
S(t)
Además, la función de riesgo se conoce como la tasa de fallos instantáneos, la fuerza de
mortalidad, la tasa de mortalidad condicional o como la tasa de fracaso por edad. Esta
función proporciona el riesgo de fallo por unidad de tiempo durante el proceso de enveje-
cimiento. En la práctica, cuando no hay observaciones censuradas, la función de riesgo se
estima como la proporción de pacientes que mueren en un intervalo por unidad de tiempo,
dado que han sobrevivido al inicio del mismo:
bh(t) = numero de pacientes que mueren en el intervalo que comienza en el momento t
(numero de pacientes que sobreviven antes de t) (ancho del intervalo)
=
numero de pacientes que mueren por unidad de tiempo en el intervalo
numero de pacientes que sobreviven en t
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La función de riesgo acumulativo se dene como:
H(t) =
tZ
0
h(x)dx
Al pensar en el riesgo, es útil imaginar que cada uno de los individuos lleva consigo riesgos
para diferentes tipos de eventos. Se puede tener un riesgo para la muerte accidental, un
riesgo para el infarto coronario, un peligro en el trabajo, un peligro para ser demandado,
etc. Además, cada uno de estos riesgos cambia a medida que cambian las condiciones.
Aunque es útil pensar en el riesgo como la probabilidad puntual de un evento en un
momento t, no es realmente una probabilidad porque el riesgo puede ser mayor que 1. Esto
puede ocurrir debido a que la división por t, en la ecuación inicial, puede resultar mayor
1. Aunque el riesgo no tiene límite superior, no puede ser menor que 0. Como el riesgo
se dene en términos de una probabilidad (que nunca se observa directamente), es en sí
mismo una cantidad no observada; podemos estimar el riesgo con los datos observados,
pero esto es sólo una estimación. Es muy útil pensar en el riesgo como una característica
única de los individuos, no de las poblaciones o de las muestras (a menos que todos en la
población sean exactamente iguales). Cada individuo puede tener una función de riesgo que
es completamente diferente de la de cualquier otro individuo.
3.2.2 Modelos simples de evaluación del riesgo
La función de riesgo es una manera útil de describir la distribución de probabilidad para el
momento de la ocurrencia de cualquier evento. Cada función de riesgo tiene una distribución
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de probabilidad correspondiente, algunas muy simples, sin embargo otras son estructuradas y
sus distribuciones de probabilidad son mucho más complejas. Estas funciones de riesgo son la
base de algunos modelos de regresión ampliamente empleados que se introducen brevemente
a continuación.
La función más simple es suponer que el riesgo es constante en el tiempo: es decir, h(t) = 
o de forma equivalente, log h(t) = . La función de supervivencia es S(t) = e t y la
función de distribución de probabilidad es de la forma f(t) = e t, dada una distribución
exponencial con el parámetro . Por lo tanto, un riesgo constante implica una distribución
exponencial dependiente del tiempo hasta que se produce un evento (o el tiempo entre
eventos). Un modelo más complejo es aquel que deja que el logaritmo natural del riesgo
sea una función lineal del tiempo log h(t) =  +t. Al aplicar logaritmo se asegura que
h(t) sea no negativa, independientemente de los valores de , , y t, por lo que la ecuación
será de forma: h(t) = t, donde  = e y  = e. Esta función de riesgo implica que el
momento de la aparición del evento tiene una distribución de Gompertz. Alternativamente,
se puede suponer que log h(t) = + log(t), lo cual puede reescribirse como h(t) = t con
 = e. Esta ecuación implica que el tiempo de ocurrencia del evento sigue una distribución
de Weibull. Adicionalmente se pueden ampliar de manera fácil cada uno de estos modelos,
para permitir la inuencia de covariables (variables explicativas) en cada uno de ellos; por
tanto, si se tiene que un estudio presenta X1; X2; :::; Xk covariables, los modelos se pueden
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escribir como:
Exponencial : log h(t) = + 1X1 + 2X2 +    kXk ,
Gompertz : log h(t) = + t+ 1X1 + 2X2 +    kXk ,
Weibull : log h(t) = +  log(t) + 1X1 + 2X2 +    kXk .
Los tres modelos pertenecen una clase general de funciones conocidas como "los modelos
de riesgos proporcionales". El método de verosimilitud parcial de Cox, es un procedimiento
especial para estimar los coecientes de las covariables para cualquier modelo de riesgos
proporcionales sin tener que especicar exactamente cómo el riesgo depende del tiempo.
3.2.3 Censura
Uno de los desarrollos más importantes se debe a una característica especial de los datos
de supervivencia, en las ciencias, es el que se produce cuando algunos sujetos en un estudio
denido, no han experimentado el evento de interés al nal del mismo o en el momento de
la medición. Por ejemplo, algunas unidades observacionales aún pueden estar vivas o libres
de patologías al nal del período de estudio. Los tiempos exactos de supervivencia de estos
sujetos son desconocidos. Estos se llaman observaciones censuradas o tiempos censurados
y también pueden ocurrir cuando las unidades de observación se pierden en el seguimiento
de un tratamiento, después de un período de estudio. Cuando no se trata de observaciones
censuradas, el conjunto de tiempos de supervivencia es completo.
Muchos investigadores consideran que la censura está presente cuando no se dispone de
información sobre el tiempo hasta que ocurre el evento de interés para todas las observaciones
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del estudio. Se dice entonces que una observación está censurada cuando su información a
través del tiempo en el que puede ocurrir el evento de interés no está disponible; esto debido
a la pérdida del seguimiento de la unidad de observación, o la no ocurrencia del evento
o resultado de interés antes del nal del ensayo. Las censuras se encuentran clasicadas
básicamente en dos categorías. Se dice que una censura a la derecha ocurre cuando, a
pesar del seguimiento continuo del evento de estudio, la observación se pierde durante el
seguimiento, o tal vez el evento de interés no ocurre dentro del tiempo de la duración del
estudio. Se dice también que una unidad de observación es censurada a la izquierda si la
observación ha estado en riesgo durante un período anterior al del estudio. Sin embargo, la
censura a la izquierda generalmente no es un problema en la mayoría de las investigaciones,
pues se supone que el tiempo de seguimiento inicia a partir de un tiempo real y conocido
de la unidad de observación, luego se puede establecer un punto (en el tiempo o periodo de
observación) para el inicio del estudio.
No todos los datos de supervivencia contienen observaciones censuradas, adicionalmente
la censura puede incurrir en otras aplicaciones de análisis de supervivencia. Por lo tanto, los
datos censurados por ser tan poco comunes requieren de un tratamiento estadístico especial
y es concretamente éste, el punto de partida para desarrollar diversos enfoques del análisis
de supervivencia.
Para concretar un escenario donde se puede presentar una censura, suponga un estudio
en el que todas las personas reciben una intervención de cualquier tipo (médica, académica,
económica, social, etc.) en el tiempo t = 0, y posteriormente fueron seguidos durante 3
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periodos de tiempo, por ejemplo años. El eje horizontal representa el tiempo; cada una de
las líneas horizontales desde la A hasta la E representa una única persona diferente. Una 
indica que la muerte se produjo en ese momento como se muestra en la gura 3.
La línea vertical en el periodo 3 es el punto en el que el seguimiento naliza. Los decesos,
en cualquier momento entre cero y tres años, son observados y por lo tanto determinan los
tiempos de muerte sin censura. Todas las muertes que ocurran en el tiempo 3 o antes, se
observan y por ende los tiempos de muerte no están censurados. Las muertes que ocurren
después del tiempo 3 no se observan, y esos tiempos de muerte se censuran en el periodo 3.
Así que, las observaciones A;C y D tienen tiempos de muerte sin censura, mientras que las
observaciones que B y E tienen censura a la derecha. Observaciones que estén censuradas
de esta manera se denominan censurados tipo I.
Figura 3. Censura a la derecha
Si la censura es de tipo I, signica que el tiempo es jo, es decir, bajo el control del
investigador y se reere individualmente al hecho de que todas las observaciones tienen el
mismo tiempo de censura. Incluso observaciones que no están censuradas, se dice que tienen
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una censura de tiempo, en este caso, en el tercer periodo (el tercer año de observación).
La censura de tipo II ocurre cuando la observación naliza después de que se ha producido
un número predenido de eventos, por ejemplo, un investigador que ejecuta un experimento
con 100 ratas de laboratorio puede decidir que el experimento nalizará cuando 50 de ellas
han muerto. La censura al azar ocurre cuando las observaciones se terminan por razones
que no están bajo el control del investigador. Hay muchas razones posibles por las que esto
podría suceder, por ejemplo, un investigador social, como se muestra en la gura 4, puede
estar interesado en el seguimiento a los divorcios, por lo cual se concentra a seguir una
muestra de parejas durante 10 años a partir del matrimonio y registra el momento en que
ocurren los divorcios. Claramente, las parejas que aún están casadas después de 10 años son
censuradas por un mecanismo de censura de tipo I, sin embargo para algunas parejas, el
marido o la esposa pueden morir antes de los 10 años del seguimiento, o algunas parejas
pueden mudarse fuera del rango de ubicación, por ejemplo hacia otro país y por tanto puede
ser imposible contactarlas.
Adicionalmente algunas parejas pueden rehusarse a participar en el estudio después de
algunos años antes del periodo límite (10 años). Estos tipos de censura se presentan en
la siguiente gura, donde el círculo, para las parejas B y C indica que la observación fue
censurada en ese momento. De forma general, casi todos los estudios presentan algunos casos
que no llegan al tiempo máximo de observación por cualquier razón.
15
Figura 4. Censura tipo I
Los métodos estándar de análisis de supervivencia no distinguen entre las censuras del tipo
I y tipo II, todos son tratados como censuras a la derecha.
3.2.4 El origen de la variable tiempo
Todos los modelos para datos de supervivencia están fundamentalmente relacionados con
la cronología de los eventos. Para hacer una asignación en el tiempo de un evento, es posible
elegir implícitamente una escala y un origen. Las escalas son las unidades en que se mide el
tiempo: años, días, horas, minutos o segundos. El valor cuanticable del riesgo depende de
las unidades de medida del tiempo.
Como los modelos de evaluación de riesgos son generalmente de tipo lineal o logarítmicos
respecto al tiempo, un cambio en las unidades de medida en estos modelos solo afecta el
intercepto del modelo, dejando los coecientes invariantes. Adicionalmente, el uso de varia-
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bles proxy como reemplazo de la variable tiempo, puede introducir una gran cantidad de
ruido en la medición de los tiempos de ocurrencia de la condición que se desea seguir.
Muchos investigadores preeren, si es posible, medir el tiempo desde el punto de inicio del
evento de interés, pues generalmente hay una amplia variación entre el tiempo que dura el
evento y el diagnóstico inicial del mismo. Por otro lado, el punto de inicio de la condición
de interés puede no ser la opción ideal para el origen; es recomendable elegir un momento
de origen que marque el inicio de la exposición continua al riesgo de ocurrencia del evento;
por ejemplo, si el evento de interés es el divorcio, el origen natural del tiempo debería ser la
fecha del matrimonio; pues antes del matrimonio la pareja no convivía, luego no hay lugar
para denir la separación y por ende el riesgo de divorcio sería 0.
Muchos investigadores consideran que el análisis de datos de supervivencia es simplemente
la aplicación de dos métodos estadísticos convencionales a un tipo especial de problema:
paramétrico si se sabe que la distribución de los tiempos de supervivencia es normal y no
paramétrica si la distribución es desconocida. Esta hipótesis sería verdadera si los tiempos de
supervivencia de todos los sujetos fueran exactos y conocidos. Sin embargo, algunos tiempos
de supervivencia no lo son, además, la distribución de la supervivencia es a menudo sesgada
o lejos de ser normal. Por lo tanto, existe la necesidad de nuevas técnicas estadísticas.
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3.3 Modelos de eventos recurrentes
3.3.1 Alcance de los eventos recurrentes
Frecuentemente el interés de estas técnicas radica en el estudio de procesos que generan
eventos repetidos en el tiempo. Estos procesos se denominan procesos de sucesos recurrentes y
los datos que proporcionan son llamados eventos recurrentes. En algunos contextos, el interés
de la investigación puede estar en un número relativamente pequeño de procesos que generan
un gran número de eventos en un período de observación. Algunas aplicaciones de eventos
recurrentes, por ejemplo en ciencias de la salud, incluyen la aparición de ataques de asma en
ensayos de respirología, convulsiones epilépticas en estudios de neurología y fracturas óseas
en estudios de osteoporosis. En escenarios de negocios, la presentación de reclamaciones de
garantía sobre la compra de automóviles, o reclamaciones de seguros para los tomadores de
pólizas. En educación universitaria, el número de veces que un estudiante ingresa a una
institución de educación superior en la cual él o ella denitivamente se sienta cómodo, o el
número de veces que un estudiante repite una materia, implica eventos recurrentes.
Los objetivos frecuentes en el análisis de los datos de sucesos recurrentes implican, en
primera medida, comprender y describir los procesos de eventos individuales, identicar y
caracterizar la variación a través de una muestra de procesos, comparar grupos de procesos y
por último determinar la relación de covariables, que son tratamientos y/o factores variables
en el tiempo que explican la ocurrencia del evento de interés.
En muchas de las aplicaciones, la escala usada para caracterizar las distribuciones de even-
tos es denida en unidades de tiempo, sin embargo, se pueden usar otras escalas. Por ejemplo,
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los primeros trabajos sobre el desarrollo de modelos para procesos puntuales fueron en la
industria textil, donde la unidad de medida fue la longitud de la bra y el evento de interés
fue un defecto en la bra. Otras escalas relacionadas con el tiempo incluyen, la distancia con-
ducida en automóvil hasta llegar al punto de recarga de combustible y nalmente, se puede
mencionar los días que transcurren hasta que este automóvil requiera una nueva reparación
mecánica.
En esta sección presentamos uno de los modelos que pueden considerarse como extensiones
del modelo de riesgos proporcionales de Cox, con la variante de que el suceso de interés ocurre
más de una vez en un periodo de tiempo denido.
3.3.2 Fundamento analítico para el análisis de eventos recurrentes
De acuerdo a lo expuesto por Torben Martinussen (2006), se dene la historia H(t) del
proceso de un evento en el tiempo t como
H(t) = fN(s) : 0  s  tg; t > 0;
y N(t) = N(t+t ) N(t ) denota el número de eventos en [t; t+t]. El valor N(0)
está incluido en H(t); esto es igual a 0, sin embargo hay situaciones en las que se pueden
asumir valores positivos. En tales casos N(t) puede denirse como el número de eventos en
(0; t] o [0; t], de acuerdo con lo que sea más útil.
Se asume que en los casos de procesos que implican seguimiento en el tiempo, dos eventos no
pueden ocurrir simultáneamente, y que la función de intensidad (también llamada intensidad
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completa) para el proceso del evento es tal como se presenta a continuación
(tjH(t)) = lim
t!0
PrfN(t) = 1 j H(t)g
t
La función de intensidad dene un proceso de eventos y todas las características del pro-
ceso se pueden determinar a partir de él. Adicionalmente, si se tiene que un conjunto de
covariables jas o variables asociadas con el tiempo x(t) están relacionadas con la ocurrencia
del evento de interés, estas variables pueden incorporarse al modelo redeniendo la historia
del proceso e incluyendo información importante en el modelo. Las covariables son todas
asumidas como externas (exógenas) tal como se muestran a continuación.
Asumiendo que x(t) = fx(s) : 0  s  tg denota el histórico de las covariables externas
sobre [0; t], y x(1) denotan la trayectoria completa de una covariable. A menos que se
indique lo contrario, las probabilidades están condicionadas a la trayectoria de la covariable
x(1) en la información inicial H(0), esto por conveniencia. Se supone, sin embargo, que
(tjH(t)) depende sólo de x(t).
Dos tipos de procesos para eventos recurrentes pueden considerarse canónicos; el primero
es el proceso de Poisson, que describe las situaciones en las que los eventos ocurren aleatoria-
mente de tal manera que el número de eventos en intervalos de tiempo no superpuestos son
estadísticamente independientes. El otro es el proceso de renovación, en el que los tiempos
de espera (intervalo) entre sucesos contiguos son estadísticamente independientes; es decir,
un individuo es renovado después de cada evento ocurrido.
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Los procesos de Poisson tienden a ser apropiados en situaciones en las que los eventos de
un individuo o sistema son desencadenados o inuenciados por factores externos aleatorios,
mientras que los procesos de renovación tienden a describir situaciones en las que los eventos
uyen de ciclos físicos internos a un individuo o sistema. En general, la ocurrencia de eventos
puede ser impulsada por una variedad de factores internos y externos, y el grado en que son
incidentales puede variar.
Suponga que los posibles valores de t son 0; 1; 2; :::; y sea n(t) = N(t) N(t 1) que denota
el número de eventos en el tiempo t. En algunas aplicaciones n(t) puede ser igual a 0 o 1,
sin embargo es posible que n(t)  2, lo que es bastante común. Condicionado a n(0) y x(0),
el proceso es completamente especicado por la distribución de n(t) dada la ocurrencia del
evento y las covariables históricas
H(t) = fn(0); :::; n(t  1); x(0); :::; x(t)g
para cada t  1. Si n(t) es binaria, estas distribuciones se denen por las intensidades
discretas (probabilidades de sucesos condicionales)
Prfn(t) = 1 j H(t)g = (t j H(t)) t = 1; 2; :::
que son modelos para respuestas binarias longitudinales tales como modelos logísticos bina-
rios.
Cuando n(t)  2 es posible aplicar los modelos basados en procesos de Poisson; aquí
n(t) dado H(t) se toma para tener una distribución de Poisson con una determinada media
(t j H(t)).
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Modelos multiplicativos donde
Efn(t) j H(t)g = (t j H(t)) = 0(t):expfx0(t) g t = 1; 2; :::
son muy útiles.
Si las covariables x(t), en un modelo de Poisson, son aleatorias e independientes entonces
las condicionales históricas son covariables completas x(1), y los términos n(t) son variables
aleatorias independientes de Poisson.
Formalmente se dice que un proceso de covariable fx(t); t  0g es externo si no es inu-
enciado por el proceso del evento.
Esto signica que para t = 1; 2; :::; se tiene que
Prfx(t) j H1(t)g = Prfx(t) j x(t  1)g
donde
H1(t) = fn(s); x(s);S = 0; 1; :::; T   1g
En este caso, si se considera la distribución conjunta de n(t) y x(t) hasta el tiempo T , se
tiene que
Y
t=1
Prfn(t); x(t)jH1(t)g =
Y
t=1
Prfn(t)jH(t)g Prfx(t)jH1(t)g
=
Y
t=1
Prfn(t)jH(t)gPrfx(t)jx(t  1)g
donde H(t) = (H1(t); x(t)):
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Prf n(1); :::; n() j n(0); x()g =
Y
t=1
Prfn(t) j H(t)g
Y así bajo condicionales en x(), los n(t) son de hecho variables aleatorias independientes
con comportamiento Poisson. Este argumento también muestra que los n(t) son condicional-
mente independientes cuando la distribución de n(t); dada H(t); depende solamente de x(t),
de la cual con n(t) Poisson es un caso especial.
En los modelos de riesgos proporcionales para la identicación de factores pronósticos
importantes, en los que se supone que las covariables son independientes del tiempo, también
se supone que sólo hay una causa del evento de interés; es decir, el evento se permite que
ocurra sólo una vez para cada persona, y no hay correlación entre los tiempos de fracaso de
diferentes personas. Sin embargo, en la práctica, las covariables pueden observarse más de
una vez durante el mismo estudio, y sus valores pueden cambiar con el tiempo. El evento
de interés puede deberse a más de una causa, y el mismo evento puede repetirse durante un
estudio de seguimiento; y puede ser de personas relacionadas en una familia o de la misma
persona en diferentes momentos.
En la práctica, los eventos de interés que ocurren en un individuo pueden ser recurrencias
esencialmente del mismo evento. Cuando los datos incluyen eventos recurrentes, los modelos
de regresión como el modelo de riesgos proporcionales se vuelven matemáticamente más com-
plicados. En la literatura se han propuesto varios modelos de este tipo de regresión. En esta
sección se presenta un modelo que puede considerarse como extensión del modelo de riesgos
proporcionales de Cox. El modelo se basa en un modelo de riesgos proporcionales, y las
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funciones de probabilidad de este modelo se construyen de manera diferente, principalmente
en términos del riesgo establecido por las observaciones no censuradas.
3.3.3 Modelos de Prentice, Williams y Peterson.
En su documento de 1981, Prentice, Williams y Peterson (PWP) proponen dos modelos
para los eventos recurrentes. Ambos modelos PWP pueden considerarse como extensiones
del modelo de riesgos proporcionales estraticado con estratos denidos por el tiempo o las
periodicidades. La función de distribución se extiende más allá de la observación del primer
evento, esto para cubrir los acontecimientos posteriores. En el primer modelo de PWP, el
tiempo de seguimiento comienza al principio del estudio (t = 0) en tiempo real y la función
de riesgo de la i ésima persona puede escribirse como
h(tjbs ; xi(t)) = hos(t)  exp[b0s xi(t)]
Donde el subíndice s representa el estrato en el que la persona está en el tiempo t. El
primer estrato incluye observaciones que tienen al menos una recurrencia o están censurados
sin recurrencia, el segundo estrato incluye observaciones que tienen al menos dos recurrencias
o están censurados después de la primera repetición, y así sucesivamente.
La siguiente gráca señala el comportamiento de los casos recurrentes, donde 6 individuos
han sido seguidos a través del tiempo por 59 meses, en círculo se encuentra el número de
recurrencias de cada sujeto en el periodo o mes especíco, y sin círculo cuando la observación
señaló una censura.
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Figura 5. Comportamiento de casos recurrentes.
Una observación se mueve del estrato 1 (s = 1) al estrato 2 (s = 2) tras su primer evento
recurrente y permanece en el estrato 2 hasta que el segundo evento recurrente toma lugar o
se convierte en una observación censurada (no más recurrencias). El hos(t) es el estrato de
riesgo subyacente especíco. En la ecuación anterior, los coecientes también son especícos
del estrato.
Asumiendo que ts1 <    < tsds denota los ds distintos tiempos de ocurrencia en el estrato
s, las Xsi(tsi) representan el vector de covariables de un sujeto en el estrato de recurrencia,
en el tiempo tsi, y xsl(tsl) denota el vector de covariables del sujeto l en el estrato s en el
tiempo ti y R(t; s) el conjunto de personas en riesgo en el estrato s justo antes del tiempo t.
Teniendo en cuenta que el conjunto de riesgos R(t; s) incluye sólo a aquellas observaciones
que han experimentado los primeros s   1 eventos recurrentes, entonces la verosimilitud
parcial para este modelo, es
L(b) =
Y
s>1
dsY
i=1
exp[b
0
s xsi(tsi)]X
l2R(tsi;s)
exp[b0s xsl(tsi)]
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En el segundo modelo PWP, el tiempo de seguimiento empieza desde el evento inmediata-
mente precedente o el tiempo de fallo. Análogamente al primer modelo, el segundo modelo
PWP puede ser escrito en términos de una función de riesgo, tal como:
h(tjbs ; xi(t)) = hos(t  ts 1)  exp[b0s xi(t)]
donde ts 1 denota el tiempo del evento precedente. El periodo de tiempo entre dos even-
tos recurrentes consecutivos o entre el último tiempo recurrente del evento y el nal del
seguimiento se denomina tiempo de intervalo (Gap Time).
Para la l ésima observación, la cual falla en el tiempo tsl en el estrato s, el intervalo se
denota como uls = tsl   ts 1l, donde ts 1l es el tiempo de fallo del l ésimo sujeto en el
estrato s  1. Asumiendo que us(1) < ::: < us(ds) denotan los distintos intervalos de tiempos
observados en el estrato s y eR(u; s) denotan únicamente el conjunto de observaciones en
riesgo, en el estrato s justo antes del intervalo u. eR(u; s) incluye sólo aquellas observaciones
que han experimentado los primeros s   1 estratos. Entonces la verosimilitud parcial para
este segundo modelo, es
L(b) =
Y
s>1
dsY
i=1
exp[b
0
s xsi(ts(i))]X
l2R(ts(i);s)
exp[b0s xsl(ts(i))]
Teniendo que los conjuntos de riesgos en la ecuación anterior se denen por los intervalos
de separación y ordenados en los estratos más que por los tiempos de fracaso en ellos mismos.
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3.3.4 Análisis de eventos recurrentes
El análisis de datos de eventos recurrentes es comúnmente usado en varios campos aplicados
tales como riesgo, medicina, ciencias sociales, economía, negocios y criminología. Mientras
que en life data analysis (LDA) se asumió que los eventos (fallas) eran independientes e
idénticamente distribuidos (iid), hay muchos casos donde los eventos son dependientes y no
idénticamente distribuidos o cuando el analista está interesado en modelar el número de
ocurrencias de eventos a lo largo del tiempo, en vez del tiempo anterior al primer evento,
como en LDA. El enfoque no paramétrico se basa en la función acumulativa media (FAM),
análisis que se basa en el trabajo del Dr. Wayne Nelson (2003), quien ha escrito extensamente
sobre el cálculo y las aplicaciones de FAM.
3.3.4.1 Análisis de datos de eventos recurrentes no paramétricos El análisis de
eventos recurrentes no paramétricos proporciona una estimación gráca no paramétrica del
número acumulado medio o el número de recurrencia por unidad en comparación con el
tiempo. En el campo de conabilidad, la función acumulativa media (FAM) puede usarse
para:
1. Evaluar si la tasa de repitencia aumenta en los individuos observados.
2. Estima el número medio de casos recurrentes.
3. La función acumulativa media compara dos o más facultades, cohortes.
4. Predice las futuras recurrencias en promedio.
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3.3.5 Función acumulativa media (FAM)
En un análisis no paramétrico de datos de eventos recurrentes, cada unidad de población
se puede describir mediante una función acumulada del histórico para el número acumulado
de recurrencias. FAM es una función de escalera que representa el número acumulado de
recurrencias del evento de interés. La gura a continuación modela la función del historial
acumulativo de una unidad a través todos los periodos de una brecha de tiempo denida.
Figura 6. Función acumulativa media de una unidad.
El modelo no paramétrico para una muestra de unidades se describe como la totalidad
de funciones históricas acumulativas (curvas), es decir, la población de todas las funciones
de escalera de cada unidad de la muestra. Dada la variable t (tiempo), las unidades tienen
una distribución del número acumulado de eventos recurrentes; es decir, una fracción de la
muestra pudo haber acumulado 0 recurrencias, otra fracción ha acumulado 1 recurrencia,
otra fracción ha acumulado 2 recurrencias, y así sucesivamente. Esta distribución diere
a diferentes valores de la variable tiempo (t), y tiene una media M(t) llamada función
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acumulativa media (FAM). La M(t) es el promedio por puntos de todas las funciones de
historia acumulada de la muestra, tal como se observa en la gura 7.
Figura 7. Función acumulada media M(t).
Para el caso de los datos no censurados, los valores de la función media acumuladaM (t)i en
diferentes tiempos de recurrencia, se estiman calculando el promedio del número acumulado
de recurrencias de eventos para cada unidad en la población de tiempos ti.
Cuando las historias son censuradas, se aplican los siguientes pasos:
Paso 1: Ordena todos los tiempos:
Ordene todos los tiempos de recurrencia y censura desde la más pequeña hasta la más
grande. Si el tiempo de recurrencia para una unidad es igual a su tiempo de censura (sus-
pensión), entonces el tiempo de recurrencia es el primero. Si las múltiples unidades tienen un
tiempo común de recurrencia o censura, estas unidades podrían ordenarse aleatoriamente.
Paso 2: Calcular el número ri de unidades que pasaron por el tiempo ti:
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ri = ri 1 si ti es un tiempo de recurrencia:
ri = ri 1   1 si ti es un tiempo de censura:
N es el número total de unidades y r1 = N en el primer tiempo observado que podría ser
una recurrencia o suspensión (censura).
Paso 3: Calcular la estimación de FAM, M(t):
Para cada muestra de tiempos de recurrencias ti, se calcule la función acumulativa media,
de la siguiente manera:
M (ti) =
1
ri
+M (ti 1) ;
donde M (ti) =
1
r1
en el primer tiempo (t1) de recurrencia observado:
Límites de conanza para el FAM
Los límites de conanza superior e inferior para M(ti); son:
L{mite superior de confianza : MU (ti) =M
 (ti) :e
k
p
V ar[M(ti)]
M(ti)
L{mite inferior de confianza : ML (ti) =
M (ti)
e
k
p
V ar[M(ti)]
M(ti)
Donde  (50%    100%) es el nivel de conanza, k es el percentil normal estándar,
y V ar [M (ti)] es la varianza estimada de la FAM a un tiempo de recurrencia ti:La varianza
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es calculada como sigue:
V ar [M (ti)] = V ar [M (ti 1)] +
1
r2i
"X
j2Ri

dij   1
ri
2#
donde ri es denida en la ecuación de supervivencia, Ri es el conjunto de las i- ésimas
unidades que no han sido censuradas, y dij es denida como sigue:
dij =
8>><>>:
1; si la j   esima unidad ha tenido un evento recurrente en el periodo ti
0; si la j   esima unidad no ha tenido un evento recurrente en el periodo ti
En caso de que haya múltiples eventos al mismo tiempo en ti, dij se calcula secuencialmente
para cada evento y para cada uno de ellos, solo un dij puede tomar el valor de 1. Una vez
que se hayan calculado todos los eventos en ti, la FAM nal calculada y su varianzas son los
valores obtenidos en el tiempo ti.
3.3.6 Prueba de bondad de ajuste asintótico de modelos basados en eventos
recurrentes.
La especicación completa de un modelo para eventos recurrentes a través de funciones de
densidad, es a menudo deseable, particularmente cuando el interés radica en las predicciones
o simplemente cuando se desea tener una comprensión o descripción exhaustiva de un proceso
de eventos.
Sin embargo, cuando se comparan grupos de individuos o cuando se evalúan los efectos de
las covariables jas, los métodos que se centran en características marginales como la tasa o
la función media generalmente son sucientes.
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Una ventaja de restringir tales características marginales es que a menudo es posible relajar
los supuestos de los modelos y por lo tanto, lograr una mayor solidez para las inferencias.
Esta estimación no paramétrica M(t) no implica suposiciones sobre las condiciones pobla-
cionales de M(t), o el proceso que generó el histórico de las unidades experimentales. En
consecuencia, esta estimación no paramétrica es una función en forma de escalera, que es
plana entre los tiempos de recurrencia; las frecuencias llaman la atención desde el punto de
vista de que los registros individuales no se gracan. Además, la estimación se extiende al
tiempo de censura más largo.
Por lo general, la función media acumulada real de una población grande se considera
una curva suave, que pasa por los puntos trazados. Algunos investigadores intentan ajustar
una curva por medios matemáticos, como mínimos cuadrados; sin embargo, los límites de
conanza de mínimos cuadrados no son válidos, esto según los supuestos del método de
mínimos cuadrados. Es esencial comprender y vericar que se obtengan buenos resultados
con el cálculo.
Se puede tomar cualquier distribución teórica como un ejemplo para ver cómo se construyen
las estadísticas y vericar si es apropiado para los tiempos observados de supervivencia
ajustando dicha distribución. Por ejemplo, la familia Weibull, la familia Gamma y la familia
Gamma Generalizada, se relacionan con una distribución Exponencial. Por lo tanto, para
probar si la distribución Exponencial es apropiada para el tiempo de supervivencia observada
en los datos, primero se debe ajustar a una distribución Weibull y/o Gamma.
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Por lo tanto, probar lo apropiado de una familia de distribuciones es equivalente a probar
si un subconjunto de los parámetros en su distribución de ajuste es igual a algunos valores
estimados (especícos). Si se puede suponer que los datos siguen una cierta distribución,
pero los valores de sus parámetros son inciertos, solo debemos probar que los parámetros son
iguales a ciertos valores.
A continuación, se presentan las estadísticas de prueba por separado para probar si algunos
o todos los parámetros en una distribución son iguales a ciertos valores.
3.3.7 Prueba de un subconjunto de parámetros en una distribución
Sea b = (b1;b2) para denotar todos los parámetros en una distribución paramétrica, donde
b1 y b2 son subconjuntos de parámetros, y siendo la hipótesis nula
Ho : b2 = b0
donde b0 es un vector especíco de valores estimados.
Sea bb la estimación de máxima verosimilitud (MLE) de b, b1 (bo) la MLE de b1 dada
por b2 = b0, y bV2(bb) la sub-matriz de la matriz de covarianza, correspondiente a b2.
Bajo Ho y algunos supuestos suaves, las dos estadísticas siguientes tienen una distribución
asintótica de chi-cuadrado con grados de libertad igual a la dimensión (o el número de
parámetros) en b2.
El estadístico de la razón de la Log-Verosimilitud es
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L = 2[l(bb)]  l(bb1(b0); b0)
y el estadístico Wall es
W = (cb2   b0)0 bV  12 (bb) (cb2   b0)
Si la cantidad de parámetros en b2 es igual a q, para un nivel de signicancia () dado,
entonces Ho es rechazada si L > 
2
q; cuando se usa la estadística de razón de verosimi-
litud; o si W > 
2
q;=2 o W < 
2
q;1 =2 (a dos colas), o W > 
2
q; (a una cola) cuando se
usa la estadística de Wald.
3.4 Deserción estudiantil universitaria
La deserción es uno de los más graves agelos de la condición académica, pues a través
de ella los entornos personales, familiares, económicos y sociales se verán directa o indirec-
tamente impactados, y estas situaciones desencadenan juzgamientos a priori de los cuales la
mayoría de los estudiantes difícilmente se reponen; haciendo que cada vez más las aulas de
las instituciones de educación y en especial las de educación superior, estén más vacías.
Para hablar de deserción estudiantil universitaria, se puede recurrir a un número casi
ilimitado de artículos y documentos que tratan este fenómeno desde diversos puntos de vista;
sin embargo, y después de muchas descargas e importantes tiempos de lectura se tomó la
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decisión de referenciar el artículo de deserción estudiantil universitaria (conceptualización),
escrito por Gabriel Jaime Páramo y Carlos Arturo Correa en 1999.
Según Páramo y Correa, el estudio de la deserción en su gran mayoría se ha focalizado
en diferentes perspectivas dependiendo de la anidad y los intereses de quienes escriban al
respecto, y arman que es un error común clasicar la deserción dentro de cualquiera de las
categorías entre mortalidad estudiantil, ausentismo y retiro forzoso, en todas las etapas de
escolarización; además aseguran que la deserción es una opción del estudiante, inuenciada
positiva o negativamente por circunstancias internas o externas por las que el estudiante está
atravesando. Ellos sugieren diferenciar claramente entre deserción estudiantil (y variables
asociadas), y la mortalidad estudiantil, dado que la primera es intra-sujeto y la segunda es
entre-sujetos.
De acuerdo a su concepción, el enfoque de deserción académica, cubre tanto los escenarios
en los cuales el estudiante abandona el programa de formación y/o la institución donde lo
realiza, así sea para continuar en el mismo programa académico en otra institución, o bien
para continuar en otro programa en otra, o en la misma institución; o denitivamente para
abandonar las aulas de clase. (Páramo & Correa, 1999)
Los autores denen la deserción como:
"El abandono denitivo de las aulas de clase por diferentes razones y la no continuidad en
la formación académica."(Páramo y Correa, 1999, p.03)
Casi nula es la información actual que indique el verdadero origen de la deserción académi-
ca, la cual puede señalar múltiples naturalezas. Acorde a los reportes periódicos de las ins-
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tituciones educativas (IE), se sabe que actualmente la deserción universitaria es de escalas
alarmantes y que el número de estudiantes desertores cambia según la universidad, la carrera,
el nivel socio-económico (estrato), el ambiente educativo, el ambiente familiar, entre otros
factores comunes.
En resumen, Páramo y Correa (1999) categorizan los tipos de deserción tal como se presenta
a continuación, donde es necesario mencionar que estas categorías son no excluyentes entre
sí:
Deserción total: Abandono denitivo de la formación académica individual.
Deserción discriminada por causas: Según la causa de la deserción.
Deserción por facultad (escuela o departamento): Cambio facultad facultad.
Deserción por programa: Cambio de programa en una misma facultad.
Deserción a primer semestre de carrera: Por inadecuada adaptación a la vida univer-
sitaria.
Deserción acumulada: Sumatoria de deserciones en una institución.
(Páramo y Correa, 1999, p. 04)
Con la anterior clasicación, los autores señalan que un desertor universitario es aquel
estudiante que casi nunca aprovecha las oportunidades educativas, muchas veces presenta
problemas de disciplina, son hijos de padres que probablemente no les interesa o nunca han
tenido educación superior. En contados casos, estos estudiantes han tenido problemas con
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la justicia, nunca han tenido una motivación real u original para realizar su labor académica,
frecuentemente con niveles socioeconómicos bajos; estos mismos estudiantes fallan continua-
mente a clase; en muchas ocasiones provienen de ambientes familiares y sociales violentos,
seguramente presentan resistencia a desarrollar actividades formativas, y denitivamente son
estudiantes que señalan desmotivación hacia la carrera y a la universidad.
Es evidente que la repitencia, la cual se dene como la repetición iterativa de cualquier
materia en un programa académico universitario, si bien no es el principal motivo de de-
serción estudiantil, es uno de los principales motivos (junto con factores socio económicos
y demográcos) para abandonar un aula de clase, o tal vez para abandonar un programa o
una carrera y hasta para abandonar la institución educativa a la que se inscribió.
Este es precisamente el objetivo de nuestro estudio, pues la repitencia junto con variables
asociadas a los estudiantes tales como el ambiente educativo, el ambiente familiar, los proce-
sos educativos, información sociodemográca, los bajos niveles de comprensión académica,
factores económicos, y su orientación profesional, hacen que la probabilidad de deserción de
los estudiantes universitarios crezca de forma exponencial.
Los factores implicados en este fenómeno son sus familiares, sus compañeros de estudio, los
docentes implicados, las directivas y administradores académicos, quienes en últimas toman
importantes decisiones relacionadas con este fenómeno, en cada IE.
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4 Capítulo 2
4.1 Caso de estudio - Implementación.
Un fenómeno muy común que en la actualidad se presenta de forma insistente en ins
tituciones de educación superior tanto en el sector privado como en el ocial, es la repitencia
académica, la cual se dene como el efecto de cursar repetidas veces alguna misma materia
en un programa o carrera de dicha institución; esto sin asegurar su aprobación.
La repitencia puede ser intermitente, no necesariamente de una única materia y no es
exclusiva de un único semestre; estas características hacen único a este fenómeno académico
y el modelo de eventos recurrentes es una de las formas analíticas de describirlo y modelarlo.
En Colombia son muy pocos los estudios que evalúan la deserción estudiantil universitaria
de forma analítica, son ejemplos de estos, "Deserción estudiantil en la educación superior
colombiana, metodología de seguimiento, diagnóstico y elementos para su prevención", reali-
zado por el equipo de trabajo del ministerio de educación y Universidad de Antioquia en el
2009, o "Deserción en las instituciones de educación superior en Colombia" de la Universidad
de los Andes en el 2007.
Las entidades educativas aun sabiendo que la repitencia es una causa latente de la deserción
estudiantil universitaria, no han realizado investigaciones metódicas y mucho menos a través
de la implementación de algún modelo estocástico.
Es evidente que si un estudiante está sometido a repetir varias veces un curso, y que ésta
condición sea la misma para varias materias de su plan de estudios en todo el transcurso
38
de su carrera, hace que él o ella cuestione su estadía en dicho programa académico, y esto
probablemente lo motive a cambiar de programa (deserción académica del programa), o tal
vez lo motive a cambiar de institución universitaria (deserción universitaria), o quizás haga
que el estudiante pierda su posibilidad económica/social de continuar en el programa en el
que se inscribió, pues bajo esta premisa él o ella nunca más regresará a una Institución de
educación superior.
Algunas instituciones de educación superior han tomado la decisión de crear departamentos
o dependencias de éxito estudiantil para monitorear la deserción, ellos se encargan de hacerle
seguimiento a los estudiantes con altas posibilidades de deserción, sin embargo ninguno
monitorea la repitencia académica, simplemente la categorizan como un evento pasado, poco
deseado, el cual esperan que no se repita; aun así, este es un estado presente en cualquier
ciclo académico y debe ser tratado.
En la universida Central (Bogotá - Colombia) la deserción estudiantil es un tema de gran
relevancia, al cual, las directivas de los diferentes programas, facultades o departamentos,
le prestan especial atención. El departamento de matemáticas, junto con los departamentos
de bienestar universitario y planeación, son tres dependencias que han tratado de crear
estrategias que puedan reducir la deserción estudiantil al máximo, luchando incansablemente
por estabilizar y minimizar la deserción, aumentando la permanencia de los estudiantes.
Especícamente, el departamento de matemáticas es conciente que unas de las falencias
comunes en los estudiantes recién vinculados a cualquier programa universitario son las com-
petencias matemáticas, lo cual no descarta la lectura-escritura. Es por esto que durante varios
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años el departamento ha estado implementando un conjunto de estrategias de permanencia
estudiantil, entre las que se destacan los cursos de acompañamientos, talleres temáticos,
atención personalizada a estudiantes, aulas virtuales y consejerías.
Estas actividades están siendo desarrolladas en casi todos los cursos que el departamento
imparte, monitoreando el efecto de dichos dispositivos académicos e intentando reducir al
máximo el impacto de la transición de la educación secundaria a estudios de pregrado, y
luchando sin cesar por incrementar el pensamiento analítico de los estudiantes nuevos. Allí,
se contrasta periódicamente la relación entre la frecuencia o interacción de los estudiantes
que recurren al uso de los dispositivos pedagógicos versus el promedio de sus notas, esto para
cada uno de las tres cohortes y respecto a la nota denitiva del curso.
Registros históricos han señalado que estudiantes que van tres o más veces a un mismo
dispositivo pedagógico en el semestre, presentan una alta probabilidad de aprobación de su
curso de matemáticas en cuestión.
A pesar de esto, la universidad no cuenta con un estudio de seguimiento de la repitencia
universitaria, no hay una caracterización de la misma, no hay una discriminación de la
repitencia por facultad o por programa, lo que la hace difícil de seguir y mucho más difícil
de analizar o predecir.
Es por esto que este estudio, con el apoyo de las fuentes de datos de los históricos de la
Universidad Central, propone una caracterización y posible modelamiento de dicho fenómeno
con el software estadístico SAS 9.3 versión de prueba, a través del análisis de supervivencia
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de sucesos repetidos. Con este se evaluaron características académicas y sociodemográcas
de los estudiantes de las facultades que conforman esta institución educativa; información
que se usó para realizar el ajuste de un modelo de eventos recurrentes, técnica estadística
útil para modelar condiciones de este estilo.
El proceso de depuración y preparación de la información para el análisis, junto con el
ajuste del modelo se describe detalladamente a continuación.
4.2 Preparación de la fuente de información
Como es bien sabido, una carrera profesional casi siempre consta de 10 semestres, en los
que el estudiante matriculado recibe un sinnúmero de materias por semestre, las cuales deben
ser aprobadas para poder así optar a un título de pregrado universitario. En la Universidad
Central (Bogotá - Colombia) las facultades existentes, las conforman los siguientes programas
académicos que aparecen en la tabla 1.
Tabla 1. Facultades con sus respetivos programas académicos.
Este estudio inició con la recolección de información de los estudiantes de cada uno de
los programas académicos mencionados anteriormente, y haciendo un conteo del número de
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repitencias por cada uno de los estudiantes de todos los programas en las facultad existentes.
Se realizaron 6 seguimiento (cohortes) de 10 periodos o semestres cada uno, se inició desde
la cohorte 2007-I y se nalizó en la cohorte 2009-II, la cual se desplaza desde 2009-II hasta
el periodo 2014-I. En las mencionadas cohortes se monitoreó cada estudiante 11 semestres
seguidos, asumiendo que si un estudiante repite cualquier materia, esto ocurrirá a partir del
segundo semestre. Lo mismo se hizo para la cohorte de estudiantes nuevos del periodo 2007-
II, y así sucesivamente para todas las cohortes 2008-I, 2008-II, 2009-I y 2009-II. Obteniendo
en las cohortes el número total de estudiantes que ingresaron por primera vez a cada programa
académico de interés.
En nuestro contexto, una recurrencia se dene como un estudiante que debe repetir un
espacio académico (una materia) de su periodo actual en el periodo siguiente. Por otro lado,
una censura se dene como un estudiante que a partir de un periodo en particular, no
vuelve a ser clasicado como recurrente, es decir los casos de recurrencia en él ya no se hacen
presente, luego este caso deja de ser importante para proceso de conteo de las recurrencia
y se transforma en censura, lo que implica, que este estudiante no vuelve a repetir ninguna
asignatura.
Un resumen de la distribución de casos de estudiantes que ingresaron en cada cohorte y el
número de recurrencias, se presenta en la tabla 2.
42
Tabla 2. Cantidad de estudiantes admitidos en cada cohorte con su respetivo número de
recurrencia.
Figura 8. Número de estudiantes admitidos en los programas académicos.
El anterior resumen, proveniente de las fuentes de información, indicando que el periodo
con mayor número de estudiantes admitidos fue en el periodo 2008-II, siendo un patrón
similar en las tres facultades, sin embargo ciencias humanas fue la facultad donde se registró
el mayor número de estudiantes matriculados. La tabla 2 también señala el número total de
recurrencias, es decir, el total de estudiantes que debieron repetir al menos una materia. De
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interés particular se pudo observar que las cohortes 2007-I y 2008-I indican los casos más
recurrentes con 1134 y 1283 repitentes respectivamente, mientras que el periodo 2008-II fue
el periodo con menos recurrencias con 545 repitentes en toda la brecha de tiempo rastreada.
Lo anterior tambien se visualiza en la gura 8.
Para la implementación del modelo de eventos recurrentes (no paramétrico, pues no sigue
ninguna distribución teórica conocida), en la Universidad Central, se estableció como punto
de inicio el periodo 2007-I, y a partir de allí se hizo un seguimiento a los estudiantes de
esta cohorte por 5 años, tiempo en el cual se nalizó su periodo de supervisión, es decir, el
proceso de seguimiento de esta cohorte nalizó en el segundo semestre del año 2011. De
forma análoga se realizo un seguimiento, por 5 años, a todos los estudiantes de la cohorte
2007II supervisándolos hasta el periodo 2012-I. La tercera cohorte fue rastreada desde
2008-I hasta el periodo 2012-II; la cuarta cohorte fue seguida desde 2008-II hasta 2013-I;
la quinta cohorte fue estudiada desde el periodo 2009-I hasta 2013-II; y nalmente la sexta
cohorte fue observada desde 2009-II hasta el periodo 2014-I.
La ejecución de este estudio fue la implementación de un modelo de eventos recurrentes
para la repitencia estudiantil en cada una de estas cohorte mencionadas, esperando con ello,
en primera instancia describir los factores (covariables) más relevantes que caracterizan esta
problemática universitaria en cada uno de los periodos y en general. En segunda medida,
intentar ajustar un modelo no paramétrico que proporcione un buen pronóstico de la recu-
rrencia académica universitaria, el cual será útil para predecir y prevenir estos eventos en
estudiantes nuevos.
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Para llevar a cabo este análisis, se dividió la información por cohortes (seis cohortes) y
por facultad (tres facultades). Adicionalmente, y aprovechando la posibilidad de tener casi
toda la información sociodemográca y académica de cada estudiante implicado en nuestra
investigación, se seleccionaron algunas variables (covariables), que por estudios anteriores
o por experiencia de los investigadores, son variables claves para desarrollar un buen y
coherente ajuste. A continuación se presenta una descripción de las variables implicadas en
nuestro estudio y están resumidas en la tabla 3 y tabla 4.
Tabla 3. Clasicación de las variables.
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Tabla 4. Variables implicadas en el estudio.
4.3 Análisis de eventos recurrentes.
En estudios de supervivencia tradicionalmente se considera que los eventos o fallas solo
pueden ocurrir una vez y esta ocurrencia del evento, elimina a una unidad experimental
del conjunto de riesgos de ocurrencias posteriores. Sin embargo, en la práctica las fallas (o
evento de interés), en un individuo pueden ocurrir varias veces, es decir, ser recurrentes. Tal
es el caso de la repitencia académica, donde ocurre que un estudiante que perdió por primera
vez una materia no está exento a volver a repetir la misma materia o cualquier otra de su
plan académico.
A continuación se presenta el ajuste de un modelo de evento recurrentes para identicar
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los factores pronósticos o de riesgo importantes para explicar la repitencia estudiantil en la
Universidad Central (Bogotá - Colombia).
4.4 Análisis exploratorio de las recurrencias: función acumulativa
media (FAM).
Para dar un primer acercamiento del comportamiento del fenómeno de interés (repitencia
académica), se realizó un análisis descriptivo exploratorio, a partir de la función acumulativa
media, de los casos recurrentes en cada una de las seis cohortes de estudio, proporcionando
hallazgos importantes que se presentan a continuación.
La gráca de la función acumulativa media tiene forma de ojiva, sin embargo el eje y
proporciona el número medio en cada uno de los ti (tiempos de estudio), junto con su
variabilidad que es representada en forma de intervalo de conanza. En nuestro caso, la
función nos proporciona el promedio acumulado de repeticiones en un periodo total de 10
semestres. El punto cero del eje X representa el primer semestre que cursa cada estudiante,
por ende aquí aún no hay repitencias, por lo tanto en las guras se observa las recurrencias
a partir del periodo uno. Las funciones acumulativas de todas las seis cohortes (2007-I a
2009-II) se presenta un bloque de grácas en la gura 9, donde cada una señala una cohorte
de trabajo con una brecha de 10 semestres.
47
Figura 9. Función acumulativa media para cada una de las cohortes observadas.
Al analizar el comportamiento de las recurrencias, se pudo evidenciar que los saltos o
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escalones al inicio de todas las seis cohortes son grandes pero a medida que van aumentando
los periodos (7, 8, 9 y 10) los saltos se van haciendo más pequeños, estabilizándose casi en
un número promedio de 3 repeticiones. Al examinar la variabilidad del promedio de casos
recurrentes, se observó que en los periodos iniciales la variabilidad es mínima, implicando
esto que la gran mayoría de los estudiantes de esta cohorte repitieron al menos una materia,
pero a medida que van pasando los semestres, los saltos se hacen cada vez más pequeños y
la variabilidad cada vez más grandes, es decir, que son pocos los casos de estudiantes los que
llegan a repetir alguna materia en los últimos semestres. Se observó también que, en todas
las seis cohortes de estudio, el salto más grande fue en el segundo periodo, donde el número
medio de recurrencias es aproximadamente igual a 1;5 veces, por lo tanto, aquí es donde
ocurre la mayor repitencia. Los estudiantes, en promedio, repiten mínimo una vez y máximo
tres veces. De interés particular la cohorte del periodo 2007-I fue la que presentó los saltos
más grandes en los primeros semestres y el año 2009-II señaló los saltos más pequeños.
A continuación, en la gura 10, se presenta el comportamiento de la función acumulativa
media por cohorte en cada periodo de tiempo de 11 semestres respectivamente, sin embargo
en esta ocasión se desagregó las tres facultades de la universidad (facultad de ciencias básicas
e ingeniería en color azul, facultad de ciencias económicas administrativas y contables en color
verde, y facultad de ciencias humanas en color rojo).
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Figura 10. Función acumulativa media para las cohortes, desagregando las 3 facultades de
la universidad.
El anterior bloque de FAM, desagregadas por facultad, proporcionan un comportamiento
similar al comportamiento general de la universidad, el número medio de recurrencias se
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fue estabilizándo en tres, y la variabilidad fue incrementando a medida que los periodos
fueron avanzando, sin embargo es interesante observar que el periodo 2007-I fue el periodo
con mayor discrepancia en las recurrencias entre facultades, señalando un mayor número
promedio de casos recurrentes en la facultad de ciencias básicas e ingenierías, y con menor
casos de recurrencias en la facultad de ciencias humanas y artes. Por otro lado, la cohorte
2017-II fue la más estable, indicando el mismo comportamiento distribucional tanto en el
promedio como la variabilidad para las tres facultades.
4.5 Diferencia de FAM entre grupos
Se hace un comparativo entre las recurrencias de cada una de las tres facultades y se
presenta a continuación el comportamiento distribucional de las recurrencias medias entre
pares de facultades en cada una de las cohortes. Lo anterior es con la nalidad de identicar si
el comportamiento de las repitencias es similar para cada par de facultades, lo que signicaría
grácamente que la línea central de tendencia de las diferencias estuviese cercana a cero, junto
con su banda de conanza.
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Continuación
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Figura 11. Comportamiento distribucional de las recurrencias medias entre pares de
facultades.
Al observar las anteriores grácas, se pudo apreciar que en la cohorte 2007-I, la comparación
de la facultad de ciencias básicas e ingenierías vs. ciencias económicas y ciencias básicas vs.
ciencias humanas, indicaron una diferencia importante y evidentemente diferente de cero,
con una curva positiva (mayor a cero), mientras que el comparativo ente ciencias económicas
y ciencias humanas señala una diferencia menos resaltada (más débil). Lo anterior indica
que la facultad que señaló una diferencia relevante en el número medio de repitencias, en este
periodo, fue la facultad de ciencias básicas e ingeniería. Los demás periodos no proporcionan
una diferencia clara e importante entre pares de facultades.
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4.6 Análisis comparativo de cada una de las facultades, según cada
periodo
Al analizar el comportamiento distribucional de las repitencias por cada facultad, en cada
uno de los periodos, se pudo apreciar en la gura 12 el comportamiento distribucional.
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Figura 12. Comportamiento distribucional de repitencias de cada una de las facultades.
El anterior bloque distribucional de repitencias, nos permitió conocer que en la cohorte
2007-I, la facultad con un mayor número de recurrencias fue la facultad de ciencias básicas,
la cual en promedio indicó una convergencia en 3.5 repitencias promedio, mientras que la
facultad de ciencias humanas fue la que menos recurrencias presentó con un promedio de 2.5.
La facultad de ciencias económicas señaló una repitencia promedio de 3. Para la cohorte
2007-II las tres facultades indicaron comportamientos similares convergiendo aproximada-
mente en 3 repitencias. En el 2008-I, la facultad de ciencias básicas e Ingeniería fue la que
indicó la repitencia media más alta con un 3.5, en comparación a las otras dos facultades con
una tendencia a 3 repeticiones. Para el 2008-II la facultad que indicó un mayor número de
repitencias, fue la facultad de ciencias económicas, con una estabilización de 4 repitencias, en
promedio; esto en comparación con las otras dos facultades que convergen aproximadamente
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en 3.5. De interés particular, esta fue la cohorte con el mayor número de repitencias en to-
das las brechas de tiempo analizadas. En la cohorte 2009-I la facultad de ciencias humanas
indica el mayor número de recurrencias de esta cohorte, es decir, sobre un promedio de 3
repitencias; sin embargo lo que ocurrió fue que las facultades de ciencias básicas e Ingeniería
y la ciencias económicas bajaron sus índices de repitencia por debajo del promedio histórico
(3 repitencias), lo que indica que la facultad de ciencias humanas no incrementó sus recu-
rrencias. Para la cohorte 2009-II las tres facultades señalaron aproximadamente el mismo
número de repitencias, es decir, una convergencia cercana a 3 repitencias, en promedio.
4.7 Análisis de las censuras
Un resumen de los eventos censurados, es decir, estudiantes que repitieron en algún periodo
pero luego no volvieron a repetir ninguna materia (ausencia de la recurrencia) en el resto de
su vida académica, analizados en los diez periodos de seguimiento, para cada una de las seis
cohortes de análisis, se presenta a continuación en la tabla 5. En ella se puede apreciar el
número total y porcentajes de repitencias, de censuras totales y su porcentaje, en cada una
de las cohortes de análisis.
Tabla 5. Resumen del número de eventos censurados en las 6 cohortes.
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Figura 13. Representación gráca del número de eventos censurados en las cohortes.
La tabla 5 señaló que el periodo con menor número de censuras, es decir, estudiantes con
mayor repitencia, fue en la cohorte de 2008-II, indicando en los primeros 4 periodos una baja
tasa de censuras, o en otras palabras, las mayores repitencias; sin embargo a partir del 5
periodo hasta el nal, esta cohorte presentó el número de censuras más elevado, es decir, su
índice de repitencias fue el más pequeño. En la gura 13 se rearma lo dicho anteriormente.
4.8 Implementación del modelo de eventos recurrentes
A continuación se presenta la implementación de 6 modelos de eventos recurrentes, uno por
cohorte donde cada uno de estos modelos fueron implementados ajustando 12 covariables
de interés, recordando que al evaluar 12 covariables en un modelo de eventos recurrentes
para 10 tiempos (periodos) de seguimiento, cada una de las 12 covariables se subdivide en
10 periodos, luego el modelo de eventos recurrentes debe estimar los coecientes de algo más
de 120 variables de análisis por cohorte..
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Es importante destacar que en este modelo los coecientes de regresión son especícos del
estrato o periodo. Ellos representan la importancia para las observaciones de estudio en los
diversos periodos que tuvieron diferentes casos de eventos recurrentes. Si el interés principal
en la importancia de las covariables es independiente del número de recurrencias, entonces
cada bloque de 10 variables en cada cohorte, puede combinarse en una sola variable(común)
y se pueden estimar los coecientes comunes a todos los estratos.
Por ser tan extensa esta tarea de la implementación de nuestro modelo, a continuación se
presenta un resumen de los resultados más importantes del ajuste del modelo, solo de los
factores principales (estratos) y un resumen de las covariables más signicativas (factores
especícos), en todas las cohortes o periodos de seguimiento.
En las seis cohortes estudiadas, al iniciar la ejecución del modelo de eventos recurrentes, se
valida la bondad de ajuste con un psuedo R2 (estadística que mide la calidad de ajuste del
modelo la cual es análoga al R2 de los modelos de regresión múltiple de la teoría clásica) y
una estadística conocida como  2Log(L), pero más que esta estadística se plantea de forma
análoga a los modelos de regresión lineal múltiple, una prueba de utilidad del modelo, donde
conjuntamente se estudia las siguientes hipótesis en cada cohorte:
H0 : c = 0 vs: H1 : c 6= 0
donde tres estadísticos, incluida la estadística de bondad de ajuste de Wald, señala un
valor  p = 0;03, un valor menor que un nivel de signicancia del 5%; con lo que se rechaza
la hipótesis nula de que todos los coecientes asociados al modelo ajustado son conjuntamente
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iguales a cero, por lo menos hay uno de estos coecientes del modelo ajustado distinto de
cero, luego hay ajuste del modelo, al menos con una de sus variables independientes.
4.8.1 Análisis cohorte 2007-I
La cohorte 2007-I, estuvo conformada por 272 estudiantes que ingresaron en ese semestre,
proporcionando un total de 1134 recurrencias. Se ajustó un modelo de eventos recurrentes
que se presenta a continuación. La tabla 6 proporciona los resultados de ajustar el modelo
de eventos recurrentes a los datos del periodo 2007-I de la recurrencia académica.
a) Análisis del modelo general.
Tabla 6. Análisis general del estimador de máxima verosimilitud a partir del estadístico de
ajuste del modelo para 2007 I.
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Al realizar la lectura de los resultados del ajuste del modelo de eventos recurrentes, para
los coecientes comunes (sin desagregar por periodos) se pudo apreciar que algunas variables
de análisis fueron estadísticamente signicativas (valor   p < ) , lo que implica que estas
variables tienen un gran impacto a la hora de explicar la repitencia académica. En este
primer caso las variables inuyentes fueron constitución de hogar, edución de la madre,
ocupación de la madre, y edución del padre. Se explicará de forma detallada lo anterior.
Este ajuste proporciona una estadística llamada odd ratio (OR), la cual está basada en el
exponencial de cada coeciente estimado (ei) del modelo de ajuste, esta estadística señala
si es más probable, es decir, hay mayor riesgo, de que ocurra el valor de interés (X = 1) en
vez de su complemento (X = 0), proporcionando un porcentaje de ocurrencia de cualquiera
de los dos estados mencionados.
Así por ejemplo, para nuestro caso de estudio, las categorías de la variable constitución del
hogar, son constitución del hogar = 0 (el estudiante vive con ambos padres), y constitución
del hogar = 1 (el estudiante no vive con ambos padres). El OR del coeciente de los
coecientes de las categorías de esta variable fue 1;394 y con un intervalo de conanza del
95% para este OR se encuentra entre [1;099 y 1;417]: Como este intervalo de conanza
captura valores por encima de 1; esto implica que esta variable es un factor de riesgo muy
importante a la hora de explicar la repitencia académica universitaria en esta cohorte de
estudiantes; a tal punto que es un 39;4% más probable que un estudiante repita una materia,
si él o ella no vive con ambos padres, que viviendo con ellos dos.
En el caso de la variable educación de la madre (EducMadre= 0: "La madre tiene educación
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superior"vs EducMadre=1: "La madre no tiene educación superior"), el OR = 1;348 con
un intervalo entre [1;085 y 1;573], lo que indica que este también es un factor importante en
la explicación de la repitencia de los estudiantes de esta cohorte; concluyendo que es 34; 8%
más probable que un estudiante repita cualquier materia si su madre no tiene educación
superior, que teniendo educación superior.
Para el caso de la variable ocupación de la madre (OcupMadre= 0: .Es independiente o
no es empleada" vs. OcupMadre= 1: .Es empleada") el OR = 1;329 con un intervalo entre
[1;263 y 1;405] intervalo que está por encima de la unidad, lo que implica que esta variable
también es un factor importante en la explicación de la repitencia de los estudiantes, de tal
forma que es un 32;9% más probable que un estudiante repita al menos una materia en la
universidad si su madre es empleada, respecto a si ella es trabajadora independiente o ama
de casa.
Finalmente, para la variable educación del padre (EducPadre= 0: "Tiene educación su-
perior" vs. EducPadre= 1: "No tiene educación superior"), el OR = 1;150 con intervalo de
conanza entre [1;083 y 1;264] intervalo por encima de la unidad, lo que también implica
que este es un factor importante en la explicación de la repitencia de los estudiantes, de tal
forma que es un 15% más probable que un estudiante repita cualquier materia si su padre no
tiene educación superior, que siendo universitario. Aunque incide más la educación superior
de la madre que la del padre.
Los demás factores no fueron relevantes en el ajuste del modelo global de repitencia, para
los estudiantes de la cohorte 2007-I.
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b) Análisis por periodos.
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Tabla 7. Análisis por periodos del estimador de máxima verosimilitud de cada covariable
para 2007I.
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Como consecuencia del análisis global, al evaluar el efecto de estas variables desagregada
por los periodos de seguimiento en la tabla 7, se pudo apreciar que para la variable constitu-
ción del hogar, el efecto de no vivir con ambos padres viene afectando a nuestros estudiantes
especialmente en los últimos periodos de recurrencia (entre octavo y noveno periodo). Los
de octavo periodo son un 90;6% más propensos en repetir al menos una materia; de igual
ma- nera ocurrió con el noveno periodo siendo estos valores muy superiores al 100% de
ocurrencia. .
La repitencia señaló también estar asociada con la educación de la madre, especícamente
en el segundo y octavo periodo de seguimiento, indicando un riesgo del 67;5% de que un
estudiante del segundo semestre repita de nuevo una materia, si la madre de él o ella no
tiene educación superior.
La ocupación de la madre fue un factor de riesgo para la repitencia académica, en el caso
del primer periodo, la ocupación de la madre aumenta el riesgo de repitencia en un 65;2%,
respecto a que ella sea empleada y a que no lo sea. Esto ocurre también en el octavo periodo
de seguimiento, sin embargo el riesgo es denitivamente muy pequeño.
En cuanto a la educación del padre, los estudiantes del cuarto periodo de seguimiento
presentan un riesgo del 59;7% de repetir al menos una materia si su padre no tiene estudios
universitarios, que si lo tuviera.
En cuanto a ocupación del padre, los estudiantes de octavo periodo de seguimiento señalaron
que el riesgo de repetir una materia dado que su padre es empleado, es superior al 100% ,
64
que siendo independiente o desarrolla actividades en el hogar.
Finalmente, al evaluar la supervivencia de la variable de interés repitencias", se pudo
apreciar el comportamiento en la gura 14.
Figura 14. Supervivencia de la recurrencia por periodos de 2007 I.
Se encontró que la probabilidad de repitencia en los primeros periodos es excesivamente
grande, indicando esto que con una probabilidad mayor al 95%, cualquier estudiante de
esta cohorte repetiría al menos una materia en su segundo semestre. A medida que van
avanzando los periodos de seguimiento la probabilidad se va reduciendo, a tal punto que la
probabilidad de que un estudiante repita por décima vez al menos una materia no es superior
al 1.8%.
4.8.2 Análisis cohorte 2007-II
La cohorte de análisis 2007-II, estuvo conformada por 226 estudiantes que ingresaron en el
periodo, teniendo un total de 901 recurrencias. Con esta información, se ajustó un modelo
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de eventos recurrentes que se presenta a continuación.
La tabla 8 proporciona los resultados al ajustar el modelo de eventos recurrentes a los
datos del periodo 2007-II de la recurrencia académica.
a) Análisis del modelo general.
Tabla 8. Análisis general del estimador de máxima verosimilitud a partir del estadístico de
ajuste del modelo para 2007 II.
Se evidenció que las variables que indicaron una recurrencia signicativa fueron EdadIngre-
so, Educpadre, Estudtrab y Estrat, siendo estas variables las más relevantes con porcentajes
de riesgos relativos de 18%; 86%, 91% y 86% respectivamente.
b) Análisis por periodos
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Tabla 9. Análisis por periodos del estimador de máxima verosimilitud de cada covariable
para 2007 II.
Del ajuste por periodos del modelo se pudo apreciar en la tabla 9, que para esta cohorte en
especíco, el riesgo de repetir cualquier materia en el tercer periodo de seguimiento fue del
7.6% para aquellos estudiantes que entraron siendo menores de 16 años, que para aquellos
que entraron con 16 o más. También se aprecia a aquellos que tenían padre con educación
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inferior a la formación universitaria, corriendo un riesgo del 38.4% de repetir una materia en
el quinto periodo de seguimiento, que aquellos estudiantes que tienen padres universitarios.
Por otro lado, el hecho de que el estudiante trabaje, aumenta el riesgo relativo de repetir
una o más materias en un 59;2% para estudiantes con una sola única recurrencia, y 55;9%
para aquellos que están indicando su tercera recurrencia. En cuanto al estrato, el modelo
señaló que para estudiantes con estratos 1, el riesgo de repetir una materia en su primera
recurrencia es de 60; 5%:
Respecto a la probabilidad de repetir cualquier materia, a continuación se presenta en la
gura 15, la probabilidad de ocurrencia de este evento.
Figura 15. Supervivencia de la recurrencia por periodos para 2007 II.
Al igual que la cohorte anterior, se analizó que con una probabilidad casi del 99%, es muy
posible que la repitencia prevalesca en los primeros periodos, es decir, cualquier estudiante
tiene probabilidad muy alta de que repita cualquier materia en los primeros periodos de su
carrera.
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4.8.3 Análisis cohorte 2008-I
La tercera cohorte de análisis, la conformó 304 estudiantes que ingresaron en el periodo
2008-I, ellos generaron un total de 1283 recurrencias. Con esta información, se ajustó un
Modelo de Eventos Recurrentes con resultados que se presentan enseguida.
a) Análisis del modelo general.
Tabla 10. Análisis general del estimador de máxima verosimilitud a partir del estadístico de
ajuste del modelo para 2008 I.
Se pudo apreciar en la tabla 10, que las variables que indicaron una recurrencia signicativa
fueron género y constitución de hogar, siendo las más relevantes del ajuste; y sus riesgos
relativos son de 11;8% y 93;7%, respectivamente.
b) Análisis por Periodos
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Tabla 11. Análisis por periodos del estimador de máxima verosimilitud de cada covariable
para 2008 I.
Del ajuste por periodos del modelo para esta cohorte en la tabla 11, se obtuvo que en el
sexto periodo de seguimiento, el riesgo de repetir cualquier materia fue del 53;5% respecto a
los estudiantes de género masculino. Adicionalmente, existe un riesgo de un 61;5% de que
un estudiante de tercer periodo de recurrencia repita al menos una materia si éste no vive
con ambos padres; siendo estas dos las covariables más relevantes en el estudio.
Por otro lado, se presenta a continuación en la gura 16, la supervivencia de la repitencia
académica.
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Figura 16. Supervivencia de la recurrencia por periodos para 2008 I.
En la gura 16, se pudo apreciar que para esta cohorte, el comportamiento de la propensión
de ocurrencia fue similar a la de los periodos pasados, con probabilidad casi cercana al
99%, los estudiantes de esta cohorte repetirán al menos una materia, y es muy pequeña la
probabilidad de él o ella repita por octava o novena vez.
4.8.4 Análisis cohorte 2008-II
La cuarta cohorte de análisis, la conformó 545 estudiantes que proporcionaron 545 re-
currencias para el periodo 2008-II. Con esta información, se ajustó un modelo de eventos
recurrentes con resultados que se presentan en la tabla 12.
a) Análisis del modelo general
71
Tabla 12. Análisis general del estimador de máxima verosimilitud a partir del estadístico de
ajuste del modelo para 2008 II.
En la tabla 12, se pudo apreciar que las variables que indicaron una recurrencia signicativa
fueron género, la constitución de hogar, ocupación de la madre, y ocupación del padre, siendo
las más relevantes, y sus riesgos relativos de repitencia, fueron 13;8%, 85; 4%; 8;1% y 77;1%,
respectivamente.
b) Análisis por Periodos
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Tabla 13. Análisis por periodos del estimador de máxima verosimilitud de cada covariable
para 2008 II.
Del ajuste por periodos del modelo se pudo apreciar que para los estudiantes de esta
cohorte, el riesgo de repitencia en el segundo periodo de seguimiento fue del 69;5% para
aquellos estudiantes de género masculino, más que para el femenino. También se pudo
observar en la tabla 13, un riesgo del 55% de repitencia de los estudiantes de tercer periodo
que no viven con ambos padres. Por otro lado se pudo apreciar en aquellos estudiantes
que sus madres son empleadas, tienen un riesgo del 92;8% de una segunda repitencia, más
que aquellos estudiantes que tienen madres trabajadoras independientes o amas de casa.
Lo anterior también ocurre para aquellos estudiantes que tienen padres que son empleados,
pues su riesgo de una segunda recurrencia es del 61;6% , en vez de padres con trabajos
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independientes o que se dedican al hogar; siendo estos los resultados más relevante para esta
cohorte.
Finalmente en la gura 17, se presenta la supervivencia de la repitencia académica para
los estudiantes de esta cohorte.
Figura 17. Supervivencia de la recurrencia por periodos para 2008 II.
En la gura 17, se pudo apreciar que, con probabilidad 1, cada estudiante de esta cohorte
repitió por lo menos una vez alguna materia, y al nal del periodo de seguimiento se pudo
apreciar que la probabilidad de que alguno de ellos repitiera 9 o 10 veces al menos una
materia fue de aproximadamente 30%, lo cual es una probabilidad muy alta de ocurrencia
de este fenómeno bajo esta condiciones y por lo mismo resulta ser la cohorte más recurrente
a la repitencia universitaria.
4.8.5 Análisis cohorte 2009-I
La quinta cohorte de análisis, la conformó 244 estudiantes que proporcionaron 946 re-
currencias para el periodo 2009-I. Con esta información, se ajustó un modelo de eventos
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recurrentes con resultados que se presentan en la tabla 14.
a) Análisis del modelo general
Tabla 14. Análisis general del estimador de máxima verosimilitud a partir del estadístico de
ajuste del modelo para 2009 I
Se pudo apreciar que las variables que indicaron una recurrencia signicativa fueron genero,
educación del padre, ingresos del hogar y estrato, siendo estas variables las más relevantes y
sus riesgos relativos de repitencia académica, fueron 19;3%, 82;4%, 19;3% y 19;5%, respec-
tivamente en la tabla 14.
b) Análisis por periodos
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Tabla 15. Análisis por periodos del estimador de máxima verosimilitud de cada covariable
para 2009 I.
Del ajuste, por periodos en la tabla 15, del modelo se pudo apreciar que para los estudiantes
de esta cohorte, el riesgo de repitencia, en el segundo periodo de seguimiento, fue del 39%
mayor para aquellos estudiantes de género masculino que para el femenino. También se
pudo observar un riesgo del 46;3% de repitencia de los estudiantes de tercer periodo que
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tienen padres sin educación universitaria, más que aquellos con padres que tienen nivel
académicos universitarios. Por otro lado se pudo apreciar que aquellos estudiantes en hogares
con ingresos familiares de dos salarios mínimos o menos tienen un riesgo del 49;9% de una
segunda repitencia. Por último, aquellos estudiantes de estratos uno y dos, tienen un riesgo
superior al 100% de repetir por quinta vez, más que los demás estratos.
Finalmente se presenta a continuación en la gura 18, la supervivencia de la repitencia
académica para los estudiantes de esta cohorte.
Figura 18. Supervivencia de la recurrencia por periodos para 2009 I.
La gura 18, proporciona un punto de inicio de la primera recurrencia muy altas, cercanas
a un 98% de probabilidad de ocurrencia de este evento para el periodo. También se observó
una probabilidad alrededor del 15% de la ocurrencia de repetir por novena o décima vez al
menos una materia.
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4.8.6 Análisis cohorte 2009-II
La sexta cohorte de análisis, la conformó 147 estudiantes que proporcionaron 627 recu-
rrencias para el periodo 2009-II. Con esta información, se ajustó un modelo de eventos
recurrentes con resultados que se presentan en la tabla 16.
a) Análisis del modelo general.
Tabla 16. Análisis general del estimador de máxima verosimilitud a partir del estadístico de
ajuste del modelo para 2009 II.
Las variables que indicaron una recurrencia signicativa fueron constitución del hogar,
ocupación de la madre, ocupación del padre e ingresos del hogar, siendo estas variables las
más relevantes, y sus riesgos relativos de repitencia académica fueron 14;8%, 26;4%, 82;6%
y 86;3%, respectivamente como se muestra en la tabla 16.
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b) Análisis por periodos
Tabla 17. Análisis por periodos del estimador de máxima verosimilitud de cada covariable
para 2009 II.
Del ajuste por periodos del modelo de recurrencias, se pudo observar en la tabla 17, que
para los estudiantes de esta cohorte, el riesgo de repitencia en el primer periodo de seguimien-
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to fue del 80;8% para aquellos estudiantes que no viven con ambos padres. También se pudo
observar un riesgo de repitencia del 92;8% de los estudiantes de cuarto periodo que tienen
madres empleadas, en comparación con los estudiantes que tienen madres con trabajo inde-
pendiente o amas de casa. Además se analiza que los estudiantes con padres trabajadores,
tienen un riesgo del 56;9% de que repita por tercera vez al menos una materia, más que
aquellos estudiantes que tienen padres con trabajos independientes o que se dedican al ho-
gar. Por último se observó que estudiantes que viven en hogares con ingreso de un salarios
mínimos mensuales tienen un riesgo de repitencia del 55;3% de repetir por primera vez al
menos una materia.
Finalmente se presenta en la gura 19, la supervivencia de la repitencia académica para
los estudiantes de esta cohorte. 2009-II
Figura 19. Supervivencia de la recurrencia por periodos para 2009 II.
La gura 19, señala un punto de inicio de la primera y segunda recurrencia muy similar y
altas, cercanas a un 98% de probabilidad de ocurrencia de este evento para esos periodos.
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También se observó una probabilidad de alrededor del 20% de la ocurrencia de repetir por
novena o décima vez al menos una materia.
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5 Conclusiones
El proceso de depuración y preparación de la información para el análisis, junto con el
ajuste del modelo se describe de forma resumida a continuación:
La función acumulativa media nos señaló que todas las cohortes presento una variabilidad
mínima en los primeros periodos, indicando comportamientos homogéneos en el grupo de
estudio, implicando esto que la gran mayoría de los estudiantes repitieron al menos una
materia al comienzo de la carrera, pero a medida que fueron pasando los semestres, la
variabilidad se hacía cada vez más grande, señalando así que eran pocos los estudiantes que
llegaban a repetir alguna asignatura nalizando el programa de estudio. Se evidenció que,
entre el segundo y tercer periodo, fue donde ocurría la mayor repitencia en las 6 cohorte con
un número medio de recurrencias aproximadamente igual a 1.5 veces en todas las facultades.
Los estudiantes, en promedio, repetían mínimo una vez y máximo tres veces.
Se pudo mostrar con el respectivo modelo, que en los primeros 4 periodos hay una baja
tasa de censuras en cada una de las cohortes, sin embargo, a partir del quinto periodo hasta
el nal de la carrera se obtuvo el número de censuras más elevado.Con una propensión mayor
del 90%, se reitera que es muy posible que la repitencia de cualquier materia prevalezca en
los primeros semestres y no al nal de la carrera del estudiante.
El modelo de eventos recurrentes señalo que las covariables signicativas fueron constitu-
ción del hogar (ConstitHogar), educación de la madre (EducMadre), ocupación de la madre
(OcupMadre), ocupación del padre (OcupPadre), educación del padre (EducPadre), edad de
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ingreso a la universidad (EdadIngreso), ingresos del hogar (IngresosHogar), estudia y traba-
ja al tiempo (EstudTrab), estrato (Estrat) y género. Pero fue la constitución del hogar la
que marcó una gran diferencia indicando que si el estudiante vivía solo o únicamente con
alguno de sus padres tenía un alto porcentaje de perder materias. Otra variable que inuía
en la recurrencia era la ocupación de la madre, si ésta es empleada y no ama de casa o in-
dependiente, muy probablemente no tendrá el espacio para estar pendiente del rendimiento
académico del estudiante.
A pesar de que los modelos no alcanzaron una alta calidad de ajuste, se pudo apreciar
algunos casos donde el coeciente de determinación es mayor al 80%, siendo, aun así, un
muy buen indicador de ajuste de los modelos de eventos recurrentes.
La implementación de este modelo en las diversas dependencias de seguimiento a la deser-
ción académica de cualquier institución de educación superior preocupada por la deserción
superior estudiantil le servirá para proporcionar información relevante para identicar y
hacer un seguimiento detallado a los estudiantes que presenten recurrencia en la perdida de
materias, y así quizás, evitar un posible desertor de la carrera, facultad o de la universidad.
Finalmente, y siendo consecuentes con el tercer objetivo especíco propuesto en este es-
tudio, los hallazgos más relevantes encontrados en este trabajo, fueron socializados con las
direcciones de los departamentos de matemáticas, planeación y bienestar universitario. Este
último departamento recogió la experiencia de este análisis y junto con las demás evidencias
cualitativas recolectadas en su unidad de trabajo, justicaron la creación de una nueva de-
pendecia en la Universidad Central llamada Éxito Académico, la cual se dedica a monitorear
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estudiantes con altas probabilidades de desertar.
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