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Abstract—Heterogeneous wireless networks that are used for
seamless mobility are expected to face prominent problems in
future 5G cellular networks. Due to their proper flexibility
and adaptable preparation, remote-controlled Unmanned Aerial
Vehicles (UAVs) could assist heterogeneous wireless communi-
cation. However, the key challenges of current UAV-assisted
communications consist in having appropriate accessibility over
wireless networks via mobile devices with an acceptable Quality
of Service (QoS) grounded on the users’ preferences. To this end,
we propose a novel method based on cooperative game theory
to select the best UAV during handover process and optimize
handover among UAVs by decreasing the (i) end-to-end delay,
(ii) handover latency and (iii) signaling overheads. Moreover, the
standard design of Software Defined Network (SDN) with Media
Independent Handover (MIH) is used as forwarding switches in
order to obtain seamless mobility. Numerical results derived from
the real data are provided to illustrate the effectiveness of the
proposed approach in terms of number of handovers, cost and
delay.
Index Terms—MIH, game theory, heterogeneous wireless net-
works, network selection, SDN, UAVs, vertical handover.
I. INTRODUCTION
THE AIM of future 5G cellular networks is to provide fullsupport for new paradigms such as Internet of Things
(IoT). The main goal of 5G cognitive radio in heterogeneous
networks is to sustain seamless connectivity and offer satisfy-
ing Quality-of-Service (QoS) by shifting from one network to
another via Vertical Handovers (VHO).
Currently, most mobile network operators are expecting an
effective mechanism to sustain mobile nodes during VHO
setups [1], [2]. In a heterogeneous network (i.e. made of
macro base stations, as well as small/pico/femto cells) [3]–
[6], the utilization of dynamic nodes can be considered as an
appealing alternative solution to support users’ mobility in the
case of network traffic. In this respect, an Unmanned Aerial
Vehicle (UAV) represents an appealing instance of dynamic
node which can be simply managed as a promising solution
to satisfy several challenging requirements for the 5G wireless
networks, such as high-speed data transmission and ubiquitous
radio coverage [7]. UAVs-assisted networks are usually termed
Sh. Goudarzi is with Centre for Artificial Intelligent (CAIT), Universiti Ke-
bangsaan Malaysia, 43600 Bangi, Malaysia. (e-mail: shidrokh@ukm.edu.my).
M. H. Anisi is with the School of Computer Science and Electronic
Engineering, University of Essex, Colchester CO4 3SQ, United Kingdom (e-
mail: m.anisi@essex.ac.uk).
D. Ciuonzo and A. Pescap/’e are with the University of Napoli “Federico
II”, Italy (e-mail: domenico.ciuonzo@unina.it; pescape@unina.it).
S. A. Soleymani is with the School of Computing, Faculty of En-
gineering, Universiti Teknologi Malaysia, Johor, Malaysia (e-mail: as-
seyed4@live.utm.my).
as "drone cell networks". Such networks can offer better
services than traditional networks because of agility of the
UAVs and their dynamic behavior during network operations.
The widespread research studies from academia have used
UAVs as various kinds of wireless communication platforms
[8] such as aerial mobile base stations (BSs) [9]–[11], mobile
relays [12], and flying computing cloudlets [13]. The authors
in [9] provided an analytical method for optimizing the altitude
of a UAV to offer better coverage for users. The horizontal
positions of UAVs are optimized in [14] by fixing the altitude
to reduce the number of required UAV BSs for covering a set
of ground users [15]–[17]. A UAV-enabled cell employment
optimization problem is examined in [18] to exploit the users
which can cover in three-dimensional (3D) space. The usage
of dynamic nodes has a significant effect on communication
systems in solving problems related to high stream data
transfers [19]–[21].
Most of the current works in the literature for usage of
UAVs in the fifth-generation (5G) have focused on the con-
cepts related to deployment, capacity, and network coverage
[22], [23]. These issues are important, but firstly, a proper
target for the efficient management of UAV networks should
be identified. Software-Defined Networking (SDN) is a new
paradigm where the control of computer and communication
networks is completed via programmatic interfaces [24], [25].
Most modern networking companies have utilized SDN as
a reliable and efficient mechanism to facilitate the growing
demands of network users [25]–[27].
In fact, utilizing UAVs can improve the performance of
the existing cellular systems. However, this imposes major
challenges with handovers. The most favored characters in the
next generation wireless system are the capability to seam-
lessly move from different access networks over any type of
network infrastructure. Therefore, seamless mobility requires
VHO. Since the UAVs can be employed as aerial access points,
a heterogeneous network requires handover management. The
handover among UAVs involves replicating the exact opera-
tional state in the incoming UAV containing packets in the
buffer, forwarding tables, and data fusion that speeds up the
messaging between the UAVs [28]. Data fusion and sharing
combining various sources of data available to make a bridge
between different types of information technologies. There
is a tradeoff between the benefit of aerial stability through
handover-related messaging with low transmission power and
the long duration to complete the entire handover process [14],
[29], [30].
Indeed, UAVs can act as communication hot spots or relays
2along with the heterogeneous networks to solve the problems
such as frequent handover, handover failure due to Doppler
frequency shift, and low data rate caused by fast fading and
multipath loss. Equally important, compared with cellular
networks, a single UAV can (a) cover a larger area and
(b) provide a higher data rate for a specific user, which is
crucial for heterogeneous networks. In these scenarios, the
Ground Station (GS) has control over related UAVs and the
capability to forward or receive large data traffic. Wireless
access technologies need to use UAVs for increasing commu-
nication range in the upcoming 5G wireless networks [19],
[31]. There have been few studies on the seamless handover
in UAV networks to adapt to dynamic topology, intermittent
links, and high mobility. There is increasing attention from
research community on designing the most efficient routing
protocol [32]. However, to fully get the benefits of UAV
based communication, optimal design of UAVs deployment
parameters is of fundamental importance.
To efficiently manage the handover due to the movement of
MN and the changing of UAV position, we address the prob-
lems associated with UAV selection during handover process
to serve the users with the highest possible QoS over many
different conditions. The main goal of this article is to present
a hybrid UAV selection scheme for VHO management based
on UAV-aided wireless communications. In this work, the
network selection mechanism during VHO process to enhance
the communication of the heterogeneous wireless networks
are determined as the multi-objective optimization problem
that it can be solved using the UAVs. In recent years, game
theory has been used to solve multi-objective design problems,
especially for some practical problems in engineering. The
game theory is a mathematical model that can makes interac-
tion between rational agents. The game theory used analytical
tools to examine the communications of various agents that
have conflicting interests [29]. In cooperative games, a set
of players has competition to achieve the same goal. Non-
cooperative game theory [33] deals with how entities cooperate
with one another, to reach their own goals. It can be used only
in scenarios where agents’ interests conflict. The projected
technique tries to form this as a decision problem for the MBS
which UAV must be selected during handover between UAVs
to assist wireless communication. In this respect, game theory
offers a technique to solve contradicting situations.Thus, the
investigation of actual conflicts via game models in VHO deci-
sion is logical. UAVs can be used in a cooperative formation
to provide continued connectivity to the existing networks.
We try to design a cooperative framework that allowed the
formation of a network between the aerial and the ground
nodes. Game models are used to explore real conflicts and
cooperation processes in the VHO decision process. These key
considerations also motivate us to use game theory in our own
work. The UAV selection problem is formulated as a trading
game-theoretic model.
Recently, the support of mobile drones such as UAV-MNs
and UAV-BSs has been explored in 3GPP standardization
efforts [34]. Particularly, there has been an increasing interest
in the community to characterize the effect of the mobility
of drones on their performance, whether they are cellular
connected UAVs or aerial BSs [35], [36]. Sharma et al [36]
proposed SDN based handover mechanisms to achieve fast
MN handover between different aerial cells. Specifically, the
UAVs are used as on-demand forwarding switches controlled
by the SDN controller. However, there is no strategy for
selecting best UAV during handover process. Motivated by
this, we develop a UAV-based architecture for best UAV
selection during handover process and handover optimization
among UAVs. This study is based on utilizing UAVs which can
act as self-directed nodes in wireless networking. The offered
UAV-based architecture is motivated by [36] but is diverse
in procedures as an effective solution for UAV selection and
handover problems. UAVs are serving as autonomous nodes
that can execute pre-assigned tasks in several applications. The
usage of UAVs can be considerably improved with the appear-
ance of small “mini-UAVs” which can increase the benefits
in terms of flexibility and cost in connectivity improvement
[37], routing [38], and medium access control [39]. A valuable
technology for increasing coverage in wireless communication
networks is using drone small cells (DSCs) [39]. However, the
previous models do not consider UAV selection during vertical
handover process.
We present a game-theoretic auction model for communi-
cation resources in a handover phase between a mobile node
and several UAVs. The UAVs compete with each other to win
the cooperation for the source node to connect to it hence
forming a procurement auction game. In our business model,
we also consider the quality of service requested by the mobile
node to the UAVs in terms of the maximum QoS such as
maximum bit error probability and the maximum acceptable
delay in relaying the data. A cooperative game is designed for
the UAV selection problem, and the goal aimed to discover a
set of policies for the UAV selection decision in heterogeneous
networks. Moreover, competition among different UAVs can
satisfy user preferences. User preference plays an important
role in the VHO process. The Multiplicative Exponential
Weighting (MEW) [40]–[42] is used as the scoring method in
the framework of the cooperative computing game. Also, the
Analytic Hierarchy Process (AHP) [43] method is applied to
weight generation of the UAV selection parameters according
to user preference. Furthermore, we have used SDN mecha-
nisms [44] and protocol IEEE (802.21) [35], connected in a
single framework as a control plane for the dynamic optimized
support of OpenFlow path creation and wireless connectivity
formation [17]. The designed scheme built upon the SDN and
increments them with MIH [25], [38] services from the IEEE
802.21 standard to maintain seamless mobility across different
technologies. Also, we evaluate our model with real data by
deriving the data from the publicly available LiveLab dataset
which collected in a large Wi-Fi campus network with real
users [45].
The main contributions of this paper are summarized as
follows. First, an optimization method is proposed to achieve
efficient SDN-based network management and fast handovers
in UAV networks. Second, the game theory is integrated into
heterogeneous wireless networks for solving UAV selection
problem during handover process. An adaptive game theory-
based model is proposed to select the best UAV during the
3VHO decision stage, between multiple UAVs in the hetero-
geneous wireless networks. Third, the optimization method is
used in this work to design an SDN-MIH-UAV architecture
to cope with the limitations of UAVs. The SDN can provide
an entire view of the network to formulate end-to-end policies
with high computational power that are not available at the
UAVs. Forth, an SDN-MIH-UAV architecture is proposed to
provide handover facilities in the UAVs with higher throughput
and lower handover delay and Signaling overheads. Finally,
we obtain SDN-MIH-UAV configurations automatically that
outperform the MIH standard one and those used by experts
in the current literature.
The rest of the paper is organized as follows. Sec. II
formulates VHO as an optimization problem and illustrates the
designed framework. Then, Sec. III describes the architecture
of wireless communications with UAVs. Accordingly, Sec. IV
explains the design of the proposed scheme, whereas Sec. V
qualitatively positions our work with respect to existing litera-
ture. Then, Sec. VI discusses the simulation results provided.
Sec. VII ends the manuscript with concluding remarks and
future directions of research.
II. PROBLEM STATEMENT
The problem considered herein is UAV selection during
VHO process to support MNs, as using UAVs in the next-
generation communication systems is a complicated task.
Nonetheless, although these aerial vehicles have to deal with
some key issues related to their deployment and functionality,
they have the ability to manage existing heterogeneous net-
works and can extend their coverage and capacity [46]. The
main drawback is to choose the most effective UAV throughout
VHO facility to MN, which is associated with the changing
and shifting of its service station. This issue becomes even
more complex with (i) high-mobility nodes, (ii) node-density
increase and (iii) and application context requirements. Also,
scenario (i) can lead to several handover problems like UAV
selection among multiple UAVs. The problem should be solved
proficiently with a proper solution in order to switch services
quickly. The offered technique offers UAV-based handover
facilities that can improve the QoS parameters such as latency,
signaling overheads, and delay in wireless networks. VHO
optimization is a vital process in this study. Fig. 1 displays a
designed scenario for a network including UAVs and MBS to
assist MNs. This study shows different settings that present the
handover signaling for integrated WiFi, WiMAX, and UMTS
networks. This figure demonstrates the signaling whereby a
MN is in an overlapped area and can select better connectivity,
applying the ABC concept. The MN under the overlapped
area of WiMAX and WiFi is depicted in Fig. 1. Another
setting explains the signaling for a user obligated to execute
the handover as its current connectivity will be lost as it is
moving from WiMAX to UMTS. All scenarios describe how
the UAVs can offer service continuity to the user’s session as
well as some mechanisms involved in these processes.
Hereinafter we explain the main optimization objective,
associated to the VHO problem considered.
Specifically, in the VHO decision problem, the objective
is to minimize the sum of the signalling overhead, handover
latency, number of handovers, and failures in handover.
There is also a payoff game where the aim of maximizing
the total reward for the all available UAVs. In order to
maximize the total reward of all UAVs, the UAV selection
problem can be formulated as Eq. (1). To speed up the
convergence of the UAV selection model, as many players
as possible should be chosen simultaneously to update their
actions in each iteration. However, to avoid the interaction
effect between each other, the player and its neighboring MNs
shall not be allowed to update their actions simultaneously.
Accordingly, we need to first determine the neighboring MNs
for each player. We define a local interaction graph to identify
the neighboring UAVs for each player. The structure of the
proposed local interaction graph is jointly determined by the
distance among UAVs and the MNs. In the graph, each node
represents a UAV. The problem can be mathematically stated
as follows
max
P1
Payoff
tot
=
n∑
i=1
ui ×
(
NUi − wi ×NUi2
)
, (1)
arg min
ζ
Σ
m∈M
ζ(m,u), (2)
subject to
(C1) :
n∑
i=1
NUi = 1, (3)
(C2) : P(
∑
u∈U
ζ(m,u) ) ≤ P thu (4)
(C3) :
∑
k∈K
ζ(m,u) ≤ 1 (5)
(C4) :
∑
k∈K
ζ(k, u) ≤ Un ∀k ∈ K, (6)
(C5) : ζ(m,u) ∈ {0, 1} (7)
where ζ is a vector of binary elements ζ(m,u) = 1, if mobile
node m is chosen to execute an handover to the target UAV
u, otherwise, ζ(m,u) = 0.
The considered objective is subject to a set of different con-
straints. Specifically, constraint (C1) ensures that the payoff
for each UAV is the difference between a reward and a cost.
The core goal of the cooperative game is to discover the
set of policies which can maximize the payoff function for
each candidate UAV, where ui is the current value of utility
function of UAV i before accepting the call request and wi
denotes the weight on the penalty for unsuitable UAV i. The
penalty weight is used to avoid the situation that high values
are allocated to some unsuitable UAVs. The penalty weight
wi is defined to prevent allocating the great preference levels
to inappropriate UAVs. Constraint (C2) ensures that once MN
assigned to a UAV, the probability of handover must be less
than a threshold Pthu , determined based on the QoS requirement
of the MN’s service. The QoS requirement means that effective
bandwidth specifies the minimal constant service rate c that
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Figure 1. Heterogeneous wireless networks with the coexistence of UAVs and MNs.
can support a given arriving data stream to satisfy the required
delay. Also, frequent handovers will increase the overhead and
delay in heterogeneous networks. Such frequent handovers
will also increase handover failure. The higher number of
handovers means higher signalling overhead and hence higher
energy consumption. Finally, constraints (C3), (C4), and (C5)
indicate that each MN can be assigned to at most one UAV
and each BS k ∈ K can serve maximum Un simultaneously,
where K is a set of BSs.
In general, the value of preference level of any candidate
UAV will be greater if the remained available resource of the
UAV is higher. Also, preference level for each a candidate
UAV will be inferior if the weight of penalty is higher for
the UAV. The candidate UAV i will be more appropriate as
selected UAV if the mobile node is neighboring to the BS of
the candidate UAV i. Accordingly, the penalty weight wi is
defined in Eq. (8):
wi =

0 if d ≤ dth
(dB,MN−dth)
(cuav−cth) if cth < dB,MN ≤ cuav
1 if cuav < dB,MN
(8)
where dB.MN is the distance between the available UAV i and
the mobile node, cuav is the UAV i′ cell radius and dth and cth
are the pre-defined thresholds. When dB,MN is not more than
dth, the penalty weight would be zero. In the best case, the
goal is to maximize the total reward for the all available UAVs.
We have stated the UAV preference game as an optimization
problem which displays as Eq.(9):
max Payoff (NU1, NU2, ..., NUn)
s.t.
n∑
i=1
NUi = 1
NU1, NU2, NU3, ..., NUn ≥ 0 (9)
To solve the problem in Eq. (9), the Karush-Kuhn-Tucker
(KKT) [47] conditions are used to find the solution. In the
next section, we formulate the VHO optimization problem as
a game theory process.
III. UAV SELECTION MODEL
This section describes proposed UAV selection model in
detail. To this end, in Sec. III-A we first explain the utility
game-theory, whereas in Sec. III-B we describe QoS-based
policy for call admission control. Finally, Sec. III-C models
the UAV selection problem during VHO from the business
perspective.
A. Utility Game-Theory
The utility-game theory system achieves value for each can-
didate UAV from the calculations of utility function to improve
the QoS and UAV cooperative game. The utility function to
improve QoS can compute the utility value according to the
QoS improvement requirements of the session request. The
cooperative game for UAV selection calculates the value of
preference in a multi-UAV viewpoint-based approach. Lastly,
the utility value of each candidate UAV is integrated linearly,
and the UAV which has the highest value is the best for the
session request. The goal of our VHO scheme is to give the
MN the maximum possible QoS profit with the minimum
handover cost for any given state. In our model, we use
a utility function. For this purpose, a utility function based
multiple UAVs deployment model is planned. The designed
game-theoretic auction model uses features of UAVs and QoS
demands to assign a utility function to each UAV. The utility
function is then used to select best UAV during handover
process via a game model based on QoS demands. It means
that the specification of the best UAV selection is founded
on computing the utility function to accomplish the handover
task. The best UAV of the set will be the one that needs a
minimum amount of fuel with the optimal height and coverage
while the power of each selected UAV should be upper than
the threshold. Besides, a utility function is used to maintain the
QoS through transition among UAVs, which is determined in
terms of fuel, height, coverage, and power as well as QoS
parameters such as signal interference noise ratio (SINR),
latency and received signal power.
We have considered the UAV selection during VHO process
as an optimization problem. This challenge addresses the
5tradeoffs involving in a multi-objective optimization problem,
where a utility function is to reduce over a multiple-variable.
We designed a cooperative game to reach optimal QoS to
MNs and reduce the number of handovers. There are three key
entities namely game players, strategies, and the payoffs.The
set of game players is indicated by N , {1, 2, ...., N} where
N is the total number of candidate UAVs, with each UAV
following its own policy. We defined the total n strategies,
by {NU1, NU2, ...., NUn} where NUi is the value of utility
function for Ni, i = 1, 2, ..., n. Additionally, the total utility
function must be minimized. That is, the utility of the current
stage using the following equation that is stated as Eq. (10):
Utility Function = fUAV × fQoS (10)
The fUAV can be divided into two following separate terms
as Eq. (11):
fUAV = flen × ffuel × fcov × fpow × fhgt (11)
First, flen measures the efficiency of each trajectory, whose
functional form is defined as Eq. (12):
flen ,
(
1− LP1P2
d0
)
, (12)
where the actual trajectory length is denoted with d0, whereas
LP1P2 represents the (straight line) distance between the
initial and final points P1 and P2, respectively. Secondly, the
term related to the poor quantity of fuel is detailed as Eq. (13):
ffuel ,
{
0; if fuelav < fueld0
1− fuelP1−P2fueld0 ; if fuelav ≥ fueld0
(13)
In detail, ffuel computes the fuel needed for each trajectory
and discards each trajectory that needs further fuel than that
available at the UAV fuelav . In the above formula, fuelP1−P2
is the amount of fuel necessary for flying the straight line
which connects the initial point P1 to the final point P2,
whereas fueld0 represents the amount of required fuel for
flying the actual route.
We calculate the coverage radius of the UAV based on
the minimum requirement for the download user coverage
probability. The coverage radius is denoted as the maximum
radius when the coverage probability for all users located
inside the coverage range is more than a stated threshold,
ε. The coverage radius for an UAV flying at altitude h
and transmitting with a power PUAV, will be given by the
following formula Eq. (14):
fcov , max {R : Pr[coverage(β, PUAV, h,R)] ≥ } (14)
where ε is the threshold for the average coverage probability
in the area which covered by the UAV and β is the SINR
threshold. If users are within R, then they are considered to
be in coverage.
In order to compute the transmit power of UAV, the required
power of UAV should be analyzed. We categorized the existing
paths into (i) the paths that need extra power (DM = 0),
(ii) the paths that no need extra power for traveling (DM >
0). Herein, DM is the difference between required power and
r
h
R
MN
h
MN MN
d
d
d
Figure 2. Network model including a UAV at altitude h acting as a flying
base station.
available power. If the required power is available for UAV, it
can be computed as follows [46]:
PUAV =
1
1 + C exp(−B [θ − C]) (15)
where PUAV is the transmit power of UAV, C and B are
constant values depending on the type of environmental tech-
nologies in rural and urban environment, and θ is the elevation
angle. Considering that the required power is not available,
there is a penalty constant PC.
The power objective is determined in Eq. (16) as follows:
fpow ,
{
PUAV; if DM ≤ 0
PC + DMd0 if DM > 0
(16)
where d0 is actual path distance of the UAV, while PC is a
penalty constant.
Considering a Line-of-Sight (LoS) link, the received signal
power at jth UAV from ith device is expressed by Eq. (17)
(in dB):
P jr,i = Pt,i − 10α log
(
4pifc
c
dij
)
− η (17)
where Pt,i denotes the transmitted signal power from ith
device (in dB) at the time slot t, fc is the carrier frequency,
α = 2 is the path loss exponent for LoS propagation, η is the
excess path loss added to the free space propagation loss, dij
is path length from ith device to jth UAV and c is the speed
of light.
Consider a circular area with a radius R in which a
number of wireless nodes are deployed. In this area, UAVs
at altitude h are deployed to act as flying base stations for
serving those users. The UAV flying height is associated with
communication range R (Fig. 2). The maximum altitude h of
UAV from sensor node within the maximum communication
range can be calculated from Eq. (18). The term is related to
the height of the path is described as follows:
fhgt ,
√
R2 −
(
v Tc
2
)2
(18)
where v and TC are the UAV speed and data exchange time,
respectively. Typical average and maximum values for v are
615 m/s and 20 m/s, respectively. For a UAV speed of 15 m/s
(resp. 20m/s), typical values of TC lie within 1 : 90 ms (resp.
16 : 28 ms).
Considering that in a network, a receiver could successfully
receive data only if the SINR is higher than a threshold value.
The explanation of computing the QoS criteria are men-
tioned in the following in Eq. (19) as:
fQoS , (fSINRMN−UAV + fRSP) (19)
For each MN that can connect to the UAV, the SINR is
measured in Eq. (20) as:
fSINRMN−UAV ,
PUAV
It +N0 ×W (20)
where PUAV denotes the received signal power from the
UAV, N0 denotes the noise power, W is the system bandwidth,
and It the overall interference power from (other) transmitters.
The received signal power (fRSP) at each user location de-
pends on LoS or Non-Line-of-Sight (NLoS) condition between
the user and UAV and it can be computed by [46] in Eq. (21)
as:
fRSP ,
{
PUAV d
−αUAV
UAV (LoS)
β PUAV d
−αUAV
UAV (NLoS)
(21)
where dUAV =
√
r2 + h2 is the distance among a user and the
UAV, αUAV is the path loss exponent on the user-UAV link,
and β is a further attenuation factor due to NLoS connection.
In the case of handover, the SDN controller should select
a UAV which guarantees optimal QoS to MN. There will
be some options that can undertake this task and it requires
applying an efficient selection mechanism. The information
about candidate UAVs will be sent to SDN which should
be a combination of these UAVs. After making the possible
set of UAVs, the best one should be selected. We employ
MEW as a scoring technique in the cooperative game model.
The MEW is a multiple attribute decision making scoring
technique [42]. The score function is built on different criteria
such as length, fuel, SINR,and so on. In this model, the
AHP method is applied to compute the weight of the network
selection parameters based on user preference [43]. At the
end, the decision is made based on the user’s preferences
and various criteria parameters. When the SDN controller
selects a UAV, an agreement is made with the UAV. The
network selection problem is considered as a trading market
competing game model. The game players are the UAVs, the
policies are the reaction of game players for consideration
of user’s preferences. The user’s preferences expressed in the
weight of the parameters. Also, the payoff depends on the
UAV’s capability to meet the user demand. SDN controller
continuously programmed by the control plane to meet the
requirements of the current context.
Fig. 3 displays the proposed UAV selection model. In this
model, the decision that a user might take could be either to
stay in the current network or to move to another available
network that could provide a better service. Whenever one of
the events mentioned above occurs, the UAV selection model
is executed to choose the best UAV that can provide the
required service before the handover execution process occurs.
In this model, the UAVs firstly start to send their offers to
the controller. Then, the controller should evaluate the ability
of the UAVs based on initial offers. So, the controller can
recognize the ability of each UAV to provide better offers.
After that, the controller should start to negotiate with the
UAVs by distributing user’s preferences. Then, the UAVs are
reacting to user’s preference based on their strategies. The
strategies are appointed as the weights of the parameters which
have high effect on handover decision making. In continue,
each UAV should evaluate and send its own final offers based
on the user’s preference. Then the controller finds the best offer
among the final offers using the weighted matrix. In the last
stage, the best UAV which can offer maximum utility function
score is selected as a winner.
The UAV selection problem during VHO can be summa-
rized as a matrix where ith row corresponds to ith UAV
candidate whereas jth column corresponds to one of the
considered metrics (e.g., length, fuel). The score Si of ith
UAV is obtained as the weighted product of all the metrics
considered Eq. (22), namely:
Si ,
N∏
j=1
xij
wj (22)
where xij indicates jth metric of ith UAV, whereas wj
represents the (importance) weight assigned to jth metric in
the score evaluation, with the weight set forming a convex
combination (i.e.
∑N
j=1 wj = 1). Note that in Eq. (22), wj > 0
(resp. wj < 0) for benefit (resp. cost) metrics.
Since each UAV score obtained through MEW is not upper-
bounded, it is convenient to measure and compare it with the
score that would be achieved by an ideal UAV.
More specifically, the best UAV is determined as the UAV
with the highest score. The score function is used to calculate
the score for each UAV.
The best value is the lowest for a cost metric. Accordingly,
we define the value ratio rij between ith UAV and the ideal
UAV as Eq. (23):
rij =
UAVi
UAV ∗
=
∏N
j=1 x
j
ij∏N
j=1
(
x∗ij
)wj (23)
where 0 ≤ rij ≤ 1.
The total score of the main offer for each UAV is acquired
as presented in Eq. (24):
U iprimary =
m∑
j=1
rij (24)
The core role of the data fusion unit is to analyze, compute,
and fuse the raw data to arrange for an accurate weight of
the attributes. The weighted matrix can be computed by AHP
technique to achieve the relative weight wj of the jth attribute
in Eq. (25) as:
m∑
j=1
wj = wl + wf + wc + wp + wh + ws + wrs (25)
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where wl, wf , wc, wp, wh, ws, ws, wrs denote the weight or
importance of the metrics which have effects on the UAV
selection procedure, namely, length, fuel, coverage, power,
height, SINR and received signal respectively.
Game utility value Ui for the ith UAV is synthesized.
In independent metrics, the value of U is the product of
multiplying relative user preference weight wj with non-
dimensional comparable data rij in Eq. (26) as follows:
U i =
m∑
j=1
wjri (26)
where U i is the total utility for candidate UAVi.
The utility (score) function is calculated for each UAV.
Accordingly, the UAV with the highest score is selected as the
preferred UAV, namely UAV? is the (i?)th UAV such that:
i? , arg max
i
U i (27)
B. Call Admission Control
The call admission is the decision to accept or reject a
new call. It is needed to design a call admission control that
maximizes the network utilization while supporting various
services for multiservice wireless networks. The goal of this
section is to minimize the sum of call blocking probabilities.
The criterion should be given to the handover calls over new
calls by the call admission policy. We used the QoS-based
policy for call admission control. We assumed that each user
has a rate requirement Ri. The call admission policy checks the
bandwidth when a new call arrives if bandwidth is available it
connects the call otherwise it terminates the call. For the QoS
guarantee of user i, the transmission bandwidth of UAVj is
determined by
BUij =
Ri
log2 (1 + SINRi)
(28)
8Each UAV shares a proportion of the resource defined as αu
with macro users and (1 - αu) is allocated to users of UAV.
The achievable bandwidth allocation needs to be more than
the bandwidth requirement of each user, as follows:
(1− αu).Bu
Nui(t)
≥ maxBUij (29)
where Bu is the available bandwidth of UAVj and Nui(t) is the
number of users served by UAVj . In order to QoS guarantee
of αu, the criterion of admission control is given as follows:
max BUij . Nui(t)
Bu
≤ 1 (30)
The users who can meet the criterion (29) will be accepted by
UAV and other users should serve by MBS.
C. Business Model
Different from the existing studies, in our study, we model
the UAV selection during VHO problem as an optimization
problem from the business perspective, aiming to maximize the
profits of the MNs. We present a game-theoretic auction model
for communication resources in a handover phase between a
mobile node and several UAVs. The UAVs compete to win the
cooperation for the source node to connect to it hence forming
a procurement auction game. In our business model, we also
consider the quality of service requested by the mobile node
to the UAVs in terms of the maximum QoS such as maximum
bit error probability and the maximum acceptable delay in
relaying the data. In our cooperation model, the MN in order
to keep connection to an access network especially when the
QoS is low tries to cooperate with UAVs to reach optimal
QoS during vertical handover process. The MN broadcasts
a cooperation-request with the destination details and the
required QoS for available UAVs. The UAVs respond to the
request with the price quotations in terms of βi (Euros/bit) with
the offered QoS. The QoS requirement at UAVi is converted
to an equivalent cost, priced as βi (Euros/bit). We assume
that for all UAVs and MNs, there is a fixed common cost C
(Euros/bit) known to all nodes in the network. The price βi
quoted to MN by UAVi is defined as follows:
βi = C.Ui (31)
where Ui is the total utility for candidate UAVi. The Ui is
a real number always greater than one known as the pricing
index which is decided by UAVi. When UAVi = 1 the ith
UAV gains no profit by helping MN but simply covers the cost
for the cooperation. When UAVi > 1 a profit of C(UAVi−1)
(Euros/bit) is made by the respective UAV. In our model, we
assume that each UAVi has a minimum value for Ui defined
as 1 < Umini ≤ Ui that gains a minimum profit for the
cooperation if it wins. The determination of Uimin is modeled
as a utility function Eq. (26). The computation of Uimin
is described in detail in this section. An interesting feature
that could be adopted in the business model is the ’business-
mode’ compared to the ’friendly-mode’ feature. In the business
model, Ui will have a motivation to make economic profits,
and in the friendly-mode feature, the cooperating Ui can
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Figure 5. A two-hop layer model among UAV, MN and MBS.
choose to help a friendly node without being motivated by any
economic gains as discussed in this paper. The MN therefore
could choose between the two options for VHO process. This
model can be a sufficient solution for UAV selection during the
VHO process between multiple UAVs. The goal of proposed
model is to give the MN the maximum possible QoS profit
with the minimum handover cost for any given state.
IV. SCHEME DESIGN
Th architectural design contains all the design requirements
of proposed model. In Sec. III-A we first explain the dis-
tributed controller based on SDN-MIH, whereas in Sec. III-B
we describe the two-hop model designed in this work. Finally,
Sec. III-C explains the detailed procedures for the handovers
Between UAVs.
A. Distributed Controller Based on SDN-MIH
The policy controller for the offered method and handover
process with state diagram as shown in Fig. 4. The controller
continuously monitors the network load and checks for its ca-
pacity to handle it. In the case of demands for UAVs, the UAV
selection model is invoked, which takes care of policies in the
UAV control plane and initiates it. Now the SDN shifts from
regular operations to SDN-MIH mode, and network services
are invoked with other management policies depending on the
features such as charging and energy consumption especially
for controlling the UAVs.
We use distributed mechanisms in nodes configuration and
paths establishment via SDN controller [39] for dynamic
mobility management. Also, we call IEEE 802.21 Media
Independent Handover [38] services to facilitate handovers
and triggers from link layers in heterogeneous wireless envi-
ronment. This standard offers link-layer intelligence and other
associated network information to higher layers to optimize
handovers among heterogeneous networks.
We need to design an efficient and robust end-to-end data
relaying between UAVs, MNs and base station. In this context,
we offer an aerial network management protocol constructed
on top of an SDN architecture. In our network model, each
UAV converts to an SDN switch which acts under commands
9sent by a centralized controller [36]. Also, the combination
of SDN and MIH leads to improved connectivity. Because it
offers best connectivity among available candidates, OpenFlow
procedures can be triggered to prevent traffic disruption by
standards compliant nodes. The designed controller should
monitor the load on the network. The controller constantly
checks the capacity to reduce network load constantly. During
vertical handover process, in competing demands for UAVs,
the UAV selection method should be called and initiated.
Then, the SDN shifts to SDN-MIH-UAV mode by enabling the
interrupt service to pause regular operations. In our framework,
the MIH allows the defined mechanisms to deploy over all
link technology. The MIH can collect real-time information
about current link status such as resource availability check,
preparation, commit and release, as well as receiving events
perceived by the MN. Hence, Open Flow can use the QoS
information of MIH in Layer 2 and then select the best UAV
as optimal handover candidate based on UAV and the MN’s
connectivity to optimize the usage of network resources. In
continue, other procedures are called for managing the network
services based on the fresh reachability tables that governs
controller behavior. Once the MN handovers to the new UAV,
the OpenFlow path is already established. Then, MIH can
facilitate IP mobility procedures with its flexibility to integrate
with different mobility protocols. In our SDN-MIH based
framework, we have assumed that there are terminals to UAVs
and MBSs. As, MNs play the role of terminals for UAVs and
also the UAVs play the role of air terminals to MBSs. We have
considered a control plane to handle and manage the traffic
flowing procedures with a low-complexity model, computation
time and cost.
The main component of the proposed framework is the
"OpenFlow Controller/PoS". This controller not only performs
routing tasks, but also controls and handles mobility pro-
cedures. It means that OpenFlow Controller should update
forward tables of OpenFlow Switches as forwarding elements.
The proposed OpenFlow Switch/PoA has same performance
with the standard Open-Flow switch in performing data packet
forwarding operations. It has a flow table for storing informa-
tion of each flow for configuration via the OpenFlow protocol.
The module of mobility manager involves the OpenFlow
Controller of the IEEE 802.21’s point of service (PoS) that
includes a MIHF for exchanging IEEE 802.21 with other
nodes. Generally, the proposed OpenFlow Switch/PoA acts
as a PoA because it can provide link connectivity to a MN.
Also, the module of mobility manager combines the activities
of OpenFlow and MIH to control parts of the link interface
about handover management.
B. Two-Hop Model
A two-hop model is designed in this work that is shown
in Fig. 5. The first hop is from the MBS to the UAV, the
second hop is from the UAV to the user terminals. In the
proposed UAS-R system, there is no need to equip a large
number of BSs near the trackside. Instead, only a few MBSs
far away from the tracks are required. The proposed model can
significantly mitigate the Doppler Effect, the multipath effect,
and the penetration loss simultaneously.
In the airborne peer-to-peer networking architecture, each
UAV acts as a relay node to receive and forward data. Com-
munications between a UAV and a MBS or a terminal can take
place over several hops through intermediate UAVs. The open
space simplifies the connection supplies, and the bandwidth
can be used more regularly and efficiently. Besides, the nodes
are mobile in order to support potential communications.
The cross-layer handover is projected to give the MT
services that are seamless in the heterogeneous networks that
are wireless. In reducing the time of delay in handovers, the
layer links should initiate the protocols for handovers of the
layer 3 at proper times; hence, the process can be completed
before end of the time of the current wireless connection. A
cross-layer construction is introduced in the proposed layer
model, where the collaboration between the first three layers
of OSI reference model is facilitated. Cross-layer design builds
on the sharing of information between the first three layers. It
is revealed that based on the UAV attitude variations (pitch,
roll and yaw); the performance of the designed handover
management scheme can be enhanced by the help of this cross-
layer construction.
In the UAV-to-mobile node (U2MN) communications, the
UAVs act as airborne relays between the MNs and the MBSs
to provide high-speed data links and seamless connectivity for
mobile users. The U2MBS and U2MN channels share many
characteristics, such as less shadowing effect, less multi-path
effect, and LoS or NLoS dominates the channel [46]. The
UAV selection allows an efficient deployment of UAVs. Only
the optimal UAV is selected based on defined utility function
which guarantees optimal QoS to MNs. Thus, the selected
UAV can offer optimal QoS to MNs. However, there is a
constraint, while considering the coverage scenario. Since the
coverage requires a shift of services from UAVs to UAVs; this
raises an important issue of handovers in the UAVs-assisted
networks. This leads to inclusion of new or existing handover
features to resolve communication overheads related to the
shift of services. This will certainly affect the service timings,
which may cause extra delays in the network. Also, extra
communication equipment has to be added to resolve this
issue. During the handover process, the control information
must be transmitted through layer 3 (L3) in SDN and also
the L1, L2 layers are used to synchronize the data from the
network components in the network [25].
C. Intelligent Handoff Decision between UAVs
The UAV to UAV (U2U) channels are viewed as free
space channels based on the assumption that a dominant LOS
path is available. When two MNs are running in opposite
directions on adjacent tracks respectively or are running close
in the same track, two UAVs may fly near each other. The
UAVs can gain many benefits, e.g. collision avoidance in the
UAV to UAV communications. They exchange information
about position, altitude, recently identified ground obstacles,
and flight path from each other. Also, the UAV to UAV
communications can help to control the mobile user operation
to avoid possible accidents like handover failure with the
help of the ground station control centralized r. The idea of
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this assistance is that a source UAV (associated with source
network) uses another UAV (associated with target network)
within its communication range as a relay to transmit signals
to the target network on the same track. Additional UAV to
UAV links are used for relaying those UAVs that are during an
outage or a connection failure to ground stations within the
communication range. Besides, the UAV to UAV links also
allow both control data and user data to get routed through
the UAV to UAV distributed network.
Let’s assume that multiple UAVs are flying above hetero-
geneous wireless networks and each UAV is planned for a
specific task [28]. The SDN controller [36] not only manages
activities of multiple UAVs but also receives requests for
UAVs to do vertical handovers in certain regions. The vertical
handover refers the handover across two radio coverage cells
from diverse networks [48]. We used UAVs as aerial access
points through their operations during vertical handover pro-
cess. In this study, the vertical handover management refers to
arranging policy that improves session maintenance of aerial
nodes among the network nodes. In this case, the controller of
SDN has to make a decision in which UAV should be the best
option during handover process in a smart manner. This smart
UAV selection significantly depends on the equipment onboard
as well as power level, the time required to complete the
vertical handover process, distance, and the speed of the UAV.
Studying these parameters is essential in fulfilling efficient
vertical handover management successfully.
The sequencing diagram showing a network that comprises
of UAVs and MBS to serve MNs during the handover process
in Fig. 6. In the scenario, after the MN determines the
handover to a new available network due to loss of signal
quality or users’ preference, the MN can activate the mech-
anism MIH_Get_Information Request to obtain information
simultaneously about the CRANs around the MN as well as
the resources available in every one of them. Our proposed
model, which is the OpenFlow Switch/PoA, has updated real-
time information on the radio resources available in every
underlying RAN. As a result, the OpenFlow Switch/PoA can
update its database with the new resource information.
Then, the source node (UAV-1) sends the initial mea-
surement to the requesting MN. In continue, the OpenFlow
controller should select the best UAV based on received real-
time information from source UAV and other available UAVs
in a certain regions of network. According to characteristics of
the dynamic UAV, the UL allocation link should be initiated
from the current base station after the completion of the
handover decision process. In response to this event, the MN
reports real-time data such as the received signal strength
indicator (RSSI) towards the current MBS. After that, the
controller of source node is responsible to send the handover
request to the current MBS’s controller. The controller will
forward the request of handover to the UAV2 as a target node.
The controller of target MBS receives the notification from
selected node. Then, the controller of the target node will
send the handover acknowledgment. The controller of current
MBS should initiate a downlink allocation signal from MN
by the source node. The downlink allocation will be tracked
via a handover command. In continue, the controller will
transfer the real-time information of the MN which has moved
towards the selected controller for handover initiation. The
MN synchronizes the connection with the target UAV after
acquiring the signal. Then, the uplink allocation of MN will
acknowledge this synchronization in order to acquire handover
confirmation from MN. In the end, the selected node as a target
point will confirm the handover process with its controller by
sending an acknowledgement to the controller of the current
node for handover while its table should be updated.
V. COMPARISON WITH THE STATE OF THE ART
We have performed a qualitative comparison to prove the
novelty of the proposed model. In detail, the comparison
with the state of the art is summarized via Tab. I. The
aforementioned table lists some recent models using UAVs as
flying wireless communication platforms as well as those that
have utilized SDN for network management and handovers
between the moving nodes. There are some works which
can manage handover problems [26], [27]. They proposed
SDN based UAV architectures. However, there are no policies
designed specifically to select the best target in VHO process.
Some architectures for collaborative UAVs have developed
[21], [22], [23]. These models mainly focused on UAVs
deployment for capacity, and network coverage improvement.
Most of the works [21], [25], [26], [27], [28] have designed
for network monitoring by assistance from SDN controller.
Despite all advantages, the controller in SDN is centralized
and can lead to concerns about SDN scalability and resilience.
In the centralized methods, all the nodes should be in LoS
environments to support a moving MN and to success of
handovers between the aerial nodes. The distributed controller
can provide easy troubleshooting of a network. These con-
trollers provide high access to dynamic access points. In our
proposed model, the controller is distributed as opposed to all
related studies. Thus, handover procedure can be completed
when UAVs have covered their area and coming from LoS
environment. This advantage can lead to a latency reduction
in comparison to the centralized methods.
VI. NUMERICAL EVALUATION
The objective of this section is to numerically evaluate the
proposed approach and compare it with existing alternatives.
To this end, in Sec. VI-A we first detail the simulation setup
considered herein, whereas in Sec. VI-B we introduce the
relevant performance metrics adopted for comparison. Finally,
Sec. VI-C reports the numerical results and the corresponding
discussion.
A. Simulation Setup
We used a dataset from Rice University LiveLab [45] to
assess the proposed approach. LiveLab is a methodology
to measure and analyze real-world smartphone usage and
wireless networks designed for long-term user studies. The
LiveLab database is provided in a collection of SQL files
and divided based on dataset features. Features of the dataset
include the applications running in the terminals and the
set of available access points to each terminal at a given
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Table I
COMPARISON WITH THE STATE OF THE ART.
Model Handover support UAVs support Network Mgt Controller Scalability
Sara et al. [21] #   Centralized Medium
Merwaday et al. [22] #  # − High
Fadlullah et al. [23] #  # − High
Kim et Feamster [25] # #  Centralized Medium
Yang et al. [26]  #  Centralized High
Iqbal et al. [27]  #  Centralized High
Sharma et al. [28] #   Centralized High
Proposed model    Distributed High
Table II
SELECTED RICE DATASET FEATURES.
Filename Trigger Description
appusage.sql user event applications run by users
Ucelltower.sql periodic cell tower connected
availablewifi.sql periodic available wifi access points
apps.sql - list of all installed applications
call.sql event phone calls made received by users
sleep.sql event spent time in low power mode
display.sql event display status
charging.sql event charging state of phone
web.sql event web browsing history
loggeron.sql event time that the logger was running
cellsignal.sql periodic cell signal strength
iostat.sql periodic cpu and disk utilization
accel.sql periodic accelerometer readings
power detail.sql event built-in logfile driven
associatedwifi.sql periodic connection to the associated AP
time. Selected dataset features described in Table II. Some
experiments were also conducted by re-introducing the day
of the month feature along with ‘time’ (of day in seconds)
to observe any performance differences for the RICE dataset.
We classified the applications of LiveLab dataset into different
classes: video streaming, calls, messaging, e-mail, sharing and
synchronization, entertainment, and social applications. Then,
Table III
APPLICATION CATEGORIES FOR LIVELAB DATASET.
Class Tag Average Rate
Social media without audio small 12.50 Kbps
Sports small 17.50 Kbps
VoIP (Skype) small 16.50 Kbps
Sharing (Dropbox) small 12.50 Kbps
Email small 12.50 Kbps
News small 43.50 Kbps
Social media with audio small 45.50 Kbps
Video streaming big 2.50 Mbps
we tagged each class as “small” or “big” depending on the
average demanded bandwidth. Table III indicates the average
rates and tags of classes.
The proposed framework is assessed by using the well-
known Mininet network emulator with OpenFlow, allowing
SDN-based testing through virtual environments [49]. Mininet
contains OpenFlow controller, virtual host, and OpenFlow
switch. The control plane of proposed scheme is divided into
network control plane and UAV control plane. The network
control plane which is connected to the data plane forms the
plans to manage the flow, topology and routing. The UAV
control plane mainly controls the topology, configurations, and
logs related to UAVs. The flow table includes three fields
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namely flow, data, and log. The flow includes source and
destination address, target node, session id,and port no. The
data express traffic rate, network load and active users. The
logs display UAVs route, battery info, location, total load, up
time, charge and, sub-clients.
We have evaluated our suggested methodology over an
area of 10 km2, handled by a maximum of 12 UAVs per
MBS using the numerical simulations. The MNs are chosen
a new location and moves to the chosen location in per
milliseconds in random waypoint mobility. However, the UAVs
are organized for referencing the MN mobility model. There
are three access points (APs) with 200 m radio range and initial
rate of 256 kb/s around each cell. Also, there are the mean of
300 users which follows a Poisson distribution of mobile users
over the network. The results are recorded in terms of different
methods via the standard SDN-UAV network architecture. The
designed model is modified for SDN-MIH-UAV networks with
UMTS, Wi-Fi, and WiMAX PoA in the various areas with
different data rates offered.
The growth of MNs requesting handovers at the same time
which affects the performance of the proposed framework. The
other relevant setup parameters to evaluate the performance of
our framework are reported in Tab IV.
We have presented our evaluation with an operating time of
1000s during 60 runs, in order to handle the service requests of
users. Since the UAV altitude h affects the quality of service
and quality of experience to the MNs, in our scenario we
change h within [250, 550] ft. Our simulation experiments are
detailed for the QoS parameters such as (i) packet delay, (ii)
throughput and (iii) latency [49], which are compared with
a similar method [36] and the SDN-UAV architecture, the
designed SDN-MIH-UAV architecture within UMTS, Wi-Fi,
and WiMAX PoA in heterogeneous environment.
B. Performance Metrics
Simulation results presented that choosing the AHP and
game theory can reduce the utility function and the proposed
framework can prevent the amount of unnecessary ping-pong
handovers. The performance results show that our framework
with increasing the MNs can reduce latency during session
transferring in handovers in comparison with original SDN.
In case of Eq. (32) by [49], the handover latency is the
time length between the handover initiation and the handover
completion, once handover decision is executed.
latHO , (1− σ)(ft + wt) + σht (32)
where ht is the handover time of the MN, ft is the revision
time on a radio link failure, wt is the waiting time in
a handover making and σ is the probability of successful
handover.
Then, we calculated the end-to-end delay based on con-
nection delays such as propagation delay, packet transmission
delay, queuing delay, and processing delay of the network
in handover of the UAVs to another ground station in UAV
payloads.
The latency impacts the end-to-end delay and influences it
with a similar variation.
Handover delay is contained of several elements including
Link and IP layer handover latencies, and packet delivery
delay. It should be mentioned that the period of packet
buffering and binding update is equal to the time taken to
perform link and IP handovers, and the packet forwarding
period.
The calculation of the overall mean delay for completing the
VHO preparation phase involves various delay components,
which will be enumerated in different components of delay.
Specifically, the total delay of the proposed MIH-based ver-
tical handover Dtotal can be expressed as Eq. (34) by [28],
[39]:
Dtotal , Dho +DL2 +DHL (33)
where Dho is the handover delay across different access
network technologies, while DL2 is the delay of handover
layer 2 and DHL delay of higher-layers handover. The term
Dho is mainly due to delays caused by handover initiation,
selection and preparation procedures while a handover is
performed.
Dho , DI +DP +DS (34)
Accordingly, in the above formula, DI and DP are the delays
of handover initiation and preparation, respectively. On the
other hand, DS denotes the delay of network selection phase
during the handover.
As a major problem, a large number of connected users
make the impractical handshaking-based access control, due
to the high communication overhead. As a benefit of the
proposed model, users can instantly transmit their signals to
a base station in any available time slots without waiting
for access grant by the BS. In order to correctly detect the
information corresponding to different users, the BS should
uniquely identify the active users by checking activity factor
P before data detection can take place.
The following function is calculated for signaling overheads
that is determined as [28], [36] in Eq. (35) as:
sigoh , Ct × (Nmt + PNMN ) (35)
where Ct is the time consumed between the transmission of
the signal and its acknowledgment. Nmt is the number of MNs
which have movement to the target node, and P is the activity
factor denoted as the probability of MN being tracked that is
chosen to be 1. NMN is the number of MNs currently handled
by the target node.
Finally, we refer to the average rate of successful message
delivery over a communication channel as the throughput.
Such metric, denoted with Ta, is calculated as:
Ta ,W ×R× (1−DHO execution) (36)
where R is the achievable rate per unit bandwidth (in
sec/Hz), W denotes the system bandwidth of the channel
and DHO execution is the the normalized average time wasted
during the handover execution. It is the fraction of time where
no data is transmitted to the test user. In order to calculate
the throughput, we should eliminate the handover execution
period.
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Table IV
LIST OF SIMULATION PARAMETERS.
Description Parameter Value
System Bandwidth W 10-12 MHz
UAV transmit power P 5W
Exponent Path loss for UAV-user link αUAV 4
Simulation area – 10 km2
Number of macro cell base station MBS 100
Number of access points configured around each cell Aps 20
Radio range of UAVs R 500-800m
Noise power spectral density N0 174 dBm/Hz
UAV altitude h 200− 550 ft
Transmission constant Ct -11Db
Call request Cr 100 per zone
Probabilistic SINR Threshold SINR Threshold -6 dB
Maximum number of active users MU 500
Receiving Threshold Th 1.17557e-10 W
Radio Propagation Model - Friis model
Antenna Type - Omni Antenna
Maximum Data Rate (WiMAX) - 1882 Kbps
PHY Mode - 256 OFDM
Maximum Data Rate (UMTS) - 384 Kbps
C. Numerical Results and Discussion
For performance comparison, four models namely SDN-
UAV-AP model, SDN random UAV model, the SDN enhanced
UAV-based wireless network architecture [36] and proposed
model without AP are used for comparison with the proposed
model. In [36] model, a UAV module, which decided to shift
traffic according to the network load and the active users’
number, was invoked only when needed to reduce the burden
of the controller. The SDN random UAV model, address the
trade-off between the handover performance without selecting
the best UAVs. There is a random UAV selection in handover
process.
The reported results, shown in Fig. 7, prove that our
architecture achieves significantly-lower latency than standard
SDN-UAV network architecture, namely −43.5%.
Our architecture using MIH has a lower sensing delay to
find the existing available networks. In our SDN-MIH-based
UAV architecture, the SDN provided handover facilities in
the UAVs as on-demand forwarding switches that supported
wireless networks with lower handover latency.
Clearly, velocity has an essential influence on the handover
delay. Indeed, in a wireless heterogeneous environment, rapid
fluctuations of the received signal level may occur due to
distortion or short-term shadowing of mobiles moving at high
velocities.
Accordingly, Fig. 8 shows the average handover delay is
≈ 3.4 ms for a speed of 120 km/h which is acceptable
for a wireless network providing real-time services. Indeed,
for instance, the IEEE considers 50 ms [50] as a tolerable
maximum delay.
The high delay affects the entire cellular system and this can
be lead to a decline in the QoS parameters to the end-users.
The processing delay has not considerable influence over
the network performance of all the compared methodologies.
However, the main difference is caused by transmission and
propagation delays.
Since our method is established on the MIH [35], it is
comparatively fast and needs a lower time to get the necessary
information about available networks. Also, in the designed
architecture the number of UAVs are mapped in a single
iteration. Therefore, the overall delays would reduce during
the connectivity time with variation in the number of MNs.
Then, in Fig. 9 we investigate the capability of our frame-
work in ensuring robustness with respect to different altitudes
values h (i.e. 250 ft and 600 ft in the considered experiments),
namely to provide lower delays for a wide range of h with
respect to compared schemes.
As we can see, the altitude has an essential impact on
network delays.
Indeed, the throughput coverage increases at low height and
can thus increase the packets received at the users. Therefore,
it can be mentioned that the proposed framework is able to
offer enhanced services to users by means of a lower network
(total) delay.
Indeed, SDN-MIH based UAV networks have better control
and monitoring for network components, especially in on-
demand forwarding switches.
The signaling overheads results, shown in Fig. 10, prove
that our framework built on SDN-MIH has less signaling
overhead with respect to the four baselines considered. For
instance, in a setup with 1000 MNs, our approach achieves
−11%, −28.5%, −77.1% and −77.1% signaling overheads
than Sharma [36], SDN-UAV-AP, SDN-only-UAV, and SDN-
random-UAV, respectively.
Therefore, the numerical outcomes display that our pro-
posed handover approach based on SDN-MIH-UAV outper-
forms other SDN-UAVs handover baselines.
The proposed model is optimized to select the UAVs that
provide high throughput and a low packet-loss ratio.
Firstly, a rapid period is needed to trigger SDN-MIH-UAV,
after that, the rate of packet delivery in SDN-MIH-UAV is
improved over simulation time, even though when the SDN-
MIH-UAV decision solution has employed the throughput
experienced by the mobile node is continuous without any
interruption. This is because the SDN-MIH-UAV utilizes the
optimized network selection that can select the best UAV in
14
100 200 300 400 500 600 700 800 900 1000
MNs
2
4
6
8
10
12
14
La
te
nc
y (
ms
)
Proposed SDN-MIH UAV & HetNet
Sharma [36]
SDN UAV AP
SDN only UAV
SDN random UAV
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Figure 8. Average handover delay (Dho) vs. speed.
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Figure 10. Signaling overheads (sigoh) vs. number of MNs.
a lower level of loss of packets and low delay in handover,
thus growing the throughput. The loss of packets can affect
throughput indirectly which shows the better throughput cov-
erage with an increase in the users ’requirements in the specific
macrocell.
Other methods suffer from high packet loss and as such offer
low expansions in throughput mostly because of inappropriate
handovers.
Delays in handovers also have negative effects on the
throughput. Hence, since the SDN-MIH-UAV uses MIH proto-
col for improving QoS and for managing connectivity objects,
there is also high throughput in the mobile node. Fig. 11
denotes the comparison in throughput experienced by the
mobile node with respect to the increase in the UAVs the SDN-
MIH-UAV and other approaches. However, the existing SDN-
UAV method is depended on the exact identification of the
demand areas only. So, it cannot guarantee higher throughput
coverage generally. Actually, the altitude has significant effect
on the coverage. Whenever the UAV decreases its height from
a demand area, the distance decreases, and this matter will
lead to throughput coverage increase.
Similarly, the number of failed handovers is examined
versus the simulation time.
The total number of handovers performed and the number
of failed handovers are also recorded.
The message “handover failure” is generated when target
network sends a “handover failure” message as an unsuccess-
ful response for the handover request message.
For HetNet mobility performance evaluations, the Radio
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Figure 11. Average throughput (Ta) vs. considered simulation time.
Link Failure (RLF) criterion and procedures are used to
determine and control the handover failure. RLF handover
provides a recovery mechanism when the handover signalling
with the source cell fails due to poor radio conditions.
A handover is considered failed when the user unsuccess-
fully connects to the network because of poor radio conditions
(e.g. experience low SINR). The user will then try to handback
to its serving network. If this procedure also fails (the user has
already moved out of the coverage area of serving network),
then the user will be dropped. To measure the failed HOs, a
dynamic timer is used to detect failures during the simulation
run.
The timer is actualized each time that an event is produced
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Figure 12. Cumulative number of HO failures vs. considered simulation time.
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Figure 13. Number of handovers vs. number of MNs.
and then compares the current time with the time needed for
decision making which is fixed at 0.05 s [36].
In contrast with other network selection methods, our ap-
proach can ensure a minimal number of failed HOs during
this process. This is due to its network discovery mechanism
based on the dynamic information granted by MIH. To this
end, Fig. 12 presents the comparison of the proposed method
and other methods focusing on failed HOs.
Interestingly, the total number of failed HOs of our approach
is ≈ 10 when considering the first 200 seconds of the sim-
ulation time. Conversely, the number of failed HOs incurred
by other approaches is higher due to their less sophisticated
triggering mechanisms (i.e. only RSS-based). Additionally,
other approaches often initiate HOs which need quick interface
switching across various systems.
Finally, as shown in Fig. 13, differently from other methods,
our model incurs a lower number of HOs for a large range of
MNs.
The main reasons for this effect are that proposed model
adopts the MIH protocol, can provide higher data rates due
to effective UAV capitalization, and leverages the AHP and
the cost functions included in our handover decision model.
Indeed, one of the reasons that can be desumed from the con-
sidered simulation observation is the inappropriate handover
triggering caused by the RSS by the compared methods.
In summary, the aforementioned results have shown the
appeal of our designed framework (SDN-MIH UAVs &(Het-
Nets)) over the four considered baselines in terms of both
metrics directly related to the handover process (i.e. latHO,
Dtotal and sigoh) and to the overall communication system
(i.e. Ta). The analysis has taken into account a large span
of MNs numerosity scenarios and UAV types (associated to
different speed values).
VII. CONCLUSIONS AND FUTURE DIRECTIONS
In this study, we focused on providing seamless mobility
over UAV-assisted heterogeneous networks and proposed a
hybrid model for managing and optimizing handover in each
iteration among UAVs. We used game theory method to
design competitive or cooperative conditions among decision
makers in a heterogeneous environment. Hence, a model
based on game theory was designed for network selection
mechanism during vertical handover process between UAVs.
The proposed model can organize efficient decision making in
handover process by decreasing the end-to-end delay, handover
latency, and signaling overheads. Additionally, we proposed
an efficient scheme, based on SDN-MIH network, for han-
dover management in heterogeneous wireless networks. In
our framework, the standard SDN architecture was developed
which uses the control layer for managing the UAVs as the
forwarding switch in the data layer and the UAV networks
were powered by MIH to transfer real-time data feeds in
conjunction with other networks, such as WiFi, WiMAX and
LTE. The proposed novel scheme of SDN-MIH-UAVs is able
to improve network selection for vertical handovers by taking
into account user preferences and mobile QoS requirements.
The key problem for efficient mobility management is the un-
availability of accurate information of the available networks
in an uncertain environment. If the mobile node knew a-priori
which network offers the best long-term performance, it would
choose that network. This issue can avoid frequent handovers
which lead to energy efficiency while achieving optimal en-
ergy consumption for service. To address this challenge, in
future we plan to design UAV-based energy efficient mobility
management scheme by reinforcement learning techniques
enabling drones to service their ground users and improve the
handover performance in terms of energy usage, call blocking
probability (CBP), handover failure probability, and average
waiting time in the queue. In addition, we will analytically
study the calculation of handover failure probabilities of the
proposed algorithm.
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