Semantic Domain Adaptation for Deep Networks via GAN-based Data Augmentation for Autonomous  Driving by Mukherjee, Amitangshu
Creative Components Iowa State University Capstones, Theses and Dissertations 
Fall 2019 
Semantic Domain Adaptation for Deep Networks via GAN-based 
Data Augmentation for Autonomous Driving 
Amitangshu Mukherjee 
Follow this and additional works at: https://lib.dr.iastate.edu/creativecomponents 
 Part of the Artificial Intelligence and Robotics Commons 
Recommended Citation 
Mukherjee, Amitangshu, "Semantic Domain Adaptation for Deep Networks via GAN-based Data 
Augmentation for Autonomous Driving" (2019). Creative Components. 458. 
https://lib.dr.iastate.edu/creativecomponents/458 
This Creative Component is brought to you for free and open access by the Iowa State University Capstones, 
Theses and Dissertations at Iowa State University Digital Repository. It has been accepted for inclusion in Creative 
Components by an authorized administrator of Iowa State University Digital Repository. For more information, 
please contact digirep@iastate.edu. 
Semantic Domain Adaptation for Deep Networks via




A substantial number of prevalent traffic datasets capture a bias towards hav-
ing more clear and standard driving scenes. Although some recent datasets
have been collected to tackle the issue of the long tail end of the traffic data
distribution, still these datasets are not comprehensive enough to cover the
various sub domains of adverse illumination and weather conditions since it
is a resource exhaustive process. Data augmentation is often used as a strat-
egy to improve the diversity of training data for machine learning systems.
While standard augmentation techniques (such as translation and flipping)
help neural networks to generalize over spatial transformations, more nu-
anced techniques would be required to capture semantically different varia-
tions in data. We propose a new data augmentation method that relies on
the use of attribute-conditioned generative models to modify the semantic
properties of existing training data. We show that such data augmentation
improves the generalization capability of deep networks by analyzing their
performance on datasets of traffic objects that are captured (i) at different
times of the day and (ii) across different weather conditions.
Keywords: Autonomous Driving, Neural Networks, Generative models
1. Introduction
Perception systems for autonomous vehicles are built around deep neural
networks that analyze images to detect and classify objects of importance.
Such neural networks generally require massive amounts of diverse train-
ing data, required to be representative of various environmental conditions
comprising of adverse illumination and weather conditions. While data aug-
mentation based on affine transformations is often used to improve variety
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and correct for data imbalance, such techniques seldom capture semantically
meaningful variations. Specifically, for traffic scenes, images captured in clear
daylight conditions dominate in the training data as compared to those rep-
resenting adverse conditions such as night-time and rough weather effects.
Such imbalance in training data leads to poor generalization for classification
or detection models. On the other hand, collection and annotation of such
diverse traffic data can be resource-intensive and expensive.
To address this problem, we propose a novel data augmentation method
that leverages special attribute-conditioned generative models to transform
images under modifiable attributes such as illumination due to daylight or
weather conditions. These attribute generative models such as an Attribute
GAN (AttGAN) [1] are capable of reconstructing an input image into a mod-
ified version of itself with a desired attribute. These generative models allow
for fine-grained control over the attribute space and generate semantically
valid synthetic representation of true data.
In order to measure the efficacy of our “semantic” data augmentation, we
analyze the performance of traffic object classifiers based on the ResNet [2]
and MobileNet [3] architectures and show significant improvements in class-
wise F1 scores for BDD++ [4] with day/night and clear/snow images. We
also show improvement in performance of the Retinanet [5] by training the
model under similar setting to that of classification to enhance mAP scores.
2. Related Work
Data augmentation for autonomous driving research has been studied
with great detail and there has been several recent work. Driving datasets
generally are of two types: synthetically generated traffic scenes and real-
world data. Synthetic data generation relies on the use of graphics en-
gines [6, 7] and games [8]. CARLA [6] uses the UNITY game engine to
simulate traffic behaviour and generate high fidelity data. The Synthia
dataset [7] is another dataset built along the same lines with rendered city
scenes and corresponding segmentation masks. Datasets such as KITTI [9],
CamVID [10], Oxford Robotcar [11], Waymo [12] and Berkeley Deep Drive
(BDD) [13] present large scale real world data for semantic segmentation,
scene recognition and motion propagation. Our approach enables augmenta-
tion of any of these datasets using a generative model trained to transform
input images under various attributes.
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DeepTest [14] introduces an automated testing framework for DNNs used
for autonomous driving by generating affine transformations of images under
illumination and weather conditions. DeepRoad [15] improves upon the re-
sults using GAN-generated images under snowy and rainy conditions based
on the framework of [16]. CyCADA [17] and UNIT [18] ensure semantic
constraints on the real and generated images through cyclic consistency loss.
Dai et al.[19] introduces a novel method to add synthetic fog of vari-
able densities to real clear weather scenes using semi-supervised learning.
Sakaridis et al.[20] augment the original Cityscapes dataset[21] with synthetic
fog. Sakaridis et al.[22] focuses on the problem of semantic segmentation on
nighttime images providing a novel pipeline to gradually transfer daytime
images to nighttime images. Lore et al. [23] adaptively brightens images by
learning semantic features in low light conditions using a deep autoencoder.
Sakaridis et al.[22] provides a novel pipeline to gradually transfer daytime
images to nighttime images based on segmentation masks. Huang et al. [24]
uses a GAN generated images to robustify detectors.
Generative Adversarial Networks (GAN) [25] are popularly used as a
method to generate samples from real world image distributions. Fader Net-
works [26] and Attribute GANs et al. [1] extend this to generate facial images
with specific attributes which are provided as conditional inputs to autoen-
coders. The concept of using generative models to create synthetic data for
autonomous driving tasks is not new. Uricár et al. [27] presents a compre-
hensive survey of advanced data augmentation techniques using GANs.
Our approach uses AttGANs, a specific attribute-controlled generative
model to modify environmental attributes of input data. Specifically, we
change the time-of-day attribute for traffic scenes using an AttGAN trained
on a processed version of the BDD dataset.
3. Driving Dataset
In this work we mainly focus on the Berkeley Deep Drive dataset [13].
The dataset in general is comprehensive in terms of object annotations, 2D
bounding boxes and segmentation masks but posses the issue of having un-
balanced sub categories of different weather and day/night attributed images.
Table 1 shows the imbalance in images in the training dataset across the
various weather categories.
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Table 1: Number of images for each weather subcategory in the BDD Dataset
Weather category Clear Snowy Rainy Overcast Cloudy Fog
No. of Images 37344 5549 5070 8770 4881 130
Attribute Clear Snowy Synthtic Snow Day Night Synthtic Night
No. of Images 37344 5549 13651 36728 27971 36728
Figure 1: Original images from the BDD dataset. The first row contains images with clear
weather attribute. The second row contains images with snowy weather attribute.
Table 1 shows the imbalance in images in the training dataset across the
various weather categories.
From figure [1], we can see that although the snowy images in the second
row show presence of snow in the images, they look similar to the ones
with clear weather attribute. The snowy images show accumulation of snow
on the streets as well as side of the streets. For Deep Neural Networks to
be robust against adverse weather conditions for detection and classification
tasks, the training dataset for the deep models needs to contain more adverse
transformations of the current images. Such adverse transformations include
obfuscation masks which show precipitation effects so that the objects of
interest seem to be occluded which increase the number of hard examples in
the training set.
4. Traditional Algorithms
In image processing literature, there have been simple and elegant al-
gorithms to learn specific masks or patterns and blend these masks on the
input image so that the final image preserves the contents of the original
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input image as well as adapts the style of the blended mask image. Now the
style mask can be blended with the input image either in a linear manner or
in a non-linear manner.
The most simple algorithm that can be used to carry out the task of
blending is the linear weighted alpha blending algorithm.
g(x) = (1− α) ∗ f(x) + (α) ∗ h(x) (1)
Here in equation [2], g(x) refers to as the final blended image. f(x) is
the original input image and h(x) is the mask that is to be blended with the
original image. α is the blending parameter which varies between 0 and 1
and signifies the amount of the mask to be blended with the original image.
maxδ∈S(L(hθ(x+ δ, y)) (2)
Gatys et al. [28] introduced an algorithm knows as the Neural Style Trans-
fer which takes three different images; an input image which is to be trans-
formed, a content image whose contents needs to be preserved in the final
transformed image and a style image whose style needs to be blended into
the transformed image. This is achieved through an optimization framework
where content loss between the input image and content image and the style
loss between the input image and the style image are jointly minimized. The
overall loss function is given by the following equation:-
Ltotal(C, S, I) = β1 ∗ Lcontent(C, I) + β2 ∗ Lstyle(S, I) (3)
x
′
= x+ ε ∗ sign(∇xJ(θ, x, y)) (4)
minθρ(θ) = E
(x,y)∼D
[maxδ∈SL(θ, x+ δ, y)] (5)
In equation [3], C is the content image, S is the style image and I is the
input image. β1 and β2 are the weighting factors associated with the content
loss and the style loss respectively.
From figure [2], it is evident that the synthetic images produced by the
aforementioned algorithms do not resemble realistic transformations given
the style masks. In the first row, the transformed images do not exhibit the
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Figure 2: The first column shows the original image. The second column shows three
different style masks; dark, snowfall and fog respectively. The third column shows the
produced final image by α blending. The fourth column shows produced final image by
the neural style algorithm.
true transformation from day to night. Similarly for images showing clear
to foggy or clear to snowy translations, the images lack the true semantics
of the translated domains. For α blending, since it is a linear operation the
style mask is simply added to the input image. For Neural Style Transfer
the ratio of the parameters β1 and β2 are critical for the optimization process
and selecting the non-learnable parameters for the application manually is
generally achieved by trial and error.
Thus, in order to generate a realistic version of an input image recent work
has shown that deep generative models [25] are very good approximaters
of the input distributions. A generative network is an appropriate tool to
generate semantically valid versions of the input image as it learns both the
local and global features of the input distribution, as will be shown in the
following sections.
5. Semantic Domain Adaptation
5.1. Preprocessing
For training the AttGAN, we use a sub-sampled version of the BDD++
dataset [4] where we consider original images of the following four classes:
cars, traffic signs, traffic lights, and persons. We make these image crops
conditioned on the time of the day labels as well as on different weather
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dataset since number of image crops of other categories such as buses and
trucks across the dataset are comparatively much less than that of other
classes. This creates an imbalance in data which results in improper training
of deep generative as well as classification and detection models.
5.2. Training the Generative model
We train two different AttGAN[1] models to generate synthetic datasets
to train the classification networks. We train one such attribute model on
day and night attributes on the cropped image training dataset and infer on
the test and validation datasets. We can see that the attribute-controlled
generative model is successful in flipping the attributes of the validation and
test image crops. Given an image crop with the “day” attribute, the model
can flip the image to the desired “night setting”.
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Figure 4: Original image crops of different classes that are used to train the attribute
controlled generative model as well the classification models.
From [5], we can see the semantic changes that the generative model
makes to the original image as per the desired shift. We use these shifted
images to augment our dataset to train the deep classification model as is
described in details in the following section.
To tackle the task of detection we need to generate the uncropped full
images of the driving scenes. To carry out this task, we take the pretrained
weights of the generative model trained to shift day to night for crops and
make these weights as the initialization for the model to be trained on full
images. We follow the concept of transfer learning explained in Page 526
of [29] where the features learned in one setting is used to improve gener-
alization in a similar setting. We apply transfer learning due to two major
reasons; we want the local features learned from the crops to be generalized
to the attribute translation in the full images along with global features to
be learned from the full driving scenes. Secondly, the number of full training
scenes in the training dataset is not adequate enough to train a generative
model as it produces artifacts during the transition and applying transfer
learning resulting to smoother generation of images.
From [6], it can be seen that the model learns both the global as well
as local features as pointed out in the caption. We include the night to day
translation in the figure to show the reverse feature as learned by the gener-
ative model, but we do not include these images for our data augmentation
strategy.
To train an AttGAN to simulate snowy occlusion effects on the image
crops, we use additional synthetic images generated by DesnowNet [30] along
with original ”clear” images from the BDD Dataset. This is to compensate
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Figure 5: The first and third columns represent the original crops images. The second and
fourth columns represent the flipped versions of the images flipped from day to night. The
first row shows images were the head and tail lights are lit up at night. Similar glowing
effects are seen in the second row in case of traffic lights. The third row shows glaring
effects on traffic signs seen at nights. These are examples of local features learned by the
attribute controlled generative model from day to night translation.
for the insufficient amount of original “snow” images in BDD [13]. We con-
dition the generative model to learn this snow occlusion mask and transform
images with any weather attribute to exhibit snowy precipitation effects. We
train the generative model to learn the synthetic snow occlusion mask gener-
ated from the DesnowNet dataset, the presence and absence of which in the
training set indicates snowy and non-snowy scenarios. This implies during
training images with snow masks has a label of 1 for the presence of ”snowy”
9
Figure 6: The first and third columns represent the original uncropped images. The second
and fourth columns represent the flipped versions of the images . The first three columns
show transitions from day to night. The fourth row shows transition from night to day. The
change in the sky from day to night shift and vice versa as well as difference in contrasts
of the roads are examples of features learned by the attribute controlled generative model
from day to night translation.
mask and a label of 0 in the absence of the mask.
5.3. Transferability to other datasets
From the images generated by the conditional generative model, we see
indications of generalization where the model learns the mask learnt from one
dataset[ [30], transfers the learned feature mask to another dataset[ [13]]. We
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Figure 7: Figure shows crop images from no snow to snowy conditions generated from
the AttGAN.The first column shows the original images. The next ten columns show
interpolations from no snowy to snowy conditions as learned by the conditional generative
model.
Figure 8: Figure shows full scene images from no snow to snowy conditions generated
from the AttGAN. The first column shows the original images. The next ten columns
show interpolations from no snowy to snowy conditions as learned by the conditional
generative model. It can be seen from the images, that the snow mask is more clearly
visible at night than during the day which is quite semantic and realistic in nature.
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Figure 9: Figure shows full scene images of Frankfurt from the Cityscapes dataset from no
snow to snowy conditions generated from the AttGAN. The first column shows the original
images. The next ten columns show interpolations from no snowy to snowy conditions as
learned by the conditional generative model.
further show the generalizability property of the generative model where it is
able to transfer the the task learned from the [13] dataset to the [21] dataset.
This allows us to train an AttGAN on a specific traffic scene dataset with
adverse images and use the model to generate similar adverse images for any
traffic scene dataset. The transferability of such attribute controlled GANs
can therefore be leveraged to augment limited datasets (such as location spe-
cific datasets) with additional images that both satisfy the original conditions
as well as exhibit adverse semantic attributes.
5.4. Semantic Data Augmentation
We train ResNet [2] and MobileNet [3] classifiers on the four classes men-
tioned above on training datasets augmented with semantically transformed
images. For generating additional training examples, we use the pretrained
AttGANs to flip the benign attribute (day) to the corresponding adverse
attribute (night). We consider two examples of adverse attributes: night-
time and snow. We train three separate ResNet-34 [2] models with three
different settings: (1) original day/clear images (2) original day/clear and
night/snowy images and (3) original day/clear and synthetic night/snowy
images. We test the performances of these classifiers on the four selected
classes over shift from day to night and from non-snowy to snowy images.
We transform images with other weather labels (foggy and overcast) from
the original dataset instead of clear images to add variety to the training data.
For the third setting, we choose only one of the original or synthetic image for
training. However, we include the flipped versions in the validation dataset.
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Figure 10: The first and third columns represent the original crops images. The second and
fourth columns represent the flipped versions of the images flipped from day to night. The
first two images in the first row show Munich in day and the corresponding flipped image at
night. The last two images in the first row show Hamburg in day and the corresponding
flipped image at night. The first two images in the second row show Stuttgart in day
and the corresponding flipped image at night. The last two images in the second row
show Zurich in day and the corresponding flipped image at night. As can be seen the
model trained on day/night attributes on Berkeley Deep Drive dataset which has been
collected extensively in the United States can generalize quite well to the CityScapes
dataset collected across the various big cities in Europe.
We also avoid using the original adverse condition images to test the efficacy
of our approach.
The models trained on the two categories are then tested on an unseen
test set sampled from the original images1. In order to test the efficacy of
our augmentation approach, we analyse classifier performance individually
on adverse and non-adverse subsets of our test set. For our augmentation
strategy to be successful, it should improve classifier performance on the
adverse subset while preserving (improving) the same on benign images. We
analyse the class-wise precision, recall and F1 scores, to ensure that the
inherent class imbalance does not skew the results.
1The test images are created to validate the robustness of the models under shift from
day/clear to night/snowy. During training, we create separate validation and test sets as
per the training distribution of that particular model.
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Table 2: Performance of ResNet 34 classification model trained under three different
settings on Night and Day Images. The F1-score values represent the performances of
these deep classifiers under the two conditions; higher the F1-score, the better is the model.
Observe that the model trained on original day and synthetic night images outperforms
the model trained only on day images for all four classes under both test sets. This model
shows comparable performance to that of the model trained with original day and night
images from the dataset for cars, outperforms on persons and traffic signs but under-
performs on traffic lights.
Tested on night-time images Tested on daytime images
Setting Labels Precision Recall F1-Score Precision Recall F1-Score
Trained on
day images
car 0.95 0.85 0.89 0.97 0.93 0.95
person 0.49 0.86 0.63 0.81 0.91 0.86
traffic
light
0.40 0.68 0.50 0.58 0.90 0.70
traffic
sign




car 0.96 0.90 0.93 0.96 0.89 0.93
person 0.52 0.88 0.66 0.65 0.93 0.77
traffic
light
0.57 0.85 0.68 0.57 0.88 0.69
traffic
sign







car 0.97 0.87 0.92 0.98 0.96 0.97
person 0.68 0.88 0.77 0.89 0.93 0.91
traffic
light
0.52 0.62 0.57 0.72 0.86 0.78
traffic
sign
0.79 0.90 0.86 0.94 0.91 0.92
Results.. From Tables 2 and 3, we observe that our GAN based data aug-
mentation strategy is successful at improving classifier performance in ad-
verse settings. Table 2 demonstrates that our approach is able to preserve
performance on benign examples. Also note, setting (2) in Table 3 shows
that a model trained on the original dataset shows comparable performance
on synthetic images. We therefore infer that the our transformation pro-
duces realistic images as compared to that of the original data. Additionally,
comparing the performance across the three settings shows a significant per-
formance boost for all classes. Our approach therefore allows for semantically
augmenting under-represented classes to improve performance.
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Table 3: Performance of ResNet-34 classification model trained under three different set-
tings on snow and clear Images. The F1-score values represent the performances of these
deep classifiers under the two conditions; higher the F1-score, the better is the model.
Observe that the model trained on original clear and synthetic snow images outperforms
the models trained on original images across all four object classes.
Tested on original snowy images Tested on synthetic snowy images






car 0.86 0.85 0.86 0.87 0.85 0.85
person 0.64 0.79 0.71 0.52 0.59 0.56
traffic
light
0.61 0.65 0.63 0.57 0.55 0.56
traffic
sign







car 0.89 0.91 0.90 0.89 0.92 0.91
person 0.76 0.82 0.78 0.68 0.66 0.66
traffic
light
0.64 0.70 0.67 0.57 0.61 0.59
traffic
sign







car 0.95 0.92 0.94 0.96 0.95 0.96
person 0.76 0.92 0.83 0.76 0.91 0.83
traffic
light
0.85 0.87 0.86 0.83 0.82 0.82
traffic
sign
0.92 0.86 0.89 0.90 0.86 0.88
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Table 4: Performance of MobileNetV2 classification model trained under three different
settings on Night and Day Images. The F1-score values represent the performances of
these deep classifiers under the two conditions; higher the F1-score, the better is the model.
Observe that the model trained on original day and synthetic night images outperforms
the model trained only on original day and night images for all four classes under both
test sets.
Tested on night-time images Tested on daytime images
Setting Labels Precision Recall F1-Score Precision Recall F1-Score
Trained on
day images
car 0.83 0.71 0.76 0.81 0.64 0.72
person 0.43 0.65 0.52 0.25 0.58 0.35
traffic
light
0.23 0.52 0.32 0.20 0.38 0.27
traffic
sign




car 0.83 0.64 0.73 0.84 0.64 0.72
person 0.38 0.54 0.45 0.24 0.51 0.32
traffic
light
0.20 0.57 0.29 0.23 0.52 0.32
traffic
sign







car 0.86 0.81 0.83 0.84 0.74 0.78
person 0.53 0.64 0.65 0.35 0.76 0.48
traffic
light
0.38 0.59 0.46 0.30 0.46 0.37
traffic
sign
0.77 0.61 0.68 0.67 0.61 0.65
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Table 5: Performance of MobileNetV2 classification model trained under three different
settings on snow and clear Images. The F1-score values represent the performances of
these deep classifiers under the two conditions; higher the F1-score, the better is the model.
Observe that the model trained on original clear and synthetic snow images outperforms
the models trained on original images across all four object classes.
Tested on original snowy images Tested on synthetic snowy images
Setting Labels Precision Recall F1-Score Precision Recall F1-Score
Trained on
clear images
car 0.76 0.77 0.76 0.78 0.75 0.76
person 0.65 0.83 0.73 0.64 0.62 0.63
traffic
light
0.54 0.57 0.56 0.37 0.49 0.42
traffic
sign




car 0.81 0.78 0.80 0.84 0.78 0.81
person 0.69 0.80 0.74 0.63 0.69 0.66
traffic
light
0.46 0.67 0.54 0.36 0.57 0.44
traffic
sign







car 0.86 0.87 0.94 0.91 0.90 0.91
person 0.72 0.83 0.77 0.67 0.78 0.72
traffic
light
0.74 0.72 0.73 0.68 0.71 0.69
traffic
sign
0.81 0.75 0.78 0.81 0.74 0.77
Classes Original Day Original Night Synthetic Night Original Clear Original Snow Synthetic Snow
Cars 25421 17658 23669 27622 11134 18967
Person 9178 4378 7245 3624 539 2207
Traffic Sign 15786 10348 13468 10660 2224 5324
Traffic Light 8234 3383 7357 2700 613 2178
Table 6: Dataset composition used for training the classifiers. Note the data imbalance in
individual classes with much fewer nighttime/snowy images. Since we use a conditional
GAN for data augmentation, we can leverage images with labels of fog, overcast and partly
cloudy labels of the BDD dataset and generate synthetic snow images.
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6. Semantic Data Augmentation for Detectors.
While our approach shows promise for classification tasks, autonomous
driving systems generally use detection or segmentation models to perceive
complex traffic scenery. We therefore analyse the performance of our seman-
tic data augmentation on a standard detector- Retinanet [5]. All experiments
were performed on a single workstation equipped with an NVidia Titan Xp
GPU in PyTorch [31] v1.0.0.
Retinanet uses focal loss to train a single stage detector while considering
the data imbalance between foreground and background pixels. We analyse
the effectiveness of our approach by training three instances of Retinanet
for each adverse semantic attribute:(1) A baseline model trained on a seg-
mented, unaugmented dataset with no adverse images (M1), (2) a model
trained on the complete unaugmented dataset (M2) and, (3) a model trained
on the semantically augmented dataset (M3). For example, considering the
semantic attribute of snowy precipitation, we train the first model with im-
ages containing no precipitation, the second one with the complete dataset
and the final model with our augmented dataset with synthetically generated
precipitation on a subset of the images. Note that for the third case, we only
use adverse examples generated by semantic augmentation instead of the
original adverse examples. This is to ascertain the specific improvement due
to the addition of our synthetic images. The three models are each tested
on two separate test sets corresponding to the adverse and non-adverse se-
mantic attributes. Our analysis remains similar to the experiments done for
the classification task except that we consider mAP scores for analysing the
detector performance instead of accuracy.
Similarly for training the models under illumination conditions we follow
a similar setting as mentioned above. The baseline model is trained only
on day images (M1), the second model is trained on original day and night
images (M2) and the third model is trained on original day and synthetic
night images which are generated by flipping the original day images via the
attribute controlled generative network. In the third setting for synthetic
night images we flip the same number of day images as is the number of night
images used to train the model in the second setting keeping the number of
original day images under both settings fixed. We do this to provide a fair
comparison of the model trained on the third setting with the model trained
on the second setting.
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(a) (b) (c)
Figure 11: Figure shows detection results shown under three different settings. The first
column shows detection results of the model trained only with day images. The second
column shows results of the model trained under original day and night images. The third
column shows results of the model trained under original day and synthetic night images.
6.1. Experimental Setup
Training details. We train three RetinaNet models with Resnet-50 as the
backbone architectures. Each model has been trained for 35 epochs each and
the hyperparameters chosen according to the [ [5]].
MAP scores. Mean Average Precision (mAP) is a standard metric used to
measure detection performance. MAP is defined as the mean of the areas
19
(a) (b) (c)
Figure 12: Figure shows detection results shown under three different settings. The first
column shows detection results of the model trained only with clear images. The second
column shows results of the model trained under original clear and snow images. The
third column shows results of the model trained under original clear and synthetic snow
images.
under the classwise precision-recall curves. In order to measure precision and
recall, we define an object as correctly detected if the intersection over union
(IoU) of the detected box and true box is greater than 0.5. We note however
that due to the low resolution of our images (128×128), an error of one pixel2
may lead to a large error in the IoU value. Therefore, the absolute values
of the mAP scores may not provide us evidence of detector performance.
20
Table 7: Performance of Semantic Augmentation for detection under Adverse Snow con-
ditions
Test Dataset Classes M1 (Benign Data) M2(Orig. Dataset) M3 (Semantic Augmentation)
Benign (Clear)
Bus 8.43 10.92 9.76
Car 7.91 8.40 8.05
Truck 8.32 8.91 9.89
mAP (Overall) 8.20 9.41 9.23
Original (Clear Snowy)
Bus 8.83 11.6 10.03
Car 8.16 8.62 8.21
Truck 8.34 9.22 9.91
mAP (Overall) 8.41 9.63 9.37
However, we observe relative change in mAP scores for our experiments to
analyse the efficacy of semantic data augementation.
6.2. Results
Table 7 shows the performance of the three models trained on the three
different data distributions. As expected, the model trained only on the be-
nign images shows much worse performance as compared to the model trained
on both the benign and adverse images. However, our semantic augmenta-
tion method allows a model trained only on adverse synthetic and original
benign images to match the performance of the model trained with the full
dataset with the original adverse images included. We also emphasize that
our attribute conditioned GAN is trained with adverse images not found in
the original BDD dataset. In spite of this, AttGAN generates valid adverse
images with snowy precipitation. We, therefore show that attribute condi-
tioned GANs prove to be a realistic solution to the semantic augmentation
problem even in a complex task such as detection.
Table 8 shows the performance of the three models trained on three dif-
ferent data distributions for illumination conditions. From the mAP scores
for the three different object classes it can be seen that under night con-
ditions, the model trained under (M3) performs better than model trained
under (M1). As mentioned earlier, we use the exact same number of syn-
thetic night images in (M3) as there are original number of night images in
(M2). We do this to show the efficacy of our method where we are able to
synthetically generate night images from just the benign day set and still get
comparable performance with the model trained under (M2) without having
to do any sort of data augmentation.
From [ 11], shows the vulnerability of the model trained under (M1) and
the robustness of the model trained under (M3). We can see that in the first
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Table 8: Performance of Semantic Augmentation for detection under illumination condi-
tions
Test Dataset Classes M1 (Benign Data) M2(Orig. Dataset) M3 (Semantic Augmentation)
Benign (Day)
Bus 12.00 12.4 11.82
Car 8.59 8.30 8.55
Truck 10.43 9.6 10.0
mAP (Overall) 10.34 10.1 10.14
Original (Night)
Bus 8.74 12.8 10.30
Car 8.4 9.1 8.5
Truck 6.6 8.55 8.0
mAP (Overall) 7.91 10.15 9.0
and second rows the model trained under (M3) detects objects which the
models (M1) and (M2) detect as false negatives. In the third row, we can see
the comparable detection results of models (M2) and (M3) while the model
trained on (M1) misses the car right in front.
7. Discussion
We have shown that semantic data augmentation is a viable approach
to tackle the lack of data diversity. Especially for autonomous vehicles, our
approach can compensate for the dearth of data captured under adverse con-
ditions. We have rigorously analysed the effect of our approach on real-world
classification and detection tasks and show promising results. . Additionally,
while we show experiments for AttGANs, that are limited to size constraints,
our approach can be extended to better and more sophisticated generative
models such as Progressive GANs. Another avenue for future study is to
deploy such trained models on real world systems and analyse the effect of
data augmented models versus those trained with true data.
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[27] M. Uricár, P. Kŕızek, D. Hurych, I. M. Sobh, S. Yogamani, P. Denny,
Yes, we gan: Applying adversarial techniques for autonomous driving,
arXiv preprint arXiv:1902.03442 (2019).
[28] L. A. Gatys, A. S. Ecker, M. Bethge, Image style transfer using convo-
lutional neural networks, in: CVPR.
[29] I. Goodfellow, Y. Bengio, A. Courville, Deep Learning, MIT Press, 2016.
http://www.deeplearningbook.org.
[30] Y.-F. Liu, D.-W. Jaw, S.-C. Huang, J.-N. Hwang, Desnownet: Context-
aware deep network for snow removal, IEEE Transactions on Image
Processing 27 (2018) 3064–3073.
[31] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. DeVito, Z. Lin,
A. Desmaison, L. Antiga, A. Lerer, Automatic differentiation in pytorch,
in: NeurIPS-W.
25
