ABSTRACT In order to address data sparsity, missing value, and over-fitting problems in a social tagging system, a coupled matrix and tensor factorization (CMTF) method named Tagrec-CMTF for tag recommendation is proposed in this paper. In the CMTF method, we decompose the tag-item-user tensor joint with tag graph and two auxiliary matrices by using the CMTF, optimize the learning parameters with an alternating direction method of multipliers algorithm, and recommend the tag according to the predicted tensor. Our algorithm infuses the homogeneous and heterogeneous information of the tag and provides good prediction performance. Experiment results show that Tagrec-CMTF outperforms existing methods that do not utilize the homogeneous and heterogeneous information of the tag simultaneously.
I. INTRODUCTION
With the rapid development of Web 2.0 technology, the information on the Web is booming. In daily life, people are faced with the scene of information overload. So recommender systems have become increasingly popular in recent years, and have been utilized in a variety of areas including movies, musics, and bookmarks in general. The social tagging system (STS) is a typical application of recommender systems that have been developed rapidly, such as sharing music of Last.fm, pictures of Flicker, and bookmarks of Delicious. In these social tagging systems, users actively generate tags, identify, manage and discover information resources by tags.
The goal of tag recommendation is to suggest tags for each user when he/she is about to annotate an item so that it can reduce users' burden on tag selection. Unlike a traditional recommendation system that only handles two dimensional user-item matrix, the social tagging system needs to deal with ternary relationship of tag-item-user. Hence the model that considers only the binary relationship is no longer suitable for the social tagging system. At the same time, tensor factorization/tensor decomposition which is a high-order extension of matrix factorization has become a popular method to study the potential correlation between high-order data, which spans the fields of signal processing, neuroscience, computer vision, data-mining and machine learning [1] - [3] . As a result, more and more researchers have studied recommendation approaches based on tensor factorization model [4] - [18] . Among these models, Canonical Polyadic (CP) decomposition [6] , [12] , [13] , [15] , [17] and Tucker Decomposition (TD) [4] , [5] , [14] , [16] , [18] based methods are the most popular ones. However, existing tensor factorization models for tag recommendation still face two problems: (1) They do not include a suitable regularization procedure for CP and TD models that might be able to address data sparsity, missing values and over-fitting problems. (2) Few studies attempt to mine the underlying latent structure in data by incorporating homogeneous and heterogeneous data source simultaneously.
To tackle the problems above, we propose a tag recommendation approach named Tagrec-CMTF based on Coupled Matrix and Tensor Factorization (CMTF) in this work. Firstly we construct the tag graph, tag-item, and tag-user auxiliary matrices as regularization term to participate in factorization with tensor CP factorization. After constructing the tag recommendation problem as mining the latent feature factor association under CMTF model, the ADMM(Alternating Direction Method of Multipliers) algorithm is used to carry out the parameters optimization and learning. Then we obtain the result of reconstructed and completed tensor as well as the tag, item and user latent feature factors. Finally, these tags can be recommended given a (user, item) pair based on reconstructed tensor. To the best of our knowledge, our study is the first work to recommend tags based on CMTF by utilizing the homogeneous and heterogeneous information of the tag simultaneously. The contributions of the paper are summarized as follows:
(1)We propose a tag recommendation approach, based on CP tensor factorization, can effectively alleviate the sparse data, missing values and over-fitting problems, by not only utilizing the homogeneous auxiliary semantic and occurrence information between tags, but also using the heterogeneous matrix information of tag-item and tag-user.
(2) We develop a framework based on ADMM to solve CMTF optimization problem and complete the tensor.
(3) Our experimental results on two real-world datasets show that our proposed approach significantly outperforms existing approaches.
The rest of the paper is organized as follows. Section 2 provides an overview of related work. Section 3 presents the details of the proposed framework. Section 4 shows the experiment results. Finally, we draw the conclusion in Section 5.
II. RELATED WORK
In this section, we briefly review related research work of tag recommendation.
As the Netflix Prize competition has demonstrated, matrix factorization models are superior to classic nearest neighbor techniques for producing product recommendations, allowing the incorporation of additional information such as implicit feedback, temporal effects, and confidence levels [19] . Since then, many variants of matrix factorization have been proposed such as SVD++ [20] , PMF [21] , BPMF [22] , RRMF [23] .
Although matrix factorization has achieved promising performance in many applications, these classical algorithms focus only on binary relationship. Tensor is generally used to describe ternary structure. Symeonidis et al. [4] first used the tensor factorization model based on Tucker Decomposition to predict the tag sets. In [4] , the latent semantic analysis and dimensionality reduction are performed using the Higher Order Singular Value Decomposition (HOSVD) technique. In contrast to HOSVD model in [4] which optimized for square-loss results in low prediction quality, Rendle et al. [5] proposed a better learning approach named Ranking with Tensor Factorization (RTF) that optimized the model parameters for the ranking statics AUC(Area Under the ROC-curve). Moreover, Rendle and Schmidt-Thieme [6] proposed the factorization model Pairwise Interaction Tensor Factorization (PITF), which is a special case of both Tucker and CP decomposition with linear runtime both for learning and prediction. PITF explicitly models the pairwise interaction between users, items and tags. The model achieves better prediction quality and learns with an adaption of the Bayesian Personalized Ranking (BPR) criterion. Cai et al. [7] proposed a Low-Order Tensor Decomposition (LOTD) approach based on low-order polynomials that presented low function complexity. LOTD model is uniquely capable of enhancing statistics and also avoiding over-fitting than traditional tensor decomposition such as Tucker and CP factorization. Extensive experiments on several datasets validate that LOTD outperforms PITF and other five methods available. Fang and Pan [8] proposed Fast-DTT model which is a near linear tensor factorization method to decompose a tensor into factor tensors. Fast-DTT has strong capacity of expression and outperforms traditional tensor decomposition method under NDCG and MAP evaluation criterion. Nguyen et al. [24] proposed a personalized deep learning approach for image tag recommendation that considers the use's preferences, as well as item's content (visual information). Their experiments show that the proposed method has advantages over tag recommendation approach like PITF or Factorization Machine (FM) that is purely based on tagging history. Their proposed method yields up to at least two percent accuracy improvement in two real world image datasets.
In a wide variety of applications, combining the advantage of matrix and tensor factorization is a promising approach. One of the most popular models is the Coupled Matrix-Tensor Factorization where one or more matrices are coupled with a tensor [25] . Luan et al. [26] , [27] proposed a Collaborative Tensor Factorization (CTF) method for recommending points of interest (POIs) based on factorizing a 3-mode Tucker tensor with several matrices. They used an element-wise gradient descent optimization algorithm to solve formulation problem. Their experiments on a real checkin database show that the proposed method can provide more accurate POI recommendation. Narita et al. [28] proposed to use relationships among data as auxiliary information in addition to the low-rank assumption to improve the quality of tensor decomposition. They introduced two regularization approaches using graph Laplacians induced from the relationships among data. One is within-mode, and the other is cross-mode regularization. Ge et al. [29] proposed a tensor-based personalized expert recommendation framework that integrates context factors for revealing latent connections between homogeneous entities (e.g., among the users) and between heterogeneous entities (e.g., users and experts). They adopted within-mode regularization which is defined as in [28] : regularizes factor matrices for each mode using the similarity matrices. Similar to the work in [29] , we also utilize homogeneous information (e.g., tags and tags) and heterogeneous information (e.g., tags and items) simultaneously. But we only regularize factor matrix for mode-1 using tag similarity matrix. Therefore, we develop a different optimization algorithm based on ADMM and apply this method to the tag recommendation domain.
Inspired by the theory of CMTF, e.g., especially the research work [28] , [35] , this work proposes the Tagrec-CMTF model by utilizing a three-order tensor and three side matrices joint factorization for tag recommendation.
III. TAG GRAPH AND MATRIX FACTORIZATION REGULARIZED TENSOR FACTORIZATION MODEL FOR TAG RECOMMENDATION
In this section, the proposed framework is illustrated in Fig. 1 . It mainly contains two parts: coupled matrix-tensor factorization and parameters learning based on ADMM; tag recommendation based on reconstructed tensor. The details of two parts are described as follows.
A. CONSTRUCTING TAG GRAPH REGULARIZED SIMILARITY MATRIX
In order to improve the predictive quality of tag recommendation algorithm, we combine tags co-occurrence similarity and semantic similarity in WordNet to mine potential correlation between tags.
1) CALCULATING CO-OCCURRENCE SIMILARITY OF TAGS
Assuming t i and t j are the two tags in a dataset, then the measure of co-occurrence similarity between them is defined as:
where |t i t j | represents the number of items t i and t j co-annotate, and |t i t j | represents the total number of items t i and t j annotate.
2) CALCULATING SEMANTIC SIMILARITY OF TAGS
We use the same approach as in [30] . Semantic similarity of tags is calculated according to the semantics of tags in WordNet. Then the measure of semantic simlarity of tag t i and tag t j in the dataset is defined as:
where LCS is the least common super-concept of t i and t j , depth(LCS) is the number of nodes in the path from LCS to root of the taxonomy, N 1 is the number of nodes on the path from t i to LCS, and N 2 is the number of nodes on the path from t j to LCS.
3) LINEAR INTEGRATION OF TWO SIMILARITIES AS THE FINAL SIMILARITY
From (1) and (2), we can obtain the co-occurrence and semantic similarity of tags. In order to make the two formulations complement to each other, we use linear function to fuse them as follows:
4) CONSTRUCTING THE FINAL TAG GRAPH AS REGULARIZATION TERM
Graph regularization has been widely used in dimensionality reduction, clustering and semi-supervised learning [31] - [33] . We construct an undirected graph G = (V , E) on tags, named tag graph, whose vertex set V corresponds to tags
1. represents the first row vector of latent feature factor matrix U (1) , |T | is the total number of tags in the dataset, E is edge set. The weight of edge E ij made up of vertex V i and vertex V j is B i,j .
The key assumption of tag graph regularization is that if two tags t i and t j are similar, the tag latent features vector u (1) i. and u (1) j. discovered by tensor factorization (TF) procedure are close to each other. The graph regularization on tag graph can be achieved by minimizing the following objective funciton:
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where B i,j is the similarity between tag t i and t j computed from (3), u
i. is the ith row of latent feature factor matrix U (1) , u (1) j. represents jth row of latent feature factor matrix U (1) , tr(.) denotes the trace of a matrix, and L = D − B is called the graph Laplacian with D being a diagonal matrix whose diagonal entries are row sums of B, D ii = j B i,j .
B. CONSTRUCTS TAG-ITEM MATRIX C AND TAG-USER MATRIX D
Assuming all tags in the system are regarded as document sets, the entry C i,j of matrix C denotes the weight of tag i annotates item j. The C i,j is defined as:
where Num(i, j) indicates the number of times that tag i appears in the tag sets of the item j annotated by all users, |I | is the total number of items in dataset, and M i indicates the total number of items that have been annotated by tag i. Similarly, assuming all tags in system are regarded as document sets, the entry D i,j of matrix D denotes the weight of tag i is used by user j. The D i,j is defined as:
where Num(i, j) denotes the number of times that tag i appears in the tag sets of the user j annotates all the items, |U | is the total number of users in dataset, and N i indicates the total number of users who have annotated using tag i.
C. JOINT CP TENSOR, TAG GRAPH AND TWO AUXILIARY MATRICES FACTORIZATION MODELS
A straight way to integrate auxiliary tag graph prior knowledge and the factorization information of two matrices to the basic tensor completion model as regularization terms is to impose smoothness constraints for latent feature factors. By doing so, we are able to regulate latent representations of two similar objects to make them as close as possible. Hence, we can formulate the CMTF-based tag recommendation as the following objective function:
where X − U (1) , U (2) , U (3) 2 F is the term that is used to solve CP factorization, X is the tensor constructed from dataset, and X k,j,i = 1 indicates that we observe user i annotated item j with tag k , otherwise X k,j,i = 0. From the view of subspace learning, U (1) ∈ R |T |×k , U (2) ∈ R |I |×k , U (3) ∈ R |U |×k can be viewed as feature representations in the latent tag, item and user subspaces, respectively, where k min(|T |, |I |, |U |) is the number of latent factors as the rank of a tensor. Matrices B, C and D are all normalized before joint factorization.
The second term
F is a Tikhonov regularized term used to avoid over-fitting and provide a unique solution.
The third term α 2 tr(U (1) T LU (1) ) is tag graph regularized term. The fourth term
F is matrix factorization of C in the latent tag and item subspaces. The fifth term
F is matrix factorization of D in the latent tag and user subspaces.
T denotes the observed tagging behavior value, W is a non-negative tensor with the same size as X with W k,j,i = 1 indicating that user i annotated item j with tag k is observed, otherwise W k,j,i = 0, * is a Hadamard product operator, α controls the contribution of auxiliary information between tags, β controls the contribution of matrix factorization of tag-item C and tag-user D, and λ is the regularized parameter used to avoid over-fitting.
D. THE OPTIMIZATION ALGORITHM OF ADMM
Given the incomplete tensor and auxiliary matrices, our goal is to reconstruct the tensorX for tag recommendation. Motivated by [34] and [35] , we now develop an algorithm to find optimal solutions under the framework of ADMM that can be considered as an approximation of the method of multipliers. The objective function (7) can be rewritten in the form of a partial augmented Lagrangian function as:
= Z (1) 0, n = 1, 2, 3.
where Y (n) (n = 1, 2, 3) is the matrix of Lagrange multipliers, η > 0 is a penalty parameter, and < * , * > denotes inner product of matrix. Equation (8) can be minimized iteratively to update
}, X , respectively. The details are as follows. Updating Z (1) , Z (2) , Z (3) . To update the variables Z (1) , Z (2) , Z (3) , it is sufficient to solve the optimization VOLUME 6, 2018 problem by computing as doing in (9), where n = 1, 2, 3.
Write Z , Y , U as the matrices consisting of column vectors, i.e., Z = [Z 1 . . . Z k ], in which Z i is the ith column vector and k is the number of latent feature factors in the unify tensor-matrix factorization. Note that Z i , Y i , U i are column vectors. Z (n) can be updated efficiently by solving these optimization problems, as shown below:
where n = 1 in (9) .
where n = 2 and 3 in (9) .
Let
As a result, we have
By (12), it follows that
By applying the eigen-decompostion to L = V V T , we can rewrite the equation above as:
where I is the identity matrix with the same size as L, and η t I + α is a diagonal matrix. Since L is eigen-decomposed at the beginning of the optimization, (η t I + α ) −1 can be efficiently computed by only reversing the entries on the diagonal of η t I + α instead of calculating the inverse of the whole matrix as done in [34] . From (11) , it holds that:
where n = 2 and 3.
Updating U (1) , U (2) , U (3) . To update U (1) , U (2) , U (3) , we can rewrite objective function (8) as:
where n = 1, 2, 3;
, is the Khatri-Rao product, and X (n) is the mode-n unfolding of the tensor X . Then we have the equations for updating U (n) as follows:
where I is identity matrix, and T is transpose of a matrix. Updating X . To update X , we have the following subproblem [35] :
where the entries of T in the index set W are given while the remaining elements are missing. By introducing Lagrangian multiplier Q for the constraint X W = T W , we write the Lagrangian function of (20) as follows:
Let ∇ X ,Q F = 0, we have the Karush-Kuhn-Tucker(KKT) conditions:
t+1 , U
t+1 )+Q W = 0 and X W −T W = 0. where Q W denotes the entries of Q in the index set W are given while the remaining elements are missing.
By deriving simply the KKT conditions, we have
where W c is the complement of W that is equal to 1-W, i.e., the set of indexes of the unobserved entries.
Updating Y (n) . To update Y (n) , applying the classical Augmented Lagrangian Method (ALM) (see, e.g., [36] ) to (7), we obtain the following :
Updating η. Some scholars have observed that ADMM with a fixed η can converge very slowly and it is nontrivial to choose an optimal fixed η. Thus a dynamic η is preferred in real applications [37] . We can accelerate our optimization algorithm by adaptively updating η. Update η according to
Based on the description above, the whole optimization process based on ADMM is summarized in Algorithm CMTF_ADMM as follows.
After solving the proposed optimization problem, we obtain reconstructed and completion tensorX . Every entry inX represents a quadruplet (t, v, u, p), where p indicates the likeliness we observe user u annotated item v with tag t . Tags can be recommended according to the corresponding weight of (u, v) pair which is defined as a post in [39] , If the user u tags the item v, and if user u wants to be recommended to N tags, then select the corresponding N tags with the highest weights. 
IV. EXPERIMENT ANALYSIS
In this section, we show the efficacy of our approach through experiments on two real-world datasets. The proposed approach is implemented in MATLAB 2015. All the experiments are conducted on a computer with Intel CPU G2020 processor (2.9GHz) and 12 GB memory.
A. DATASETS
We use two datasets to evaluate the performance of our proposed model, including Last.fm, 1 and Bibsonomy. 2 The first dataset comes from the 2nd International Workshop on Information Heterogeneity and Fusion in Recommender Systems (HetRec 2011). 3 The second dataset is from the social bookmark and publication sharing system Bibsonomy (2015-January-01 dump). The overall dataset statistics are given in Table 1 , where |U| is the number of users, |I| is the number of resources, |T| is the number of tags, |TAS| is the number of tag assignments, and |P| is the number of posts.
B. EVALUATION METHODOLOGY AND METRICS
In this section, we describe the evaluation protocol and metrics we used. The results are discussed in the next section.
In the experiment, we use a variant of the leave-one-out [41] estimation called LeavePostOut, which has been adopted in [5] - [7] and [38] . For each user in the dataset S, we remove all triples the user has given one item to test set S test . The remaining observed tag-item-user triples are the training set S train := S\S test . Then we learn the models on S train and predict top-N lists for each removed posts in S test . For each tag assignment (u, i, T u,i ) from the test set, we compare the setT u,i of recommended tags with the set T u,i of true tags. Then the popular metrics precision, recall and F1 measure of a recommendation algorithm are defined as follows:
When the number of recommended tags N is small, the precision is high and the recall is low; when N is larger, the precision is low and the recall is high. Therefore we measure F1 (the harmonic mean of precision and recall) from top-1 to top-10 of each post.
C. EXPERIMENT RESULTS
We compare our algorithm to four baseline tag recommendation algorithms as follows: 1. MostPopular u,r This algorithm joins both components using a simple linear combination of the most popular tags by user (MostPopular u ) and most popular tags by resource (MostPopular r ) [39] .
2. CP CP is a traditional tensor factorization method. In a special case of (7), α, β, and λ are all equal to 0.
3. PITF The PITF results reported in this work are calculated using the open-source software provided by the University of Konstanz 4 [6] .
4. LDA Latent Dirichlet Allocation (LDA) is a probability model that is used to recommend tags in [40] . The LDA results presented in this work are calculated using Matlab Topic Modeling Toolbox 1.4 5 with 1000 latent topics for two datasets.
The experiment is conducted on datasets in Table 1 . Parameter k denotes the rank of CP factorization or the dimension of latent factor subspace. Here, we conduct the experiment under the situation that the dimensionality equals to 60. The reason that we choose 60 is that the prediction performance of Tagrec-CMTF saturates with 60 latent factors. To have a fair comparison, we ensure CP, LDA, and PITF also achieve their best performances, CP with 60 latent factors, LDA with 1000 latent topics, and the PITF with 64 latent factors and 50 iterations are chosen after tuning. Parameter γ is the weight of co-occurrence similarity which equals to 0.9, and the regularization parameters α, β and λ equal to 0.01, 0.001 and 0.001, respectively. Later experiments illustrate the evaluation of each parameter. Fig. 2 The reason why the proposed approach can achieve better results is that by utilizing auxiliary information during the process of tensor factorization, our algorithm alleviates the sparsity problem and avoids overfitting. Specially, it is tag graph and auxiliary matrices, as prior knowledge, that contribute to the prediction quality.
D. IMPACTS OF PARAMETERS
There are five parameters should be tuned in our proposed model: k, α, β, λ, and γ . It is not feasible to tune all combinations of these parameters. In fact, the experimental procedure is as follows. We first found a suitable tensor dimensionality k. Then we fixed tensor dimensionality k and changed the value of α, β to study the effect of tag graph and matrix factorization of C and D. Experimental results show that these two parameters in a broad range of α <0.1, β <1 achieve the stable F1-average. Next, we fixed k, α, β and changed the value of λ to study the effect of Tikhonov regularization term. Finally we fixed k, α, β, λ and tuned γ .
1) IMPACT OF TENSOR DIMENSIONALITY
The dimensionality k controls the number of latent feature factors or the rank of CP in the unify tensor-matrix factorization. In practice it is NP-hard to specify the true rank of the tensor without prior knowledge. As done in [6] , [8] , and [13] , we investigate the impact of dimensionality parameter k by varying it from 10 to 100, while other parameters are set to 0. Fig. 3 shows the top-N F1-Measures on two datasets under different tensor dimensionalities. We can observe that F1 keeps increasing with larger dimension. However, almost no increase can be observed when k reaches 60. Overfitting occurs when k is greater than 60. Furthermore, larger k requires more computing power. As a result, we set k to be 60 in algorithm comparison. 
2) IMPACT OF α AND β
In this subsection how the changes of two critical parameters α and β can affect the final recommendation performance is discussed. Recall that α controls the influence weight of the tag regularized graph on the algorithm and β controls the influence weight of the tag-user, tag-item auxiliary matrices on the algorithm. They control the weight our algorithm should incorporate the information of the auxiliary information. Experiment is conducted on the Last.fm dataset where the dimensionality k is set to 60 and the average F1 value from top1 to top10 is reported by varying α and β from 0.001 to 10. The result of the experiment is shown in Fig. 4 .
From the results in Fig. 4 , we can observe that the average F1 of the algorithm achieves the highest value when parameters α equals to 0.01 and β equals to 0.001. This indicates that the two parameters are related to each other, while the tag regularization graph is more significant. We also can find from the results that parameters setting of α < 0.1, β < 1 achieve the stable F1-average. So in this work, these parameters α is set to 0.01 and β to 0.001 to predict the final tag recommendations performance. 
3) IMPACT OF λ
In this subsection how performance varies with parameter λ changing while other parameters are fixed as: k equals 60, α equals to 0.01 and β equals to 0.001. The search for λ ranges from 1e-5 to 1e-1 with points from {1e-5, 1e-4, 1e-3, 1e-2, 1e-1}. Fig. 5 presents the sensitivity of performance on two datasets. From the Fig. 5 , we can observe that the average F1 of the algorithm achieves the highest value when parameter λ equals to 0.001 on the dataset Lastfm and Bibsonomy.
4) IMPACT OF γ
Recall that γ controls the weight of tags' co-occurrence similarity. After other parameters are fixed as: k equals 60, α equals to 0.01, β equals to 0.001, and λ equals to 0.001, we report the result of the algorithm by varying γ from 0.1 to 1 with a step size 0.1. In a special case, only co-occurrence similarity of tags is utilized when γ equals to 1. Fig. 6 shows that there is no improvement when γ reaches 0.9 on the Lastfm dataset. Similar pattern is observed on the Bibsonomy dataset.
E. DIFFERENT OPTIMIZATION STRATEGY
To demonstrate the effectiveness of the proposed ADMM algorithm to train the proposed model, we compare the performance of tag recommendation with a different optimization algorithm presented at [28] , which uses L-BFGS optimization algorithm for both of CP-decomposition and Tucker decomposition.
Let (27) By taking the derivative over L 1 for U (1) , U (2) , U (3) , respectively, we obtain
+ αLU
+ U (2) [(U (3) T U (3) ) * (U (1) T U (1) )] + λU + U (3) [(U (2) T U (2) ) * (U (1) T U (1) )]
where X (i) denotes the mode-i tensor unfolding ofX , denotes Khatri-Rao product, * denotes the Hadamard product. After that, the objective function (7) is optimized by using L-BFGS update.
As shown in Fig. 7 and Fig. 8 , the results indicate the consistent F1 improvement with less training time achieved by the ADMM based on optimization compared with L-BFGS based on optimization.
F. COMPLEXITY ANALYSIS
In terms of the time complexity, the main computation time of the proposed framework including performing eigen-decomposition in (14) , E (n) , U (n) in (17)- (19) and X in (21) . Assume that there are I 1 tags, I 2 items and I 3 users in the social tagging system. The time complexity of performing eigen-decomposition isO(k 2 n I n ). Moreover, the time complexity of computing E (n) , U (n) in (17)- (19) and X in (21) 
Algorithm1 is O(T (N + 1)k
N j=1 I j ), where T is the number of iterations [35] .
From the view of running time, we report the computational times to train the models. In addition, the computational times to train the competitive models are also reported in Table 2 . Note that PITF was implemented in C++ language.
From the Table 2 , we can observe that finding a more efficient CMTF-based tag recommendation model is still a challenge topic.
For the space complexity, the storage space of TagRec-CMTF is O(k(I 1 + I 2 + I 3 )) , which is smaller than that of the original tensor, since the factorization rank k min(I 1 , I 2 , I 3 ).
V. CONCLUSIONS
In this paper, we propose a tag recommendation approach named Tagrec-CMTF. Some critical properties of the proposed approach are that it can alleviate data sparsity, missing value and over-fitting problems suffered by most matrix / tensor factorization in social tagging system, since the approach infuses the homogeneous and heterogeneous information of the tag simultaneouly. Moreover, the objective function (8) has no closed-form solution because it is not convex with respect to variables Z (1) and U (1) together, we develop an efficient algorithm based on ADMM framework to solve the problem. In the experiment process, the impact of the parameters used in TagRec-CMTF on the final results is discussed. Our experiments show that the TagRec-CMTF has several advantages over state-of-the-art methods.
