Abstract
Introduction
One of the challenges put in a front of researchers is to build natural conversational interfaces. When we speak about speech-based interfaces for computer system, we refer to two basic technologies: speech recognition and speech synthesis. The goal of synthesis systems is to provide the spoken output to the users by generating speech from text. Speech synthesis is used in: spoken dialog systems, applications for blind and visually-impaired persons, applications in telecommunication, eyes and hands free applications.
Speech synthesis methods can be grouped into three categories: articulatory synthesis, formant synthesis and concatenative synthesis. Articulatory synthesis is based on physical models of the human speech production system. Main reasons why articulatory synthesis has not lead to quality speech synthesis is the lack of knowledge of the complex human articulation organs [5] .
Formant speech synthesis is based on rules which describe the resonant frequencies of the vocal tract. The formant method uses the sourcefilter model of speech production, where speech is modelled by parameters of the filter model. Rule-based formant synthesis can produce quality speech which sounds unnatural, since it is difficult to estimate the vocal tract model and source parameters [5] .
More natural sound speech can be produced using concatenative synthesis. These techniques use stored basic speech units (segments), which are concatenated to the word sequences according to a pronunciation dictionary [4] . Special signal processing techniques to smooth the unit transitions and to model the intonation are used. Such systems can produce quality speech which often lacks of naturalness, since the concatenation methods cannot efficiently model the prosodic characteristics of speech.
Methods which are able to produce more natural speech are a generalization of the concatenative synthesis which is based on dynamic selection of basic speech units from a large speech corpus. This method is also known as the corpus synthesis [4] .
These methods consist of mainly two parts: procedures for selection and training of basic synthesis units and the part for the synthesis, where the phonetic and prosodic information is used for speech signal generation. One of the most promising methods is the use of context dependent phone models, which are modelled with hidden Markov model (HMM) [14] .
Recently we can find trainable synthesis systems for Japanese [14] , English [1, 6, 13] and for a few other languages [3, 16] . For Croatian speech synthesis, so far only experiments using diphone concatenation synthesis has been reported [2] .
The paper is organised as follows: in section two we present the system architecture, the third part describes the source filter model of speech production, the fourth part describes the HMM methodology used for speech signal features generation and then the Croatian speech corpus used for the experiments is described. The seventh part is dedicated to speech synthesis experiments. At the end we conclude with Discussion and Conclusion.
Trainable speech synthesis
In speech recognition the goal is to find the spoken words in the speech signal. From the feature vectors using the Viterbi algorithm the most probable path through HMMs is used in order to find the spoken words [11] .
In speech synthesis the same procedure is used to find the most probable path through HMMs that can generate the speech signal feature vectors. The speech signal can be then synthesised from so generated feature vectors. Generated feature vectors from HMMs describe mel-cepstrum, pitch and duration of contextdependent phones. Figure 1 gives the overview of the HMM based speech synthesis systems. The inputs to the system training are speech utterances and their phone level transcriptions.
The training part includes spectral parameters and excitation parameters extraction. The feature vectors of extracted mel-cepstrum and fundamental frequency F 0 parameters, together with their dynamic features, are concatenated and used for HMMs training of contextindependent and context-dependent acoustic models. The training of phone HMMs using pitch and mel-cepstrum simultaneously is enabled in a unified framework by using multispace probability distribution HMMs and multidimensional Gaussian distributions [12] . The simultaneous modeling of pitch and spectrum resulted in the set of context-dependent HMMs. Context-dependent clustering of Gaussian distributions was performed independently for spectrum, pitch and duration because of the different clustering factor influence.
In the synthesis part, from the set of contextdependent HMMs according to the symbols in the entry text, the speech parameters are generated. The generated excitation parameters and mel-cepstrum parameters are used to generate the speech signal using the source-filter model.
The advantage of this approach is in capturing the acoustical features of context dependent phones using the speech corpora. Synthesized voiced characteristics can be also changed easily by altering the HMM parameters and the system can be easily ported to a new language. 
The source-filter speech model
The source-filter model of human speech production is the basis of many speech synthesis approaches. Speech can be viewed as the output of a linear filter excited by a sound source. Typically the sound source has a voiced sound component and an unvoiced sound component. The filter simulates the frequency response of the vocal tract and shapes the spectrum of the signal generated by the source. Figure 2 shows a source filter speech synthesis model where an impulse train for voiced sounds or white noise for unvoiced sounds is used as input to a time varying filter. For voiced fricatives mixed model is used by combining impulse train and white noise at the same time.
The z-transform of the speech signal S(z) can be modelled using
where U(z) is the excitation model and H(z) the transfer function of the filter model representing the vocal tract response. Linear predictive coding (LPC) source-filter model is widely used because it is fast, simple and an effective way of estimating the main parameters of the speech signal. LPC model predicts the current speech sample from the linear combination of its past p samples ) (
where p is the order of LPC analysis.
Another source-filter model approach is the Mel Log Spectral Approximation (MLSA) filter based on mel-frequency cepstral coefficients (MFCC) [7] (3) where c(m) are the mel-cepstral coefficients and is frequency compression parameter, which is used to compress mel-scale in order to approximate the human sensitivity to the frequencies of the speech signal.
Speech signal features generation using HMMs
A hidden Markov model (A, B, ) is defined by its parameters: A -state transition probability, B -output probability and -initial state probability.
Let us have the HMM that contains concatenated elementary triphone or monophone HMMs that correspond to the symbols in the word w, which has to be synthesised.
The aim of the speech synthesis is to find the most probable sequence of states features vectors x from the HMM . Figure 3 shows the model in state q i at time t i . X qi is the M-dimensional generated feature vector at the state q i of the model Practically we use Viterbi approximation of (5), because theoretically we have to search for the all possible paths through model which is too time consuming
The state sequence q of the model can be maximized independently of
Let's assume that the output probability distribution of each state q i is one Gaussian density function with a mean vector µ i and covariance matrix i . The HMM model is set of all means and covariance matrices for all N states: ) , .., , , , (
(8) Then the log-likelihood of (6) 
In [8] a fast algorithm is given for the solution of equation (9).
Croatian Speech Corpus
The speech corpus is the essential part of all spoken technologies systems. The quality and volume of speech data in corpus directly influences the performance of the system. Enough speech data is essential in all statistical approaches to speech modelling such as HMMs in order to estimate all the parameters of the models. The training of the HMM models for speech synthesis is based on speech data utterances and their transcriptions. Croatian speech corpora used for speech synthesis training contains speech of one professional speaker of the national radio. The speech was recorded using a PC with an additional Hauppauge WINTV/radio card.
The radio broadcasted speech signals were sampled with 16 KHz and stored in a 16-bit PCM encoded waveform format. Mel-cepstrum and fundamental frequency F 0 was calculated for each utterance using the SPTK tool [17] .
The speech is organized in 1111 spoken utterances lasting 85 minutes and containing 12265 words where 3840 are different. Language perplexity of the bigram model is 23.59. The phonetic dictionary contains accented words. Our system differentiates vowels with (marked by a :) and without accent including the occurrence of r as a vowel. The number of seen cross-word triphones in the speech corpora is 8290 which is about 14% of the number of all possible triphones (60521).
The speech utterances are transcribed on the word level so before training we had to perform initial phone level segmentation. Phone level segmentation was achieved using automatic alignment of speech signals and word transcriptions, which is based on monophone HMMs [9] . The automatic segmentation is performed using the forced alignment of the spoken utterance and the corresponding transcription using the monophone speech recognizer.
The forced alignment assumes that all phonemes in the utterance are having initially the equal segmentation distribution. The monophone recognizer was trained on the same data that was automatically segmented. The monophone HMMs are containing 5 states. Ten iterations of Baum-Welch training were used to estimate the monophone models parameters. Finally the number of mixtures output Gaussian probability density functions per state was increased to 20. Further the Viterbi algorithm was used to find the most likely sequence of HMM states. The results of the Viterbi algorithm are automatically segmented monophones which are used as the input for the speech synthesis training procedures.
The overall phone correctness of the used 20 mix monophone recognizer is 78.62%. Figure 4 shows the distribution of all phonemes in the speech database and correctness of automatic phone-level segmentation. Phoneme correctness was determined by taking into account substitution and deletion errors [9] .
Additionally, the automatically segmented phones were inspected and corrected. Human experts audio-visually adjusted automatically segmented phones using the signal spectrogram and signal transcription. Phone boundaries where especially adjusted for phonemes with lowoccurrence. 
Speech Synthesis Experiments
The training of the models was performed using HTS (HMM Based Speech Synthesis System) [18] which is an extension to the HTK Toolkit [15] .
The speech signals where windowed using a 25 ms Blackman window and 5ms frame shift. The feature vector consists of spectral and excitation (pitch) parameters. The spectral feature vector consists of 25 mel-cepstral coefficients including the zeroth coefficient and its delta and acceleration coefficients. The pitch feature vector consists of log F 0 and its dynamic parameters (delta and acceleration). The HMMs were embedded-trained on the features vectors consisting of spectrum, pitch and their dynamic features.
We used 7 states left to right HMMs with no skip, where the first and the last states are noemitting states. First we trained 41 monophone models, 36 for the Croatian phone set including accented and not accented vowels and 5 for special events like breathing, pause, noise etc.
The triphone models were made out of monophone models and trained. Then the state tying procedure based on 216 Croatian phonetic rules was performed, and tied triphone models were reestimated [10] . The phonetic rules describe the class of the alophones according to their articulatory and acoustic characteristics. According to the state clustering of the models the F 0 and duration clustering trees were built as shown at Figure 5 . The clustering trees were built separately because different context clustering factors are relevant for spectral part clustering, pitch clustering and duration clustering.
State duration densities were modeled by multivariate Gaussian distribution. The dimensionality of state duration density is equal to the number of states of corresponding HMM. The last step in the training part is parameter generation for unseen triphones according to the Croatian phonetic decision trees.
The synthesis part used prepared contexdependent HMMs, and state duration and pitch trees for generating the sequence of feature vectors for the test text. According to the phoneme sequence in text labels the contextdependent HMMs were concatenated. State durations of the sentence are determined by maximizing the likelihood of state duration densities. According to the obtained state the sequence of mel-cepstral coefficients and logF 0 values including voiced/unvoiced decisions are determined by maximizing the output probability of HMM [12] . Finally the speech is synthesized from generated mel-cepstral feature vectors and pitch values using the MLSA filter.
Speech synthesis results
The text-to-speech test included 41 Croatian sentences. The text labels were transformed into triphone format. For each sentence the speech in raw format, pitch and duration were generated. Figure 6 presents the result of generated speech for the sentences:
"Vjetar u unutrašnjosti ve inom slab, na Jadranu umjerena i jaka bura. <uzdah> Najviša dnevna temperatura od minus jedan do plus tri stupnja na Jadranu od deset do petnaest."
From the top the pitch, spectrogram and raw signal are shown. 
Discussion and Conclusion
In this paper we presented the HMM based Croatian speech synthesis system. The text-tospeech system was trained on 85 minutes of Croatian speech organized in 1111 spoken utterances. The used HMM approach is very effective in rapid development of the TTS system for new language. Although the quality of generated speech is "vocoded" buzzy speech it can be understood. This speech synthesis will be incorporated in Croatian weather information spoken dialog system.
Further work on evaluation of intelligibility and naturalness of synthetic speech will be done. The human experts and users will evaluate the system. The rate for intelligibility, overall quality, naturalness and functionality will be collected. In order to improve the context-dependent phone models used for synthesis more Croatian speech material will be recorded and annotated.
