Abstract-In this paper, we propose a novel system to localize a sound source in any planar direction using only two microphones. In our system, the two microphones are asymmetrically placed on a sphere, thus, 1) the diffraction by the sphere and the asymmetrical arrangement of the microphones give the localization cue including the frontback judgment, and 2) unlike the dummy head system, no previous measurements are necessary due to the analytical representation of the sphere diffraction. To deal with reverberation or ambient noises, we consider the maximum likelihood estimation of the direction of arrival with a diffuse noise model on a sphere. We present a real system that we built through the investigation of the optimal microphone arrangement for speech. The experimental results show that our system, which consists of two microphones mounted at ±46
I. INTRODUCTION
Localization of sound source is very useful in various acoustic applications such as target tracking, environment monitoring, speaker indexing, and so on. Most of manmade systems are omni-directional pressure-sensitive microphones arrayed in free space. In order to localize a 2D (planar) direction, the system needs three or more microphones since a pair of microphones placed in free space has an intrinsic axial symmetry, which brings the front-back ambiguity to the 2D localization.
On the other hand, many animals including human have the capability of localizing a sound source from any directions with only two ears [1] . The key is to exploit the frequency characteristic of reflection or diffraction by the pinna or the head [2] [3] [4] [5] . By mimicking the auditory systems, several previous works aimed at realizing such abilities such as monaural sound source localization [6] , [7] , estimation of elevation and azimuth direction with asymmetric reflectors like barn owls [8] , [9] , human-like localization based on a dummy head system [10] , [11] , and realization of micro directive microphones [12] [13] [14] [15] . Development of sound source localization by two-channel microphone array would enrich PC applications in particular, since it could be easily installed on a PC using the standard audio input. It could also facilitate the sound source separation based on a stereo signal [16] , [17] .
In this paper, inspired by the human auditory mechanism, we propose a novel system to localize a sound source in any 2D direction using only two microphones. In our system, two microphones are asymmetrically (noncoaxially) arrayed on a sphere, where the diffraction by the sphere, instead of the pinna, and the asymmetrical arrangements of the microphones give the localization cue including the front-back judgment. Unlike the dummy head, our system doesn't require time-consuming HRTF measurements due to the analytical representation of the diffraction by a sphere. A pioneer work has been done by Handzel et al., where they examined through numerical simulations the asymmetric arrangement of two microphones on a sphere and a localization algorithm based on the metric of the interaural level and phase difference [18] . In this paper, to deal specifically with speech sources in real environment including reverberation or ambient noises, we consider the maximum likelihood (ML) estimation of the direction of arrival (DOA) with a diffuse noise model on a sphere. By investigating the optimal microphone arrangement for speech, we have built a prototype system using a wooden ball with a 30mm radius. Adding to our previous literature [19] , this paper includes, 1) the detailed derivation and a specific example of the noise coherence on a sphere, 2) new experiments comparing the localization accuracy between systems with and without a sphere, and 3) more experimental results in real environment.
The rest of the paper is organized as follows. In Section II, we summarize that the relationship between transfer functions from a source to microphones and DOA for the localization without ambiguity. In Section III, the localization algorithm based on ML estimation is presented. For calculating the likelihood, the noise coherence between channels in the presence of the sphere diffraction is also discussed. In Section IV, we show the optimal arrangement, our fabricated system, and experimental results. Finally, the conclusion is given in Section V. 
t , can be written as
where t denotes transpose, S(ω) is the arriving source signal and N (ω) the observation noise. The frequency characteristics H(ω, θ) that depend on the direction of arrival can be written
D in eq. (2) is called the diffraction coefficient, and can be expressed analytically as [20] 
where P n (x) is the Legendre function, h (2) n (x) is the spherical Hankel function of the second kind, a is the radius of the sphere ψ the direction of arrival, and k = ω/c, where c is the sound velocity.
Even if N (ω) = 0 in eq. (1), H L (ω, θ) and H R (ω, θ) cannot be directly observed due to the unknown source term S(ω). Thus, in sound source localization, the Interchannel Transfer Function (ITF) defined by their ratio as
is the significant quantity, which is theoretically independent from S(ω). The interchannel intensity and phase differences, which are often used as cues of localization in a two-channel array, is equivalent to the amplitude and phase of the ITF. For a localization without ambiguity, a one-to-one correspondence between the ITF and the source directions is necessary. Fig. 2 shows the amplitude and the phase of the ITF for a sphere of radius 85mm and an arrangement corresponding to φ = 50
• . Despite the absence of pinnalike structures there, we can see that the diffraction by the sphere alone introduces a significant amplitude difference between both channels. To explore the relationship between the ITF and the source direction, we show several loci of the ITF in the complex plane for the symmetric arrangement (φ = 90
• ) and an asymmetric arrangement (φ = 50
• ) at 1kHz, 2kHz, and 3kHz in Fig. 3 . In the symmetric case, the loci are curves with two endpoints, which means that the ITF is completely overlapped between the front and back directions and these cannot be distinguished (the two endpoints correspond to θ = 90
• and θ = 270 • ). On the other hand, in the asymmetric case, they are closed loops with a few cross-points, which means that most directions can be localized. The ambiguity of the directions corresponding to the cross-points will be solved by integration of the localization results over frequencies. Note that all loci have a common cross-point at ITF= 1, which corresponds to θ = 0
• and θ = 180
• . Our system thus cannot distinguish only these two directions because of the intrinsic left-right symmetry. with the theoretical values shown in Fig. 3 . Furthermore, the reliability of each frequency band should be different depending on each SN ratio. One reasonable way to perform localization in such a case is to apply maximum likelihood estimation based on some stochastic model of the observation noise [21] . Assuming that N (ω) follows a complex-valued Gauss distribution with zero mean and covariance matrix V (ω), the logarithmic likelihood is given by
where h denotes conjugate transpose and
Since the unknown source term S(ω) is present in the expression, we replace it by the ML estimation:
and arrive at the following log-likelihood function for each frequency band.
where some terms which do not depend on the observation are omitted for simplicity. Integrating it over frequencies, the total log-likelihood function can be written as
where ω H is the highest angular frequency in the observation. In the ML estimation described above, the determination of the shape of V (ω) is important. When the noise powers of the left and right channel are equal, the covariance matrix V (ω) can be written
where σ(ω) 2 is the noise power, η(ω) represents the noise correlation, and * denotes complex conjugate. In a reverberant or ambient-noisy environment, the correlation is indeed not negligible especially when the distance between microphones is small. Under the diffuse noise field assumption [22] , [23] where independent plane waves of noise randomly arrive from any spherical directions, we evaluate the correlation statistically as
where Ω is a solid angle,
denotes the direction of noise, and ψ L , ψ R are the angles between left/right microphones and the direction of noise, respectively. Considering the inner product of the 
Hence ψ L , ψ R are obtained by calculating cos −1 of the right sides of these equations. If the microphones are positioned in 3D free space without a sphere, the diffraction coefficient includes only a time delay term
which analytically yields the sinc function η D (ω) = sin(ωL/c)/(ωL/c) [22] , where L = 2a cos φ is the distance between the microphones. In the presence of the sphere diffraction, we can calculate it numerically using the analytical representation of D in eq. (3). An example of resulting noise coherence function is shown in Fig. 4 . The radius of the sphere a = 30mm and the direction of the microphone φ = ±46
• were used in the on-sphere case, and the same microphone distance was used in the free-space case. The function shapes are similar but the coherence decreases faster in the on-sphere case.
The real environment is in fact not a perfect diffuse field, so we assume that
where 0 ≤ α ≤ 1, and determined experimentally.
IV. EXPERIMENTAL EVALUATIONS A. Optimization of the Microphone Arrangement
In order to obtain the optimal arrangement, we examined the relationship between the position of the microphones and the localization accuracy through simulation. As a radius of a sphere, we selected 30mm in having PC application in mind. In this experiment, the source signal was speech, and Gaussian white noises with 10dB or 0dB SN ratio (two conditions were used) were added into left and right observation signals. The source direction θ changed from 0
• to 360
• . The diffraction coefficients in eq. (3) were numerically calculated by MATLAB and stored in a table in advance. The localization in each time frame was done by finding θ that maximized the total likelihood from eq. (9). The localization accuracy was evaluated by the ratio of estimations within ±5
• from the source direction to the whole effective estimations, where only the frames with significant power were considered. For 35
• ≤ φ ≤ 65
• , it was evaluated at intervals of 1 • , and in the outside of the range, the interval was 5
• . The result is shown in Fig. 5 .
For φ > 70 • and φ < 30 • , the localization accuracy is low. It is considered that the near symmetrical arrangement in φ > 70
• and the smaller difference between the observation signals in φ < 30
• cause the decrease of the accuracy. Although the accuracy is almost flat between them, we adopted φ = 46
• which achieves the best accuracy in this experiment.
B. Comparison with Free-Space Arrangement
The localization accuracy in the optimal arrangement (φ = ±46
• for a = 30mm) was compared with one of a free-space arrangement with the same microphone distance (2a cos φ 41.7mm) by means of simulative experiments. The source signal was speech and 0dB independent noise was added to observations. Fig. 6 and Fig. 7 show estimated source directions vs frame powers for θ = 60
• in the free-space case and the optimal onsphere case, respectively. Since there is an ambiguity in a front-back judgment in the free-space arrangement, a front source (−90
• < θ < 90 • ) was assumed there. Only the on-sphere case therefore has to judge front or back, which could be considered unfair.
From Fig. 6 and Fig. 7 , we can see that the estimated directions are close to the true source direction for frames with powers greater than the noise level (shown as horizontal lines in the figures). Fig. 8 shows the localization accuracies for different source direction. As in the previous experiment, the accuracies were evaluated by the ratio of estimations inside ±5
• from the true direction to the whole effective estimations. In the freespace arrangement, the best performance was achieved for the front source (θ = 0
• ) and the accuracy gradually decreases as the source direction moves to left or right side (|θ| → 90
• ). On the other hand, in the on-sphere arrangement, the accuracy is low for the front or back • ) due to the difficulties of the front-back judgment. But except that, the on-sphere arrangement outperforms the free-space arrangement. The sphere diffraction generates not only the phase difference but the level difference between two channels, which probably makes cues for source localization stronger.
C. Fabrication of the Real System
In building our small-sized system, we used two electret microphones (AT805F; audio-technica) and a wooden ball with a 30mm radius. Microphone-size holes were carved in the ball at ±46
• in the equator, and the microphones were fixed there. An internal screw was attached at the south pole position and the ball was fixed to a small Figure 9 . The photograph of the constructed system tripod. A photograph of the constructed system is shown in Fig. 9 . The observation signals can be read using a standard audio input through a microphone amplifier (AT-MA2; audio-technica).
D. Localization Results in Real Environment
In experiments in real environment, speech signals generated by a loudspeaker were recorded by the system. The distance between them was kept equal to 1m and angles from 0
• to 180 • in 30 • intervals were chosen as the source direction. In the environment, several ambient noises, from fan or HDD, and reverberation were present.
The sampling frequency of the recorded signals was 16kHz. The frame length of STFT was 1024 samples (64ms), the frame shift was 512 samples (32ms; halfoverlapped), and a Hamming window was used. As the noise power in eq. (10), a simple white noise model, i.e. σ 2 (ω) = C was used. As for the noise correlation model, both η(ω) = 0 (independent noise model) and η(ω) = 0.5 · η D (ω) (partially diffuse noise model) were examined. Fig. 10 and Fig. 11 show the directions estimated for each time-frequency bin by the independent noise model (left) and the partially diffuse noise model (right), respectively, i.e. the directions that maximized LL(θ; ω) defined in eq. (8) are plotted. The vertical lines in the figures represent the correct source directions. Many estimations are close to them, but they include large variations and wrong front-back judgments, which indicates that the integration over frequencies is essential for accurate localization in real environment. Furthermore, for the independent noise model (left), we can see a large tendency of the estimations for front sources (0 • < θ <
90
• ) to be biased to the front, and similarly for back sources, especially at low frequencies. A reason for this bias is that the correlated component included in the noise is interpreted as the target signal from the direction that yields the highest correlation, that is, the front (θ = 0
• ) or the back (θ = 180
• ) since the noise model doesn't include any correlation components. In contrast to this, for the partially diffuse noise model (right), the biases are reduced. Fig. 12 shows the localization results acquired by integrating the likelihood over frequencies based on the independent noise model, where the estimations from the nearly silent intervals are removed by thresholding. The front and back judgments were rather correctly performed, but they include large variations and biases.
For a stable localization, the log-likelihood function eq. (9) was accumulated over 10 frames and the source direction was estimated every 10 frames (one estimation per 320ms interval). The result is shown in Fig. 13 . The variations are reduced but the biases remained.
Finally, the results obtained by the partially diffuse noise model (η(ω) = 0.5 · η D (ω)) are shown in Fig. 14 , which shows that the biased estimations were compensated and the errors of front-back judgment were less than 10%, which means the diffuse noise model works well. The localization accuracy could be improved by increasing the number of accumulation frames. Thus, a trade-off between localization accuracy and temporal resolution should be determined in every application.
V. CONCLUSION
In this paper, we discussed a novel system capable of localizing a sound source coming from any 2D (planar) direction by using two microphones asymmetrically (noncoaxially) placed on a sphere. Using a ML estimation based on the diffuse noise model, we have constructed a system that performs almost ideally in real environment. The two-channel blind source separation (BSS) based on this system is an interesting future work which we plan to investigate. 
