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Abstract—In a power distribution network, the network topol-
ogy information is essential for an efficient operation of the net-
work. This information of network connectivity is not accurately
available, at the low voltage level, due to uninformed changes that
happen from time to time. In this paper, we propose a novel data–
driven approach to identify the underlying network topology
including the load phase connectivity from time series of energy
measurements. The proposed method involves the application
of Principal Component Analysis (PCA) and its graph-theoretic
interpretation to infer the topology from smart meter energy
measurements. The method is demonstrated through simulation
on randomly generated networks and also on IEEE recognized
Roy Billinton distribution test system.
Index Terms—Phase Identification, Distribution Network
Topology, Smart Meters, Principal Component Analysis, Graph
Theory
I. INTRODUCTION
THE complexity of power distribution networks is increas-ing day by day with advancements in technology and ad-
dition of new and sophisticated components to the power grid.
The concentration of power systems control and monitoring
has traditionally been at the generation, transmission and high
voltage distribution levels. A need for advancement in control
at the low voltage (LV) distribution level arose with the advent
of active distribution networks with intermittent distributed
resources such as solar, wind energy etc., and plug-in devices
such as electric vehicles. Research is actively pursued in the
areas of control and automation of distribution networks, and
in many cases, it is assumed that network topology information
is available [1]–[3].
The topology of an LV distribution network gives the con-
nectivity among its numerous assets such as feeders, distribu-
tion transformers, distributors and consumers. The information
of the underlying network topology is useful for efficient inte-
gration of renewable energy sources and efficient management
of outages in distribution networks [4], [5]. Further, for a
reliable state estimation in a distribution network, accurate
information of the network topology is essential [6].
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Some of the LV consumers operate on single-phase and they
draw power from one of the three phases of a distribution
transformer. The phase connectivity of those consumers also
forms a part of the network topology information. This infor-
mation is important in maintaining load and voltage balances
in the three phases of the distribution transformers and the
distribution feeders. Unbalanced loads on transformers and
feeders lead to higher copper losses and voltage drop, and
consequently affect the life of the assets [7].
The network topology information might not be accurately
available at all time because of changes that take place due
to network reconfiguration, repairs, maintenance and load
balancing [7], [8]. Moreover, the consumers might have a
facility to switch between phases when a phase trips, and,
thus changing the topology. Often, the network operators are
not aware of such changes in the topology [9].
A number of attempts were made to solve the problems
of phase identification, and topology identification. Smart
grid technologies have further intensified the search for new
methods of inferring connectivity. The methods for topology
identification can be classified into two categories: (i) Hard-
ware based methods, and (ii) software based methods.
Hardware based methods include microprocessor based
phase identification system and signal injection device de-
signed for phase measurement [10], [11]. However, the ad-
ditional hardware and staff required for these devices to work,
makes these options costly.
Software based methods have become popular with the
advent of Advanced Metering Infrastructure (AMI) such as
smart meters and Phasor Measurement Units (PMU). These
devices are installed at important nodal points and they gen-
erate large amount of data at regular time intervals which can
be collected and analysed at centralised data centres. In the
literature, researchers have proposed methods for analysing
these data for topology identification.
There were some software based methods which were
presented prior to the development of AMI. One is a search
algorithm to determine phase information using power flow
measurements and load data [12]. Its drawback is that it ig-
nores noise and uncertainty in data. Another method proposed
real–time monitoring of changes in the underlying network
topology based on the status of circuit breakers [13].
The latest methods include optimization based approach to
infer phase connectivity and also network topology from time
series of power measurements [14], [15]. The authors proposed
Mixed Integer Programming (MIP) based solution which is
computationally intensive to solve without relaxing the con-
2straints. In [16], a technique to identify the phases based
on cross-correlation method using the time series of voltage
measurements, is presented. [17] proposed a linear regression
based algorithm for phase identification which considers the
correlation between consumer voltage and substation voltage.
It requires the Geographical Information System (GIS) model
which may not always be available. In another method for
phase identification, data obtained from micro synchrophasor
measurement units (µPMU) is analysed [18]. In [6], [19],
methods were proposed to infer topology from time series of
measurements from PMUs. In [20], an algorithm to identify
the network topology using voltage correlation analysis is
presented. In [21], a hypothesis testing based technique to the
topology identification is proposed using the signals generated
by the PLC network laid in a smart grid.
In this work, we propose a novel method for identifying
the underlying network topology from smart meter energy
measurements. Our approach integrates PCA and its graph-
theoretic interpretation (as shown in [22]) to identify the
network topology from time series of energy measurements,
based on the principle of energy conservation. As a prelimi-
nary, in our prior work [23], we introduced this approach for
phase identification. In this paper, we elucidate our method
in detail and then extend it to solve a problem of network
topology identification.
The rest of the paper is organised as follows. Section II
revisits some necessary preliminaries. The mathematical for-
mulation of the problem is given in Section III. The proposed
solution and algorithms are presented in Section IV. Finally,
the simulation results and conclusions are provided in Sections
V and VI, respectively.
II. PRELIMINARIES
A. Principal Component Analysis (PCA)
PCA is one of the widely used tools of multivariate data
analysis with many applications. It has been primarily de-
veloped as a method for denoising data and dimensionality
reduction [24]. Recently, PCA has been applied to identify a
model in the presence of noise [24], [25]. In this paper, we
will use the method of model identification using PCA from
measurements and, we will revisit it next.
1) Model Identification using PCA: Let zm(j) be defined
as a sample of n variables measured at the jth time instance,
as follows:
zm(j) =
[
zm1 (j), z
m
2 (j), · · · , z
m
n (j)
]T (1)
Generally, the measured values are corrupted by random noise
leading to an error in the samples. The vector of measured
variables can be written as:
zm(j) = zt(j) + e(j) (2)
where zt(j) is the vector of true values of the variables at
the jth time instance and e(j) is the vector of errors due to
noise. It is assumed that the error is normally independent and
identically distributed (i.i.d.) as follows:
e(j) ∼ N (0, σ2eI) (3)
where σ2e is an error variance, N indicates the Gaussian
distribution, and I is the (n × n) identity matrix. The n
variables are linearly related by the following model:
Czt(j) = 0 (4)
where C is a (p × n)-dimensional constraint matrix, with p
being the number of linear relationships. From measurement
vectors available at N time instants, an (n×N)-dimensional Z
matrix can be constructed by stacking zm(j), j = 1, 2, . . . , N
vectors. Eq. (4) indicates that the noise-free data lies in an
(n−p)-dimensional subspace orthogonal to the p-dimensional
subspace spanned by the rows of the C. The objective of
model identification using PCA is to estimate the (n − p)-
dimensional true data subspace and the p-dimensional con-
strained subspace, given the data matrix Z.
In PCA, these subspaces are obtained from the eigenvectors
of the covariance matrix Sz = ZZT . The subspaces are
identified such that the sum of the squared difference between
the measured values and denoised estimates of the values
of the variables is minimised [25]. The eigenvectors of the
covariance matrix can be determined using Singular Value
Decomposition (SVD) of Z as follows:
SVD(Z) = U1S1VT1 +U2S2VT2 (5)
whereU1 is the set of orthonormal eigenvectors corresponding
to the (n−p) largest eigenvalues of Sz while U2 is the orthog-
onal eigenvectors corresponding to the smallest p eigenvalues
of Sz . S1 and S2 are diagonal matrices with the singular values
of Z. It has been shown that SR(UT2 ) ∼ SR(C), where SR(.)
indicates the subspace spanned by the rows of (.) matrix [26].
Then, UT2 satisfies the following relationship:
UT2 z = 0 (6)
Hence, UT2 gives the constraint matrix and it is to be observed
that the constraint matrix suffers from the rotational ambiguity:
UT2 z = Cˆz = QCˆz = 0 (7)
where Q is a non-singular matrix. Hence, the estimated
constraint matrix Cˆ is not unique and may not be the one
which has direct physical interpretation.
A regression model can also be obtained by partitioning the
variables into a set of dependent variables zd having dimension
(nd = p) and independent variables zi (ni = n − p). The
columns of Cˆ corresponding to the zd and zi can also be
partitioned as follows: Cˆ = [Cˆd, Cˆi], where Cˆd and Cˆi are the
(nd×nd)− and (nd×ni)−dimensional matrices, respectively.
Then, from Eq. (7) we obtain
Cˆdzd + Cˆizi = 0. (8)
Since U2d is of full rank, we can express Eq. (8) in terms
of the estimated regression matrix relating the dependent and
independent variables as follows:
zd = −(Cˆd)
−1Cˆizi = Rˆzi, (9)
where Rˆ is the (nd×ni)–dimensional regression matrix. The
regression matrix Rˆ is proven to be unique [26].
The estimate of subspace of C is not optimal in maxi-
mum likelihood sense when the assumption of i.i.d. error in
3Eq. (3) does not hold, e(j) ∼ N (0,Σe). In such cases, two
approaches proposed in [25] can be used to estimate C. Next,
we will describe briefly one of the approaches when the error
covariance matrixΣe is known. For details of both approaches,
refer [25]. The approach transforms the data matrix by scaling
it with cholesky factor of the error covariance matrix. Cholesky
decomposition of Σe is given by:
Σe = LL
T (10)
where L is the (n× n)–dimensional lower triangular matrix.
The noisy data matrix is transformed into Zs as follows:
Zs = L
−1Z = L−1Zt + L
−1E (11)
where E is the error matrix, and Zt is the data matrix having
the true values. The covariance matrix of the transformed
matrix is:
Szs = ZsZ
T
s (12)
It is shown that by applying PCA on Zs, we get an estimate of
the constraint matrix C pertaining to the transformed data, on
which inverse transformation is applied to get constraint matrix
corresponding to original data [26]. We apply PCA to Zs and
get an estimate of the constraint matrix and the regression
matrix corresponding to the original data as follows:
SVD(Zs) = U1sS1sVT1s +U2sS2sVT2s (13)
Cˆ = UT2sL
−1 (14)
Rˆ = −(Cˆd)
−1Cˆi (15)
B. Graph Theory Overview
In this section, certain concepts of algebraic graph theory
pertaining to this work are revised.
1) Graph and Sub-Graph: A graph G = (NG, NE) con-
tains a set of nodes (NG) and edges (NE), whose connectivity
represents a network of physical or abstract elements. A graph
is said to be directed if its edges are directed from one node
to another. S is a sub-graph of G with set of nodes NS ⊂ NG
and set of edges ES ⊂ EG such that ES contains all edges
with both end points in NS .
A graph is said to be connected if there exists a path between
every pair of its nodes, otherwise the graph is disconnected.
The connected sub-graphs of a disconnected graph are referred
to as its components.
2) Tree: A tree is a graph with no circuits (or loops) and
any two nodes in a tree can be connected by a unique path.
A directed tree is similar to a directed graph with its edges
directed from one node to another. A disconnected graph with
its components as trees is called a forest. Fig. 1 shows a
directed forest with three tree components.
In a directed graph or tree, a parent node is a node which has
an edge directed to another node(s) called the child node(s).
In Fig. 1, the nodes 4, 5 and 6 are child nodes to the parent
node 1.
Parent
Nodes
Child Nodes
P1 P2 P3
C1 C2 C3 C4 C5 C6 C7 C8 C9
a b c d e f g h i
Fig. 1: A Forest with three tree components
3) Incidence Matrix: The incidence matrix (A) of a graph,
G = (NG, NE), describes the incidence of edges on nodes
and is defined as follows for a directed graph:
An×e =


+1, if edge j enters node i
−1, if edge j leaves node i
0, if edge j is not incident on i
(16)
where n = |NG| and e = |NE |
Proposition 1
A directed graph (or a directed forest) can be uniquely con-
structed from an incidence matrix, provided there are no self
loops.
Proof 1 The proof of the Proposition is similar to the proof
of Theorem 8 in Chapter 3 in [27].
C. Types of Distribution Networks
Based on the topology of the network, the distribution
networks are classified as:
i Radial distribution network: In this configuration, each
of the feeders and distributors is fed by a single source.
Hence, this type of network is characterized by existence
of a unique path from the source (substation) to each of
the consumers.
ii Ring main distribution network: In this configuration,
the feeders and distributors may be connected to multiple
sources for higher reliability of power supply. Hence,
multiple sources are available for feeding a load, and there
may be multiple paths between such sources and loads.
However, during network operation, the circuit breakers
are configured such that only one source feeds a load, and
an electrically active path between them is unique. Hence,
the active network can still be considered to be radial.
III. PROBLEM FORMULATION
A. Distribution Network as a Tree
The topology of a distribution network can be considered
to be the connectivity between the meters installed at the
substation, feeders, transformers, and consumer mains. A
graph can be constructed by assigning nodes to each of the
meters and the connections between them can be represented
4Substation Node
Feeder &
Transformer
Nodes
Consumer Nodes
Fig. 2: Tree representation of Network Topology
as edges. Since the paths from the substation to each of the
consumers are unique as described in Section II-C, the graph
of a distribution network is a tree as shown in Fig. 2. For the
meters of 3-phase loads and 3-phase transformers, we assign
three separate nodes corresponding to each of the three phases,
in order to maintain consistency with the single-phase loads.
The main advantage of such an assignment is that it also allows
us to determine the phase identity of single-phase consumers1.
B. Energy measurements
Since we assume that smart meters are installed at all the
nodal points in the network, energy measurements in watt-hour
(Wh) are obtained from the meters over for regular time inter-
vals, generally, fifteen or thirty minutes. These measurements
are collected at a centralised location. The measurements are
stacked together to form a data matrix, Z, as follows:
Z =
[
zij
]
(n×N)
(17)
where zij , henceforth denoted as zmi (j), is the energy mea-
surement corresponding to the ith node in the jth time interval,
n is the number of nodes in the network and N is the number
of measurements captured per node.
C. Energy Conservation
In this section, the concept of energy conservation will be
illustrated using an example. Consider a graph of a power
network having eight energy meters (denoted as nodes 1,
2, . . ., 8), connected through seven power lines (denoted as
edges a, b, . . . , g) as shown in Fig. 3. The incoming energy
is captured by an energy meter at each of the nodes.
The principle of conservation of energy implies that the
sum of energies of incoming lines is equal to sum of energies
of outgoing lines at any node. Assuming noise-free readings,
the meter readings at the nodes 1, 2, . . . , 8 in Fig. 3 can be
related via the following equations, by applying the principle
of conservation of energy, for all times j = 1, . . . , N :
zt1(j) = z
t
2(j) + z
t
3(j) (18)
zt2(j) = z
t
4(j) + z
t
5(j) (19)
zt3(j) = z
t
6(j) + z
t
7(j) + z
t
8(j). (20)
1In this paper, the words ‘meters’, ‘nodes’ and ‘variables’ are interchange-
able. Also the words ‘samples’ and ‘readings’ are interchangeable.
Note that the parent node (meter) reading is equal to the sum of
its child nodes (meters) readings in the graph of a distributed
network due to the energy conservation. This principle leads
a set of linear equations between the nodal readings described
by:
zk(j) =
∑
i
zi(j), ∀ k ∈ K, i ∈ Ik (21)
where K is the set of all parent nodes in the graph and Ik is
the set of child nodes to the parent node k.
a b
c d e f g
1
2 3
4 5 6 7 8
Fig. 3: A distribution network with eight energy meters
connected through seven power lines
D. Losses and Errors
In practice, we have to account for various sources of noise
in the measurements to infer the underlying topology using
data. Here, we account for the technical losses, random errors
and clock synchronization errors in the smart meter readings,
and consider them as sources of noise in the measurements.
These sources of noise and their contributions in the measure-
ments are modelled next.
1) Technical losses: The technical losses include the con-
stant losses such as iron losses, dielectric losses, and the
variable losses such as copper losses. The latter vary with the
load in the network and also depend on the length of the lines.
These losses are modelled as errors in the readings as they
affect the energy conservations between the nodal readings.
Let λ be n–dimensional vector of technical losses for the
n lines in the jth time interval. They can be modelled as
Gaussian with a non-zero mean, and heteroscedastic variance
as follows:
λ(j) ∼ N (µλ,Σλ) (22)
where µλ is the vector of means and Σλ is called the error
covariance matrix. The mean captures the sum of the constant
losses and the average of the variable losses while the variance
captures the change in the variable losses. Since there are
no correlations between losses in the different lines, Σλ is
a diagonal matrix with no covariance elements.
2) Random errors in meter readings: The latest ANSI
standard for electricity meters stipulates that electricity meters
must be of 0.2 or 0.5 accuracy class [28]. This indicates that
the meter reading can be in the range of ± 0.2% and ± 0.5% of
true values for 0.2 and 0.5 accuracy class meters, respectively.
This error can also be modelled to be Gaussian with each
variable having a different error variance. The distribution of
the error vector due to random errors ǫ(j) in the readings
during the jth time interval is given by:
ǫ(j) ∼ N (0,Σǫ) (23)
5where Σǫ is a diagonal error–covariance matrix due to uncor-
related errors.
3) Clock synchronization errors (CSE): Though the clocks
of all the meters are assumed to be synchronized, the synchro-
nism may not be perfect leading to time intervals of energy
measurements to be varying. The variation is generally in the
order of milliseconds to few seconds. The error introduced
by this variation is modelled to be a zero-mean Gaussian
distribution as follows:
δ(j) ∼ N (0,Σδ) (24)
where Σδ is an n-dimensional diagonal matrix.
The contribution of the total error in the measurements is
the summation of all errors from these sources. Hence, the
measurements at thejth interval can be written as:
zm(j) = zt(j) + λ(j) + ǫ(j) + δ(j). (25)
It is assumed that the cross-correlation between the different
components of error is negligible and we get,
λ(j)+ǫ(j)+δ(j) ∼ N (µλ,Σe), Σe = Σλ+Σǫ+Σδ. (26)
IV. PHASE AND TOPOLOGY IDENTIFICATION
Throughout this section, the following assumptions are
made:
1) There is no theft of electricity and there are no un-metered
loads in the network.
2) The topology of the underlying network remains unal-
tered while the N measurements are captured.
A. Phase Identification
In the phase identification problem, we can distinguish two
kinds of nodes: (i) three nodes corresponding to the three
phases of a transformer, (ii) consumer nodes. Since each
consumer node is connected to only one of the phases, the
graph turns out to be a forest with three trees. Each tree
has a parent node representing a phase and a number of
child nodes representing consumers. Then, the problem of
phase identification is to determine which child nodes are
descendants of which parent node.
Let us consider the forest shown in Fig. 1. In this forest, the
phase meters are parent nodes, and the consumer meters are
child nodes. Then, the incidence matrix (A) for this network
is given by:


a b c d e f g h i
P1 −1 −1 −1 0 0 0 0 0 0
P2 0 0 0 −1 −1 −1 0 0 0
P3 0 0 0 0 0 0 −1 −1 −1
C1 1 0 0 0 0 0 0 0 0
C2 0 1 0 0 0 0 0 0 0
C3 0 0 1 0 0 0 0 0 0
C4 0 0 0 1 0 0 0 0 0
C5 0 0 0 0 1 0 0 0 0
C6 0 0 0 0 0 1 0 0 0
C7 0 0 0 0 0 0 1 0 0
C8 0 0 0 0 0 0 0 1 0
C9 0 0 0 0 0 0 0 0 1


The sub-matrix corresponding to the first three rows (related
to the parent nodes) of the incidence matrix A provides the
edge connectivity of the given network. Indeed, inferring this
sub-matrix of A from measurements is sufficient to obtain the
edge connectivity of the graph. This connectivity is unique
according to Proposition 1. In general, the incidence matrix
can be split as:
A =
[
Ad
Ai
]
(27)
where Ad are the rows corresponding to parent nodes and Ai
are the rows corresponding to child nodes.
Due to the nature of phase and consumer measurements,
the parent node variables can be taken as the dependent
variables and the child node variables as the independent
variables. With this notation, the regression matrix, R, given
by PCA on measurements, relates the parent and child nodes
in accordance with principle of energy conservation. It can
be verified that the regression matrix R which regresses the
dependent variables on the independent variables is in fact the
matrix Ad with a negative sign. The uniqueness of R makes it
comparable element-wise to −Ad and hence, the connectivity
of the underlying graph can be inferred from R.
PCA assumes the errors in measurements due to noise, to
be i.i.d.. Hence, to apply PCA on measurements, µλ, Σλ, Σǫ
and Σδ are to be estimated from data and Z needs to be pre-
processed. µλ has only three non-zero elements corresponding
to the three phases because the technical losses do not reflect
in the consumer readings. These elements are estimated from
the mean of the total technical loss over all samples. Let P and
C be the sets of rows of Z corresponding to phase nodes and
consumer nodes, respectively. The mean is calculated from
the difference in the summation of phase readings and the
summation of consumer readings, as follows:
µˆt =
N∑
j=1
(∑
k
zmk (j)−
∑
i
zmi (j)
)
N
, ∀ k ∈ P , i ∈ C. (28)
The non-zero elements of µλ, corresponding to each phase,
are estimated as fractions of µˆt proportional to the mean of
respective phase readings. The element of µλ corresponding
to the kth phase is estimated as:
µˆλ(k) = µˆt
N∑
j=1
zmk (j)
∑
k
N∑
j=1
zmk (j)
, ∀ k ∈ P . (29)
The pre-processing step includes separation of µλ from each
of the samples to ensure zero mean noise, as follows:
z˜(j) = zm(j)− µλ, ∀ j = 1, . . . , N. (30)
Σλ has only three variance elements corresponding to the
three phases. They are estimated from the variance in the
total technical loss in fractions of variances of respective phase
6readings. The variance in total technical loss (denoted by lt),
is estimated as:
Var[lt] =
N∑
j=1
(∑
k
zmk (j)−
∑
i
zmi (j)− µˆt
)2
N
, ∀ k ∈ P , i ∈ C.
(31)
The diagonal element of Σλ corresponding to the kth phase
is estimated as:
Σˆλ(k) = Var[lt]
Var[zk]∑
k
Var[zk]
, ∀ k ∈ P , (32)
where Var[zk] is the variance in N readings corresponding to
kth phase. The diagonal elements of Σǫ are estimated based
on the accuracy class of the meters. Let α be the accuracy
class of a meter and as a result, the random errors in all the
meter readings lie within α percentage of the reading. As
nearly all values of a Gaussian distribution lie within three
times its standard deviation, we estimate α percentage of the
mean of the readings as three times the standard deviation of
random errors. The diagonal element of Σǫ corresponding to
ith variable is estimated as:
Σˆǫ(i) =
(
αz¯i
3× 100
)2
∀i ∈ P ∪ C, (33)
where z¯i is the mean of the ith variable. The standard deviation
in the error due to imperfect time synchronization is taken as
the deviation in the reading caused by one second change in
the time interval. For each variable, this deviation is estimated
from the mean of its readings. Hence, the diagonal element of
Σδ corresponding to the ith variable is estimated as:
Σˆδ(i) =
(
z¯i
60T
)2
∀i ∈ P ∪ C, (34)
where T is the time interval of a reading in minutes.
Now, Σe is calculated following Eq. (26). Let Z˜ be the data
matrix after the pre-processing step of error mean separation.
PCA is applied on Z˜ as described in Section II-A1 to estimate
R and the phase connectivity is inferred.
The algorithm for phase identification is given as follows:
Algorithm 1 Phase Identification
1: Start with Z
2: Estimate µλ as per Eq. (29)
3: Subtract µλ from all columns of Z as per Eq. (30) to get
Z˜
4: Estimate Σλ, Σǫ and Σδ as per Eqs. (31) to (34)
5: Calculate Σe using Eq. (26)
6: Compute Cˆ by applying PCA on Z˜ following Eqs. (10)
to (15)
7: Calculate Rˆ as per Eq. (9)
8: Round off Rˆ to truncate deviations due to noise and
numerical residues. In each column, the element closest
to 1 is rounded to 1 and rest 0.
9: Infer phase connectivity from Rˆ
10: End
B. Topology Identification
The solution to the phase identification problem can be
extended to the topology identification problem by visualizing
the tree structures in a layered manner. The nodes of the tree
can be separated into layers with each layer having meters
(nodes) operating at known voltage level, as indicated in Fig. 4.
Any set of two successive layers, when visualised separately,
appears as a forest of directed trees.
Now, the problem is reduced to finding connectivity of
a forest of directed trees, which is similar to the phase
identification problem. By inferring the connectivity between
all possible successive layers, the complete network topology
can be identified.
Voltage Level 4
(Layer 4)
Voltage Level 3
(Layer 3)
Voltage Level 2
(Layer 2)
Voltage Level 1
(Layer 1)
Fig. 4: Layer-Wise Tree representation of Network Topology
Let the layers be numbered from bottom to top as shown
in Fig. 4. Let nl be the number of layers and Nl be the set of
nodes present in layer l. Let zTi be the ith row of data matrix
Z. The following is the algorithm to topology identification:
Algorithm 2 Topology Identification
1: Start with Z and l = 1.
2: while l ≤ nl do
3: Let Z∗ = [zTi ]
T
∀i ∈ Nl+1 ∪Nl
4: Estimate µλ from Z∗ as per Eq. (29)
5: Subtract µλ from all columns of Z∗ as per Eq. (30)
to get Z˜∗
6: Estimate Σλ, Σǫ and Σδ from Z∗ as per Eqs. (31) to
(34)
7: Calculate Σe using Eq. (26)
8: Compute Cˆ by applying PCA on Z˜∗ following
Eqs. (10) to (15)
9: Calculate Rˆ as per Eq. (9)
10: Round off Rˆ to truncate deviations due to noise and
numerical residues.
11: Let Rˆl = Rˆ and l = l + 1
12: Infer the topology from Rˆ1, ..., RˆL−1.
13: End
V. SIMULATION RESULTS
The proposed algorithms are demonstrated through simu-
lations on noisy data sets. The simulations are conducted on
MATLAB R© 2014a.
7A. Phase Identification
The network is built using random number generators in
MATLAB R©, as follows:
1) The number of consumers connected per phase are chosen
randomly (uniformly) between 75 and 100.
2) The N readings for each of the consumer meters are
sampled from one of the three uniform distributions, with
ranges (0− 100), (0− 300) and (0− 500), to account for
consumers with different ranges of loads.
3) Now, the N readings for each of the three phase meters
are determined by summation of the meter readings of
consumers connected to them, respectively.
4) The relative distances of the consumers from the trans-
former are assigned randomly, from a set of numbers.
The product of these distances with respective consumer
readings is taken and scaled to the range (5 − 10). As
the technical losses depend on consumer loads and their
distances from the transformer, these scaled products are
taken as the percentages over the consumer readings
to calculate losses. The losses are added to the phase
readings appropriately.
5) The random errors are introduced by assuming 0.5 accu-
racy class meters.
6) To account for synchronization errors, 15 minute time
interval is assumed and Gaussian error is added, with
standard deviation equal to the deviation in reading
caused by one second change in the interval.
The algorithm is then applied to hundred data sets, with
different values of N (multiples of ni), and the time taken to
arrive at the solution is noted in all the cases (Windows 10,
Intel i5-4200U 1.64 Ghz processor, 6 GB RAM). The time
taken to arrive at the solution against the number of nodes for
different number of readings is plotted as shown in Fig. 5.
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Fig. 5: No. of nodes Vs Simulation time
It can be observed from the Fig. 5 that the time taken for
phase identification is in the order of milli-seconds while an al-
ternate method in [14], which uses same type of data, presents
time taken to be in the order tens of seconds. Assuming that
the computational power used in both the cases to be of same
order, our method clearly outperforms the method proposed in
[14], in terms of time.
To compare the success rate of our algorithm with that
proposed in [14], phase identification of 10 randomly gener-
ated networks with upto 200 consumer nodes, was performed
using both the algorithms and the success rates are reported
in Table I. It can be observed that our method performs better
on this front as well.
TABLE I: Results of comparative simulations
No. of
Samples (N )
PCA based
method
MIP based
method
Success Rate (%)
ni 0 0
2ni 100 10
3ni 100 90
4ni 100 80
B. Topology Identification
The proposed algorithm for Topology Identification is tested
by simulating data for the Bus 2 of Roy Billinton distribution
test system [29], which has 2004 nodes as per our formulation.
The simulation is conducted as follows:
1) The N readings for each of the consumer meters were
sampled from a uniform distribution with mean and
maximum equal to the average and peak loads of the
consumers, as mentioned in [29].
2) The relative distances of the consumers from their source
transformer and that of the transformers from their source
feeders were randomly assigned.
3) The transformer and feeder meter readings, at each of
the N time intervals, are then determined by appropriate
summation of consumer meter readings.
4) The noise in the samples due to technical losses, random
errors and time synchronization errors are added in a
similar way, as described in Section V-A.
The above simulation is repeated 10 times with different
number of readings, N . The success rate and the average time
taken for the algorithm to arrive at the solution, are shown in
Table II.
TABLE II: Topology identification: Simulation results
No. of
Samples (N )
Success Rate
(%) Average Time (sec)
n 10 4.02
2n 100 7.47
3n 100 10.54
4n 100 13.91
5n 100 18.15
VI. CONCLUSION
In this paper, we proposed a novel data-driven approach for
inferring the phase connectivity and network topology of an
LV distribution network. The proposed approach uses PCA
and its graph theoretic interpretation to infer the topology
from energy measurements. The proposed algorithms have
been corroborated by simulation of random networks and also
by simulating Roy Billinton distribution test system.
The proposed method infers the underlying topology accu-
rately when sufficient data is available. Further, the problem
can be solved in the polynomial time, and hence, the solution
can be transferred to practice in a straightforward manner.
8In the future, we propose to use this technique for solv-
ing the problems of detecting changes in the topology, loss
estimation, and detecting non-technical losses such as power
theft. We also propose to extend this approach for inferring
the underlying network for missing data scenario.
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