ABSTRACT
Introduction
The Screened Hydrogenic Model (SHM) is one of the atomic models commonly used in plasma physics. This model determines the energy levels of an electronic configuration as a sum of hydrogenic one-electron energies that are computed with appropriate screened nuclear charges. The SHM used in the average ion model context provides electronic populations with good accuracy and it also allows computing radiative properties [1] [2] [3] [4] [5] [6] [7] [8] such as the opacity or the emissivity, as well as thermodynamic properties such as the equation of state or the shock Hugoniot curves [9] [10] [11] . For this reason the model has been widely used in the simulation of inertial confinement fusion [12] .
In 1930, Slater [13] was the first to introduce the concept of screening constant to calculate the energies of multielectron atoms as a function of the screened nuclear charge, although he only gave empirical rules to estimate these screening constants. Subsequently, Mayer [14] developed a model to computed opacities in plasmas at high density and temperature in which the concept of the average atom was introduced and the SHM was developed and was the first author to compute several sets of universal screening constants.
The theoretical framework of SHM is due to Layzer in the late 1950s [15] , who developed a theory based on the concept of screening to determine atomic spectra. In this theory, each atomic state is characterized by a set of screening parameters instead of a wave function. By using a variational principle, a system of algebraic non-linear coupled equations was derived, the solution of which yield the desired screening parameters. However, this theory is not suitable for on-line calculations since the resolution of the equations is quite time consuming and the screening parameters are not universal.
A new SHM based on the ideas of Mayer was calculated using a self-consistent Hartree-Fock-Slater code by More [16] , who introduced a new set of screening constants obtained from the fit to a database with 800 ionization potentials of 30 elements. The oneelectron states obtained with this set of screening constants are degenerate with respect to angular momentum, i.e., each state was labeled only by the principal quantum number n. To resolve this problem, Perrot [17] applied a first-order perturbation method to the total energy of the More's model to obtain the dependence of the screened charge on the angular quantum number /. However, Perrot's model does not provide a new set of screening constants, but a method to correct the screened charges obtained using the More's screening constants. Since the More's model was derived in the average atom context, a corrected set of their screening constants, better adapted to a detailed configuration description of the atom, was proposed by Marchand et al. [18] .
Faussurier et al. [19] reviewed the theoretical basis of SHM in detail and provided a entire new set of coefficients with /-splitting, obtained from the fit to a database with about 15600 values of Hartree-Fock excitation energies and ionization potentials. This model gives more accurate results than those derived by More and Perrot. The original set of coefficients was computed up to the 6h subshell and recently it has been extended up to 10/ subshell. The authors also provide theoretical expressions to extend the set of coefficients to n > 10 [10] .
All the above models do not consider the splitting due to relativistic effects. Nevertheless, some authors take them into account using the hydrogenic approximation with relativistic corrections [7, 8] , and others, use Dirac's relativistic energy expression for the hydrogen atom for the same purpose [1, 20] . However, currently there does not exist a set of screening constants fit to energy values considering j-splitting.
The previous models compute their sets of screening constants using a fit to atomic energies obtained from self-consistent atomic structure codes. In fact, Perrot when reviewing the theoretical basis of the SHM [17] , concludes that an empirical adjustment of the screening constants is always necessary to obtain good results, because of the crude approximation of using universal screening constants underlying the SHM model basis in which screening parameters do not depend on each atomic configuration. In spite of this, some authors have developed algorithms for ab initio determination of the screening constants, in both a non-relativistic [21] and in a relativistic framework [22] .
There also exist models that do not use screening constants for calculating the screened nuclear charge, such as the model of Nickiforov et al. [23, 24] , wherein charges are obtained with the trial potential method, using analytical screened hydrogenic wave functions.
In a previous paper [25, 26] , we developed a method to obtain the screened charges and the external screening of the SHM from analytical potentials. Using this method and analytical screened hydrogenic wave functions, we proposed a SHM with n/j-splitting. The model was strictly valid for the ground states of He-like to U-like ions due to the analytical potential used [27, 28] and, therefore, it had a limited use for simulation involving excited states, which are important in modeling of NLTE plasmas.
In order to obtain a more flexible atomic model for plasma simulations, in this paper we develop a New Relativistic Screened Hydrogenic Model (NRSHM) based on a new set of universal screening constants obtained by fitting to a database containing a data set of 61,350 high quality atomic data entries. This model has been formulated to treat ground and excited configurations of medium and highly ionized atoms. In Sec. 2, an outline of the model is provided. In Sec. 3 an explanation is given of the structure of the energy level database and the main characteristics of the genetic algorithm (GA) used to fit the screening constants. These are introduced in Sec. 4, together with an statistical error analysis showing that approximately 88% of the data lie within the ±10% error interval. Section 5 is devoted to the validation of the NRSHM, which is performed by comparing energy level values, configuration average energies, and wave functions to results computed using more sophisticated models and experimental data.
Description of the model
As the previous SHM, the NRSHM is based on the independent particle approximation, where each bound electron experiences an effective central potential including the Couloumb interactions with the nucleus and the remaining N -1 electrons. The proposed model considers the relativistic j-splitting, and thus, a fundamental or excited configuration is written as follows: {(n 1 / 1 j 1 ) Pl ,..., (
where n k l¡¿k denotes the set of quantum numbers that label the relativistic subshell fe, and Pk is its occupation number which ranges from 0 to 2j +1. The average energy £ T of an ion in this configuration is given as the sum of Dirac's eigenvalues for hydrogenic ions:
being m e the electron mass, c the speed of light, a the fine structure constant and Qk the screened nuclear charge experienced by an electron belonging to the k subshell, written as [19] :
where Z is the nuclear charge, 5k¡¿ is the Kronecker Delta symbol and akk' is the screening constant. The calculation of these universal screening constants is the primary goal of this work.
Description of the fit

Atomic database
The atomic model is based on a new set of universal screening constants including j-splitting, which are obtained from the fit to an extensive database of atomic energies. This database was built with both energies compiled from the NIST database of experimental atomic energy levels [29] , and energies calculated with the Flexible Atomic Code (FAC) [30] . The database consists of all the ionization and excitation energy values of isoelectronic series from He to Eu. There are at least 20 different electronic configurations in each isoelectronic series. Each energy value in the database corresponds to both simple excitations and ionization energies, for instance, lsi/22s]/2 -> lsi/24p]/2for Li-like ions. Energies corresponding to the j-splitting of a given non-relativistic subshell are also included: [19] . Actually, the database is larger since it also contains energy values of isoelectronic series between Z= 68 and Z= 92. However, in this paper we only present results up to 5p3/2 subshell.
In the fit we have not used energies belonging to either the neutral atom of each element or the first ionization state because we have found that is not possible to obtain a good fit when these are included, as stated by Faussurier et al. [19] . In this regard, the second ionization state of each isoelectronic series of the lanthanides has also been removed.
The fit of the screening constants using a genetic algorithm
For the fit of the screening constants we have designed a procedure based on genetic algorithms (GA), which are stochastic In addition, the GA convergence and final result are only weakly dependent on the initial condition as long as it is chosen randomly and the range of variation is sufficiently broad. They also perform a robust and parametric search, i.e., the convergence is guaranteed, provided that the choice of algorithm parameters is appropriate [31 ] . Since the GA's are efficient in cases where the search is long and complex, and when the solution domain is extensive, they are particularly suitable for obtaining the coefficients of the relativistic hydrogenic screening model. In this case the search space complexity arises from the wide range of atomic data. The GA is initialized starting from the screening constants of Faussurier et al. [19] . Since this set of coefficients does not distinguish the orbitals with different j quantum number, we use the same value for j-splitted orbitals. In a first approximation these values are allowed to vary between ±10%, i.e., a range of variation of ±10 _1 for each screening constant has been established as the new search space. After approximately 100 generations, the convergence is achieved, and a new set of coefficients is obtained. The GA is now initialized from this new set and the range of variation is decreased by an order of magnitude. This process is repeated until the range is ±10~6. The GA is a binary encoded GA with a length of 20 bits per parameter, which produces an accuracy better than one part in a million [31 ] . The selection of individuals in each generation is made with an operator called "roulette wheel", which ensures that the larger the objective function value the greater the likelihood that the individual passes to the next generation. As crossover operator, a basic crossover was implemented with a probability P c = 0.60, so that 60% of the new population in each generation is formed by applying selection and crossover, and the rest only by selection. The mutation operator was set to a rate of 1/20 by bit and by generation. Elitism was also used, which allows the best individual in each generation to be copied to the next. Since the GA is designed to maximize a fitness function, in order to tackle an error minimization problem, the objective function must be in the following form [32] :
where r max is a properly selected upper value. Several expressions for r(i,t), all related to some expression of the relative error, were tested and their results compared. They are briefly described below:
Sum of Relative Errors
where £ exp represents the experimental value of the energy and £mod is the value obtained from the model.
Relative Error with Selection Range
This function explores the idea of selection range and accuracy. The selection range R is an upper limit, that is, the values higher than R do not contribute to the fit, and at the same time, it is used as a measure of the accuracy of the values.
Relative Mean Square Error
The expression for this error is:
N being the total number of experimental data points.
Relative Errors and Maximum Relative Error
This function is a combination of the sum of relative errors and the maximum relative error value [33] .
We have finally chosen the last objective function for obtain the acceptability of the individuals in a population because it yields better results. This function is a simple form of a multiobjective function that directly acts on the worst result of each set of individuals, and at the same time minimize the total sum of errors. Owing to the fact that the GA can yield good mathematical solutions with no a physical meaning, we introduced a method to manage constraints in our GA. We implemented the method proposed in Ref. [34] that does not need a penalization parameter, using a tournament selection operator where two solutions at a time are compared and the following selection criteria are always enforced:
1. Any feasible solution is preferred to any unfeasible solution. 2. Among two feasible solutions, the one having better objective function value is preferred. 3. Among two unfeasible solutions, the one having smaller constraint violation is preferred. 
0)
where unfeasible solutions are compared based on only their constraint violation. The parameter / max is the objective function value of the worst feasible solution in the population and g¡ is the set of constraints [34] .
New set of relativistic screened constants
The set of relativistic screening constants (aw) of the submatrix {fe,fe':lsi/2,5p3/2} appears in Tables 1 and 2 . The fit was carried out subshell after subshell, therefore, the acceptability of a group of coefficients depends on the acceptability of the previous ones. In order to minimize error accumulations a set of statistical and physical criteria was imposed for choosing the best set of coefficients to go forward. They are as follows:
Statistical Selection Criteria: a) Distribution of relative errors must have a peaked structure centered around the origin; b) the mean error and the root mean square error must be as small as possible; c) the maximum relative error value must be as small as possible [19] ; and d) the number of relative error values within the interval [-1%, +1%[ must be as large as possible.
Physical Selection Criteria: a) The values of coefficients corresponding to levels with j-splitting cannot differ by more than a specified limit; b) Since coefficients in a row represent the screening of the outer electrons over the internal ones, their values have to vanish when moving towards the right in a row of the table.
On the other hand, coefficients in a column represent the internal screening, that is, the screening of an external electron due to internal electrons, so their values have to increase up to 1 when moving towards the bottom in a column, c) An acceptable set of coefficients has to yield the minimum energy value for the ground configuration of an ion [19] . Fig. 1 presents relative error distributions of the 61,356 data used for the fit, for the NRSHM, More's model and Faussurier's model. For the two latter models, we computed the energies by substituting in Eq. (2) the screened charges that these models provide, instead of using the non-relativistic expression. The NRSHM has a distribution with a main sharp structure centered around the origin, containing 44.23% of errors in the interval [-1%, +1%[ and 88.29% in the interval [-10%,+10%]. This structure is more symmetrical than those found using Faussurier's or More's model and its wings are also more symmetric and Gaussian-like, due to the fact that the mean error and root mean square error are much lower. Specifically, the mean error is a factor of 3.65 lower than Faussurier's, and the root mean square error is reduced by a factor of 2.08. In relation to the More's model the behaviour is even better. In Fig. 2 we illustrate the accuracy of the fit through the comparison of ionization energy values computed by NRSHM with NIST and FAC values for Ca, Fe, Mo, Sn, Sm and Gd isolectronic series. As it can be seen the agreement is very good and it improves for each isolectronic sequence as the nuclear charge Z rises. This is because with increasing degree of ionization, the electron-electron operator diminishes in relation to the electron-nucleus operator, so the Hamiltonian system becomes more hydrogenic and it is better modeled by the screened hydrogenic approximation. For this reason, we consider it necessary to perform an independent fit for the neutral and quasi-neutral species and thus obtain an independent set of screening constants for them. Nevertheless, since the main application of the SHM is to simulate the atomic physic for high energy density plasmas, neutral and quasi-neutral species are not usually involved in the physics of the problem. The same behaviour is shown in Fig. 3 where the different ionization energies of several ions are plotted.
Results
To check the quality of the model we have compared several atomic quantities calculated with our model, with data obtained by numerical solution of the Dirac equation and with More's and Faussurier's versions of the SHM. We also have compared with proven results both experimental and theoretical from the literature. In the next section we present the results for these comparisons, for configuration averaged energies, electron binding energies, transition energies, and radial wave functions. Table 3 shows comparisons among experimental configuration average energies obtained from NIST [29] with the NRSHM results. The values for moderately and highly ionized ions are very close to the experimental values. As mentioned above the agreement is worse for neutral or quasi-neutral species, and it is clearly confirmed in the case of the neutral iron, where errors around 50% are obtained. This behaviour depends on the number of electron of the atom because the higher the value of Z the more errors are accumulated in the fit of the constants. Therefore, for a low Z material the results for neutral are better, as shown in Table 4 , where experimental values of the configuration average energy for the ground state of several ionization stages of nitrogen and oxygen ions [35] are compared with the ones obtained by different models: Hartree-Fock(HF) [36] , Hartree-Fock-Slater(HFS) [37] , DFT(D) [38] , and the NRSHM. In Table 5 the total energies for several Na-like ions estimated from the current model are compared with the Extended HartreeFock calculations of Fraga et al. [39] , the DFT DAVID code [38] , and with the SHM using the screening constants of More and Faussurier. Again the NRSHM model provides a good agreement for moderately and highly ionized ions providing a relative error in relation to the DAVID results that is lower than the 0.25% in the worst case. We note the good accuracy obtained for heavy elements, when the relativistic effects become important, in relation to the accuracy of the nonrelativistc SHM of More and Faussurier et al.
Configuration average energies
Electron binding energies
Although the fundamental magnitude when describing multielectron atoms is the configuration average energy of one electronic configuration, frequently, the electron binding energies are used as fundamental parameters for calculation of electronic transition energies or oscillator strengths. Faussurier et al. [19] give an extensive discussion of the physical meaning of individual electron binding energies, and explain three different methods for calculating them, namely, the Xa model, the Hartree-Fock model and derivation in 1/2 states. In theXa model [13, 40] , the electron binding energies are calculated by derivation of the total energy, £T, with respect to the population P^ The Hartree-Fock model obtains the binding energies by averaging the kinetic energy, the potential energies of interaction with the nucleus, and the electrostatic interactions between the electrons using screened hydrogenic wave functions. Finally, derivation in 1/2 states assumes that the energy of a transition feo -> lío is equal to the difference between the electron binding energies e£ a and ejf when these quantities are evaluated with the configuration (Pi, ...,P^0 -1/2, ...,P^ +1/2,..., P kmax ). In the same way, e£ a is equal to the ionization potential if the derivation is performed with (P^ 'feo l/2,...,P kmax ) [19[ . Table 6 shows electron binding energies for several Ne-like ions computed with the three approximations and using relativistic expressions (see appendices). We compare our results with the those obtained from FAC [30] , GRASP [41], DFT DAVID code [38] , and Smith's SHM model [22] , As can be seen, theXa type values are closer to the calculations of DAVID code, while the HF type values agree better with GRASP. Thus, we can see that the differences among the numerical models is similar to that found between the NRSHM and any of them. Nevertheless, we remark that for isolated atoms it is better to compute the transition energies as differences between configuration average energies than between oneelectron binding energies as Faussurier et al. indicate in their paper. The real utility of these parameters is found in the average atom approach for computing the average ionization of plasmas where the one-electron binding energies in the Xa approximation are a key piece in the model [10] . Electron binding energies of Au +25 (a.u.) computed with NRSHM using the Xa approximation are shown in Table 7 . They are compared with values computed with the relativistic semiclassical values of D'yachkov and Pancratov [42] , the relativistic SCF calculations of Yabe and Goel [43] , Mabong's values (Mb) [44] , the DFT DAVID code [38] and Rubiano et al.'s RSHM [25] . As seen, the discrepancies of the NRSHM results with respect to the rest of the models are in the same order of magnitude as the diferences among them. Finally, in Table 8 we show electron binding energies for several iron ions computed with NRSHM using both Xa and HF 
Transition energies
Transition energies play an important role in radiative process in plasmas. Since transition energies have been used to fit the screening constants the ability of the NRSHM to compute these quantities was already shown in Fig. 1 . Nevertheless, in order to compare them with other model different to FAC, in Table 9 we show the transition energies for the ground state of Ni-like Xe compared with experimental data measured by Badnell et al. [47] obtained from the paper of Smith [22] . The NRSHM shows good agreement with experimental data and with those obtained from Smith's model, having errors lower than 2.2%.
Wave functions
One advantage of the SHM is that it provides analytical expressions for the wave functions \¡/ n ¡j depending on the screened charges. In this work we use the expressions of Dirac's radial wave functions proposed by Nikiforov et al. [23] .
G níj( r iQníj) - where F n y and G n j are the large and small radial components of the wave function, respectively, expressed in term of the generalized Laguerre polynomials I%(x) that depend on the variable x = 2acr, where c is the speed of light, r the radial coordinate and a a parameter depending on the screened charge, defined as: 
Figs. 4 and 5 show large components of the radial wave function for lsi/2, 2si/2, 2pi/2, 2p3/2 and 3si/2 orbitals of Na-like Al and Ag ions, respectively. The screened hydrogenic wave functions have a reasonable behaviour for inner orbitals but get worse for outer orbitals, although again, the agreement improves as the ionization state increases, since the importance of the electron-nucleus interaction increase with increased ionization.
Summary and conclusions
We have computed a new set of universal screening constants in the context of an atomic relativistic model based on the Dirac's eigenvalue expression. A large energy level database has been used to fit the constants: it contains 61,356 values of ionization and excitation energies. The distribution of relative errors obtained is centered on the origin and has 88% of the errors deviations less than ±10% relative to the values in the database. The model is competitive when comparing with more sophisticated codes and agrees with experimental data across its range of validity. The higher ionization state the better accuracy of the results. It also improves on the results of other screened hydrogenic models that do not include j-splitting. Future work will extend the set of relativistic coefficients beyond the 5p3/2 level.
The model provides in a fast and simple way the atomic data needed to calculate the equation of state and radiative properties of plasmas under LTE or NLTE conditions with a reasonable accuracy. A preliminary version of the model has been integrated in the ATMED code [48, 49] 
