Abstract-Emission source microscopy (ESM) technique can be utilized for the localization of electromagnetic interference sources in complex and large systems. This paper presents a sparse and nonuniform sampling technique for ESM. Compared with the traditional way of acquiring abundant and uniformly distributed scanning points on the scanning plane using a robotic scanning system, the proposed method is much more time-efficient in identifying the major radiation sources, even though the image quality is sacrificed. The feasibility of sparse sampling is mathematically proved, and it is shown that increasing number of scanning points increases the signal-to-noise ratio of reconstructed images. Besides, a nearest neighbor interpolation method is applied in the realtime processing to estimate the radiated power through the scanning plane. Thus, back-propagated images and estimated radiated power can be obtained in the real-time measurement process, which can efficiently and instantaneously provide the locations and the radiation strength of the most significant emission sources.
far-field measurements. Also because of the mechanical restrictions, near-field probes are unable to reach close enough to all locations and components.
Emission source microscopy (ESM) technique, which will be discussed in this work, is an alternative solution for localization and characterization of active radiation sources by measuring the field magnitude and phase over a plane away from the device under test (DUT) and back-propagating the field onto the DUT plane [5] [6] [7] . Similar ideas have been used in the form of the synthetic aperture radar (SAR) technique for antenna diagnostics and antenna pattern measurements [8] [9] [10] as well as for microwave imaging to detect concealed objects and structural defects [11] , [12] .
In previous work on the ESM technique [5] [6] [7] , dense and uniformly-distributed sampling points are picked on the scanning plane using a robotic scanning system. The separation between scanning points should be less than λ/2 in order to satisfy the Nyquist spatial sampling criterion [13] . This way of obtaining field samples can provide high-quality images of radiation sources, but leads to long measurement time.
To minimize the number of required spatial samples in an SAR method, measurement techniques taking sparse and nonuniform samples have been proposed to get real-time SAR images, despite some image artifacts as a result of sparsely measured data [14] .
Based on the work of [14] , this paper presents a similar method of manually selecting sparse and nonuniform sampling points that is applied to the ESM technique. Furthermore, it is mathematically proven that increasing number of samples proportionally increases the signal-to-noise ratio (SNR) of reconstructed image for an ideal point source, allowing to select the number of samples based on the desired image accuracy. This result allows obtaining images of acceptable quality just by a proper choice of number of samples and without any special data treatment such as nonuniform Fourier transform and compressed sensing [15] [16] [17] . The proposed method is especially effective for the localization of the dominant radiation sources (when large SNR of the image is not needed) which are regarded as more significant by electromagnetic compatibility (EMC) engineers. At the same time, the overall source image quality is sacrificed.
Moreover, a nearest neighbor interpolation method is applied to interpolate the field magnitude between the scanning points, so that the radiated power through the scanning plane can be estimated using Poynting's theorem. Therefore, reconstructed source images and radiated power through the scanning plane can be obtained in the real-time scanning process, providing information about the source locations and radiation strength in a time-efficient and effective fashion for the identification of the major EMI sources in a system.
II. SPARSE EMISSION SOURCE MICROSCOPY ALGORITHM
In the ESM system setup, two antennas are needed to get the field magnitude and phase on the scanning plane, among which antenna A is moved on the scanning plane, and antenna B is fixed to obtain a phase reference, as shown in Fig. 1 . Signals from antenna A and B are fed into the ports of a vector network analyzer (VNA) operating in the tuned receiver mode. Two position encoders are used to measure the position of antenna A.
This section briefly introduces the algorithm of twodimensional (2-D) ESM scanning first, after which the relationship between the number of samples and the image quality of sparse ESM is mathematically derived and analyzed. Then, the feasibility of sparse ESM is validated through numerical simulations.
A. 2-D ESM Algorithm
The ESM algorithm is based on the SAR technique, which depends on a 2-D Fourier transform, and can be summarized through the following equation [6] :
The assumption of (1) is that the scanning and source planes are both parallel to the x-y plane, and z 0 is the distance between these two planes. E t (x, y, z 0 ) and E t (x, y, 0) are the tangential fields on the scanning and source planes, respectively.
y is the z component of the propagation vector, where k x , k y are the x and y components of propagation vector, and k is the free space wavenumber [1] . k x and k y are also the spatial frequencies of 2-D Fourier transform. F and F −1 are the forward and reverse Fourier transform operators, respectively. If the fast Fourier transform algorithm is used, even with millions of samples the ESM transformation can be performed within a fraction of second, which makes real-time operation applicable.
B. Mathematical Feasibility of Sparse ESM
The analysis below is performed for the one-dimensional (1-D) case, which can be easily generalized to a 2-D situation.
Let us assume that the signal on the scanning plane is a harmonic function g(x) with the frequency ω 0 and unit magnitude:
is sampled at random locations x 1 , x 2 , . . . , x N , where N is the number of samples. The sampling process can be described as a summation of the products of g(x) with delta functions randomly shifted to the locations x i resulting in the sampled function g s (x):
After applying the continuous Fourier transform on the sampled function g s (x), the spectrum of g s (x) is given by
From convolution theorem
From (4), it can be seen that the spectrum of the randomly sampled harmonic function is a summation of complex exponentials with random frequencies corresponding to the random sampling positions. At the frequency ω = ω 0 , values of all exponentials are equal to 1. So the absolute value at ω = ω 0 in the spectrum is |G s (ω 0 )| = N . At all other frequencies, the summation of N uncorrelated harmonic functions with unit amplitudes is performed. Since the standard deviation of each harmonic function is equal to 1, according to the central limit theorem [18] , the summation of N independent harmonic function (if N is a large number) will follow an approximate normal distribution, of which the standard deviation is √ N and the variance is N .
The analysis mentioned above shows that a random signal will be generated at all frequencies except ω 0 . For convenience, this signal is called noise in this paper (the noise due to the random sampling should not be confused with the measurements noise due to the limited SNR of the instrument and other factors such as sampling antenna positioning accuracy). The spectrum peak value at frequency ω = ω 0 is the desired signal. The SNR for the spectrum of a sparsely sampled harmonic function is defined as the ratio of signal power to the noise variance (average noise power), which is
The conclusion in (5) is based on the analysis in continuous Fourier transform. Since discrete Fourier transform (DFT) is in a certain sense an approximation for continuous Fourier transform, so the conclusion in (5) also applies in DFT. The difference is that the frequencies are discretely distributed in DFT. The precondition for the conclusion in (5) is that the number of sparse samples is much less than the total number of original uniformly sampled field. Indeed if the number of sparse samples is equal to the number of uniform samples, the sparse sampling noise is absent and the SNR of the signal is infinite, which clearly contradicts (5). On practice, however, the number of sparse samples is quite low relative to the number of uniform samples, otherwise the sparse sampling would have little advantage over the uniform one. Fig. 2 shows the numerical simulation results for the DFT of a sparsely sampled harmonic function g(x) = e j ω 0 x for different number of samples. The simulated SNR results match well with the estimation using (5).
The idealized spatial frequency spectrum (uniform on the interval from -k to k, and zero outside the region) for a point source is shown in Fig. 3 (a) (the actual point source spectrum is not uniform, but is reasonably close to the rectangular one-the rectangular spectrum is introduced here to simplify the analysis). The image of the point source with the idealized spectrum is a sinc function [see Fig. 3 (b)], as it is represented by the inverse Fourier transform [see (1) ]. Assume that the scanning range in spatial domain is from −L to L, within which there are N tot uniformly distributed scanning points. From the properties of DFT, the intervals between the frequency samples in the spectrum are dependent on the scanning range in spatial domain, namely Suppose there are M frequencies on the interval
As is analyzed above, every frequency component between −k and k will also generate noise on other frequencies due to sparse sampling, which means the noise from different frequencies will add up together. Assuming that the noises from different frequencies are uncorrelated with each other, the standard deviation of the resulting noise can be calculated as √ MN, which gives the noise variance (average noise power) on the interval from −k to k equal to MN due to the summation of the noise from different frequencies.
A simple numerical simulation is performed to verify this approximation, as shown in Fig. 4 . Based on Fig. 2(b) , four harmonic functions with the same amplitude are added together, and 200 sparse samples are taken randomly. It can be seen from Fig. 4 that the average noise power increases for about 6 dB compared with the result in Fig. 2(b) , which verifies the reasonableness of the assumption made above.
During imaging both the signal and the sampling noise undergo the transformation according to (1) . The image due to the signal always produces a sinc function as illustrated by Fig. 3 . The transformation of the noise is more complicated. Numerical simulation shows that in general the variance of the noise is not constant on the interval [-L, L], and strongly depends on the aperture angle. The aperture angle is defined as shown in Fig. 5 . As can be seen from Fig. 6 , the noise variance becomes almost flat if the aperture angle is less than 45 degrees. At the same time the noise levels at large distances from the source locations increase with the decrease of the aperture angle. Therefore, the flat noise distribution can be regarded as the worst case (since false sources at large distances from the real one are especially detrimental) and is analyzed henceforth. Fig. 7 shows the diagram for the spectrum and image with sparse sampling. H 1 (ω) is the idealized spectrum of a single point source, which has uniform amplitude from −k to k, i.e.,
h 1 (ω) is the noise added by the sparse sampling. |h 1 (ω)| 2 is used to represent the average noise power from −k to k, where the bar represents averaging over realizations (images calculated with different distribution of samples). As has been analyzed before, the ratio of the signal to the average power of noise between −k and k should be approximately equal to
From (7) to (9), the SNR of the spectrum between −k and k is calculated to be
In the image, H 2 (x) is used to represent the idealized image (a sinc function). According to the Fourier transform, it is not difficult to calculate the expression of |H 2 (x)| to be
h 2 (x) stands for the noise in the image due to sparse sampling. The average power of h 2 (x) can be calculated from h 1 (ω) using Parseval's theorem:
Equation (12) can be simplified to (13) assuming flat distributions of the noise power in frequency and spatial domains:
The average SNR in the image due to sparse sampling is defined as the ratio of the power of the signal peak to the average noise power in the image (again assuming a flat noise distribution):
Finally by combining (10), (13) , and (14), the average SNR in the image for a sparsely-sampled point source field can be calculated as follows:
Similar to (5), the precondition for the conclusion in (15) is that the number of sparse samples is much less than the total number of original uniform samples for a point source field. This condition also agrees with the way that samples are taken in the real measurements of the sparse ESM method. The definition of the noise level in the SNR of (15) is the average noise power. However, in real applications, the highest possible noise level which may be confused with existing sources is more significant. As has been analyzed, the noise distribution in the spectrum follows normal distribution. According to three-sigma rule for the normal distribution with unit variance, the highest possible noise level with 99.7% probability is no more than nine times of the average noise power. This gives the following result for the minimum SNR of the image defined as the ratio of the image peak to the noise peak: 
C. Simulation Validation of Sparse ESM
To verify the approximation of SNR in (15) and (16), 1-D and 2-D numerical simulations were performed. The field generated by the Hertzian dipole was calculated along a line or on a plane and then randomly sampled with variable number of samples. The obtained SNR levels of the images are presented in Fig. 8 . The simulated SNR avg and SNR min are compared with the estimated SNR avg and SNR min as the number of samples increases. For each number of samples, the estimated SNR avg and SNR min are calculated from (15) and (16), respectively; the simulated SNR avg is obtained by calculating the statistical average value of noise for different positions of the samples. Similarly, the simulated SNR min is obtained by calculating the statistical average value of the highest noise level.
As can be seen from Fig. 8 , the SNR of the images is proportional to the number of samples in both 1-D and 2-D cases. There is, however, a discrepancy in the predicted levels. The difference might be due to the deviation of the actual spatial spectrum of the dipole source from the idealized form (8) . The magnitude of the actual spectrum decreases close to the edges on the nonzero interval which is in turn always narrower than [-k, k] due to the limited scanning aperture (see example in Fig. 9) . Nevertheless, the accuracy of the SNR estimations is good enough for many EMC applications (not worse than 3 dB).
The mathematical derivations given above and numerical simulations have verified that increasing number of sparse samples can linearly increase the SNR in the image, which corroborates the theoretical feasibility of the sparse ESM method. On the other hand, the amplitude of the ESM image strongly depends on the number of samples and their locations. The next section proposes a method for the total radiated power (TRP) measurement and the corresponding image amplitude correction.
III. RADIATED POWER CALCULATION
When scanning points are uniformly distributed, comparisons between different cases, e.g., without absorbing material and with absorbing material, can be made directly [7] . However, when scanning points are sparsely and nonuniformly distributed, different number of samples can lead to different peak values in the source field images, which makes the absolute field values of source images unreliable. In order to provide a reference value for the radiation strength of sources, this paper makes use of a nearest neighbor interpolation method to calculate the radiated power through the scanning plane.
A. Nearest Neighbor Interpolation Method
Nearest neighbor interpolation method is an interpolating technique where the domain of the interpolant is divided into a set of points closest to the sample locations and then values of the samples are assigned to all points within corresponding areas [19] . Fig. 10 shows an example of how this function works. The small circles represent the scanned points. Every polygon in Fig. 10 that contains a scanned point stands for the region that contains the points closest to this particular point. The polygons are found using the Voronoi partitioning algorithm [20] .
To perform the ESM transformation and the power interpolation, a dense and uniform grid of coordinates is created first along with the corresponding matrix to store the acquired E field values. Initially, all elements of the matrix are set to zero. Each time a sample of the electromagnetic field is obtained and written to the matrix, the nearest neighbor interpolation is used to interpolate the E field magnitudes at all grid nodes. Thus, the radiated power of the tangential field through the scanning plane can be calculated through the integration over the scanning plane area A according to Poynting's theorem: where η is the free-space wave impedance; E i is the field at sampling location i, and A i is the area of the corresponding nearest neighbor region. Based on the estimation of P tot through nearest neighbor interpolation, an empirical equation as follows has been found to be able to roughly normalize the E field magnitude of the image accordingly, regardless of the number of samples:
where |E sparse | is the magnitudes of the reconstructed E field on the scanning plane using the sparse samples and (1); |E tot | is the normalized E field magnitude on the scanning plane; and the power of the sparse image P sparse is calculated as follows:
where Δx and Δy are the resolutions of the predefined grid. Thus, P sparse can be understood as the radiated power of the sampled points only. Using (18) , the E field magnitude in the image can be normalized regardless of the number of samples, which provides another reference value for the radiation strength of sources besides the estimated power through the scanning plane.
B. Measurement Validation
To validate the proposed method of predicting the radiated power through the scanning plane in practice, a measurement has been designed to measure a known radiated power. To achieve this, two 8.2-12.4 GHz standard gain horn antennas, of which antenna B is used as a transmitter (source) and antenna A is used as a receiver, are utilized in this measurement, as shown in Fig. 11 . Antenna B is in a fixed position, and antenna A can be moved in two directions. The polarization directions of antenna A and antenna B are the same, both parallel to the scanning plane. The vertical distance between the apertures of the two antennas is 0.3 m. The dimension of the scanning plane is 0.8 m × 0.8 m. The separation between the predefined grid nodes is set to 1 mm. Antenna A and antenna B are connected to port 2 and port 1 of a VNA, respectively. S 21 is measured to get the field magnitude and phase in every scanning point at 10 GHz.
The following assumptions are made to perform the calculations below: 1) the reflected power from antenna B to port 1 is negligible, which means that all the power which comes out from port 1 is radiated out from antenna B (this is a relatively accurate estimation because the reflection coefficient of the antenna is -18 dB at 10 GHz); 2) polarization directions of antenna A and antenna B are perfectly parallel with each other; and 3) the scanning plane is big enough, so that all the radiated power from antenna B propagates through the scanning area. Also it is assumed that the incident voltage amplitude in the antenna B port is 1 V. In a 50 Ω system, the time-averaged input (and hence radiated) power in this case will be
At every scanning point, the E field that antenna A measures can be calculated using the antenna factor AF of antenna A: Fig. 12(a) -(f) illustrates how the image quality changes when the number of sparse samples increases. The E field magnitude at the scanned points when N = 100; 200; 454 is shown in Fig. 12(a) , (c), and (e), respectively (dot color corresponds to the field strength), while Fig. 12(b), (d) , and (f) shows the corresponding reconstructed images. Fig. 12(b), (d) , and (f) shows the plot with the same dynamic range of 5 dB to make it easy to compare the image qualities.
When N = 100, some hot spots can already be found in the image. However, the image quality is still poor since the scanning points are too sparse. When N increases to 200, a strong radiation source has appeared. After more samples are added in the strongly radiated region, a strong peak in the image is observed, which corresponds to the location of the source antenna.
Meanwhile, Fig. 12(g) shows the magnitude of the E field on the scanning plane obtained using the nearest neighbor interpolation for N = 454. Fig. 12(h) provides the convergence of calculated radiated power through the scanning plane as the number of scanning points increases. Two curves in Fig. 12(h) represent two separate scans, both converging to the same expected value of 10 dBm, which demonstrates the accuracy and repeatability of the interpolation technique. Besides, the maximum E field in the image calculated by (18) in Fig. 12(b), (d) , and (f) is 31.4, 31.2, and 30.9 dB(V/m), respectively, which has a good stability as well.
IV. APPLICATION ON REAL PRODUCTS
From the analysis and measurements mentioned above, it has been demonstrated that the sparse ESM method can be utilized for the localization of dominant radiation sources in a system with controlled SNR. Moreover, the radiated power through scanning plane as well as the maximum values of the ESM images can be estimated from sparse scanning points using the nearest neighbor interpolation of the magnitude. In the next section, the measurements on a real product are presented to validate the practicality of this technique in real applications.
A. DUT for Measurement
The DUT used for validation is an off-the-shelf networking device with default software configuration installed [7] . There are 16 optical transceiver modules working on the device, as is shown in Fig. 13(a) . Each channel uses a dedicated frequency around 10.3 GHz, producing 15 radiation peaks in the EMI spectrum shown in Fig. 13(b) (there are two channels working at the same frequency). The EMI spectrum in Fig. 13(b) is obtained in a reverberation chamber (RC) as described in [21] and [22] , and will be used later to validate the proposed sparse ESM technique. This paper presents the application of sparse ESM on a single frequency, i.e., frequency # 11 at 10.312558 GHz. Similarly, other frequencies can also be scanned and analyzed.
B. Scanning Results on DUT
The measurement setup diagram is shown in Fig. 1 . Two 8.2-12.4 GHz standard gain horn antennas are used for scanning (antenna A) and obtaining the phase reference (antenna B). Similar to part B in Section III, the dimension of the scanning plane is about 0.8 m × 0.8 m and the separation between the predefined scanning positions is 1 mm (resulting in about 640 000 points). The vertical distance from the bottom edge of antenna A to DUT front panel is about 38 cm. In this paper, only the measurement of one component of the field is presented, which is perpendicular to the long side of the DUT. The measurement of the other component of the field can be performed similarly. The scanning results at frequency # 11 are shown in Fig. 14 .
There are 352 scanning points in Fig. 14(a) . The E field magnitude at every scanning point does not represent the absolute value of the field at the scanning antenna location, since the cable loss, the amplifier gains, and the antenna factor are not taken into account in the plots (however, all these factors are accounted for in the TRP calculation); therefore, the plots in Fig. 14(a) and (b) represent the relative values, which, however, is sufficient for the present analysis. The photographic image of the DUT is overlapped and aligned with the ESM image for the localization of radiation sources. Fig. 14(b) shows that the hot spot overlaps with pair # 3, revealing the location of the EMI source. Also, from the phase of reconstructed image in Fig. 14(c) , it can be seen that the source is located in the center of phase contour lines as expected. In Fig. 14(d) , the calculated radiated power begins to converge when the number of samples reaches approximately 150. The calculated radiated power through the scanning plane is finally estimated as -83.4 dBm.
In order to verify the ability of the sparse ESM to locate the source and measure the radiated power, the identified module was removed from the DUT, and the scan was performed again, the results of which are shown in Fig. 15 . From Fig. 15(a) , it can be seen that the E field on the scanning plane is much weaker than the E field in Fig. 14(a) (however, the source is still present at the same location, due to the radiation directly from the physical layer interface IC, which is placed right beneath the optical module). The estimated radiated power is -96.9 dBm, which is about 14 dB lower than the radiated power calculated with pair # 3 working. The measurement of the TRP in the RC is performed to obtain the TRP reduction at frequency # 11 after removing pair # 3, which also turns out to be close to 14 dB. The estimated power through the scanning plane and the measured TRP in the RC before and after removing the radiated module are shown in Table I . The power reductions of the estimated power and the measured TRP are fairly close, which further verifies that pair # 3 is the corresponding radiation source. The errors for the absolute values of the TRP are 3-4 dB.
V. CONCLUSION
Sparse ESM technique can be used to quickly localize major radiation sources in a complex system, which is a powerful and efficient tool for EMI debugging applications. Typical sparse scanning time is 5-20 min as opposed to several hours for the uniform scan. Besides, radiated power through the scanning plane can be calculated from sparse scan using the nearest neighbor interpolation method, which provides good repeatability within 1 dB and absolute accuracy of 3-4 dB. The ability to perform ESM transformation in real time allows accommodating the scanning strategy to a particular field distribution created by the DUT to further improve the convergence and hence decrease the scanning time. Radiated power estimation allows correcting the amplitude of the reconstructed image during the sparse scan and keeping it nearly constant regardless of the number of samples.
It was shown that the SNR of the image is equal to the number of sparse samples for an idealized point source. In real applications, the SNR is approximately proportional to the number of samples, allowing the estimation of the required number of samples to achieve a desired SNR. The image quality can be further improved if the samples are collected more densely at the locations where the field intensity is large.
Several criteria can be used to assess the quality of the acquired image. The quality of the image can be assessed by the power convergence plot [see Fig. 12(h) for example]. When the variation of the radiated power drops below a certain limit it can be concluded that the image is acquired with the comparable accuracy.
Another way to determine the image quality is to observe the changes in the real-time ESM image as new samples are being added. If there is no visible change in the image anymore, it means that enough samples are collected.
In summary, the proposed methodology is efficient and reliable in identifying major radiation sources, allowing to determine their location and relative strength along with the TRP on the DUT in real time during the scan. The weaker sources might be overwhelmed by the sparse sampling noise but the SNR estimation formula (16) allows estimating the required number of samples to reveal them.
