Abstract. We consider a coupled system of discrete Nagumo equations and derive traveling wave solutions to this system using McKean's caricature of the cubic. A certain form of this system is used to model ephaptic coupling between pairs of nerve axons. We study the difference g(c) = a 1 − a 2 between the detuning parameters a i that is required to make both waves move at the same speed c. Of particular interest is the effect of a coupling parameter α and an "alignment" parameter A on the function g. Numerical investigation indicates that for fixed A, there exists a time delay value β that results in g = 0; and for large enough wave speeds, multiple such β values exist. Also, numerical results indicate that the perturbation of α away from zero will yield additional solutions with positive wave speed when A = 1 2 . We employ both analytical and numerical results to demonstrate our claims.
1. Introduction. In myelinated nerve axons, transmembrane ion flow occurs only at the spatially periodic nodes of Ranvier, and the activity at these nodes may affect the activity at nodes of neighboring fibers. This so-called "ephaptic coupling" is an electrical effect that causes neighboring fibers to interact and possibly synchronize with each other. Accompanying the problem of ephaptic coupling is the issue of the relative positioning of the nodes of Ranvier on the different fibers. That is, given two parallel nerve fibers, the nodes on one fiber may or may not align perfectly with the nodes on the other fiber.
Our contribution in this paper is to derive a solution to a system that models these phenomena, and use this model to show that coupling decreases the size of the range of propagation failure when the nodes of Ranvier are staggered, but that coupling increases the size of this range when the nodes are perfectly aligned. To do this, we consider a system of two myelinated nerve axons coupled ephaptically. In particular, our goal is to study the effect of this coupling and the effect of non-alignment on the propagation of action potentials. Different types of coupling between fibers are possible. In [2] , Binczak, Eilbeck, and Scott model "saltatory" conduction present in these myelinated neurons with equations used to govern the behavior of electrical circuits, and introduce the effect of ephaptic coupling between two myelinated neurons. In [1] a different type of coupling, called "ohmetric" coupling, is considered and it is shown that the introduction of this kind of coupling causes waves on two adjacent myelinated axons to match speeds with each other. Earlier work of Keener [13] and Bose and Jones [4, 5] addressed the issue of ohmetric coupling.
The strength of the ephaptic coupling α depends on the electrical resistance R int inside the axons (assumed to be the same for both axons) and the resistance R o of the medium between the axons. We must also consider the positioning of the axons relative to each other: here we assume that they are parallel, that the nodes on a given fiber are evenly spaced, and that the distance between nodes is the same on both fibers, but we allow the nodes of Ranvier to line up or not line up. That is, we will introduce an alignment parameter A that will reflect the positioning of the nodes on one fiber relative to those on the other. We will also introduce a parameter β that will act as a time delay on one of the fibers. Specifically, we consider a system of differential equations on two one-dimensional lattices coupled together. Study of the uncoupled case [6, 11] provides an idea of the kind of behavior to expect from the coupled system, and also serves as a precedent to which our results may be compared.
We consider the systeṁ (1) ) n − αD 2 (LV (2) ) n − αA(N V (2) ) n − α 2 A(N V (1) ) n+1 ], (1.1)
where (LV ) n = V n+1 − 2V n + V n−1 , (N V (i) ) n = (V (i) n−1 −V (i) n ) + (f i (V are diffusion coefficients, A ∈ [0, 1) is the alignment parameter, and α ∈ [0, 1) is the coupling coefficient. When α = 0, the ephaptic coupling is completely turned off, and increasing α increases the strength of the coupling. When A = 0, the nodes are in perfect alignment; setting A = 1 2 , for example, staggers the nodes so that the nth node on one fiber is equidistant from the nth and (n + 1)th nodes on the other fiber. The nonlinearities f i : R → R are often cubics of the form f i (u) = u(u − a i )(u − 1) where the a i ∈ (0, 1) are "detuning" parameters, and the quantities V (i) n represent the ionic flow through the membrane at the nth node of the respective fibers. However, to facilitate the construction of a solution, we consider an idealized, piecewise linear f i known as "McKean's caricature" of the cubic (see [11] , [12] , [22] , [23] ). When considering one fiber, it is only necessary to think of the detuning parameter a ∈ (0, 1 2 ) because of symmetry in the relationship between the detuning parameter and the wave speed. A priori, we do not know if the same is true when considering two fibers. However, we will see in Theorem 4.4 and Corollary 4.1 that certain symmetries do hold in the coupled problem.
In general, the wave speed c depends on all the other parameters in the problem. Here, though, we approach the issue from a different angle: we fix all parameters except the detuning parameters a i , and assume that the wave speed c is the same for both fibers. This way we "solve", in a sense, for the detuning parameters. Instead of fixing the detuning parameters, and studying how they affect the wave speeds, we demand that the wave speeds be the same, and determine which pairs of detuning parameters give us this effect.
Although our particular model is motivated by this neurological application, similar models may also be used to study action potentials in cardiac cells, among other things (see [3] , [16] , [20] , and [21] ). The authors in [1] also mention the possible application of coupled two-dimensional lattices to the study of image processing. For this reason, we consider a more general system, and allow the parameters to range over values that may not be physically reasonable for our particular application. This paper is organized as follows: we start by using a piecewise linear nonlinearity f to derive candidate solutions using a Fourier transform method. To make this process easier, we make a key assumption about the shape of our solutions-this assumption will be verified after we have obtained the candidate solutions. The details of the construction have been left to an appendix. After proving the existence of traveling backs, we look at some properties held by these solutions. We investigate the relationship between the wave speed c and the detuning parameters a i , as well as the effects of the coupling coefficient α and the alignment parameter A on this system. We have interspersed some numerical computations throughout the paper to illustrate the analytical results and provide insight into the problem.
1.1. Derivation of the System. The system considered here is a version of the model used in [18] (see pages 177-183) and [2] . The variables used here are as follows: I n is the mesh current, a term used to analyze circuits using Kirchhoff's equations; I ion,n is a cubic modeling the ionic current (taking into consideration both sodium and potassium); V (i) n is the voltage across a node of Ranvier, and V b is a constant representing the Nernst potential for sodium ions; R i,j is the resistance inside fiber j, R o is the resistance outside the axons, and R f is a constant representing the internodal resistance, and is on the same order as R i,j ; and C is the capacitance of a node plus the capacitance of the adjacent internodal myelin sheath.
Using the circuit diagrams presented in [2] and [18] , we sum the voltages around the mesh and set the result to zero. Note that here we will use A to represent the amount that fiber 1 leads fiber 2. This gives us
In addition, we have the following relationship between the mesh currents and the voltages:
Now we multiply (1.2) by
. Using the notation 4) we arrive at
Using (1.5) and (1.6), we have
where
(1.9)
Substituting into (1.6), we have
for j = 1, 2 and inserting the resulting expressions into (1.10) brings us to system (1.1). Note that we will take R f C = 1 since changing these parameters will only amount to a rescaling of the wave speed c after we impose a traveling wave ansatz.
2. Construction of a Solution. In the construction of our solution, the speed c is assumed to be nonzero unless otherwise noted, and the nonlinearity f i will be the idealized cubic-like function
where h denotes the Heaviside step function
Note that h(u) is a set-valued function, evaluating to the interval [0, 1] when u = 0, and evaluating to a singleton everywhere else. This results in the f i (u) being set-valued functions as well. Thus, equation (1.1) with f i given in (2.1) and (2.2) should be interpreted as a differential inclusion when V n (t) = ϕ i (n − ct), and letting ξ = n − ct, we have
It is natural to require the boundary conditions
for i = 1, 2. To help construct solutions to this system, we will initially assume that each ϕ i satisfies ϕ i (β i ) = a i for only one value, and we may assume one of these values to be zero by simply translating the argument. That is, we assume
where we will take β 1 = 0 and β 2 = β. After we construct our candidate solutions, we will verify that they satisfy these assumptions. With (2.6), we have that
Notice the presence of several Heaviside functions in each equation of (2.7). Each instance of the Heaviside function results in a discontinuity of the first derivative of the functions ϕ i . For example, we expect to have discontinuities in the first derivative of ϕ 1 at ξ = 0, ξ = 1, ξ = β, and ξ = β + 1. Further, an appearance of ϕ (ξ + 1) in the first equation leads us to expect a discontinuity in the first derivative of ϕ 1 at ξ = −1. These discontinuities will be reflected in the solution we compute.
As outlined in Appendix A, candidate solutions to this system can be expressed as
where M i = {β i , β i + 1, β i − 1, β i * , β i * + 1}, 1 * = 2 and 2 * = 1, and
10)
Notice that the set M i consists of all values at which the first derivative of ϕ i is discontinuous. This agrees with our prediction based on inspection of the equations (2.7).
For convenience, we will suppress the s-dependence of the functions a, b, b 0 , b 1 , and b 2 . Our next proposition establishes some basic properties of the ϕ i , but to do this, we need to bound the integrands in the solutions (2.8) . This is accomplished by the following lemma.
for s ∈ R. Proof. We leave the proof of this lemma to the second appendix. Proposition 2.2. Use the definition of ϕ i as given in (2.8), and let A ∈ [0, 1), α ∈ [0, 1), β ∈ R, ξ ∈ R, and c = 0. Then ϕ i is continuous in A, α, β, ξ, and c.
Proof. The previous lemma gives us a lower bound on the denominator of the integrands in (2.8), except when s = 0. However, the s only appears in the denominator when there is a sine in the numerator. The numerators of the integrands are also bounded, and from the definitions (2.8), we see that the integrands are continuous in the variables listed above. Also note from the definitions in (2.10) and (2.11) that the integrands are O(s −2 ) as s → ∞, making the integral in (2.8) absolutely convergent. The continuity claims follow from this fact.
3. Existence.
3.1. Proof of Existence. Recall that the candidate solutions were derived using the assumptions given in (2.6).
Theorem 3.1. Let A ∈ [0, 1), β ∈ R, and c = 0, and consider our solutions as functions of α and ξ. That is, let ϕ i = ϕ i (α, ξ). Also recall β 1 = 0, and β 2 = β. Suppose the following conditions are met:
C1. The ϕ i 's are continuous in α for all ξ ∈ R and for α ∈ [0, 1).
where " " indicates differentiation with respect to ξ).
Then there exists a range of α for which ϕ i (α, ξ) > a i when ξ > β i and ϕ i (α, ξ) < a i when ξ < β i , Proof.
Consider the functions
From the work done in [6] , we know that h i (0, ξ) > 0 for ξ > β i and h i (0, ξ) < 0 for ξ < β i for i = 1, 2.
We also know that the h i 's are continuous in α since, by Proposition 2.2, the ϕ i 's are continuous in α.
These two facts, together with the boundary conditions, guarantee that there is an α * such that, for
where, once again," " denotes differentiation with respect to ξ). So, condition C2. gives us that ϕ i (0, ξ) > 0 for ξ ∈ (β i − δ, β i + δ)\{β i }, which satisfies the requirement given above.
It remains to verify the hypotheses of Theorem 3.1. The strict monotonicity result from the α = 0 case done in [6] is enough to satisfy condition C2, (this is true because when α = 0, the solution is the same, up to a translation, for all β) and Proposition 2.2 satisfies condition C1. We now verify that the ϕ i 's satisfy our boundary conditions. Proposition 3.2.
Proof. Recall the definition of ϕ i given in (2.8), and assume ξ > 0. Now use the change of variables 6 s → s ξ and take the limit as ξ → +∞, using the Lebesgue dominated convergence theorem. We have
Proof for the limit as ξ → −∞ is the same, except we assume ξ < 0. But note that when ξ < 0, the change of variables s → s ξ results in the limits of integration becoming zero to −∞, and everything else remains unchanged. The last expression then becomes
giving us the result.
To summarize, we know there is an α * > 0 such that solutions exist for all α ∈ [0, α * ). This next proposition gives a condition that implies our candidate solutions are not solutions of (2.7).
, then the candidate solutions given in (2.8) are not solutions of (2.7).
Proof. By Proposition 3.2,
Having proved the existence of our solutions, we turn our attention to uncovering some basic properties of these solutions and to plots of several solution curves.
Plots of waveforms.
We wish to show the form of the traveling wave solutions, but first, a few comments about our numerical studies are in order. Because we have an explicit formula for our candidate solutions, we are able to compute a broad range of numerical results. That said, we must also note that the large number of parameters in this problem makes it unfeasible to completely canvass the parameter space. Instead, we have focused on parameter values we expect will be representative of a larger range of values or on those that illustrate interesting phenomena. We approximate the integrals using the adaptive Gaussian quadrature code adapt of [19] and to find zeros we use the combined secant/bisection code zero of [19] .
In Theorem 3.1, we proved the existence of solutions for some range of α. The size of this range is unknown, and it is important to keep in mind that the existence of our candidate solutions may not be guaranteed for all combinations of parameter values explored in this section. We have, however, checked the necessary condition that a i ∈ (0, 1), as mentioned in Proposition 3.3 for most of the parameter values in this section. In some instances, we have taken the additional step of numerically verifying (an admittedly finite range of) the candidate solutions themselves to verify that they satisfy our original assumptions. In particular, we have numerically determined waveforms with
and c values of 10 −1 , 10 0 , and 10 1 , for α between 0 and .95, with a step size of .05. Our intent in providing numerical results is twofold: to illustrate some of the results from the theoretical sections and to use numerical evidence to extend our knowledge of the problem and to possibly provide ideas for further study. (In particular, we wish to answer, at least tentatively, the questions of the effects of ephaptic coupling and non-alignment on the propagation of action potentials.) Figure 3 .1 shows plots of wave forms for a small wave speed. Notice the large jumps; these correspond to discontinuities in the first derivative of the functions ϕ i . A larger wave speed results in waves with much less pronounced jumps. An example of wave forms with larger c is given later in Figure 4 .4, but we withhold these plots for now since we will use them to illustrate a different phenomenon. 4. Some Properties of the Solution. Recall that, from the outset, we have required both ϕ 1 and ϕ 2 to have the same wave speed c, because we are interested in solutions that move together. Also recall that we are declaring c, and then allowing this choice of c to determine the values for a i . The idea is this: given a wave speed c, we want to know how much the detuning parameters will have to change under different circumstances in order for the waves to stay together. We start by writing the a i 's as functions of c, and then by investigating the behavior of these functions. In particular, to find the range of propagation failure, we will compute the value of a i as c approaches zero; this will tell us which values of a i can support a nonzero wave speed. We also give an expression for the rate of change in the range of propagation failure when α moves away from zero, and we evaluate this expression explicitly in a few special cases.
Plots of a i (c) curves.
Recall that from our original assumptions (2.6), we have that
In Figures 4.1 and 4.2 we present a i (c) curves, which relate a given wave speed to the detuning parameters a i . Take special note of the distance between a i (c) and 
Analytical Results
Related to the a i (c) relationship. A comment on notation: Some of the functions introduced in this section depend on several parameters. Since there are so many parameters, we consider all parameters to be fixed except the ones listed explicitly in the argument of the function. Now consider the quantity
Also define
and note that this quantity represents the difference in the detuning parameters a i required to make both waves travel at speed c. This definition allows us to state several important questions: 1. Given a non-coupled system with certain parameter values, what happens to the quantity g when the coupling coefficient α moves away from zero? and, 2. Given a coupled, aligned system with certain parameter values, what happens to the quantity g when the alignment coefficient A moves away from zero? In this section we begin to answer these questions.
The following results about the oddness of the Γ i illustrate the symmetry held by these functions under certain circumstances.
Proof. Note that X(s) and Z(s), as given in (2.10), are even with respect to c, W (s) and Y (s) are odd with respect to c, and all other terms in Γ i are independent of c. If the condition (4.
Once again, the limit as c → −∞ is evaluated in the same way, but the limits of integration change, much like in the proof of Proposition 3.2, giving us the result stated above.
The second claim in this last theorem implies that increasing the wave speed to arbitrarily large values requires the detuning parameters to be very close to zero or one.
We also have the following corollary: 
In fact an α factors out of P * Z , so we will denote
which allows us to write
where g(c) is the difference between the detuning parameters a 1 and a 2 , as given in (4.3). This representation of g will be helpful in proving the following results. Theorem 4.3. Let g be defined as above. If either α = 0, or P Z (c) = 0 then
Proof. Clearly, if either assumption is true, then g(c) = P y (c). The only remaining task is to determine the sign of P y (c) + 1) ) (4.12) 13) and these estimates give the result above.
The previous theorem determines the sign of g for a number of cases, since if either condition 2 or condition 3 from Corollary 4.2 is met, then P Z (c) ≡ 0. The following results provide more examples of the symmetries of the functions Γ i and g. 14) and for A = 0,
Proof. Follows from the definitions of the functions F i,j and G i,j given in (2.9) and the definition of Γ i given in (4.2).
Corollary 4.1. Fix α ∈ [0, 1). Then for A ∈ (0, 1),
, and (4.16) 18) and for A = 0,
Proof. Follows from Theorem 4.4 and the definitions of Γ i and g given in (4.2) and (4.3). Note that (4.14), (4.16), and (4.17) are also true for A = 0, but the statements given in (4.15), (4.19) , and (4.20) are better results. We turn our attention now to the issue of nonalignment. ], there is a β such that g(A, β) = 0.
Numerical Results
Related to Non-alignment. We mentioned earlier that it is important to note which values of the parameters cause a 1 = a 2 . This is equivalent, of course, to finding the zeros of our function g. The contour plots in Figure 4 .3 of g = 0 show that, given conditions with A = 0 that yield g = 0, we may move A away from zero, and, as long as we adjust β appropriately, g will remain zero.
For example, consider the bottom middle plot, in which c = 1 and α = .1. When A = 0 = β, we see that g(A, β) = 0. In addition, for any A ∈ [0, Here we will fix α, and examine the effects of moving the alignment parameter A away from zero. Recall our earlier mentioning of the parameter β as a "time-delay". It is our contention that, loosely speaking, problems caused by moving A away from zero can be remedied by moving β a corresponding (but not necessarily equal) distance from zero. Consider, for instance the case β = 0. Recalling our traveling wave ansatz ξ = n − ct, we see that at time t = 0, for instance, ξ = 0 will correspond with n = 0 for both fibers. However, if A > 0, then wave 2 will be "ahead" of wave 1. To make this notion a little more precise, we will speak of the "location" of a wave as being at β i . Moving β below zero corrects this problem by having wave 2 reach a given node at a time β later than wave 1 reaches the same node. The upper left plot in Figure 4 .4 gives an example of two waves that are lined up with respect to ξ when β = 0. Since A = 0, however, this lining-up actually corresponds to one wave leading the other. It is only when β is moved below zero that the waves travel together, as indicated by the other plots in Figure 4 .4.
The relationship between A and β has been relatively unexplored analytically. We want to know if A and β are independent of each other, or if fixing a value of A determines a value of β. Consider an uncoupled system in which D 1 = D 2 , and note that this is equivalent to the condition a 1 = a 2 . We want to know, given fixed values of A and α > 0, whether there exists a critical value of β that still results in a 1 = a 2 . This section provides evidence that such a β does exist for a variety of combinations of A, α and c.
Further, these numerical results show that multiple such β values exist for certain combinations of these parameters, particularly for higher wave speeds. We find evidence for the existence of a pitchfork bifurcation in the parameter c with respect to these critical β values. That is, fixing all parameters but c, there exists a c * (dependent on the other parameters) such that for c ≤ c * there is only one critical β value, but that for c > c * , there are three critical β values. The left plot in Figure 4 .5 shows the cubic-like shape of g(β) and shows the transition between g(β) having one zero to g(β) having three zeros in the range shown. The plot on the right shows implicitly the dependence of this value c * on the parameter A in particular. For smaller values of A, a wave speed of c = 1.75 results in three critical β values, whereas for large enough values of A, there is only one critical β value for which g(β, c) = 0. The possible implications of a pitchfork bifurcation are interesting. For instance, if the single traveling wave before the bifurcation is stable, which is reasonable to expect for small values of the coupling parameter α (see [7] ), then we might expect an exchange of stability at the bifurcation point.
The existence of multiple β values that result in g = 0 suggests that perhaps the two waves can travel at the same speed even if one wave is lagging behind the other. This allows for the possibility of two waves traveling together even if their respective nerve fibers were not activated at exactly the same time. Other numerical results indicate that the value of c * increases as A increases. This suggests that in the case of staggered nodes, higher wave speeds are required in order to have multiple critical β values. The implications of this would be very interesting if there is in fact an exchange of stability at the bifurcation point. If the middle branch becomes unstable after the bifurcation, then this would imply that the middle branch stays stable for a larger range of the wave speed when the nodes are staggered than when they are aligned.
5. Propagation Failure.
5.1. Analytical Results on Propagation Failure. As mentioned earlier, propagation failure is a well documented phenomenon in lattice differential equations (see [6] and [11] , among others), and it is certainly important to compute the range of a i 's that result in a zero wave speed. We address this issue here. This section involves a few lengthy calculations, so we highlight the most important results of this section with a few theorems, and then proceed with the calculations that lead to the results. To determine the range of propagation failure, we need to compute lim c→0 Γ i (c). of Γ i presented previously, we will focus on the computation of lim c→0+ Γ i (c). Also, we will start by considering only the case where Γ i (c) is odd, and the consideration of the other case will follow. These steps are carried out in the following proposition.
Proposition 5.1. Let α ∈ [0, 1), A ∈ [0, 1), β ∈ R, and γ i = lim c→0+ Γ i (c). Then
Proof.
We will compute lim c→0 ∞ 0 F i,j (s) cos(s(β i − j))ds individually for a given (i, j) pair. First, let's assume β i − j is rational, and then define
the common period of the periodic functions that define F i,j , and
the least common multiple over all i and j of the p i,j . For notational purposes, we consider W, X, Y , and Z as functions of two variables, e.g., W (s) = W (u, v): the first argument will go in place of all non-periodic instances of s, and the second argument will go in place of all periodic instances of s. As an example, we would write the function q(s) = as 4 + bs 2 + sin(s) as q(u, v) = au 4 + bu 2 + sin(v). For the F i,j and G i,j we will use the same convention. So, for instance, 4) and
We will show in an appendix that
but for now, we will assume this is true and complete the calculation of Φ. From the definitions of W and Y given in (2.10), notice that c factors out of the F i,j 's. This allows us to write
and we will denote
Viewing this final quantity as a Riemann sum, we arrive at
This brings us to the expression, for Γ i odd,
If Γ i is not odd, then we need to consider the effect of the G i,j 's. However, this is much easier to compute since 14) and so we have the general formula
One of our goals here is to investigate the changes in this quantity with respect to a change in α, and, in particular, the difference in the range of propagation failure between when α = 0 and when Recall that γ i = lim c→0+ a i (c) − 1 2 . If γ i > 0, then there is a positive range of propagation failure. The results above quantify how the size of this range changes as α moves away from zero. Before we proceed with the proof of this theorem, let us interpret the results in terms of the ephaptic coupling model. This theorem states that turning the coupling on results in an increase in the range of propagation failure when the nodes are aligned, but that turning the coupling on results in a decrease in the range of propagation failure when the nodes are staggered. Intuitively, it seems reasonable that staggering the nodes would result in a decrease in this range. The two-fiber problem with staggering seems very much like the one-fiber problem with twice as many nodes squeezed into the same space. A shorter internodal distance is reflected by an increase in the diffusion coefficient, which has the effect of decreasing the range of propagation failure. As the coupling increases, the fibers interact more, increasing the effect of the shorter internodal distance.
The result for the aligned case is more easily understood by thinking about the system (2.7). When A = 0 = β, we are left with
and when D 1 = D 2 , we expect to have ϕ 1 = ϕ 2 . In this situation, the system would become two copies of the equation
which is just the one-fiber problem with diffusion coefficient D 1+α . This makes it easy to see that increasing α decreases the diffusion coefficient in this related one-fiber problem, which has the effect of increasing the range of propagation failure. Using the value of γ computed for the one-fiber problem in [6] , and viewing γ as a function of α, we have 20) and
(5.21)
In particular, 22) which is in agreement with the result obtained in the theorem. This formula also sheds light on how the range of propagation failure might decrease for all values of α. Unfortunately, such an argument cannot be made when A = 0. However, the reasoning used here works for any nonlinearity f for which the wave speed increases with the diffusion coefficient. In particular, we expect a similar claim holds for a cubic nonlinearity, although we are not able to determine the size of the range quantitatively in that case. Note that here we have an expression for γ (0) when A = 0 = β and when A = 2 ) lies in determining analytically the relationship between A and β * . We now turn our attention to the proof of Theorem 5.1. Proof. Let γ i = γ i (α) and let W, X, Y, Z, F i,j , and G i,j be functions of α as well. We would like to calculate γ i (0). To do this note that 23) and from this we obtain
and
Since D 1 = D 2 := D, we have R 1 = R 2 := R, and
Some calculation yields that the complex equation T (z) = 0 has roots in
We focus on the calculation of the inner integral in the first term of (5.26). The complex roots of z 2 + T 2 (s)) 2 = 0 are z = ±iT (s). Note that since T (s) < 0 for real s, P 1 = −iT (s) lies in the upper half-plane. Denoting
29) 18 we have that 
Multiplying the top and bottom of the integrand by z 2p * −1 leaves the denominator as the square of a quadratic in z p * , with zeros given by
We have |z
+ |, so the integrand has p * distinct poles inside the unit circle, each of order 2. Labeling these poles r 1 , ..., r p * we have
This quantity can be computed explicitly in several special cases. We will start with A = 0, β = 0. In this case, P (s) = R(s), p * = 1, and Q(s) = 0. Then we have
which gives us
, and Q(s) = 0. We use the roots
implying γ i (0) = 0 in this case.
Unfortunately, explicit results like those given above are very difficult to find for more general parameter values. The problem lies in the computation of the second integral in equation (5.26) . In an attempt to carry out this calculation, we see that the integral
can be evaluated using the calculus of residues. The poles of this integrand are given by
which are of order 2. Then
Now using " ' " to denote differentiation with respect to the complex variable z, we write
Since β i − β i * may take on any rational value, it is very difficult to simplify, in general, the expressions for Q (r m ) and Y (r m ). The plots in Figure 5 .3 show the effects of coupling for positive wave speeds away from zero. Note that although our analytical expressions describe a i as a function of c, these plots allow us to see what happens to the wave speed if we fix a value for a 1 = a 2 and then begin coupling. The results are especially interesting for small wave speeds: these plots indicate that coupling increases the wave speed for small wave speeds when A = .5 and β = −.5, but that the same is not true when A = 0 = β. This also agrees with the results shown in Figure 5 .2 when D 1 = D 2 , and the results obtained for γ i (α)| α=0 in previous sections.
Numerical Results on Propagation
6. Conclusion. We have shown that traveling back solutions to our system exist (at least) for small values of the coupling coefficient α, although further study is required to know the size of the range of α for which solutions exist. Using these solutions, we find that if the nodes are perfectly lined 
Note that this implies a 1 = a 2 for both plots. In the right plot, the value of a i (c) decreases with α for small c, whereas in the left plot, the value of a i (c) increases with α for small c. This is another illustration of the claim that coupling decreases the range of propagation failure when the nodes are staggered, but increases the range when the nodes are aligned.
introduction of ephaptic coupling increases the size of the range of propagation failure, and (B): if the nodes are evenly staggered and the waves travel together, then the introduction of ephaptic coupling decreases the the size of the range of propagation failure.
The first result, in particular, agrees in spirit with results obtained in [2] with the cubic nonlinearity. There the authors use numerical methods to show that larger values of the diffusion coefficient are required to achieve a given wave speed (in particular, small wave speeds) as the coupling increases. They give similar results when the nodes are staggered, except that for small wave speeds, coupling appears to have little or no effect on the value of the diffusion coefficient required to achieve a certain wave speed. These results may not be compared directly to ours, however, since the results in [2] relate to the effect of coupling on the diffusion coefficient, whereas our results relate to the effect of coupling on the detuning parameters. In [20] and [21] , evidence is given that ephaptic coupling can have a significant effect on the propagation of action potentials in a model for cardiac cells, but these results focus on the length of time required for an action potential on one fiber to affect the action potential on the other fiber, as opposed to the amount of time required for action potentials to proceed along a given fiber. The work [20, 21] considers two types of coupling at once, ephaptic and ohmetric, and that approach may provide further insight into the dynamics of our present problem. The work in [3] is concerned with ephaptic coupling in non-myelinated nerve fibers that might be modeled with (1.1) with large D. In [16] , the authors focus on the effects of demyelination of nerve fibers in large bundles and observe a reduction in the speed of action potential propagation when the nodes of Ranvier are aligned.
In addition, we have shown that for any value of A, there is a value of β such that a 1 = a 2 . This means that regardless of the alignment of the nodes, we can have a situation in which the fibers are the same (i.e., D 1 = D 2 and a 1 = a 2 ) and the waves travel together. Perhaps a more surprising result is that with some parameter configurations, there are multiple such β values. The existence of these multiple β values gives rise to questions involving the stability of the solutions that we cannot answer with any certainty. The results in [2] , and those in [1] , point to the tendency of the two waves to match speeds (although in [1] a stronger type of coupling is considered). Given this fact, it seems reasonable that the same-speed solutions would be stable. However, the earlier results deal with waves that travel together at the same speed, and our results suggest the possibility of waves that travel at the same speed, with one wave lagging behind the other. This difference may give rise to interesting behavior with respect to the stability of the solutions.
Experience with the uncoupled case suggests that the piecewise linear and cubic problems may exhibit qualitatively similar behavior for small values of c and small (D ≤ 1) values of D. It is reasonable to expect that qualitatively similar results related to propagation failure may hold in the cubic case, provided D is not too large. and K * is a vector with entries Integrating by parts, we see that where the first equality results from the Laplace inversion formula, and the second is a contour shift around any poles ofψ i in the imaginary axis, and where ε 0 is small enough so that there are no poles of ψ i for −ε 0 ≤ Re s < 0. Further, if (M * ) −1 J * (s) ψ 1 (0) ψ 2 (0) = O(|s| −1 )as |Im s| → ∞ (7.13) for ε < 0, thenψ i = O(|s| −1 ) as |Im s| → ∞. We know that this condition is met, since (M * (s)) −1 = O(|s| −1 ) and J * oscillates as |Im s| → ∞. Since we also have, from our boundary conditions, that ψ i (ξ) → 0 as ξ → ∞, it is clear that res(ψ i , s) = 0 for Im s = 0.
(7.14)
This fact, together with (7.11) and (7.12), gives us that ψ i (ξ)| ≤ Ke −ε0ξ for ξ > max{1, −β} (7.15) for K > 0, which is equivalent to the claim made in the statement of the lemma.
Now define
ϕ i,ε (ξ) = e −εξ ϕ i (ξ), (7.16) where ε > 0 is sufficiently small. By Lemma 7.1, if (ϕ 1 , ϕ 2 ) satisfies (2.5), (2.7), then ϕ i,ε (ξ) → 0 exponentially fast as ξ → +∞ and ξ → −∞. After writing the system (2.7) in terms of the ϕ i,ε (ξ), we multiply both sides of each equation by appropriate factors, integrate over R, and solve for the Fourier transforms of the ϕ i,ε 's. Using the Fourier transformφ 
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The result given in Lemma 2.1 allows us to invert the matrix M , and we arrive at the solution of the matrix equation (7.18) : where C ε is lower semicircle of radius ε around the origin. We may use a standard residue calculation for the third of these integrals, and the first two may be combined by using a change of variables in the first integral. After this, we use Euler's formula exp(ix) = cos(x) + i sin(x), and then we simplify by collecting sines and cosines according to their arguments. This leaves us with 
