Abstract. Ultra-discrete equations are equations in which both the dependent and independent variables can be restricted to take only integer values. In this paper, we show that it is possible to use singularity analysis to obtain the Hirota bilinear form of ultradiscrete versions of integrable equations. This method is applied to ultra-discrete Painlevé equations and to integrable ultra-discrete equations in 1 + 1 dimensions.
Introduction
There exist several notions of integrability for differential or difference equations. One of the most important ones defines integrability by the nonlocal linearisation through an associated system of linear equations called a Lax pair. This definition involves the existence of conserved quantities, Hamiltonian form, solvability through inverse scattering, the presence of multisoliton solutions... Non-linear equations integrable in the way described above are well known to possess many other properties, which allow explicit information about their solution space to be revealed. A crucial property possessed by these equations is the ability to be transformed to a multi-linear form called the Hirota form [7] .
This multi-linear form (often referred to as a "bilinear" form) is particularly effective in the derivation of multisoliton solutions for integrable partial differential and difference equations. In the case of ordinary difference equations, the Hirota form has been used to obtain explicit solutions (see for example [12, 13, 18] ) and to provide a natural framework for the derivation of auto-Bäcklund transformations [15] .
In the case of differential equations, it has been shown by Hietarinta and Kruskal in 1992 [4] that it is possible to use singularity analysis to find the Hirota form of the Painlevé equations. More recently, it was shown that the discrete versions of the Painlevé equations can also be systematically brought to their Hirota form using the singularity confinement method [15] .
In this article, we focus on Hirota forms for ultra-discrete equations. Ultra-discrete equations are obtained from discrete (or difference) equations by a limiting process which allows both the dependent and independent variables to take only discrete values. When this process is applied to integrable lattice equations, such as the lattice Kortewegde Vries equation, it is known that the result is a cellular automaton [21] that possesses soliton solutions [20] . The procedure has also been applied to the Painlevé equations to derive their ultra-discrete versions [2, 10, 14, 16, 19] . These ultra-discrete equations were shown to admit many properties compatible with integrability such as: Lax pair, auto-Bäcklund relations, special solutions reminiscent of the Casorati determinant ones [2, 10, 14, 16, 19] . These results lead to the natural question of how to extend the theory of integrable systems to the ultra-discrete equations.
As far as the Hirota form is concerned, it has been shown in [19] that it can be used to obtain solutions to the ultra-discrete versions of the Painlevé equations. However, until now, the Hirota form of the ultra-discrete Painlevé equations could only be obtained by ultradiscretization of the discrete bilinear equation.
In this paper, we show that it is possible to obtain the Hirota forms of integrable ultra-discrete equations without making use of the ultradiscretization of their corresponding discrete equations. Our method is based on the recently introduced concept of singularity analysis for ultra-discrete equation [8, 9] . More precisely, we show how one can use the singularity pattern of a given equation to introduce a change of variable that leads to the Hirota form. This paper is organised as follows. In Section 1, we introduce our method by applying it to several cases of ultra-discrete Painlevé equations. In Section 2, we consider the ultra-discretization of the KdV and Sine-Gordon equations. Section 3 is devoted to the conclusion. For simplicity, we refer to the process of finding the Hirota form of an equation as bilinearization even in cases where the Hirota form may be multilinear in several dependent variables and their iterates. Furthermore, throughout the article, we use the term differentiable to mean that the function of interest is differentiable in the initial values.
2. Ultra-discrete Painlevé equations 2.1. First example: u-P I−2 . An ultra-discrete version of the second Painlevé equation denoted by u-P I−2 [2, 16] is given by (2.1)
where Φ n = α +βn, with α and β constant and we have introduced the notation (k) + ≡ max (k, 0). The singularity analysis of ultra-discrete equations was introduced in [8, 9] . The singularities of Equation (2.1) are defined to be the points at which the right-hand-side is not differentiable in the dependent variable, that is X n = −Φ n . If we perturb these points by the nonzero real small ǫ, we get the following iterates (Note that for practical reasons, we actually induce the singularity at the step n − 1 so that we perturb the value X n−1 = −Φ n−1 ) (2.2)
where we assumed that
and used the fact the Φ n is linear. The non-differentiability in (2.2) is expressed through the presence of the terms involving (ǫ) + . The other iterates are then all differentiable provided that Φ n is linear in n. We say that the singular behavior is confined between n and n+3 and write the sequence of singular iterates described in (2.2) more concisely as
We will describe the terms whose singular behavior is (ǫ) + as positive kinks , and those terms whose singular behavior is −(ǫ) + as negative kinks.
In order to motivate and compare our procedure of bilinearization of ultra-discrete equations to that for discrete equations, we first summarize the procedure for bilinearizing a discrete Painlevé equation through the singularity confinement method [11, 15, 18] . Consider (2.4)
which is a discrete version of the first Painlevé equation called d-P I−2 .
We recall the singularity analysis of (2.4) in Appendix A, which leads to the singularity pattern {0, ∞, ∞, 0}.
To obtain the Hirota bilinear form of (2.4), one introduces a function, τ n , which has zeroes where the dependent variable x n may be singular [15] . Since the singularity pattern starts with x n = 0, the formula for x n must thus have the function τ n in the numerator. We then have x n+1 and x n+2 divergent. To reproduce this, τ n−1 and τ n−2 must be in the denominator. Finally, to get x n+3 = 0, τ n−3 must be in the numerator and we are lead to the transformation (2.5)
.
It is then straightforward to substitute (2.5) into (2.4) and obtain the following bilinear equation for τ n :
Equation (2.6) is called a Hirota bilinear form of (2.4) because it is bilinear in the variable τ n and its iterates and because it has the scaling symmetry one expects a Hirota bilinear equation to have in the discrete case. Namely, it is invariant under a scaling of the form τ n → A n τ n where A is a free constant. Now, turning to the problem of finding a bilinear version of the ultra-discrete equation u-P I−2 (2.1), we introduce a function Υ n by demanding that it have zeroes where X n is singular. The first term of the pattern (2.3) is a positive kink.
We look for a change of variables so that if Υ n goes through a zero at let say n = n 0 , X n has its first positive kink at the same value of n. This singular behavior can be reproduced by the term (Υ n ) + . We are thus led to make a substitution of the form
where D n is differentiable at points where (Υ n ) + is zero. Then, if (Υ n ) + goes through a zero at n = n 0 , the following negative kink at n = n 0 +1 is reproduced by adding
where G n is differentiable at points where (Υ n ) + or (Υ n−1 ) + is zero. The two other singular behaviors are reproduced by adding the term − (Υ n−2 ) + + (Υ n−3 ) + . Writing the substitution for X n , one gets
Substituting (2.7) into (2.1), one finds the equation
To understand why the equation above is indeed bilinear in the ultra-discrete sense, we need to remember how one takes the ultradiscretization of a given equation [20] . The ultra-discretization method requires that for each variable (or parameter) v in the equation, we introduce a new variable V defined by v = e V ǫ . Then we take the limit ǫ → 0 + of the equation using the identity (2.9) lim
It is easy to see for example that Equation (2.4), under the ultradiscrete limit, becomes precisely u-P I−2 given in (2.1).
In particular, the procedure explained above turns products into sums and sums into max operators. In this context, one sees that Equation (2.8) is bilinear (in the ultra-discrete sense) in the variable (Υ n ) + . Furthermore, note also that (2.8) also has the scaling symmetry one would expect for an ultra-discrete Hirota bilinear equation, that is it is invariant when a linear function of n is added to the variable (Υ n ) + . What is interesting is that Equation (2.8) is bilinear in the variable (Υ n ) + and not Υ n itself as one would have guessed by a naive ultra-discretization of (2.6). The function Υ n , not (Υ n ) + , is the one that has the analogue of differentiable behavior in the neighborhood of the value for which the variable itself X n is not differentiable. Note that as we mention in the Introduction, by differentiable, we mean that Υ n is differentiable in terms of initial value.
2.2. u-P I−3 . We now consider the ultra-discretization of the first Painlevé equation, which is known as u-P I−3 [2, 16] (2.10)
where Φ n = α + βn, with α and β constant. The iterates of the value X n−1 = −Φ n−1 + ǫ are given as follows (2.11)
The other iterates are differentiable if the function Φ n is linear.
The pattern we need to reproduce is thus
where D denotes the iterates that are differentiable in (2.11). Hence, we are led to substitute the following ansatz into (2.10)
After substitution in (2.10), one finds the following bilinear equation
2.3. u-P II−2 . We now consider a case with two singularities:
where Φ n = α + β n with α, β, and γ constant. The above equation is an ultra-discrete version of the second Painlevé equation known as u-P II−2 [2, 16] .
The study of the singularity X n = Φ n (with Φ n being a linear function of n) gives (2.13)
and we have assumed (2.14)
Under the condition that Φ n is linear, one can check that the subsequent iterates are all differentiable. The study of the singularity X n = −Φ n (with Φ n being a linear function of n) gives (2.15)
and we have assumed
Once more, under the condition that Φ n is linear, one can check the the subsequent iterates are all differentiable. Based on the results above, we obtain the pattern associated to the singularity X n = Φ n (2.17)
and the one associated to the singularity
The reason why we are including the differentiable terms at the beginning and the end of these patterns will become clear later in the section.
To reproduce the pattern (2.17), we introduce the first τ -function in the following way:
where D n is differentiable at any value of n where Υ n or Υ n−2 is zero. We then use D n to reproduce the second pattern (2.18) generated by the second singularity X n = −Φ n by making the following substitution into (2.12)
Substituting (2.19), we obtain the following equation
However, since there are two dependent variables, (Υ n ) + and (Γ n ) + , we need two equations to define them. We could do this by splitting the equation in an arbitrary way. We show how to do such a splitting first and later show how to obtain the same system of two equations by following a well-defined path based on more precise information about the singularities.
We separate Equation (2.20) to obtain a system of bilinear equations for the variables by equating the terms with a plus and the terms with minuses on both sides of the equation
This splitting of the equation is rather arbitrary and we present here a more detailed analysis that will lead to a natural derivation of the equations above. The reasoning for the derivation of (2.19) still holds. In addition to that, we now include in our analysis the singular behavior of other terms in Equation (2.12). More precisely, if we consider the expressions for the iterates of X n given in (2.13) and (2.15), then the corresponding expressions for both the terms (X n + Φ n ) + and (Φ n − X n ) + will be singular at some stage.
Let us now give the details on how to obtain the singular behavior of the term (Φ n − X n ) + . Consider the singularity X n = Φ n associated to the iterates given in (2.13) and to the τ -function Υ n . Using the expressions of X n given in (2.13) under condition (2.14), one finds that while X n goes through the iterates given in (2.13), the term (Φ n − X n ) + goes through
where we have used the fact that Φ n is a linear function of n. This means that while X n goes through the pattern (2.17), the term (Φ n − X n ) + goes through the pattern
Thus, if the τ -function Υ n goes through a zero for n = n 0 , then X n as given by (2.19) will be singular for the first time at n = n 0 + 1.
Comparing the pattern for X n in (2.17) and the pattern for (Φ n − X n ) + in (2.22), we need (Φ n − X n ) + to have a positive kink at n = n 0 and a negative one at n = n 0 + 1. (Note that here we are only concerned with movable singularities, that occur because the initial value of the dependent variable X n goes through a special value, like Φ n or −Φ n , for some n 0 . We are not concerned by fixed singularities that occur because the independent variable Φ n assumes a special vale like 0 or γ. So the possible kinks of the quantity (Φ n − X n ) + at (n + 2) or (n + 4) in the above pattern are of no concern. These quantities are differentiable in terms of the initial value of X n and thus are denoted in (2.22) by D despite the possibility of a kink if Φ n crosses some special value. The same remark applies also for the pattern above (2.24) and other places.) We are thus led to the substitution
If we now consider the singularity X n = −Φ n , we use (2.15) and condition (2.16) to find that while X n goes through the iterates given in (2.15), the term (Φ n − X n ) + goes through
where we have used the fact that Φ n is a linear function of n. This means that while X n goes through the pattern (2.18), the term (Φ n − X n ) + goes through the pattern
We now compare the pattern (2.18) associated to the τ -function Γ n for X n and the pattern (2.24) for (Φ n − X n ) + . If the function Γ n goes through a zero at n = m 0 , X n as given by (2.19) will be singular for the last time at n = m 0 + 3. Comparing the two patterns, we need the negative kink for (Φ n − X n ) + to occur at n = m 0 + 3 and the positive one at n = m 0 + 4. We are thus led to complete the substitution (2.23) as
An analysis along the same lines leads to
Note that σ n and ω n are differentiable functions which are not yet known. We obtain the bilinear system (2.21) as follows. The substitution of (2.19), (2.26), and (2.25) into the equation (2.12) leads to an identity provided that ω n = γ + σ n . (Note that σ n in (2.25) and (2.26) be can then be brought to zero with the appropriate gauge transformation, that is (
where λ n satisfy λ n − λ n−1 − λ n−3 + λ n−4 + σ n = 0. We use the term "gauge transformation" because it leaves invariant the variable X n as can be seen from (2.19)) Then, we write the two compatibility conditions for (2.19), (2.25), and (2.26). The first condition is derived by equating the expression for (Φ n − X n ) + obtained with (2.19) to the one obtained with (2.25). The second condition is derived by equating the expression for (X n + Φ n ) + obtained with (2.19) to the one obtained with (2.26). These are precisely the bilinear equations obtained in (2.21).
2.4. u-P III . We now consider the following case which is known as u-P III [16] X n+1 + X n−1 = max(Φ n + δ, X n ) + max(Φ n − δ, X n ) (2.27)
where Φ n = α + β n, with α, β, γ, and δ constant.
The iterates of the value X n = −Φ n − γ + ǫ are given as follows (2.28)
where we assumed that (2.29)
We associate the singularity above with the τ -function Υ n . The singularity pattern for X n is given by
Thus, if Υ n goes through a zero at n = n 0 , then X n will go through a negative kink at n = n 0 + 1 if we make the substitution (2.31)
where F n is yet to be determined by the τ -functions associated to the other singularities. In addition, as we did for u-P II−2 , we keep track of the terms in equation (2.27) that become singular. Substituting the expressions of the iterates of X n given in (2.28) into the term (Φ n + γ + X n ) + , we find that under condition (2.29), while X n goes through the pattern (2.30), (Φ n + γ + X n ) + goes through the pattern (2.32)
Thus, if Υ n has a zero at n = n 0 , we need (Φ n + γ + X n ) + to have a positive kink at n = n 0 and a negative kink at n = n 0 − 1 which suggests
The term (Φ n − γ + X n ) + goes through the pattern (2.34) {D, −(ǫ) + , (ǫ) + }, which suggests (2.35)
The two terms max(Φ n + δ, X n ) + and max(Φ n − δ, X n ) + go through the pattern (2.30) which means that
The functions H n , J n , and K n will be determined below by the τ -functions associated to the other singularities.
The iterates for the other singularity X n = −Φ n + γ + ǫ give (2.38)
We associate to this singularity the τ -function Γ n . We start with the substitutions (2.31), (2.33), (2.35), (2.36), and (2.37). By a similar analysis as the one done above for Υ n , we introduce the function Γ n through the substitutions (2.39)
The iterations for the singularity X n = Φ n + δ are given by
where we assumed that (2.40)
The iterations for the singularity X n = Φ n − δ are given by
where we assumed that (2.41)
We associate the τ -function ∆ n to the singularity X n = Φ n + δ and Ω n to X n = Φ n − δ. By a similar argument as was done for the other singularities, we complete the substitutions given in (2.39) by introducing ∆ n and Ω n in the following way (2.42)
The bilinear equations are found by writing the compatibility condition among the equations in (2.42). For instance, we need to write (Φ n + γ + X n ) + using the first and second equation in (2.42). The four compatibility conditions arising from (2.42) give the following system of four bilinear equations
Here, some comments about initial conditions are in order. As explained in [8, 9] , it is usually virtually impossible to analytically study all the possibilities of initial conditions. This fact will become even more apparent in the case of equations in 1 + 1 dimensions studied in the next section.
However, it can be observed that various values of initial conditions either give rise to confinement with different singularity patterns or to singularities that are fixed [9] . As far as bilinearization is concerned, it appears that the substitutions done with one pattern of confinement is always compatible with the other possible patterns. For example, in the case of u-P III (2.27), it turns out that the singularity pattern of X n for the singularity X n = Φ n + δ has two consecutive positive kinks before confining in the case where the initial conditions satisfy (2.43)
where
Remember that for the same singularity, under conditions (2.40), X n had only one kink. More precisely, under conditions (2.43), we have the following singularity patterns for X n and the terms on the RHS of (2.27)
It turns out that these patterns can be precisely reproduced by the substitutions made in (2.42) in the particular case where a zero of ∆ n occurs at n = n 0 , one step before a zero of Ω n at n = n 0 + 1.
Note that X n and max (Φ n − δ n , X n ) + have the same singularity pattern in this special case. However, the expressions in (2.42) of these two quantities in terms of τ -functions show that, whereas the kink of X n at n = n 0 + 1 is related to the zero of ∆ n at n = n 0 , the one of max (Φ n − δ, X n ) + is related to the zero of Ω n at n = n 0 + 1. In the same way, the kinks of X n at n = n 0 + 2 is related to the zero of Ω n at n = n 0 + 1, while that of max (Φ n − δ n , X n ) + is related to the zero of ∆ n at n = n 0 .
Equations in 1 + 1 dimensions
In this section, we show that our method can be applied to lattice equations evolving with time. We illustrate this by studying ultradiscrete versions of the KdV and Sine-Gordon equations.
3.1. KdV equation. Consider the following ultra-discrete version of the KdV equation [20] 
, where i is the discretization of time, and j is the discretization of space. We here reproduce the singularity analysis performed in [8, 9] . The equation admits a singularity if u i+1 j = 1. To study the confinement of this singularity, we consider arbitrary initial conditions on a "staircase" in the lattice. This situation is illustrated on Figure 1 where the dots denote the locations at which arbitrary boundary conditions have been imposed except for
We have, in particular, that
are arbitrary. It turns out that if we impose the conditions (3.3)
(where u i+3 j−1 is given in (3.5)) then, due to the singularity induced by u i+1 j , the following iterates are not differentiable as ǫ → 0:
where, in the last expression, u i+3 j−1 should be replaced by its expression in terms of the initial conditions:
Here we remind the reader that the non-differentiability in (3.4) is expressed through the presence of the terms involving (ǫ) + . The situation is illustrated in Figure 1 in which the points denoted "ND" represent the locations of the non-differentiable behaviors of the iterates. It then turns out that the non-differentiable behaviors induced by u i+2 j and u i+2 j+1 at the location (i + 3, j + 1) cancel out and (3.6) u i+3 j+1 = 1 − ǫ is differentiable. Then, the non-differentiable behaviors produced by u i+3 j+1 (because its value, as ǫ → 0 is 1) and u i+2 j+1 cancel out as well and u i+3 j+2 is differentiable. The same type of cancellation occurs throughout the lattice and, as illustrated in Figure 1 , the only non-differentiable iterates are the ones given in (3.4). The singularity is therefore said to be confined. Note that in [8, 9] , an error was made in the sign in front of the last term of the last equation of (3.4) which was wrongly written as a minus. For the purpose of find the bilinear form, this sign is crucial.
To reproduce the singular behavior of u i j , we use the τ -function Υ i j . If Υ i j is zero for i = i 0 and j = j 0 , then, as prescribed by (3.4), we introduce the change of variable in such a way that u i j has a positive kink at the sites (i 0 + 1, j 0 + 1) and (i 0 + 3, j 0 ) and a negative kink at the sites (i 0 + 2, j 0 ) and (i 0 + 2, j 0 + 1). We are led to the following substitution
Furthermore, we need to study the singular behavior of the term T i j ≡ u i j − 1 + whose shifts appear on the RHS of (3.1). Following the singular behavior for u where f is an arbitrary function of i + j, differentiable in terms of the inititial conditions. We obtain a bilinear equation by considering the compatibility condition between (3.7) and (3.8)
Note that the function f can be scaled to zero by the gauge transformation Υ 
The ultra-discretization is given by
where Q is a constant. Note that the soliton solutions of (3.10) were numerically studied in [1] . We first consider the singularity u
To perform the analysis, we use the same staircase type of arbitrary initial conditions as for that used for (3.1) on Figure 1 . The singularity is induced by
We then get the following non-differentiable behavior at the site (i + 1, j + 1)
This value of u i+1 j+1 should in principle induce a singular behavior at the site (i + 2, j + 2). But, it turns out that, under the conditions (3.13) which we know confines in one step as shown above, except that the singular behavior induced by the perturbation in ǫ is actually − (ǫ) + (a negative kink) due to the minus sign introduced by the change of variables. The behavior of these two singularities occurring at the step (i + 1, j + 1) suggests the substitution 
Conclusions
In this article, we have obtained the bilinear form of ultra-discrete versions of integrable discrete equations. We have done so without making use of the ultra-discretization process. Instead, we have shown that it is possible to use singularity analysis as introduced in [8, 9] to systematically find a change of variables that leads us to the Hirota bilinear form.
One feature of our results is that the equations we find are bilinear in the positive part of a τ -function as opposed to being bilinear in the τ -functions themselves. This can be explained a posteriori by the fact that when one looks for soliton solutions of a partial difference equation, one substitutes the ansatz 1 + F into the bilinear version of the equation, where F is a function that is exponential in the independent variables. In the ultra-discrete limit (2.9), such an ansatz takes the form of the positive part of an differentiable function. Another argument in support of our results comes from the fact that a naive ultra-discretization of a discrete Hirota bilinear equation such as (2.6) using (2.9) is not valid at values of n where τ n is zero. Indeed, a transformation of the form τ n = e
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