Abstract
A methodology is presented for generating exact solutions to equations that are "near" the Navier-Stokes equations. First, a highly accurate numerical solution to the Navier-Stokes equations is computed. Second, an analytic function is fit to the numerical solution by least squares optimization. Next, this analytic solution is operated on by the Navier-Stokes equations (including auxiliary relations) to obtain a small analytic source term. When the Navier-Stokes equations are perturbed by adding this source term, the analytic function is recovered as the exact solution. Approaches are presented which address the "goodness" of the curve-fitting procedure and the "nearness" of the modified set of equations to the Navier-Stokes equations. Two examples are given for compressible fluid flow: fully developed flow in a channel, and lid-driven cavity flow. The channel flow is fully captured by a third-order polynomial fit, while the driven-cavity solution is not adequately represented by polynomial curve fits up to fourth order. The generation of an exact solution to a set of equations near the Navier-Stokes equations allows for the evaluation of various discretization error estimators, without reverting to simplification of the governing equations or use of a highly refined "truth" mesh. Preliminary results for a number of extrapolation-based error estimators are also presented. 
Nomenclature

Introduction
Sources of error in Computational Fluid Dynamics (CFD) can be classified into two main categories: modeling errors and numerical errors. Modeling errors arise due to a given model's inability to reproduce the behavior observed in the real world. For example, a turbulence model may be calibrated for attached, zero pressure gradient flow, but fail to predict the correct separation characteristics in a flow with a strong adverse pressure gradient. Numerical errors can be associated with a number of sources including mesh resolution, time step, discretization scheme, iterative convergence, round-off, and coding mistakes. For complex CFD simulations (e.g., with turbulence, chemistry, unsteady flow, shock waves, etc.), it is particularly important to control and understand numerical errors; failure to do so can lead to incorrect conclusions in model validation studies.
Numerical errors associated with the mesh and discretization scheme (i.e., discretization errors) are important to assess not only for the purpose of model validation, but also for grid adaptation. Unstructured grid methodologies, 1, 2 and to a lesser extent, structured grid methods, 3 allow for the control of discretization error through selective refinement/de-refinement of the grid. Such adaptation criteria are often based on local features (gradients, shock waves, etc.). More advanced strategies can adapt the grid based on global errors, or even the local contributions to global errors. 4, 5 Discretization error estimators can be broadly classified into three categories: 1) extrapolation-based, 2) residual-based, and 3) recovery-based error estimators. The extrapolation-based error estimators are based on Richardson extrapolation, 6 where the numerical solutions on two meshes are extrapolated to zero element size to approximate the exact solution. The most popular extrapolation-based approach used today is Roache's Grid Convergence Index (GCI). 7 The residual-based error estimators were initially developed for finite element formulations and include both standard a posteriori 8 and adjoint-based 4,5 error estimators. The recoverybased error estimators were also initially developed for finite elements (e.g., the Zienkiewicz-Zhu error estimator 9 ), and have recently been extended to the finite-volume approach. 10 The standard methods for evaluating the efficacy of error estimators involve the use of either exact solutions or benchmark numerical solutions. For complex partial differential equations (e.g., the Navier-Stokes equations), there are generally only a limited number of exact solutions available. Furthermore, these exact solutions often involve significant simplifications and do not test the general governing equations. One example is the flow between moving parallel plates (Couette flow) where the velocity gradient is linear and thus the diffusion term, a second derivative of velocity, is identically zero and is therefore not exercised. The use of a benchmark numerical solution (or "truth" mesh) is also problematic since the accuracy of the benchmark solution is generally unknown. In addition, assessing the convergence rate of the numerical method is difficult when the exact solution is not known.
There has been some prior work in the literature dealing with the generation of exact solutions. One example is the method of manufactured solutions, [11] [12] [13] where an analytic solution is chosen a priori and the governing equations are modified by the addition of analytic source terms. The purpose of manufactured solutions is for code verification, that is, to ensure to the highest degree possible that a given simulation code is free from coding mistakes. The manufactured solutions are generally chosen a priori for their smoothness and for their ability to exercise all terms in the governing equations. However, code verification is a mathematical exercise that does not attempt to assess the adequacy of the physical models, thus the solutions are generally nonphysical.
Another approach to generating exact solutions was developed by Lee and Junkins 14 for one-dimensional nonlinear ordinary differential equations (ODEs). The basic idea behind their work is summarized in the following steps:
Step 1) Compute a numerical solution on a highly refined mesh (i.e., small time step).
Step 2) Generate an analytic solution from a global fit to the fine grid numerical solution based on the least squares approach using Chebyshev polynomials.
Step 3) Use symbolic manipulation (in their case MACSYMA) to plug the analytic polynomial solution into the original ODEs to generate small source terms.
Step 4) Solve the nearby problem, consisting of the original ODEs plus the small source terms, on a series of different discretizations. The goal of their work was to determine the optimal numerical integration parameters for a given problem, which generally involved determining where round-off errors started to affect the discretization error. Junkins and Lee 15 later extended their methodology to nonlinear hybrid ODE/PDEs that arise from flexible multi-body dynamical systems in two dimensions (both time and space).
The goal of our current research program is to evaluate the reliability of various error estimators for use in both model validation and grid adaptation. This paper describes a first effort at a methodology for generating exact solutions to small perturbations of the NavierStokes equations. The methodology extends the work of Lee and Junkins 14 for dynamical systems to the coupled nonlinear PDEs that make up the Navier-Stokes equations. Two cases are examined herein: fully developed laminar flow in a narrow channel, and the flow in a liddriven cavity.
Numerical Formulation
Navier-Stokes Equations
The perturbed 2D Navier-Stokes equations in conservation form are
where generalized source terms are shown on the right hand side. Of course, when all source terms are equal to zero, the (unperturbed) Navier-Stokes equations are recovered. For a calorically perfect gas, the Navier-Stokes equations are closed with auxiliary relations for energy .
and with the ideal gas equation of state (6) For the solutions presented herein, the ratio of specific heats is γ = 1.4 and the specific gas constant is R = 287.0 N·m/(kg·K). The shear stress tensor is (7) and the heat flux vector is given by:
The absolute viscosity µ is chosen to be a constant, and the thermal conductivity k is determined from the viscosity by choosing the Prandtl number (here Pr = 1):
CFD Simulation Codes
Two different Navier-Stokes codes are employed in the current work. The SACCARA code is used to establish the highly refined initial numerical solutions. This code was developed from a parallel distributed memory version 16 of the INCA code, originally written by Amtec Engineering. The SACCARA code is used to solve the Navier-Stokes equations for conservation of mass, momentum, and energy in two dimensions. The governing equations are discretized using a cell-centered finite-volume approach. The convective fluxes at the interface are calculated using Yee's symmetric TVD scheme. 17 Second-order reconstructions of the interface fluxes are obtained via MUSCL extrapolation. 18 The viscous terms are discretized using central differences.
The Premo code 19 is used for the implementation of the source terms and generalized boundary conditions. This code is being developed as part of the Department of Energy's Accelerated Strategic Computing Initiative (ASCI) to meet the needs of the Stockpile Stewardship Program. The Premo code is one of a number of mechanics and energy transport codes that serves as a module to the SIERRA multi-mechanics framework. 20 The SIERRA framework provides services for I/O, domain decomposition, massively parallel processing, mesh adaptivity, load balancing, code coupling, and an interface to a host of linear and nonlinear solvers.
The spatial discretization employed in the Premo code is a node-centered finite-volume formulation. This discretization is implemented on unstructured meshes using an edge-based scheme which allows arbitrary element topologies, where an element is determined by connecting nearest-neighbor nodes. The convective fluxes are evaluated with Roe's approximate Riemann solver. 21 Second-order spatial accuracy is achieved via MUSCL extrapolation 18 for the primitive variables to the control volume surface using a Least Squares (LSQ) gradient operator. 22 The gradient is also used in the evaluation of the viscous fluxes at the control-volume
surface, resulting in a second-order discretization for the viscous terms. For the steady-state simulations discussed herein, the governing equations are integrated in time using a low-storage, four-stage Runge-Kutta method. 23 See Ref. 19 for more details on the temporal and spatial discretization of the Premo code.
Exact Solution Methodology
The proposed method for generating exact solutions to equations near the Navier-Stokes equations is based on that of Lee and Junkins 14 and is summarized as follows:
Step 1) Establish accurate numerical solution
Step 2) Generate analytic curve fit to #1 above
Step 3) Generate analytic source terms
Step 4) Numerically solve "nearby" problem
Step 5) Evaluate error estimators These five steps are described in detail below.
Accurate Numerical Solution
Once the problem of interest is identified, the first step is to compute a highly refined numerical solution. While this solution will have some associated discretization error, this fact will not pose a problem as will be shown later. All of the initial numerical solutions computed were generated using the SACCARA NavierStokes code.
Analytic Curve Fit
This step is generally the most difficult step and involves generating an accurate analytic fit of the numerical solution computed in step 1 above. In order to avoid issues with continuity of properties and derivatives across zonal boundaries, this paper examines global curve fits only. In addition, the boundary conditions are not enforced at the domain boundaries in order to simplify the fit approximations. Once the curve fit has been generated, some measure of the "goodness" of the fit will be quantified to determine how well it satisfies the given data (i.e., the original numerical solution).
For the present study, polynomial functions of x and y are examined up to degree four. A least squares optimization is performed to fit the numerical solution of each primitive variable (ρ, u, v, and p). The form and derivation of the polynomial approximations are given in Appendix A.
Generation of Analytic Source Terms
The analytic curve fit from step 2 now becomes the exact solution to a set of equations "near" the NavierStokes equations. In fact, these neighboring equations differ from the original Navier-Stokes equations only by a (hopefully) small source term. These source terms come from operating the Navier-Stokes equations (Eqs. 1-3), along with the auxiliary equations (Eqs. [4] [5] [6] [7] [8] [9] , onto the curve fit solution from step 2. As the size of these source terms approach zero, solutions to the perturbed equations approach the solution of the original Navier-Stokes equations (with possible smoothness constraints).
How small do the source terms need to be? Relating the "solution distance" to the "equation distance" for a nonzero source term is difficult. Theory may tell us how to measure these distances as a function of source term size for very simple cases (e.g., linear PDEs), but the authors are not aware of any work addressing this issue for general coupled nonlinear PDEs. The resulting perturbed equations would still be valuable as a verification problem, but would possibly not be as close to the starting equations as one would like (i.e., the "physics regime" is too different). We nonetheless expect that the resulting methodology presented here to be of great practical value.
The closeness of these neighboring equations to the Navier-Stokes equations is determined by examining the size of the associated source terms. Recall the definition of the L 2 norm of a function f on a domain , .
Because the domain of integration should be obvious, and we are only using the L 2 norm, we make the simplification that . We often create a continuous function from a discrete numerical solution by interpolating solution nodal values located at mesh nodes to other spatial locations. In the present context this is done by bilinear interpolation from the corners of a quadrilateral mesh element to interior points. However, one would expect that other numerical methods would yield their own interpolation methods. For example, in finite elements there is the natural finite element basis. In any case, Eq. (10) suffices for comparing source term sizes.
In the present case, the L 2 norm of the source term for each governing equation is calculated by integrating over the domain of interest . In theory this integration could be performed analytically. Unfortunately, as the governing equations or curve fit functions become more complex, analytic integration (using a symbolic math package) becomes less efficient. We instead numerically integrate the source term on successively finer meshes until the norm converges.
Numerical Solution to Nearby Problem
The neighboring problem is then discretized and computed on a series of meshes, including the source term from the last step and the perturbed boundary conditions. For consistent numerical schemes and sufficiently refined meshes, the formal order of accuracy of the numerical scheme should be observed, even on our perturbed equations. In general, the discretization error should drop as 1/r p , where in the current case the grid refinement factor is r = 2 and the nominal order of accuracy is p = 2; thus the error should drop by a factor of four on each successively refined mesh level. In order to examine the global discretization error behavior, we define the discrete error function (11) where k refers to the discrete mesh level and n varies over all N mesh nodes in space (including both interior and boundary nodes) with the exception of the Dirichlet boundary nodes for which the discretization error is identically zero. Here, refers to the exact solution evaluated at node n.
Evaluation of Error Estimators
While the focus of this paper is on the generation of exact solutions, a key aspect of future efforts will be the evaluation of error estimators. Initial error estimators to be examined include: Richardson Extrapolation, 11 Roache's Grid Convergence Index (GCI), 7 and Roy's mixed-order error estimator. 24
Results: Channel Flow
The first case to be examined is that of fully-developed laminar flow in a narrow channel. The flow is driven by a pressure gradient, and the bulk Mach number is chosen as 0. 3 . Standard no-slip boundary conditions and a fixed wall temperature of 300.6 K are applied at the walls. At the inflow boundary, the incompressible fully-developed velocity profile is specified .
The isentropic relation and the definition of the speed of sound are used to specify the inflow temperature as (13) and the inflow pressure is set to 101,376.07 N/m 2 . At the outflow boundary, the back pressure is set to atmospheric (101,325.0 N/m 2 ), and the other boundary properties are found via extrapolation from the interior. While an exact solution exists in the limit as the Mach number approaches zero, there is no general solution to the compressible flow problem. The channel flow is solved on the half-domain from the bottom wall (y/L = 0) to the centerline (y/L = 1/2), with symmetry applied at the channel half-height. A contour plot of the channel is shown in Fig. 1 with longitudinal velocity contours shown along the lower half, and pressure contours shown along the upper half. It is clear from the figure that the pressure is nearly linear in x, and constant in y.
Accurate Numerical Solution
The velocity profiles across the channel half-height are presented in Fig. 2 for the SACCARA solution using 256×256 cells. A number of longitudinal stations are shown in the figure from . Each of the curves for the longitudinal velocity u are identical, thus showing that there are negligible u velocity gradients in the x direction. While there is some variation in the vertical velocity v, these variations are small (approximately 0.001 m/s) and approach zero as the grid is refined.
Analytic Curve Fit
The above SACCARA solution on the 256×256 cell mesh was used to generate polynomial approximations with order ranging from zero to four. A truncated domain of was used in order to minimize errors occurring at the boundaries. The L 2 norms of the difference between the polynomial approximations and the fine grid SACCARA solution are given in Fig. 3 plotted versus polynomial order. The vertical velocity is approximated well by a constant value, the density and pressure by a linear value, and the axial velocity by a second-order polynomial. The velocity profiles across the channel half-height for the third order-polynomial are given in Fig. 4 . The longitudinal velocity maintains its quadratic behavior across the channel, while the vertical velocities are small and near (but not identically) zero at the lower wall and the channel half-height. For the remainder of this study of the channel flow, third-order polynomial fits for each of the primitive variables (ρ, u, v, and p) are employed.
Generation of Analytic Source Terms
Analytic source terms were generated by operating the Navier-Stokes equations (and auxiliary equations) on the chosen third-order polynomial solutions. These source terms were generated using Mathematica, which has options for outputting the results in either the FOR-TAN or C programming languages. The resulting source term for the mass conservation equation is given in Appendix B. Source terms for the other three governing equations are significantly more complex, and are available upon request from the first author.
The initial SACCARA solutions of the Navier-Stokes equations were obtained on a series of grids ranging in size from 256×256 cells (Mesh 1) to 8×8 cells (Mesh 6). Each of these initial solutions were fitted to a third-order polynomial using least squares optimization. The L 2 norms of the source terms were integrated over the domain of interest ( , ) following Eq. (10). While this integration was performed numerically, the discretization size for the integration was varied until the source term norms did not change. 
The results are plotted versus representative cell size of the initial SACCARA solution on a log-log plot in Fig. 5 . The parameter h is the cell size on mesh level k normalized by the cell size on Mesh 1 (256×256 cells), i.e., (14) Thus, h = 1 corresponds to the finest initial mesh, and h = 32 to the coarsest initial mesh. As the baseline SAC-CARA solution used for the curve fits is refined, the corresponding size of the source term is reduced. Furthermore, the reduction in the size of the source term occurs at an approximately second-order rate, at least until a mesh size of 64×64 cells (h = 4). In general, basing the polynomial fit on the finest initial numerical solution provided the smallest source terms.
Numerical Solution to Nearby Problem
The "nearby" channel flow problem was examined based on the 256×256 cell channel flow solution using the third-order polynomial fit. These numerical solutions were computed using the Premo code on the four different mesh levels, from Mesh 1 (65×65 nodes) to Mesh 4 (9×9 nodes), shown in Table 1 . This nearby problem includes the analytic source terms discussed in the last section, and the boundary conditions are set to the Dirichlet values determined by the analytic solution. The discrete error functions (see Eq. (11)) are presented in Fig. 6 versus the normalized mesh spacing (again, h = 1 is the fine mesh). The errors for u, v, and p appear to converge at the expected rate of second order on the finer meshes, while the norms for the density do not converge at the expected rate. The reason for the lower than expected convergence rate for the density could come from two sources. First, all boundary conditions were specified as Dirichlet for this case, thus leading to an over-specification of the boundary conditions (i.e., some boundary values should be determined from the interior solution). Second, since this problem is essentially incompressible, it is possible that the small variations in density are captured on the coarser meshes, and additional mesh resolution does not further resolve these features.
Evaluation of Error Estimators
In order to evaluate the various discretization error estimators, the estimates of the exact solutions are compared to the exact analytical solution. Four different error estimators are employed. The first error estimator is based on second-order Richardson extrapolation (2nd Order RE) and requires two solutions. This error estimator is expected to be the most accurate since both the formal and the observed order (see Fig. 6 ) are second order. The second error estimator is based on Roy's is also examined where second-order Richardson extrapolation is used when the three solutions are monotonically converging as the mesh is refined, and the mixed-order extrapolation is used when the solutions are non-monotone. The third error estimator is based on the locally observed order of accuracy, or p th order extrapolation (Observed Order). This method requires three solutions, and the order is limited to be between first and second order. Finally, an error estimator based on a "Truth" mesh is examined, where the fine grid is used to approximate the exact solution.
In order to evaluate how well the above methods are able to approximate the exact solution in a global sense, the discrete error function (or discrete L 2 norm) from Eq. (11) is employed with the approximated exact solution substituted in place of the discrete solution φ k,n . This discrete L 2 norm is evaluated over interior points on the coarsest mesh level (9×9 nodes). The boundary points are omitted since they employ Dirichlet boundary conditions from the exact solution. As the estimated exact solution approaches the true analytical exact solution, the discrete error norm will approach zero. The norms are presented for the conservative variables ρ, ρu, and ρv which are solved for in the Premo code (ρe t is omitted for brevity).
The discrete L 2 error norms for the estimated exact solutions relative to the analytical exact solution are given in Appendix C, Table A.1 for the three finest meshes (Meshes 1-3) . Note that the Richardson extrapolation results require on two meshes (Meshes 1 and 2) , while the mixed-order approaches and the observed order approach require all three mesh levels. As expected, second-order Richardson extrapolation provides the best estimates of the exact solution for the three conservative variables. Results using the local Observed Order and the modified mixed-order method (Mixed Order2) also provide fairly good error estimates. The original mixedorder method and the truth mesh approach using Mesh 1 provide the poorest error estimates.
The discrete error norms for Meshes 2, 3, and 4 are presented in Table A. 2. Again, second-order Richardson extrapolation provides the best approximation to the exact solution, while the Observed Order approach is also fairly good. Both variants of the mixed-order methods give poor results relative to Richardson extrapolation. The truth mesh approach based on Mesh 2 gives results for ρ and ρv that are comparable to Richardson extrapolation, but the results for ρu are poor. The results shown in Table A .1 using Mesh 1 for the truth mesh are arguable better than the Richardson extrapolation results using Meshes 2 and 3, but at the cost of computing an additional mesh level.
Based on the above results, the best approach for problems where the formal order of accuracy is verified globally (as in Fig. 6 ) is to compute the finest mesh level possible and then to employ Richardson extrapolation using the formal order of accuracy to approximate the exact solution. This approximation to the exact solution can then be used to provide discretization error estimates in the numerical solutions.
Results: Driven Cavity Flow
The second case to be examined is the lid-driven cavity 
Accurate Numerical Solution
The accurate numerical solution is computed using the SACCARA code on a 128×128 cell mesh. Vertical velocity contours and streamlines are given in Fig. 7 . The primary vortex is clockwise and is situated slightly above and to the right of the center of the cavity. Opposite of the driven top wall are two counter-clockwise vortices which form in the corners. 
Analytic Curve Fit
The SACCARA solution on the 128×128 mesh is used as data for generating polynomial curve fits from order zero to four. The L 2 error norms of the polynomial fits relative to the baseline SACCARA solution are shown in Fig. 8 (solid lines) . Contrary to the channel flow case, the error norms have a larger magnitude for the cavity and show little reduction with increasing polynomial order. Also shown in Fig. 8 are results for the subdomain consisting of the lower 7/8 of the cavity (dashed lines). The upper 1/8 of the cavity was removed to minimize the effects of the corner singularities at the lid-wall junctures. While the L 2 error norms are significantly reduced, there is still only a small reduction as the order of the polynomial is increased from zero to four.
The inability of the polynomial functions to give reductions in the error norms suggests that using polynomials to approximate the primitive flow variables is a poor choice. As a result, we would not expect our procedure to be as informative here as in the previous case of channel flow. If the global nature of the curve fit is to be maintained, a different choice of basis functions is needed. Going to significantly higher-order polynomials is likely to result in an unstable process due to the wellknown misbehavior of polynomial coefficients at higher order. Some likely candidate basis functions include the Chebychev polynomials (also used in Ref. 14) and Fourier expansions.
Generation of Analytic Source Terms
Analytical source terms were generated using the fourth-order polynomial solutions and the entire range of initial SACCARA solutions for the driven cavity. The L 2 norms of the source terms for each of the governing equations are given in Fig. 9 . For this case, the smallest source terms are found when the 16×16 cell SACCARA solution was used as the data for the curve fitting procedure. The fact that the size of the source term does not drop as the initial mesh is refined further supports the hypothesis that the polynomial-based curve fit is not sufficient for this case. The source terms for the y-momentum equation using the fourth-order polynomial fits are presented in Fig. 10 for initial SACCARA solution on a 16×16 cell mesh and a 256×256 cell mesh. The amplitude of the source term from the finer initial mesh is significantly larger near the boundaries.
Vertical velocity contours and streamlines from the fourth-order polynomial fit based on the 16×16 cell SACCARA solution are presented in Fig. 11 . The vertical velocity contours are somewhat smoothed out by the polynomial fit relative to the original solution (see Fig. 7) , and while the overall vortex does appear to be similar in structure, the secondary vortices are significantly larger and located farther from the floor of the cavity. Based on the preceding analysis, the generated analytical solution is not as "near" to the original driven cavity problem as we would like.
Conclusions
A methodology was presented for the generation of exact solutions to slight perturbations of the NavierStokes equations. This methodology was successfully demonstrated for fully developed compressible flow in a channel. This case required only third-order polynomial functions to adequately represent the primitive solution variables. A preliminary investigation of the more complex lid-driven cavity flow showed that, as expected, the global polynomial fits did not capture the solution well. This failure illustrates the need for incorporating expert knowledge in our process. An important goal of continuing work is to develop the process to the point where such expert analysis will not be required. For example, the lid-driven cavity problem may simply require a more appropriate set of interpolating functions. There are many avenues for future work. As previously stated, we will examine other classes of approximation functions. In addition, special treatment of singularities may be needed. In the case of the driven cavity, there are two singularities at beginning and ending of the driven lid. As posed, these singularities give rise to discontinuities in both velocity and pressure. Local treatment of singularities is required for the application of this methodology to realistic problems. tremely helpful reviews of this paper.
Source term for the mass conservation equation using the degree four polynomial.
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