Abstract. In this paper we study the following second order functional-differential equations with maxima, of mixed type,
Introduction
Differential equations with maxima are often met in applications, for instance in the theory of automatic control. The existence and uniqueness of solutions of the equation with maxima is considered in [3] , [4] , [9] . The asymptotic stability of the solution of this equations and other problems concerning equations with maxima are investigated in [2] , [3] , [6] , [15] , [16] .
The main goal of the presented paper is to study a second order functionaldifferential equations with maxima, of mixed type, using the theory of weakly Picard operators ([10] - [14] ).
We consider the following functional-differential equation −x (t) = f (t, x(t), max with the "boundary" conditions
We suppose that:
(C 1 ) h 1 , h 2 , a and b ∈ R, a < b, h 1 > 0, h 2 > 0; The problem (1.1)-(1.2), x ∈ C[a − h 1 , b + h 2 ] ∩ C 2 [a, b] is equivalent with the following fixed point equation
The equation (1.1) is equivalent with
In what follow we consider the operators:
defined by B f (x)(t) := second part of (1.3) and E f (x)(t) := second part of (1.4).
is a partition of X.
We have Lemma 1.1. We suppose that the conditions (C 1 ), (C 2 ) and (C 4 ) are satisfied. Then
In this paper we shall prove that, if L f is small enough, then the operator E f is weakly Picard operator and we shall study the equation (1.1) in the terms of this operator.
Picard and Weakly Picard operators
Let (X, d) be a metric space and A : X → X an operator. We shall use the following notations:
Definition 2.1. ( [10] , [13] ) Let (X, d) be a metric space. An operator A : X → X is a Picard operator (PO) if there exists x * ∈ X such that:
(ii) the sequence (A n (x 0 )) n∈N converges to x * for all x 0 ∈ X. where Λ is the indices set of partition, such that:
Example 2.8. Let (X, d) be a complete metric space and A : X → X continuous and α-graphic contraction. Then A is
For more details on WPOs theory see [10] , [12] , [13] .
The operator max

I
Let I : R → P cp,cv (R) := {Y ⊂ R| Y compact and convex} be a multivalued operator. We suppose that I(t) = [α(t), β(t)] where α ≤ β and α, β ∈ C(R).
For x ∈ C(R) we consider the function max
x(ξ). We remark that max I x ∈ C(R). So, we have the operator
Some properties of the operator max I are given by Lemma 3.1. We have
(ii) max
Proof.
(ii) Let ξ ∈ I(t). We have
Then max
(iii) Follows from (ii).
Existence and uniqueness
Our first result is the following Theorem 4.1. We suppose that:
2) has a unique solution which is the uniform limit of the successive approximations.
The problem (1.1)-(1.2) is equivalent with the fixed point equation
From the condition (C 3 ) we have, for t ∈ [a, b]
The proof follows from the contraction principle.
Remark 4.2. From the proof of Theorem 4.1, it follows that the operator B f is PO. Since
hence, the operator E f is WPO and
, where x * ϕ,ψ is the unique solution of the problem (1.1)-(1.2).
Inequalities ofČaplygin type
In this section we need the following abstract result Lemma 5.1. (see [12] ) Let (X, d, ≤) be an ordered metric space and A : X → X an operator. We suppose that:
Then, the operator A ∞ is increasing.
Now we consider the operators E f and B f on the ordered Banach space
We have Theorem 5.2. We suppose that:
Let x be a solution of equation (1.1) and y a solution of the inequality
Proof. Let us consider the operator w :
First of all we remark that
and w(y) ≤ w(x).
In the terms of the operator E f , we have
On the other hand, from the condition (c) and Lemma 5.1, we have that the operator E ∞ f is increasing. Hence
So, y ≤ x.
Data dependence: monotony
In this section we study the monotony of the solution of the problem (1.1)-(1.2) with respect to ϕ, ψ and f . For this we need the following result from the WPOs theory. 
From this abstract result we have
, be as in Theorem 4.1. We suppose that:
Let x i be a solution of the equation
e. the unique solution of the problem (1.1)-(1.2) is increasing with respect to f, ϕ and ψ.
Proof. From Theorem 4.1, the operators E f i , i = 1, 2, 3, are WPOs. From the condition (ii) the operator E f 2 is monotone increasing. From the condition (i) it follows that
On the other hand we remark that
So, the proof follows from Lemma 6.1.
Data dependence: continuity
Consider the boundary value problem (1.1)-(1.2) and suppose the conditions of the Theorem 4.1 are satisfied. Denote by x * (·; ϕ, ψ, f ), the solution of this problem.
We need the following well known result (see [12] ).
Theorem 7.1. Let (X, d) be a complete metric space and A, B : X → X two operators. We suppose that
We state the following result:
Theorem 7.2. Let ϕ i , ψ i , f i , i = 1, 2 be as in the Theorem 4.1. Furthermore, we suppose that there exists η i > 0, i = 1, 2 such that
Proof. Consider the operators B ϕ i ,ψ i ,f i , i = 1, 2. From Theorem 4.1 these operators are contractions.
Additionally
. Now the proof follows from the Theorem 7.1, with A :
and α :=
In what follow we shall use the c-WPOs techniques to give some data dependence results using Theorem 7.3. Theorem 7.4. Let f 1 and f 2 be as in the Theorem 4.1. Let S E f 1 , S E f 2 be the solution sets of system (1.1) corresponding to f 1 and f 2 . Suppose that there exists η > 0, such that
and H · C denotes the Pompeiu-Hausdorff functional with respect to · C on C[a, b].
Proof. In the condition of Theorem 4.1, the operators E f 1 and E f 2 are c 1 -WPO and c 2 -weakly Picard operators. Let
we get that E f 1 and E f 2 are c 1 -weakly Picard operators and c 2 -weakly Picard operators with c 1 = (1 − α 1 ) −1 and c 2 = (1 − α 2 ) −1 . From (7.1) we obtain that
. Applying Theorem 7.3 we have that
Examples
Let p, q, r, g ∈ C[a, b]. We consider the following boundary value problem
with the "boundary" conditions
(|p(t)| + |q(t)| + |r(t)|).
From this conditions and the above results we have Theorem 8.1. We suppose that:
Then the problem (8.1)-(8.2) has a unique solution which is the uniform limit of the successive approximations. Theorem 8.2. We suppose that:
Let x be a solution of equation (8.1) and y a solution of the inequality
, be as in Theorem 8.1. We suppose that:
Let x i , i = 1, 2, 3, be a solution of the equation 2) with respect to ϕ i , ψ i , f i , i = 1, 2, and p(t) = max p i (t), q(t) = max q i (t), r(t) = max r i (t), g(t) = max g i (t), i = 1, 2.
Theorem 8.5. Let f 1 and f 2 be as in the Theorem 8.1. Let S E f 1 , S E f 2 be the solution sets of system (8.1) corresponding to f 1 and f 2 . Suppose that there exists η > 0, such that |f 1 (t, u 1 , u 2 , u 3 ) − f 2 (t, u 1 , u 2 , u 3 )| ≤ η (8.3)
for all t ∈ [a, b], u i ∈ R, i = 1, 2, 3. Then
where p(t) = max p i (t), q(t) = max q i (t), r(t) = max r i (t), g(t) = max g i (t), i = 1, 2 and H · C denotes the Pompeiu-Hausdorff functional with respect to · C on C[a, b].
