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Abstract
We study determinant inequalities for certain Toeplitz-like matrices over C. For fixed n and N  1, let
Q be the n × (n + N − 1) zero–one Toeplitz matrix with Qij = 1 for 0  j − i  N − 1 and Qij = 0
otherwise. We prove that det(QQ∗) is the minimum of det(RR∗) over all complex matrices R with the same
dimensions as Q satisfying |Rij |  1 whenever Qij = 1 and Rij = 0 otherwise. Although R has a Toeplitz-
like band structure, it is not required to be actually Toeplitz. Our proof involves Alexandrov’s inequality for
polarized determinants and its generalizations. This problem is motivated by Littlewood’s conjecture on the
minimum 1-norm of N-term exponential sums on the unit circle. We also discuss polarized Bazin–Reiss–
Picquet identities, some connections with k-tree enumeration, and analogous conjectured inequalities for the
elementary symmetric functions of QQ∗.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let f (z) = f0 + f1z + f2z2 + · · · + fmzm be a complex polynomial of degree m and let n
be a positive integer. Define the nth Toeplitz matrix of f to be the n × (n + m) matrix Tn(f )
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with (Tn(f ))ij = fj−i for 0  j − i  m and (Tn(f ))ij = 0 otherwise. For each integer N  1
let δN denote the polynomial
δN(z) = 1 + z + z2 + · · · + zN−1. (1)
Thus, one example of a Tn(f ) is
T5(δ4) =
⎡⎢⎢⎢⎢⎣
1 1 1 1 0 0 0 0
0 1 1 1 1 0 0 0
0 0 1 1 1 1 0 0
0 0 0 1 1 1 1 0
0 0 0 0 1 1 1 1
⎤⎥⎥⎥⎥⎦ .
In general, a matrix M is said to be Toeplitz if Mij = Mkl whenever (i − j) = (k − l). Clearly,
Tn(f ) is Toeplitz for any f .
For a complex rectangular matrix R, denote by R∗ the conjugate transpose. The matrix RR∗
is then Hermitian. Given any complex n × n matrix A, denote by Sk(A), 1  k  n, the degree
k elementary symmetric polynomials of the eigenvalues of A. The Sk satisfy the identity
det(I + tA) = 1 +
n∑
k=1
Sk(A)t
k. (2)
In particular S1(A) = tr(A) and Sn(A) = det(A). We will consider the following problem from
[11, Conjecture 2.4] (where it was posed for the case |fmj | = 1).
Conjecture 1.1. Let N  1 and 0  m0 < · · · < mN−1 be integers. Let f (z) = ∑N−1j=0 fmj zmj
be a polynomial with complex coefficients fmj satisfying |fmj |  1. If n  1, R = Tn(f ), and
Q = Tn(δN), then
Sk(RR
∗)  Sk(QQ∗) (3)
for all 1  k  n.
It was noted in [11] that this would imply a sharp form of the Littlewood conjecture on the
1-norm of exponential sums. The Littlewood conjecture (in the non-sharp form) is the statement
that for some C > 0, for all N , the above polynomials f satisfy ‖f ‖1  C logN on the unit
circle, z = eiθ . This was proved by Konyagin [12] and independently by McGehee et al. [16].
The sharp form is the conjecture that ‖f ‖1  ‖δN‖1, which is still unsolved. Conjecture 1.1 was
proved in [11, Theorem 1.2] for the case f (z) = ∑N−1j=0 ±zj , in other words when mj = j (“no
gaps”), and the coefficients are ±1. The proof gave the stronger result that the inequalities (3)
hold for all k, for all R satisfying Rij = ±Qij (arbitrary signs at each (i, j), thus not necessarily
Toeplitz). Moreover, the same proof works for arbitrary odd integers in place of ±1, or more
generally any integers which are congruent to 1 modulo some fixed integer m > 1. The essence
of the proof was to note that any square submatrix of Q has determinant 0, 1, or −1 (see [5, p.
853], or [11, Lemma 2.3]). A matrix with this property is said to be totally unimodular.
Definition. Let N, n  1 be integers and let Q be the n × (n + N − 1) matrix Q = Tn(δN). Then
Rn(N) denotes the set of all complex n × (n + N − 1) matrices R such that |Rij |  1 whenever
Qij = 1, and Rij = 0 whenever Qij = 0. (Note that R is not required to be Toeplitz.)
The following result concerning Conjecture 1.1 will be proved in this paper.
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Theorem 1.2. Let N, n  1 and let Q = Tn(δN). Then
det(RR∗)  det(QQ∗) (4)
for all R ∈ Rn(N).
The special case R = Tn(f ) of Theorem 1.2 gives the case k = n in (3) of Conjecture 1.1 for
polynomials f having “no gaps”, i.e. with mj = j .
The proof of Theorem 1.2 is given in §3. We devote §2 to a review of polarized determinants
(also called “mixed discriminants”; see [2]; [20, Section 2.5]), and to some generalizations of
Alexandrov’s inequality [1]; [20, Theorem 6.8.1]; [6, Theorem 4]; [10, Theorem 3], as far as
will be needed for the proof. There is a vague similarity between (4) and the van der Waerden
Conjecture, which states that per(U)  per(1/n) for any doubly stochastic n × nmatrixU , where
1 is the n × n all ones matrix. By a curious coincidence, the solution of the latter also relied upon
Alexandrov’s inequality [20, p. 388, Note 1]. By an additional coincidence, it was solved at about
the same time (≈1980) as the Littlewood conjecture discussed above.
In §4.1, a gap version of Theorem 1.2 will also be discussed. In §4.2, we give an example
R ∈ Rn(N) with N = 4 and n = 7 showing that the inequality Sk(RR∗)  Sk(QQ∗) fails for
some elementary symmetric function Sk, k < n. Since our example R is not Toeplitz, it is not a
counter-example to Conjecture 1.1. In §4.4 we sketch methods and results of a more combinatorial
nature. In particular, we show how “polarized Bazin–Reiss–Picquet identities” can be used in place
of Alexandrov inequalities in some cases of the proof of Theorem 1.2.
2. Polarized determinants
For a fixed positive integer n, the polarized determinant Dn (also called the “mixed discrim-
inant”) is the function on ordered n-tuples (A1, . . . , An) of n × n complex matrices defined
by Dn(A1, . . . , An) = 1n! times the coefficient of λ1 · · · λn in det(λ1A1 + · · · + λnAn), where
the λi are scalars [20, Section 2.5]; [2]. If n is clear from the context, we may write D in-
stead of Dn. D is symmetric and multilinear in the Ai , and D is real valued if all the Ai are
Hermitian. Moreover, D  0 if each Ai is Hermitian and nonnegative. (This can be seen by
representing each Ai as Ai = MiM∗i and applying Remark 2.2.) It is convenient to abbreviate
D(A1, . . . , A1, A2, . . . , A2, . . . , Ak, . . . , Ak) to D(A
〈n1〉
1 , A
〈n2〉
2 , . . . , A
〈nk〉
k ) if each Ai occurs
ni  0 times, with n1 + · · · + nk = n. Then, a “multinomial theorem” holds for any number
k  1 of n × n matrices Ai ;
Dn((λ1A1 + · · · + λkAk)〈m〉, B1, . . . , Bl)
=
∑
m1+···+mk=m
m!
m1! · · ·mk!Dn(A
〈m1〉
1 , . . . , A
〈mk〉
k , B1, . . . , Bl)λ
m1
1 · · · λmkk , (5)
where m + l = n and B1, . . . , Bl are any n × n matrices. The case l = 0 in (5) gives
det(λ1A1 + · · · + λkAk) = Dn((λ1A1 + · · · + λkAk)〈n〉)
=
∑
n1+···+nk=n
n!
n1! · · · nk!Dn(A
〈n1〉
1 , . . . , A
〈nk〉
k )λ
n1
1 · · · λnkk . (6)
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Remark 2.1. If rank(A1) < m1  n then
Dn(A
〈m1〉
1 , A2, . . .) = 0 (7)
for any n × n matrices A1, A2, . . . , An−m1+1.
The remark follows directly from the definition of D and the fact that any m1 columns of A1
must be linearly dependent.
Now suppose that R is an n × M complex matrix. We recall the Binet–Cauchy “expansion”
det(RR∗) =
∑
| det(S)|2,
where the sum is over all n × n submatrices S of R [14, p. 503]. Let a1, . . . , ak  0 be integers
with
∑
ai = M , and let R be partitioned as R = [R(1)| · · · |R(k)] where R(i) is n × ai . The
(a1, . . . , ak) will be called the “block lengths” defining the partition. Given integers n1, . . . , nk 
0 with
∑
ni = n and ni  ai , define(
a1
n1
∣∣∣∣ . . .. . .
∣∣∣∣ aknk
)
R
:=
∑
(S1,...,Sk)
| det[S1| · · · |Sk]|2, (8)
where the sum is over all (S1, . . . , Sk) such that each block Si consists of some ni columns from
R(i). Furthermore, given integers bi  ai with
∑
bi = M − n, it will be convenient to define(
a1
b̂1
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
:=
(
a1
a1 − b1
∣∣∣∣ . . .. . .
∣∣∣∣ akak − bk
)
R
,
viewing this as a sum like (8) but with each Si defined by deleting some bi columns from block
R(i). For example, if R = T7(δ4) then(
4
2̂
∣∣∣∣ 20̂
∣∣∣∣ 41̂
)
R
=
(
4
2
∣∣∣∣ 22
∣∣∣∣ 43
)
R
is
∑ | det(S)|2 summed over all 7 × 7 matrices S obtained by deleting 2 columns from the first
block R(1), 0 columns from the second block R(2), and 1 column from the third block R(3), in
the following partition of R:
R = [R(1)|R(2)|R(3)] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1
0 1 1 1
0 0 1 1
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0
1 0
1 1
1 1
1 1
0 1
0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)
Remark 2.2. Let Ai = R(i)R(i)∗. If ∑ ni = n and 0  ni  ai , then(
a1
n1
∣∣∣∣ . . .. . .
∣∣∣∣ aknk
)
R
= n!
n1! · · · nk!Dn
(
A
〈n1〉
1 , . . . , A
〈nk〉
k
)
. (10)
Hence, if
∑
bi = M − n and 0  bi  ai , then(
a1
b̂1
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
= n!
(a1 − b1)! · · · (ak − bk)!Dn
(
A
〈a1−b1〉
1 , . . . , A
〈ak−bk〉
k
)
. (11)
Moreover, if some ni > ai then the right hand side of (10) is 0.
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Proof. The proof is a well-known argument. Eq. (10) results from expanding (6) using the Binet–
Cauchy expansion instead of the multinomial theorem, then comparing coefficients of λn11 · · · λnkk
(provided that we first re-parametrize by setting λi = t2i ). To do this, insert real parameters
(t1, . . . , tk)=: t into the blocksR(i), obtaining the matrixRt = [t1R(1)| · · · |tkR(k)]. Observe that
RtR
∗
t = t21A1 + · · · + t2k Ak . By the Binet–Cauchy expansion, det(RtR∗t ) =
∑ | det(S)|2 where
the sum is over all n × n submatrices S of Rt . Clearly, those S which contribute to the coefficient
of t2n11 · · · t2nkk correspond precisely to the column choices described in (8), and this proves (10).
Moreover, since eachR(i) is ann × ai matrix, the term t2n11 · · · t2nkk can occur in the Binet–Cauchy
expansion only if each ni  ai . This proves the last part of the remark. (Alternatively, this follows
from Remark 2.1 and the fact that rank(Ai)  ai.) 
Let us record the case when all ti = 1 in the above proof
det(RR∗) =
∑
| det(S)|2 =
∑
n1+...+nk=n
(
a1
n1
∣∣∣∣ . . .. . .
∣∣∣∣ aknk
)
R
=
∑
b1+···+bk=M−n
(
a1
b̂1
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
, (12)
where the ai are fixed with
∑
ai = M , and the summations are over the indices satisfying∑
ni = n, 0  ni  ai and ∑ bi = M − n, 0  bi  ai respectively (which may be called the
“admissible” indices for this partition). This identity is merely a grouping of terms in the sum∑ | det(S)|2. Now suppose that a given block of the partition, say R(1), is partitioned further as
R(1) = [C|D] where C is n × c, D is n × d , and c + d = a1. Then clearly(
a1
b̂1
∣∣∣∣ a2b̂2
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
=
∑
i+j=b1
(
c
î
∣∣∣∣ dĵ
∣∣∣∣ a2b̂2
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
, (13)
where the sum is restricted to 0  i  c and 0  j  d.
The next theorem is a special case of a result of Gårding [6, Theorem 4] on polarized hyperbolic
polynomials, as pointed out by Khovanski˘i in [10, Theorem 3]. The case k = 2 (for real symmetric
matrices) is part of a theorem of Alexandrov [1]; [20, Theorem 6.8.1]. In these references the
results involve certain strictly positive (that is, positive definite) matrices or forms. The nonneg-
ative (= positive semidefinite) cases that we need, such as the next theorem, follow by standard
continuity arguments (using Rouché’s theorem). A more detailed study of the nonnegative case
can be found in [2,18].
Theorem 2.3 [6,10]. Let n  k  1. If A is any Hermitian n × n matrix and B,C1, . . . , Cn−k
are nonnegative Hermitian n × n matrices, then all the zeros of the polynomial p(λ) = Dn((A +
λB)〈k〉, C1, . . . , Cn−k) are on the real line (or p is the zero polynomial).
In the case k = 2, the polynomial p has real zeros if and only if
Dn(A,B,C1, . . . , Cn−2)2  Dn(A,A,C1, . . . , Cn−2)Dn(B,B,C1, . . . , Cn−2). (14)
We will call this Alexandrov’s inequality under the hypotheses of Theorem 2.3.
Corollary 2.4. If n  k  1 and A,B,C1, . . . , Cn−k are all nonnegative Hermitian n × n matri-
ces, then all the zeros of the polynomial p(λ) = Dn((A + λB)〈k〉, C1, . . . , Cn−k) are in the real
interval (−∞, 0], or p is the zero polynomial.
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To deduce the corollary from Theorem 2.3, note that in the corollary all the coefficients of p
are nonnegative, so that a strictly positive real number cannot be a zero of p if p is not the zero
polynomial.
The following result is well-known.
Theorem 2.5. Let p(λ) = ∑di=0 (di)ciλi be a polynomial (not necessarily of degree d) such that
all the zeros of p are in the real interval (−∞, 0], or p is the zero polynomial. Then the sequence
log |ci | is concave (using the convention log(0) = −∞ if necessary). In particular, if d  1 then
|ci |  |c0| d−id |cd | id , 0  i  d.
Theorem 2.5 follows easily from Alexandrov’s inequality (14) by noting that p(λ) is a constant
multiple of det(K + λI) where −K is a diagonal matrix containing the roots of p on its diagonal,
and I is an identity matrix. Alternatively, a direct proof is given in [7, Theorem 51]. We remark
that although d was allowed to be bigger than the degree of p in Theorem 2.5, the conclusion (that
{log |ci |} is concave) gets stronger as d approaches the degree. Similarly, c0 is allowed to be zero,
but the conclusion gets stronger if the polynomial is “shifted” by considering p(λ)/λ instead of
p(λ). This will be seen in the next Alexandrov-type inequality, Corollary 2.6, which is stronger
than what would be obtained from Alexandrov’s inequality directly (see §4.3).
We continue with the notation used above, whereby R is any complex n × M matrix, we are
given integers a1, . . . , ak  0 with
∑
ai = M , R is partitioned as R = [R(1)| · · · |R(k)] where
R(i) is n × ai, and b1, . . . , bk  0 are integers with ∑ bi = M − n and bi  ai .
Corollary 2.6. Let k  2 and suppose that 1  (b1 + b2)  min(a1, a2). Then(
a1
b̂1
∣∣∣∣ a2b̂2
∣∣∣∣ a3b̂3
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
 (b1 + b2)!
b1!b2!
(
a1̂(b1 + b2)
∣∣∣∣ a20̂
∣∣∣∣ a3b̂3
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)b1/(b1+b2)
R
×
(
a1
0̂
∣∣∣∣ a2̂(b1 + b2)
∣∣∣∣ a3b̂3
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)b2/(b1+b2)
R
Proof. Consider the polynomial
f (λ) = Dn
(
(A1 + λA2)〈(a1+a2)−(b1+b2)〉, A〈a3−b3〉3 , . . . , A〈ak−bk〉k
)
,
where Ai = R(i)R(i)∗. By Corollary 2.4, the zeros of f are all in (−∞, 0], or f is identically
zero. We now look at the coefficients of f . Let m = (a1 + a2) − (b1 + b2), and let ci = ai − bi .
Then
f (λ) =
∑
r+s=m
m!
r!s!Dn
(
A
〈r〉
1 , (λA2)
〈s〉, A〈c3〉3 , . . . , A
〈ck〉
k
)
.
But the terms with r > a1 or s > a2 are zero (by Remark 2.1), hence we can restrict the summation
to the interval m − a1  s  a2. Also, using (11) we have
Dn(A
〈r〉
1 , A
〈s〉
2 , A
〈c3〉
3 , . . . , A
〈ck〉
k ) =
r!s!c3! · · · ck!
n!
(
a1̂a1 − r
∣∣∣∣ a2̂a2 − s
∣∣∣∣ a3b̂3
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
Thus, defining c := m!c3!...ck !
n! , we have
f (λ) = c
∑
r+s=m
(
a1̂a1 − r
∣∣∣∣ a2̂a2 − s
∣∣∣∣ a3b̂3
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
λs
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where the summation is over the interval m − a1  s  a2, that is a2 − (b1 + b2)  s  a2.
Making the change of indices t :=a1 − r and u :=a2 − s we see that t + u = (b1 + b2), the
range is 0  t  (b1 + b2), and s = t + a2 − (b1 + b2). Hence
f (λ) = cλa2−(b1+b2)
∑
t+u=(b1+b2)
(
a1
t̂
∣∣∣∣ a2û
∣∣∣∣ a3b̂3
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
R
λt
Lettingp(λ) = f (λ)/(cλa2−(b1+b2))we can apply Theorem 2.5 to the (normalized) coefficients of
p. In the case of the coefficient of λt with t = b1, this is the desired inequality since that coefficient
must be divided by the binomial coefficient (b1+b2)!
b1!b2! , whereas the first and last binomial coefficients
are both equal to 1. 
Corollary 2.6 can be applied to any two blocks of a partition instead of R(1), R(2), since
the order in which blocks are labelled is immaterial here. We want to apply the result to the
first and last blocks R(1), R(3) of certain 3-block partitions [R(1)|R(2)|R(3)] of R defined
as follows. If R ∈ Rn(N), let x = min(n − 1, N) and y = (n + N − 1) − 2x. Then define the
three block lengths of the partition by (a1, a2, a3) := (x, y, x). An example with n − 1 > N
was exhibited in (9). The following is an example with n − 1 < N . Let R = Q = T4(δ7). Then
n = 4, N = 7, x = 3, y = 4, so that (a1, a2, a3) = (3, 4, 3) and the partition looks like
R = [R(1)|R(2)|R(3)] =
⎡⎢⎢⎣
1 1 1
0 1 1
0 0 1
0 0 0
∣∣∣∣∣∣∣∣
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
∣∣∣∣∣∣∣∣
0 0 0
1 0 0
1 1 0
1 1 1
⎤⎥⎥⎦ . (15)
Exercise. If x = min(n − 1, N) and y = (n + N − 1) − 2x then either x = N or x + y = N .
Application of Corollary 2.6 to the first and last blocks of such partitions gives the following.
Lemma 2.7. Let n,N  1, R ∈ Rn(N), x = min(n − 1, N), and y = (n + N − 1) − 2x. If a,
b, c  0 are integers with a + b + c = N − 1, 1  a + c  x, and b  y, then(
x
â
∣∣∣∣ yb̂
∣∣∣∣ xĉ
)
R
 (a + c)!
a!c!
(
x
â + c
∣∣∣∣ yb̂
∣∣∣∣ x0̂
)a/(a+c)
R
(
x
0̂
∣∣∣∣ yb̂
∣∣∣∣ xâ + c
)c/(a+c)
R
.
The lemma will be useful because the inequality becomes equality when R = Q (see Corollary
3.8). The lemma can also be iterated, by the next remark.
Remark 2.8. Let n,N  1, R ∈ Rn(N), x = min(n − 1, N), and y = (n + N − 1) − 2x. If a,
b  0 are integers with a + b = N − 1, a  x, and b  y, then(
x
â
∣∣∣∣ yb̂
∣∣∣∣ x0̂
)
R

(
x
â
∣∣∣∣ yb̂
)
S
and
(
x
0̂
∣∣∣∣ yb̂
∣∣∣∣ xâ
)
R

(
y
b̂
∣∣∣∣ xâ
)
T
,
where S denotes the submatrix of R defined by the intersection of the first n − x rows with the
first x + y columns, and T denotes the submatrix of R defined by the intersection of the last n − x
rows with the last x + y columns. Moreover, S and T are in Rn−x(N).
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Proof. First consider T and the second inequality. Recall that the notation 0̂ in the first block of
x columns of R means that none of these columns is deleted when forming the square (n × n)
submatrices of R. The hypothesis R ∈ Rn(N) insures that R is “upper diagonal” on this first
block, that is Rij = 0 for i > j . Also |Rii |  1, hence the second inequality follows. The proof
of the first inequality is similar, by symmetry. Finally, it is clear from the definitions that S and T
are in Rn−x(N). 
3. Proof of Theorem 1.2
Theorem 1.2 is an immediate consequence of the following more specific result to be proved
in this section.
Theorem 3.1. Letn,N  1,Q = Tn(δN), R ∈ Rn(N), x = min(n − 1, N), and y = (n + N −
1) − 2x. Then(
x
â
∣∣∣∣ yb̂
∣∣∣∣ xĉ
)
R

(
x
â
∣∣∣∣ yb̂
∣∣∣∣ xĉ
)
Q
(16)
for all admissible a, b, c (i.e. for all integers a, b, c  0 with a + b + c = N − 1, a, c  x, and
b  y).
To deduce Theorem 1.2 from Theorem 3.1, sum both sides of (16) over all admissible (a, b, c),
thus obtaining det(RR∗) on the left and det(QQ∗) on the right (by the special case of identity
(12) for a partition with k = 3 blocks). Consequently, the remainder of this section concerns the
proof of Theorem 3.1.
Lemma 3.2 [5]. For every n and N, the matrix Q = Tn(δN) is totally unimodular, that is: Every
square submatrix of Q has determinant 0, 1, or −1.
Proof. See [5, p. 853] or [11, Lemma 2.3]. 
Lemma 3.3. Let the columns Qj of Q = Tn(δN) be enumerated from left to right in the usual
way, so that Q = [Q1, . . . ,Qn+N−1]. Let S = [Qj1 , . . . ,Qjn ] be an n × n submatrix of Q. If
the elements of the set {1, . . . , n + N − 1}\{j1, . . . , jn} are not distinct modN, then det(S) = 0.
Proof. Fix the integers n,N  1. Let e denote the column n-vector whose entries are all equal
to 1. Consider the residue classes Ck modN on the interval I = {1, 2, . . . , n + N − 1}, defined
by Ck = (k + NZ) ∩ I, k = 1, . . . , N . The key observation is that for each k we have∑
j∈Ck
Qj = e, (17)
which is easy to verify by inspection ofQ. Now note that the setT :={1, . . . , n + N − 1}\{j1, . . . ,
jn} contains exactly N − 1 elements, say T = {i1, . . . , iN−1}. Suppose that two of these
elements are in the same residue class Ck . Then T intersects at most N − 2 of the residue classes
C1, . . . ,CN . Therefore at least 2 of the residue classes, say Ca,Cb, are completely contained in
the complement of T , i.e. in I\T = {j1, . . . , jn}. But the vectors Qj, j ∈ Ca ∪ Cb are linearly
dependent since
∑
j∈Ca Qj = e =
∑
j∈Cb Qj by (17). Hence det(S) = 0. 
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The lemma has a converse, but we postpone it since it is not needed in the proof of Theorem
3.1 (see Corollary 3.8).
Definition 3.4. Let N  1 and 0  bi  ai, i = 1, . . . , k be integers. Let I1 < I2 < · · · < Ik
be adjacent disjoint intervals of integers with cardinalities |Ii | = ai, i.e. sets of the form Ii =
[ci−1, ci) ∩ Z for some integers ci with ci − ci−1 = ai . Define{
a1
b1
∣∣∣∣ . . .. . .
∣∣∣∣ akbk
}
N
to be the number of subsets S ⊂ ∪ki=1Ii such that the elements of S are distinct modN and|S ∩ Ii | = bi, i = 1, . . . , k.
It is clear that this number is well defined (i.e. the intervals may begin at any point c0 without
affecting the result). The number is also clearly invariant under reflection, that is, we get the same
result if we reverse the order of both the ai and the bi .
Corollary 3.5. LetQ = Tn(δN), and consider the partition ofQ defined by arbitrary (a1, . . . , ak)
with
∑
ai = n + N − 1. Let 0  bi  ai with ∑ bi = N − 1. Then(
a1
b̂1
∣∣∣∣ . . .. . .
∣∣∣∣ akb̂k
)
Q

{
a1
b1
∣∣∣∣ . . .. . .
∣∣∣∣ akbk
}
N
. (18)
Proof. This follows immediately from Lemmas 3.3 and 3.2. 
Lemma 3.6. Let N  1, x, y, a, b, c  0 be integers such that a, c  x and b  y. Suppose that
x = N or x + y = N. If 1  a + c  x then{
x
a
∣∣∣∣ yb
∣∣∣∣ xc
}
N
= (a + c)!
a!c!
{
x
a + c
∣∣∣∣ yb
∣∣∣∣ x0
}
N
= (a + c)!
a!c!
{
x
0
∣∣∣∣ yb
∣∣∣∣ xa + c
}
N
= (a + c)!
a!c!
({
x
a + c
∣∣∣∣ yb
∣∣∣∣ x0
}
N
)a/(a+c) ({
x
0
∣∣∣∣ yb
∣∣∣∣ xa + c
}
N
)c/(a+c)
.
(19)
If a + c > x then
⎧⎨⎩xa
∣∣∣∣ yb
∣∣∣∣ xc
⎫⎬⎭
N
= 0.
Proof. Suppose that 1  a + c  x. The second equality in (19) holds by reflection symmetry,
and this implies the third equality since a/(a + c) + c/(a + c) = 1. Thus it suffices to consider
the first equality. Let I1 < I2 < I3 be three adjacent and disjoint intervals in Z with cardinalities
x, y, x respectively, as required in the definition.
First, suppose that x = N. Then we need to prove that{
N
a
∣∣∣∣ yb
∣∣∣∣ Nc
}
N
= (a + c)!
a!c!
{
N
a + c
∣∣∣∣ yb
∣∣∣∣ N0
}
N
. (∗)
Since |I1| = N = |I3|, each of the intervals I1, I3 is a complete set of residues modN . Let
ψ : I1 → I3 be the bijection determined by ψ(t) ≡ t modN. Let S ⊂ I1 ∪ I2 be a set whose
elements are distinct modN with |S ∩ I1| = a + c and |S ∩ I2| = b. Then S corresponds to
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(a+c)!
a!c! different sets T ⊂ I1 ∪ I2 ∪ I3 such that the elements of T are distinct modN and |T ∩
I1| = a, |T ∩ I2| = b, |T ∩ I3| = c. This can be seen via the following natural correspondence:
Choose a subset K ⊂ S ∩ I1 with |K| = c and use ψ to map K into the interval I3. That is, let
L = (S ∩ I1)\K and define T :=L ∪ (S ∩ I2) ∪ ψ(K). The number of different sets T we can
obtain this way from a given S is clearly (a+c)!
a!c! , the number of ways of choosing the c-subset
K from the set S ∩ I1. Moreover, given a set T with the above properties, it is easy to see that
it is obtained from exactly one such S. (Just map the set T ∩ I3 back into I1, thus defining S
by S := (T ∩ I1) ∪ ψ−1(T ∩ I3) ∪ (T ∩ I2). The hypothesis that the elements of T are distinct
modN implies that S has the same cardinality as T and that the elements of S are distinct modN .)
This proves (∗).
Now suppose that x + y = N. Then we have I1 + N = I3 and |I1| = x = |I3|, with x  N .
Hence, we can define a map ψ : I1 → I3 by ψ(t) = t + N . Clearly, ψ is a bijection and ψ(t) ≡
t modN . The proof is now similar to the first case, using this ψ to define the correspondence.
Finally, suppose thata + c > x. Ifx = N then obviously there do not exista + c integers which
are all distinct modN , so by definition the bracket
{
x
a
∣∣∣∣ yb
∣∣∣∣ xc
}
N
is zero. Similarly, if x + y = N
then the first and last intervals I1 and I3 are congruent modN as remarked above, and so together
contain only x distinct residues modN . Thus the latter bracket is again zero. 
We note the analogue of (13): If say a1 = c + d and c, d  0 then clearly{
a1
b1
∣∣∣∣ a2b2
∣∣∣∣ . . .. . .
∣∣∣∣ akbk
}
N
=
∑
i+j=b1
{
c
i
∣∣∣∣ dj
∣∣∣∣ a2b2
∣∣∣∣ . . .. . .
∣∣∣∣ akbk
}
N
, (20)
where the sum is restricted to 0  i  c and 0  j  d. Similarly, we may “split” any of the
other ai .
Theorem 3.7. Let n,N  1, R ∈ Rn(N), x = min(n − 1, N), and y = (n + N − 1) − 2x. If
a, b, c  0 are integers with a + b + c = N − 1, a, c  x, and b  y, then(
x
â
∣∣∣∣ yb̂
∣∣∣∣ xĉ
)
R

{
x
a
∣∣∣∣ yb
∣∣∣∣ xc
}
N
. (21)
Proof. Fix N  1. The plan is to use induction on n in the range n  N , and to give a direct proof
for each n in the initial range 1  n  N . Given n  N , let the nth induction hypothesis, H(n),
state that: If 1  k  n,R ∈ Rk(N), x = min(k − 1, N), y = (k + N − 1) − 2x, and a, b, c 
0 are integers with a + b + c = N − 1, and a, c  x, and b  y, then (21) holds.
Step 1. We prove H(N). Let 1  n  N,R ∈ Rn(N), x = min(n − 1, N), y = (n + N −
1) − 2x, and let a, b, c  0 be integers with a + b + c = N − 1, and a, c  x, and b  y. Thus,
x = n − 1 and y = N − (n − 1).
Case (1.1) Suppose a = 0 or c = 0. By symmetry it suffices to consider one of these cases,
say c = 0. Remark 2.8 gives(
x
â
∣∣∣∣ yb̂
∣∣∣∣ x0̂
)
R

(
x
â
∣∣∣∣ yb̂
)
S
, (22)
where S is the 1 × N matrix S = [R11, . . . , R1N ]. Since each of these |R1j |2  1, the right-hand
side of (22) is at least ∑ 1 summed over all choices of a-subsets and b-subsets from the two
corresponding blocks of S, and this by definition is
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x
a
∣∣∣∣ yb
}
N
=
{
x
a
∣∣∣∣ yb
∣∣∣∣ x0
}
N
,
which proves (21) in Case (1.1). (In fact, we could have been more specific. Since a + b = N − 1
and x + y = N , then there are only two possibilities: Either a = x, b = y − 1, or a = x − 1, b =
y. In the first case (22)  y and in the second case (22)  x.)
Case (1.2) Now we may suppose a  1 and c  1. If a + c > x there is nothing to prove
since the right-hand side of (21) is zero, by Lemma 3.6. So assume that 1  a + c  x and apply
Lemma 2.7 to the left-hand side of (21). Then applying Case (1.1) on the resulting two right-hand
factors, followed by identity (19), gives (21).
Step 2. Let n  N + 1 and assume that H(n − 1) holds. Let R ∈ Rn(N), x = min(n − 1, N),
y = (n + N − 1) − 2x, and let a, b, c  0 be integers with a + b + c = N − 1, and a, c  x,
and b  y. Then x = N and y = (n − 1) − N  0. Hence a + c < x.
Case (2.1) Suppose a = 0 or c = 0. By symmetry it suffices to consider one of these cases,
say c = 0. Remark 2.8 again gives(
x
â
∣∣∣∣ yb̂
∣∣∣∣ x0̂
)
R

(
x
â
∣∣∣∣ yb̂
)
S
,
where S ∈ Rn−x(N) is the submatrix of R defined by the intersection of the first n − x rows with
the first x + y columns. But x = N, so if we let k :=n − x = n − N, then y = (n + N − 1) −
2x = (n + N − 1) − 2N = k − 1, S ∈ Rk(N), 1  k  n − 1, and(
x
â
∣∣∣∣ yb̂
)
S
=
(
N
â
∣∣∣∣ k − 1b̂
)
S
.
Define x′ = min(k − 1, N) and y′ = (k + N − 1) − 2x′. There are two subcases to consider;
either (I) k  N or (II) k  N + 1.
(I) If k  N then x′ = k − 1 and y′ = N − x′, so we may “split” the first block of N columns
of S asN = x′ + y′. Therefore, by (13), the induction hypothesisH(n − 1), and by (20), we have:(
N
â
∣∣∣∣ k − 1b̂
)
S
=
(
x′ + y′
â
∣∣∣∣ x′b̂
)
S
=
∑
i+j=a
(
x′
î
∣∣∣∣ y′ĵ
∣∣∣∣ x′b̂
)
S

∑
i+j=a
{
x′
i
∣∣∣∣ y′j
∣∣∣∣ x′b
}
N
=
{
x′ + y′
a
∣∣∣∣ x′b
}
N
=
{
x
a
∣∣∣∣ yb
}
N
=
{
x
a
∣∣∣∣ yb
∣∣∣∣ x0
}
N
,
which proves (21) in the case (I) of Case (2.1).
(II) If k  N + 1 then x′ = N and y′ = (k − 1) − x′, so we may split the last block of (k − 1)
columns of S as (k − 1) = y′ + x′. Therefore, by (13), the induction hypothesis H(n − 1), and
by (20), we have(
N
â
∣∣∣∣ k − 1b̂
)
S
=
(
x′
â
∣∣∣∣ y′ + x′b̂
)
S
=
∑
i+j=b
(
x′
â
∣∣∣∣ y′î
∣∣∣∣ x′ĵ
)
S

∑
i+j=b
{
x′
a
∣∣∣∣ y′i
∣∣∣∣ x′j
}
N
=
{
x′
a
∣∣∣∣ y′ + x′b
}
N
=
{
x
a
∣∣∣∣ yb
}
N
,
which proves (21) in the case (II) of Case (2.1).
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Case (2.2) Now we may suppose a  1 and c  1. Since 1  a + c  x, we may apply Lemma
2.7 to the left-hand side of (21). Then applying Case (2.1) on the resulting two right-hand factors,
followed by identity (19), gives (21). This proves H(n) and hence the theorem. 
Proof of Theorem 3.1. Applying first Theorem 3.7, then Corollary 3.5, gives(
x
â
∣∣∣∣ yb̂
∣∣∣∣ xĉ
)
R

{
x
a
∣∣∣∣ yb
∣∣∣∣ xc
}
N

(
x
â
∣∣∣∣ yb̂
∣∣∣∣ xĉ
)
Q
. 
Corollary 3.8. The converse of Lemma 3.3 holds. More specifically, if Q = Tn(δN), 1  j1 <
· · · < jn  n + N − 1, and the elements of the set {1, . . . , n + N − 1}\{j1, . . . , jn} are distinct
modN, then
det[Qj1 , . . . ,Qjn ] = ±1.
Consequently, equality holds in (18) of Corollary 3.5. In particular,
det QQ∗ =
(
n + N − 1
N̂ − 1
)
Q
=
{
n + N − 1
N − 1
}
N
.
Proof. Corollary 3.5 and the case R = Q of Theorem 3.7 show that(
x
â
∣∣∣∣ yb̂
∣∣∣∣ xĉ
)
Q
=
{
x
a
∣∣∣∣ yb
∣∣∣∣ xc
}
N
(23)
for x = min(n − 1, N), y = (n + N − 1) − 2x, and all admissible a, b, c. In the notation of
Lemma 3.3, suppose that S = [Qj1 , . . . ,Qjn ], the elements of the set {1, . . . , n + N − 1}\{j1,
. . . , jn} are distinct modN, but det S /= ±1. Then det S = 0 since Q is totally unimodular (see
Lemma 3.2 ). It follows (by Lemma 3.3 and total unimodularity of Q) that there is strict inequality
(i.e. <) in (23) when a, b, c are the specific integers corresponding to this S. (Any n × n submatrix
S is obtained by deleting some number a, b, c of columns from the blocks Q(1),Q(2),Q(3)
respectively of the partition Q = [Q(1)|Q(2)|Q(3)] defined by the block lengths (x, y, x).) This
contradiction concludes the proof. 
A direct proof of the converse of Lemma 3.3 can also be given (not relying on Theorem
3.7). That is, one can show by direct calculation that det[Qj1 , . . . ,Qjn ] = ±1 whenever the
complementary column numbers are distinct modN . We leave this as an exercise.
4. Further remarks
4.1. A “gaps” version of Theorem 1.2
Let N  1 and fix a set E of N integers of the form E = {m1 < m2 < · · · < mN } where
m1 = 1. Put K = mN . Let Gn(E) be the set of all complex n × (n + K − 1) matrices G such
that |Gij |  1 whenever j − i + 1 ∈ E, and Gij = 0 otherwise. If Q = Tn(δN) as previously,
we can ask whether
det(GG∗)  det(QQ∗) (24)
for all G ∈ Gn(E). Theorem 1.2 is the special case mj = j (the case of “no gaps”). The methods
of this paper easily give a positive answer to this question whenever the number of rows n is such
176 I. Klemeš / Linear Algebra and its Applications 422 (2007) 164–185
that the number of columns of G is divisible by K , and at the same time the number of columns of
Q is divisible by N . (This condition on n reduces to the condition that n − 1 be divisible by both K
andN ; clearly there exist infinitely many such n.) For such n, the main steps in the proof of (24) are
as follows. Let n  1 satisfy n − 1 = (p − 1)K = (q − 1)N for some integers p, q  1, so that
G has n + K − 1 = pK columns and Q has n + N − 1 = qN columns. Consider the partition
of G into p blocks of K columns each. Then by (12),
det(GG∗) =
∑
b1+···+bp=K−1
(
K
b̂1
∣∣∣∣ Kb̂2
∣∣∣∣ . . .. . .
∣∣∣∣ Kb̂p
)
G
. (25)
For each term of this sum, repeated use of Corollary 2.6 (on the first and last blocks) shows that,(
K
b̂1
∣∣∣∣ Kb̂2
∣∣∣∣ . . .. . .
∣∣∣∣ Kb̂p
)
G
 (K − 1)!
b1!b2! · · · bp!ρ(G),
where ρ(G) = mini∑j |Gij |2  N . Thus, by the multinomial theorem we get
det(GG∗)  pK−1N.
When G = Q (so that K = N,p = q), there are equalities in all steps of this reasoning. Indeed,
the number of ways of choosing N − 1 integers from the interval [1, qN ] which are distinct
as residues modN is clearly qN−1N . Thus by Corollary 3.8, det(QQ∗) = qN−1N . The proof
of (24) is now concluded by checking the elementary inequality pK−1N  qN−1N given that
K(p − 1) = N(q − 1) and K  N . We leave this as an exercise.
This proof can be refined to give the stronger result that for each 1  i  N we have(
N
i
∣∣∣∣ n − 1n − i
)
Q
= (q − 1)i−1
(
N − 1
i − 1
)
N
 (p − 1)i−1
(
K − 1
i − 1
)
N 
(
K
i
∣∣∣∣ n − 1n − i
)
G
,
where notation (8) is being used in the first and last brackets, and the middle two brackets are
ordinary binomial coefficients.
4.2. A counter-example
Theorem 1.2 may suggest that Conjecture 1.1 holds for all R ∈ Rn(N), not just for the Toeplitz
case. The following example shows that this is false. We take n = 7, k = 6, N = 4. Let x be real
and define
R =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 0 0 0 0 0 0
0 1 1 x 1 0 0 0 0 0
0 0 1 1 1 1 0 0 0 0
0 0 0 1 1 1 1 0 0 0
0 0 0 0 1 1 1 1 0 0
0 0 0 0 0 1 1 1 1 0
0 0 0 0 0 0 1 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Recalling that Q is the matrix R with x = 1, it can be verified (using a computer if necessary)
that S6(RR∗) − S6(QQ∗) = 178x2 − 358x + 180 = 2(x − 1)(89x − 90). Hence any 1 < x <
90/89 gives
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S6(RR
∗) < S6(QQ∗),
thus contradicting (3).
In spite of this counter-example, some positive results for Sk have been obtained by the author:
For R ∈ Rn(N), we have proved the result Sk(RR∗)  Sk(QQ∗) for various cases “lower” than
this counter-example such as (a) all 1  k  n provided n  N + 1, (b) N = 3, for all n, all
1  k  n, and (c) N = 4, for all 1  k  n  6. (All cases with N = 1 and N = 2 also hold,
trivially.) The counter-example was found thanks to the fact that there seemed to be a difficulty
in the proof of the “next” case; n = 7, k = 6, N = 4. The proofs of (a)–(c) involved the same
technique of grouping certain collections of minors (i.e. subdeterminants of R), this time in the
Binet–Cauchy expansion for Sk , and applying Alexandrov inequalities. Some ideas involving
“product versions” of these inequalities (e.g. (∗∗) and (++) in §4.4) were also used. The proofs
suggest that the only role of the Toeplitz hypothesis, in this method, will be that certain “small”
minors occur with a “large” multiplicity, allowing for more possible groupings. In particular, in
the present case of n = 7, k = 6, N = 4, our work suggests that something like
S6(RR
∗) + (|R24|2 − |R13|2) + (|R67|2 − |R78|2)  S6(QQ∗)
holds even if R is not Toeplitz. If so, then we could say that certain 1 × 1 minors were missing
from the hoped-for inequality S6(RR∗)  S6(QQ∗), and that they would not be missing if R is
Toeplitz.
4.3. On Corollary 2.6 and Alexandrov’s inequality
We will use an example to compare Corollary 2.6 to a direct application of Alexandrov’s
inequality. In the notation of §2, let R = [R(1)|R(2)] be a complex 4 × 6 matrix partitioned with
the block lengths (a1, a2) = (3, 3), and let Ai = R(i)R(i)∗. Then Corollary 2.6 gives(
3
1̂
∣∣∣∣ 31̂
)
R
 2
(
3
2̂
∣∣∣∣ 30̂
)1/2
R
(
3
0̂
∣∣∣∣ 32̂
)1/2
R
.
By (11) of Remark 2.2 we have(
3
1̂
∣∣∣∣ 31̂
)
R
= 4!
2!2!D4(A1, A1, A2, A2),(
3
2̂
∣∣∣∣ 30̂
)
R
= 4!
1!3!D4(A1, A2, A2, A2),(
3
0̂
∣∣∣∣ 32̂
)
R
= 4!
3!1!D4(A1, A1, A1, A2),
so the above inequality states that
D4(A1, A1, A2, A2) 
4
3
D4(A1, A1, A1, A2)
1/2D4(A1, A2, A2, A2)
1/2.
On the other hand, the direct application of Alexandrov’s inequality (14) gives
D4(A1, A1, A2, A2)  D4(A1, A1, A1, A2)1/2D4(A1, A2, A2, A2)1/2,
which is weaker. The reason is of course that Alexandrov’s inequality is sharp mainly in the
positive definite case, and here the Ai are of rank  3 < 4, hence semidefinite. Refs. [2,18] give
a more detailed look at semidefinite cases of Alexandrov’s inequality.
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4.4. Other methods: polarized Bazin–Reiss–Picquet identities
In this section we discuss some ideas from the initial phases of the work on Theorem 1.2. For the
purposes of Theorem 1.2, these ideas were finally replaced by the use of Alexandrov inequalities
for the polarized determinant (i.e. Corollary 2.6). They are still of possible interest because they
give a detailed picture of the extremality of Q and they yield other results that Alexandrov’s
inequality does not give directly. The ideas can be described loosely as opportunistic use of
various classical determinant identities. For a nice overview of such identities we refer the reader
to a paper of Leclerc [13]. In particular, we use the Bazin–Reiss–Picquet identity [13, Eq. (15)];
[17, p. 193, Section 202, Eq. (1)], reproduced below for the reader’s convenience:
Bazin–Reiss–Picquet Identity. Let n = a + b + r where a, b  1, r  0 are integers. Let A,B
ben × nmatrices whose last r columns are the same, that isAj = Bj , a + b < j  n. LetC be an(
a + b
a
)
×
(
a + b
a
)
matrix with rows and columns indexed by the a-subsets of the interval [1, a + b]
(listed in the same order for both rows and columns) and with entries CI,J defined as follows.
For each ordered pair (I, J ) of a-subsets, CI,J = det γ (I, J ) where γ (I, J ) is the n × n matrix
obtained by replacing inA the columnsAj , j ∈ [1, a + b]\I by the columnsBj , j ∈ [1, a + b]\J
of B (ordered such that j increases from left to right). Then
det C = (det A)α(det B)β,
where
α =
(
a + b − 1
a − 1
)
, β =
(
a + b − 1
b − 1
)
.
The case a = 1 or b = 1 is called Bazin’s identity. The case r > 0 is often referred to as an
“extensional” of the case r = 0, and can in fact be deduced from the latter by Muir’s “law of
extensionals” [17, p. 179, Section 187]. There are also identities for the determinant of certain
square submatrices of the above C having a product of determinants on the right hand side, each
of which is a certain mixture of the columns of the original A and B. These have been called
“polarized” Bazin–Reiss–Picquet identities [13, Proposition 5.7]. (For an example, see Theorem
B in §4.4.3.) A complete description of the possible “polarizations” is apparently still an open
problem, as we have not been able to find the identity conjectured in the last paragraph of §4.4.3.
However, in principle, any true identity must follow from the Plücker relations [8, p. 312, Eq.
(4)], since these are known to generate all relations (between the maximal minors of a rectangular
matrix).
4.4.1. Bazin–Reiss–Picquet identities
As a simple example, consider Theorem 1.2 for N = 3, n = 3, so that
Q =
⎡⎣1 1 1 0 00 1 1 1 0
0 0 1 1 1
⎤⎦ , R =
⎡⎣a w p 0 00 b x q 0
0 0 c y r
⎤⎦ ,
where |a|, . . . , |r|  1. Let the 3 × 3 minors of R be denoted by (ijk)R := det[RiRjRk]. To show
directly that
|(134)R|2 + |(135)R|2 + |(234)R|2 + |(235)R|2
 |(134)Q|2 + |(135)Q|2 + |(234)Q|2 + |(235)Q|2 = 2, (∗)
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(which is just Theorem 3.1 for a = 1, b = 0, c = 1), arrange these determinants into 2 × 2
matrices MR and MQ as follows:
MR :=
[
(134)R (135)R
(234)R (235)R
]
, MQ :=
[
(134)Q (135)Q
(234)Q (235)Q
]
=
[
0 1
−1 0
]
.
By a case of Bazin’s identity we have det MR = (123)R(345)R . (This is also a Plücker re-
lation; see [8, p. 312, Eq. (4)]; [13, Section 2.1]; [19].) For our special matrix R this gives
| det MR| = |(123)R(345)R| = |abcpqr|  1, and on the other hand Hadamard’s inequality (or
Cauchy–Schwarz) gives
| det MR| 
(
|(134)R|2 + |(135)R|2
)1/2 (|(234)R|2 + |(235)R|2)1/2 .
Thus,
(|(134)R|2 + |(135)R|2)1/2(|(234)R|2 + |(235)R|2)1/2
 1 = (|(134)Q|2 + |(135)Q|2)1/2(|(234)Q|2 + |(235)Q|2)1/2, (∗∗)
from which (∗) follows by the arithmetic–geometric mean inequality applied to the product on
the left-hand side. The result (∗∗) is formally stronger than Theorem 3.1. We will refer to (∗∗)
and other similar results as “product versions” of Theorem 3.1. The same reasoning shows that
(
|(134)R|2 + |(135)R|2)1/2
(
|(234)R|2 + 1


|(235)R|2
)1/2
 1
for any 
 > 0. Let us note that the product version, say (∗∗), can actually be deduced from the
proof of Theorem 3.1 as follows. For any 3 × 5 matrix R, Corollary 2.6 gives(
2
1̂
∣∣∣∣ 10̂
∣∣∣∣ 21̂
)
R
 2
(
2
2̂
∣∣∣∣ 10̂
∣∣∣∣ 20̂
)1/2
R
(
2
0̂
∣∣∣∣ 10̂
∣∣∣∣ 22̂
)1/2
R
. (∗∗∗)
Applying this to the matrix [c1R1, c2R2, R3, R4, R5] where c1, c2 are adjustable parameters, one
finds that the choices
c1 = (|(234)R|2 + |(235)R|2)1/2, c2 = (|(134)R|2 + |(135)R|2)1/2
lead to the result (∗∗).
Another extremal property of Q which can be deduced in the above example concerns the
number of bases in the set of columns of Q. We fix any field F and suppose that the variables
a, . . . , r in the above matrix R are any nonzero elements of F. Let(
2
1̂
∣∣∣∣ 10̂
∣∣∣∣ 21̂
)#
R
denote the number of 3 × 3 minors of R which are nonzero in F and are of the type indicated (i.e.
those obtained by removing 1, 0, 1 columns respectively from the three blocks of the partition of
R defined by the block lengths (2, 1, 2); see §2 for related notation.)
Theorem A
(
2
1̂
∣∣∣∣ 10̂
∣∣∣∣ 21̂
)#
R
 2 =
(
2
1̂
∣∣∣∣ 10̂
∣∣∣∣ 21̂
)#
Q
.
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Proof. The above Bazin identity showed that det MR /= 0 in the field F. Hence each of the two
columns of MR has at least one nonzero entry. 
A proof of this using Alexandrov’s inequality may also be possible, if for instance the following
question has a positive answer:
Question: Consider the matroid defined by the above R viewed in F. Can this matroid always
be realized (i.e. parametrized) by some matrix R′ over C, with the same dimensions as R, such
that every 3 × 3 minor of R′ has modulus 1 or 0?
If R′ exists, one could simply apply (∗∗∗) to R′ to deduce Theorem A, thus in effect giving a
proof via Alexandrov’s inequality. The idea of using Alexandrov’s inequality in counting problems
already occurs in [21].
All of the above generalizes immediately to the case n = N  2, b = 0, a + c = N − 1 of
Theorem 3.1, i.e. to corresponding results concerning(
N − 1
â
∣∣∣∣ 10̂
∣∣∣∣ N − 1ĉ
)
R
, R ∈ RN(N),
including the analogue of Theorem A. We shall confine ourselves to stating the initial step of
the generalized arguments: For given a, c, we arrange the corresponding minors into a (square)
matrix M = MR with rows indexed by the c-subsets I of the first block of N − 1 columns of R
and columns indexed by the a-subsets J of the last block of N − 1 columns of R. For each such
pair of subsets (I, J ) the entry in M is det[I ;RN ; J ] where [I ;RN ; J ] consists of the columns
of R indicated (RN being the middle column of R). Then the Bazin–Reiss–Picquet identity gives
det M = ± det[R1, . . . , RN ]α det[RN, . . . , R2N−1]γ ,
where
α =
(
N − 2
c − 1
)
, γ =
(
N − 2
a − 1
)
.
4.4.2. More Bazin identities
We can extend the ideas of §4.4.1 to some cases other than n = N . In this section we look at
the case Q = T4(δ3), R ∈ R4(3). More precisely, we discuss an alternative proof of(
3
1̂
∣∣∣∣ 31̂
)
R

(
3
1̂
∣∣∣∣ 31̂
)
Q
. (+)
Thus R is 4 × 6 and it is partitioned as R :=[R1, R2, R3|R4, R5, R6]. We arrange the correspond-
ing nine 4 × 4 minors (ij |kl) to form the matrix
MR :=
⎡⎣(12|45) (12|46) (12|56)(13|45) (13|46) (13|56)
(23|45) (23|46) (23|56)
⎤⎦ ⇒ MQ =
⎡⎣ 0 1 1−1 0 1
−1 −1 0
⎤⎦ .
For later reference, we remark that MQ can be interpreted as a signed version of an incidence
matrix. More precisely, the transpose of MQ (as well as MQ itself in this example) is the matrix
of the boundary operator ∂1 from the linear span of the 1-dimensional simplexes (i.e. 2-subsets)
to the linear span of the 0-dimensional simplexes (i.e. 1-subsets) on 3 points, with respect to their
standard bases (with some fixed orientations and orderings). In fact, the labels (12|, (13|, (23|
can be interpreted directly as the standard basis of the 2-subsets of {1, 2, 3}. Then the column
labels |45), |46), |56) may be thought of in terms of their complements in |567), that is |45) =
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6̂, |46) = 5̂, |56) = 4̂, and these may in turn be relabelled using their equivalents mod 3, that is
6̂ = 3̂, 5̂ = 2̂, 4̂ = 1̂, and thus identified with the standard basis of the 1-subsets, {3}, {2}, {1} of
{1, 2, 3} (evidently listed in reverse order here). It can be checked that orientations can also be
assigned such that the matrix of ∂1 in these two bases is then exactly the transpose ofMQ.Extremal
properties of such operators ∂k and associated “Laplacian” operators (∂k∂∗k ) have received much
attention [4]. One such property is that the nonzero eigenvalues of MQM∗Q are all equal. In this
example the eigenvalues are 3, 3, 0.
We now return to the proof of (+). Although MR is square, its determinant gives no useful
information (it is identically zero). Instead, we observe that every 2 × 2 minor of MR can be
computed by Bazin’s identity. For example
det
[
(12|45) (12|46)
(13|45) (13|46)
]
= (123|4) · (1|456).
Computing all nine of these gives us the 2-compound of MR,
C(2)(MR) =
⎡⎣(123|4)(1|456) (123|5)(1|456) (123|6)(1|456)(123|4)(2|456) (123|5)(2|456) (123|6)(2|456)
(123|4)(3|456) (123|5)(3|456) (123|6)(3|456)
⎤⎦ .
Note that the latter is a product vw where v is a column vector and w is a row vector. It follows
that MR has rank at most 2 and thus MRM∗R has at most two nonzero eigenvalues λ1, λ2  0. We
now have(
3
1̂
∣∣∣∣ 31̂
)
R
= ‖MR‖22 = tr MRM∗R = λ1 + λ2
 2
√
λ1λ2 = 2
√
trC(2)(MRM∗R)
= 2
√
tr(C(2)(MR)C(2)(MR)∗) = 2
√
‖C(2)(MR)‖22
= 2‖v‖2‖w‖2 = 2
(
3
2̂
∣∣∣∣ 30̂
)1/2
R
(
3
0̂
∣∣∣∣ 32̂
)1/2
R
.
The argument to this point is valid for any complex 4 × 6 matrix R, so that we have in effect
re-proved Lemma 2.7 for this example (without using Alexandrov’s inequality). The proof of (+)
is now completed by checking that the last term is  2
√
3 · 3 = 6 and that the case R = Q has
equality in all of these steps. As in §4.4.1, with more work one can prove a stronger “product
version” of (+), namely
‖M(1)R ‖22‖M(2)R ‖22‖M(3)R ‖22  8 = 2 · 2 · 2 = ‖M(1)Q ‖22‖M(2)Q ‖22‖M(3)Q ‖22, (++)
where M(i)R denotes the ith row of MR . (It also holds for columns.) Also, for matrices over fields
one gets a corresponding Theorem A, namely(
3
1̂
∣∣∣∣ 31̂
)#
R
 6 =
(
3
1̂
∣∣∣∣ 31̂
)#
Q
,
by observing from C(2)(MR) above that no column of MR can contain two zeros.
4.4.3. Polarized Bazin–Reiss–Picquet identities
We conclude with a slightly more complicated example exhibiting the combinatorial aspects
of this approach in a more full-fledged form. We take Q = T5(δ4), R ∈ R5(4) and discuss the
alternative proof of
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4
2̂
∣∣∣∣ 41̂
)
R

(
4
2̂
∣∣∣∣ 41̂
)
Q
. (†)
R is 5 × 8 and is partitioned as R :=[R1, R2, R3, R4|R5, R6, R7, R8]. Arrange the corresponding
5 × 5 minors (ij |klm) to form the 6 × 4 matrix
MR :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(12|567) (12|568) (12|578) (12|678)
(13|567) (13|568) (13|578) (13|678)
(14|567) (14|568) (14|578) (14|678)
(23|567) (23|568) (23|578) (23|678)
(24|567) (24|568) (24|578) (24|678)
(34|567) (34|568) (34|578) (34|678)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⇒ MQ =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1 1
0 −1 0 1
1 0 0 1
0 −1 −1 0
1 0 −1 0
1 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
As before in §4.4.2, MQ and its transpose can be viewed as standard matrices of appropriate
boundary operators, and they have rank 3. (Specifically, (MQ)t is the matrix of ∂1 from 2-subsets
to 1-subsets of a 4-point set, whereas MQ is the matrix of ∂2 from 3-subsets to 2-subsets of a
4-point set.)
One can compute every 3 × 3 minor of MR using Plücker relations. For example, we find that
det
⎡⎢⎢⎣
(12|567) (12|568) (12|678)
(14|567) (14|568) (14|678)
(34|567) (34|568) (34|678)
⎤⎥⎥⎦ = (1|5678)(4|5678)(1234|6).
Identities similar to this one have been called “polarized” Bazin–Reiss–Picquet identities [13,
Propositions 3.4 and 5.7]. However, some of the 3 × 3 minors of MR are identically zero – for
example, any minor taken from the three rows “labelled” by (12|, (13|, (23|. The possibilities can
be summarized as follows:
Theorem B. Every 3 × 3 minor of MR is either 0 or a product of the form ±(i|5678)(j |5678)
(1234|k) for some i, j ∈ {1, 2, 3, 4}, k ∈ {5, 6, 7, 8}. The latter occurs iff the 3 row labels of the
minor form a tree. Moreover, the Prüfer code (see [15]) of the tree consists of i, j in some order,
and k is the unique index common to all three column labels of the minor.
This leads to the result that the 3-compound C(3)(MR) factors as vw where v,w are certain
column and row vectors with
‖v‖22 =
(∑
i
|(i|5678)|2
)2
=
(
4
3̂
∣∣∣∣ 40̂
)2
R
, ‖w‖22 =
(∑
k
|(1234|k)|2
)
=
(
4
0̂
∣∣∣∣ 43̂
)
R
.
In particular, one can imitate the reasoning in §4.4.2 to re-prove the inequality (seen in Lemma 2.7)(
4
2̂
∣∣∣∣ 41̂
)
R
 3
(
4
3̂
∣∣∣∣ 40̂
)2/3
R
(
4
0̂
∣∣∣∣ 43̂
)1/3
R
,
and use this to verify (†). Product versions and field versions analogous to §4.4.2 can also be
obtained.
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Thus, the case R = Q has connections to the classical counting of the number of labelled
trees on {1, 2, 3, 4} (i.e. the Cayley formula NN−2 = 42, which follows from the Prüfer code).
This number showed up as ‖v‖22 = 42, and was, equivalently, the number of bases (of the
row space of MQ) in the set of rows of MQ, viewed over the field C or Q. It would be in-
teresting to work out the above computations for a general case of the form Q = TN+1(δN),
R = [R1, . . . , RN |RN+1, . . . , R2N ] where R is (N + 1) × 2N, with the rows of MR indexed
by k-subsets of {1, . . . , N}=: [1, N ] and columns of MR indexed by (N + 1 − k)-subsets of
[N + 1, 2N ] for a fixed k. Then (MQ)t should be the standard matrix of the boundary operator
∂k−1 from k-subsets to the (k − 1)-subsets. We could now define a “(k − 1)-dimensional tree on
[1, N ]” to be a set of k-subsets of [1, N ] such that the corresponding rows of MQ are a basis
of its row space over C. It is known that the rank of MQ over C is r :=
(
N − 1
k − 1
)
, and thus a
(k − 1)-dimensional tree on [1, N ] has r elements [9].
Theorem C. It is not always the case that the nonzero r × r minors of MQ have the values ±1.
It was ±1 in all of the above examples (in short, because they involved only 1-dimensional
trees). This theorem implies that if we take these same r × r minors det(S) inside MR then we
cannot always have a “polarized Bazin–Reiss–Picquet identity” of the form
det(S) = ±1 · product of certain minors of R of size (N + 1) × (N + 1).
Theorem C was essentially noted by Bolker (see [3, Eq. (21), p. 136]) and by Kalai in [9],
both of whom gave the counter-example N = 6, k = 3, using the 2-dimensional tree T = P2 =
{123, 134, 145, 156, 126, 235, 346, 245, 356, 246}, known as “the 6 point triangulation of the
projective plane P2”. Kalai’s proofs show that det(S) = ±2 for some 10 × 10 minor det(S) on
the 10 rows of MQ given by the 10 labels (123|, (134|, . . . corresponding to T = P2. The number
“2” arises as the cardinality of the homology group Hk−2(P2). In the same paper Kalai proves a
generalization of the Cayley formula: If each labelled (k − 1)-dimensional tree T (on [1, N ]) is
counted with a multiplicity equal to the square of the number of elements in the homology group
Hk−2(T ) over the integers, then the “total number” is N
(
N − 2
k − 1
)
. For this to be consistent with a
factorization C(r)(MR) = vw of the kind seen in Theorem B, the entries of v and w may need to
correspond to trees with “multiplicities” in general.
Problem D. Are there polarized Bazin–Reiss–Picquet identities of the form
det(S) = h · product of certain maximal minors of R
whenever det(S) is an r × r minor inside MR , where h = h(S) is an appropriate integer “multi-
plicity”?
We suspect that the answer is yes whenever the sets A and B of the row and column labels of
S are both trees in the above sense, and that in this case
h = det(SQ) = ±|Hk−2(A)| · |HN−k−1(B)|,
whereSQ denotes the matrixS whenR = Q. (IfA orB is not a tree, then the identity is conjectured
to be simply det(S) = 0.)
A particular case of Problem D occurs in the above case N = 6, k = 3, as follows: Let
R = [1, 2, 3, 4, 5, 6|7, 8, 9, 10, 11, 12] be any complex 7 × 12 matrix (where 1, 2, 3, . . . denote
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the columns of R), and let MR be the matrix of minors of R of the form (α|β) where α is a
3-element subset of the columns [1, 2, 3, 4, 5, 6] and β is a 4-element subset of the columns
[7, 8, 9, 10, 11, 12]. Let A = P2 = {123, 134, 145, 156, 126, 235, 346, 245, 356, 246}, and let
B = all 4-subsets of {7, 8, 9, 10, 11, 12} containing the vertex 7. Let S be the 10 × 10 sub-
matrix of MR indexed by the (α, β) ∈ A × B. One can check that |Hk−2(A)| = |H1(P2)| = 2
and |HN−k−1(B)| = |H2(B)| = 1. The proposed Bazin–Reiss–Picquet identity is then
det(S) = ±2x1x2x3x4x5x6y47 ,
where xi = (i|7, 8, 9, 10, 11, 12), 1  i  6; yj = (1, 2, 3, 4, 5, 6|j), j = 7, are the minors of R
with the column numbers as indicated. We have verified this equation numerically for “generic”
R. As far as the author is aware, identities of this kind, with a non-unit integer factor such as 2,
are not considered in either [13] or [17].
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