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Let F be a ﬁnite ﬁeld. A multiset S of integers is projection-
forcing if for every linear function φ : Fn → Fm whose multiset of
weight changes is S , φ is a coordinate projection up to permutation
and scaling of entries. The MacWilliams Extension Theorem from
coding theory says that S = {0,0, . . . ,0} is projection-forcing. We
give a (super-polynomial) algorithm to determine whether or not
a given S is projection-forcing. We also give a condition that can
be checked in polynomial time that implies that S is projection-
forcing. This result is a generalization of the MacWilliams Extension
Theorem and work by the ﬁrst author.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let F = Fq be a ﬁnite ﬁeld of prime power order q. In coding theory, two of the most important
aspects of a subspace of Fn (also called a linear code) are its structure as a vector space and its weight
distribution, to be deﬁned shortly. In this paper, we look at the interplay between these two aspects,
by determining the structure of some linear maps from their effects on weight distributions. In this
section we make our results more precise, and discuss previous results of this type.
We begin with some notation.
Deﬁnition 1.1 (Hamming weight, weight distribution). Let F be a ﬁnite ﬁeld, and let V ⊂ Fn be a linear
code. The Hamming weight of a vector v ∈ V , denoted w(v), is the number of nonzero entries of v .
The weight distribution of V is the multiset of Hamming weights of elements of V .
Deﬁnition 1.2 (Multiset of weight changes). Let U ⊆ Fn and V ⊆ Fm be linear codes, and let φ : U → V
be linear. The multiset of weight changes of φ is the multiset{
w(u) − w(φ(u)): u ∈ U}.
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that a linear function φ : V → W is weight-preserving if for all v ∈ V , we have w(φ(v)) = w(v).
Equivalently, φ is weight-preserving if its multiset of weight changes is {0,0, . . . ,0}.
The MacWilliams Extension Theorem [5] says that any weight-preserving linear function simply
reorders entries and scales by nonzero constants. To be more precise, we give the following deﬁnition.
Deﬁnition 1.4 (Monomial equivalence). Let V ,W ⊆ Fn be linear codes. A linear function φ : V → W is
said to be a monomial equivalence if φ is multiplication by an F-valued n × n matrix with exactly one
nonzero entry in each row and column.
It is clear that a monomial equivalence is weight-preserving. In [5], MacWilliams proved the con-
verse:
Theorem 1.5 (MacWilliams Extension Theorem). (See [5,2].) Let F be a ﬁnite ﬁeld, and let U , V ⊆ Fn be linear
codes. A linear function φ : U → V is weight-preserving if and only if it is a monomial equivalence.
In this paper we will generalize the MacWilliams Extension Theorem by determining the structure
of some linear functions with multisets of weight changes other than {0,0, . . . ,0}.
The multiset of weight changes has some redundant information. The weight change associated to
the 0 vector is always 0. Furthermore, for any nonzero scalar α ∈ F, the weight change of v is the
same as that of αv . For this reason, and because some statements become easier to make, we intro-
duce the projective multiset of weight changes for a linear map and the projective weight distribution
of a linear code.
Deﬁnition 1.6 (Projective). Let V ⊆ Fn be a linear code. Deﬁne the projective space P (V ) to be
(V \ {0})/ ∼, where v1 ∼ v2 if v1 = αv2 for some α ∈ F \ {0}. Deﬁne the projective geometry,
PG(k − 1,q), to be the projective space P (Fkq).
The projective weight distribution of V is the multiset:{
w(v): v ∈ P (V )},
where w(v) is the common weight of the vectors in the equivalence class v .
Given linear codes U , V ⊆ Fm and linear map φ : U → V , the projective multiset of weight changes
of φ is the multiset:{
w(u) − w(φ(u)): u ∈ P (U )}.
Notice that if S is the projective multiset of weight changes for a linear map from a k-dimensional
code of Fnq , then |S| = (qk − 1)/(q − 1).
In [3], the ﬁrst author proved a generalization of the MacWilliams Extension Theorem that can
be expressed in terms of the projective multiset of weight changes. To state this result, we need the
following deﬁnition.
Deﬁnition 1.7 (Projection). Let U ⊆ Fn and V ⊆ Fm be linear codes. A linear function φ : V → W
is said to be a coordinate projection up to monomial equivalence if φ is multiplication by an F-valued
matrix with at most one nonzero entry in each row and column. Throughout the paper we will simply
call such a function a projection.
Theorem 1.8. (See [3].) Let F be a ﬁnite ﬁeld, and let U ⊆ Fn and V ⊆ Fm be linear codes. If the projective
multiset of weight changes of a linear function φ : U → V is {c, c, . . . , c}, where c is a constant, then φ is a
projection.
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The results of MacWilliams and Brown Kramer show that it is sometimes possible to determine
that a map is a projection simply by knowing its multiset of weight changes. The goal of this paper
is to better understand for which multisets this is true. To that end, we introduce the following
deﬁnitions.
Deﬁnition 1.9 (Realizes, projection-forcing). If S is the projective multiset of weight changes of φ, we
say that φ realizes S . If S is such that every (Fq)-linear map that realizes S is a projection, we say
that S is projection-forcing or more explicitly, q-projection-forcing.
One might think that if S is realized by a projection, then S is projection-forcing. The following
small example shows that this is false. Thus we cannot always determine whether or not a function
is a projection by looking at its multiset of weight changes.
Example 1.10. We present two linear maps, φ1 and φ2. They have the same multiset of weight
changes, but one of them is a projection, and the other is not.
Let V1 ⊆ F72 be the vector space generated by{
(1,1,1,1,0,0,0), (1,1,0,0,1,1,0), (1,0,1,0,1,0,1)
}
.
Let V2 ⊆ F72 be the vector space generated by{
(1,1,1,1,0,0,0), (1,1,1,0,1,0,0), (1,1,0,0,0,1,1)
}
.
Let W ⊆ F22 be {(0,0), (1,1)}.
Deﬁne φ1 : V1 → W to be the map that makes two copies of the ﬁrst coordinate.
Deﬁne φ2 : V2 → W to be the projection onto the ﬁrst two coordinates of V2.
The projective multiset of weight changes for each map is {2,2,2,2,4,4,4}. However, φ1 cannot
be a coordinate projection since there is no pair of coordinates where the elements of V1 are always
equal. On the other hand, φ2 is explicitly a coordinate projection.
We have two main results that help determine which multisets are projection-forcing. The ﬁrst
result gives a property that characterizes these multisets. It is time consuming to determine if a given
multiset has this property. It requires the following matrix.
Deﬁnition 1.11 (Mk,q). For a nonnegative integer k and a prime power q, deﬁne the real-valued matrix
Mk,q to be the complement of the incidence matrix of the design formed by hyperplanes and points
in PG(k − 1,q).
We will give a more explicit construction of Mk,q in the proof of the following theorem.
Theorem 1.12. Let k be a nonnegative integer, and q a prime power. A multiset S of size (qk − 1)/(q − 1)
is projection-forcing if and only if for each vector π , a permutation of S, either M−1k,qπ is nonnegative or it
contains a non-integer entry.
Equipped with this matrix, one can check in super-exponential time that a set is projection-forcing.
The second of our main results gives a property that can be checked quickly and that implies, but
is not equivalent to, projection-forcing. It uses a technical, but easily-computed parameter δq(S) that
we call the split difference. In the binary case the split difference is simply the sum of the smallest
2k−1 elements of S minus the sum of the largest 2k−1 − 1 elements of S , hence the name. We put off
the general deﬁnition until Section 2.
Theorem 1.13. If S is a multiset of size (qk − 1)/(q − 1) and δq(S) > −qk−1 then S is q-projection-forcing.
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the MacWilliams Extension Theorem.
In Section 2, we prove our main results. We conclude in Section 3 by giving miscellaneous results
that potentially give insight into a full characterization of those sets that force projections.
2. Proof of the main results
First we give some notation. Let q be a prime power, and let k be a positive integer. Deﬁne Gk,q
to be a matrix whose columns are representatives of the elements of PG(k − 1,q). Deﬁne Sk,q to be
the row space of Gk,q . Incidentally, the code Sk,q is the q-ary simplex code of dimension k, the dual of a
Hamming code. For more on these topics see, for example, [4].
We are now ready to prove Theorem 1.12.
Proof of Theorem 1.12. Deﬁne Mk,q to be the complement of the incidence matrix of the design
formed by hyperplanes and points in PG(k−1,q). That is to say, index the rows and columns of Mk,q
by elements of PG(k − 1,q); given v,w ∈ FqPk , the (v,w)th entry of M is 0 if v · w = 0 and 1
otherwise. As an alternative deﬁnition, let the rows of Mk,q be the vectors of P (Sk,q) and change
nonzero entries to real 1s and 0 entries to real 0s. Notice that by the ﬁrst construction, Mk,q can
be taken to be symmetric, but that we don’t assume this symmetry in this paper. We will show in
Proposition 2.1 that Mk,q is invertible.
Suppose that S is a multiset such that for every permutation π of S , either M−1k,qπ is nonnegative,
or it contains a non-integer. Let φ : V → W be a linear map that realizes S . We want to show that φ
is a projection.
Let B be a generator matrix for V : its rows, v1, v2, . . . , vk form a basis for V . Given a point p of
PG(k − 1,q), deﬁne the multiplicity of p with respect to v1, v2, . . . , vk to be the number of columns, c,
of B such that c ∼ p. Let R be the vector of multiplicities, indexed by elements of PG(k−1,q) (in the
same order as for Mk,q). Notice that Mk,qR is the projective weight distribution of V .
Deﬁne Q to be the vector of multiplicities with respect to φ(v1), . . . , φ(vk). Deﬁne π = Mk,qR −
Mk,q Q . Notice that π is a permutation of S . But M
−1
k,qπ = R − Q consists of integers, so by our choice
of S , it is nonnegative. This tells us that no multiplicity has increased, so φ is a projection.
Conversely, suppose that there is a permutation π of S for which M−1k,qπ consists of all integers,
some of which are negative. Then M−1k,qπ consists of the multiplicity differences for a linear function
that realizes S . Since some of these differences are negative, the function is not a projection. 
It should be noted that Bogart, Goldberg, and Gordon [2] gave a proof of the MacWilliams Ex-
tension Theorem by establishing the invertibility of Mk,q . We will prove Theorem 1.13 by explicitly
constructing an inverse for Mk,q and using its structure. The following formula is probably not a new
result.
Proposition 2.1. The inverse of Mk,q is
1
qk−1
(
qMTk,q − (q − 1) J
)
,
where J is the all ones matrix.
Proof. Call this alleged inverse M ′ . Notice that M ′ comes from MTk,q by replacing each 1 with 1/q
k−1
and each 0 with −(q − 1)/qk−1. Let (i, j) index an entry of Mk,qM ′ . Every element of Sq,k has Ham-
ming weight qk−1. Thus if i = j, then the (i, j)th entry of Mk,qM ′ is qk−1/qk−1 = 1.
Now consider i = j. We claim that the ones in row i and row j of Mk,q overlap at qk−1 − qk−2
positions. This is true because this overlap is the number of points of PG(k − 1,q) not in the union
of two hyperplanes. Thus the (i, j)th entry of Mk,qM ′ is(
qk−1 − qk−2)/qk−1 − (qk−1 − (qk−1 − qk−2))(q − 1)/qk−1 = 0. 
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give the full deﬁnition of split difference. The idea is to consider the smallest value possible in any
entry of M−1k,qπ , where π is a permutation of S . If this is positive, then Theorem 1.12 proves that
S is projection-forcing. In light of the explicit structure of M−1k,q given in Proposition 2.1, it is easy to
compute this smallest value. We almost deﬁne the split difference to be this number, but for aesthetic
purposes we scale by qk−1.
Deﬁnition 2.2 (Split difference). Let S = {s1, . . . , s(qk−1)/(q−1)} be a multiset where si  si+1 for all i.
Deﬁne the q-ary split difference, δq(S), of S to be
δq(S) =
qk−1∑
i=1
si −
[
(q − 1)
(qk−1)/(q−1)∑
i=qk−1+1
si
]
.
We can now prove Theorem 1.13.
Proof of Theorem 1.13. Suppose δq(S) > −qk−1. The smallest an entry of M−1k,qπ can be, where π
is a permutation of S , is δq(S)/qk−1 > −1. Thus if M−1k,qπ consists of integers, it is nonnegative. By
Theorem 1.12, S is q-projection-forcing. 
The Brown Kramer and MacWilliams results follow:
Corollary 2.3. If S = {c, c, . . . , c}, where c is positive, then S is projection-forcing.
Proof. The q-ary split difference in this case is
δq(S) = cqk−1 − (q − 1)
(
c
qk−1 − 1
q − 1
)
= c  0 > −qk−1. 
As a quick example of a realizable projection-forcing multiset not covered by the MacWilliams
or Brown Kramer results, consider S = {3,3,3,4,4,4,7}. By Theorem 1.13, S is 2-projection-forcing,
since δ2(S) = 3+ 3+ 3+ 4− 4− 4− 7 = −2> −23−1.
As the next example shows, not all projection-forcing sets have the property from Theorem 1.13.
Example 2.4. Consider S = {2,2,2,3,5,5,5}. This is realized by many projections. For instance, the
projection onto the last coordinate of the space generated by the vectors{
(1,1,0,0,0,0,0), (1,0,1,0,0,0,0), (0,0,0,1,1,1,0)
}
.
Although δ2(S) = 2 + 2 + 2 + 3 − 5 − 5 − 5 = −6−23−1, we claim S is still projection-forcing. We
leave it to the reader to verify that if S is the multiset of weight changes of a linear map, then the
vector of changes in multiplicities must be some reordering of (0,0,0,1,1,1,3). This statement can
be checked via computer.
Using a very short Mathematica program that uses Theorem 1.13, we have veriﬁed that there are
58 projection-forcing multisets for 3-dimensional binary vector spaces with weight changes at most 7.
Among these, the following 8 are the ones which are not caught by Theorem 1.13:
{2,2,2,3,5,5,5}, {2,2,2,5,5,5,7}, {2,2,2,5,7,7,7}, {2,2,4,7,7,7,7},
{2,3,3,3,5,6,6}, {2,4,4,5,7,7,7}, {3,3,3,4,6,6,7}, {3,4,4,4,7,7,7}.
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Brown Kramer’s result handles the case when S is constant. In this section we deal with the
binary case of some almost-constant multisets. This might give insight into a characterization that
is checked more eﬃciently than the one given in Theorem 1.12. First we consider the case where
there is one discrepancy from being constant. We determine the realizable multisets S and then the
projection-forcing realizable multisets S .
Lemma 3.1. Let a and b be nonnegative integers, and let k 2. Let S consist of 2k − 2 copies of a and one copy
of b. Then S is realized by some binary linear map if and only if a ≡ 0 mod 2k−2 and b ≡ 0 mod 2k−1 .
Proof. Let S be realized by some binary linear map. Let Mk,2 be the matrix as deﬁned in Section 2.
Let π be a permutation of S . Every entry of M−1k,2π is either b/2
k−1 or (2a − b)/2k−1. Furthermore,
both values appear in M−1k,2π at least once. Since one of these permutations corresponds to a map,
these numbers must be integers. Thus the conditions on parity hold.
Conversely, if the parity conditions hold, then let π be a permutation of S . M−1k,2π consists of
integers, so we may use this product to construct a linear map that realizes S . 
Proposition 3.2. Let a and b be nonnegative integers, and let k 2. Let S consist of 2k − 2 copies of a and one
copy of b. Suppose S is realized by an F2-linear map. Then the following are equivalent:
(1) S is 2-projection-forcing,
(2) b  2a,
(3) b < 2a + 2k−1 .
Proof. Clearly, (2) implies (3). Proposition 3.1 tells us that (3) implies (2). The split difference of S
is b when 0  b  a and 2a − b when a  b. If (3) holds, then either δ2(S) = 2a − b > −2k−1 or
δ2(S) = b  0> −2k−1. Thus Theorem 1.13 tells us that (3) implies (1).
We ﬁnish by proving (1) implies (2). Suppose S is projection-forcing. If π is a permutation of S
then, as in the proof of Proposition 3.1, the entries of M−1k,2π are b/2
k−1 and (2a − b)/2k−1. If M−1k,2π
were to contain non-integers, then for every permutation π ′ of S , we have that M−1k,2π
′ contains non-
integers. But then S is not the multiset of weight changes for a linear map. Thus M−1k,2π consists of all
integers. Since S is projection-forcing, those integers are nonnegative. In particular, (2a− b)/2k−1  0,
and hence b 2a. 
Now we consider two discrepancies from being constant.
Lemma 3.3. Let k  2, and let a, b, and c be nonnegative integers. If S consists of 2k − 3 copies of a and one
each of b and c then S is realized by some binary linear map if and only if a,b, c ≡ 0 mod 2k−2 and either
exactly 1 or exactly 3 of a,b, c are congruent to 0 mod 2k−1 .
Proof. Suppose S is realized by some binary linear map. Let π be the permutation of S associated
with this map. Each entry of M−1k,2π is one of:
1
2k−1
(b + c − a), 1
2k−1
(a + b − c), 1
2k−1
(a + c − b), 1
2k−1
(3a − b − c).
Consider the columns of M−1k,2 that are multiplied by b and c in the product M
−1
k,2π . These columns
come from rows of Mk,2, which in turn come from linearly independent elements, s1 and s2 of Sk .
Since they are linearly independent, s1 and s2 are the images of the ﬁrst two columns of Gk,2 under
some automorphism of Sk . By the MacWilliams Extension Theorem, that automorphism is a monomial
equivalence. In particular, for each v ∈ {(0,1), (1,0), (1,1)} there is some coordinate i where the ith
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all appear in any product M−1k,2π . Since π corresponds to a linear map, each of these values is an
integer. Adding the ﬁrst two values, we have that 2a/2k−1 is an integer, so 2k−2|a. Similarly, b, c ≡ 0
mod 2k−2. Deﬁne a′ = a/2k−2, b′ = b/2k−2, c′ = c/2k−2. Then (1/2)(a′ + c′ −b′) is an integer, so either
exactly 1 of a′ , b′ , c′ is even or they all are.
Conversely, if the parity conditions hold, then let π be a permutation of S . Since M−1k,2π consists
of integers, we may use this product to construct a linear map that realizes S . 
Proposition 3.4. Let a, b, and c be nonnegative integers and let k  3. Let S consist of 2k − 3 copies of a and
one each of b and c. If S is realized by some linear map then the following are equivalent:
(1) S is 2-projection-forcing,
(2) the set {a,b, c} satisﬁes the triangle inequality and 3a − b − c  0,
(3) the following four inequalities hold: a < b + c + 2k−1 , b < a + c + 2k−1 , c < a + b + 2k−1 , b + c <
3a + 2k−1 .
Proof. Clearly, (2) implies (3). The split difference of S is
δ2(S) =
⎧⎪⎪⎨
⎪⎪⎩
−a + b + c if 0 b, c  a,
a − b + c if 0 c  a b,
a + b − c if 0 b a c,
3a − b − c if 0 a b, c.
Thus, Theorem 1.13 tells us that (3) implies (1).
We ﬁnish by proving (1) implies (2). Suppose k  3 and S is projection-forcing. If π is a per-
mutation of S then, as in the proof of Proposition 3.3, the entries of M−1k,2π are (b + c − a)/2k−1,
(a + b − c)/2k−1, (a + c − b)/2k−1, (3a − b − c)/2k−1, and each of these values appears in M−1k,2π .
If M−1k,2π were to contain non-integers, then for every permutation π
′ of S , we would have that
M−1k,2π
′ contains non-integers. But then S would not be realized by a linear map. Thus M−1k,2π consists
of all integers. Since S is projection-forcing, those integers are nonnegative. This proves the desired
result. 
Using the techniques of this paper, it should be possible to generalize these results to other forms
of S and to codes over other ﬁnite ﬁelds, but the statements quickly become more convoluted. How-
ever, given the very special structure of the matrix M , it seems possible – perhaps probable – that
there is an eﬃcient algorithm to determine whether any given S is projection-forcing.
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