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Re´sume´
Nous de´crivons des algorithmes explicites pour la factorisation d’ope´rateurs et la re´solution
d’e´quations aux q-diffe´rences. Il s’agit d’une pre´sentation “concre`te” de re´sultats bien connus.
Abstract
We describe explicit algorithms for factoring q-difference operators and solving q-difference
equations. These are well known results, presented in a “concrete” form.
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1 Introduction et ge´ne´ralite´s
1.1 Introduction
Une e´quation aux q-diffe´rences line´aire d’ordre n est une e´quation fonctionnelle de la forme:
(1.0.1) an(z) f (qnz)+an−1(z) f (qn−1z)+ · · ·+a0(z) f (z) = 0.
Il y a plusieurs manie`res de justifier leur e´tude. La plus ancienne met en jeu le “q-calcul”,
tout particulie`rement des formules de´couvertes par Euler dans l’e´tude des partitions, donc a` la
frontie`re de la combinatoire et de l’arithme´tique. Si ces formules elles-meˆmes ne font en ge´ne´ral
apparaitre qu’un parame`tre, note´ q, certaines se´ries ge´ne´ratrices qui leurs sont associe´es satisfont
des e´quations fonctionnelles du type (1.0.1) la` ou` les se´ries ge´ne´ratrices construites a` partir de
coefficients combinatoires plus classiques satisferaient des e´quations diffe´rentielles.
A titre d’exemple, un “q-analogue” de la factorielle n! = ∏
1≤i≤n
i est la “q-factorielle” [n]q! :=
∏
1≤i≤n
qi−1
q−1 . La se´rie ∑
n≥0
zn
n! a pour somme la fonction f (z) = ez qui est solution de l’e´quation
diffe´rentielle f ′ = f . De meˆme, la se´rie ∑
n≥0
zn
[n]q! admet pour somme une fonction f , l’un des
(nombreux) q-analogues de l’exponentielle, et celle-ci est solution de l’e´quation fonctionnelle
f (qz)− f (z)
(q−1)z = f (z), qui se rame`ne facilement a` la forme (1.0.1). Si l’on fait tendre q vers 1 dans
la se´rie ou dans l’e´quation fonctionnelle, on retrouve sa contrepartie classique. De nombreuses
autres motivations existent, plus se´rieuses ou aussi amusantes, plus modernes ou aussi classiques,
plus conceptuelles ou aussi phe´nome´nologiques. On en trouvera un tableau introductif, avec un
survol des grands proble`mes dans ce domaine, dans l’article [7].
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Dans le pre´sent article, nous pre´senterons de manie`re de´taille´e quelques algorithmes de re´solution
explicite d’e´quations aux q-diffe´rences line´aires. On est souvent guide´ par l’analogie avec les
e´quations diffe´rentielles, et, comme pour celles-ci, un outil important est la factorisation d’ope´rateurs,
que nous e´tudions donc aussi. Notre point de vue est analytique et non seulement formel. Nous
e´tudions ces e´quations dans le champ complexe et cherchons des solutions holomorphes (dans
certains domaines). On a constate´ depuis longtemps que presque rien n’e´tait possible1 sans
l’hypothe`se que q ∈ C∗ est de module diffe´rent de 1.
Exercice. - De´terminer toutes les fonctions f me´romorphes sur un voisinage de 0 ∈ C telles
que f (qz) = f (z) lorsque |q|= 1. On sera amene´ a` traiter a` part le cas ou` q est une racine de l’unite´.
Enfin, conforme´ment a` l’e´volution de la the´orie “moderne” des e´quations fonctionnelles line´aires,
nous abordons le calcul des indices: il ne s’agit pas seulement de savoir si les solutions existent et
sont uniques, mais de quantifier le de´faut d’existence ou d’unicit; donc de calculer des dimensions
de noyaux et de conoyaux.
Bien que nous soyons en permanence guide´s par la the´orie “classique” des e´quations diffe´rentielles
dans le champ complexe, il y a ici des spe´cificite´s importantes en comparaison avec le cas clas-
sique:
1. En supposant seulement les coefficients de (1.0.1) analytiques au voisinage de 0, comme
pour les e´quations diffe´rentielles, on de´finit un polygone de Newton en vue de la re´solution
au voisinage de 0. On rend ses pentes entie`res par un changement de variables z = wℓ, ℓ ∈Z,
puis l’on se rame`ne a` la recherche de solutions se´ries par un changement de fonction incon-
nue f = ug, ou` la fonction auxiliaire u est solution d’une e´quation e´le´mentaire. Contraire-
ment au cas des e´quations diffe´rentielles, nous avons ici la garantie que certaines des se´ries
ainsi obtenues seront convergentes. C’est le lemme d’Adams, qui a e´te´ exhume´ par Marotte
et Zhang apre`s un long sommeil et qui a e´te´ l’une des sources de la renaissance de la the´orie
analytique (cf. par exemple [15]). Une version ame´liore´e, duˆe a` Birkhoff et Guenther,
dit que tout ope´rateur aux q-diffe´rences a` coefficients analytiques admet une factorisation
analytique a` facteurs de degre´ 1 (modulo ramification), les coefficients e´tant meˆme poly-
nomiaux. Pour les ope´rateurs diffe´rentiels, seule une factorisation formelle est en ge´ne´ral
possible.
2. Supposons les coefficients de (1.0.1) rationnels. Alors toute solution me´romorphe dans
un voisinage (e´pointe´) de 0 dans C∗ se prolonge en une unique solution me´romorphe sur
tout C∗. Ceci tient a` ce que l’e´quation fonctionnelle elle-meˆme permet de prolonger d’un
disque D au disque qD ou q−1D (selon que |q| est > 1 ou < 1). Ainsi, l’e´tude locale d’une
1Une perce´e a cependant e´te´ re´cemment effectue´e par Lucia Di Vizio dans [6].
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e´quation aux q-diffe´rences comporte d’emble´e des aspects globaux qui n’apparaissent pas
dans l’e´tude des e´quations diffe´rentielles.
La plus grande partie des re´sultats ci-dessous sont classiques: ils remontent a` Adams, Birkhoff,
Carmichael et d’autres et nous ne pre´sentons qu’une mise au propre au gouˆt du jour (XXIe`me
sie`cle) d’ailleurs initie´e par Bezivin, Ramis, Marotte et Zhang. Il y a cependant une nouveaute´
importante de la the´orie pre´sente´e ici par rapport aux travaux plus anciens, c’est que l’on n’y utilise
que des fonctions uniformes, ce qui est e´videmment impossible pour les e´quations diffe´rentielles.
En effet, alors que meˆme des e´quations aussi simples que z f ′ = 1 (i.e. z f ′′+ f ′ = 0) ou z f ′ =
α f , α 6∈Z n’admettent aucune solution uniforme sur C∗ (il faut soit pratiquer des coupures pour se
ramener a` des ouverts simplement connexes soit passer au reveˆtement universel), leurs q-analogues
peuvent eˆtre re´solues a` l’aide de la fonction Theta de Jacobi, selon une suggestion de Ramis
dans [10]. S’il y a une “monodromie” sous-jacente a` de telles e´quations, celle-ci devra donc eˆtre
observe´e autrement ! C’est l’objet, en particulier, de [16], [18] et de la se´rie [12],[13],[14].
Organisation de cet article
Les sections 1.2, 1.3 et 1.4 de cette introduction contiennent un re´sume´ rapide des notations, con-
ventions et faits de base; on y introduit en particulier les fonctions spe´ciales uniformes sur C∗ qui
servent, avec les se´ries entie`res, a` construire toutes les solutions. Les preuves de´taille´es figurent
dans [16] et, en ce qui concerne le polygone de Newton, dans [17].
Les chapitres 2 et 3 sont respectivement consacre´s a` la factorisation des ope´rateurs et a` la
re´solution des e´quations. On e´tudie dans chaque cas le proble`me formel, dont la re´ponse ressem-
ble a` celle que l’on connait pour les e´quations diffe´rentielles, puis le proble`me analytique, et la`,
les e´nonce´s sont bien diffe´rents. Pour ces deux chapitres, les preuves sont comple`tes.
Enfin, dans le chapitre 4, on aborde d’un autre point de vue les e´quations avec second membre:
que peut-on dire du de´faut d’existence ou d’unicite´ de leurs solutions, autrement dit, du conoyau
et du noyau de l’ope´rateur associe´ ?
Aucun de ces re´sultats n’est tre`s neuf, j’ai simplement voulu donner une forme simple, comple`te
et explicite a` des e´nonce´s qui apparaissent en filigrane dans [8],dans [17] et dans [15]. Aucune
connaissance pre´alable des e´quations aux q-diffe´rences n’est requise, mais un peu de familiarite´
avec les ope´rateurs diffe´rentiels peut aider a` suivre les calculs.
Remerciements
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1.2 Conventions ge´ne´rales
On fixe un nombre complexe q de module |q|> 1. Le corps de base K est l’un des suivants:
M (C)⊂ C({z}) ⊂C((z)),
respectivement : fonctions me´romorphes sur C, germes de fonctions holomorphes en 0 et se´ries
de Laurent me´romorphes formelles sur C. Les deux premiers cas constituent le cas “convergent”,
le dernier cas constitue le cas “formel”. Le corps K est muni de la valuation discre`te v0 (valu-
ation z-adique): on a v0( f ) = k si f = zkg avec g(0) ∈ K∗. On notera O l’anneau de valuation
correspondant, de corps re´siduel O/zO = C. Le corps K est e´galement muni d’un automorphisme:
σq : f (z) 7→ f (qz).
De manie`re ge´ne´rale, une extension (K′,σ′) du “corps aux diffe´rences” (K,σq) est forme´e d’une
extension K′ de K et d’un automorphisme σ′ de K′ qui e´tend σq.
Un premier exemple de telle extension est obtenu par ramification de niveau ℓ ∈N∗: on prend
K′ := Kℓ = K[zℓ], ou` zℓℓ = z; et σ
′(zℓ) = qℓzℓ, ou` qℓ est une racine ℓ-e`me de q dans C. On peut
d’ailleurs rendre ces extensions compatibles, en prenant tous les Kℓ sous-extensions d’une meˆme
extension K∞ (dans les cas de C({z}) et C((z)), c’est leur cloˆture alge´brique), de sorte que l’on ait
zℓℓm = zm; et poser qℓ = er/ℓ, ou` l’on a choisi τ tel que q = er, de sorte que qℓℓm = qm.
Un deuxie`me exemple de telle extension se pre´sente lorsque l’on choisit une alge`bre de fonc-
tions L dans laquelle on espe`re re´soudre toutes les e´quations aux q-diffe´rences a` coefficients
dans K. Si K = M (C), on prendra ainsi L = M (C∗); de meˆme, si K = C({z})), on prendra
L = M (C∗,0), le corps des germes en 0 de fonctions me´romorphes sur C∗. L’automorphisme
σq de L est encore f (z) 7→ f (qz). On va construire plus loin des fonctions dans L solutions des
e´quations de base: la fonction Theta de Jacobi, qui ve´rifie σqΘ = zΘ; pour chaque c ∈ C∗, une
fonction eq,c telle que σqeq,c = ceq,c (ces fonctions sont appele´es “q-caracte`res”, en analogie avec
les “caracte`res” zγ); et une fonction lq telle que σqlq = lq +1 (appele´e “q-logarithme”).
Si K = C((z)) (“cas formel”), l’extension L de K sera obtenue par adjonction de symboles
permettant de re´soudre les e´quations de base:
1. Pour chaque c ∈C∗, on introduit eq,c tel que σqeq,c = ceq,c. On impose de plus les relations
suivantes: eq,ceq,d = eq,cd ; et eq,1 = 1, eq,q = z.
2. On introduit Θ tel que σqΘ = zΘ, et on le suppose inversible.
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3. On introduit lq tel que σqlq = lq +1.
Dans ce cas, la K-alge`bre L n’est pas un corps, et meˆme pas inte`gre (elle est e´tudie´e dans [9]).
Les constantes de notre the´orie sont les e´le´ments invariants par σq. Le corps des constantes CK
de K est C dans tous les cas. Celui de L est encore CL = C dans le cas formel (voir [9]). Dans le
cas convergent, il s’identifie au corps M (Eq) des fonctions elliptiques relatif a` la courbe elliptique
Eq = C∗/qZ (voir [16]).
Tout complexe non nul s’e´crit de manie`re unique:
c = qε(c)c avec ε(c) ∈ Z et 1≤ |c|< |q| .
Nous identifierons l’ensemble quotient Eq = C∗/qZ (qui est une courbe elliptique) a` la couronne
fondamentale {z ∈ C∗ |1 ≤ |z| < |q|}, qui en est un syste`me de repre´sentants dans C∗, et le
repre´sentant c a` la classe de c modulo qZ.
On notera enfin Dq,K = K
〈
σ,σ−1
〉
l’alge`bre de ¨Ore des polynoˆmes de Laurent non commu-
tatifs, caracte´rise´e par les relations:
∀x ∈ K,∀k ∈ Z , σkx = σkq(x)σk.
Un tel polynoˆme P ∈Dq,K mode´lise donc l’ope´rateur aux q-diffe´rences P(σq), d’ou` une ope´ration
de Dq,K sur L. On dira que le polynoˆme P est entier si tous ses monoˆmes σk sont a` degre´s k ≥ 0.
Pour un tel P = an σn + · · ·+a0, on a donc:
P. f = P(σq)( f ) = an σnq f + · · ·+a0 f = 0,
et l’e´quation (1.0.1) s’e´crit: P. f = 0.
L’anneau Dq,K est euclidien (a` gauche et a` droite). Soit P = ∑
α≤i≤β
aiσi un e´le´ment de Dq,K .
On appellera degre´ absolu de P l’entier naturel deg(P) = β−α si aαaβ 6= 0 (et −∞ si P = 0)
et valuation z-adique de P l’entier v0(P) = min(v0(aα), . . . ,v0(aβ)) (donc +∞ si P = 0). On a :
deg(PQ) = deg(P)+deg(Q) et v0(PQ) = v0(P)+v0(Q). (La preuve de toutes ces affirmations est
un exercice amusant laisse´ au lecteur.)
1.3 Fonctions spe´ciales
De´signons par θq la fonction Theta de Jacobi (voir [11]):
θq(z) := ∑
n∈Z
(−1)nq−n(n−1)/2zn
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C’est une fonction holomorphe sur C∗, qui ve´rifie l’e´quation fonctionnelle:
θq(qz) =−qzθq(z).
La fonction Theta satisfait la ce´le`bre formule du triple produit de Jacobi:
θq(z) = (p; p)∞(z; p)∞(pz−1; p)∞
On note ici p := q−1 et l’on utilise le symbole de Pochhammer (x; p)∞ := ∏
n≥0
(1− pnx). La fonction
θq admet donc pour ze´ros les points de la q-spirale logarithmique discre`te qZ, et ces ze´ros sont
simples.
Modifiant le´ge`rement les notations de [16], nous poserons (dans un but de simplicite´):
Θq(z) := θq(−z/q) = ∑
n∈Z
q−n(n+1)/2zn.
C’est une fonction holomorphe sur C∗, qui ve´rifie l’e´quation fonctionnelle:
Θq(qz) = zΘq(z).
Elle admet pour ze´ros les points de la q-spirale logarithmique discre`te −qZ, et ces ze´ros sont sim-
ples.
Nous poserons e´galement:
lq(z) = zΘ′q(z)/Θq(z),
qui est me´romorphe sur C∗ avec pour poˆles (simples) les points de la q-spirale logarithmique
discre`te −qZ, et qui ve´rifie l’e´quation fonctionnelle:
σqlq = lq +1.
Enfin, pour tout complexe non nul c, nous poserons:
eq,c(z) = Θq(z)/Θq(c−1z),
qui est me´romorphe sur C∗ avec pour ze´ros (simples) les points de la q-spirale logarithmique
discre`te −qZ, pour poˆles (simples) les points de la q-spirale logarithmique discre`te −cqZ, et qui
ve´rifie l’e´quation fonctionnelle:
σqeq,c = ceq,c.
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Remarque 1.1 Il est clair que chaque fonction
eq,cd
eq,ceq,c
est une q-constante, donc un e´le´ment de
M (Eq). En fait, on de´duit sans difficulte´ de la the´orie des fonctions elliptiques que les
eq,cd
eq,ceq,c
engendrent l’extension M (Eq) de C, donc que l’on he´rite d’un “gros” corps des constantes unique-
ment pour re´soudre les e´quations e´le´mentaires σq f = c f . Ce n’est pas duˆ a` un choix maladroit de
fonctions de base: quelque soit le choix des dolutions fc de σq f = c f , on peut de´montrer que les
fcd
fc fc engendrent une extension transcendante de C.
1.4 Le polygone de Newton
Toutes les preuves des assertions donne´es ici figurent2 dans [17].
Soit P = ∑ai σiq ∈ Dq,K un ope´rateur aux q-diffe´rences non nul. On de´finit son polygone de
Newton N(P) comme l’enveloppe convexe de l’ensemble:
{(i, j) ∈ Z2 | j ≥ v0(ai)} ⊂ R2.
C’est aussi, par de´finition, le polygone de Newton de l’e´quation aux q-diffe´rences P. f =∑ai σiq f =
0. Cette de´finition de´pend du choix de la valuation v0. Dans le cas d’e´quations a` coefficients
dans Kℓ (obtenues par ramification) c’est la valuation zℓ-adique qui sera employe´e. Si l’on multi-
plie P par un inversible aσmq , a ∈ K∗, m ∈ Z, le polygone de Newton est translate´ par le vecteur
(m,v0(a)) ∈ Z2. Nous conside`rerons donc N(P) comme de´fini a` une telle translation pre`s.
La frontie`re de N(P) est forme´e de deux demi-droites verticales et de k ≥ 1 vecteurs de coor-
donne´es (r1,d1), . . . ,(rk,dk)∈N∗×Z, et de pentes µ1 = d1r1 , . . . ,µk =
dk
rk
∈Q. On suppose celles-ci
range´es par ordre croissant: µ1 < · · · < µk. La dernie`re pente est µk (donc, la plus grande). On
notera S(P) = {µ1, . . . ,µk} l’ensemble des pentes de P. La fonction de Newton de P est la fonction
rP : Q→ N de support S(P) et telle que µi 7→ ri pour i = 1, . . . ,n. On a donc:
rP =
k
∑
i=1
riδµi ,
ou` δµ de´signe la fonction de Kronecker (indicatrice de {µ}). La correspondance entre fonctions
de Newton et polygones de Newton (de´finis a` translation pre`s) est une bijection additive.
Par ramification z = zℓℓ , q = qℓℓ, les pentes sont multiplie´es par ℓ. En particulier, en prenant
pour ℓ un multiple commun des ri, on se rame`ne au cas ou` les pentes sont entie`res. Cette ope´ration
2Attention: il y a eu un changement de convention dans la de´finition des pentes: celles e´tudie´es ici sont les oppose´es
de celles e´tudie´es dans loc.cit..
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revient a` une extension de corps aux q-diffe´rences, soit encore a` une extension du corps de base
de l’alge`bre Dq,K . Elle est donc compatible avec les ope´rations de Dq,K .
Tout e´le´ment α de K∗ s’e´crit de manie`re unique α = czµβ, ou` c ∈ C∗, µ ∈ Z et β(0) = 1. Pour
re´soudre l’e´quation σqu = αu, nous prendrons u = eq,cΘµqv, ou` v(z) = ∏
k≥1
β(q−kz); on ve´rifie en
effet facilement que v ∈ K∗ (aussi bien dans le cas formel que dans le cas convergent). On notera
eq,α l’e´le´ment u ainsi obtenu; c’est un e´le´ment inversible de L.
Soit α ∈ K∗ et soit u un e´le´ment inversible d’une extension K′ de K tel que σqu = αu. La
“transformation de jauge” (changement de fonction inconnue) f = ug donne lieu a` une e´quivalence
logique (changement d’e´quation) P f = 0⇔ P[u]g = 0, avec: P[u] =
de f
u−1Pu, que l’on va expliciter.
Soit, pour simplifier, P :=
n
∑
i=0
aiσiq.
P[u] =
n
∑
i=0
aiu
−1σiqu =
n
∑
i=0
ai
σiq(u)
u
σiq =
n
∑
i=0
ai
(
i−1
∏
j=0
σ jq(α)
)
σiq.
Ainsi, P[u] =
n
∑
i=0
biσiq, avec bi := ai
i−1
∏
j=0
σ jq(α), donc, v0(bi) = v0(ai)+ iv0(α) (puisque v0(σ jq(α)) =
v0(α)), d’ou` l’on de´duit que les pentes de P[u] sont µ1 + v0(α), . . . ,µk + v0(α). On peut ainsi
ramener une pente entie`re a` 0: si µi ∈ Z, on prend u = eq,z−µi = Θ
−µi
q .
Remarquons que P[u] peut eˆtre de´fini directement en fonction de α seul, sans faire re´fe´rence a`
une solution de l’e´quation σqu=αu dans une extension de K: il suffit de prendre la formule e´tablie
ci-dessus comme de´finition. On prouve alors facilement (exercice pour le lecteur courageux) que
P 7→ P[u] est un automorphisme de Dq,K et que, si u,v ∈ K′ sont ainsi associe´s a` α,β ∈ K∗, on a la
formule P[uv] =
(
P[u]
)[v]
.
Supposons maintenant que S(P)⊂ Z. On va de´finir l’e´quation caracte´ristique et les exposants
attache´s a` la i-e`me pente µ = µi de P. Il existe des indices α < β et un entier ℓ ∈ Z tels que, notant
P′ := P[eq,z−µ ] = ∑a′iσiq:
∀i , v0(a′i)≥ ℓ,
v0(a
′
α) =v0(a
′β) = ℓ,
∀i < α , v0(a′i)> ℓ,
∀i > β , v0(a′i)> ℓ.
Bien entendu, ℓ = v0(P′). Avec les notations pre´ce´dentes µi =
di
ri
, on a ri = β− α et di =
9
v0(aβ)− v0(aα). On introduit: Q := z−ℓP′ = ∑biσiq, dont les coefficients sont donc dans l’anneau
de valuation O de K et meˆme tels que v0(bβ) = v0(bα) = 0. En posant:
Q =
de f ∑bi(0) si
= bα(0) sα + · · ·+bβ(0) sβ ∈ C[s,s−1],
on a bα(0)bβ(0) 6= 0. L’e´quation Q = 0 (ainsi que le polynoˆme Q lui-meˆme) est appele´e e´quation
caracte´ristique attache´e a` la pente µ de P; on peut la conside´rer comme de´finie a` un facteur csk
pre`s, c ∈C∗,k ∈ Z. On la notera P(µ), ou simplement P dans le cas de la pente µ = 0. Si µ 6∈ S(P),
l’e´quation caracte´ristique est une constante non nulle. En ge´ne´ral:
P(µ) =
(
z−v0(P
[eq,z−µ ])P[eq,z−µ ]
)
z=0
.
Dans tous les cas, rP(µ) est e´gal au degre´ absolu deg(P
(µ)
) de l’e´quation caracte´ristique. L’e´quation
caracte´ristique est multiplicative:
∀P1,P2 ∈Dq,K , ∀µ ∈Q , P1P2(µ) = P1(µ)P2(µ).
On en de´duit que le polygone de Newton est additif. Pre´cise´ment, P1 et P2 e´tant des ope´rateurs
aux q-diffe´rences comme ci-dessus:
rP1P2 = rP1 + rP2 ,
N(P1P2) = N(P1)+N(P2).
(Cette dernie`re e´galite´ concerne des parties de R2 de´finies a` une translation de Z2 pre`s !)
Les racines non nulles de l’e´quation caracte´ristique attache´e a` la pente µ de P sont appele´es
les exposants attache´s a` cette pente. Tout exposant c s’e´crit de manie`re unique:
c = qε(c)c avec ε(c) ∈ Z et 1≤ |c|< |q| .
Nous dirons que l’ exposant c attache´ a` la pente µ est non re´sonnant si ε(c) est maximal pour sa
classe de congruence, autrement dit, si aucun cqℓ, ℓ ∈N∗, n’est un exposant (attache´ a` cette pente).
Si σqu = zℓu, l’e´quation caracte´ristique attache´e a` la pente µ de P est e´gale a` l’e´quation car-
acte´ristique attache´e a` la pente µ+ ℓ de P[u]. Si σqu = cu , c ∈ C∗, et si l’on note Q(s) l’e´quation
caracte´ristique attache´e a` la pente µ de P, l’e´quation caracte´ristique attache´e a` la pente µ de P[u]
est Q(cs). On peut donc toujours ramener un exposant donne´ a` 1 par une telle transformation de
jauge. Dans ce dernier cas, quitte a` utiliser encore une transformation de jauge avec u = zℓ , ℓ ∈ Z,
on peut meˆme supposer 1 non re´sonnant.
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2 Factorisation formelle et factorisation convergente
En principe, la re´solution de l’e´quation (1.0.1) et la factorisation de l’ope´rateur aux q-diffe´rences
P sont e´troitement imbrique´es. Nous exposons d’abord la factorisation. Pour la commodite´ du
lecteur, nous reprenons brie`vement certains calculs de [17].
2.1 Facteur droit associe´ a` un exposant non re´sonnant
Comme on l’a vu, on peut ramener, par l’interme´diaire de transformations de jauge simples, toute
pente µ a` 0 et tout exposant c attache´ a` cette pente a` 1. On peut meˆme supposer que 1 est non
re´sonnant, autrement dit, qu’aucun qk , k ∈N∗ n’est un exposant attache´ a` la pente 0.
Lemme 2.1 Supposons que 0 est une pente de P et que 1 est un exposant non re´sonnant attache´ a`
cette pente. L’e´quation (1.0.1) admet alors une unique solution se´rie formelle f telle que f (0) = 1.
Preuve. - Comme pre´ce´demment (de´finition de l’e´quation caracte´ristique au 1.4), on peut supposer
N(P) cale´ de sorte que la pente nulle soit sur l’axe des abcisses. On suppose de plus P entier:
P =
n
∑
i=0
aiσiq, avec a0an 6= 0. Les coefficients ai admettent donc un de´veloppement en se´rie:
∀i ∈ {0, . . . ,n} , ai = ∑
j≥0
ai, jz j.
L’e´quation caracte´ristique attache´e a` la pente 0 est donc: P = an,0 sn + · · ·+ a0,0, et il y a meˆme,
par hypothe`se, deux indices α < β tels que P = aβ,0 sβ + · · ·+ aα,0 sα. On e´crit f = ∑
m≥0
fmzm la
fonction inconnue. Alors:
P. f = ∑
l≥0
glzl ,
ou` l’on a pose´:
gl =
(
l
∑
m=0
Fl−m(qm) fm
)
, Fj(X) =
n
∑
i=0
ai, jX i.
Ce polynoˆme est constitue´ des coefficients qui contribuent a` la tranche d’ordonne´e j dans l’inte´rieur
du polygone de Newton. Ainsi F0 = P, d’ou` F0(1) = 0 et F0(qm) 6= 0 pour m ≥ 1 (puisque 1 est
exposant non re´sonnant). On trouve les coefficients par re´currence en identifiant les gl a` 0. Comme
F0(1) = 0, f0 est arbitraire et, comme F0(qm) 6= 0 pour m≥ 1, les fm sont de´termine´s inductivement
de manie`re unique. ✷
Lemme 2.2 Supposons que 0 est une pente de P. Soit c un exposant non re´sonnant de multiplicite´
m≥ 1 attache´ a` la pente 0. On a alors une factorisation:
P = Q.(σq− c).u−1m · · · (σq− c).u−11 ,
11
ou` u1, . . . ,um sont des se´ries formelles telles que ui(0) = 1. De plus, le polygone de Newton de Q
s’obtient en diminuant de m la longueur de la pente horizontale de celui de P: rQ = rP−mδ0, et
les e´quations caracte´ristiques correspondantes ve´rifient: P = (X − c)mQ
Preuve. - Traitons d’abord le cas ou` c = 1. Soit u1 = f , la se´rie formelle obtenue au lemme 2.1..
L’ope´rateur aux q-diffe´rences P admet une factorisation:
P = P1.(σq−1).u−11 ,
ou` l’on a pose´:
P1 =
n−1
∑
j=0
(
−
j
∑
i=0
ai σ
i
q(u1)
)
σ jq.
Le calcul justificatif figure dans [17] (mais il faut modifier certains indices par suite du change-
ment de convention sur les pentes). Le polygone de Newton de P1 s’obtient en diminuant de 1
la longueur de la pente horizontale de celui de P: rQ = rP− δ0, et les e´quations caracte´ristiques
correspondantes ve´rifient: P = (X − 1)P1. Il suffit alors d’ite´rer le processus pour obtenir la fac-
torisation:
P = Q.(σq−1).u−1m · · · (σq−1).u−11 ,
ou` u1, . . . ,um sont des se´ries formelles telles que ui(0) = 1. De plus, le polygone de Newton de
Q s’obtient en diminuant de m la longueur de la pente horizontale de celui de P, autrement dit,
rQ = rP−mδ0. Les e´quations caracte´ristiques correspondantes ve´rifient: P = (X −1)mQ.
Dans le cas d’un exposant c quelconque (non re´sonnant), soit u = eq,c (cf. §1.4). Alors P[u]
ve´rifie les hypothe`ses du premier cas. On e´crit donc:
P[u] = R.(σq−1).u−1m · · · (σq−1).u−11 .
On applique a` cette e´galite´ la transformation de jauge de symbole u−1, qui commute au produit,
qui n’affecte pas les fonctions ui et qui transforme σq− 1 en c−1σq− 1. On obtient alors la fac-
torisation voulue en prenant Q = c−mR[u−1]. Le reste suit. ✷
Proposition 2.3 Soit µ une pente entie`re de P. Soit c un exposant non re´sonnant de multiplicite´
m attache´ a` la pente µ. On a alors une factorisation:
P = Q.(zµσq− c).u−1m · · · (zµσq− c).u−11 ,
ou` u1, . . . ,um sont des se´ries formelles telles que ui(0) = 1. De plus, le polygone de Newton de Q
s’obtient en diminuant de m la longueur de la pente de valeur µ de celui de P: rQ = rP−mδµ, et
les e´quations caracte´ristiques correspondantes ve´rifient: P(µ) = (X − c)mQ(µ).
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Preuve. - Soit u = eq,z−µ (cf. §1.4). Alors P[u] ve´rifie les hypothe`ses du lemme 2.2. On e´crit donc:
P[u] = R.(σq− c).u−1m · · · (σq− c).u
−1
1 .
On applique a` cette e´galite´ la transformation de jauge de symbole u−1, et l’on invoque le §1.4. ✷
2.2 Factorisation formelle d’un ope´rateur aux q-diffe´rences
Il y a divers e´nonce´s possibles, en voici un:
Proposition 2.4 Soit µ une pente entie`re de P. Soient c1, . . . ,cp les exposants attache´s a` la pente
µ, et m1, . . . ,mp leurs multiplicite´s respectives. On suppose les ci indexe´s de telle sorte que, si c jci =
ql , l ∈ N∗, alors i < j (les exposants les moins re´sonnants sont factorise´s a` droite les premiers).
On a alors une factorisation P = QR, ou` µ 6∈ S(Q) et ou` R = R1 · · ·Rp, avec:
∀i ∈ {1, . . . , p} , Ri = (zµσq− ci).u−1i,mi · · · (z
µσq− ci).u
−1
i,1 ,
les ui, j e´tant des se´ries formelles telles que ui, j(0) = 1. On, de plus, rR = (m1 + · · ·+mp)δµ et
R(µ) =
p
∏
i=1
(X − ci)mi .
Preuve. - Il suffit d’appliquer re´pe´titivement la proposition 2.3. ✷
On peut donner des conditions plus souples. Pour la re´solution (formelle ou convergente),
il sera au contraire commode d’eˆtre plus rigide et de conside´rer une classe d’exposants a` la fois
(modulo qZ). On obtient de la meˆme manie`re:
Proposition 2.5 Soit µ une pente entie`re de P. Soient c1, . . . ,cp les exposants d’une meˆme classe
modulo qZ attache´s a` la pente µ, et m1, . . . ,mp leurs multiplicite´s respectives. On suppose les ci
indexe´s de telle sorte que ε(c1) < · · · < ε(cp) (les exposants les moins re´sonnants sont factorise´s
les premiers). On a alors une unique factorisation P = QR, ou` aucun exposant attache´ a` la pente µ
de Q n’est congru aux ci modulo qZ et ou` R = R1 · · ·Rp, avec:
∀i ∈ {1, . . . , p} , Ri = (zµσq− ci).u−1i,mi · · · (z
µσq− ci).u
−1
i,1 ,
les ui, j e´tant des se´ries formelles telles que ui, j(0) = 1. On, de plus, rR = (m1 + · · ·+mp)δµ et
R(µ) =
p
∏
i=1
(X − ci)mi .
✷
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2.3 Factorisation convergente d’un ope´rateur aux q-diffe´rences
Les re´sultats qui pre´ce`dent, ainsi que leur application a` la re´solution formelle sont dus a` Adams.
Mais l’e´nonce´ le plus caracte´ristique de la the´orie, le lemme d’Adams, est l’existence de solutions
convergentes associe´es a` la dernie`re pente ([1], [2]). Il se prouve le plus aise´ment via la factorisa-
tion analytique, bien que celle-ci ait e´te´ obtenue ulte´rieurement (voir [4]).
Nous prenons ici pour corps de base K = M (C) ou K = C({z}). Nous dirons alors qu’une
se´rie (resp. une factorisation) est convergente si elle de´finit un e´le´ment de K (resp. si tous les
facteurs sont a` coefficients dans K).
Lemme 2.6 On reprend d’abord les hypothe`ses du lemme 2.1, en supposant de plus que 0 est
la dernie`re pente, i.e. la plus grande. La se´rie formelle f obtenue comme solution est alors
convergente.
Preuve. - Nous commenc¸ons par le cas ou` K = C({z}). Avec les conventions du lemme 2.1, la
dernie`re pente vaut 0, les pre´ce´dentes sont < 0 et:{
degP = degF0 = n
∀ j ∈ {1, . . . ,n} , degFj ≤ n
Ce qui suit est alors une application de la me´thode des se´ries majorantes. Des conditions sur les
degre´s et du fait qu’aucun F0(ql) , l ≥ 1 ne s’annule, on tire:
∃A > 0 : ∀l ∈N∗ ,
∣∣F0(ql)∣∣≥ A |q|ln .
De la convergence des coefficients a0, . . . ,an, on tire:
∃B,C > 0 : ∀i ∈ {0, . . . ,n},∀ j ∈ N , |ai, j| ≤ BC j,
d’ou` l’on de´duit (avec la condition sur les degre´s):
∀ j ∈N∗,∀l ∈ N , ∣∣Fj(ql)∣∣≤ (n+1)BC j |q|ln .
Il vient, pour l ≥ 1:
| fl| ≤
(n+1)B
(
C |q|(l−1)n | fl−1|+ · · ·+Cl |q|(l−l)n | f0|
)
A |q|ln
.
On pose gl = |q|
ln| fl |
Cl et D =
(n+1)B
A , et l’on a:{
g0 = 1
∀l ≥ 1 , gl ≤ D(g0 + · · ·+gl−1)
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On montre alors par re´currence que gl ≤ (D+1)l , d’ou`:
∀l ≥ 0 , | fl | ≤
(
C(D+1)
|q|n
)l
.
On a donc bien f ∈ C({z}).
Supposons maintenant que K =M (C). Nous appliquons le principe, e´galement caracte´ristique
des e´quations aux q-diffe´rences, selon lequel “l’e´quation fonctionnelle propage la me´romorphie”.
Nous re´e´crivons l’e´quation (1.0.1) sous la forme:
f (z) =−
n
∑
i=1
an−i(q−nz)
an(q−nz)
f (q−iz).
Si f est de´finie et me´romorphe dans un disque de centre 0 et de rayon r > 0, et qu’elle y ve´rifie
cette e´quation, la meˆme formule permet de la prolonger en une fonction me´romorphe sur le disque
de centre 0 et de rayon |q| r, qui y ve´rifie la meˆme e´quation. On obtient ainsi (puisque |q|> 1) un
prolongement a` C tout entier. ✷
Lemme 2.7 On reprend les hypothe`ses du lemme 2.2 en supposant de plus que µ est la dernie`re
pente. Les factorisations obtenues sont convergentes.
Preuve. - En effet, seul le calcul de P1 dans la premie`re e´tape est non formel, et il est clair qu’il
fournit un polynoˆme en σq a` coefficients convergents. ✷
The´ore`me 2.8 (Birkhoff-Guenther) On reprend les hypothe`ses des propositions 2.4 et 2.5, en
supposant de plus que µ est la dernie`re pente. Les factorisations obtenues sont alors convergentes.
Preuve. - Encore une fois, il suffit de rassembler les morceaux. ✷
Remarque 2.9 Le rayon de convergence garanti par la preuve du lemme 2.6 est |q|C(D+1) : le
nume´rateur de´pend de q seul, le de´nominateur de l’e´quation seule. Notons par ailleurs que cette
preuve est le seul point qui de´pend de l’hypothe`se |q|> 1.
3 Solutions formelles et solutions convergentes
Dans toute cette section, les pentes µ seront des entiers. D’apre`s ce qui pre´ce`de, nous sommes
conduits a` nous inte´resser a` l’e´quation avec second membre:
zµσq f − c f = φ.
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La transformation de jauge (cf le §1.4) f = ug, ou` l’on choisit u (dans le catalogue des fonctions
de base) tel que σqu = cz−µu, nous rame`ne a` l’e´quation:
σqg−g = γ := φ/cu.
Si l’on adopte l’analogie habituelle avec le cas diffe´rentiel:
σq−1
q−1
←→ z
d
dz ,
on est conduit a` conside´rer cette dernie`re re´solution comme une q-inte´gration. Comme dans le cas
diffe´rentiel, la constante 1 n’est pas q-inte´grable et ne´cessite l’introduction du q-logarithme.
3.1 q-inte´gration
Soit pi0 le projecteur du C espace vectoriel C((z)) qui associe a` toute se´rie de Laurent formelle
son terme constant. Les sous-espaces vectoriels M (C) et C({z}) sont stables, d’ou`, quelque soit
le corps K, une de´composition:
K = C⊕K•, ou` K• = (Ker pi0)∩K.
L’endomorphisme C-line´aire σq − 1 de K est nul sur la premie`re composante et laisse stable la
seconde.
Lemme 3.1 L’endomorphisme σq−1 induit un automorphisme de K•.
Preuve. - En effet, on peut poser (dans C((z))•):
Iq
(
∑
i6=0
aiz
i
)
= ∑
i6=0
ai
qi−1
zi,
de´finissant un inverse. Il est clair que celui-ci pre´serve, le cas e´che´ant, la me´romorphie pre`s de 0
ou sur C. ✷
On introduit donc maintenant un e´le´ment lq de L tel que σqlq = lq +1 (voir dans l’introduction
les conventions ge´ne´rales). Noter d’ailleurs que, d’apre`s le calcul ci-dessus, on ne peut trouver un
tel e´le´ment dans K. On note de plus, pour tout entier naturel k:
l(k)q =
(
lq
k
)
=
1
k!
k−1
∏
i=0
(lq− i),
et l(k)q = 0 pour k < 0, de sorte que (calcul facile):
∀k ∈ Z , σql(k)q = l(k)q + l(k−1)q .
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Lemme 3.2 Les l(k)q , k ≥ 0, sont line´airement inde´pendants sur K; autrement dit, lq est transcen-
dant et :
K[lq] =
⊕
k≥0
Kl(k)q .
Preuve. - Soit en effet une relation:
l(k+1)q = a0 l(0)q + · · ·+ak l(k)q , les ai ∈ K,
avec k ≥ 0 le plus petit possible; il est donc en fait ≥ 1 puisque lq 6∈ K. En appliquant σq− 1, a`
cette relation, on trouve:
l(k)q ≡ (σqak−ak)l(k)q (mod Kl(0)q + · · ·+Kl(k−1)q ).
Par minimalite´, on en de´duit que σqak−ak = 1, ce qui est impossible. ✷
Proposition 3.3 On a, pour tout entier naturel non nul k, une suite exacte:
0→ C→ Kk[lq]
σq−1
−→ Kk−1[lq]→ 0.
Preuve. - Ici, Kk[X ] de´signe l’ensemble des polynoˆmes de degre´ ≤ k. Ecrivons f = f0l(0)q +
· · ·+ fkl(k)q et g = g0l(0)q + · · ·+ gk−1l(k−1)q des e´le´ments respectifs de Kk[lq] et de Kk−1[lq]. Par
identification, l’e´quation (σq−1) f = g e´quivaut a`:
∀i≥ 0 , gi = σq fi− fi +σq fi+1.
(On convient que fi = 0 pour i > k et que gi = 0 pour i > k−1.) La re´soudre revient a` re´soudre le
syste`me: 

σq f0− f0 +σq f1 = g0
.
.
.
σq fi− fi +σq fi+1 = gi
.
.
.
σq fk−1− fk−1 +σq fk = gk−1
σq fk− fk = 0
On voit, en commenc¸ant par le bas, que fk ∈ C et meˆme (avant-dernie`re e´quation) que c’est
ne´cessairement pi0(gk−1). On a alors la re´solution ite´rative:
fk = pi0(gk−1)
.
.
.
fi = pi0(gi−1)+ Iq(gi−σq fi+1)
.
.
.
f0 = une constante arbitraire + Iq(g0−σq f1)
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✷3.2 Equations d’ordre 1 avec second membre
On se restreint dore´navant a` la sous-alge`bre S de L engendre´e par les fonctions e´le´mentaires:
S = K[(eq,czµ)(c,µ)∈C∗×Z, lq].
Notons provisoirement C(S) l’ensemble de tous les q-caracte`res:
C(S) = {u ∈ S−{0}|∃c ∈ C∗ : σqu = cu}.
On a une de´composition 3 :
S = ∑
µ∈Z
Sµ, ou` Sµ = ∑
u∈C(S)
uΘ−µq K[lq].
La formule, imme´diatement ve´rifie´e:
σqu = cu⇒ (dzνσq−1)(uΘ−µq F) = uΘ−µq (cdzν−µσq−1)F
implique que l’endomorphisme Φd,ν = dzνσq − 1 du C-espace vectoriel S laisse stable chaque
sous-espace uΘ−µq K[lq] (et donc, en particulier, K[lq]. De plus, l’isomorphisme F 7→ uΘ−µq F de
K[lq] dans uΘ−µq K[lq] conjugue l’action de Φcd,ν−µ sur le premier avec l’action de Φd,ν sur le
deuxie`me. Notre but, dans ce paragraphe, est de pre´ciser l’image et le noyau de ces endomor-
phismes.
Lemme 3.4 Soit (c,µ) ∈C∗×Z. Il est clair que K est stable par Φc,µ.
(i) Si (c,µ) 6= (1,0), la restriction de Φc,µ a` K est injective.
(ii) Elle est de plus surjective dans chacun des cas suivants:
1. µ = 0 et c 6= 1.
2. µ < 0.
3. µ > 0 et K = C((z)).
Preuve. - Soit µ = 0. Nous e´crirons f = ∑
k>>−∞
fkzk et g = ∑
k>>−∞
gkzk pour rappeler que les
se´ries f et g n’ont qu’un nombre fini de termes non nuls d’indice ne´gatif. On a l’e´quivalence:
(cσq−1) f = g⇔∀k ∈ Z , (cqk−1) fk = gk,
3Cette de´composition posse`de d’inte´ressantes proprie´te´s alge´briques, partiellement aborde´es dans [9] (cas formel)
et [16] (cas convergent).
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qui suffit a` montrer (i) et (ii) dans ce cas (c’est l’hypothe`se c 6= 1 qui garantit que cqk − 1 ne
s’annule pas).
Si µ 6= 0, posons µ = mε, avec m = |µ| et ε =±1. La de´composition:
C((z)) =
⊕
0≤i<m
ziC((zm))
induit des de´compositions similaires de C({z}) et de M (C), et l’on e´crira, dans tous les cas:
K =
⊕
0≤i<m
Ki,m.
La formule (facile a` ve´rifier):
(czµσq−1)ziF(zm) = zi(cqizmεF(qmzm)−F(zm))
montre que chaque composante est stable. Ecrivant alors Z = zm, Q = qm, C = cqi, f (z) = ziF(zm)
et g(z) = ziG(zm), on obtient, en se restreignant a` Ki,m, l’e´quivalence:
(czµσq−1) f = g⇔CZεF(QZ)−F(Z) = G(Z).
Autrement dit, on s’est ramene´ au cas ou` µ =±1, ce que l’on suppose maintenant. On reprend les
notations f = ∑
k>>−∞
fkzk et g = ∑
k>>−∞
gkzk.
Si µ =−1, on obtient les e´quivalences:
(cz−1σq−1) f = g ⇔ ∀k ∈ Z , cqk+1 fk+1− fk = gk
⇔ ∀k ∈ Z , ck+1qk(k+1)/2 fk+1− ckqk(k−1)/2 fk = ckqk(k−1)/2gk
⇔ ∀k ∈ Z , ckqk(k−1)/2 fk = ∑
i<k
ciqi(i−1)/2gi
Ceci montre que Φc,−1 est bijectif dans le cas formel. Dans le cas convergent, la relation:
|ck fk| ≤∑
i<k
|cigi|
entraine que la se´rie f (cz) est domine´e par la se´rie g(cz)1−z , ce qui permet encore de conclure.
Si µ =+1, on obtient les e´quivalences:
(czσq−1) f = g ⇔ ∀k ∈ Z , cqk−1 fk−1− fk = gk
⇔ ∀k ∈ Z , fk−1
(c/q)k−1qk(k−1)/2
−
fk
(c/q)kqk(k+1)/2
=
gk
(c/q)kqk(k+1)/2
⇔ ∀k ∈ Z , fk
(c/q)kqk(k+1)/2
=−∑
i<k
gi
(c/q)iqi(i+1)/2
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Ceci montre que Φc,1 est bijectif dans le cas formel. ✷
Dans le cas convergent avec µ > 0, on ne peut pas en ge´ne´ral conclure, les coefficients fk
pouvant eˆtre tre`s rapidement croissants. Par exemple, si c = 1 et g = −1, on trouve, pour k > 0,
fk = qk(k−1)/2. C’est un q-analogue de la se´rie d’Euler, la se´rie de Tshakaloff. Pour un g plus
ge´ne´ral, il y a une condition explicite pour l’existence d’une solution convergente.
On va maintenant e´tudier l’action de Φc,µ sur K[lq]. Le cas ou` (c,µ) = (1,0) a fait l’objet du
§3.1. Le cas ou` (c,µ) = (1,0) s’y rame`ne car l’automorphisme F 7→ zlF de K[lq] conjugue Φc,µ
avec Φqlc,µ.
Lemme 3.5 On suppose (c,µ) 6= (1,0). Les conclusions sont les meˆmes que pre´ce´demment : la
restriction de Φc,µ a` K[lq] est injective; elle est de plus surjective, sauf dans le cas convergent si
µ > 0.
Preuve. - Ecrivant f = ∑
i≥0
f (i)l(i)q et g = ∑
i≥0
g(i)l(i)q (qui sont des sommes finies), on obtient
l’e´quivalence:
(czµσq−1) f = g⇔∀i≥ 0 , (czµσq−1) f (i) = g(i)− czµσq f (i+1).
Ce syste`me se re´soud ite´rativement, en commenc¸ant par la fin, a` l’aide du lemme 3.4. ✷
Corollaire 3.6 On conside`re la restriction de Φd,ν a` uΘ−µq K[lq], ou` σqu = cu.
(i) Si cd = ql, l ∈ Z, et si µ = ν, cet endomorphisme est surjectif de noyau CuΘ−µq z−l .
(ii) Si cd 6= 1 et µ = ν, ou bien si cd est quelconque et ν < µ, l’endomorphisme est bijectif.
(iii) Meˆme conclusion dans le cas formel si ν > µ.
Preuve. - C’est imme´diat par conjugaison (voir le de´but du §3.2). ✷
Nous synthe´tisons maintenant les re´sultats les plus importants:
The´ore`me 3.7 L’endomorphisme Φd,ν de Sµ est surjectif si ν ≤ µ, et aussi si ν > µ dans le cas
formel.
✷
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3.3 Re´solution formelle
De´finition 3.8 Soient f1, . . . , fm des e´le´ments de L. Leur q-Wronskien (ou Casoratien, ou Pochham-
merien) est:
Wq( f1, . . . , fm) = det


f1 . . . f j . . . fm
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
σiq f1 . . . σiq f j . . . σiq fm
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
σm−1q f1 . . . σm−1q f j . . . σm−1q fm


Rappelons (cf. l’introduction) que l’on note CL = Lσq le sous-corps des constantes de L. Dans
ces conditions, on a le:
Lemme 3.9 Le q-Wronskien Wq( f1, . . . , fm) est non nul si et seulement si les fi sont line´airement
inde´pendants sur CL.
Preuve. - Ce lemme est de´montre´ dans [5]. La partie “seulement si” est d’ailleurs e´vidente. ✷
Lemme 3.10 Le nombre de solutions inde´pendantes de l’e´quation (1.0.1) ne peut exce´der n,
l’ordre de l’e´quation.
Preuve. - Soient en effet f1, . . . , fn+1 des solutions de l’e´quation (1.0.1). Les lignes Li =(σiq f1, . . . ,σiq fn+1)
sont alors lie´es par la relation line´aire non triviale anLn + · · ·+ a0L0, et Wq( f1, . . . , fn+1) = 0; on
conclut alors graˆce au lemme 3.9. ✷
Notre but est de construire une famille aussi grande que possible de solutions inde´pendantes
de l’e´quation (1.0.1). Voici un cas optimal:
The´ore`me 3.11 Dans le cas formel, on peut construire n solutions inde´pendantes.
Preuve. - Elle se fait par re´currence sur l’ordre de l’ope´rateur P; l’algorithme correspondant est
re´cursif. On exploite naturellement les re´sultats sur la factorisation de la section 2 et ceux sur les
e´quations du premier ordre avec second membre du §3.1.
Si n = 1, on peut e´crire P = a(zµσq− c)u−1, et ueq,cΘ−µq est une solution non nulle.
Si P est d’ordre n = m+ 1 ≥ 2, on e´crit P = a(zµσq− c)u−1Q, ou` Q est d’ordre m. Par hy-
pothe`se de re´currence, il y a m solutions inde´pendantes f1, . . . , fm de Q. D’apre`s le the´ore`me 3.7,
il existe f ∈ L tel que Q f = ueq,cΘ−µq . Il est clair que f , f + f1, . . . , f + fm sont solutions de P.
Le de´terminant e´tant une forme multiline´aire alterne´e, le q-Wronskien de f , f + f1, . . . , f + fm
est e´gal a` celui de f , f1, . . . , fm. On manipule les lignes de ce dernier: on remplace Lm par bmLm +
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· · ·+ b0L0, ou` Q = bmσmq + · · ·+ b0, ce qui multiplie le de´terminant par bm. Mais cette ope´ration
remplace aussi la dernie`re ligne par (Q f ,Q f1, . . . ,Q fm) = (Q f ,0, . . . ,0). Le coefficient Q f vaut
ueq,cΘ−µq , qui est inversible, et son cofacteur est le q-wronskien de ( f1, . . . , fm). On obtient ainsi
la formule:
Wq( f , f + f1, . . . , f + fm) = 1bm ueq,cΘ
−µ
q Wq( f1, . . . , fm).
Il est donc non nul, ce qui ache`ve la preuve. ✷
3.4 Re´solution analytique
On se place ici dans le cas convergent. Si l’on reprend la factorisation P = a(zµσq− c)u−1Q ex-
ploite´e au §3.3, on constate que l’on n’a la garantie d’une factorisation convergente que si toutes
les pentes de Q sont ≤ µ (cf. le the´ore`me 2.8). Mais, si l’une d’elles est < µ, le the´ore`me 3.7
ne s’applique pas. Ainsi, la me´thode du §3.3 ne s’applique a` la re´solution convergente que si
S(P) = {µ}, autrement dit, si P est pur. On ne peut donc espe´rer trouver n solutions inde´pendantes
en ge´ne´ral.
The´ore`me 3.12 (Lemme d’Adams) Soit µk la dernie`re pente de P. L’e´quation (1.0.1) admet alors
rP(µk) solutions convergentes inde´pendantes.
Preuve. - On de´duit en effet du §3.3 une factorisation P = QR avec R pur de pente µk et d’ordre
rP(µk). On applique alors a` R la me´thode du §3.3 (on est dans la cas (i) du the´ore`me 3.7). ✷
L’exemple de l’e´quation (σq − 1)(zσq − 1) f = 0 montre que l’on ne peut espe´rer mieux en
ge´ne´ral.
4 Calculs d’indices
Soit P ∈Dq,K . Les questions d’existence et d’unicite´ des solutions de l’e´quation P. f = 0 peuvent
se traduire en terme de surjectivite´ et d’injectivite´ de l’application f 7→ P. f de K dans lui-meˆme.
Nous noterons encore P cette application, qui est un endomorphisme du C-espace vectoriel K. `A
de´faut de ces proprie´te´s optimales (surjectivite´, injectivite´), qui e´quivalent a` la nullite´ du conoyau
ou du noyau de P, on peut tenter de calculer la dimension de ces deux C-espaces vectoriels. Nous
verrons que ces dimensions sont finies (hors les cas triviaux ou` P est nul ou inversible). Le calcul
de ces dimensions est d’ailleurs par lui-meˆme important pour les questions de classification [15],
ou` il est fait par d’autres me´thodes, combinant l’alge`bre homologique et l’analyse fonctionnelle
(sous la forme de re´sultats duˆs a` Be´zivin [3] et a` Ramis [11]).
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4.1 Noyau et conoyau de σq−u
Nous commencerons par le cas d’un ope´rateur de degre´ 1. `A un facteur inversible pre`s dans Dq,K ,
on peut supposer que P = σq−u, ou` l’on e´crit u = dqkzνv, v ∈ K, v(0) = 1, avec k ∈ Z et d ∈ C∗
tel que 1≤ |d|< |q|.
Lemme 4.1 (i) Les dimensions du noyau et du conoyau de σq− u ne de´pendent que de la classe
de u ∈ K∗ modulo le sous-groupe {σq(w)
w
|w ∈ K∗} de K∗.
(ii) Modulo ce sous-groupe, u est e´quivalent a` dzν.
Preuve. - On conjugue l’endomorphisme C-line´aire σq−u de K par w∈K∗, identifie´ a` l’automorphisme
×w. On trouve:
w◦ (σq−u)◦w
−1 =
w
σq(w)
◦ (σq−u
′), avec u′ = u
σq(w)
w
.
Ceci e´tablit (i).
On ve´rifie que qkv = σq(w)
w
, ou` w = zk ∏
i≥1
σ−iq (v) ∈ K (et que cela marche dans le cas convergent),
ce qui prouve (ii). ✷
On peut donc supposer que u = dzν, ce que nous ferons de´sormais.
Lemme 4.2 Le noyau de σq−u : K → K est de dimension 1 si (ν,d) = (0,1), nul sinon.
Preuve. - La se´rie f = ∑ fnzn appartient au noyau si et seulement si ∀n , qn fn = d fn−ν. S’agissant
de se´ries de Laurent, cela entraine f = 0 sauf peut-eˆtre si ν = 0. Dans ce dernier cas, cela entraine
f = 0, sauf peut-eˆtre si d ∈ qZ. Vue la condition sur |d|, ceci n’est possible que si d = 1, donc
u = 1. Dans ce cas, le noyau est C. ✷
Lemme 4.3 L’application σq−u : K → K est surjective si ν > 0 et si ν = 0, d 6= 1.
Preuve. - Soit g ∈ K. On veut re´soudre (en f ) σq f − dzν f = g dans K. Cette e´quation e´quivaut
a` ∀n , qn fn − d fn−ν = gn, soit encore ∀n , fn = q−n(d fn−ν + gn). Si ν ≥ 1, on peut calculer les
coefficients fn par re´currence a` partir des ν premiers d’entre eux. De plus, dans le cas convergent,
la forme des de´nominateurs montre que la se´rie f obtenue converge si g converge, et l’e´quation
fonctionnelle garantit la me´romorphie s’il y a lieu. Si ν = 0 et d 6= 1 (donc en fait d /∈ qZ), on
obtient directement fn = gnqn−d . La convergence (resp. la me´romorphie) est encore imme´diate le
cas e´che´ant.
Variante lorsque ν≥ 1: On doit re´soudre l’e´quation au point fixe F( f ) = f , ou` F( f ) := σ−1q (g+
dzν f ). Il est facile de voir que cet ope´rateur est contractant a` la fois pour la topologie z-adique et
pour la topologie transcendante. ✷
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Lemme 4.4 Si (ν,d) = (0,1), le conoyau de σq−u : K → K est de dimension 1.
Preuve. - Il est facile de voir que σq− u annule C et induit un automorphisme du sous C-espace
vectoriel K• de K forme´ des se´ries sans terme constant. ✷
Lemme 4.5 On suppose ν < 0. Alors σq−u : K → K est surjectif dans le cas formel.
Preuve. - On pose F ′( f ) = d−1z−ν(σq( f )− g). Comme ν > 0, cet ope´rateur est z-adiquement
contractant, d’ou` l’existence et l’unicite´ d’un point fixe dans le cas formel. ✷
Remarque 4.6 C’est le premier endroit ou` le cas formel et le cas convergent diffe`rent. L’ope´rateur
F ′ est (fortement) dilatant pour la topologie transcendante, il produit des Stokes. C’est donc ici
qu’un argument analytique va eˆtre ne´cessaire dans le cas convergent.
Lemme 4.7 On suppose ν =−1. Alors, dans le cas convergent, le conoyau de σq−u : K → K est
de dimension 1.
Preuve. - Remarquons d’abord que l’automorphisme C-line´aire f (z) 7→ f (dz) de K conjugue
σq− dz−1 a` σq− z−1. On peut donc supposer d = 1 et u = z−1, ce que nous ferons. Par ailleurs,
l’endomorphisme σq−z−1 a le meˆme conoyau que 1−zσq et nous conside`rerons plutoˆt ce dernier.
On prendra K = C({z}), l’autre cas s’en de´duisant comme d’habitude.
On conside`re la transformation de q-Borel-Ramis de´finie par:
(4.7.1) Bq,1 : ∑ fnzn 7→∑ fnqn(n−1)/2 zn,
qui envoie C({z}) sur l’espace C({z})1 des se´ries q-Gevrey de niveau 1 (voir [11]), c’est a` dire les
∑φnzn telles qu’il existe A > 0 tel que φn = O(Anq−n(n−1)/2) lorsque n → ∞. L’intereˆt est que la
transformation Bq,1 conjugue 1− zσq a` la multiplication par 1− z, d’ou` le diagramme commutatif:
C({z}) 1−zσq−−−−→ C({z})
Bq,1
y yBq,1
C({z})1
×(1−z)
−−−−→ C({z})1
dans lequel les fle`ches verticales sont des isomorphismes.
D’autre part, l’image de la fle`che du bas est exactement forme´e des se´ries telles que φ(1) = 0.
En effet, l’une des inclusions est e´vidente. Pour prouver l’autre, on prend φ ∈ C({z})1 tel que
φ(1) = 0. On pose γn = ∑
k≤n
φk, de sorte que γ(z) = ∑γnzn ∈ C({z}) est e´gal a` 11−z φ(z) et il reste
24
a` ve´rifier la condition q-Gevrey sur γ. Mais la condition φ(1) = 0 entraine γn = − ∑
k>n
φk. Soient
C,A > 0 tels que ∀n , |φn| ≤CAn|q−n(n−1)/2|. Alors, pour n≥ 0:
|γn| ≤ ∑
k>n
|φk|
≤ CAn |q|−n(n−1)/2 ∑
l>0
Al |q|−l(2n+l−1)/2
≤ C′An |q|−n(n−1)/2 , ou` C′ =C ∑
l>0
Al |q|−l(l−1)/2 < ∞,
d’ou` l’estimation q-Gevrey voulue. L’image de la fle`che du bas est donc supple´mentaire de C et
le conoyau a bien pour dimension 1. ✷
Lemme 4.8 On suppose ν = −r,r ∈ N∗. Alors, dans le cas convergent, le conoyau de σq− u :
K → K est de dimension r.
Preuve. - On peut e´videmment supposer r ≥ 2. Notons provisoirement K′ le sous-corps de K
forme´ des fonctions de zr, d’ou` une de´composition:
K = K′⊕ zK′⊕·· ·⊕ zr−1K′,
dans laquelle chaque sous-espace ziK′ est stable par σq−u. De plus, on a un isomorphisme f (z) 7→
zi f (zr) de K avec ziK′, qui conjugue qiσ′− dz−1 a` σq− u, ou` l’on a introduit σ′ : f (z) 7→ f (qrz).
On applique alors le lemme pre´ce´dent. ✷
Nous re´sumons ainsi nos re´sultats:
Proposition 4.9 Soit u = dzνv, v ∈ K, v(0) = 1, avec d ∈ C∗. Notons d la classe de d modulo
qZ. L’ope´rateur C-line´aire σq− u : K → K est a` indice. Les dimensions de son noyau et de son
conoyau et son indice sont donne´s par le tableau suivant:
(ν,d) Noyau Conoyau Indice
(0,1) 1 1 0
(0, 6= 1) 0 0 0
(> 0,−) 0 0 0
(< 0,−) 0
{
0 (cas formel)
−ν (cas convergent)
{
0 (cas formel)
ν (cas convergent)
✷
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4.2 Indices et conoyaux
Il n’y a pas en ge´ne´ral de formule simple donnant la dimension du noyau et du conoyau de P.
Cependant, si toutes les pentes de P sont entie`res, nous savons qu’il est produit d’ope´rateurs de
degre´ 1 et l’on peut de´duire de la proposition 4.9 et de l’alge`bre line´aire les faits suivants:
1. L’application C-line´aire P : f 7→ P. f de K dans lui-meˆme est a` indice, autrement dit, son
noyau et son conoyau sont de dimension finie.
2. L’indice de P, c’est-a`-dire (par de´finition) l’entier χ(P) := dimKer P− dimCoker P est la
somme des indices des facteurs de P.
En particulier, si P est pur de pente µ ∈ Z suppose´e non nulle, tous ses facteurs sont de la forme
(zµσq− c).u. Dans le cas formel, ils sont tous bijectifs de K dans K d’apre`s la proposition 4.9, et
P l’est donc e´galement. Dans le cas convergent, chacun des (zµσq− c).u e´tant injectif (toujours
d’apre`s la proposition 4.9), il en est de meˆme de P. Par additivite´ de l’indice, on en de´duit, sans
avoir a` supposer la pente entie`re:
Corollaire 4.10 Soit P un ope´rateur d’ordre n pur de pente µ 6= 0.
(i) Dans le cas formel, on a dimKer P = dimCoker P = 0.
(ii) Dans le cas convergent, on a dimKer P = 0 et dimCoker P = nmax(0,µ).
Preuve. - Cela de´coule des arguments pre´ce´dents si la pente est entie`re. Le cas ge´ne´ral s’y rame`ne
par ramification; les de´tails sont laisse´s au lecteur. ✷
Nous allons maintenant traduire ce re´sultat en termes de syste`mes, ce qui permettra de donner
une description plus concre`te du conoyau. (Le but de cette article e´tant de donner des descrip-
tions concre`tes !) Pour cela, nous allons d’abord de´crire le lien entre e´quations et syste`mes aux
q-diffe´rences.
Nous partons, pour simplifier, de l’ope´rateur P :=
n
∑
i=1
aiσiq, que nous supposons unitaire: an =
1 (et, bien entendu, a0 6= 0). Comme on le fait pour les e´quations diffe´rentielles, nous allons
vectorialiser le proble`me. Nous notons:
X :=


f
σq f
.
.
.
σn−2q f
σn−1q f

 et A :=


0 1 0 . . . 0 0
0 0 1 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 1 0
0 0 0 . . . 0 1
−a0 −a1 −a2 . . . −an−2 −an−1


∈GLn(K) car detA=(−1)na0.
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Il est imme´diat que P. f = 0 ⇔ σqX = AX , ce qui montre comment on transforme une e´quation
scalaire d’ordre n en syste`me de rang n. Pour expliquer la re´ciproque, nous devons introduire
la notion de transformation de jauge. Les syste`mes de rang n de matrices A,B ∈ GLn(K) sont
dits e´quivalents si l’on peut transformer la relation σqX = AX en la relation σqY = BY par un
changement de variables Y = FX , avec F ∈ GLn(K), ce qui e´quivaut a` la relation:
B = F[A] := (σqF)AF−1.
(Dans σqF , comme dans σqX , on applique σq a` chaque coefficient.) Enfin, dernie`re e´tape du
raisonnement, le lemme du vecteur cyclique, duˆ a` Birkhoff, dit que tout syste`me de rang n est
e´quivalent au syste`me provenant d’une e´quation d’ordre n par vectorialisation; pour une preuve a`
la main, voir [16]; pour une preuve alge´brique tre`s ge´ne´rale, voir [5].
La relation entre solutions de P. f = 0 et solutions de σqX = AX peut eˆtre pre´cise´e en une
relation entre des noyaux et une relation entre des conoyaux. Plus pre´cise´ment, on a un diagramme
commutatif:
K P−−−−→ K
u
y vy
Kn
σq−A
−−−−→ Kn
ou` u : f 7→


f
σq f
.
.
.
σn−2q f
σn−1q f

 et v : f 7→


0
0
.
.
.
0
f

 .
La fle`che horizontale du bas est l’application X 7→ σqX −AX . Le lecteur ve´rifiera que ce dia-
gramme induit des isomorphismes Ker P≃ Ker (σq−A) et Coker P≃ Coker (σq−A).
De meˆme, la relation entre solutions de σqX = AX et solutions de σqY = BY lorsque B = F[A]
peut eˆtre pre´cise´e en une relation entre des noyaux et une relation entre des conoyaux. Plus
pre´cise´ment, on a un diagramme commutatif:
Kn
σq−A
−−−−→ Kn
F
y σqFy
Kn
σq−B
−−−−→ Kn
,
qui fournit (encore plus facilement) des isomorphismes Ker (σq−A)≃Ker (σq−B) et Coker (σq−
A)≃ Coker (σq−B).
Enfin, il est de´montre´ dans [16] que la matrice provenant par vectorialisation d’un ope´rateur
P pur et de pente µ suppose´e entie`re est e´quivalente a` une matrice de la forme A = zµA0, ou`
A0 ∈ GLn(C). Nous sommes donc conduits a` e´tudier le noyau et le conoyau de l’application
X 7→ σqX − zµA0X de Kn dans lui-meˆme. On suppose encore µ 6= 0. Il est alors imme´diat que
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cette application est injective, dans le cas formel comme dans le cas convergent: la relation
σqX = zµA0X pour une se´rie X = ∑Xkzk e´quivaut a` la relation de re´currence qkXk = A0Xk−µ;
pour une se´rie X non nulle, cela n’est possible que si cette se´rie admet une infinite´ de termes non
triviaux d’exposants ne´gatifs, ce qui n’est pas autorise´ dans K.
Exercice. - En s’inspirant du corollaire 4.10, pre´dire les dimensions de Ker (σq− zµA0) et de
Coker (σq− zµA0) dans le cas formel et dans le cas convergent, pour µ > 0 et pour µ < 0.
Supposons µ > 0. L’application σq−A est alors surjective aussi bien dans le cas formel que
dans le cas convergent. En effet:
σqX− zµA0X =Y ⇐⇒ X = σ−1q Y +(z/q)µA0σ−1q X ,
que l’on peut conside´rer comme une e´quation au point fixe, dont l’unique solution formelle est:
X = ∑
k≥1
q−µk(k+1)/2zµkAk0σ−k−1q Y.
Il n’est en effet pas difficile de voir que l’on a ite´re´ un ope´rateur contractant pour la distance z-
adique, et que la sommation ci-dessus converge formellement. Mais c’est e´galement un exercice
e´le´mentaire (par exemple avec des se´ries majorantes) que, si Y converge dans un disque, alors X
converge dans ce disque.
Supposons maintenant µ < 0. L’application σq−A est alors surjective dans le cas formel. En
effet, notant d :=−µ ∈ N∗:
σqX − zµA0X = Y ⇐⇒ X =−zdA−10 Y + z
dA−10 σqX ,
que l’on peut encore conside´rer comme une e´quation au point fixe, dont l’unique solution formelle
est:
X =−∑
k≥1
qdk(k−1)/2zkdA−k0 σ
k−1
q Y.
En revanche, en prenant n = 1, d = 1, Y = 1, A0 = 1, on voit bien que cette se´rie n’a aucune raison
de converger. D’ailleurs, nous savons d’avance que le conoyau de σq −A est de dimension nd.
Nous allons le ve´rifier directement.
Proposition 4.11 On se place dans le cas convergent. Soient d ∈ N∗ et A0 ∈GLn(C). L’image de
l’application σq− zdA0 de Kn dans lui-meˆme admet pour supple´mentaire En, ou` E :=
d−1
∑
i=0
Czi.
Preuve. - Pour i = 0, . . . ,d− 1, notons Ki le sous-espace de K forme´ des fonctions de la forme
zi f (zd), avec f ∈ K. On a donc:
K = K0⊕·· ·⊕Kd−1.
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La relation:
(σq− z
−dA0)
(
ziU(zd)
)
= zi
(
qiU(qdzd)− z−dA0U(zd)
)
montre que chaque Ki est stable; de plus, notant z′ := zd , K′ := { f (zd) | f ∈ K}, q′ := qd et σ′ :
f (z′) 7→ f (q′z′), la restriction de σq− z−dA0 a` Ki est conjugue´e par l’isomorphisme f 7→ zi f de K′
sur Ki a` l’application qiσ′− (z′)−1A0 de C({z′}n dans lui-meˆme. On est ainsi ramene´ au cas d = 1.
Il s’agit alors de de´montrer que l’image de l’application σq− z−1A0 de Kn dans lui-meˆme admet
pour supple´mentaire Cn. Il est e´quivalent, et plus commode, de conside´rer ’application zσq−A0.
On e´crit cela sous la forme d’une de´composition:
Y = zσqX −A0X +Z;
plus pre´cise´ment, il s’agit, Y ∈ Kn e´tant donne´, de de´terminer X ∈ Kn et Z ∈ Cn (qui doivent en
principe eˆtre uniques). On e´crit X = ∑Xkzk, Y = ∑Ykzk (attention, cette notation n’a pas de rapport
avec celle des Ki plus haut). La relation de re´currence qui vient est:
Y0 = q−1X−1−A0X0 +Z,
Yk = qk−1Xk−1−A0Xk (k 6= 0).
En appliquant la transformation de Borel-Ramis (4.7.1), page 24, on est ramene´ a` l’e´quation:
Bq,1Y = (z−A0)Bq,1X +Z.
Un calcul similaire a` celui de´ja` fait montre alors que l’unique solution s’obtient en prenant:
Z = ∑
k∈Z
q−k(k−1)/2Ak0Yk.
✷
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