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Abst ract - -The  aim of this paper is to study the attracting set and attraction basin of the nonlinear 
and nonautonomous delay differential equations. Some new criteria for the attracting set and the 
attraction basin are obtained. Several examples are also worked out to demonstrate the advantages 
of our results. (~) 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
There has recently been increasing interest in the study of the invariant set "and domain of 
attraction (the basin of attraction) of dynamical systems, and many authors have obtained some 
results about the problem for the autonomous differential equations with unique equilibrium. 
Sawano [1], Seifert [2], and Bates, Lu and Zeng [3] discussed the invariant set for systems of 
differential equations with or without delays. Siljak [4] and Lakshimikantham and Leela [5] 
gave the estimates of the actual domain of attraction of ordinary differential equations. Michel 
et al. [6], Razgulin [7], and Kolmanovskii and Nosov [8] obtained the domain of attraction of 
autonomous functional differential equations. Xu et al. [9,10] discussed the domain of attraction 
of nonlinear discrete systems with delays. The problem of determining the invariant set and the 
basin of attraction of nonlinear and nonautonomous delay differential equations with or without 
equilibria is more complicated and still open. Hence, techniques and methods for the invariant 
set and the basin of attraction (the domain of attraction) determination should be developed and 
explored. 
In this paper, we discuss the problem of the invariant set, the attracting set, and the attraction 
basin of the nonlinear and the nonautonomous delay differential equations, and give the criteria 
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of the invariant set, the attracting set, and the attraction basin by the properties of algebraic 
equation and differential inequality [11]. 
2. PREL IMINARY 
In this paper, R n denotes the n-dimensional Euclidean space, R + = [0, +c~) x ..- x [0, +oo) 
and C[X, Y] is the class of continuous mappings from the topological space X to the topological 
space Y. Especially, C ~= C([-r,  0], R"), where r > 0. 
Consider the nonlinear and nonautonomous functional differential equation 
fj(t) = -Ay( t )  + F(t, Yt) + q(t), t > to, (1) 
where y E R n, F E C[R + x C, Rn], q(t) E C[R +, Rn], and A = diag{a~} is a diagonal matrix 
with a~ > 0 being constants. Yt E C is defined as yt(s) -=- y(t + s) for - r  < s < 0. 
The initial condition associated with (1) is of the form 
Yto ~ ~9. 
In fact, the neural network models described in [12,13] are the special cases of (1). 
For any to _> 0 and any ¢ • C, a solution of (1) is a function y: [to - r, oo) --* R" satisfying (1) 
for t > to and Yto = ¢- Throughout the paper, we always assume that system (1) has a continuous 
solution denoted by y(t, to, ¢) or simply y(t) if no confusion should occur. A point y* E R" is 
called an equilibrium point of (1), if y(t) = y* is a solution of (1). The inequality " _< " between 
matrices or vectors such as A _< B means that each pair of corresponding elements of A and B 
satisfies the inequality. Especially, A is called a nonnegative matrix if A > 0. For x, y E R n, 
x<y means that there at least exists an i • A = {1 , . . . ,n}  such that xi < y~, x 4< y (x >> y) 
denotes x~ < y~ (x~ > Yi) for i E A. 
For y E R n, we define [y]+ = col{]yil}. For ¢ E C, [¢]+ -- col{ll¢~lir}, where 
ii¢,ll = sup I¢,(s)l. 
- - r<~<O 
DEFINITION 1. Let E C R n, Q(x) : E --* R n, if for any x', x" E E, x' <_ x" implies Q(x t) < 
Q(x"), then the function Q(x) is called monotonically nondecreasing in x • E. 
DEFINITION 2. The set S c C is called a positive invariant set of (1) if for any initial value 
¢ • S, we have yt(' ,to,¢) • S, t >_ to. 
DEFINITION 3. A set $1 C C is called an attracting set of (1), if $1 possesses an open neighbor- 
hood D such that for any initial value ¢ • D, the solution Yt (', to, ¢) converges to $1 as t --* +oo, 
that is, 
dist(yt(-, to, ¢), $1) ---* 0, t ~ +c~, (2) 
where dist(~, $1) -- infcesl d(~, ¢), and dist(~, ¢) -- sup_r<s<0 I~(s) - ¢(s)l. The open set D 
is called an attraction basin of $1. 
The set $1 is called a global attracting set of (1) if D -- C. 
Especially, when $1 -- {0}, the equilibrium point y -- 0 is called asymptotically stable if it 
attracts solutions y(t, to, ¢) for all ¢ • D. In this case, D is called the domain of attraction 
(see [9]). 
LEMMA. (See [14 ,15] . )  IY M > 0 and p(M) < 1, then (I - M) -1 :> 0. 
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3.  MAIN  RESULTS 
In this paper,  we always suppose the following. 
(HI)  [F(t,~a)] + _< B([~] +) for t >_ to and ~ E C, where B(u) = col{b~(u)} : R + --* R + is a 
continuous and monotonical ly nondecreasing function in u. 
(H2) Ipi(t)l <_ P~, i = 1,2, . . . ,  n, where p~(t) = qi(t)/a~, P -- col(pi}. 
(Ha) There exist constant vectors K and L with 0 _< K << L, and exists at least an i E A, such 
that  
(i) f i ( z )<OforanyzEf~ l  ~{z lK~z<<L},  
(ii) f (L)  < 0 or for any 5 > 0, there is az  e f~ =a ~21fq{z I II z -L l l  < 5} such that  
f (z )  < O, where f (z)  = col{f~(z)} ~ c(z) - z + P,  c(-) = A-1B(.)  and II" l[ denotes 
the Euclidean norm. 
THEOREM 1. I f  in addition to (Hx) and (H2), there is a z >_ 0 such that  f (z)  <_ O, then the set 
S = {¢ E C I [¢]+ < z} is a positive invariant set of system (1). 
PROOF. We will prove that,  when [¢]+ < z, 
[y(t)] + < z, for t >_ to. (3) 
Otherwise, there must be some i, and tl > to, such that  
lY~ (tx)l = zi, lyi(t)l < zi, for t < tx, (4) 
and 
[y(t)] + < z, for t0 < t < tl, 
where z~ is the i th component of vector z. 
I t  follows from (1) that  
Sl [y (tl)] + ,( e -A(t l - t0)  [y (Co)] + n t- e -A( t l - s )  [q(s)] +)  ds. 
By the monotonic ity of B(.),  (4), and (5), one has 
Z? [y (t~)l + -< e -A(~-t°) [¢ l~ + e-A(t~-~)(B(z) + AP)ds  
< 
-- e -A( " - t ° ) ( z  -- (e(z) + P))  + (e(z) + P).  
(5) 
(6) 
Note f (z)  < O, i.e., c(z) + P <_ z, then 
[y(tl)] + < z. 
That  is, 
which contradicts the first equality in (4), and so (3) holds. We complete the proof. 
THEOREM 2. I f  (H1) - (H3)  hold, then the set S = {¢ 6 C [ [¢]+ _< K}  is an attracting set of 
system (1), and D = {¢ E C I [¢]+ << L} is a basin of attraction of S. 
PROOF. Since A = diag{ai} and ai > 0, i = 1, 2 . . . . .  n, for sufficient small constants e > 0, there 
must be T > 0 such that  
(e -AS(B(L )  + AP) ds < eE,  E = col{l}. (7) 
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For any ¢ E D, from (ii) in (Ha) and Theorem 1, we can also obtain y(t) E D, then there must 
be a constant vector a,  such that  the solution y(t) of (1) satisfies 
lim sup[y(t)] + = a, (8) 
t--*+oo 
and 
a _~ L or a < L. (9) 
In fact, in (ii) of (H3), if f (L )  < 0, then for any ¢ E D, by Theorem 1, one has [y(t)] + E D, 
i.e., [y(t)] + << L. So, a < L. On the other hand, if the last condition of (H3) holds, then for any 
¢ E D, there must be a z E f~ with 5 = mini{iiLi - ¢i[[}, such that  [¢]+ < z < L and f (z)  < O, 
by Theorem 1, one has [y(t)] + < z < L. So, a < z < L. 
According to definition of superior limit and (8), for the above constant s, there is t3 > to, 
such that  for any t _> t3, 
[yt] + < Ee + a. (10) 
So, from (7) and (10), when t _> t3 + T, we obtain 
E,,(,)1+ _.,<,_<o>E,,(,o)l+ ( .  ( I , ,z)  + 
Jr0 
{//z:} 
T 
By the monotonicity of B(-) and A > 0, one has 
E [y(t)] + < c -A(t-t°)[¢]+ + e-AS(B(L) + AP)  ds 
+ e-A(t-S)(B(~E + a) + AP)  ds 
-T  
< e-A(t-t°)[¢] + + sE + (I  - e -AT) (c(sE + a) + P) 
~_ e -A(t-t°) [¢]r + + eE + c(eE + a) + P. 
Combining (10) with the definition of superior limit again, there are tk _> t3 + T, k -- 1, 2 . . . .  
such that  limk-.+oo y(tk) = a. 
Lett ing tk --* +oo, e ~ O, therefore, one has 
< c(a) + P, 
that  is, f (a )  _> 0. So, from (9) and (H3), we obtain a _< K,  which implies that  S attracts  the 
solution y(t) through (to, ¢), hence (2) holds, and the proof is completed. 
COROLLARY 1. I f  y(t) = 0 is the equilibrium point of system (1), and if(H1), (/-/2) with P ~- O, 
and (/-/3) hold, then the equilibrium point 0 is asymptotically stable, and D = {¢ [ [¢]+ << L} is 
the attraction domain of the the zero solution y = O. 
COROLLARY 2. If(H1) with B(z) = Bz  and (/'/2) hold, in addition, if p(c) < 1 with c -- A -1B ,  
then S = {¢ E C [ [¢]+ ~_ K, K = (I - c ) - lP}  is a global attracting set. 
PROOF. Without  loss of generality, we always assume that  P > 0, since p(c) < 1, by Lemma,  
( I - c )  -1 >_ O, and ( I - c ) - lP  -- K > 0. Furthermore, f (z)  = cz -z+P < 0 for z >> K ,  that  is, the 
conditions of Theorems 1 and 2 are satisfied, so we have S = {¢ E C I [¢]+ <- K, K = ( I - c ) - lP}  
is a global attract ing set. 
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4. I LLUSTRATIVE  EXAMPLES 
EXAMPLE 1. Consider the nonautonomous functional differential equation 
2(t) = -9x(t) + x2( t  - 2)cos(x(t - 2)) + 18 sint. (11) 
Obviously, A = 9, c(Ix(t)12 ) = (1/9)(]x(t)]2) 2, P = 2, and f ( z )  = (1/9)z  2 - z + 2 < 0 for 
3 < z < 6. So by Theorems 1 and 2, we have S -- {¢ E C ]]¢12 <- 3} is an at t ract ing set, and 
D = {¢ I 1¢12 < 6} is the at t ract ion basin of S. 
EXAMPLE 2. Consider the nonl inear and nonautonomous delay system 
~:l(t) = - lOOx l ( t )  + F l (x( t  - 1)) + ql(t), 
:~2(t) = -90x2( t )  + F2(x(t - 1)) + q2(t), 
(12) 
where Fl(X) -- x 12 +x 22 cos(x2 +x2) ,  F2(x) = x2cos(x2)+x 2, ql(t)  = 98s int ,  and q2(t) = 88 cost,  
by s imply calculat ion, we obta in  
c(z )  = oo 
1 ) 
p = 
49) 
44 " 
Let K = col(Ki} with K1 = 1.1, K2 = 1.2, L = col(L~} with L1 = 3, L2 = 2.9, obviously, the 
conditions of Theorems 1 and 2 hold. So, we have the set S = {¢ ] I¢111 -< 1.1, 1¢211 _< 1.2} is an 
attracting set of system (12) and D = (¢ I I¢111 < 3, ]¢211 < 2.9} is the attraction basin of S. 
REFERENCES 
1. K. Sawano, Positively invariant sets for functional differential equations with infinite delay, T6hoku Math. J. 
32 (2), 557-566, (1980). 
2. G. Seifert, Positively invariant closed sets for systems of delay differential equations, J. Differential Equations 
22, 292-304, (1976). 
3. P. Bates, K. Lu and C. Zeng, Existence and persistence of invariant manifold for semiflows in Banach space, 
Memoirs of Amer. Math. Soc., 645, (1998). 
4. D.D. Siljak, Large-Scale Dynamic System: Stability and Structure, Elsevier North-Holland, New York, (1978). 
5. V. Lakshmikantham and S. Leela, Differential and Integral Inequalities, Volume I, Academic Press, New 
York, (1969). 
6. A.N. Michel, A.F. Jay and P. Wolfgand, Qualitative analysis of neural networks, IEEE Transactions on 
Circuits and Systems 36, 229-243, (1989). 
7. A.V. Razgulin, The attractor of the delayed functional-differential d ffusion equation. Numerical methods in 
mathematical physics, Comput. Math. Model 8, 181-186, (1997). 
8. V.B. Kolmanovskii and V.R. Nosov, Stability of ~unctional Differential Equations, Academic Press, Orlando, 
FL, (1986). 
9. D.Y. Xu and A. Xu, Domain of attraction of nonlinear functional difference systems, Chinese Science Bulletin 
a3, 1828-1830, (1998). 
10. D.Y. Xu, S.Y. Li, Z.L. Pu and Q.Y. Guo, Domain of attraction of nonlinear discrete systems with delays, 
Computers Math. Applic. 38 (5/6), 155-162, (1999). 
11. D.Y. Xu, Integro-differential equations and delay integral inequalities, TShoku Math. J. 44, 365-378, (1992). 
12. K. Gopalsamy and X. He, Stability in asymmetric Hopfield nets with transmission delays, Phys. D 76, 
344-358, (1994). 
13. J.J. Hopfield, Neurons with graded response have collective computational properties like those of two-stage 
neurons, Proc. Nat. Acad. Sci. U.S.A. 81, 3088-3092, (1984). 
14. J.P. Lasalle, The Stability of Dynamical System, SIAM, Philadelphia, (1976). 
15. R.A. Horn and C.R. Johnson, Matrix Analysis, World Publishing, Beijing, (1991). 
