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RESUMO 
Este trabalho aborda o estudo de técnicas bayesianas no melhoramento genético animal, 
no intuito de discutir e elucidar essa abordagem frente à “estatística frequentista”. Apresentam-se 
dois algoritmos de integração estocástica por meio da simulação de Monte Carlo em Cadeias de 
Markov (MCMC): o Amostrador de Gibbs e o Metropolis-Hastings. Considera-se a aplicação 
das mencionadas técnicas como uma alternativa aos programas de melhoramento animal, na 
estimação de parâmetros genéticos em ordem de solucionar problemas relacionados aos modelos 
mais complexos e a expressão de características de interesse econômico que não tenham 
distribuição normal. Assim, alternativas bayesianas constituem uma excelente estratégia para 
contornar essas situações, por meio de modelos com outras distribuições, além da normal, tendo 
mostrado eficiência e fácil implementação para estimação confiável de parâmetros. Além disso, 
a inferência bayesiana tem a vantagem adicional de permitir a incorporação de informações 
passadas (a priori), melhorando o processo de estimação. As abordagens propostas são 
explicadas e discutidas no desenvolvimento do trabalho. 
Palavras-chave: amostrador de Gibbs; método de MCMC; Metropolis-Hastings; parâmetro; 
verossimilhança. 
 
 
ABSTRACT 
The use of Bayesian statistics in animal breeding: a brief explanation 
 
This paper describes the study of Bayesian techniques in animal breeding, aiming to 
discuss and clarify this approach compared to “frequentist statistics”. We present two algorithms 
for stochastic integration by using Markov Chain Monte Carlo (MCMC) simulation: Gibbs 
sampling and Metropolis-Hastings algorithm. The application of these techniques is considered 
an alternative to animal breeding programs in the estimation of genetic parameters to solve 
problems related to more complex models and the expression of traits of economic interest that 
do not have normal distribution. Therefore, Bayesian techniques become an excellent strategy to 
elucidate these situations, by using models with alternative distributions, which have shown 
efficiency and easy implementation for reliable estimation of parameters. Furthermore, Bayesian 
inference has the additional advantage of allowing the incorporation of previous (a priori) 
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information, improving the estimation process. The proposed approaches are explained and 
discussed in the development of this paper. 
Keywords: Gibbs sampler; MCMC method; Metropolis-Hastings; parameter; verisimilitude. 
 
 
INTRODUÇÃO 
Nos programas de melhoramento genético animal, o objetivo principal é a mudança da 
média fenotípica do rebanho utilizando basicamente duas ferramentas, a seleção e os sistemas de 
acasalamentos. A seleção pode ser realizada por meio da escolha dos melhores indivíduos que 
serão utilizados como pais da próxima geração e para isso, é necessária que haja variabilidade 
genética, pois o que se busca, é o aumento da frequência dos genes favoráveis na população. No 
entanto, nem toda variação observada nos animais é herdável, ou seja, de origem genética 
aditiva. Assim, a seleção de reprodutores por meio de valores genéticos, se torna um processo 
complexo, necessitando de métodos estatísticos sofisticados para predição dos valores genéticos 
dos candidatos a reprodutores e estimação dos parâmetros genéticos. 
Atualmente, a avaliação genética de animais é baseada na metodologia das equações dos 
modelos mistos, desenvolvida por Henderson em 1949 e apresentado formalmente em 1973 
(HENDERSON, 1973). Esse método consiste basicamente na predição dos valores genéticos, 
tomados como aleatórios, ajustando-se as observações fenotípicas em relação aos efeitos fixos do 
modelo que, geralmente, são associados a efeitos ambientais, sendo que esses dados 
(observações) podem ser balanceados ou desbalanceados. Esse procedimento de predição de 
valores genéticos foi denominado de “Best Linear Unbiased Predictor” (BLUP - melhor predição 
linear não viciada). Assim, podem-se obter soluções para os efeitos fixos e simultaneamente para 
os efeitos aleatórios, ou seja, os BLUP. Contudo, para a utilização desta metodologia é 
necessário o conhecimento prévio dos componentes de (co)variância. Assim, como normalmente 
esses componentes são desconhecidos, torna-se necessário estimá-los. Portanto, metodologias 
têm sido desenvolvidas para tal finalidade, dentre as quais, podemos citar basicamente duas 
abordagens, a “frequentista” e a “bayesiana”.  
 
DESENVOLVIMENTO 
Em meio à abordagem “frequentista”, podemos destacar três métodos de estimação: os 
momentos, a função de verossimilhança e as funções quadráticas. Dentre os métodos derivados 
dos momentos para estimação dos componentes de (co)variânciaestão o método de Fisher 
(1918), análise de variância (ANOVA), e os métodos I, II e III de Henderson (1953), que em 
caso de dados balanceados, são análogos ao método ANOVA, nos quais os quadrados médios 
são igualados às suas respectivas esperanças.Os métodos dos estimadores quadráticos, não-
viesado de norma mínima, MINQUE (RAO, 1971a), de variância mínima, MIVQUE (RAO, 
1971b) e o iterativo de norma mínima, I-MINQUE (SEARLE, 1987) são exemplos de 
estimadores sobre funções quadráticas.  
Ultimamente, os métodos derivados da função de verossimilhança são os mais utilizados 
para estimar os componentes de (co)variância. Assim, podemos citar os métodos da máxima 
verossimilhança – ML (HARTLEY & RAO, 1967), que se baseia na maximização do logaritmo 
da função densidade de probabilidade das observações, e da máxima verossimilhança restrita – 
REML (PATTERSON & THOMPSON, 1971). O método da REML considera a maximização 
da função de verossimilhança independente dos efeitos fixos, além da consideração dos graus de 
liberdade utilizados na estimação dos efeitos fixos. Contudo, em geral, esses métodos de 
estimação denominados “frequentistas”, consideram muitas aproximações e fortes suposições, as 
quais se baseiam no teorema do limite central, e se estas suposições forem violadas, o que não é 
muito difícil, isso poderia gerar estimativas e predições equivocadas, as quais poderiam não ser 
confiáveis. Assim, quando se utiliza os métodos de estimação “frequentistas” deve-se proceder a 
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uma análise dos resíduos, que é um conjunto de técnicas utilizadas para investigar a 
adequabilidade de um modelo “frequentistas” com base nos resíduos gerados por este. A ideia 
básica da análise dos resíduos é que, se o modelo for apropriado, os resíduos devem refletir as 
propriedades impostas pelo termo de erro do mesmo. Tais suposições são que os resíduos 
gerados pelo modelo devem atender à homoscedasticidade (variância constante), à 
independência e à normalidade. 
Em vista das limitações dos métodos “frequentistas”, mais recentemente, inúmeras 
publicações (GIANOLA & FOULLEY, 1982; GIANOLA & FERNANDO, 1986; WANG et al., 
1994; VAN TASSEL et al., 1995; SCHENKEL et al., 2002) vêm sendo feitas demonstrando a 
utilização de métodos “bayesianos” como uma poderosa ferramenta para resolução de problemas 
relacionados à estimação de parâmetros genéticos em melhoramento genético animal. 
 
Inferência Bayesiana 
O matemático, físico e astrônomo francês Pierre-Simon de Laplace (1749-1827) 
contribuiu de forma considerável para o desenvolvimento do “raciocínio bayesiano”, uma vez 
que desenvolveu a primeira teoria da probabilidade. Laplace, em 1812, desenvolveu tambéma 
teoria analítica da probabilidadepor meio da inserção de um conjunto de técnicas de cálculo 
(funções geradoras) em um quadro de hipóteses capazes de fornecer dignidade autônoma à 
própria definição de probabilidade. Laplace tinha o ponto de vista de que a teoria 
daprobabilidade poderia ser definida como simplesmente o sensocomum reduzido a cálculo. Na 
prática, Stigler (1986) considera que a “escola bayesiana” foi fundada por Laplace, com a 
publicação de vários trabalhos entre os anos de 1774 e 1812, os quais tiveram um papel 
preponderante nas áreas científicas, durante o século XIX. Todavia, segundo Blasco (2001), 
alguns anos antes do primeiro artigo de Laplace, em 1774, o princípio Bayesiano foi expresso em 
um artigo científico apresentado na “Royal Society” de Londres, e atribuído a um desconhecido 
sacerdote, o reverendo Thomas Bayes, que nunca publicou um trabalho na área de matemática 
durante sua vida. Entretanto, segundo Stigler (1983), o princípio sobre o qual a inferência 
Bayesiana se baseia foi elaborado antes disso. Stigler (1983) atribui a base da inferência 
Bayesiana a Saunderson (1683-1739), um professor que possuía deficiência visual e que 
publicou um grande número de trabalhos em várias áreas da matemática. 
Apesar da “teoria bayesiana” estar fundamentada nos trabalhos desenvolvidos nos 
séculos passados, somente nas últimas décadas surgiram publicações mostrando a sua aplicação 
na área da genética quantitativa. Ronningen (1971) e Dempfle (1977) discutiram que o BLUP 
poderia ser interpretado como um “preditor bayesiano”, e Harville (1974) ofereceu uma 
“interpretação bayesiana” da REML. Posteriormente, Gianola & Foulley (1982) introduziram 
“métodos bayesianos” na análise de características de limiar e, em seguida, Gianola & Fernando 
(1986) destacaram possibilidades adicionais do uso da “estatística bayesiana”no melhoramento 
animal em geral. 
Ao contrário da estatística clássica, ou seja, a “frequentista”, a “inferência bayesiana” 
leva em conta o conceito de probabilidade de um evento a partir de dois tipos de conhecimentos: 
1º o que se sabe sobre tal evento antes que o mesmo se verifique, e 2º eventuais informações que 
podem ser obtidas na sequência. Isto é, tal conceito de probabilidade de um evento a partir de 
dois tipos de conhecimentospossibilita calcular a probabilidade de uma hipótese fundamentando-
se na probabilidade a priori e em eventuais novas evidências relevantes. Na prática, a maior 
diferença entre as duas estatísticas é que a bayesiana tenta medir o grau de incerteza que se tem 
sobre a ocorrência de um determinado evento do espaço amostral, utilizando distribuições de 
probabilidades a priori e a amostral (verossimilhança). 
A inferência bayesiana secaracteriza por calcular uma função de densidade de 
probabilidade (densidade a posteriori) sobre todos os possíveis vetores de parâmetros (espaço 
dos parâmetros). Na inferência bayesiana, a incerteza sobre os parâmetros desconhecidos 
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associa-se uma distribuição de probabilidade (GIANOLA & FERNANDO, 1986), enquanto que, 
na inferência frequentista, os parâmetros são valores fixos ou constantes, aos quais não se 
associam a qualquer distribuição (BLASCO, 2001). 
No contexto bayesiano, o objetivo é, condicionalmente aos dados observados (y), 
descrever a incerteza sobre o valor de algum parâmetro (θ, não observado), em termos de 
probabilidades ou densidades (BOX & TIAO, 1992). O parâmetro pode ser um escalar (θ) ou um 
vetor de parâmetros (θ = θ1, θ2, ... , θp). Por exemplo, se o parâmetro de interesse é a variância 
genética aditiva de uma determinada característica X(θX), o objetivo da inferência bayesiana é 
encontrar a densidade de probabilidade conjunta, f(θ,y) dessa variância em relação aos dados, 
considerando distribuição do vetor não observável θX e o vetor dos dados y.Uma vez obtida essa 
distribuição (posterior densidade de probabilidade conjunta), diferentes tipos de inferências 
podem ser feitas. Como exemplo,podemos calcular estatísticas descritivas como a probabilidade 
de θX estar entre 0,1 e 0,3, por meio da integração da função entre esses valores, assim como, é 
possível também obter estimativas do intervalo de 95% de maior densidade a posteriori de θX, 
entre outras estimativas. 
Segundo Gianola & Fernando (1986), na estatística bayesiana, de forma geral, para se 
obter a distribuição a posteriori de um parâmetro θ, há a necessidade de derivar a distribuição de 
probabilidade conjunta de θ e y [f(θ , y)], a qual pode ser escrita como um produto de duas 
densidades, a distribuição a priori, f(θ), e a distribuição amostral, f(y|θ). Para melhor ilustrar, nas 
equações [1 e 2], descritas abaixo, pode-se observar a probabilidade de dois eventos acontecerem 
juntos: 
P(θ,y) = P(y|θ) • P(θ)                       [1] 
Da mesma forma, temos: 
P(θ,y) = P(θ|y) • P(y)                                                   [2] 
onde P(θ) e P(y) são as probabilidades marginais de θ e y, respectivamente, e P(θ,y) é a 
probabilidade conjunta das duas marginais. Utilizando-se a propriedade básica de probabilidades 
condicionais, conhecida por Regra de Bayes ou Teorema de Bayes, condiciona-se θ ao valor 
conhecido de y [P(θ|y)]. Desta forma, da equação [2], temos P(θ|y) = P(θ,y) / P(y). Na sequencia, 
substituímos P(θ,y) pela segunda parte da equação [1], e ficamos com a equação [3], assim: 
P(θ|y) = P(y|θ) • P(θ) / P(y)       [3] 
No presente exemplo, vamos escrever estas probabilidades condicionais [3] em termos 
denominado como função de densidade [4]:  
f(θ|y) = f(y|θ) • f(θ) / f(y) [4] 
onde f(θ|y) é a função de densidadea posteriori a qual incorpora o estado de incerteza do 
conhecimento prévio a respeito do parâmetro θ após a observação dos dados em y; f(θ) é a 
função de densidadea priori de θ, representando o conhecimento prévio a respeito dos elementos 
de θ antes da observação dos dados, refletindo a incerteza em relação aos possíveis valores de θ 
antes do vetor de dados y ser compreendido; f(y|θ) é a função de verossimilhança ou distribuição 
amostral, representando a contribuição de y para o conhecimento sobre θ; e f(y) é a função de 
distribuição marginal dos dados. 
Como f(y) não é função de θ, então f(θ|y) é proporcional apenas ao produto de f(θ) por 
f(y|θ). Dessa forma, tem-se, então, que o Teorema Bayes pode ser utilizado para combinar a 
informação contida nos dados (verossimilhança) com a probabilidade a priori. Essa distribuição 
a posteriori de θ também pode ser denominada densidade a posteriorinão-normalizada, e é dada 
por: 
f(θ|y) ∝ f(y|θ) • f(θ)[5] 
onde∝ significa: proporcional a. 
Na filosofia bayesiana, não há distinção entre estimação de efeitos fixos, predição de 
efeitos aleatórios, ou estimação de componentes de (co)variância, pois todo parâmetro do 
modelo é tratado como uma variável aleatória. Dessa forma, para estimar qualquer parâmetro, 
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tem-se que esse parâmetro é um vetor de quantidades não observáveis, seja ele um efeito fixo, ou 
aleatório, bem como, um componente de (co)variância. Para maiores detalhes sobre os métodos 
bayesianos ver, por exemplo, Box & Tiao (1992) e Bernardo & Smith (1994). 
Embora os métodos bayesianos sejam teoricamente poderosos, nota-se na equação [5], 
que para se obter a distribuição a posteriori de um parâmetro qualquer (θ, por exemplo), é 
necessário obter a distribuição a priori desse parâmetro, assim como, a distribuição condicional 
do vetor de observações (y) dado θ. Dessa forma, para qualquer inferência a respeito de θ é 
necessário integrar a função f(θ|y), que é a distribuição a posteriori conjunta dos parâmetros, 
caso tenha mais de um parâmetro, em relação a todos os outros elementos que a constituem. 
Contudo, na maioria das vezes, a resolução analítica desta integral é, em geral, impraticável, pois 
essa operação é muito difícil de ser feita, tanto em análises univariadas como em análises 
multivariadas com muitos parâmetros a serem estimados, inviabilizando a aplicação da 
estatística bayesiana, neste caso. Mesmo quando a distribuição condicional conjunta a posteriori 
pode ser obtida analiticamente, em determinadas situações, sua expressão não tem a forma de 
uma densidade conhecida ou fácil de ser amostrada. As alternativas neste caso são métodos de 
aproximação numérica, que são baseados em simulação estocástica. Assim, algumas soluções 
para esse tipo de problema são sugeridas, como por exemplo, a utilização de métodos de Monte 
Carlo, mais especificamente Cadeias de Markov, que são métodos de simulação, os quais 
consideram as distribuições condicionais completas a posteriori de cada parâmetro para gerar 
amostras que convergem para a densidade marginal, com o aumento do tamanho dessa amostra 
(GELFAND & SMITH, 1990; GELFAND, 2000). Ou seja, a ideia básica é simular uma 
caminhada aleatória no espaço de θ que converge a uma distribuição estacionária, que é a 
distribuição de interesse do problema. Dentre os métodos de Monte Carlo por meio das Cadeias 
de Markov (MCMC, “Monte Carlo Markov Chain”), aqueles derivados do algoritmo de 
Metropolis-Hastings (METROPOLIS et al., 1953; HASTINGS, 1970), como por exemplo o 
“Amostrador de Gibbs” ou “Gibbs Sampler”, têm-se mostrado bastante úteis e eficientes em 
vários problemas multidimensionais (GELFAND et al., 1990). 
 
Amostrador de Gibbs 
O Amostrador de Gibbs, que inicialmente foi utilizado por Geman & Geman (1984) no 
contexto de restauração de imagens, é um esquema iterativo de amostragem de uma cadeia de 
Markov, sendo um caso especial do Metropolis-Hastings, onde sempre se aceita a amostra do 
valor aleatório. Em melhoramento genético animal, o Amostrador de Gibbs vem sendo bastante 
utilizado no intuito de fornecer amostras aleatórias da distribuição a posteriori conjunta ou 
marginal por meio das distribuições condicionais completas, sem a necessidade de calcular a sua 
função densidade de probabilidade conjunta e a resolução de integrais. 
A ideia básica do Amostrador de Gibbs é tornar uma resolução multivariada em uma 
sequência de resoluções univariadas, entre os quais se itera para produzir uma cadeia de Markov. 
No Amostrador de Gibbs a cadeia sempre se move para um novo valor, sendo que as transições 
de um estado para outro são feitas de acordo com as distribuições condicionais completas para a 
determinação da distribuição conjunta (CASELLA & GEORGE, 1992).Dada a função de 
máxima verossimilhança e a densidade a priori, calcula-se a densidade conjunta a posteriori do 
parâmetro desconhecido (BESAG et al., 1995). Assim, para obter a distribuição condicional 
completa de cada parâmetro basta selecionarsomente os termos da distribuição conjunta que 
dependem desse parâmetro (TANNER, 1996; BESAG et al., 1995), fixando-se as demais 
variáveis da densidade conjunta (CASELLA & GEORGE, 1992). Para melhor elucidar, o 
algoritmo pode ser explicado assim: 
Supondo-se que a distribuição conjuntaa posteriori de interesse seja f(θi|y), em que θi é 
um elemento do vetor θ = θ1, θ2, ... , θp. Para encontrar as distribuições marginais de θi, seria 
necessário integrar a distribuição condicional conjunta a posteriori f(θ|y) em relação aos demais 
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parâmetros do vetor θ, por exemplo, f(θi|y) = ∫∫ ... ∫ f(θ1, θ2, ... , θp|y) dθ-i, sendo que θ-i = θ1, ... , 
θi-1, θi+1, ... ,θp, que é o vetor θ com seu i-ésimo componente removido. Entretanto, o Amostrador 
de Gibbs gera amostras da densidade conjunta por meio de amostragem sequencial das 
distribuições condicionais completas. 
A equação [6] da densidade condicional completa a posteriori de θ1pode ser descrita da 
seguinte forma: 
f(θ1|θ2, ... , θp, y)  [6] 
e assim por diante, para os parâmetros θ2, ... , θp. Portanto, para estimar as amostras, se começa 
com valores iniciais arbitrários para os parâmetrosθ2(1), θ3(1), ... , θp(1), obtendo-se θ1(1) pela 
simulação de uma variável aleatória da distribuição condicional, f(θ1(1)|θ2(1), θ3(1), ... , θp(1), y). 
Note que θ1(1) significa o primeiro componente, na primeira iteração. Sequencialmente, o 
Amostrador de Gibbs usa θ1(1), θ3(1), θ4(1), ...,θp(1)para gerar um novo valor de θ2(1), usando a 
distribuição condicional, f(θ2(1)|θ1(1), θ3(1), θ4(1), ... ,θp(1), y). Dessa forma, segue-se amostrando 
cada um dos valores do vetor θ (parâmetroθ1(1), θ2(1), ... , θp(1)), até completar-se a primeira iteração 
do Amostrador de Gibbs, que consiste em simular um parâmetro, condicionalmente aos valores 
dos outros parâmetros, até amostrar todos os parâmetros. 
Terminada a primeira iteração, o Amostrador de Gibbs usa estes parâmetros amostrados 
(θ2(1), θ3(1), ... ,θp(1)) para gerar um novo valor de θ1(2), ou seja, um novo valor de θ1(2) em uma 
segunda iteração, usando a distribuição condicional, f(θ1(2)|θ2(1), ... , θp(1), y), e assim por diante, 
até completar-se a segunda iteração do Amostrador de Gibbs. 
Repetindo-se esse processo k vezes, pode-se demonstrar que, após um grande número de 
iterações, a sequência de valores gerados pelo Amostrador de Gibbs converge para uma 
distribuição estacionária igual a f(θ|y), sendo que cada valor de θ obtido pelo Amostrador de 
Gibbs após convergência, é um valor simulado da distribuição conjunta de seus elementos 
(GEMAN & GEMAN, 1984). 
A partir do momento em que se alcança a convergência, a cadeia permanece nesta 
distribuição e “passeia” para sempre no seu novo “subespaço” (TIERNEY, 1994). Assim, a 
sequência de valores gerados das amostras aleatórias, θ1, θ2, ... , θp, desse novo “subespaço”, 
extraídas das condicionais, se aproxima da distribuição de equilíbrio, ou seja, são equivalentes às 
amostras aleatórias da distribuição conjunta e/ou marginal a posteriori (CASELLA & GEORGE, 
1992). Dessa forma, pode-se calcular aproximações da estimativa da média, desvio-padrão, 
moda, entre outras, sem a necessidade de se resolver integrais, sendo que, tanto melhor será essa 
estimação, quanto maior for o número de amostras utilizadas. 
Observa-se que o Amostrador de Gibbs possibilita a amostragem de uma densidade de 
probabilidade multivariada, utilizando apenas densidades de “subconjuntos” de vetores 
condicionais em todos os outros. A atratividade desta abordagem é que provê uma solução para o 
problema bayesiano de integração múltipla quando as densidades condicionais são identificáveis, 
de forma conhecida e passíveis de amostragem.Vale lembrar que, por se tratar de um processo de 
Markov, amostras sucessivas são dependentes entre si, assim, aconselha-se descartar algumas 
iterações intermediárias para se obter amostras independentes. Naturalmente, por se tratar de 
uma simulação com valores iniciais arbitrários, recomenda-se descartar as amostras iniciais (que 
teoricamente, são amostras da cadeia que ainda não convergiram), o que é denominado de “burn-
in”, sendo que esse descarte, obviamente está relacionado com a velocidade de convergência da 
cadeia de Gibbs. 
Existem dificuldades em detectar a convergência da cadeia de Gibbs, assim, vários testes, 
os quais verificam a estacionalidade da cadeia, o descarte inicial, o tamanho efetivo de amostra, 
entre outros, são descritos na literatura (GELMAN & RUBIN, 1992; GEYER, 1992; RAFTERY 
& LEWIS 1992). Contudo, infelizmente, estes testes não são perfeitos (CASELLA & GEORGE, 
1992). 
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Apesar dos testes de convergência apresentarem algumas desvantagens, uma grande 
vantagem da estatística bayesiana é a utilização de informações adicionais, ou seja, informações 
prévias do que se estuda. Essas informações podem ser utilizadas para a construção de uma 
distribuição a priori a qual, juntamente com a verossimilhança f(y|θ) (exemplo da equação 5), 
fornece uma estimativa média entre o conhecimento prévio (a priori) e as informações que os 
próprios dados nos oferecem (verossimilhança). O conhecimento a priori é mais importante 
quando as informações disponíveis são escassas ou pouco informativas. Quando se tem grande 
volume de dados (por exemplo, grande número de progênies por reprodutor) as informações a 
prioritendem a ser dominadas pela função de verossimilhança. Para maiores detalhes sobre o 
Amostrador de Gibbsver, por exemplo, Casella & George (1992), Tierney (1994), Besag et al. 
(1995) e Tanner (1996). Vale ressaltar que, quando a distribuição condicional completa de 
interesse, f(θi|θ-i, y), não tem a forma de uma densidade conhecida, não sendo possível gerar 
valores diretamente dessa distribuição, uma alternativa é utilizar o algoritmo de Metropolis-
Hastings que é um método MCMC definido a partir dos trabalhos de Metropolis et al. (1953) e 
Hastings (1970). 
 
Metropolis-Hastings 
O algoritmo Metropolis-Hastings é um método de simulação estocástica que permite 
amostrar de qualquer função de densidade f(θ), sem que seja necessário conhecer as distribuições 
condicionais (CHIB & GREENBERG, 1995). Por exemplo, se na equação [6], a distribuição 
condicional completa de interesse, f(θ1|θ2, ... , θp, y) não tem a forma de uma densidade 
conhecida, não sendo possível gerar valores diretamente dessa distribuição, o algoritmo de 
Metropolis-Hastings se faz uma opção. O método consiste em gerar valores candidatos θ1* de 
uma densidade auxiliar f(θ1, θ1*) que possa ser amostrada. Esta densidade auxiliar deve possuir 
duas condições: 1º permitir a geração de amostras aleatórias (θ1*) de forma fácil e rápida e, 2º 
deve ser definida no mesmo domínio que a densidade alvo f(θ1). Estes valores candidatos que 
foram simulados a partir desta densidade auxiliar são aceitos ou não, dependendo de 
certaprobabilidade. De acordo com Chib & Greenberg (1995), várias são as famílias 
dedensidades auxiliares f(θ1, θ1*) que podem ser escolhidas para gerar valores candidatos θ1* 
(HASTINGS, 1970). 
 
IMPLICAÇÕES PRÁTICAS 
Ultimamente, devido aos avanços computacionais, ao conhecimento da obtenção da 
distribuição condicional conjunta a posterioripor meio de simulações e a compreensão dos 
diversos algoritmos bayesianos aplicados à produção animal, a inferência bayesiana tem sido 
amplamente aplicada em diversas outras áreas do melhoramento genético animal, como por 
exemplo: análises de QTL – “Quantitative Trait Loci” (GREEN, 1995; SATAGOPAN et al., 
1996; UIMARI & HOESCHELE, 1997), análise de sobrevivência (DUCROQ & CASELLA, 
1996), modelos lineares ou não lineares de hierarquia (VARONA et al., 1997), regressão 
aleatória (JAMROZIK & SCHAEFFER, 1997), modelos lineares generalizados (TEMPELMAN, 
1998), curvas de crescimento linear e não linear (MIGNON-GASTREAU et al., 2000; FORNI et 
al., 2009), seleção genômica (MEUWISSEN et al., 2001), construção de mapas genéticos 
(ROSA et al., 2002), dentre muitos outros.Estes estudos demonstram a importância desta 
metodologia no progresso das técnicas de avaliações genéticas.Um exemplo prático é na 
avaliação de características de expressão categórica, onde a inferência bayesiana se demonstra 
uma excelente alternativa, principalmente quando a distribuição destes dados não tem a forma 
normal.Além disso, com a criação de computadores mais potentes podem-se modelarpor meio da 
metodologia bayesiana, de forma mais clara, dados com outros tipos de distribuições, diferentes 
da normal, como a distribuição de Poisson, binária, entre outras. 
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Outra implicação prática desta metodologia Bayesiana se dá em avaliações genéticas em 
escala genômica. Geralmente, nos arquivos de dados de campo existem muitos erros de 
informações de pedigree, os quais prejudicam as avaliações genéticas, causando prejuízos no 
progresso genético dos rebanhos. Uma alternativa para a construção da matriz de parentesco 
aditiva de pedigrees é usar as informações de marcadores moleculares em escala genômica para 
inferir parentescos. Assim, a metodologia bayesiana, se faz uma importante ferramenta na 
estimação de valores genéticos genômicos, principalmente pela utilização de modelos 
hierárquicos (GOMPERT & BUERKLE, 2011), onde se permite juntar diversas informações de 
maneiras hierárquicas ou não, e amostrar parâmetros da distribuição condicional conjunta a 
posteriori por meio de simulações.  
 
CONCLUSÕES E PERSPECTIVAS 
A metodologia abordada neste trabalho se faz uma excelente alternativa aos programas de 
melhoramento animal, na estimação de parâmetros genéticos e predição de valores genéticos em 
ordem de solucionar problemas relacionados aos modelos mais complexos e a expressão de 
características de interesse econômico que não tenham distribuição normal, uma vez que as 
suposições podem ser atendidas por meio de simulações e amostragem da distribuição 
condicional conjunta a posteriori. 
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