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Nel presente lavoro di tesi si descrive un metodo che concili analisi dei dati e
conoscenze numerico ingegneristiche per l’analisi a fatica di strutture a comporta-
mento dinamico, principalmente soggette ad oscillazioni ed eventi di larga scala. In
particolare, lo studio riguarda i riser, tubi per l’estrazione di risorse da giacimenti
off-shore che collegano una nave ancorata a pozzi di estrazione su fondali marini.
Il metodo prevede una modellizzazione numerica data-driven dei sistemi e l’uti-
lizzo di reti neurali ricorrenti per prevedere lo stato di sollecitazione di alcune sezioni
critiche, sulla base di dati raccolti in alcune sezioni monitorate. A partire da dati
generati attraverso modelli agli elementi finiti surrogati, relativi allo spostamento
delle sezioni di monitoraggio e alla tensione delle sezioni critiche lungo il riser,
vengono costruite reti neurali ricorrenti in grado di imparare la correlazione tra
dati forniti dai punti monitoraggio e tensione dei punti critici. Quindi si analizza la
capacità delle reti neurali di fare predizioni su tali grandezze critiche e si studiano
il numero e la posizione ottimali dei sensori per il monitoraggio.
v
Abstract
This thesis work describes a method that combines data analysis and numerical
engineering knowledge for fatigue analysis of structures with dynamical behaviour,
especially subjected to vibrations and large-scale events. The study focuses on
deepwater risers, that are pipelines connecting off-shore production platforms to
extraction wells on the seabed.
The method involves a numerical data-driven modelling of the systems and the
employment of recurrent neural networks to forecast the critical sections stress
state, based on data collected in monitoring sections. We start from data related to
the displacement of the monitoring sections and the tension of the critical sections
along the riser, that are generated using surrogate finite element models. We build
recurrent neural networks that are able to learn the correlation between monitored
data and tension of the critical points. Then the ability of the neural networks to
make predictions on these critical quantities is analyzed and the optimal number
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La ricerca scientifica utilizza modelli in molti campi come strumenti da utilizzare
per diverse esigenze. Un modello matematico è una descrizione in termini matema-
tici, cioè mediante funzioni, equazioni ed altri strumenti propri della materia, che
corrisponde ad un fenomeno reale, il prototipo. Tale descrizione si vuole che rap-
presenti il più fedelmente possibile i legami esistenti tra le grandezze caratteristiche
del fenomeno.
Un modello matematico è spesso costruito con lo scopo di fornire previsioni
sullo stato futuro di un fenomeno o di un sistema. Questo è in particolare il caso
del modello costruito nel presente lavoro di tesi.
Il tema trattato nasce dalla necessità di prevenire rotture e malfunzionamenti di
strutture che potrebbero provocare danni sia sull’ambiente che sulla popolazione e
di evitare l’attuazione di progetti e di interventi manutentivi inutili e dispendiosi.
La scelta dell’utilizzo specifico di reti neurali, modelli computazionali il cui
funzionamento si ispira a quello delle reti neurali della biologia, ricade sulla loro
semplicità e versatilità, caratteristiche che non impediscono loro di essere parago-
nabili ad altri strumenti per la modellazione predittiva (e spesso risultare anche
più performanti e, soprattutto, veloci). A rendere possibile e a suggerire la loro
applicazione è la vasta quantità di dati accumulabili in problemi di questo tipo.
Il problema del monitoraggio
Il processo di implementazione di una strategia di identificazione dei danni per
infrastrutture aerospaziali e civili e sistemi meccanici è chiamato Monitoraggio della
Salute Strutturale (Structural Health Monitoring (SHM)). Esso prevede l’osservazione
di una struttura o di un sistema meccanico nel tempo usando misurazioni periodiche,
l’estrapolazione di grandezze sensibili ai danni e l’analisi statistica di queste per
determinare lo stato attuale della salute del sistema. Tale monitoraggio può essere
attuato con l’obiettivo di verificare la capacità della struttura di eseguire le proprie
funzioni alla luce di danni e usure inevitabili dovute al tempo, o di effettuare dei
controlli sulle sue condizioni a seguito di eventi estremi, quali terremoti o carichi
straordinari.
Il Monitoraggio della Salute Strutturale deve essere integrato in un processo più
generale detto Previsione dei Danni (Damage Prognosis (DP)). La DP è definita
come la stima della vita utile rimanente di un sistema: questa stima è basata
sull’output di modelli che sviluppano previsioni sul comportamento del sistema.
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2 Introduzione
L’American Society for Testing and Materials1 definisce la vita a fatica come
il numero di cicli di sollecitazione di uno specifico tipo che un campione sostiene
prima che si verifichi un cedimento di una certa natura. Il procedimento utile a
determinare la vita a fatica di un sistema si dice analisi a fatica.
Ad esempio, c’è bisogno di previsioni per le infrastrutture civili, come ponti e
grattacieli, soggette ad oscillazioni e ad eventi di larga scala: il processo di Previsione
dei Danni cerca di prevedere le prestazioni di queste infrastrutture attraverso
un’analisi a fatica sulla base delle misurazioni del suo stato attuale (cioè SHM nelle
sezioni di monitoraggio), stimando lo stato di sollecitazione futuro di quelle che
sono le sezioni critiche e predicendo, attraverso simulazioni ed esperienza passata,
la vita utile rimanente del sistema.
Una buona Previsione dei Danni richiede rilevamenti del sistema attuale e la
previsione del deterioramento del sistema in funzione dei carichi a cui sarà soggetto
in futuro. Se da un lato l’applicazione di sensori ed il monitoraggio tramite essi
di sistemi ed infrastrutture è cosa ben consolidata, dall’altro il modo di gestire e
sfruttare i dati raccolti, soprattutto dal momento che la quantità a disposizione
di questi dati negli anni è sempre maggiore, risulta ancora difficile. Negli ultimi
tempi sono stati sviluppati metodi più avanzati della semplice analisi statistica,
che conciliano la gestione dei dati con una conoscenza numerico ingegneristica del
problema da studiare.
Scopo della tesi
Questo lavoro di tesi mira alla creazione di un modello che tenga conto anche
delle caratteristiche numerico ingegneristiche del problema a cui è destinato, utiliz-
zando tecniche di modellazione predittiva data-driven che trattano serie temporali.
L’intento è quello di riuscire a sfruttare dati facilmente rilevabili tramite sensori
per fare delle previsioni su degli aspetti difficilmente conoscibili dei sistemi studiati.
Il modello verrà costruito facendo uso di reti neurali, ovvero di modelli computazio-
nali composti da neuroni artificiali ispirati alle reti neurali biologiche, allo scopo
di effettuare l’analisi a fatica di sistemi a comportamento dinamico. Con l’utilizzo
delle reti neurali la mole di dati a disposizione torna utile perché necessaria nella
loro implementazione che, in generale, non richiede lunghi tempi di esecuzione e, in
ogni caso, avviene un’unica volta nella fase della costruzione del modello.
L’approccio scelto è un metodo ibrido che concili l’analisi agli elementi finiti della
struttura meccanica con reti neurali artificiali. Esso prevede per prima cosa l’utilizzo
di brevi simulazioni Finite Element Method (FEM)2 per addestrare le reti neurali e,
in seguito, l’uso esclusivo di queste ultime e dei dati forniti dai sensori nei punti di
1American Society for Testing and Materials è un organismo di normalizzazione statunitense
composto da comitati di volontari. Sviluppa e pubblica standard tecnici internazionali per una
vasta gamma di materiali, prodotti, sistemi e servizi.
2Il Metodo agli Elementi Finiti (Finite Element Method (FEM)) è un metodo numerico per la
ricerca di soluzioni approssimate di equazioni differenziali alle derivate parziali. La caratteristica
principale del metodo è la discretizzazione attraverso la creazione di una griglia (mesh) composta
da primitive (elementi finiti) di forma codificata. Su ciascun elemento caratterizzato da questa
forma elementare, la soluzione del problema è assunta essere espressa dalla combinazione lineare
di funzioni dette funzioni di base o funzioni di forma (shape functions).
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monitoraggio per ottenere serie temporali predittive di grandezze utili a calcolare il
danno a fatica accumulato.
In particolare, è stata presa in considerazione una struttura costituita da un
riser, un condotto che collega una piattaforma petrolifera, generalmente una nave
ancorata, ad un pozzo per l’estrazione sul fondo del mare.
Il riser oscilla molto avanti e indietro a causa della sua struttura di tubo lunga e
longilinea e queste oscillazioni sono uno dei principali motivi di affaticamento di
tale sistema. La fatica maggiore generalmente viene riscontrata nella giuntura tra
la nave ed il tubo riser, poiché la nave è ancorata e quindi i suoi spostamenti sono
sottoposti a dei vincoli, e nella parte del riser che viene a contatto con il fondo del
mare, poiché le oscillazioni provocate da onde, correnti e vento portano il tubo a
sbattere frequentemente sul fondale.
Questo studio mira a fornire soluzioni di monitoraggio per i riser, al fine di
raccogliere dati in tempo reale per poterne valutare le condizioni effettive e suppor-
tare le decisioni da prendere a riguardo diminuendo l’incertezza ed il rischio. In
particolare, si vogliono:
• prevenire condizioni di guasto e tempi di fermo;
• prevedere e ottimizzare le operazioni di manutenzione per il mantenimento e
l’estensione della durata;
• valutare la vita utile rimanente e pianificare le attività future;
• ridurre il rischio dovuto a condizioni anomale.
Figura 1: Riser che collegano una nave ancorata a pozzi di estrazione su fondali marini.
Attualmente l’aspettativa di vita per un sistema riser è calcolata usando me-
todi che sottostimano la vita reale, perché un guasto del sistema potrebbe essere
disastroso, e che si basano esclusivamente sul FEM. Tali metodi sono in grado
di fornire soluzioni esatte dei sistemi di equazioni che caratterizzano il problema,
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ma in tempi molto lunghi. Infatti, il comportamento dinamico del condotto riser
è piuttosto complicato a causa degli elementi non lineari coinvolti. Quest’ultimi
implicano simulazioni numeriche dettagliate nel dominio temporale che risultano
particolarmente costose per il numero di casi di carico ambientale che devono essere
considerati nella progettazione. Ecco perché la scelta di un metodo ibrido che faccia
uso del metodo agli elementi finiti e delle reti neurali, sfruttando la velocità di
queste ultime per diminuire i tempi di esecuzione.
Essere in grado di calcolare la fatica accumulata del sistema vuol dire essere in
grado di prevedere per quanto tempo può rimanere in produzione in sicurezza. Ciò
significa stimarne la durata residua in base ai suoi cicli di sollecitazione. In questo
modo il sistema riser può rimanere in produzione per un tempo più vicino alla sua
durata effettiva. La fatica accumulata può essere calcolata sulla base della tensione
che il riser registra nel tempo; pertanto, riuscire a calcolare tali valori in tempi brevi
e con pochi costi può essere di grande interesse per l’industria petrolifera offshore.
Per la costruzione di un modello matematico in grado di fare previsioni sul
danno a fatica della struttura verrano utilizzate le reti neurali: saranno introdotte
le reti più tradizionali, che sono state create per prime, insieme a reti più recenti e
complesse, che sono proprio quelle che poi sono state usate nell’implementazione.
Verranno inoltre illustrate le loro equazioni di propagazione e gli algoritmi di
retropropagazione dell’errore. Si descriveranno anche gli algoritmi di ottimizzazione
principalmente utilizzati per la creazione di tali reti.
I modelli così costruiti saranno poi applicati per predire la tensione in vari punti
del riser sulla base di dati forniti da sensori installati lungo di esso.
L’installazione e la manutenzione di tali sensori risultano molto costose e difficili da
attuare, perché sono fissati al condotto anche a qualche migliaio di metri sotto il
livello del mare (si noti che in certi casi la profondità marina può toccare i 3000
metri). Ciò porta a cercare di utilizzare il numero minore possibile di sensori e a
preferire quelli più vicini alla superficie.
Le prestazioni dei diversi modelli saranno confrontate in modo da riuscire ad
individuare i più performanti, così come il numero e il posizionamento ottimale dei
sensori. Tali prestazioni saranno valutate in base all’accuratezza delle previsioni da
esse fornite su insiemi di dati creati tramite simulatori numerici.
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Struttura della tesi
Il testo della tesi è così strutturato:
Il primo capitolo è dedicato all’esposizione della letteratura riguardante le reti
neurali e dei concetti teorici sui quali si è costruito il modello matematico.
Nel secondo capitolo è descritto il particolare sistema costituito dal riser che è
stato preso in considerazione per lo studio, assieme al software di simulazione
utilizzato per la creazione dei dati sintetici.
Il terzo capitolo contiene la descrizione dei modelli creati ed i risultati ottenuti
tramite essi. Sono presenti anche alcune considerazioni a riguardo.
Nel capitolo Conclusioni viene fatto un epilogo dello studio effettuato ed illu-
strati eventuali miglioramenti che possono essere attuati, così come degli




In questo capitolo, si introduce il concetto di reti neurali artificiali, iniziando
con una breve esposizione delle prime architetture introdotte, per poi proseguire
con l’introduzione di reti neurali ricorrenti e la descrizione di algoritmi e approcci
utili alla loro implementazione.
Il primo modello matematico di una Rete Neurale Artificiale fu introdotto nel
1943 dal neurofisiologo Warren McCulloch e dal matematico Walter Pitts in [1], dove
presentarono un modello computazionale semplificato su come i neuroni possono
operare insieme nei cervelli animali per compiere operazioni complesse usando
la logica proposizionale1. Successivamente vennero create molte altre reti con
architetture differenti, ma per molti anni sono state ritenute poco performanti e solo
recentemente sono state riscoperte e si è cominciato ad utilizzarle. Tra i principali
motivi di questa inversione di rotta elenchiamo:
• l’enorme quantità di dati che si ha ora a disposizione per addestrare le reti
neurali ed il fatto che quest’ultime siano spesso più performanti rispetto alle
altre tecniche di apprendimento automatico (Machine Learning) in problemi
vasti e complessi;
• l’eccezionale crescita della potenza di calcolo iniziata negli anni ’90 rende ora
possibile l’addestramento di profonde reti neurali in tempi ragionevoli;
• i piccoli miglioramenti effettuati sugli algoritmi di training hanno un impatto
molto positivo sulle performance;
• la constatazione del fatto che alcune complicanze che sorgevano dal punto di
vista teorico nel funzionamento delle reti neurali non si presentano nell’utilizzo
pratico: ad esempio, nella pratica, le reti rimangono raramente intrappolate
in minimi locali (e, in questi casi, sono generalmente molto vicine al minimo
globale);
• la nascita negli ultimi tempi di una corrente di scoperte e progressi in questo
ambito che spinge al loro utilizzo ed a contribuire alla ricerca.
1La logica proposizionale (o enunciativa) è un linguaggio formale con una semplice struttura
sintattica, basata fondamentalmente su proposizioni elementari e su connettivi logici di tipo
vero-funzionale, che restituiscono il valore di verità di una proposizione in base al valore di verità
delle proposizioni connesse (solitamente noti come AND, OR, NOT...).
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La rete di Hopfield
Degna di un approfondimento è la rete neurale ideata da J. J. Hopfield e riportata
in Neural networks and physical systems with emergent collective computational
abilities nel 1982 [2]. Una rete di Hopfield è una rete neurale ricorrente avente
un modello di connessione sinaptica tale che vi sia una funzione di Lyapunov
sottostante. Inizializzato ad un qualsiasi stato iniziale, lo stato del sistema evolve in
uno stato finale che è un minimo (locale) della funzione di Lyapunov. I meccanismi
che elaborano i segnali sono chiamati neuroni, ciascuno con uno stato binario Vi a





j 6=i TijVj(t) > Ui
0 altrimenti
dove:
• Vj indica lo stato del j-esimo neurone;
• Tij corrisponde all’intensità della connessione tra i neuroni i e j;
• Ui è un valore soglia fissato per ogni neurone i.
Se non ci sono auto-collegamenti tra i neuroni (ovvero Tii = 0 per ogni i) e le









I valori 0, 1 dello stato corrispondono rispettivamente ai casi neurone spento
e neurone acceso. Lo stato corrente del sistema è, quindi, determinato da una
sequenza binaria di lunghezza pari al numero di neuroni.
Tale caratteristica è in forte analogia con il funzionamento di un calcolatore: tutti i
computer sono sistemi dinamici che eseguono calcoli attraverso un loro cambio di
stato nel tempo. Si può pensare che un semplice computer digitale abbia un gran
numero di registri di archiviazione binari: lo stato del computer in un determinato
momento è una lunga sequenza binaria. Un calcolo viene avviato inizializzando il
computer ad uno stato di partenza. Ad ogni istante lo stato del computer cambia
in un altro stato, seguendo una regola fissata nella progettazione del calcolatore.
Dopo un po’ il computer smette di cambiare il suo stato e l’output viene letto dai
registri di archiviazione.
Il procedimento di calcolo della rete neurale può essere descritto in modo simile:
per le reti neurali generali, l’unico modo per capire quale sarà lo stato dopo molto
tempo è seguire le dinamiche in dettaglio.
Le reti di Hopfield hanno la funzione di Lyapunov E (o funzione energetica)
dietro la loro dinamica che porta alla comprensione dei possibili stati finali. La
funzione di Lyapunov diminuisce in modo monotono sotto la dinamica ed è limitata
dal basso. Si può ora pensare che il calcolo in questo sistema venga eseguito
partendo da uno stato iniziale dal quale si avanza verso uno stato finale spostandosi
in discesa lungo E, pertanto il sistema evolverà fino a che non raggiungerà un punto
di equilibrio stabile attrattivo.
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A partire da modelli come le reti neurali ideate da McCulloch e Pitts e la rete di
Hopfield ci si è potuti evolvere seguendo la direzione da loro introdotta sviluppando
le idee proposte fino a giungere alla formulazione delle reti neurali utilizzate in
questo lavoro di tesi e anche di algoritmi genetici in generale.
1.1 Reti Neurali Artificiali
Le Reti Neurali Artificiali (Artificial Neural Networks (ANN)), come indica il
nome, nascono dal tentativo di riprodurre la struttura dei neuroni biologici, cellule
localizzate principalmente nella corteccia cerebrale. Essi sono composti da un corpo
centrale, detto soma, che contiene il nucleo e molte delle componenti più complesse,
da delle ramificazioni chiamate dendriti e da un’estensione più lunga, l’assone.
Quest’ultimo verso la fine si ramifica nei telodendria alle cui estremità vi sono le
sinapsi, strutture che si collegano ai dendriti (o direttamente al corpo della cellula)
di altri neuroni. I neuroni ricevono brevi impulsi elettrici detti segnali da altri
neuroni attraverso le sinapsi e quando un neurone riceve un numero sufficiente di
segnali da altri neuroni, genera il proprio segnale. La caratteristica base è che si
tratta di strutture che operano in maniera molto semplice, ma sono organizzate
in vaste reti di milioni di neuroni, ognuno dei quali è generalmente connesso con
altri mille. L’architettura di questa rete di neuroni, che la rende capace di svolgere
computazioni molto complesse, è da molti anni oggetto di studio ed è emerso che
in molte zone del cervello i neuroni sono spesso organizzati in strati successivi.
Figura 1.1: Architettura base di una Rete Neurale Artificiale.
Da qui, dunque, la struttura delle ANN, che, come da Figura 1.1, consiste in
un insieme di nodi, o neuroni, organizzati in diversi strati. I nodi situati in strati
adiacenti sono collegati e ciascun collegamento contiene dei pesi w; ogni nodo
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fornisce allo strato successivo un valore in uscita, frutto di una combinazione lineare
dei segnali ricevuti dai nodi dello strato precedente con pesi w e dell’applicazione
di una funzione di attivazione ϕ, generalmente uguale alla tangente iperbolica tanh,
che dà non linearità al modello. In generale, la funzione di attivazione può non essere
la stessa per i diversi strati, specialmente per quello di output; la scelta dipende
dal tipo di problema e di dati che si trattano. In Figura 1.2 sono rappresentate
le principali funzioni di attivazione. L’introduzione di tale funzione nasce dalla
necessità di simulare il comportamento dei veri neuroni che possono essere accesi o
spenti, modulando solitamente a 0 (spento) o 1 (acceso) i contributi che giungono
al neurone.
(a) Step function (b) Sigmoid function
(c) Hyperbolic tangent (d) Rectified Linear Unit (ReLU)
(e) Softplus (f) Scaled Exponential Linear Unit (SeLU)
Figura 1.2: Principali funzioni di attivazione. Si notino gli assi y differenti.
Le reti neurali possono essere utilizzate sia per effettuare regressione che classifi-
cazione di dati: nel primo caso l’output fornito dalla rete è continuo, nel secondo
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caso è discreto. L’obiettivo è quello di sfruttarle per costruire un modello fornendo
loro un insieme di dati di input e dei corrispondenti output, in modo che il modello
impari la correlazione tra gli uni e gli altri e sia poi in grado di generalizzare a nuovi
dati. Tale procedimento, che di seguito descriveremo nel dettaglio, viene chiamato
addestramento ed è una sorta di evoluzione del metodo dei minimi quadrati.
Per creare modelli tramite reti neurali bisogna, dunque, disporre di dati, che posso-
no essere frutto di rilevamenti ed indagini o costruiti ad hoc, ad esempio tramite
simulazioni.
Gli strati, o layer, si dividono in strati di input, nascosti (hidden) e di output :
in Figura 1.1 è rappresentata una rete densa (fully connected), ovvero ogni nodo è
collegato con tutti i nodi dello strato precedente e di quello successivo, con L strati
nascosti (in verde); lo strato di input è rappresentato in azzurro e quello di output
in arancione.
Il numero di nodi di ciascuno strato, qui rappresentati da un quadratino giallo,
viene determinato al momento della costruzione della rete e non deve essere neces-
sariamente lo stesso per ogni strato: si noti, infatti, che l’ultimo strato L della rete
rappresentata contiene un solo nodo, diversamente, ad esempio, dal primo strato.
I pesi dello strato l possono essere raccolti in una matrice W (l), i cui elementi
sono identificati da due indici j e k. L’indice k corrisponde al nodo di arrivo e
l’indice j quello di partenza. Quindi, per esempio, il peso che collega il nodo 5 nel
secondo strato al nodo 4 nel terzo strato viene indicato con w(3)54 .




















































Per semplificare le notazioni precedenti, riscriviamo le equazioni 1.1 in forma
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matriciale:
. . .





Il valore ŷ è l’output finale fornito dalla rete.
Il processo con cui viene costruito il modello prende il nome di addestramento o
training. Dopo aver scelto l’architettura della rete (numero di strati, numero di nodi,
funzioni di attivazione, . . . ), si inizializzano i pesi, generalmente a valori casuali,
e si forniscono i dati di input x in modo che la rete calcoli l’output ŷ seguendo
le equazioni in 1.1. A questo punto, si procede confrontando il valore ŷ predetto
dalla rete con il valore di output reale y: scelta una funzione obiettivo J(y, ŷ) che
rappresenti l’errore commesso predicendo il valore ŷ, si cerca di minimizzare tale
errore, visto come funzione dei pesi w e dei temini noti b. La funzione obiettivo più






(yi − ŷi)2 (1.3)
Osserviamo che J è sempre funzione di y e ŷ, pertanto dipende da tutti i parametri
della rete. I valori forniti in input e output per costruire la rete sono, dunque, delle
costanti del problema: ciò che varia nella ricerca del minimo sono i pesi ed i termini
noti. A seguito della minimizzazione si troveranno, quindi, i valori ottimali dei
parametri, in corrispondenza dei quali l’errore nella predizione è minimo. A questo
punto, la rete è addestrata ed il modello è pronto per essere utilizzato su dati nuovi.
Di solito l’addestramento viene effettuato solo su una parte dei dati a disposizione
(circa il 70%) col fine di utilizzare i dati rimanenti per testare l’efficienza del modello
e verificare l’eventuale presenza di overfitting. Overfitting significa che il modello ha
solo memorizzato le risposte sui dati fornitigli (dati di train), invece che imparare le
relazioni generali che legano i valori in uscita a quelli di entrata. Questo si verifica
soprattutto quando l’apprendimento è stato effettuato troppo a lungo o su un gran
numero di dati che si discostano dai valori generali del problema.
1.1.1 Algoritmi di ottimizzazione
Si può pensare una rete neurale semplicemente come una funzione che vuole
rappresentare il legame tra gli input x agli output y; sia essa ŷ = f(x). Questa
funzione dipende da una serie di pesi w che modulano l’output di uno strato
durante il trasferimento allo strato successivo e da una serie di termini noti b;
possiamo, quindi, scrivere ŷ = f(x,w, b). Inoltre, è stata definita una funzione costo
J(y, ŷ) = J(y, f(x,w, b)), che durante l’addestramento è calcolata sul training set.
Pertanto, fissati i dati di training, il costo J è una funzione dei parametri w e b.
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Il modello migliore è quello che minimizza il costo; viene, dunque, applicato un
algoritmo di ottimizzazione per individuarlo.
Descriviamo di seguito gli algoritmi di ottimizzazione più conosciuti, analizzan-
done il funzionamento e le caratteristiche.
Discesa del Gradiente
La Discesa del Gradiente è un algoritmo di ottimizzazione capace di trovare le
soluzioni ottime di una vasta gamma di problemi. L’idea generale che sta alla base
dell’algoritmo è di modificare iterativamente dei parametri in modo da minimizzare
una funzione costo. Esso misura il gradiente locale di tale funzione rispetto a un
vettore di parametri e si muove nella direzione di discesa del gradiente: quando il
gradiente diventa nullo, il minimo è stato raggiunto.
Nel caso specifico delle reti neurali, i suddetti parametri sono i pesi utilizzati
nelle combinazioni lineari: per prima cosa essi vengono inizializzati con valori
casuali, poi vengono aggiornati ad ogni iterazione, secondo la regola 1.4, col fine
di ridurre la funzione costo (ad esempio lo errore quadratico medio) fino a che
l’algoritmo converge al minimo.
w → w − η∇wJ(w) (1.4)
Un importante iperparametro dell’algoritmo di discesa del gradiente è il learning
rate, indicato con η, che determina l’ampiezza dei passi effettuati dall’algoritmo
verso la direzione di discesa. Se troppo piccolo, l’algoritmo deve compiere molte
iterazioni per arrivare alla convergenza, il che richiede molto tempo; dall’altro lato,
se troppo grande, c’è il rischio di saltare la buca di minimo e giungere in un punto
sul lato opposto, talvolta di valore anche superiore del punto di partenza, e di
ottenere valori di volta in volta sempre più grandi, portando l’algoritmo a divergere.
I dati di addestramento vengono forniti un punto alla volta: per ogni coppia
input-output viene calcolato il costo ed il gradiente e vengono aggiornati i pesi
di conseguenza. Una volta che il modello ha visto tutti i dati di training, si dice
che è stata completata un’epoca, e si ricomincia di nuovo dalla prima coppia per
effettuare l’epoca successiva.
Utilizzare ad ogni epoca ciascuno dei dati di addestramento rende l’algoritmo
estremamente lento ed una stima del gradiente molto perturbata. Per ovviare a
questi problemi, si può utilizzare una variante del metodo chiamata la Discesa
Stocastica del Gradiente (Stochastic Gradient Descent (SGD)), che per il calcolo
del gradiente utilizza solo una piccola parte (minibatch) dei dati di train scelta in
maniera casuale. L’algoritmo SGD si può riassumere come in Algoritmo 1.
La scelta dell’errore quadratico medio come funzione costo è anche dovuta al
fatto di essere una funzione convessa, quindi priva di minimi locali, e lipschitziana,
proprietà che garantiscono che l’algoritmo di arresti arbitrariamente vicino al
minimo globale.
Cosa fondamentale ai fini della velocità di convergenza dell’algoritmo è riscalare
i dati in modo che abbiano tutti lo stesso ordine di grandezza, altrimenti la funzione
costo risulterebbe allungata in un direzione e l’algoritmo potrebbe, quindi, impiegare
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SGD
• Inizializza i pesi w e scegli il learning rate η
• Ripeti fino alla condizione di arresto:
– Estrai in maniera casuale una minibatch dall’insieme di train, con i
corrispondenti valori di output
– Calcola il gradiente della funzione costo g = ∇wJ(w) usando i punti
della minibatch e i valori correnti dei pesi w
– Aggiorna il valore dei pesi: w → w − ηg
Algoritmo 1: Algoritmo della Discesa Stocastica del Gradiente.
Una condizione di arresto può essere un numero fissato di aggiornamenti o
epoche oppure una condizione sull’entità del cambiamento della funzione
costo (ad esempio, si può decidere di fermare l’addestramento se il valore
della funzione costo rimane pressoché invariato).
molto più tempo a raggiungere il minimo. In generale i dati vengono riscalati in
modo che abbiano valori tra 0 ed 1, ad esempio con una normalizzazione min-max.
Adaptive Moment Estimation
L’algoritmo di ottimizzazione Adaptive Moment Estimation (Adam) è una va-
riante della SGD che ad ogni iterazione effettua una media mobile esponenziale sia
dei gradienti che dei loro quadrati (vedi Algoritmo 2).
1.1.2 Algoritmo di Retropropagazione dell’Errore
Per poter applicare i metodi di ottimizzazione SGD e Adam descritti preceden-
temente (Paragrafi 1.1.1 e 1.1.1) è necessario calcolare il gradiente della funzione
costo ∇wJ(w) in funzione dei pesi w. L’Algoritmo di Retropropagazione dell’Errore,
o Backpropagation, è l’algoritmo più diffuso per tale scopo. Vediamo prima come
funziona nel caso di una rete con un unico input ed un unico output rappresentata
in Figura 1.3, per poi passare al caso di una generica rete neurale densa.
Figura 1.3: Rappresentazione della rete neurale presa in esame.
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Adam
• Inizializza i pesi w e scegli il learning rate η
• Fissa una costante δ = 10−8 per impedire la divisione per 0 e due fattori ρ1 e
ρ2 tra 0 e 1 (tipicamente 0.9 e 0.999)
• Ripeti fino alla condizione di arresto:
– Estrai in maniera casuale una minibatch dall’insieme di train, con i
corrispondenti valori di output
– Calcola il gradiente della funzione costo g = ∇wJ(w) usando i punti
della minibatch e i valori correnti dei pesi w
– Accumula la media mobile esponenziale dei gradienti v → ρ1v+(1−ρ1)g
– Accumula la media mobile esponenziale dei quadrati dei gradienti
r → ρ2r + (1− ρ2)g ⊗ g
– Correggi v̂ = v
1−ρt1
– Correggi r̂ = r
1−ρt2





– Aggiorna il valore dei pesi: w → w −∆w
Algoritmo 2: Algoritmo Adaptive Moment Estimation.
Partendo da sinistra, l’input x viene moltiplicato per il primo peso w(1), poi
viene aggiunto il termine noto b(1) e viene applicata la funzione di attivazione ϕ;
così termina il primo strato. Successivamente si moltiplica l’output del primo strato
per il secondo peso w(2), si aggiunge il secondo termine noto b(2) e si applica un’altra
funzione di attivazione ϕ. Questo genera l’output ŷ che viene utilizzato, assieme
all’output reale y, per calcolare il costo J :
z(1) = xw(1) + b(1)
a(1) = ϕ(z(1))
z(2) = a(1)w(2) + b(2)
ŷ = a(2) = ϕ(z(2))
J = J(y, ŷ)
(1.5)
Queste equazioni consentono di calcolare l’output predetto dalla rete per un dato
input ed il costo associato a tale valore predetto. Ora si procede con il calcolo del
gradiente col fine di aggiornare i pesi e i termini noti e ridurre il costo.
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da cui si intuisce il motivo del nome "retropropagazione": per calcolare la derivata
della funzione costo rispetto ad uno dei pesi dobbiamo prima calcolare le derivate
dei termini successivi e poi propagare il loro contributo all’indietro.
Il termine ¯̂y = ∂J
∂ŷ
è ben definito e facilmente calcolabile per un dato insieme di
addestramento e dipende dal tipo di funzione costo scelta; ad esempio, nel caso di
funzione costo pari allo errore quadratico medio, è semplicemente (y − ŷ).
Applicando la regola della catena si ha:
w̄(2) = ¯̂yϕ′(z(2))a(1)












Ogni termine dipende dai termini calcolati precedentemente (che, quindi, non
devono essere calcolati due volte): i termini di errore sono propagati all’indietro
a partire dalla funzione costo procedendo lungo la rete (Figura 1.4). Possiamo
schematizzare il caso più generale di rete densa come in Figura 1.5. Le equazioni 1.5
corrispondono alle equazioni di feedforward 1.1.
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(a) ¯̂y = ∂J∂ŷ (b) z̄
(2) = ¯̂yϕ′(z(2))
(c) w̄(2) = z̄(2)a(1) (d) b̄(2) = z̄(2)
(e) ā(1) = z̄(2)w(2)
Figura 1.4: Retropropagazione dell’errore. Nel calcolo di ciascuna derivata sono stati
evidenziati in rosso i termini coinvolti.









































L’unica differenza rispetto al caso unidimensionale è che il termine ā(l)k , che indica
la variazione del costo dovuta all’attivazione del nodo k nel livello l, deve tenere
conto di tutti gli errori nei nodi successivi al livello l + 1; poiché l’attivazione a(l)k
fa parte dell’input di ciascun nodo nel livello successivo l + 1, si deve applicare la
regola a catena a ciascuno di essi e sommare tutti i contributi.
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Figura 1.5: Fully Connected Neural Network.
Per semplificare le notazioni precedenti, riscriviamo le equazioni 1.7 in forma
matriciale:
. . .
ā(l) = W(l+1)T z̄(l+1)





1.2 Reti Neurali Ricorrenti
Una serie temporale (o serie storica) è una sequenza ordinata di dati e può
essere univariata o multivariata.
Una serie temporale univariata non è altro che una sequenza di scalari. Ne sono un
esempio i valori di temperatura durante il giorno o il numero di volte al minuto in
cui un’app è stata scaricata.
Una serie temporale potrebbe anche assumere valori in uno spazio vettoriale, nel
qual caso si tratta di una serie temporale multivariata. Esempi di serie temporali
vettoriali sono la velocità di un’auto in funzione del tempo o un file audio registrato
in stereo, che ha due canali.
L’apprendimento automatico può essere applicato a serie temporali per risolvere
numerosi problemi tra cui previsioni, rilevamento di anomalie e riconoscimento di
schemi.
La Previsione (Forecasting) si riferisce alla previsione di campioni futuri in una
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sequenza. In un certo senso, è un problema di regressione perché si vuole prevedere
una quantità continua utilizzando caratteristiche derivate dalle serie temporali, e
molto probabilmente si tratta di una regressione non lineare.
Il Rilevamento di Anomalie (Anomaly Detection) si riferisce all’identificazione di
deviazioni da un pattern regolare. Questo problema può essere affrontato in due
modi: se si conoscono le anomalie cercate, può essere trattato come un problema di
classificazione. Se non si conoscono le anomalie, si deve semplicemente addestrare
un modello per prevedere i valori futuri (regressione) e, quindi, confrontare il
valore previsto ed il valore effettivo. In questo caso, le anomalie si trovano dove la
previsione del modello è molto diversa dal segnale effettivo.
Il Riconoscimento di Pattern (Pattern Recognition) è la classificazione di serie
storiche, identificando i pattern ricorrenti.
In tutti questi casi bisogna prestare particolare attenzione perché i dati sono
ordinati nel tempo e bisogna evitare di perdere informazioni future nelle caratteristi-
che utilizzate dal modello. Ciò è importante in particolare per l’addestramento e la
valutazione del modello. La divisione delle serie storiche in serie di addestramento
e test non può essere fatta in maniera casuale: i dati devono essere divisi in modo
che tutti i dati di test siano successivi ai dati di allenamento.
I problemi con serie temporali possono essere estesi a problemi più generali che
coinvolgono sequenze. In altre parole, possiamo considerare una serie temporale
come un particolare tipo di sequenza, in cui ogni elemento della sequenza è associato
ad un tempo. In generale, potremmo avere sequenze di elementi non associati a un
tempo specifico: ad esempio, una parola può essere pensata come una sequenza di
caratteri o una frase come una sequenza di parole. Allo stesso modo, le interazioni
di un utente in un’app formano una sequenza di eventi ed è un problema molto
comune cercare di classificare una tale sequenza o prevedere quale sarà il prossimo
evento.
Le Reti Neurali Ricorrenti (Recurrent Neural Networks (RNN)) sono reti che
possono "predire il futuro" e sono ideali per trattare problemi con dati sotto forma
di sequenze, perché le loro connessioni formano un ciclo diretto. In altre parole,
sono in grado di mantenere in memoria lo stato da un’iterazione alla successiva
utilizzando il proprio output come input per il passaggio successivo. Una RNN riceve
gli input, produce un output e rimanda indietro quest’ultimo a se stesso, come
mostrato in Figura 1.6, e, srotolandola lungo l’asse del tempo, la si può pensare
come una concatenazione di reti neurali che prendono come valori in entrata gli
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input xt ed anche degli output ht−1 della rete al tempo precedente, in modo da
tenere memoria anche della storia passata dei dati.
Figura 1.6: Struttura base di una Rete Neurale Ricorrente.
Tutte le reti neurali ricorrenti hanno la forma di una catena di reti neurali
ripetute, quello che le differenzia è la struttura del modulo A: nelle reti neurali
standard, le Vanilla RNN, il modulo è costituito da un unico strato con la tangente
iperbolica tanh come funzione di attivazione (Figura 1.7).
Figura 1.7: Vanilla RNN.
Ad ogni istante t, la rete effettua una combinazione lineare di pesi W e termini
noti b del vettore [ht−1,xt], frutto della concatenazione tra gli output al tempo
precedente ht−1 e gli input al tempo corrente xt e poi applica la funzione ϕ, spesso
uguale alla tangente iperbolica tanh, al valore trovato:
zt = W[ht−1,xt] + b
ht = ŷt = ϕ(zt)
(1.9)
Lo stato nascosto al tempo t, denotato ht è funzione di alcuni input allo stesso
tempo e lo stato nascosto al tempo precedente: ht = f(ht−1,xt); in generale, può
non coincidere con l’output generato dalla rete al tempo t, denotato ŷt, che è
anch’esso funzione di ht−1 e xt.
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1.2.1 Problema della Scomparsa del Gradiente
Nell’apprendimento automatico, ci si imbatte nel Problema della Scomparsa
del Gradiente durante l’addestramento di reti neurali artificiali con metodi di
apprendimento basati sulla discesa del gradiente e la backpropagation. In tali metodi,
ad ogni iterazione ciascuno dei pesi della rete neurale riceve un aggiornamento
proporzionale alla derivata parziale della funzione costo rispetto al peso stesso.
Il problema sorge quando il questa derivata risulta molto piccola, lasciando di
conseguenza i pesi praticamente invariati, poiché, in questo caso, l’addestramento
potrebbe non convergere mai ad una buona soluzione.
Il problema della scomparsa del gradiente riguarda sia le reti neurali multistrato,
che le reti neurali ricorrenti: nel 1991 Sepp Hochreiter ha capito che il motivo
dello scarso successo ottenuto fino ad allora durante i processi di training delle reti
neurali ricorrenti era, appunto, dovuto alla scomparsa del gradiente.
Quando le RNN vengono addestrate con metodi basati sulla discesa del gradiente,
il segnale di errore corrente si propaga indietro nel tempo secondo l’algoritmo
di backpropagation, che, però, ha spesso tempi di apprendimento troppo lunghi,
poiché i segnali di errore che percorrono la rete indietro nel tempo tendono a svanire.
Variazioni troppo piccole dei pesi fanno sì che le dipendenze a lungo termine siano
difficili da apprendere.
Descriviamo il problema nel caso si una rete ricorrente densa con n nodi. Le
equazioni di feedforward sono simili alle 1.1, con la differenza che ora sono in ordine








ŷτ,k = aτ,k = ϕ(zτ,k)
(1.10)
Usando come funzione costo l’errore quadratico medio si ottiene che l’errore
corrispondente ad un nodo di output k al tempo t è
Et,k = (yt,k − ŷt,k)
esso viene generalmente denominato errore esterno (tutti i nodi i che non sono
di output hanno errore esterno nullo Et,i = 0). Ad un istante arbitrario t ≤ τ , il









L’aggiornamento dei pesi al tempo t è quindi:
wlr → wlr + ηθt,rat−1,l
dove η è il learning rate e l è un generico nodo connesso al nodo j. Propagare
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all’indietro per q passi temporali fino al nodo v un errore corrispondente ad un











wlv se q > 1












Se ρ(m, lm, lm−1) := |ϕ′(zt−m,lm)wlmlm−1 | < 1.0 per ogni m, il prodotto più grande
in 1.11 decresce esponenzialmente con q, che significa che l’errore svanisce e non ha
quasi nessun effetto nell’aggiornamento dei pesi.
1.2.2 Long Short-Term Memory
Le Long Short-Term Memory (LSTM) sono delle particolari reti neurali ricorrenti
dotate di una struttura che permette loro di cogliere dipendenze a lungo termine
nei dati. Ideate nel 1997 da Sepp Hochreiter e da Jürgen Schmidhuber [3], sono
state poi gradualmente affinate nel corso degli anni.
L’architettura base delle LSTM è mostrata in Figura 1.8.
Figura 1.8: Architettura base delle LSTM
Ciò che caratterizza queste reti è la presenza di particolari strutture, dette gate,
e di un vettore interno Ct, detto cell state, che percorre l’intera rete fungendo come
da nastro trasportatore di informazioni. La rete ha, infatti, la capacità di rimuovere,
aggiungere o leggere le informazioni ivi contenute ad ogni istante, rispettivamente
attraverso i gate di forget, input e output.





che fornisce valori tra 0 e 1, e in una successiva moltiplicazione componente per
componente.
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Figura 1.9: Struttura di un gate
Per prima cosa si decide quali informazioni si vogliono eliminare dal cell state:
ciò viene effettuato dal forget gate (Figura 1.11a) che fornisce un vettore ft con
lo stesso numero di componenti del cell state, tutte a valori tra 0 ed 1, sulla base
degli input xt al tempo corrente e dello stato nascosto ht−1 fornito in uscita al
tempo precedente. Un valore pari ad 1 corrisponde a mantenere completamente in
memoria l’informazione, mentre un valore pari a 0 ad eliminarla del tutto.
Figura 1.10: Funzione logisitica σ
Il passo successivo consiste nella scelta delle nuove informazioni da aggiungere
al cell state. Esso si compone di due parti: attraverso un layer con la tangente
iperbolica come funzione di attivazione viene creato un vettore C̃t di nuovi valori
candidati ad essere aggiunti al cell state, poi l’input gate, creando un vettore it,
anch’esso con lo stesso numero di componenti del cell state e valori tra 0 ed 1,
sceglie quali di questi valori aggiungere (Figura 1.11b).
A questo punto il cell state al tempo precedente Ct−1 viene aggiornato nel nuovo Ct:
esso viene prima moltiplicata per il vettore ft per dimenticare le informazioni scelte,
ed in seguito gli si aggiunge it⊗ C̃t, la moltiplicazione componente per componente
tra i vettori it e C̃t creati al passo precedente (Figura 1.11c).
Infine, si sceglie quali valori fornire in uscita: l’output gate attraverso la funzione
logistica σ crea un vettore ot che, moltiplicato termine a termine con l’immagine
tramite la tangente iperbolica di Ct, determina quale parte del cell state dare in
output (Figura 1.11d).
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(a) Forget gate (b) Input gate
(c) Aggiornamento cell state (d) Output gate
Figura 1.11: Funzionamento LSTM
Le seguenti equazioni riassumono le operazioni descritte per calcolare il cell
state Ct, l’hidden state ht e l’output ŷt ad ogni passo temporale, con Wf , Wi,
WC , Wo matrici dei pesi e bf , bi, bC , bo termini noti:
ft = σ(Wf [ht−1,xt] + bf )
it = σ(Wi[ht−1,xt] + bi)
C̃t = tanh(WC [ht−1,xt] + bC)
Ct = ft ⊗Ct−1 + it ⊗ C̃t
ot = σ(Wo[ht−1,xt] + bo)
ht = ŷt = ot ⊗ tanh(Ct)
(1.12)
1.2.3 Coefficiente di determinazione
Per valutare l’accuratezza della predizione fornita dalla rete neurale, un in-








• yi sono i valori reali;
• ȳ è la loro media;
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• ŷi sono i valori predetti;
•
∑
i(yi − ŷi)2 è la devianza residua;
•
∑
i(yi − ȳ)2 è la devianza totale.
Esso può assumere valori in (−∞, 1]: nel migliore dei casi, i valori predetti
corrispondono esattamente ai valori reali, il che implica che
∑
i(yi− ŷi)2 = 0, quindi
R2 = 1; un modello che prevede sempre la media ȳ avrà varianza residua pari alla
varianza totale, pertanto R2 sarà uguale a 0; se, invece, il modello fa previsioni
peggiori della media, ovvero approssima i dati peggio di un iperpiano orizzontale, il
coefficiente di determinazione assumerà un valore negativo.
1.2.4 Approccio con Rolling Window
Per addestrare reti neurali ricorrenti e riuscire a cogliere la consequenzialità dei
dati trattati è utile l’uso di un approccio con Rolling Window, che permette alla rete
di determinare i valori in uscita sulla base di un insieme di valori in entrata presi
in un intervallo temporale antecedente, invece che di un singolo valore al tempo
precedente.
Durante l’addestramento, per ogni dato reale di output yt, viene fornito come
input corrispondente il vettore di componenti [xt−w, . . . ,xt−1], ovvero i w valori di
input precedenti, indicando con w la lunghezza delle rolling window. In questo
modo la rete imparerà a determinare ad ogni istante i valori predetti di output ŷt
in funzione dei w precedenti valori di input:
ŷt = f(xt−w, . . . ,xt−1)
Questa struttura dei dati permette di estrarre ad ogni epoca dell’addestramento
le finestre di dati in maniera casuale, mantenendo comunque l’ordine temporale
e consentendo di velocizzare il procedimento ed, auspicabilmente, di migliorare la




Nel presente capitolo viene descritto il sistema preso in considerazione per il
nostro studio, ovvero un tubo di acciaio, chiamato riser, agganciato ad una nave
ancorata e ad un pozzo di estrazione sul fondo del mare, che consente il passaggio
delle risorse estratte. In seguito, viene presentato il software di simulazione e
progettazione OrcaFlex che è stato utilizzato per la creazione di dati sintetici di cui
si è usufruito per l’addestramento delle reti neurali ricorrenti dei modelli predittivi
realizzati.
2.1 Riser
L’oggetto di studio della tesi sono i riser, tubi per l’estrazione di risorse da
giacimenti off-shore con una lunghezza superiore anche ai 3 chilometri, che collegano
una nave ancorata, detta unità galleggiante di produzione, stoccaggio e scarico
(Floating Production Storage and Offloading Unit (FPSO)) a pozzi di estrazione
su fondali marini. Essi sono composti da segmenti di tubi in acciaio saldati tra
loro, costituiti da una serie di strati, ognuno dei quali ha una funzione specifica
(Figura 2.1), per un diametro di circa 30 centimetri.
Questi tubi sono utilizzati principalmente per l’estrazione di petrolio, l’iniezione
e l’estrazione di acqua o gas; le installazioni più comuni sono la free hanging catenary
e la lazy-wave (Lazy-Wave Steel Catenary Riser (LWSCR)). Per il nostro studio,
abbiamo considerato quest’ultima, rappresentata in Figura 2.2, caratterizzata da 3
zone particolari:
• Flex joint : un grande manicotto di gomma di lunghezza pari a 1/1.5 metri
che collega la nave al riser. Lo scopo dell’installazione del flex joint è dissipare
il movimento della nave e disaccoppiarlo dal quello del riser.
• Buoyancy : dei galleggianti installati per far fare al tubo una curva col fine
di ammortizzare meglio le sollecitazioni. La presenza di questi galleggianti
contraddistingue gli LWSCR e dona loro la caratteristica forma a "S".
• Touch Down Zone (TDZ): la zona in cui il riser entra per la prima volta in
contatto con il fondale marino.
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Figura 2.1: Strati di un riser.
Quelli studiati sono riser flessibili che possono resistere sia al movimento verticale
che orizzontale; ciò li rende ideali per essere utilizzati con strutture galleggianti.
Questo tubo flessibile era originariamente utilizzato per collegare le apparecchiature
di produzione a bordo di una struttura galleggiante a riser non flessibili di produzione
ed esportazione, ma ora viene utilizzato anche come riser principale.
Gli LWSCR sono stati installati per la prima volta su una FPSO ormeggiata al
largo del Brasile nel 2009. L’installazione a maggiore profondità dei Lazy-Wave
Steel Catenary Riser è attualmente quella della Stones FPSO, che è ormeggiata in
acque profonde 3 chilometri nel Golfo del Messico.
Si tratta di strutture a comportamento dinamico molto complesse, soggette
ad eventi estremi, come tempeste ed uragani, e a continue oscillazioni causate da
onde e correnti. La complessità dell’ingegneria ed il costo dei sistemi riser sono
molto sensibili alla profondità dell’acqua, in quanto, all’aumentare della profondità,
aumentano i requisiti di tensione massima ed i carichi meccanici sul fondo del mare
e sui punti di collegamento con la nave.
L’industria ha adottato ampi fattori di sicurezza nella progettazione dei riser per
far fronte alle incertezze nelle prestazioni e, in un primo momento, si è astenuta dal
monitoraggio nella convinzione che i margini della progettazione fossero adeguati
alla vita utile prevista. Negli ultimi anni, però, le maggiori compagnie petrolifere
hanno intrapreso una vasta campagna di monitoraggio degli impianti installati in
acque profonde per comprendere meglio il loro funzionamento e gestirne l’integrità
strutturale.
La progettazione di un riser deve tenere conto delle variazioni di temperatura,
pressione interna e carichi ambientali esterni previsti nel corso di tutta la sua durata.
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Figura 2.2: Lazy-Wave Steel Catenary Riser (LWSCR) collegati a un’unità galleggiante
di produzione, stoccaggio e scarico.
2.1.1 Punti critici e punti di monitoraggio
In generale ad una nave FPSO sono collegati una dozzina di riser e lo studio
consiste nel riuscire a fornire delle previsioni sullo stato di sollecitazione di alcune
sezioni critiche lungo uno di questi, basandosi su dati raccolti in alcune sezioni
monitorate.
Questo progetto è stato sviluppato concentrandosi su Liza Phase 2. Questo è
destinato a essere il secondo di molteplici sviluppi nel blocco di Stabroek, 200 km al
largo della Guyana in profondità d’acqua comprese tra 1600 e 1840 m. Il piano di
sviluppo comprende una nave galleggiante, di produzione, di stoccaggio e di scarico
(FPSO) ormeggiata con diffusione da 220 kbd. I pozzi off-shore di produzione e
di iniezione di gas o acqua si trovano in sei centri di perforazione sottomarini e
sono collegati all’FPSO tramite riser lazy-wave in acciaio e flowlines (condotte di
collegamento interrate).
Liza Phase 2 comprende 10 condotti:
• 6 riser per la produzione (PROD1, PROD2, PROD3, PROD4, PROD5 e
PROD6);
• 2 riser per l’iniezione di acqua (W11 e W12);
• 2 riser per l’iniezione di gas (G11 e G12).
Il lavoro riguarda il secondo dei riser adibiti alla produzione, il riser PROD2.
È emerso che, date le difficoltà ed i costi nell’installazione e nella manutenzione
dei sensori e nella trasmissione dei dati raccolti, il monitoraggio è possibile solo in
alcuni punti dei riser.
In Figura 2.3 sono rappresentati i punti critici ed i punti di monitoraggio di un
LWSCR.
Osserviamo che il monitoraggio è possibile in 3 punti M1, M2, M3 posti a
diverse profondità lungo il riser e che i punti critici, in corrispondenza dei quali vi è
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Figura 2.3: Rappresentazione del riser PROD2 e delle sue sezioni critiche e di
monitoraggio.
un alto accumulo di danno a fatica, sono il punto A di aggancio tra il flex joint ed
il riser, il punto B in corrispondenza della zona di galleggiamento ed i punti C1,
C2, C3 nella Touch Down Zone. Poiché quest’ultima zona è lunga più metri, non
esistono punti specifici che si riescono a monitorare, inoltre, una volta installato,
un sensore si romperebbe ogni volta che il riser, per effetto dei movimenti indotti
dalle onde e dalle correnti, sbatte sul fondo del mare.
I sensori posti nei punti di monitoraggio rilevano gli spostamenti x, y, z e le
rotazioni Rx, Ry, Rz di questi ultimi lungo gli assi di un sistema di riferimento
sulla nave che è solidale alla costa. Sulla base dei dati così rilevati si vuole predire
la tensione assiale nelle sezioni critiche del riser, poi utilizzata per calcolare il danno
a fatica della struttura in quel punto secondo la teoria lineare di Palmgren-Miner.
Quest’ultima prevede che il danno a fatica accumulato dal materiale per effetto del
carico ciclico è proporzionale al rapporto tra il numero di cicli che il componente
ha subito ni ed il numero di cicli Ni che provoca una rottura, in corrispondenza
di una sollecitazione σNi ; pertanto, il danno a fatica complessivo accumulato dal
materiale per effetto di carichi ciclici successivi è dato dalla sommatoria dei danni























Figura 2.4: Procedimento per l’analisi a fatica di un riser.
dove N jC è il numero di sollecitazioni individuate in corrispondenza del j-esimo
stato di mare, NSS è il numero totale degli stati di mare considerati, nji è il numero
dei cicli corrispondenti alla sollecitazione σNi individuati nello stato di mare j, Ni,
come prima, è il numero di cicli che provoca una rottura in corrispondenza di una
sollecitazione σNi e γj è la probabilità che si verifichi lo stato di mare j.
2.2 OrcaFlex
OrcaFlex è un software di analisi dinamica potente, flessibile e reattivo per
la ricerca, l’analisi e l’ingegneria in ambiti che coinvolgono petrolio e gas, fonti
rinnovabili umide, oceanografia, sismologia e acquacoltura. Provato e testato in
sistemi di riser, pianificazione di trasporto, installazione e smantellamento, sistemi
di ormeggio, posa di tubi e condotte, sistemi a rimorchio e acquacoltura, ponti
galleggianti e in molte altre applicazioni.
Caratterizzato da velocità, accuratezza e facilità d’uso, OrcaFlex è una creazione
di Orcina, fondata nel 1986, leader globale nel suo settore, per innovazione, eccellenza
e competenze nel mondo reale.
OrcaFlex viene utilizzato principalmente da architetti, ingegneri, consulenti e
designer navali per analizzare e risolvere problemi di ingegneria. L’interfaccia utente,
le funzionalità, le caratteristiche di produttività e l’ampia gamma di applicazioni,
insieme allo sviluppo di programmi molto attivi e al supporto tecnico, lo rendono
uno dei software più efficienti ed utilizzati in questo ambito.
OrcaFlex è ampiamente impiegato per i lavori di analisi relativi alle turbine
eoliche offshore fisse, come l’installazione di fondamenta e turbine, cavi di alimen-
tazione, sistemi di protezione dei cavi ed altro, e alle turbine eoliche galleggianti,
per cui è necessaria un’analisi dinamica accoppiata dell’intero sistema: il sistema di
ormeggio, la piattaforma, la torre e la turbina.
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Inoltre, trova grande applicazione nella progettazione di strutture per l’estrazione
di gas e petrolio, nella posa di tubi e nell’analisi del loro movimento e delle forzanti
a cui sono soggetti. OrcaFlex, infatti, è un simulatore diretto, pertanto, data una
certa forzante, è in grado di stabilire la meccanica e le forze a cui è sottoposta la
struttura considerata.
Nel caso dei riser, le forzanti possibili corrispondono ai vari stati di mare. Con
stato di mare si indica un periodo in cui i parametri statistici del moto ondoso si
possono ritenere costanti. Esso corrisponde allo stato di agitazione locale dovuto
agli effetti combinati del mare e del vento (mare vivo) e del mare lungo (o morto).
Il mare di vento o vivo è il complesso delle onde sollevate dal vento che soffia
sulla zona di rilevazione o nelle sue immediate vicinanze. Il mare lungo o morto è
costituito dalle onde provenienti da una zona lontana di burrasca (onde lunghe) e
da quelle ancora residue sulle acque su cui ha soffiato un vento molto forte (onde
morte). In generale, le grandezze statistiche che caratterizzano uno stato di mare
sono l’altezza, il periodo, la direzione e la velocità dell’onda, assieme alla direzione
e alla velocità del vento. Lo stato del mare varia con il tempo, al variare delle
condizioni del vento o delle onde.
Nel presente lavoro di tesi OrcaFlex è stato utilizzato per la creazione di dati
sintetici relativi ai riser, utilizzati successivamente per addestrare le reti neurali
ricorrenti. I dati creati sono brevi serie temporali degli spostamenti dei punti dove è
possibile il monitoraggio e delle tensioni nei punti individuati come critici nell’arco
di un’ora per diversi stati di mare.
La figura 2.5 schematizza il metodo ibrido FEM-ANN seguito: OrcaFlex, con cui
sono state create le serie temporali per il train e il test delle reti, corrisponde al
modello FEM.
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Nei capitoli precedenti è stata introdotta la teoria relativa alle reti neurali
ricorrenti insieme ad una descrizione del problema dei riser affrontato ed agli
strumenti usati utili alla creazioni dei dati sintetici per l’addestramento delle reti.
Illustriamo ora come questa teoria è stata applicata al nostro problema, presentando
i modelli con reti neurali ricorrenti creati con lo scopo sopra descritto: riuscire
a prevedere le grandezze utili ad attuare l’analisi a fatica dei riser, sulla base
degli spostamenti e delle rotazioni monitorate nei punti dove è possibile installare i
sensori. Saranno poi mostrate alcune analisi di sensitività ai principali iperparametri
effettuate sul modello ed i risultati numerici ottenuti tramite esso.
3.1 Implementazione degli algoritmi
Il modello creato è costituito da una rete neurale ricorrente composta da celle
LSTM con uno strato di input, due strati nascosti ed uno di output. Il primo degli
strati nascosti è formato da celle LSTM con un numero variabile di nodi, mentre il
secondo è costituito da un semplice strato denso, che fornisca un singolo valore in
uscita, corrispondente alla tensione ad un certo istante nel punto critico preso in
considerazione. La funzione di attivazione utilizzata tra essi è la tangente iperbolica.
I modelli sono stati implementati con Jupyter Notebook, un ambiente di calcolo
interattivo online risalente al 2015 che utilizza il linguaggio Python. È stato fatto
uso di specifiche librerie, come Keras, una libreria open source rilasciata nel 2015 per
l’apprendimento automatico, progettata per permettere una rapida prototipazione
di reti neurali profonde e caratterizzata da modularità, estensibilità e facilità d’uso.
Altra libreria usata è Scikit-Learn, distribuita nel 2007, anch’essa open source e per
l’apprendimento automatico, che contiene algoritmi di classificazione, regressione e
clustering.
Le serie temporali relative agli input e agli output create con OrcaFlex per
diversi stati di mare corrispondono ad un arco temporale di un’ora, con un valore
registrato ogni quarto di secondo (tali serie temporali sono, pertanto, formate da
un numero di valori pari a 14400).
I dati di input sono forniti mediante Rolling Window, quindi sono stati organiz-
zati in tensori tridimensionali attraverso funzione 3.1, in modo tale che per ogni
35
36 Capitolo 3. Risultati Numerici
valore di output ad un dato istante venissero forniti corrispondentemente in entrata
tutti i valori di input negli istanti precedenti.
Codice 3.1: Funzione che ridimensiona i dati di input e output. X_t e y_t sono tensori
tridimensionali.
1 def create_lagged_Xy(data_in , data_out , window_len =1):
2 i=0
3 X_t=np.ones(( data_in.shape [0]-window_len ,window_len ,
data_in.shape [1]))
4 for label in data_in.columns:
5 X = pd.DataFrame(data_in[label ]).shift (1).copy()
6 X.columns = [’T_{}’. format (1)]
7
8 if window_len > 1:
9 for s in range(1, window_len):
10 X[’T_{}’. format (1 + s)] = pd.DataFrame(
data_in[label ]).shift(1 + s)
11
12 X = X.dropna ()
13 X_t[:,:,i] = X.values
14 i+=1
15 idx = X.index
16 y = data_out.loc[idx]
17 y_t = y.values
18 return X_t , y_t
Le reti sono state addestrate utilizzando i primi 40 minuti delle serie temporali
e gli ultimi 20 sono stati utilizzati per testarle. L’algoritmo utilizzato è la Retro-
propagazione dell’Errore, descritto in 1.1.2, con metodo di ottimizzazione Adam e
learning rate pari a 0.005; la funzione costo considerata è l’errore quadratico medio,
vedi 1.3, e l’ampiezza delle batch è pari a 8.
È stato inserito un comando EarlyStopping, presente nella libreria Keras, che
ferma il processo di training quando l’errore di predizione per l’insieme di test inizia
a crescere ed i valori delle serie temporali sono stati riscalati in valori tra 0 e 1




In seguito, la rete è stata utilizzata per predire i valori della tensione relativi agli
insiemi di test e i risultati ottenuti sono stati confrontati con i dati reali calcolando
il coefficiente di determinazione R2, vedi 1.13.
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3.2 Addestramento su una singola condizione di
mare
Per prima cosa sono state considerate singolarmente tre simulazioni relative a
tre diverse condizioni di mare, elencate in tabella 3.1. Vi si possono leggere i dati
relativi alle grandezze che caratterizzano onde, vento e corrente, quali direzione,
velocità, altezza e periodo.
Le corrispondenti serie temporali, come anticipato, sono state divise in modo
da utilizzare i primi 40 minuti per l’addestramento ed i restanti 20 per la fase di test.
Simulation Wave Wave Wave Wave Wind Wind Current Current
Hs Tp gamma direction speed direction speed direction
(m) (s) (deg) (m/s) (deg) (m/s) (deg)
446 0,875 8,539 1,000 60,0 3,56 85,0 0,400 135,0
507 2,375 8,500 1,000 60,0 9,97 85,0 0,600 135,0
548 4,625 11,500 1,000 60,0 11,82 85,0 0,640 112,5
Tabella 3.1: Stati di mare considerati.
Avendo come possibili valori di input le serie temporali relative agli spostamenti
x, y, z e alle rotazioni Rx,Ry,Rz nei tre punti dove è risultato possibile installare i
sensori M1, M2, M3 (vedi figura 2.3), per ciascuno degli stati di mare scelti, si è
proceduto alla costruzione di quattro diversi modelli che prendessero in input i dati
provenienti dal singolo sensore in M1, dalla coppia di sensori in M1 e M2 o M1 e
M3 oppure dai sensori di tutti e tre i punti di monitoraggio M1, M2 e M3.
Questo perché uno degli obiettivi è quello di determinare l’incidenza di ciascuno
dei punti di monitoraggio sulla precisione dei risultati ottenuti: ciò permette di
individuare i punti di monitoraggio più rilevanti per ciascuna delle grandezze da
predire ed evitare ingenti spese di installazione e di successiva manutenzione per
sensori che rilevano informazioni poco proficue ai fini della predizione.
Il dati provenienti dal punto di monitoraggio M1 sono sempre stati presi in
considerazione, poiché si tratta di un sensore installato direttamente sulla nave
FPSO. In questo caso i costi di installazione e manutenzione sono minimi e non vi è
un grosso vantaggio economico dalla rimozione di tale sensore. Anzi, l’ambizione
sarebbe proprio quella di riuscire a creare un modello che con i soli dati relativi al
sensore posto nel punto M1 fosse in grado di fornire delle previsioni ben accurate
sulle grandezze utili alla stima della vita a fatica del riser.
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Figura 3.1: Serie temporali degli spostamenti e delle rotazioni relative al sensore nel pun-
to di monitoraggioM1 installato a bordo della nave FPSO per la simulazione
507.
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Figura 3.2: Serie temporali delle tensioni nel punti critico A, B, C1, C2, C3 del riser
per la simulazione 507.
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3.2.1 Analisi di sensitività
Per ognuna delle tre simulazioni in tabella 3.1 è stata effettuata un’analisi di
sensitività del modello creato. Tale analisi è stata fatta rispetto agli iperparametri
della lunghezza delle Rolling Window e del numero di nodi dello strato nascosto
con celle LSTM, per ogni combinazione dei sensori scelti da cui prendere dati in
input, secondo quanto illustrato in precedenza.
Lo scopo di quest’analisi è capire quanto il modello è sensibile alle variazioni
di tali iperparametri, quanto quest’ultime impattano sull’accuratezza delle sue
predizioni e sui tempi di esecuzione ed individuare gli iperparametri per cui si
ottengono risultati migliori. Riuscire ad individuare i valori migliori e a fissarli
permette anche di ridurre il numero di parametri del modello, semplificandone la
complessità senza perdere qualità nelle previsioni.
La lunghezza delle Rolling Window è stata fatta variare nell’insieme {20, 40, 60, 80},
mentre il numero di nodi in {8, 10, 12, 15}.
I grafici in figura 3.3 mostrano i migliori risultati ottenuti al variare di questi
iperparametri per ciascuna delle condizioni di mare in tabella 3.1.
Osservando tali grafici si può notare che l’aggiunta di dati in input provenienti
dai sensori M2 e M3 non influisce in maniera significativa sull’accuratezza delle
predizioni fornite dal modello con reti neurali. Ciò è senz’altro positivo dal punto
di vista economico, in quanto, meno sensori è necessario installare, minori sono le
spese per il monitoraggio della struttura. Inoltre, maggiore è la profondità a cui
sono installati i sensori, tanto più difficile e più dispendioso è attuare interventi di
manutenzione. A tal proposito, ricordiamo che i punti M2 e M3, a differenza del
punto M1, risultano difficilmente raggiungibili, poiché posizionati a più di 1500 m
sotto il livello del mare.
Tuttavia, sembra che ci sia una correlazione stretta tra il punto critico B ed il punto
di monitoraggio M2. È infatti possibile notare come la presenza dei dati rilevati da
quest’ultimo tra gli input aumenti sensibilmente la qualità della predizione della
tensione nel punto B. Riguardando la figura 2.3 ed osservando la posizione di tali
punti, questo legame è abbastanza plausibile.
Inoltre, si può notare visibilmente che, in generale, per le predizioni relative al
punto A si ottengono risultati peggiori rispetto a quelle relative agli altri punti
critici. Ciò potrebbe essere una conseguenza del fatto che questo punto è situato
in prossimità del flex joint, che, come visto, serve a dissipare il movimento della
nave FPSO e a disaccoppiarlo da quello del riser. Probabilmente l’effetto di tale
disaccoppiamento che modifica la dinamica del punto critico A si riversa in una
maggiore difficoltà nella predizione delle grandezze corrispondenti.




Figura 3.3: Migliori risultati ottenuti nell’analisi di sensitività attuata per le tre
simulazioni 446, 507 e 548. L’errore quadratico medio è espresso in kN2.
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Figura 3.4: Predizioni ottenute sull’insieme di test. I modelli utilizzati corrispondono
alla colonna verde della figura 3.3b.
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Sulla base dei risultati ottenuti, si è potuto individuare l’abbinamento dei
valori della lunghezza delle Rolling Window e del numero di nodi che fossero
complessivamente migliori per ciascuna delle tre simulazioni. Per compiere tale
operazione sono stati considerati i dati prodotti per ciascuno dei cinque punti critici
ed è stata calcolata la media dei cinque coefficienti R2 corrispondenti per ogni
coppia lunghezza Rolling Window e numero di nodi. Sono state considerate migliori
le coppie per le quali è stata ottenuta una media più alta.
Gli istogrammi bidimensionali in figura 3.5 illustrano gli esiti dell’analisi di
sensitività effettuata: in rosso sono stati evidenziati i due accoppiamenti di iperpa-
rametri ottimali, con indicata la media dei coefficienti di determinazione dei cinque
punti critici.
Possiamo notare come la presenza degli input relativi al punto criticoM2 in generale
migliori gli esiti delle predizioni, ciò si lega alla corrispondenza con il punto critico
B sopra notata.
Individuate in tal modo le coppie di iperparametri complessivamente più perfor-
manti, per ognuno dei cinque punti critici sono stati confrontati i risultati che si
sono ottenuti per questo abbinamento lunghezza Rolling Window-numero di nodi
con il miglior risultato ottenuto per tale punto critico. Ciò è stato attuato sia per il
caso con M1 e M2 come punti di monitoraggio, che per l’opzione con tutti e tre i
punti M1, M2 e M3, secondo quanto appreso dal precedente studio (figura 3.5).
Nelle figure 3.6 e 3.7 sono riportati i grafici che raffigurano tali confronti.
È evidente che la differenza tra i modelli confrontati è minima e tale da consentire
di concludere che il modello costruito con gli iperparametri fissati dalla precedente
analisi di sensitività possa essere considerato sufficientemente accurato per ciascuno
dei punti critici e, quindi, bastevole per i nostri scopi e in grado di sostituire tutti
gli altri modelli senza grandi perdite in termini di accuratezza.
In base a quanto visto, possiamo affermare che è possibile costruire un modello
con reti neurali per ogni stato di mare che fornisca previsioni abbastanza accurate
da potervi fare affidamento per la pianificazione di interventi e la valutazione del
rischio e della vita utile.
Ciononostante, dato l’elevato numero degli stati di mare possibili, che è dell’ordine
delle centinaia, questo comporterebbe la costruzione di un pari numero di modelli e,
con il fine di creare una soluzione che operi in tempo reale, un ulteriore algoritmo
che sia in grado di individuare lo stato di mare corrispondente agli spostamenti
rilevati dai sensori al tempo corrente. Tale algoritmo permetterebbe di scegliere il
modello giusto, quello creato sui dati della simulazione corrispondente allo stato di
mare rilevato, ed utilizzarlo quindi per prevedere le tensioni nei vari punti critici.
Questo può essere senz’altro uno spunto per lavori futuri, ma per questo lavoro si
è preferito procedere per una strada diversa, da noi ritenuta meno complessa, ma
forse più pretenziosa.
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(a) Simulazione 446 (b) Simulazione 507
(c) Simulazione 548
Figura 3.5: Risultati dell’analisi di sensitività attuata per le tre simulazioni 446, 507 e
548. In rosso sono evidenziati gli accoppiamenti di iperparametri migliori,
con indicata la media dei coefficienti di determinazione dei cinque punti
critici.
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(a) Simulazione 446 (b) Simulazione 507
(c) Simulazione 548
Figura 3.6: Confronto tra i risultati migliori e quelli ottenuti fissando gli iperparametri
ai valori determinati in precedenza per le tre simulazioni 446, 507 e 548 pren-
dendo M1 e M2 come punti di monitoraggio. Nei casi con gli iperparametri
fissati (in blu) sono stati presi: (a)Window Length=60, LSTM nodes=12;
(b)Window Length=60, LSTM nodes=15; (c)Window Length=20, LSTM
nodes=10.
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(a) Simulazione 446 (b) Simulazione 507
(c) Simulazione 548
Figura 3.7: Confronto tra i risultati migliori e quelli ottenuti fissando gli iperparametri
ai valori determinati in precedenza per le tre simulazioni 446, 507 e 548
prendendo M1, M2 e M3 come punti di monitoraggio. Nei casi con gli
iperparametri fissati (in blu) sono stati presi: (a)Window Length=40, LSTM
nodes=10; (b)Window Length=40, LSTM nodes=8; (c)Window Length=40,
LSTM nodes=15;
3.2. Addestramento su una singola condizione di mare 47
Ciò che si è scelto di provare a realizzare è un modello unico, costruito sempre
mediante reti neurali ricorrenti LSTM come illustrato finora, capace di fare previsioni
sulla base di qualsiasi tipo di dato fornito dai sensori nei punti di monitoraggio,
quale che sia lo stato di mare corrispondente.
Il passo successivo è stato, pertanto, provare a vedere come un modello addestrato
su uno dei tre stati di mare considerati si comporta se gli vengono forniti input
provenienti dagli altri due.
Si è proceduto costruendo due modelli, uno con input relativi a M1 ed M2, uno
con quelli di M1, M2 ed M3, su una simulazione scelta tra la 446, la 507 e la 548.
Gli iperparametri sono stati fissati ai valori indicati dagli istogrammi in figura 3.5.
Come prima, le reti sono state addestrate utilizzando i primi 40 minuti delle serie
temporali relative alla simulazione scelta, però, oltre che agli ultimi 20 minuti di
tali serie, sono state applicate anche alle intere serie temporali delle due simulazioni
non utilizzate per l’addestramento.
Ad esempio, scelta la simulazione 446, per il caso con tre punti di monitoraggio la
lunghezza delle Rolling Window è stata presa pari a 40, il numero di nodi delle
LSTM pari a 10. Per ognuno dei 5 punti critici A, B, C1, C2 e C3, il modello è
stato addestrato sui primi 40 minuti delle serie temporali della simulazione 446
e poi utilizzato per ottenere previsioni sui restanti 20 minuti e sulle intere serie
temporali (quindi su valori corrispondenti ad un arco temporale di un’ora) delle
simulazioni 507 e 548. Le serie temporali sulle tensioni ottenute in output sono
state sempre confrontate con le serie temporali reali, quelle create con OrcaFlex,
tramite il calcolo del coefficiente di determinazione R2 (1.13).
Notiamo che gli esiti di questa sperimentazione, vedi i grafici in figura 3.8, non
sono molto soddisfacenti. Si è trattato, infatti, di un tentativo molto ambizioso, in
quanto si vorrebbe che una rete neurale che ha visto soltanto dei dati corrispondenti
ad un unica stato di mare fosse in grado di fare previsioni su grandezze proprie di
una condizione marina e meteorologica sconosciuta e, in aggiunta, molto diversa da
quella nota.
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(a) Addestramento effettuato solo sulla simulazione 446
(b) Addestramento effettuato solo sulla simulazione 507
(c) Addestramento effettuato solo sulla simulazione 548
Figura 3.8: Risultati ottenuti dall’applicazione su dati relativi a tutte e 3 le simulazioni
di modelli addestrati esclusivamente su una di esse.
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3.3 Addestramento su multiple condizioni di mare
I risultati dell’esperimento precedente ci hanno suggerito di ampliare la quantità
di dati su cui addestrare le reti LSTM del nostro modello. A tal proposito abbiamo
creato tramite OrcaFlex serie temporali di input e di output relative a sette stati di
mare che si distinguono solo per la direzione delle onde e del vento, come si può osser-
vare dalla tabella 3.2. Questi stati di mare sono pertanto abbastanza simili tra loro.
Si noti che tra esse compare la simulazione 507, già trattata nei paragrafi precedenti.
Simulation Wave Wave Wave Wave Wind Wind Current Current
Hs Tp gamma direction speed direction speed direction
(m) (s) (deg.) (m/s) (deg) (m/s) (deg)
96 2,375 8,500 1,000 0,0 9,97 25,0 0,600 135,0
194 2,375 8,500 1,000 15,0 9,97 40,0 0,600 135,0
297 2,375 8,500 1,000 30,0 9,97 55,0 0,600 135,0
401 2,375 8,500 1,000 45,0 9,97 70,0 0,600 135,0
507 2,375 8,500 1,000 60,0 9,97 85,0 0,600 135,0
614 2,375 8,500 1,000 75,0 9,97 100,0 0,600 135,0
713 2,375 8,500 1,000 90,0 9,97 115,0 0,600 135,0
Tabella 3.2: Stati di mare considerati.
Fatta eccezione per la simulazione 507, ogni serie temporale relativa alle altre
sei simulazioni è stata divisa, come ormai d’uso, in due serie temporali, una
corrispondente ai primi 40 minuti e l’altra agli ultimi 20. Per ogni grandezza in
gioco del sistema (spostamenti e rotazioni dei punti di monitoraggio e tensioni nei
punti critici) sono state quindi ottenute sei serie temporali di lunghezza pari a 40
minuti che sono state concatenate una dopo l’altra ed utilizzate come insieme di
train per le reti neurali del modello. Le restanti sei serie temporali, date dagli
ultimi 20 minuti delle serie originarie, sono state anch’esse concatenate prendendo
le simulazioni nello stesso ordine usato per le precedenti serie di train. La serie
risultante da questa concatenazione è stata quindi usata come insieme di test.
Gli iperparametri selezionati per il modello sono quelli individuati dall’analisi di
sensitività effettuata per la simulazione 507. Dunque, quando i punti di monitoraggio
considerati erano M1 ed M2, la lunghezza delle Rolling Window è stata presa
uguale a 60 e il numero di nodi uguale a 15, mentre, quando i punti di monitoraggio
erano M1, M2 e M3, sono stati posti rispettivamente uguali a 40 e 8. La scelta
è stata fatta in considerazione del fatto che le simulazioni considerate sono affini
alla 507, perché accomunate dal tipo di corrente, dalla velocità del vento e da onde
aventi periodo, frequenza e altezza uguali. Ulteriore motivazione della scelta è il
fatto che il modello così costruito sarà poi applicato alla simulazione 507 stessa, col
fine di testare la capacità di generalizzare del modello in esame.
In questo caso, oltre a calcolare il coefficiente di determinazione R2 per confron-
tare i risultati ottenuti con il modello con i dati effettivi, è stato anche calcolato il
danno a fatica accumulato dal riser nei diversi punti critici, in corrispondenza delle
serie temporali delle loro tensioni. Ciò è stato attuato seguendo quanto riportato
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nel Capitolo 2, vedi 2.1.1, con la funzione 3.2, che fa uso del pacchetto Fatpack di
Python.
Codice 3.2: Funzione per il calcolo del danno a fatica dato un vettore di valori della
tensione y. I valori di m1 e loga1 sono stati sempre presi rispettivamente
uguali a 3 e 12.
1 def get_fat_damage(y,m1,loga1):
2 #First , we create an endurance curve with computed
Sc ,
3 #and using the hard -coded value Nc = 2.0e6
4
5 Sc = 10**(( loga1 -np.log10 (2.0e6)) / m1) # Nc = 2.0
e6 default value
6 curve = fatpack.LinearEnduranceCurve(Sc)
7
8 #then , we set the parameters according to Orcaflex
9 curve.m = m1
10
11 # Let us find the damage according to Miner ’s
12 # linear damage rule from a rainflow counted signal
y
13 S = fatpack.find_rainflow_ranges(y)
14 D = curve.find_miner_sum(S)
15
16 return D






è stato costruito un modello per il caso con M1 e M2 come punti di monitoraggio
(tabella 3.3) ed un modello per il caso con M1, M2 e M3 (tabella 3.4), secondo
quanto spiegato prima. Le tabelle riportano il numero di epoche che sono state
effettuate prima che l’addestramento venisse fermato dall’Early Stopping, assieme
all’errore quadratico medio e il coefficiente di determinazione calcolati sui dati di
test. In aggiunta, è stato calcolato l’errore relativo in percentuale tra il danno a
fatica corrispondente alle tensioni predette e quello reale, sempre sui dati di test,
ovvero le serie ottenute concatenando gli ultimi 20 minuti delle serie temporali. Per
farlo è stato fatto uso della funzione 3.2, con cui si sono calcolati i danni a fatica
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Dreal e Dpred (il primo relativo ai dati reali, il secondo a quelli predetti) e l’errore





Output Epochs MSE R2 Damage relative error
(kN2) (%)
A_ZZ_Outer_180 13 102 777,740 0,9405 9,69
B_ZZ_Outer_180 22 10 910,509 0,9925 0,84
C1_ZZ_Outer_180 14 7608,707 0,9631 1,71
C2_ZZ_Outer_180 11 25 302,918 0,9880 2,13
C3_ZZ_Outer_180 10 2350,622 0,7907 19,63
Tabella 3.3: Risultati per il caso con M1 e M2 come punti di monitoraggio. I model-
li costruiti per ogni variabile di output hanno tutti WindowLength=60,
LSTMnodes=15.
Output Epochs MSE R2 Damage relative error
(kN2) (%)
A_ZZ_Outer_180 6 131 405,628 0,9240 0,44
B_ZZ_Outer_180 14 16 528,632 0,9886 1,28
C1_ZZ_Outer_180 23 5028,663 0,9756 8,62
C2_ZZ_Outer_180 17 18 460,287 0,9913 1,83
C3_ZZ_Outer_180 4 1545,609 0,8625 6,99
Tabella 3.4: Risultati per il caso con M1, M2 e M3 come punti di monitoraggio. I
modelli costruiti per ogni variabile di output hanno tutti WindowLength=40,
LSTMnodes=8.
Per valutare la capacità di generalizzare di questi modelli, sono state fornite
loro in input le intere serie temporali degli spostamenti e delle rotazioni proprie
dello stato di mare rappresentato dalla simulazione 507. Si tratta di dati nuovi al
modello, ma probabilmente, date le analogie tra la simulazione 507 e le simulazioni
su cui si è attuato l’addestramento, con qualche somiglianza ai dati dell’insieme di
train.
Le tabelle 3.5 e 3.6 contengono l’errore quadratico medio, il coefficiente di
determinazione e l’errore relativo percentuale del danno a fatica calcolati per gli
output ottenuti.
Consideriamo, ad esempio, il modello con tre punti di monitoraggio avente come
output la tensione A_ZZ_Outer_180 nel punto critico A, a cui corrisponde la
prima riga della tabella 3.4. Ad esso sono stati fornite in input le serie temporali
degli spostamenti e delle rotazioni dei punti di monitoraggio M1, M2, M3 nel corso
di un’ora con stato di mare dato dalla simulazione 507. Gli output ottenuti sono
stati confrontati con quelli reali sempre per mezzo del calcolo di R2 e MSE ed è
stato inoltre calcolato l’errore relativo percentuale del danno a fatica. Tali valori si
trovano nella prima riga della tabella 3.6.
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Figura 3.9: Predizioni sull’insieme di test, ovvero le serie ottenute concatenando gli ultimi
20 minuti delle serie temporali, per il caso con tre punti di monitoraggio. Si
noti come dai grafici si possono visibilmente notare i sei intervalli distinti
concatenati. Questi grafici corrispondono ai risultati in tabella 3.4.
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Figura 3.10: Predizioni sulle serie temporali della simulazione 507 per il caso con tre punti
di monitoraggio. Questi grafici corrispondono ai risultati in tabella 3.6.
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Output MSE R2 Damage relative error
(kN2) (%)
A_ZZ_Outer_180 89 785,325 0,7617 17,90
B_ZZ_Outer_180 4574,972 0,9826 11,97
C1_ZZ_Outer_180 7004,776 0,6536 36,80
C2_ZZ_Outer_180 13 095,689 0,9333 7,32
C3_ZZ_Outer_180 375,144 0,3389 25,55
Tabella 3.5: Risultati ottenuti sulla simulazione 507 per il caso con M1 e M2 come
punti di monitoraggio.
Output MSE R2 Damage relative error
(kN2) (%)
A_ZZ_Outer_180 65 800,740 0,8251 28,18
B_ZZ_Outer_180 5394,394 0,9794 1,01
C1_ZZ_Outer_180 5205,759 0,7422 6,31
C2_ZZ_Outer_180 11 444,233 0,9416 10,25
C3_ZZ_Outer_180 248,818 0,5684 59,33
Tabella 3.6: Risultati ottenuti sulla simulazione 507 per il caso con M1, M2 e M3 come
punti di monitoraggio.
Si noti come i risultati ottenuti sulla simulazione 507 sono migliori rispetto a
quanto ottenuto prima per modelli addestrati su una singola condizione di mare.
I valori del coefficiente di determinazione R2 riportati nelle tabelle 3.5 e 3.6 sono,
infatti, più alti rispetto a quelli visibili sulle colonne rosse dei grafici nelle figure 3.8a
e 3.8c.
Questo suggerisce che, con molta probabilità, aumentando il numero di si-
mulazioni su cui effettuare l’addestramento delle reti del modello, si otterranno
miglioramenti nell’accuratezza delle previsioni. A questo punto, possiamo quindi
immaginare che effettuando il training su serie temporali create concatenando
tutte le simulazioni possibili (che come detto sono qualche centinaio), si ottenga
un modello capace di fare previsioni accurate per qualsiasi stato di mare. Tale
affermazione è ovviamente da verificare mettendo in pratica quanto ipotizzato.
Conclusioni
L’uso di un metodo ibrido ANN-FEM è stato studiato per capire se fosse possibile
diminuire i tempi per effettuare l’analisi a fatica di riser rispetto ai metodi che fanno
uso esclusivamente degli elementi finiti, senza perdite in termini di accuratezza.
Uno dei principali vantaggi dell’utilizzo di questa metodologia è che con un’u-
nica fase di addestramento viene realizzato un modello che può poi essere usato
per ottenere lunghe serie temporali predittive, praticamente senza nessuno sforzo
aggiuntivo dal punto di vista computazionale.
La teoria riguardante le recenti reti neurali ricorrenti LSTM, illustrata nel
Capitolo 1, è stata applicata per predire la tensione nei punti critici di un Lazy-
Wave Steel Catenary Riser (LWSCR) basandosi sugli spostamenti misurati tramite
sensori. Trattandosi di un modello ricorrente avanzato, le LSTM sono capaci di
cogliere le dipendenze a lungo termine tra i dati. La struttura dei vari nodi permette
a questo tipo di reti di imparare anche i dettagli più astratti a profondi. I dati
sintetici usati per l’addestramento e la valutazione delle reti sono stati ricavati
grazie a delle simulazioni effettuate col software OrcaFlex, descritto in 2.2.
È stata valutata la capacità predittiva delle reti LSTM applicate al problema
dell’analisi a fatica di un riser. È risultato che la presenza di alcuni sensori (quel-
lo posto nel punto di monitoraggio M2) la migliora e che, in generale, ne sono
sufficienti un paio per ottenere una previsione con coefficiente di determinazione
superiore a 0.9 per la maggior parte dei punti critici.
Per le simulazioni prese in considerazione, il metodo ibrido proposto produce buone
previsioni per i punti critici situati nella Touch Down Zone (TDZ) e nella zona in
cui sono installati i galleggianti. Di conseguenza, nella stima del danno a fatica
per queste regioni si compiono piccoli errori. Le differenze maggiori si verificano
per i punti critici della zona in prossimità del flex-joint, per i quali, in occasione
di lavori futuri, si potrebbe provare ad implementare modelli più complessi e con
più variabili, ad esempio con un numero maggiore di strati LSTM, per vedere se si
ottengono dei miglioramenti.
Possiamo concludere che, in generale, le LSTM forniscono buone performance pre-
dittive e sono in grado di catturare caratteristiche significative del sistema riser dai
segnali provenienti dai sensori per lo Structural Health Monitoring (SHM).
I risultati in termini di accuratezza ottenuti per diversi modelli creati, riportati
nel capitolo 3, rivelano che gli iperparametri giocano un ruolo importante nella
precisione delle previsioni. Una scelta accurata degli iperparametri implica mi-




Per aumentare la precisione nelle predizioni fornite dalle reti possono essere at-
tuati ulteriori studi riguardanti il numero e il posizionamento dei sensori per il
monitoraggio.
Inoltre, si è mostrato che per insiemi di train più ampi, ottenuti aumentando
il numero di simulazioni da cui ricavare i dati, è possibile ottenere previsioni
accurate anche per simulazioni relative a stati di mare diversi da quelli usati per
l’addestramento, seppur con qualche caratteristica comune. I risultati conseguiti
inducono a procedere in questa direzione, provando a testare i modelli su simulazioni
sempre meno simili a quelle usate durante il training, per vedere quanto riesce a
cogliere della loro natura. Si presuppone che, incrementando il numero di simulazioni
considerate per l’addestramento, includendo stati di mare sempre più eterogenei, la
capacità di generalizzare del modello aumenti. Ciò comporterebbe la capacità di
fare previsioni accurate per tutti i possibili stati di mare.
Una strada alternativa per degli sviluppi futuri potrebbe eventualmente basarsi
su quanto imparato riguardo alle modalità di usufruire dei dati provenienti dai
sensori ed ai setup ottimali di iperparametri per migliorare l’architettura dei modelli
usati. L’implementazione di modelli con un maggior numero di variabili, una
struttura più complessa, oppure delle peculiarità diverse (come il tipo di celle e di
funzioni di attivazione) potrebbe portare a predizioni più precise.
In aggiunta, si potrebbe proseguire il lavoro utilizzando dati reali provenienti
da sensori installati su riser in funzionamento.
Gli esiti questo studio incoraggiano a proseguire ed approfondire questo tema,
concentrando l’attenzione principalmente nel consolidamento di una procedura
automatica per la progettazione dell’architettura delle reti neurali, l’implementazio-
ne, l’addestramento e la valutazione, in modo da rendere l’applicazione di questa
metodologia più facile nella pratica.
Acronimi
Adam Adaptive Moment Estimation
Metodo iterativo per l’ottimizzazione di funzioni differenziabili, variante della Discesa
del Gradiente, che ad ogni iterazione effettua una media mobile esponenziale sia dei
gradienti che dei loro quadrati.
ANN Artificial Neural Networks
Modelli computazionali composti da neuroni artificiali, ispirati alle reti neurali biologi-
che.
DP Damage Prognosis
Stima della vita utile rimanente di un sistema basata sull’output di modelli che
sviluppano previsioni sul comportamento del sistema.
FEM Finite Element Method
Metodo numerico per la ricerca di soluzioni approssimate di equazioni differenziali
alle derivate parziali. La caratteristica principale del metodo è la discretizzazione
attraverso la creazione di una griglia (mesh) composta da primitive (elementi finiti) di
forma codificata. Su ciascun elemento caratterizzato da questa forma elementare, la
soluzione del problema è assunta essere espressa dalla combinazione lineare di funzioni
dette funzioni di base o funzioni di forma (shape functions).
FPSO Floating Production Storage and Offloading Unit
Unità galleggiante di produzione, stoccaggio e scarico. Trattasi di una nave ancorata
a cui sono collegati condotti per l’estrazione e l’iniezione di gas, acqua e petrolio
attraverso pozzi situati sui fondali marini.
LSTM Long Short-Term Memory
Particolari reti neurali ricorrenti dotate di una struttura che permette loro di cogliere
dipendenze a lungo termine nei dati.
LWSCR Lazy-Wave Steel Catenary Riser
Particolare installazione di un riser, caratterizzata dalla presenza di una zona con
galleggianti che induce una curva lungo il tubo col fine di ammortizzare le sollecitazioni
e dona ad esso la caratteristica forma a "S".
MSE Mean Squared Error
Indica la discrepanza quadratica media fra i valori dei dati osservati ed i valori dei









RNN Recurrent Neural Networks
Reti neurali artificiali in cui i valori di uscita di uno strato di un livello superiore
vengono utilizzati come valori di ingresso in uno strato di livello inferiore.
SGD Stochastic Gradient Descent
Metodo iterativo per l’ottimizzazione di funzioni differenziabili che si muove lungo la
direzione di discesa del gradiente della funzione da minimizzare. Ad ogni iterazione,
la soluzione corrente viene aggiornata utilizzando il gradiente calcolato su un piccolo
sottoinsieme casuale di punti.
SHM Structural Health Monitoring
Processo di implementazione di una strategia di identificazione dei danni per infra-
strutture aerospaziali e civili e sistemi meccanici.
TDZ Touch Down Zone
Zona in cui il riser entra per la prima volta in contatto con il fondale marino.
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