An extensive line of research has examined linkages among spatially-distinct markets. We apply semiparametric, generalized additive vector autoregressive models to a consideration of basis linkages among North Carolina corn and soybean markets. An extensive suite of linearity tests suggests that basis and price relationships are nonlinear. Marginal effects, transmission elasticities, and generalized impulse responses are utilized to describe patterns of adjustment among markets. The semi-parametric models are compared to standard threshold vector autoregressive models and are found to reveal more statistical significance and substantially more nonlinearity in basis adjustments. Marginal effects are nonlinear and impulse responses suggest greater adjustments to extreme shocks and asymmetric adjustment patterns. The results provide evidence in favor of efficiently linked markets.
The empirical literature addressing the behavior of commodity prices over time and across spatially-distinct markets has grown substantially and remains an important research question. A fundamental axiom of economics-the "Law of One Price"-underlies the arbitrage behavior thought to discipline and characterize such relationships. This literature has progressed from a simple consideration of correlation coefficients and linear regression models to classes of models that address particular time-series properties of price data and consider nonlinear price linkages.
In many cases, it is reasonable to assume that commodity prices act in a way that is consistent with stable behavior around a shifting or breaking mean. In recent years, the literature analyzing this phenomenon has focused on models capable of accommodating regime change and mean-shifting behavior in order to determine the nature and character of price relationships, and of changes in prices over time and across different markets. This mean-shifting behavior and the reasons behind these price movements have been addressed through the application of various specifications and econometric techniques (see, e.g., Ng and Voselgang 2002; Enders and Holt 2012; Enders and Holt 2014b; Holt and Ter€ asvirta 2012) . Enders and Holt (2012) applied nonstructural time series models, namely standard vector autoregressive models (VAR) and a more flexible shifting mean VAR (SM-VAR) approach, which allowed for smoothlyshifting means. These authors incorporated the methods developed by Bai and Perron (1998, 2003) , Becker, Enders and Hurn (2004) , Becker, Enders, and Lee (2006) , and Gonzalez and Ter€ asvirta (2008) to capture the timing and to describe the nature of structural breaks (shifts) in price relationships for a variety of commodity markets.
This literature has evolved to consider new methods for statistically testing structural
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Economics at North Carolina State University. Riquelme is an assistant professor on the Facultad de Economia y Negocios of the Universidad de Talca, Chile. Goodwin's research was supported by the NC Agricultural Research Service, the U.S. Forest Service, and BARD Grant No. IS-4693-14. Correspondence to be sent to: barry_goodwin@ncsu.edu. change and mean-shifting behaviors. Chow tests with known break points have evolved into tests of discrete and gradual conditional mean shifting with unknown break points and variable speeds of adjustment among regimes. These tests address the widelyrecognized problems associated with nonstandard test statistics and parameters that may be unidentified under null hypotheses. A variety of alternative tests for (non-) linearity have been developed and are often used to detect departures from linearity in empirical models.
Linkages among spatially separated markets for a homogeneous commodity are often examined in an attempt to characterize relationships among such markets and the overall functioning of an aggregate market. As Fackler and Goodwin (2001) note, the strength of such linkages and the extent to which isolated shocks are transmitted to other spatially-distinct markets remains an important indicator of market performance and "efficiency." If spatially separated markets exist in isolation and do not respond to aggregate or localized shocks, barriers to trade such as poor infrastructure, tradeinhibiting government policies, and limited transfer of market information may exist.
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These efficiency issues are often a particular concern in developing economies, where poor infrastructure may inhibit spatial trade. However, evaluation of market integration is often used to investigate performance and behavior in all types of markets for spatiallytraded goods.
This article proposes a new class of semiparametric time series models that accommodate nonlinear price adjustment behavior of an a priori unknown type in a vector autoregressive modeling framework. This approach is viewed as a natural next step in the evolution of nonlinear time-series models of spatial and regional price behavior. To this end, recent advances in semi-parametric modeling that have developed methods for additive models consisting of a mixture of parametric and nonparametric components are considered. These vector autoregressive models adopt the Generalized Additive Models (GAM) specification and estimation procedures proposed by Hastie and Tibshirani (1986) , Yee and Wild (1996) , Linton (2000) , and Yee and Hastie (2003) . In particular, the penalized, iterativelyreweighted maximum likelihood algorithms developed for GAM model estimation by Wood (2004) are used to estimate a fully flexible semi-parametric model of spatial price relationships. The estimates reveal significant evidence of nonlinear patterns of adjustment and nonlinear trend effects.
The application in this paper is to daily price data collected from a number of important, spatially-distinct North Carolina corn and soybean markets. Versions of these price data have been previously utilized to evaluate regional price linkages and spatial market integration (see, e.g., Goodwin and Piggott 2001 , Sephton 2003 , and Greb et al. 2013 . Nonparametric marginal effects and impulse response functions are used to evaluate the dynamics of regional price adjustments to localized shocks in individual markets. Implications for regional price adjustments and, in particular, adjustments during periods of large swings in prices, are discussed. We depart from existing research on this topic in one important way. We consider price linkages among basis series in local markets. Prices are adjusted by subtracting the (logarithmic) futures prices from each (logarithmic) local price before comparisons are made. This is done to address concerns that spatial linkages may be heavily dependent upon movement in the aggregate market.
Several characteristics of the agricultural industry in North Carolina make this application particularly interesting. According to the 2012 Agricultural Census, North Carolina is the second-largest producer of hogs and turkeys, and the fourth-largest producer of broilers and chickens among U.S. states. However, the state is only the eighteenthlargest producer of corn and the fifteenthlargest producer of soybeans. The implication is that the state typically has a huge deficit in corn and soybeans and is very dependent upon a well-functioning transportation system to distribute grain from growing areas and within the state. The specific markets considered here are spatially dispersed, ranging from 86 to 277 highway miles apart.
The Law of One Price (LOP) has been extensively investigated because it has important implications both for economists and traders. The law implies that no persistent opportunities for profitable spatial arbitrage exist. It may also have policy implications in that it provides an empirical measure of market interactions that may help policymakers to determine and evaluate regional and international trade policies. The general conclusion underlying this broad conjecture is that prices for homogenous products at different geographical locations should not differ more than transport and transaction costs, which include such things as freight costs, insurance, and contract fees. An obvious reason why the prices of homogenous products may not be the same in different locations is due to the aforementioned transaction and transport costs and other impediments to trade such as tariffs and quotas. As a result, deviations from the LOP may contain significant nonlinearities and may exhibit persistent departures from parity conditions. Transactions costs are typically unobservable (at least partially) but nonetheless may impact spatial trade and price behavior. The presence of such transactions costs has typically been represented using nonlinear models, where nonlinearities reflect the fact that price adjustment patterns may be different for large shocks than for small ones. Specifically, shocks large enough to imply profitable spatial arbitrage may evoke significant responses in regional markets whereas small shocks that are not significantly larger than transactions costs may not evoke equilibrating price responses.
Most recently, following these theoretical arguments, several studies have employed nonlinear models to investigate the validity of the LOP. Among these studies are those by Michael, Nobay, and Peel (1994) , Obstfeld and Taylor (1997) , Taylor (2001), and O'Connell and Wei (2002) . In these studies, the nonlinear nature of the adjustment process is generally investigated in terms of some version of a threshold autoregressive (TAR) model. The studies provide cumulative evidence in favor of the threshold-type nonlinearity in deviations from the LOP.
Among the studies that use variants of discrete threshold models are Balke and Fomby (1997) , Goodwin and Piggott (2001) , Lo and Zivot (2001) , Sephton (2003) , and Park, Mjelde, and Bessler (2007) , all of whom have found support for the validity of LOP and the presence of threshold effects. Additionally, these studies conclude that the path of adjustment to equilibrium often depends on the size of the shock introduced into the system. However, reasons exist to think that the patterns of price adjustment in the markets are smooth rather than discrete, despite the discrete nature of the observed economic behavior underlying the adjustments, that is, arbitrage is either profitable or not, (Goodwin, Holt, and Prestemon 2011) . This smoothness reflects the fact that market prices typically represent the aggregated actions of a number of individual traders. The literature has progressed to reflect the use of smooth transition models instead of discrete models of transition (see, e.g., Goodwin, Holt, and Prestemon 2011) . The semiparametric models considered in this paper admit various forms of regime changes, which may occur gradually or at discrete points in time.
Econometric Methods
Our empirical approach considers two related methodologies. Following a well-established and voluminous literature, we consider discrete threshold models. Such models have been widely applied to considerations of spatial price linkages, including applications to some of the same markets considered here (e.g., Goodwin and Piggott 2001 , Sephton 2003 , and Greb et al. 2013 ). We evaluate both bivariate and trivariate analyses of spatially separate markets. We then consider fully nonlinear, semi-parametric models.
In contrast to existing research, we consider local basis series (defined as the difference between [logarithmic] local prices and contemporaneous prices on the CBOT/CME) rather than just local prices.
3 This has two important implications for our analysis. First, one would expect basis relationships to be stationary. If not, the prices could drift the time of year. For example, they show that soybean basis in Fayetteville, North Carolina, is weakest (and negative) in the fall and strongest in the late summer. 3 We are grateful to an editor for suggesting this approach. Gospodinov, Herrera, and Pesavento (2013) suggests that estimates based on the VAR model in levels are typically more accurate than estimates from models selected on the basis of pretesting.
The next step in our analysis involves a consideration of a suite of tests intended to detect departures from linearity in conventional time-series models. A variety of (non-) linearity tests were conducted for the price data. A standard "self-exciting" threshold autoregressive (SETAR) model of the form applied to prices in spatially-distinct markets by Goodwin and Piggott (2001) was considered for each of the market pairs. This specification is given by: We also applied two versions of neural network tests of linearity. The linearity test of Ter€ asvirta, Lin, and Granger (1993) is based upon a Taylor-series expansion of a neural network model with a single hidden layer. Linearity is implied if the optimal weights of the network are zero. The neural network is defined using logistic activation or "squashing" functions.
5 White's (1989) test is identical except that it tests the activation functions directly without the series expansion.
Finally, we considered multivariate threshold VAR models containing all three prices. In this case, we utilized the lagged residual from a regression of one price (Candor for corn and Fayetteville for soybeans) on the other two prices as a forcing variable (i.e., the variable used to identify the thresholds). Hansen's multivariate test is applied to the 3-variable threshold VAR (TVAR) model. This specification is analogous to the vector error correction (VECM) models often applied to spatial price models. In the SETAR and TVAR threshold models, we consider specifications with both one and two thresholds.
Nonparametric regression allows the assumption of linearity to be relaxed, which may be proper for many economic relationships, thus allowing a visual exploration of the data to uncover structure that might otherwise be missed when evaluated in a parametric form. It is widely recognized that many forms of nonparametric regression do not work well when the number of independent variables in the model is large. In such cases, a large data set is needed to avoid the "curse of dimensionality," which is defined as the problem of rapidly increasing variance as the number of parameters increases (i.e., as the flexibility of a specification is increased).
Another pitfall of using nonparametric regression is that the results and the implications for economic relationships among variables may sometimes be hard to interpret.
To overcome these problems, Stone (1985) proposed additive models that adopt an additive approximation to the multivariate regression function. By doing so, the curse of dimensionality problem is overcome because each individual additive term is estimated using a univariate smoother separately, and the approximation is obtained locally rather than universally. The aforementioned interpretation problem is avoided as the estimates of the individual terms explain how the dependent variable changes with the independent variables.
Extensions of additive semi-parametric models that are valid for a wide range of distributional families such as the exponential have been proposed by Hastie and Tibshirani (1986) through the application of Generalized Additive Models (GAM) that enable the mean of the dependent variable to depend on an additive predictor through a linear or nonlinear link function. The basic GAM modeling framework used to investigate the basis relationships may be stated as follows. Let y be a response random variable (prices for example) and x 1 ; x 2 ; . . . x p be a set of predictor variables (such as related basis and lagged values). A regression procedure can be viewed as a method for estimating the expected value of y conditional on the values of x 1 ; x 2 ; . . . x p . The standard linear regression model assumes a linear form for the conditional expectation:
The additive model generalizes the linear model by modeling the conditional expectation as a sum of smooth functions of the covariates. Wood (2004) presents the following model:
ð3Þ EðyÞ l; and
where i follows a specific parametric distribution (Gaussian in our case), gðÁÞ is a monotonic link function (linear in our case), and sðÁÞ represents smoothed nonparametric functions of the covariates. Specific models may contain the smoothed functions alone or may include combinations of linear and smoothed covariate terms. The smoothing functions sðÁÞ are nonparametric and are estimated using one of a variety of nonparametric methods, such as local polynomials, running mean and median smoothers, nearest neighbors, or splines. Additive models have the advantage of avoiding overfitting since all smoothing is done nonparametrically. The additive framework also has an advantage, as noted by Yee (2015) , of being straightforward to interpret. Each effect can be evaluated while holding all other covariates constant. The cost of such simplicity is that interactions among covariates are less easily represented. If a parametric distribution is specified for the distribution of i , it is straightforward to define a likelihood function and proceed with estimation methods that are analogous to maximum likelihood (as well as standard regression).
6 Yee and Wild (1996) discuss iterative reweighting estimation procedures for vector generalized additive models. We utilize thin plate regression splines with penalized higher-order derivatives of the basis functions applied to a set of 2,000 equallyspaced knot points. Thin plate splines are represented as a sum of radial basis functions, the parameters (a subset of a) of which are estimated using penalized regression methods. The radial basis functions are kernels of the form
where uðjjx À x 0 jjÞ ¼ jjx Àx 0 jj 2 log ðjjx À x 0 jjÞ, x 0 is a reference point, jj Á jj 2 is the Euclidean norm, and a i terms represent basis function parameters to be estimated.
7 A nonparametric additive model can be estimated by 6 Yee (2015) notes that this approach is only "quasi-maximum likelihood" as the error term does not have a precise parametric definition in nonparametric models. Estimation methods estimate parameters under the assumption that the likelihood function depends only on the first two moments.
7 Detailed discussions of thin-plate splines are contained in Bates et al. (1987) , Wahba (1990) , and Wood (2003) . The use of thin plate regression splines rather than thin plate splines, which essentially have knots at every point, is made to make nonlinear estimation possible. A thin plate spline applied to a data set of size n will have n -1 basis functions, making estimation very complex. standard ordinary least squares or maximum likelihood methods by choosing the basis function parameters that minimize jjy À sðxÞjj 2 , where sðx p Þ is a vector of splines.
8 The shortcoming of this approach is that there is nothing to control the smoothness of s(x). To this end, a penalty is applied and the basis functions are estimated by minimizing
where J m is a penalty comprised of derivatives m and higher of the s(x) functions. 9 Our application limits the penalty to second derivatives of the spline. In the case of multiple (p) covariates in an additive model and thus multiple one-dimensional splines arranged in an additive form, a p-dimensional set of k i smoothing parameters must be specified.
If we define LðaÞ to be the log of the likelihood function for a given parametric distribution, conditional on a set of given smoothing terms k, we can write the penalized maximum likelihood estimation (MLE) problem in a form entirely analogous to least squares regression:
where LðaÞ represents the standard log likelihood function without penalty, LðaÞ 0 À J k a is the gradient of the likelihood function, and L 00 ðaÞ À J k is the corresponding Hessian matrix. In an approach entirely analogous to ordinary least squares, the parameters a can be estimated as
which implies an influence matrix of
, which is equivalent to the OLS version with the addition of the penalty matrix.
The influence matrix plays an important role in developing a metric for use in estimating the smoothing terms k, which have until now been assumed to be given, as well as providing a measure of the degree of nonlinearity inherent in the response. The dimension of the basis functions must be truncated at some point. We allow for a maximum rank of 9 for J k .
10 A variety of methods can be used to estimate smoothing terms. We consider an out-of-sample generalized cross-validation (GCV) approach. The GCV model evaluation criterion chooses the k that minimizes
where tr is the trace of the matrix. The numerator represents the squared difference between actual and observed values of y. Once basis parameters and smoothing terms are estimated, the effective degrees of freedom for the entire model is given by the trace of the influence matrix (trH k ). Each spline term has an effective degrees of freedom given by the trace of the submatrix of the influence matrix that corresponds to each particular spline. Thus, DF j ¼ trðH jk Þ and the sum of the degrees of freedom for each component is equal to the trace of the entire influence matrix, which is equivalent to the sum of individual component degrees of freedom, and the degrees of freedom corresponding to parametric estimates (an intercept and dispersion parameter in our application). The derivative-based penalties can also be summed across individual splines to yield an overall roughness penalty. The dispersion parameter in our application of a normal likelihood function corresponds to the estimated model standard error r. Each equation of the model also contains an additive intercept term. A nonlinear response is implied for values of the effective degrees of freedom parameter that are greater than one. Nychka (1988) has shown that a conventional Bayesian covariance matrix of the form
can be used to derive confidence intervals and significance tests that are consistent with a frequentist interpretation. This yields a 8 A point of clarification regarding nomenclature is helpful. In reference to market prices, basis is the difference in a local price and a futures price. In the terminology of splines, basis functions are the individual piecewise polynomials that make up the splines. Despite the common terminology, the concepts are distinct.
9 Thin-plate splines may include multiple covariates. We restrict the additive model to one-dimensional splines. In this case, the penalty for each sðx i Þ term is
The empirical results presented below were not sensitive to allowing a higher dimension basis. direct test of statistical significance of each individual effect.
As noted, interpretation of the results depends on the effective degrees of freedom parameters (which indicate the implicit nonlinearity in the responses). We also consider the estimated marginal effects, which vary across the distribution of each variable, and derivatives of the marginal effects (@sðx i Þ=@x i ), which indicate the effect of changes in a covariate (a lagged logarithmic price) on the dependent variable (a current logarithmic price).
11 The aforementioned presence of unobservable transactions costs suggests that these derivatives should suggest greater response to bigger price changes. In particular, the price transmission elasticities should reflect greater adjustment when price shocks are large. In comparison, price elasticity estimates in a standard linear (in logarithms) VAR model will yield a constant elasticity. In cases where the effective degrees of freedom parameter approaches one, the response is equivalent to a linear model and a constant elasticity is implied.
For each spline, the GCV metric is used to identify the optimal smoothing parameters and thus the effective degrees of freedom. The smaller is the smoothing parameter, the less smoothing that is applied and thus the more nonlinear will be the spline function and the larger will be the effective degrees of freedom. Likewise, a smaller roughness penalty corresponds to less of a penalty, a higher effective degrees of freedom, and a smaller smoothing parameter.
In addition, we pursue generalized impulse response functions. With such nonlinear models, the nature of such responses may depend upon the timing, size, and direction of the shock. We consider 1% positive and negative shocks to each basis series and evaluate the impulses. A generalized impulse is given by:
where g ¼ þ= À :01 in our application. As Koop, Pesaran, and Potter (1996) note, a variety of different generalizations of standard impulse responses can be considered for nonlinear models. Following Goodwin and Piggott (2001) , we evaluate the impulse responses at the last observation. This is necessitated by the very long computational time required for each replication of the model.
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To summarize, we apply generalized additive modeling techniques to generate a fully nonparametric (in additive form) vector autoregressive model of local basis for corn and soybeans. To our knowledge, this is the first application of such nonparametric modeling techniques to a general model of spatial price behavior. This application provides insights into spatial linkages among an important set of regional agricultural markets and adds to the growing body of research applying nonlinear estimation techniques to models of spatial price parity. We also estimate threshold vector autoregressive (TVAR) models in the spirit of Goodwin and Piggott (2001) , Sephton (2003) , and Greb et al. (2013) , who applied TVAR models to allow for nonlinearities among similar prices for corn and soybeans in North Carolina. The TVAR estimates and specification testing results provide a benchmark against which the VGAM model results can be compared. Price responses to changes in other prices are interpreted through marginal effects, nonparametric price transmission elasticities, and generalized impulse responses.
Data and Empirical Application
Our application is to daily corn and soybean prices observed at three commercially important North Carolina markets. Corn prices were obtained at Candor, Cofield, and Roaring River, whereas the prices for soybeans were quoted at Fayetteville, Cofield, and Norwood. The price data span the period of January 1, 1990 to February 23, 2017. On holidays where all prices were missing in each of the markets mentioned, the observations were omitted from the sample and a smooth 11 The derivatives represent basis transmission elasticities (e ij ¼ @ log ðp i t Þ=@ log ðp j tÀs Þ), which are allowed to vary in a nonparametric fashion across the span of each covariate. 12 Confidence intervals on the VGAM impulses are calculated using 500 replications of size n (n¼6,673 for corn and 6,436 for soybeans) with replacement. Impulses for each replication are generated and used to define a 90% confidence interval for the responses. For the TVAR model, the covariance matrix of the parameter estimates, conditional on the thresholds, is used to generate Monte Carlo simulation estimates of the impulses. In each case, prices with and without a shock are dynamically forecasted 48 days into the future and the impulse is given by the difference in forecasts. continuity of the prices was assumed. In cases where individual prices were missing, cubic spline interpolation was used to replace missing values.
13 Logarithmic transformations of the basis series are the focus of the empirical analysis, and the aforementioned cities were chosen on the basis of market prominence and data availability. Data availability largely reflects the prominence and durability of individual markets. Cofield and Fayetteville are located in the eastern part of North Carolina-a region with a significant concentration of swine operations. Candor and Norwood are located in central North Carolina, while Roaring River is in the western part of the state. The central and western regions have significant concentrations of poultry operations. The three corn markets and the Cofield soybean market are feed mills, while Fayetteville is a soybean processor and Norwood is a country elevator. Individual market volumes waxed and waned as the animal industry developed in North Carolina over the sample period, with some markets closing and others opening over time.
14 It should be noted that, in addition to barriers to trade and arbitrage among local markets, deviations from the law of one price in comparisons involving futures prices could also reflect low liquidity or other barriers to adjustment in futures markets.
15 Figure 1 illustrates the time series of daily prices over the period of study. The prices are clearly closely related (often indistinguishable) and considerable periods of high volatility are noted in both series. We utilize nearby daily futures prices collected from the corn and soybean futures exchanges to measure the aggregate market. The futures prices are taken for the nearby (closest to expiration) contract and are rolled over to subsequent contracts on the last trading day of the month prior to expiration. Basis is defined as the local spot price minus the corresponding futures price. Basis tends to reflect local supply and demand conditions and thus may be low (or negative) immediately following harvest but may rise in the months prior to harvest, reflecting the relative scarcity of corn and soybeans. Differences in basis reflect the transactions costs for trading grain across local markets and basis levels, which are usually positive for these markets, and which tend to reflect the costs of importing grain from U.S. hinterland markets to North Carolina. The basis may fluctuate in response to local barriers to trade, such as transportation regulation and local logistical constraints, including storage capacity, as well as localized shocks reflecting regional shortages or surpluses of the commodity. Differences in seasonality across markets may also result in changes in local basis.
The first step in our analysis is to consider the individual time-series properties of the price data. Logarithmic prices, including the futures prices, were found to be highly nonstationary in every case. However, as would be expected, basis was found to be stationary in every case. 16 We then considered linkages among pairs of logarithmic prices. We considered comparisons for logarithmic prices without basis adjustments and for local market basis. Table 1 presents the results of an evaluation of price linkages, through regression models of pairs of logarithmic prices. The regression models confirm a very strong relationship among individual pairs of prices, with intercept terms close to zero and price transmission parameters very close to one. Further, the regression models display very high R 2 values, confirming the strength of daily spatial price linkages. Engel-Granger/ Augmented Dickey-Fuller tests of the stationarity of the residuals were also conducted and strongly support the existence of a stable long-run relationship among pairs of prices. When the analysis is conducted for the basis series, the transmission elasticities are much smaller, indicating imperfect pass-through of basis shocks. The basis transmission elasticities range from 0.5 to 0.6 and the regression R 2 values are much smaller. We then consider multivariate cointegration tests for the sets of logarithmic corn and soybean prices (three local markets and the relevant futures price). The results are presented in Table 2 . Complete integration of markets would suggest that every pair of prices should be cointegrated, or that there should be three unique cointegrating vectors for the sets of 13 In the case of Norwood soybeans, we also used a regression on the nearby market of Lumberton, which has nearly identical prices. In no case were more than 5% of the daily prices missing for any of the markets considered here.
14 Maps illustrating the location of the markets and the spatial distribution of feeding operations are presented in the online supplementary appendix. 15 We are grateful to an anonymous referee for pointing this out. 16 Unit root tests are not presented here but are available in the online supplementary appendix. four prices. We considered both the trace and maximum Eigenvalue tests of Johansen (1991) . In each case, the results indicate three unique cointegrating relationships and thus confirm that the local markets are linked together and that all of the markets are linked in the long-run to the futures prices.
The suite of nonlinearity tests described above was applied to the basis series. The testing results are presented in table 3. The tests strongly reject linearity in every case. The threshold models find two statisticallysignificant thresholds for each comparison. The multivariate TVAR models also reflect two Semi-Parametric Models of Basis Dynamicssignificant thresholds. In the case of the trivariate corn basis VAR model, the two thresholds were at {-0.0389, 0.0560}, which defines three regimes having 6.2%, 91.6%, and 2.2% of the observations in each regime. For soybean basis, we found optimal thresholds at {À0.0296, 0.0542} in the three-variable model, which defines three regimes of 2.2%, 95.8%, and 2.0% of the observations. These results indicate different patterns in adjustment, depending on the level of basis differences relative to the thresholds. These results are similar to those revealed in other threshold analyses, where large but infrequent deviations from parity trigger different patterns of adjustment and small differences correspond to limited adjustment and no spatial trade since transactions costs exceed the price (basis) differentials. The test results favor two thresholds over one, with one typically negative and another positive. This may reflect bidirectional trade between local markets, with commodity flowing from markets with lower prices to those with higher prices. In light of these findings, we estimate both a two-threshold VAR model and the semi-parametric VGAM models. Impulse response analysis is used to describe the patterns of adjustment implied by the estimated models. Note: Superscript a indicates that basis (local price minus CME price) is stationary in every case. Thus, no cointegration tests are presented.
The vector generalized additive vector autoregressive (VGAM) models were estimated using the penalized maximum likelihood procedures described above. 17 We assumed Gaussian distributions for the error structure. We also estimated a threshold vector autoregressive model using the same general specification and error structure. All lagged price effects are allowed to have fully nonparametric effects in representing price dynamics. Simple parametric intercept and dispersion terms are also included in the model. Consideration of Schwartz-Bayesian criteria indicated lag orders of 2-3. We choose a lag order of 2 for both models in light of the analytical complexity of the VGAM model, and to permit a straightforward comparison to the TVAR model. Tables 4 and 5 present the estimated parameters and implied degrees of freedom parameters for the VGAM models. Although the penalized likelihood function is quasimaximum likelihood, a heuristic likelihood test of linearity can be derived by considering the difference in likelihood functions and degrees of freedom in a comparison to a linear VAR model. In every case (see tables 4 and 5), the associated likelihood ratio test statistic is highly significant. The marginal effects of the lagged prices and thus the dynamic patterns of adjustment are best interpreted through a consideration of the smoothed response over the ranges of the explanatory factors. Figures 2 and 3 present the marginal effects and first derivatives that correspond to price transmission elasticities with 95% confidence intervals. In the case of linear responses, such as that in panel (b) of figure 2 (Candor's response to the lagged Cofield corn price), a constant price transmission elasticity is indicated. These responses are normalized about the mean values of the explanatory factors. The confidence bands are narrowest at the mean values and are, of course, wider for less statistically significant spline effects, as reflected in the F-statistics in tables 4 and 5. Note that the additive nature of the models does not allow explicit interaction terms among contemporaneously dated variables. However, the time-series structure of the VGAM models does allow for rich dynamics across the markets. As would be expected, Note: Superscript a indicates that Johansen's test evaluates the rank of the cointegrating relationships among several variables. In the case of perfect integration of k markets, one would expect to find k -1 unique cointegating relationships. Our testing results confirm this and thus support spatially integrated markets. 17 We used the GAMPL procedure of SAS and the vecgam package in R, written by Yee (2017) , to estimate the models. Threshold models were estimated using the R package tsDyn, written by Stigler (2018) , and the MODEL procedure of SAS. Nonlinearity tests were conducted using the tseries package of R, written by Trapletti, Hornick, and LeBaron (2018) . 18 Note that the TVAR is not nested in the VGAM model and thus a likelihood ratio test cannot be derived. Parameter estimates for the TVAR models are not of particular interest in and of themselves and are not presented here but are included in the online supplementary appendix. ............................................................................................................. ............................................................................................................. and in a manner consistent with standard linear VAR model parameters, the largest and most statistically significant effects occur in the once-lagged own values of each variable.
The derivatives indicate that significant nonlinearities appear to arise in the case of extreme basis changes.
19 This is consistent with the results of other nonparametric models of price responses, including those of Mancuso, Goodwin, and Grennes (2003) and Serra et al. (2006) . In the case of corn markets, extreme lagged price decreases appear to trigger much greater corresponding responses in the current price than is the case for smaller changes and for changes corresponding to price increases. This is reflected in the substantial drop in the elasticities on the left portions of the response diagrams. Marginal responses for soybeans are similar but tend to indicate somewhat less nonlinearity in adjustments. In several cases, extremes in lagged basis tend to correspond to greater adjustments in current basis. This significant nonlinearity is typically apparent for both large and small basis changes (see, e.g., panels (h), (k), and (o) of figure 3 ). Marginal responses having confidence bands that are very wide and/or that fully encompass zero correspond to a lack of statistical significance. In most cases, own-and cross-price effects are statistically significant for values away from the mean. The overall patterns of adjustment are best represented using dynamic, generalized impulse responses. Figure 4 presents dynamic impulse responses for the TVAR models of corn and soybean basis. 20 As noted above, we consider dynamic impulse responses evaluated at the last observation for both the TVAR and VGAM model specifications. In the case of the TVAR model, the vast majority (greater than 90%) of the observations fall into the middle regime and thus the parameter estimates for this regime characterize the typical behavior of the markets' basis. This is not to imply that nonlinear responses may not be reflected in the impulse responses, but the responses to positive and negative 1% shocks appear symmetric, likely indicating that the responses apply to a single regime (i.e., that no regime change occurred over the 48-day period following the shock). The TVAR model responses are largely consistent with integration among the basis terms in that basis tends to settle to similar levels following shocks. However, the responses to basis shocks across markets (not presented here) are typically not statistically different from zero, which is not favorable toward market integration. Of course, as these results apply largely to the middle regime between very large and very small departures from a longrun equilibrium, one may not expect the responses to reveal significant adjustments.
Figures 5 and 6 present dynamic, generalized impulse responses calculated from the VGAM semi-parametric models. Two results are immediately notable. First, substantial asymmetries in patterns of adjustment exist in response to 1% shocks of opposite sign. Even in those cases where the pattern of the response is symmetric, the extent of long-run adjustment is often quite different. For example, the Roaring River corn basis responses to Cofield shocks (panel (f) of figure 5) are of a similar shape but indicate a much greater response to a negative shock than to a positive shock of the same magnitude. Second, the results reveal a higher degree of statistical significance in the responses in that the confidence intervals are considerably more narrow and usually do not encompass zero. The results are largely consistent with integrated markets where shocks of a given size and magnitude to one market tend to evoke long-run equilibrating adjustments such that basis in other markets tends to settle at a similar level. The own-price responses are much more statistically significant than is the case for cross-price effects, a result that is consistent across all models considered. Of course, the greater degree of nonlinearity reflected in the semi-parametric models certainly suggests that shocks at different times and of different signs and magnitudes could reflect different patterns of adjustment.
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Figure 6. VGAM model: soybean price responses to 1% positive and negative soybean price shocks 21 Future research will certainly benefit from considering generalized impulse responses evaluated at all observations. The very long computational time associated with estimation and bootstrapping necessarily limits the impulse response analysis.
In sum, our results are largely consistent with prior research that has examined many of these same markets, albeit over different periods and without the adjustments for futures market prices. Consistent with the results of Goodwin and Piggott (2001) , Sephton (2003) , and Greb et al. (2013) , we find evidence of significant nonlinearities in patterns of spatial basis adjustment in local markets for corn and soybeans in North Carolina. Impulse responses indicate that the responses are largely symmetric in the case of threshold VAR models. Conversely, varying degrees of nonlinearity and asymmetry are indicated by the VGAM models. We view the application of generalized additive vector autoregressive models to be a natural next step in the growing body of literature that addresses nonlinear patterns of price adjustments and market integration.
Concluding Remarks
Following a long line of research into nonlinear time-series models of spatial price parity and market integration, we apply semiparametric, generalized additive vector autoregressive models. We also consider threshold models, which have been frequently applied to analysis of spatial market integration that are compared to the fully flexible, vector generalized additive autoregressive models. Our application is to basis series for three North Carolina corn and three North Carolina soybean markets. We find significant evidence of nonlinear patterns of adjustment across markets in response to exogenous shocks to basis. Marginal effects in responses and corresponding derivatives (price/basis transmission elasticities) are typically nonlinear and suggest greater adjustment to extreme basis shocks. Generalized impulse response functions provide evidence in favor of efficiently linked markets and nonlinear responses. In particular, exogenous shocks tend to lead to relatively homogeneous adjustments to basis in spatiallyseparated markets. The semi-parametric VGAM models generally reveal more statistical significance and substantially more nonlinearity in adjustments than is the case for the threshold VAR models.
Future research may benefit from considering the impacts of specific shocks at specific periods of time in the data, or from considering an aggregate of responses across all observations. A number of nonparametric spline alternatives could be used to define richer (more flexible) empirical models. In particular, multivariate splines allowing for contemporaneous interactions and thin plate splines that are not dependent upon knots could be used to potentially expand the scope of the VGAM models. Likewise, implications of market basis integration for spatial linkages also raises a number of questions, including seasonality, variable transportation costs, and structural breaks. These issues remain important topics for future research.
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