Due to the openness of online social networks (OSNs), they have become the most popular platforms for people to communicate with others in the expectation of sharing their opinions in a trustworthy environment. However, individuals are often exposed to a wide range of risks posed by malicious users who spread various fake information to achieve their vicious goals, which makes the concept of trust a vital issue. Most of the existing research attempts to construct a trust network among users, whereas only a few studies pay attention to analyzing their features. In this paper, we propose a trust evaluation framework based on machine learning to facilitate human decision making by extensively considering multiple trust-related user features and criteria. We first divide user features into four groups according to the empirical analysis, including profile-based features, behavior-based features, feedback-based features, and link-based features. Then, we design a lightweight feature selection approach to evaluate the effectiveness of every single feature and find out the optimal combination of features from users' online records. We formalize trust analysis as a classification problem to simplify the verification process. We compare the performance of our features with four other feature sets proposed in the existing research. Moreover, four traditional trust evaluation methods are employed to compare with our machine learning based methods. Experiments conducted on a real-world dataset show that the overall performance of our features and methods is superior to the other existing features and traditional approaches.
I. INTRODUCTION
With the fast development of the Internet in the last decade, online social networks (OSNs) have become the most prevailing platforms with significant growth of users joining and an enormous amount of data spreading through them daily [1] . Statistics show that approximately two billion users are using OSNs by the end of May 2019 1 (see Fig. 1 ; by a Statista report 1 ) , and this figure is still expected to rise due to the increasing usage of mobile devices. OSNs play an making when facing risks and uncertainty. However, trust is a complex concept that makes trust evaluation challenging, especially when it comes to OSNs, where users are often required to interact with strangers, with whom they have no face-to-face understanding.
Trust has been widely studied in many disciplines, including sociology [4] , philosophy [5] , economics [6] , and computer science [2] , [7] . In the field of computer science, the research of trust is conducted across different application scenarios, for example, rating systems [8] , ad hoc networks [9] , recommendation systems [10] and cloud services [11] . The definition of trust varies across diverse contexts as different disciplines offer various understandings towards the concept of trust [12] . However, for OSNs, trust is usually considered as the confidence towards a person to behave in an expected manner [13] . Many studies and approaches have been proposed to assist human trust analysis [2] , [7] , [13] , [14] . Existing trust evaluation methods can be classified into two types: propagating and non-propagating trust models, among which the former ones gain more attention in current research [15] . Incomplete transitivity [7] is one of the most significant properties of trust that supports it propagating through a network and generates new indirect trust relationships from the known direct ones. According to this property, many trust propagation methods [10] , [16] - [19] have been proposed to help people determine whether a person can be trusted or not through analyzing the data maintained by himself and aggregated from his acquaintances.
The propagation based methods usually attempt to build a complete trust network among users to facilitate trust assessment between two users without a direct trust relationship. The accuracy of this kind of methods are strongly affected by the strategy of path selection and the length of selected paths, but there is still no perfect solution offered to find out the best length of trust paths, nor the optimal path number [2] , [13] . Therefore, non-propagating trust approaches come into consideration as they do not need to put effort into constructing a trust network. Instead, these approaches [14] , [20] , [21] pay more attention to inferring trust by analyzing the essential features possessed by users. Some researchers have tried to utilize user features to assist in trust assessment [3] , [14] , [20] . Although the analysis of user features is the crux of non-propagating methods, no methods have genuinely delved into those features. There is still no systematic framework proposed to assist feature selection or form the trust-involved feature system. To address this problem, in this paper, we propose a novel trust evaluation framework based on machine learning methods by conducting an in-depth analysis of user features and considering multidimensional factors. To reduce the complexity of the problem, we formalize trust evaluation as a classification problem. The main thrust of this framework is to find out the optimal collection of user features from the online records and quantify them into a computable form for further trust analysis using machine learning approaches.
The primary contributions of this paper are outlined as follows:
1) We propose a novel framework to implement trust evaluation based on machine learning methods for facilitating human decision making in OSNs by considering multiple trust-related features. 2) We extract useful features from user historical data and group them into four categories to support machine learning based trust analysis. 3) We design a lightweight feature selection approach to find out the optimal feature combination by analyzing the overlapping area of distributions over the positive and negative features. 4) We employ eight machine learning methods to compare the performance of our features with the four other collections of features proposed by the existing research [22] - [24] . In addition, we compare the performance of our machine learning based methods with the four other traditional trust evaluation methods [21] , [25] , [26] .
We conduct experiments on a real-world dataset obtained from Twitter [27] . The results show that the proposed feature selection approach can effectively find out the optimal feature set, which leads to a significant improvement of our features over the others in the classification accuracy and other evaluation metrics. Moreover, the results also show that the methods based on machine learning outperform those traditional methods based on simple mathematical calculations.
The remainder of this paper is organized as follows: Section II introduces the related works on trust evaluation and discusses their limitations. Section III presents the problem formulation and the details of the machine learning based trust evaluation framework. The pattern of trust features is demonstrated in Section IV. Experimental results and analysis are presented in Section V. Finally, we discuss the conclusion and future work in Section VI.
II. RELATED WORKS
As a useful tool to facilitate human decision making, trust evaluation has been widely studied in many disciplines, especially in computer science [2] , [7] , where many trust approaches have been proposed for different applications and scenarios. For instance, Li et al. [8] proposed a topic-biased reputation model to generate more robust and trustworthy scores in rating systems. Fernandez-Gago et al. [28] built a framework in the Internet of Things (IoT) to model trust dynamics, which can help alleviate the uncertainty in IoT scenarios. Among these trust evaluation approaches, propagation based trust models receive more concerns [15] , [29] . The basis of propagation methods is the propagative property of trust, which allows trust spreading through networks. Trust graphs are the crux of this kind of methods, which are constructed according to users' relationships in social networks. Generally, there are two typical methods to handle trust graphs in trust evaluation models [2] , one of which is to simplify the structure according to some predefined rules, and the other is to keep the entire structure without any changes.
Many well-known graph simplification-based methods have been proposed. For example, Gelbeck [16] proposed TidalTrust to select the shortest and strongest trusted paths in social networks to compute the trust values of users receiving from others who do not have direct connections with them. Avesani et al. [10] designed a trust-enhanced method to find the most reliable information for individuals in ski mountaineering communities by limiting the maximum distance of trust propagation. Jiang and Wang [18] generated a small size trust graph from the large-scale networks using the smallworld characteristic to predict user trust scores in OSNs. Kim [30] proposed a novel approach to combine a homophily-based trust network and an expertise-based trust network to make the simplified trust graphs dense, which ensures the high performance of trust propagation. Methods without changes in the original trust graphs also have been widely studied. For instance, Ziegler and Lausen [31] introduced a psychology model into the trust evaluation scenarios to assign users a reasonable rank according to their predicted trust values in OSNs. Wang and Wu [32] simulated trust propagation as flows running through networks to estimate the maximum amount of trust users can receive. Jiang et al. [33] proposed a method called GFTrust to resolve the problem of path overlap and trust decay occurred in the process of trust evaluation. Jang et al. [34] utilized belief propagation to infer user trust values by taking into account the explicit and implicit trust, as well as explicit distrust among people.
Although these methods mentioned above can gain an acceptable result for trust evaluation, they still have important limitations. Path selection and trust value aggregation are the most important issues for propagation based trust evaluation methods as they heavily rely on the structure of trust graphs [2] , [15] . However, there is still no perfect strategy offered to solve these problems. Therefore, instead of paying too much attention to the process of trust propagation among unconnected users, it is more efficient to delve into the attributes people have. These attributes usually hide in users' historical data and can be extracted by utilizing some simple methods. Some researchers have tried to study user features to reveal the trustworthiness of human. For example, Gao et al. [21] designed a method called Info-Trust to assess the trustworthiness of information sources using four different types of trust features. Lu and Yuan [11] proposed a new trust evaluation scheme for cloud services by selecting appropriate Quality of Service (QoS) attributes and assigning different entropy weights for each attribute. Although these trust evaluation methods focus on the properties of trust to some extent, the computation methods used are not intelligent nor self-adaptive. These methods use the basic mathematical theory or statistics to calculate the trust values for people or services, which cannot automatically learn knowledge from the given data to adjust their settings and configurations.
Machine learning methods are an excellent choice to assist in trust evaluation and generate an intelligent model through knowledge learning from the available data. Some researchers have tried to propose machine learning based methods to facilitate human trust assessment. Liu et al. [14] proposed a trust framework based on machine learning for large-scale systems to use the previous transactions of agents to infer their trustworthiness. Zhao and Pan [20] applied machine learning approaches into the user trust evaluation scenarios in OSNs, which formalizes trust analysis as a classification problem. Chen et al. [3] categorized user features into three groups, including profile, behavior, and feedback features, and proposed a method based on Bayesian networks with hidden variables to recognize the trustworthy users in OSNs. However, these methods pay much attention to finding a suitable machine learning method without enough attention to analyzing the essence of features. Besides, they do not offer an effective method to select trust-related features. Feature selection is a significant component of machine learning, where an excellent selection approach can strongly improve the performance of the methods.
Different from the existing studies, we focus on both the machine learning methods and the feature selection process. In this paper, we propose a multidimensional trust evaluation framework based on machine learning to form a systematic architecture for human trust analysis in OSNs. We first propose a novel lightweight feature selection method to help find useful features for trust evaluation and then categorize them into four fine-grained groups by summarizing the commonalities of these features. Moreover, we delve into each selected feature and present an indepth analysis for them. Therefore, our work is a valuable supplement to the existing trust evaluation research in OSNs.
III. PRELIMINARIES AND OVERVIEW
In this section, we first present the problem formulation of trust evaluation in OSNs and then introduce the four welldefined feature groups which are used to support trust analysis based on machine learning methods. Besides, we propose a novel lightweight method to select useful features from the massive online historical data. Finally, we present the complete machine learning based trust evaluation framework in detail. VOLUME 7, 2019 
A. PROBLEM FORMULATION
The trustworthiness of users in OSNs is a critical issue that needs to be carefully addressed. We assume that the trustworthiness of a user is reflected by his features hidden in the historical data which record his profile, behavior, and social relations.
We denote an OSN with n users as U = {u 1 , u 2 , · · · , u n }, where each user u has several features extracted from his online records. These features can be divided and organized into k fine-grained groups denoted as F = {F 1 , F 2 , · · · , F k }, each of which contains some different user features. Specifically, each feature group F i maintains l i features represented by F i = {f i1 , f i2 , · · · , f il i }, and the complete feature set F is a combination of all involved features, that is F = ∪ i F i (where i = 1, 2, · · · , k). Hence, the total number of features in F is k i=1 l i . We denote the trustworthiness of a given user as T , which is a comprehensive result derived from a complex computation of all the features. Thus, the trust value of user u can be expressed as T = trust_function(f 11 , f 12 , · · · , f kl k ), where the trust_function represents the trust evaluation methods used to predict trust values. In this paper, we formalize trust as a classification problem, which means that T has two values (i.e., trust and distrust).
For machine learning based trust evaluation approaches, two types of data are used to support knowledge discovery [20] , that is data belong the training sets D train for generating a considerable model, and data belong to the testing sets D test for evaluating the performance of the derived model. In this paper, we only employ supervised machine learning methods, so the training sets contain labels (i.e., the ground truth) to assist trust classification. The format of the data in D train is d train i = {f 11 , f 12 , · · · , f kl k , t i }, where t i is the label of trustworthiness for user u i , whereas that of the data in D test is d test i = {f 11 , f 12 , · · · , f kl k } without labels. Therefore, the trust evaluation problem in OSNs can be defined as given training sets (D train ), where all the feature values and user trustworthiness labels are completely available, an effective model shall be learned and built to predict the trust ratings for users in the testing sets (D test ).
B. OVERVIEW OF TRUST EVALUATION FEATURES
User historical records are good data sources for trust evaluation, which contain a considerable number of user features to extract and analyze. The features used for trust analysis usually vary in different application scenarios, but some highlevel feature categories still exist and can be obtained by summarizing features' commonalities. These categories organize a systematic structure that generally applicable to a majority of trust application scenarios [3] . In this section, we present an overview of the user trust features which are divided into four essential components to support further trust evaluation in our framework, that is profile-based trust features, behavior-based trust features, feedback-based trust features, and link-based trust features. The details of features in each category will be present in Section IV, and the descriptions of these feature groups are listed as follows:
1) Profile-based trust features: These features are extracted from user profiles and contain the necessary descriptive information regarding users and their accounts. These profiles are created when users start to join an OSN. 2) Behavior-based trust features: These features hide in the actions and operations that users perform in OSNs daily, such as posting or forwarding. They can be extracted by analyzing user-generated content and are capable of revealing users' behavior preferences. 3) Feedback-based trust features: These features are gained from the information a user received from others, such as likes, shares, or comments, which can imply the attitudes of others towards this user's online activities. 4) Link-based trust features: These features are extracted by analyzing the relationships among users in OSNs, which hide in the link structure of networks and usually cannot be easily changed.
C. A LIGHTWEIGHT FEATURE SELECTION METHOD
One of the most significant procedures for machine learning based trust methods is to select an optimal set of features to support training a high-quality model suitable for trust evaluation. A good feature selection method is needed to construct the user trust feature vectors. Some existing methods have been proposed to assist feature selection for machine learning, such as correlation criteria, mutual information [35] , [36] . However, these methods sometimes are complicated and time-consuming. Therefore, we propose a new lightweight feature selection method, called distribution intersection (DI) coefficient, to facilitate feature selection in our trust evaluation framework by computing the overlapping areas of distributions for features contributing to the occurrence of positive and negative labels in training sets. Fig.2 is an example of an intersection between the distributions of the positive and negative features. The goal of DI coefficient is to calculate the proportion of the overlapping area to the sum of the areas of these two distributions. Suppose that there is a dataset with features and labels for users denoted as D = (F (1) , t (1) ), (F (2) , t (2) ), · · · , (F (n) , t (n) ), where F (i) represents all the features of user u i and t (i) is the label of trustworthiness of that user. Then, for a given feature f ∈ F , the DI coefficient is calculated as follows:
where Dis(f trust ) and Dis(f distrust ) represent the corresponding distributions of feature f that results in a user being classified as a trusted or distrusted person. The function Area is used to calculate the areas of the distributions which for simplicity, are usually represented by histograms. Area(Dis(f trust ) ∩ Dis(f distrust )) is the area of the intersection for these two distributions, whereas Area(Dis(f trust )) + Area(Dis(f distrust )) is the sum of areas of them. In fact, DI coefficient indicates the similarity of two probability distributions, with possible values lying in the range of [0, 1]. If there is no overlap between the two distributions, DI coefficient would equal to 0, while if they are identical distributions, DI coefficient would be 1. A feature has a better classification performance when the similarity of its positive and negative distributions is lower. The experimental effect of DI coefficient for trust assessment will be presented in detail in Section V.
D. MACHINE LEARNING BASED TRUST FRAMEWORK
In this section, we present the details of our machine learning based framework for trust evaluation. Fig. 3 depicts the complete architecture of the proposed framework for OSNs, which consists of three essential components, that is the data collection component, the feature extraction component, and the trust evaluation component.
The data collection module is used to collect user data from OSNs via data collector and then save these unprocessed data into a raw data repository. Except for the function of data collection and storage, this component is also responsible for sending data to the feature extraction component for further analysis. The feature extraction component is the most significant module in our framework, which receives data from the collection component, distills useful features, and sends them to the trust evaluation module. There are three essential parts in this component, that is the feature extraction engine, the feature data repository, and the feature selection engine. The feature extraction engine is responsible for distilling features from user data according to the predefined structure of feature categories. As we have mentioned above, the number of feature categories is four in this paper. All the extracted features will be stored in the feature dataset waiting for evaluating and choosing by the feature selection engine (using the lightweight method DI coefficient) before being transferred to the trust evaluation module. The function of the trust evaluation component is to provide one or more effective machine learning methods using the evaluation engine to predict trust for involved users. Then, the outcome of the framework can be used to assist human decision making when people need information about user trustworthiness.
Liu et al. [14] have proposed a machine learning based trust framework, but they do not provide a well-organized feature structure, nor a useful feature selection model. Therefore, our framework systematically offers a well-defined feature structure for trust evaluation based on machine learning to fill this gap.
IV. TRUST EVALUATION FEATURES
The overview of the high-level categories of trust features has been introduced in Section III, Part B. In this section, the details of trust features in each category are presented. All the features are obtained using the proposed lightweight selection method and yield relatively low values of DI coefficient. The details of the notations and descriptions of all the features are shown in Table 1 . Among these features, we design a new type of features based on the concept of mean log deviation [37] , called deviation, which is initially used to measure the inequality of income. The deviation we propose is to measure the degree of divergence between a user's value and the maximum value of the corresponding features. The performance of our features in DI coefficient and accuracy will be shown in Section V.
A. PROFILE-BASED TRUST FEATURES
Research shows that user profile information has the effect of uncovering the trustworthiness of its owners, where an insufficient profile is more likely to be created by an online spammer [27] . Generally, a user with high integrity of profile is more likely to gain trust from others. Therefore, we define four features obtained from the analysis of user profiles.
1) Profile integrity score: This feature reflects the integrity of user profiles from the available information about users' profile status, profile images, personal websites, locations, and descriptions. Research shows that if a user provides URLs of his personal websites, and has a biography in the profile, he is more likely to be a trusted user [38] . Besides, if the user makes his geographic information available and does not use a default profile nor a default image, he would be more likely to be trusted [27] . Malicious users or spammers usually do not pay much attention to polishing their online profiles. Therefore, we define the five factors as follows:
pro_s where pro_s(u i ), img_s(u i ), geo_s(u i ), bio_s(u i ), and web_s(u i ) represent the scores of user profiles, images, geographic information, personal descriptions, and websites, respectively. Then, the profile integrity score (PIS) of user u i can be calculated using equation (2) . A user with a higher value of PIS is more likely to be a trustworthy person.
2) Friend-follower ratio: A friend of a user in OSNs is a person followed by this user, whereas a follower of a user is a person following this user. The number of friends and followers is a significant index to reveal the trustworthiness of users [27] , [39] . Usually, a reliable user would have more followers and friends than a spammer. However, an untrustworthy person can increase the number of friends by following as many users as possible and gain followers through purchasing. Thus, separately considering the number of friends and followers is not a good way to help identify trust. According to the existing studies [39] , the ratio of friends and followers is a considerable indicator to disclose the quality of users, which will not be changed easily. The friend-follower ratio (FFR) of user u i is calculated in equation (3).
where #friends(u i ) and #followers(u i ) represent the number of friends and followers of user u i , respectively. Usually, an untrustworthy user has a higher FFR value. 3) Social popularity deviation: Generally, the number of followers of a user can reflect his popularity and reliability, where a great number of followers usually implies that the user receives trust from more people [27] . As we have mentioned above, the number of followers can be changed easily. However, the scale of the follower number of a user remains considerable when it compares with the most popular user's follower number in OSNs. Therefore, we define the social popularity deviation (SPD) for users as an index to calculate the deviation of followers of user u i and the most popular user in OSNs using equation (4) .
where U is the set containing all users in an OSN. A larger SPD value means that the number of followers of user u i is far fewer than that of the most popular user. 4) Group variety deviation: A group in an OSN contains a certain number of people who are interested in the same theme. The number of different groups of a user shows his various hobbies. Trustworthy users may pay more attention to joining those groups which truly attract them, while untrustworthy users may not spend time to check or participate in those groups. To measure the variety of groups for different users, we define the group variety deviation (GVD) calculated as follows:
where #group(u i ) represents the number of groups that u i has joined. Generally, a trustworthy user would have a lower GVD value.
B. BEHAVIOR-BASED TRUST FEATURES
Studies [3] , [21] show that the posting behavior of users is a kind of significant evidence of trust evaluation for online users. The content generated by users is a good source for user behavior analysis, such as the posting rates of users, the length of user-generated content, and the number of hashtags, user mentions, and URLs in the content. However, the performance of those data is not always good if we directly use them. Therefore, we define four new features to improve their performance. 1) Content hashtag deviation: A hashtag is used to index keywords or topics in OSNs and help users quickly follow the topics they are interested in. It is a useful tool to facilitate keyword search and topic classification for users. Hashtagged words prevailing among users will become trending topics in OSNs. Usually, the number of hashtags in the content of a reliable user is different from that of an unreliable one [38] , [40] . We define the content hashtag deviation (CHD) as follows:
where #hashtags(u i ) is the total number of hashtags in u i 's user-generated content. We observe from the data that a trusted user usually has a smaller value of CHD, whereas a distrusted user has a lager CHD value. 2) Content mention deviation: A mention in usergenerated content is to add another person's username into the body of this content, which will send information to those mentioned persons and display this content in their notification tabs. It is an effective way to get attention from friends and interact with them as well. Trustworthy users mention people more frequently than untrustworthy ones as they are truly eager to communicate with their friends. Therefore, we define the content mention deviation (CMD) of a user as follows:
CMD(u i ) = − ln( #mentions(u i ) + 1 max u j∈U (#mentions(u j )) + 1 ) (7) where #mentions(u i ) is the total number of mentions in u i 's user-generated content. An unreliable person would be more likely to obtain a higher CMD value as they do not have real friends to mention. 3) Content URL deviation: A URL is a link posted in the body of the user-generated content to connect to an external website. Research [3] , [38] - [40] shows that the pattern of URLs in the content of trustworthy users is different from that of the untrustworthy ones. Therefore, we propose the content URL deviation (CUD) to measure the trustworthiness of users, shown as follows:
where #URLs(u i ) is the total number of URLs in u i 's user-generated content. 4) Content length deviation: The length of a text is the total number of characters in it, excluding punctuation, hashtags, URLs, and mentions. Research [3] , [38] , [40] shows that the number of words in user-generated content can reflect the quality of its owner to some extent. Thus, we define the content length deviation (CLD) of a user, as shown in equation (9).
CLD(u i ) = − ln( #chars(u i ) + 1 max u j∈U (#chars(u j )) + 1 )
where #chars(u i ) is the total number of characters in u i 's user-generated content.
C. FEEDBACK-BASED TRUST FEATURES
The existing research [3] , [21] shows that the feedbackbased features can facilitate trust evaluation among users in OSNs. This kind of features can be extracted from the information a user received from others, such as comments, shares, or favorites given to the user or his posts, which implies other users' attitudes towards this user and his activities. We define two feedback-based features in this paper, which are listed as follows: 1) Content share deviation: In OSNs, interesting discoveries or breaking news are easily shared publicly by users, which is a great way to make something popular. Usually, only high-quality content can receive many times of re-posts, and this kind of content is more likely to be created by a good user [21] . Therefore, the number of shares of a trustworthy user and that of an untrustworthy user differs. We propose the content share deviation (CSD) to measure this difference in equation (10) .
where #shares(u i ) is the total number of shares that u i 's content has received. Generally, untrustworthy users would gain higher values in CSD. 2) Content favorite deviation: Favorites or likes are used to show appreciation of users towards the content they read. Similar to shares, high-quality content is more likely to receive many favorites [21] , which implies that the content owner is reliable as he pays attention to ensuring the quality of his posts. Thus, we define the content favorite deviation as follows:
where #favorites(u i ) is the total number of favorites u i 's content has received. We observe that most of the untrustworthy users have higher CFD values.
D. LINK-BASED TRUST FEATURES
Link-based features are obtained by analyzing the link structure and relationships among users, whose effect of assisting trust evaluation has been studied [21] , [39] . Similar to the construction of trust networks, users' social network structure needs to be analyzed. However, different from those methods based on trust networks, the cost of extracting link-based features is lower than that of building a trust graph. Therefore, it is a kind of efficient features to enhance the overall performance of trust assessment in OSNs.
1) Bidirectional link ratio:
If two users follow each other, we consider there is a bidirectional link between them. The number of bidirectional links is an effective factor to reveal the closeness between a user and his friends. Previous studies [27] and [39] show that an untrustworthy user has fewer bidirectional links. Although a malicious user can follow a great number of users in OSNs, he cannot force them to follow back. The bidirectional link ratio (BLR) of a user is the proportion of his friends who follow back to him in OSNs, which is defined as follows:
where #friends(u i ) is the number of friends of user u i , and Fr(friends(u i )) is the set of users who are friends of u i 's friends. We observe that the values of this feature are lower for untrustworthy users than those for trustworthy ones. 2) Median friend-follower deviation: Followings to median neighbors' followers (MFF) is a feature proposed by Yang et al. [39] , which can effectively identify the unreliable users since the quality of the users they follow cannot be guaranteed. To gain this feature, the median number of followers of a user's all friends shall be computed, and then use the number of this user's friends to divide this median number, as shown in equation (13) .
MFF(u i ) = #friends(u i ) median(#followers(friends(u i ))) (13) where #friends(u i ) is the number of u i 's friends, and #followers(friends(u i )) is the number of followers of u i 's friends. Trustworthy users typically have a small MFF value. According to this basis, we propose the median friend-follower deviation (MFFD) to measure the distance between a user and the most unreliable user on the MFF value. MFFD is calculated as shown in equation (14) . Generally, untrustworthy users have higher MFFD values.
3) Authority score: Authority score (AS) is a trust feature inspired by the PageRank algorithm [41] , which calculates the ranks of users by analyzing the structure of the entire social network. The equation used to compute the AS of a user is shown as follows:
where Fo(u i ) represents the set containing all the followers of user u i , λ ∈ (0, 1) is the damping factor, and |U| is the total number of users in the social network. Generally, the AS of a trustworthy user is higher than that of an untrustworthy one.
V. EXPERIMENTAL RESULTS

A. DATASET DESCRIPTION
The dataset used in our experiments was originally released by Cresci et al. [27] for efficiently detecting fake followers on Twitter. Twitter is a famous OSN platform that enables users to follow the latest news, express personal opinions, and interact with friends and strangers. According to the latest social media industry figures, Twitter is one of the leading OSNs worldwide, maintaining 330 million monthly active users by the end of the first quarter of 2019. 2 The dataset consists of 5, 301 labeled users, including 1, 950 trustworthy users and 3, 351 untrustworthy ones. The data of trustworthy users come from two sources. One is the Fake Project which asks users to follow the account named TheFakeProject to prove themselves as legitimate users, and the other is an Italian political community (#elezioni2013) which was designed for those users who would like to post tweets about the strategic changes in the Italian political panorama. The data of untrustworthy users come from three different markets where people can buy fake accounts to follow their Twitter accounts, that is fastfollowerz, intertwitter and twittertechnology, respectively. The details of the dataset are shown in Table 2 . The data used to extract user features in our experiments are obtained by analyzing 2, 827, 757 tweets posted • Direct trust model [21] , [25] : This model considers only identity-based and behavior-based features to calculate trust scores by assigning an averaged weight to those features. • Canini's trust model [21] , [26] : This model analyzes user profile, posting behavior, and social structure in OSNs to predict users' trust scores. The weight of each feature is uniform.
• Averaged weight model [21] : This model uses identitybased, behavior-based, relation-based, and feedbackbased features by allocating equal weights to all those features.
• Info-Trust model [21] : The features leveraged in this model are the same as those in the averaged weight model. The only difference is that the weight allocation method used in this model is dynamic. Table 3 shows the comparison of trust features in different feature categories for all the methods 
C. EVALUATION METRICS
To measure the performance of all the methods, we consider five evaluation metrics, including accuracy, precision, recall, F-Measure, and Matthew Correlation Coefficient (MCC) [27] . In our context, false positive (FP) is the number of untrustworthy users predicted as trustworthy persons, whereas false negative (FN) is the number of trustworthy users misclassified as untrustworthy ones. Accordingly, true positive (TP) and true negative (TN) represent the number of users correctly classified as trusted or distrusted people. Then, the evaluation metrics can be calculated as follows:
These metrics take values in the range of [0, 1], where a higher value indicates a better quality of the methods for classifying trusted and distrusted users.
D. EVALUATION OF THE PROPOSED FEATURES AND MACHINE LEARNING BASED METHODS
In this paper, we propose a set of features based on the concept of deviation we design. To show the effect of these features better, we compare the performance of every single feature with the original features without deviation. We use 10-fold VOLUME 7, 2019 cross-validation to reduce the generalization error of the data and choose Naive Bayes [3] as the baseline method. Table 4 compares the DI coefficient and accuracy of every single feature and its original version without deviation.
From Table 4 , we observe that the DI coefficient of the original features is higher than that of the deviation versions, which means that there are more overlaps on the distributions of the original features than those of our proposed deviation features. In addition, the classification accuracy of the single feature we have proposed is higher than those original features, especially for the feature #favorites whose accuracy is improved from 0.385 to 0.723. Therefore, using deviation to preprocess the original features can efficiently reduce the overlapping areas of the positive and negative features, and effectively improve the classification accuracy of every single feature as well. In addition, it can also be observed that the contributions of the behavior-based and link-based trust features are more significant than the profile-based and feedback-based features as their values of the DI coefficient are smaller than the others. They yield better results of classification accuracy, which means the behavior-based and linkbased trust features have a better capability of distinguishing untrustworthy users and trustworthy ones.
Then, we present the results of our features compared with the other feature sets performed on the machine learning methods. We use the famous data mining tool: Weka 3 to conduct the experiments, where we implement five times 10-fold cross-validation to train and test our models for each set of data and obtain the final results using the averaged values. We first divide the dataset into several subsets with different sizes to evaluate the performance of our methods with others across different percentages of untrustworthy users, and then we assess their performance on the completed dataset. In order to acquire different percentages of negative users, we keep all the trustworthy users in those subsets and increase the number of untrustworthy users from 217 to 2925. Then, the percentages of distrusted users increase from 10% to 60%. Those negative users are randomly chosen by implementing random selection algorithms in Python. Fig. 4 shows the classification accuracy of our features and the other features across various percentages of distrusted users hidden in the networks based on the eight machine learning methods, including Bayesian Networks [42] , [43] , Decision Tree (using J48) [43] , LogitBoost [44] , Logistic Regression [45] , Naive Bayes [43] , Neural Networks [43] , [45] , Random Forest [46] , and Support Vector Machine [43] . We can observe that the accuracy of our features is higher than that of the four other feature groups. In addition, the accuracy of our features always keeps stable across the listed percentages of untrustworthy users from 10% to 60%, which means the proposed feature set is not sensitive to the number of distrusted users hidden in the networks. The performance of feature groups of Chen2015 and Chen2019 is better than that of Stafford2013 and Sadiq2017 on all the methods, excluding Bayesian Networks and Support Vector Machine. For Bayesian Networks, the accuracy of Sadiq2017 is higher than that of Chen2015 and Chen2019 when the percentage of distrusted users is smaller than approximately 25%. When this percentage increases, Chen2015 and Chen2019 perform better than Sadiq2017. For Support Vector Machine, the lines of Chen2015 and Chen2019 overlap and their performance is worse than that of Stafford2013 and Sadiq2017, especially when the percentage of distrusted users increases where the accuracy yielded by these two feature sets drops dramatically. It is observed that except for Naive Bayes, the accuracy of the four other feature sets fluctuates or even drops sharply for the other machine learning methods when the number of negative users rises. Generally, the accuracy of the other features on the selected machine learning methods is lower than the proposed features. Moreover, the performance of those features is not as stable as Multi-Trust feature group which is not sensible to the number of untrustworthy users hidden in the OSNs and always obtains an excellent result.
Next, we present the results of our machine learning based methods on our features compared with the traditional methods. Fig. 5 and 6 show the classification results of the four traditional trust evaluation models and our machine learning based model (using Random Forest). We can observe that our method obtains higher values in all the five metrics, including accuracy, precision, recall, F-measure, and MCC. The accuracy of the four traditional methods increases when the percentage of distrusted users grows. However, their precision values drop, and the three other metrics keep at a low range, which means these methods cannot effectively recognize trustworthy users. The reason that the accuracy of these methods rises is that the percentage of TN increases as the number of untrustworthy users in the dataset grows. The traditional methods cannot effectively distinguish trustworthy users from untrustworthy ones. Instead, they are more likely to classify a user into the distrusted group. On the contrary, our method always obtains high values in all the five metrics and remains stable when the percentage of distrusted users changes. Table 5 shows the results of all the features and methods on the complete Twitter dataset, where the bold values indicate the best results in each method group and each metric. We can observe that our features outperform the other sets of features in all the five metrics on all the eight machine learning methods. Among all the machine learning methods, Logistic Regression and Neural Networks obtain the highest values in accuracy using the proposed features. The classification accuracy of our features surpasses 0.96 for all the eight machine learning methods. Besides, our features also gain the highest values in precision, recall, F-measure, and MCC, which indicates that the proposed features can not only recognize the trustworthy persons but identify the untrustworthy users as well. In addition, the performance of our features based on machine learning methods is superior to those traditional trust evaluation models which utilize the basic mathematical theory to calculate the trust values of users. Therefore, the overall performance of our features on machine learning methods is better than the other features and other traditional methods. Compared to the other features and methods, our framework needs extra computation to obtain the deviation forms from the original features. However, after this kind of transformation, the proposed features can significantly improve the trust evaluation results. Two reasons that lead to the improvement of the proposed methods over the traditional ones. First, the proposed feature selection approach and the deviation forms help find out the optimal set of features for trust evaluation. Second, the inherent advantage of machine learning based methods is that they can automatically learn and adjust the models from the available data. For the traditional approaches, they use the mathematical ways to calculate trust values and cannot train the model intelligently, which ignores much important information hidden in the data. 
VI. CONCLUSION
In this paper, we have proposed a multi-feature involved framework based on machine learning methods for trust evaluation in OSNs, which categorizes trust features into four groups to reveal the essence of trust from different aspects, including profile-based trust, behavior-based trust, feedbackbased trust, and link-based trust. First, we have built a systematic machine learning based framework for trust evaluation in OSNs by clearly presenting the problem, introducing the four trust feature groups, and proposing a lightweight feature selection method (i.e., DI coefficient). Second, the details of the proposed trust features have been presented, including both the formulas and meanings, among which we have designed a new type of features called deviation based on the concept of the mean log deviation. Then, we have employed four different feature sets to compare the performance of our features with them based on the eight selected machine learning methods. In addition, we also have compared the performance of our machine learning based methods with four traditional trust evaluation methods based on the basic mathematical theory.
We have conducted experiments on a real-world dataset from the well-known social network platform: Twitter. The comparison of the deviation involved features with their original versions shows that the DI coefficient is capable of selecting the most effective features for machine learning based trust evaluation. Moreover, it also shows that introducing the log deviation into those raw features can truly improve their classification ability. The comparison of our features and methods with others (including the four different feature sets and the four traditional trust models) across different percentages of malicious users indicates that our proposed features are more stable than other feature sets. They can obtain excellent results on all the eight machine learning methods, which is not easily changed when the number of untrustworthy users hidden in OSNs varies. The trust classification results of our features and methods on the complete dataset show that our framework can not only yield the best results in accuracy, but also obtain the highest values in the four other metrics, including precision, recall, F-measure, and MCC. Therefore, the proposed framework is capable of identifying both trustworthy and untrustworthy users.
The research can be extended in two directions. First, we plan to take context-related features into account to evaluate users' trust in different topics and scenarios as trust is context-dependent and varies across different domains. Second, since trust changes over time, we plan to analyze the temporal features of trust to build a dynamic trust framework. 
