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Abstract
This paper explains the differences between the densities and the Jacobians of the transforms of the
same singular random matrices treated by several authors. Some comments on the results proposed by
Srivastava [Singular Wishart and multivariate beta distributions, Ann. Statist. 31 (2003) 1537–1560] are
presented. Deﬁnitions about a measure with respect to which a singular random matrix possesses a density
are proposed. Finally two Jacobians of certain transforms under any of those measures are found.
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1. Introduction
The computation of Jacobians, concerning transformations of matrices with respect to the
Lebesgue measure (i.e. when the constant and variable matrices of the transformations have
complete rank), has been the object of many works in statistical literature. Several methods have
been proposed for the calculation of Jacobians. For example: Deemer andOlkin [3], Olkin [21,22],
compute the Jacobians bydifferentiating term to termandbyuse of the functional equationmethod.
An alternative approach uses the matrix differentiation, see Magnus and Neudecker [17] and Nel
[20], among many others. On the other hand Magnus [16, Chapter 8] proposes a very interesting
and operativemethod through linear structures, see alsoNel [20].More recently, Cadet [2] explains
a method for computing the Jacobians based on the calculation of the Gram determinant for
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Riemannian manifolds. Finally, based on the exterior product, James [13] proposes an alternative
method that recently has given excellent results as much for the nonsingular transformations as
the singular ones, see Farrell [12]. Two fundamental references which apply the last approach in
the nonsingular case are Muirhead [19] and Mathai [18].
However, few are the works published in the singular case, in fact, only after the papers of Uhlig
[25] and Díaz-García et al. [11], the articles on Jacobian computations of singular matrices began
to be multiplied thanks to use of the forgotten technique of James [13]; see Díaz-García and
Gutiérrez [8], Díaz-García and Gutiérrez-Jáimez [10], Díaz-García and González-Farías [6,7].
Another method applied to the singular case is explained in Srivastava [24].
In this article, the differences between the densities and the Jacobians of transforms of the
same singular random matrix appeared in the literature are exposed; we also highlight the care
that must be taken in using such results. Indeed, the introduction of Srivastava [24] explains the
difference between his expression for theWishart singular density and that one proposed by Uhlig
[25]; there, Srivastava [24] attributes the discrepancy because two different measures are been
considered; and it is true; however, that difference in the way of deﬁning the measures imply
certain theoretical and applied repercussion extremely important. Making clear that disagreement
is the main objective of the present note, see also Díaz-García [4].
This work shows some errors and disadvantages in the Jacobian computations and measure
deﬁnitions proposed by Srivastava [24], see Section 2. In Section 3 several alternative ways for
deﬁning themeasures proposed bySrivastava [24] are considered.Under our theory, two Jacobians
are proposed in Section 4. Finally, Section 5 presents an application of the results derived in the
preceding sections.
2. Some comments about Srivastava’s [24] paper
In this section we point out some errors and disadvantages of the measures deﬁned in Srivastava
[24], and their consequences when we try to apply those results.
First, some notation should be established:
LetLm,N(q) be the linear space of allN×m real matrices of rank q min(N,m) andL+m,N(q)
be the linear space of all N × m real matrices of rank q min(N,m), with q distinct singular
values. The set of matrices H1 ∈ Lm,N such that H ′1H1 = Im is a manifold denoted Vm,N , called
Stiefel manifold. In particular, Vm,m is the group of orthogonal matricesO(m). Denote by Sm, the
homogeneous space ofm×m positive deﬁnite symmetricmatrices;S+m(q), the (mq−q(q−1)/2)-
dimensional manifold of rank q positive semideﬁnite m × m symmetric matrices with q distinct
positive eigenvalues. T +m is the group of m × m upper triangular matrices with positive diagonal
elements; T +m,N the set of N ×m upper quasi-triangular matrices such that T = (T1|T2) ∈ T +m,N ,
with T1 ∈ T +N and T2 ∈ Lm−N,N(N).
(i) In the Introduction of the Srivastava’s paper, he claims that the measure, according to
his deﬁnition (dXI ) (in his notation), is Lebesgue measure. Formally, the measure as deﬁned
by Srivastava is not Lebesgue measure. To see this, note that given a full rank random matrix,
X : N × m, this has density with respect to Lebesgue measure deﬁned in RNm. However, if
X : N ×m is of nonfull rank, say q < min(N,m), then X has no density with respect to Lebesgue
measure in RNm; indeed, X has a zero measure with respect to Lebesgue measure in RNm, see
Billingsley [1, p. 172]. Moreover, note that Lebesgue measure is invariant under rotations, see
Billingsley [1, Theorem 12.2, p. 172]; however, according to Theorem 2.2 and the deﬁnition of
Lebesgue measure (dXI ) in Srivastava [24], (dXI ) is not invariant under rotations or reﬂections;
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i.e. if A : p × p is an orthogonal matrix (rotation) and X ∈ Ln,p(q), then by the Theorem 2.2 in
Srivastava [24],
(dAXI ) = |A11|n−q(dXI )
which contradicts the Theorem 12.2, p. 172 in Billingsley [1]. So (dXI ) is not the Lebesgue
measure for the subspace Ln,p(q).
(ii) Moreover, if we assume in Theorem 2.2 of Srivastava [24] that X ∈ L4, 3(2) and A : 3 × 3
is a nonsingular matrix (permutation matrix), given by
A =
⎛
⎝ 0 0 10 1 0
1 0 0
⎞
⎠ , (1)
and, if we deﬁne Y = AX , then, we obtain the surprising and incorrect result
(dY I ) =
∣∣∣∣ 0 00 1
∣∣∣∣
(4−2)
(dXI ) = 0 (zero!). (2)
Of course the right result should be (dY I ) = (dXI ).
(iii) Item (ii) also contradicts the way in which Srivastava [24] uses his results, because the
preceding paragraph of his Eq. (2.2), p. 1541, assumes that the row and column permutation of
the matrix X, which are necessary for rewritten the matrix X as
X =
(
X11 X12
X21 X21X
−1
11 X12
)
,
do not alter the measure of (dXI ); but this is incorrect too; besides there is an inconsistency
between this fact and the expression (2).
(iv) Moreover, observe that the error in item (ii) is presented in every transformation of the
form Y = AX, where Y, X ∈ Ln,p(q) and A : p × p is an nonsingular matrix such that
A =
(
A11 A12
A21 A22
)
with A11 : q × q with |A11| = 0.
(v) Similar errors as those described in items (i)–(ii) are presented when the measure (dSI )was
deﬁned, where S : p × p is such that S ∈ Sp(q), see Theorem 2.3 in Srivastava [24].
(vi) Now we see that the densities of singular random matrices given in the literature (see
[15,25,11,8]) and which are used by Srivastava [24] in applying his results, do not exist with
respect to the measure (dXI ) that he proposes. For proof of this, see the following example:
Assume that X ∼ NN×m(0,, IN), with rank () = q < min(N,m). Let now H : N ×N be
an orthogonal matrix and let us deﬁne Y = HX; then X and Y have the same density, explicitly,
dFY (Y ) = 1
(2)Nq/2
∏i=1
q 
N/2 etr
(
−1
2
−Y ′Y
)
(dY), (3)
where i are the nonnull eigenvalues of .
Now, if we apply Theorem 2.2 of Srivastava [24], then we obtain
(dY I ) = |H11|m−q(dXI ),
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where
H =
(
H11 H12
H21 H22
)
,
H11 : q × q. Then
dFY (Y )= fX(H ′Y )J (XI → YI )(dY I )
= 1
(2)Nq/2
∏i=1
q 
N/2 etr
(
−1
2
−Y ′Y
)
|H11|−(m−q)(dY I ), (4)
and clearly it contradicts (3). This contradictionmeans the density (3) does not exist with respect to
the measure (dY I ) deﬁned in Srivastava [24]. For obtaining the correct result, we must determine
the density (3) with respect to the measure (dY I ), or otherwise, we must ﬁnd the explicit form or
forms of the measure (dY) with respect to which (3) is a density, see Khatri [15].
(vii) Srivastava’s study [24] argued the need to evaluate the volume (dS), with S = Y ′Y (and
therefore the volume (dY)) in order to perform practical applications. In general, this action is not
necessary. Furthermore, it is not even necessary to know the explicit forms of the measures (dY)
and (dS), as it was shown byRao [23] andKhatri [15], among others. Speciﬁcally, Rao [23, p. 532],
ﬁnds the maximum-likelihood estimators of the parameters  and  by giving an independent
random sample, Y1, . . . , YN , of a normal m-dimensional singular population, i.e. Yi ∼ Nm(,),
for all i, i = 1, . . . , m, with rank () = r < m, and without any knowledge of explicit value of the
volume (dY). Similarly, Khatri [15] studied the linear model of multivariate regression, including:
maximum-likelihood estimators of the parameters, the proof of the hypothesis and simultaneous
conﬁdence intervals, and by assuming that there exists a linear dependence between the elements
of the sample and between the regression variables; but without any knowledge of explicit value
of the volumes (dY) and (dS).
Of course, it is essential to know the explicit form of the measures (dY) and (dS) when we
wish to calculate the Jacobian of the transforms on the matrices X and S, and, naturally, when
the corresponding densities of X and S or any transform of the preceding ones are needed; as it is
made clear in Srivastava [24] and in the contradiction (4).
The above considerations are intended to reinforce the fact established by Khatri [15] about
that (3) exists with respect to the measure (dY), which is not unique, but which cannot be just any
measure, either.
(viii) Now, let us present a real situation for solving: for a classiﬁcation algorithm, (see [14]),
it is required the likelihood function of an independent random sample S1, . . . , SN of a Wishart
m-dimensional singular population of rank q. The ﬁrst disadvantage for applying the results of
Srivastava [24] appears when the density function of each matrix Si needs to be written; because
we have to determine the submatrices Si11 for every matrix of the sample Si , i = 1, . . . , N ; i.e.
we need to permute the rows and the columns of the matrices S1, . . . , SN until each Si has the
form
SiI =
(
Si11 S
i
12
Si21 S
i
22
)
,
where Si11 : q × q is positive deﬁned for each Si . This procedure is equivalent to premultiply and
to postmultiply the matrices Si by a permutation matrices P i ∈ O(m) (which, of course, are not
unique), i.e. SiI = P iSiP i
′
. The second disadvantage of trying to apply the results of Srivastava
[24], comes from requirements of the algorithm: we need to permute the rows and the columns of
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the matrices SiI premultiply and postmultiply by permutation matrices, say, Qi ∈ O(m), i.e. we
make the transformation QiSiIQ
′i
, but this could be produce a null likelihood when the Theorem
2.4 of Srivastava [24] be applied; here it happens an analogous situation to that described in the
items (ii) and (iii).
3. Measures
In the following, we establish alternative ways of deﬁning the measure (dY).
Note that in Srivastava [24] for Y ∈ L+m,N(q) the subspace on which the measure (dY I ) is
deﬁned can be deﬁned by the axes identiﬁed by the elements in the submatrices Y11, Y12, Y21, or
a related subspace, in which
Y =
(
Y11 Y12
Y21 Y22
)
, (5)
where Y11 : q × q of rank q. Therefore, (dY I ) is deﬁned as
(dY I ) =
q∧
i=1
m∧
j=1
dyij ∧
N∧
i=q+1
q∧
j=1
dyij = (dY11) ∧ (dY12) ∧ (dY21). (6)
The idea underlying the deﬁnition of the measure (dY) is to propose a base and its corresponding
coordinate system for the subspace in which the mass of the density is concentrated. For the case
of Srivastava’s deﬁnition, Srivastava [24], it is no simple matter to propose a matrix expression for
the base and the coordinate system. However, if we begin with the vectorization of Y by blocks,
vecY = (vecY ′11, vecY ′21, vecY ′12, vecY ′22)′, we see that
vecY = M vecYI . (7)
In other words, the elements in the matrices Y11, Y12, Y21 deﬁne the coordinates and M ∈
RNm×q(mN+m−q) is the base. This base is constituted as M = (M ′1M ′2)′, where M1 is the usual
base for Rq(N+m−q) (perhaps with their rows permuted) and M2 is a linear combination of M1,
such that vecY22 = M2 vecYI . For example, let us assume that Y ∈ R2, with rank (cov(Y )) = 1,
following Srivastava [24], (dX) = (dXI ) = dx1 (or = dx2). Without lost of generality, let
(dX) = (dXI ) = dx1, then
X =
(
1
a
)
x1
with constant a, such that x2 = ax1. In matrix form, (7) deﬁnes a factorization ofY and the explicit
form of (dY) deﬁnes a factorization of the measure (dY). However, note that (7) is not the only
possible factorization of Y. For example, we might consider the QR factorization of Y = H1T
where H1 ∈ Vq,N and T ∈ T +m,q , in which the elements of T denote the rectangular coordinates.
Now observe that, because the measure (H ′1 dH ′1) is invariant under orthogonal transforms, see
Muirhead [19, p. 69], then
(dX) = (Q dY ) = (dY) (8)
for Q ∈ O(N). Note that X = QY = QH1T = R1T , with R1 = QH1 and J (Y → X) =
J (dY → dX). In other words, the measure (dY) deﬁned under the QR factorization is the Haus-
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dorff measure, which, like Lebesgue’s measure, must be invariant under rotations, see Billingsley
[1, Theorem 19.2, p. 252]. Explicitly, the factorization of the measure (dY) is given by
(dY) =
q∏
i=1
tN−iii (H
′
1 dH1)(dT ) (9)
see Díaz-García and González-Farías [5] and/or Díaz-García and González-Farías [6]. The Ja-
cobian of the QR factorization is given by Srivastava [24], Theorem 2.1 and Corollary 2.2, the
expression of which does not coincide with that given in (9), because in Srivastava [24] this
Jacobian is determined with respect to the measure (dYI ).
In general, note that it is possible to propose alternative deﬁnitions to those given in (9) for the
measure (dY ), with the additional condition that suchmeasures should be invariant under leftward
rotations, and even that some should be invariant under rightward rotations. Thus, among other
possibilities for such a factorization, including QR factorization, we have the following:
Y =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
H1T , QR factorization,
Q1R, polar factorization,
P1DW
′
1, singular value factorization,
V1T1, modiﬁed QR factorization,
LU, LU factorization,
(10)
where Q1, P1 and V1 ∈ Vq,N , W1 ∈ Vq,m, R ∈ S+m(q), D and  are diagonal matrices, with
different elements,U ∈ T +m,q and L′ ∈ T +N,q . Under all these decompositions, the explicit form of
themeasure (dY ) has been studied inDíaz-García andGonzález-Farías [5,6] and some application
to the theory of distributions in Díaz-García and González-Farías [7].
By the remarks given in Section 2 and by the comments of the current section, observe that even
when the right distributions with respect to the measures (dYI ) and (dSI ) be found, and despite
those measures are not invariant under rotations and reﬂections, the errors explained in items
(ii)–(iv) of the preceding section deﬁnitely provoke that the method proposed by Srivastava [24]
cannot be applied, such as it was shown in the example in the item (viii) at the end of Section 2.
4. Jacobians
In this section we examine the version of Theorem 2.2 [24] under our approach, and their
extension to more general cases.
Remark 1. Observe that under our approach, the versions of the Theorems 2.4 and 2.5 of Sri-
vastava [24] have been proposed in Uhlig [25] and Díaz-García and González [8], respectively.
Given X ∈ L+m,N(q), and constant A ∈ L+N,p(r), and Y ∈ L+m,p(q) with rq. We wish to
determine the Jacobian of the transform Y = AX. Let us ﬁrst consider the following case:
Theorem 2. Let X ∈ L+m,N(N), with A ∈ L+N,p(N) constant and Y ∈ L+m,p(N). If Y = AX,
then
(dY ) =
N∏
i=1
i (A)
m(dX) =
N∏
i=1
chi(AA
′)m/2(dX), (11)
where chi(M) and i (M) are the ith nonnull eigenvalue and singular value of M, respectively.
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Proof. Let A = H1DAQ′ be the nonsingular part of the SVD of A, where H1 ∈ VN,p, DA =
diag(1(A), . . . , N(A)), with i (A) the ith singular value of A and Q ∈ O(N). Furthermore,
note that rank(Y ) = rank(AX) = N . By differentiating Y = AX, we obtain
dY = AdX = H1DAQ′ dX.
Now, let H2 (a function of H1) be such that H = (H1
... H2) ∈ O(N), then
H ′dY =
(
H ′1
H ′2
)
H1DAQ
′ dX =
(
H ′1H1DAQ′ dX
H ′2H1DAQ′ dX
)
=
(
DAQ
′dX
0
)
as H ′2H1 = 0. From (8), we have (H ′ dY ) = (dY ) and that (Q′ dX) = (dX), then
(dY ) = |DA|m(dX) =
N∏
i=1
i (A)
m(dX) =
N∏
i=1
chi(AA
′)m/2 (dX). 
Remark 3. Note that, we can consider the QR decomposition instead of SVD of matrix A in
Theorem 2. That is A = H1T , where H1 ∈ VN,p and T ∈ T +N . Alternatively to (11) we have that
(dY ) =
N∏
i=1
tmii (dX). (12)
The proof is parallel to that given in Theorem 2. Additionally note that, when N = p, (11) and
(12) they agree.
Theorem 4. LetX ∈ L+m,N(q),withA ∈ L+N,p(r) constant, andY ∈ L+m,p(q),withmin(p,N)
rq. If Y = AX, then
(dY ) =
∏q
i=1 chi(ACC′A′)m/2∏q
i=1 chi(CC′)m/2
(dX), (13)
where C ∈ L+q,N (q).
Proof. Let C ∈ L+q,N (q) such that X = CZ where Z ∈ L+m,q(q) and let us denote R = AC.
Then
Y = AX = ACZ = RZ.
Observing that rank(Y ) = rank(RZ) = rank(Z) = q, from Theorem 2 we have
(dY ) =
q∏
i=1
chi(RR
′)m/2(dZ) =
q∏
i=1
chi(ACC
′A′)m/2(dZ). (14)
Now, X = BZ, again applying Theorem 2, we obtain
(dX) =
q∏
i=1
chi(CC
′)m/2(dZ)
from which, substituting (dZ) = ∏qi=1 chi(CC′)−m/2(dX) in (14), we obtain the desired
result. 
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Remark 5. Note that, when N = p = r in Theorem 4, we obtain a result analogous to Theo-
rem 2.2 in Srivastava [24]. Under Theorem 4, note that ifA ∈ O(N) and Y = AX, it is conﬁrmed
that (dX) = (dY ) and in consequence the result in (3) is obtained without the contradiction given
in (4).
We now generalize the result from Theorem 4 to the case in which Y = AXB.
Theorem 6. Let X ∈ L+m,N(q), with constant A ∈ L+N,p(rA) and B ∈ L+n,m(rB ) also constant,
and let Y ∈ L+n,p(q), with rq, such that rAq and rB q. If Y = AXB, then
(dY ) =
∏rC
i=1 chi(ACC′A′)rE/2
∏rE
j=1 chj (B ′E′EB)rC/2∏rC
i=1 chi(CC′)rE/2
∏rE
j=1 chj (E′E)rC/2
(dX), (15)
where C ∈ L+rC,N (rC), E ∈ L+m,rCE (rE) such that X = CZE with Z ∈ L+rE,rC (q), q =
min(rC, rE).
5. An application
Finally, in this section we present some applications of some of the results obtained in
Section 4.
Assuming that X ∼ NN×m(,,),  ∈ S+m(r), rm and  ∈ S+N (k), kN , using the
characteristic function technique, we know that, Y ∼ Np×s(AB,B ′B,AA′), if Y = AXB,
with A ∈ L+N,p(rA), rAk and B ∈ L+s,m(rB ), rB r . We now see the proof, using the variable
change theorem.
First, note thatX ∼ NN×m(,,) if and only ifX = CZE+, whereZ ∼ Nk×r (0, Ir , Ik),
B ∈ L+k,N (k) and E ∈ L+m,r (r). Moreover,  = E′E y  = CC′. Then, from Khatri [15] or
Díaz-García et al. [11], the density of X is given by
dFX(X)= 1
(2)kr/2
∏r
i=1 chi()k/2
∏k
j=1 chj ()r/2
×etr
(
−1
2
−(X − )′−(X − )
)
(dX), (16)
where M− is a symmetric generalized inverse of M, MM−M = M and ch(M)l are the nonnull
eigenvalues of M. Then
dFY (Y ) = fX(A+YB+)|J (X → Y )|(dY ).
Thus, from Theorem 6 we obtain
(dX) =
∏rC
i=1 chi(CC′)rE/2
∏rE
j=1 chj (E′E)rC/2∏rC
i=1 chi(ACC′A′)rE/2
∏rE
j=1 chj (B ′E′EB)rC/2
(dY )
from which, substituting in (16), and denoting y = AB, we have
dFY (Y )= 1
(2)kr/2
∏k
i=1 chi(AA′)r/2
∏r
j=1 chj (B ′B)k/2
×etr
(
−1
2
−B ′+(Y − y)′A′+−A+(Y − y)B+
)
(dY ).
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Finally, therefore
dFY (Y )= 1
(2)kr/2
∏k
i=1 chi(AA′)r/2
∏r
j=1 chj (B ′B)k/2
×etr
(
−1
2
(B ′B)−(Y − y)′(AA′)−(Y − y)
)
(dY ).
Once again for the reasons given in the Section 2, note that this result cannot be obtained
directly in (16) by applying Theorem 2.2 of Srivastava [24].
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