Previously, "Deformable organisms" were introduced as a novel paradigm for medical image analysis that uses artificial life modelling concepts. Deformable organisms were designed to complement the classical bottomup deformable models methodologies (geometrical and physical layers), with top-down intelligent deformation control mechanisms (behavioral and cognitive layers). However, a true physical layer was absent and in order to complete medical image segmentation tasks, deformable organisms relied on pure geometry-based shape deformations guided by sensory data, prior structural knowledge, and expert-generated schedules of behaviors. In this paper we introduce the use of physics-based shape deformations within the deformable organisms framework yielding additional robustness by allowing intuitive real-time user guidance and interaction when necessary. We present the results of applying our physics-based deformable organisms, with an underlying dynamic spring-mass mesh model, to segmenting and labelling the corpus callosum in 2D midsagittal magnetic resonance images.
INTRODUCTION
Due to the important role of medical imaging in the understanding, diagnosis, and treatment of diseases, potentially overwhelming amounts of medical image data are continuously being acquired. This is creating increasing demands for medical image analysis tools that are not only robust and highly-automated, but also intuitive to use and flexible to adapt to different applications. Medical image segmentation in particular remains one of the key tasks indispensable to a wide array of subsequent quantification and visualization goals in medicine including computer-aided diagnosis and statistical shape analysis applications. Several classifications of segmentation techniques exist including edge, pixel, and region-based techniques, clustering, graph theoretic, and model correlation approaches [1] [2] [3] [4] [5] . Deformable models for medical image segmentation gained popularity since the introduction of snakes by Terzopoulos et al [6, 7] . In addition to physics-based explicit deformable models [8, 9] , geometry-based implicit implementations also attracted attention [10] [11] [12] . However, deformable models suffered from sensitivity to initialization and low-level parameter settings. Several techniques were proposed to improve segmentation results by controlling model deformations [13, 14] and allowing only feasible deformations to be produced through the incorporation of shape shape knowledge [15] [16] [17] [18] [19] . Other knowledge-based techniques were proposed [20, 21, 22, 23, 24, 25] , including agent based segmentation methods [26, 27, 28, 29, 30] .
Deformable organisms were introduced earlier [31, 32] , providing a framework for incorporating contextual knowledge through the adoption of artificial life modelling concepts ( Figure 1 ) [33, 34] . Deformable organisms were designed to complement the classical bottom-up deformable models methodologies with top-down intelligent deformation control mechanisms ( Figure 2 ). Deformable organisms were capable of rejecting local minima by following a schedule of behaviors designed according to knowledge of anatomy and image characteristics. However, a true physics-based layer was absent in the original deformable organisms and in order to complete medical image segmentation tasks, deformable organisms relied on pure geometry-based shape deformations guided by sensory data, prior structural knowledge, and expert-generated schedules of behaviors.
In this paper we extend earlier work on deformable models by making use of a physics-based implementation of the organism's controlled deformations, in order to provide the ability for an expert user to intervene and guide the segmentation in an intuitive manner, if needed.
The remainder of the paper is organized as follows. In section 2 we describe the methods we use to construct our model (section 2.1), perform deformations (section 2.2), model behaviors (section 2.3), perform sensory operations (section2.4), and enable our organisms decision process (section 2.5). Section 3 provides the results Figure 2 . A deformable organism: The brain issues muscle actuation and perceptual attention commands. The organism deforms and senses image features, whose characteristics are conveyed to the brain. The brain makes decisions based on sensory input, memorized information and prior knowledge, and a pre-stored plan, which may involve interaction with other organisms.
Medical
of applying our deformable organism to a set of mid-sagittal magnetic resonance images. Our conclusions are presented in section 4, and our acknowledgements in section 5.
METHODS
To build the physics-based deformable organism we follow the artificial life layered architecture, composed mainly of geometry, physics, behavior, and cognition layers.
Geometric Layer
The underlying geometrical shape representation is medial axis-based, in which stretching and bending springs form connections between medial nodes, thickness springs connect medial nodes to boundary nodes, and stabilization springs connect boundary nodes to boundary nodes or medial nodes (Figure 3a) . The boundary nodes outline the shape of the organism whereas the medial nodes provide reference points for performing medial-based deformations. This format is similar to the medial profiles shape representation [35, 36] 
Physics Layer
In the physics layer, the nodes are modelled as point masses and the connections are modelled as springs (Figure 3b) . We adopt the formulation presented in [37] where the organism's deformations are carried out either via internal spring actuation (for scaling, bulging, stretching, and bending) or external forces (for rotation, translation, and user-interaction). Spring actuation are realized via changes in springs' rest lengths while continuously simulating the dynamics via time integration of the organism's motion equation. Statistics on the appropriate ranges for the springs' rest lengths are obtained based on deformation type (e.g. bending vs. bulging) via a hierarchical, regional principal component analysis ( Figure 4 ). 
Dynamic Mesh Model
Let P be an i×2 matrix containing the 2D coordinates of the i nodes of the model, M a column vector containing the mass for each node, and S a j×2 matrix that describes which two nodes the jth spring connects. Then let K be a column vector consisting of j hook's spring constants, D a column vector of j dampening constants, and R a column vector of j rest lengths. Then A is a matrix of i×2 accelerations, V a matrix of i×2 velocities, and F a matrix of i×2 forces. Finally let E be a vector of i coefficients describing the weight each node gives to external forces. A deformation can now be simulated by applying forces to nodes. From Newton's second law of motion it follows that A=F./[M M] where ./ symbolizes an element by element division between two equally sized matrices and [M M] denotes the concatenation of M with itself. F is the total force acting on a node at a given time t,
where f hook , f viscous , f image and f user are i×2 matrices containing i 2D spring, viscous, image, and user forces, respectively, and defined as follows.
where u ranges across all springs that originate at a given node i, P su,1 refers to the S u,1 th member of P, and I(P i ) refers to the intensity of the image at the location of the ith node. Once the total force at each node is known, we can calculate the new acceleration, velocity, and position of each node given the old velocity and position values using an explicit Euler solution with time step ∆t [37] , we have
Physics-based Deformations
In order to traverse the image space, fit to specified regions, and take new shapes, a deformable organism must be able to undertake a sequence of spatial and shape based deformations. Some deformations take place independently of the topological design of the organism (general deformations), while others are designed specifically for medial-axis based worm type organisms (medial-based deformations). What follows is a description of the set of deformations comprising both scenarios.
General Deformations Many general deformations were introduced in [37] , including bending, rotating, translating, scaling, bulging, stretching, and tapering. However, in this application we have only made use of rotating, translating and stretching deformations. Consequently what follows is a brief explanation of these three deformations, and an explanation of their application to our corpus callosum segmenting organism.
Rotation and translation are accomplished by applying a time decaying external force to all the nodes of a deformable organism. For rotation the direction of force at each node is consistently clockwise/counterclockwise and orthogonal to the line connecting that node with the organism's center of mass (figure 5a). However for translation the direction of force is constant across all nodes.
Stretching deformations apply spatially varying spring actuations designed to stretch the model locally in a specific direction. Given a center C, radius R, amplitude K, and direction D, a shape deformation takes place by actuating a spring s, if and only if one of its terminal nodes lies within the circular region defined by C and R ( Figure 5 .n). The new rest length r of spring s is calculated as
where d is the distance from the midpoint of spring s to c, and θ is the angle between the stretching direction D and the spring s. Consequently, springs with direction and midpoint close to D and C, respectively, are affected more [37] . For our purposes these general deformations were modified to apply to specific anatomical regions of the model. By fixing a group of nodes in place, we can perform deformations on specific regions of our corpus callosum model without affecting others. We use the terms regional rotation/translation, and boundary expansion to refer to these types of deformations. Boundary expansion refers to a sequence of stretching deformations whose direction is along thickness springs, while all nodes aside from the concerned boundary node are fixed.
Medial-Based Deformations
The medial-based deformations include expansion, contraction, and medial alignment. Each can be executed across the entire organism, or across a small section, and can vary in strength, and duration.
Expansion deformations are an extension of the translation deformation. Given a set of neighboring medial nodes and an amplitude, a deformation is produced that consists of a sequential application of translational forces running from the first to last medial node in the range, and directed parallel to the medial axis. The forces are applied to the current medial node and its boundary nodes, while all nodes outside the expansion range remain fixed.
The contraction deformation is constructed through a sequence of spring actuations designed to shorten the medial length within a specific range. Given an amplitude K, a set of medial nodes M, and an amount of time to spend on each element of the range. The deformation begins by fixing the positions of all medial/boundary nodes from the second element of the range onward. Spring actuations are now carried out on all of the springs connecting medial/boundary nodes of the first range element to medial/boundary nodes of another element in the range. Suppose we have a particular medial node n, now we have a set of springs d,o,s,t,u,b as shown in figure 5 .c, springs s,o are actuated by K. New rest lengths are calculated for d and b as follows
where x denotes the length of a spring x. For b simply replace d,t with b,u respectively. Clearly the same equations apply for the springs located below s in figure 5b . After a specific time the next set of medial/boundary nodes from the range is unfixed and the sequence is repeated.
The medial alignment deformation is also composed of an ordered progression of deformations across a range of medial nodes. Given an amplitude K, a time α and a range M, the deformation begins by fixing the positions of all nodes in the model. Now suppose we are deforming on a particular medial node n, with thickness spring connected boundary nodes b 1 , b 2 . We unlock these three nodes, then apply a translational force to all three nodes going from b 2 to n, then after a time α we set the nodes back into their pre-deformation position and apply a translational force from b 1 to n. Lastly, we lock our three nodes, then begin deforming the next set in the range.
Behavioral Layer
The segmentation plan is sub-divided into different behavioral stages with sub-goals that are easy to define and attain (e.g. locating the upper boundary of an anatomical structure). The topmost cognitive layer of the architecture (section 2.5) combines prior anatomical knowledge, a segmentation plan, and an organism's sensory data (section 2.4) in order to initiate behaviors, carry out shape deformations, change sensory input, and make decisions towards segmenting the target structure. In the following subsections we describe the different behavioral routines necessary to achieve successful segmentation of the corpus callosum.
Model Initialization
In order to begin its search for the corpus callosum, the deformable organism must first be initialized to an appropriate location in the image using robust anatomical features. A modified hough transform [38] is first used to locate the largest ellipse corresponding to the skull in a midsagittal MRI slice. A template consisting of a rectangular window connecting two squares is used to approximate the main body, genu, and splenium of the corpus callosum (CC). Maximal average image intensity and minimal intensity variance are used as matching criteria. Several candidate locations for the three CC parts are identified and the set which exhibits the strongest edge-connectivity and exhibits maximal distance between the parts is selected.
Global Alignment
The global alignment phase is designed to find the best overall location for the model. Forces are applied to the entire organism to rotate and position it as necessary. The organism first locates the optimal horizontal/vertical location using translation forces, then finds the best alignment using rotation forces. Optimal translations are chosen using a position decision based upon a sensory module configured to monitor local image mean, and variance across the entire model. As the corpus callosum is generally a bright, homogenous region the decision function attempts to maximize the image mean, while minimizing the variance (more details presented in section 2.5.1).
Regional Alignment
During the regional alignment behavior, the organism aligns its anatomical parts to corresponding sections of the CC through successive phases. During each phase, rotational and translational forces are applied to only one part of the CC model. The phases are ordered as splenium-, genu-, and finally rostrum-alignment. This particular ordering favors segmenting regions with stable features before proceeding to other regions. Optimal positions are decided upon using a position decision function utilizing the same sensory module as mentioned in the previous section.
Expansion and Contraction
Since not all corpus callosum share the same medial length, it becomes necessary to expand/contract along the medial axis of the organism. As with earlier behaviors anatomically based phases are used to improve segmentation results. These regional phases are again the splenium, genu, and rostrum. Each region is first expanded/contracted along the organisms medial axis. Favorable positions are decided upon using a position decision function designed to maximize regional image mean, while minimizing regional image variance and organism area (section 2.5.1). Then for each region the organism must decide if further expansion/contraction is required (section 2.5.2). If not, each region is again rotated as it was during the regional alignment phase. Lastly, each region is expanded and contracted a final time to ensure an optimal fit using the position decision function as before.
Medial Alignment
Although the many deformations performed throughout the previous stages optimally place particular regions of the organism, they may not favorably place all parts of those regions. In order to provide accurate segmentation results, the position of each cross section of the deformable organism must now be optimized through a medial alignment deformation across all medial nodes. Optimization takes place in the form of a position decision that is made after each element of the range has been deformed, and is designed to maximize local image mean, while minimizing local image variance (section 2.5.1).
Fitting to Boundary
In order to fit to the boundary of the corpus callosum the organism must locate the optimal position of each boundary node. It is not valid to assume that a node is optimally placed if it simply lies upon an edge because the boundary continuity between nodes must also be accounted for. Consequently, the boundary expansion deformation (section 2.2.2) is carried out across all nodes in a sequential order, and the decision process takes form as a position decision which weights the local image mean, variance, and gradient, as well as the organisms volume (section 2.5.1). Its goal is to maximize image mean and gradient, while minimizing image variance and object volume.
Detecting and Repairing Segmentation Inaccuracies
An example of the organisms ability to incorporate anatomical knowledge is its ability to detect and repair the fornix dip. Typically, the anatomical structure of a corpus callosum exhibits a symmetrical property about its medial axis. Consequently, if the organism is non-symmetrical in the region where the fornix dip is located then that area needs repair. In order to repair itself, the organism simply mirrors its top half about the medial axis throughout the affected area. To ensure validity, the organism then checks if the deformation has been beneficial using a position decision function designed to maximize local image mean, and minimize local image variance (section 2.5.1).
Sensory Modules
In order to perceive its surroundings the organism can perform various sensory functions. Although each method obtains the initial image data in the same manner, they all evaluate different image features including mean, variance, and edge strength. Image data is obtained through low-level image processing consisting of first projecting the models outer contour onto the image, then sampling all image pixels contained within the projected boundary. Equivocally, one can create a filled binary mask of the model, then multiply the mask by the image. It now becomes possible to measure the image mean, variance and edge strength across the model. A sensory module also exists to return the actual image data, instead of a scalar value representing the result of some processing function.
Cognitive Layer
The cognitive layer is responsible for controlling the organism based on sensory input, prior anatomical knowledge, and a user provided schedule. This control takes form in the way of event/schedule driven actions, and sensory/knowledge based decisions. The actions are carried out by the behavioral layer (section 2.3), and simulated by the physics layer (section 2.2). Decisions are carried made at scheduled times according to user provided decision functions. Our organism can decide on the best position across a sequence of performed deformations, and whether or not to continue its expansion/contraction behavior. What follows is a description of each.
Position Decision
The position decision evaluates a user provided function across a sensory information set that has been created by capturing sensory input throughout the deformation process. Our decision functions minimize/maximize weighted combinations of sensory input after the deformations have concluded to find the globally optimal solution, and avoid allowing the organism to get stuck at local minima/maxima. An example decision function might maximize the mean, while minimizing the variance. Assume that m,v are n×1 column vectors representing n sensory samples of the mean, variance respectively. Then d = αm + (1 − α) (1 − v) where 0 ≤ α ≤ 1. Now the position corresponding to max(d) is one that maximizes the mean image intensity, while minimizing the variance according to a weight α. In other words this particular decision function causes the deformable organism to prefer bright homogenous regions like the corpus callosum over dim non-uniform regions.
Expansion/Contraction Decision
Due to the various shapes and sizes the corpus callosum can take from subject to subject some instances may require further expansion/contraction of the splenium/genu then others. Our organism makes this decision based upon sensory input localized to the concerned area. More specifically, if a single image edge is found to cross the model within the concerned area then further deformation is required.
RESULTS
We present qualitative as well as quantitative results of fully-automatic segmentation of the corpus callosum in mid-sagittal magnetic resonance images [39] (N=46) using the physics-based deformable organism ( Figure 6 ). The organism's behaviors and awareness of the different stages of the plan enables it to not only segment the CC but also label anatomical regions (Figure 7(a) ). We also present further improvement of the segmentation results (decrease in error) through minor, intuitive user interaction (Table 1 and Figure 7(b,c) ). 
CONCLUSIONS
We presented physics-based deformable organisms for segmentation, labelling, and quantitative analysis of medical image data. These organisms, which embody a medial-based geometry and are capable of controlled physicsbased deformations, live in the image space and segment structures through the utilization of a segmentation plan of behaviors, prior anatomical knowledge, and perception of image data. Our results show that although automatic segmentation gives good results, the physics-based formulism allows the expert to provide real-time guidance through minor intuitive interactions, if needed, which further improves the segmentation accuracy and keeps the expert "in-the-loop".
In earlier work deformable organisms relied on purely geometrical deformations which rendered intuitive, real-time user-interaction difficult to implement and also necessitated the incorporation of extraneous geometric constraints for maintaining the integrity of the deformable shape model. The primary contribution of this work is the incorporation of a physics layer into the deformable organisms framework thus circumventing the above problems. In this work we applied the physics-based deformable organisms framework to segment anatomical structures in real medical data and demonstrated the opportunity for manual expert intervention if needed.
