Currently, all the devices are using Internet protocol version 4 (IPv4) to access the internet. IP addresses of the IPv4 are now depleted from IPv4 pool announced by IANA (Internet Assigned Number Authority) in February 2011. To solve this issue Internet protocol version 6 (IPv6) is launched. But the main problem is current devices can't support directly IPv6 that causes various compatibility issues. Many researchers have proposed various techniques, but still, their efficiency and performance is a big challenge. This study examines several mechanisms of transition IPv6 the backbone of multiprotocol label switching (MPLS) to evaluate & compare their performances. It involves comparing different performance metrics and manual tunneling tunnel efficiency metrics. The main goal of this paper is to examine the dissimilar tunneling techniques and find out which tunneling method is better in all performance, which increases network performance. Experimental results show that ISATAP is better performance in all metrics.
I. INTRODUCTION
Due to the rapid growth of population demand for IP addresses has increased more and more [1] [2] [3] . Eventually, IP addresses of IPv4 pool is completely exhausted. IANA announced on 3 February 2011 that no. of IPv4 addresses are almost exhausted. Many companies and organizations are moving towards IPv6 addresses. IPv4 is 32 bit long and supports an address of only 32-bit, meaning 4.3 billion. IPv6 is 128 bit long and includes an enormous amount of addresses, i.e. trillions of trillion addresses are now accessible. MPLS is a mechanism for packet labeling [4] [5] [6] [7] . It is extremely scalable system and commonly utilized in transmission technology by internet service suppliers. It plays a vital role in the IPv4 backbone network for companies. MPLS examines the labels and forward data packets discovered on the label instead of searching for hard routing and examine the packets. Companies, use the backbone of MPLS to link offices and sites together remotely. The integration of IPv6 facilities in the MPLS infrastructure can be seen as ordinary progress by service suppliers and businesses using MPLS networks [8] [9] [10] .The MPLS backbone provides the option of connecting IPv6 network, using the existing IPv4 network. When using the IPv4 MPLS backbone current, several ways to connect to IPv6 islands. Because the cost of updating the spine in whole or in part is greater and needs network updates, therefore transition mechanisms are deployed. The theory of MPLS is developed and considered as the hybrid technology of ATM and IP. This paper evaluates distinct techniques for clouting current IPv4 network MPLS additional IPv6 facilities lacking the need for backbone adjustments. These techniques are used to isolate IPv6 domains to interact on the present IPv4 MPLS backbone [11] . In the IPV6 tunnels among customer edge and customer edge CE-to-CE routers together with manual tunnels, ISATAP tunnels, 6to4 tunnels. IPV6 tunnels between supplier edge and supplier edge PE-to-PE routers along with manual tunnels, IPV4 automatic tunnels, ISATAP tunnels, and 6to4 tunnels. This paper analyzes performance parameters, i.e. delays in data packets, jitter, and throughput of the network above mentioned techniques and performs statistical analysis [12] [13] [14] [15] . The purpose of doing this study is to investigate the various tunneling mechanisms which run both network IPv4 and IPv6. After the deployment of these mechanisms find out the best transition mechanism that provides the highest throughput with very low delay and jitter in the network. For better understanding, the scenarios are shown below in Fig. 1 . The figure shows this research paper consist of four phases. Each phase provides the evaluation of the research intention is acclimated. The emulation is done by Graphical Network Simulator (GNS3) tool. Network simulation and data gathering are done by (OPNET) tool. In the last phase data analysis is conducted by MS-office 2013.
A. Contributions/ Findings
The findings of these studies and contributions described as follows:
 Proposed work covers the shortage of IPv4 addresses and provides full IPv6 connectivity.
 Proposed study assessment of a sequence of IPv6 multiprotocol label switching (MPLS) transition mechanisms.
 Analyzing the transition system and identifying which mechanism is best performed in terms of the smallest delay lowest jitter and the greatest performance. Our research paper is divided into six sections, the second section of the paper describes some existing techniques and drawbacks, the third section presents the methodology of the proposed analysis, and the fourth section is about the simulation results and their discussion. The fifth section is all about analysis of data through different statistical methods like ANOVA, F-test and T-test, in the last section is the conclusion.
II. RELATED RESEARCH
The various researchers have proposed different tunneling mechanisms, but there are some drawback is still in the network. Following Table I show some tunneling mechanisms and their drawbacks. [16] . The Customer edge to customer edge (CE to CE) and the provider edge to provider edge (PE to PE) routers are placed. For configuration of routers wellknown emulation is used, called graphical network simulator (GNS3) [17] [18] [19] . For simulation, all configurations are imported to the OPNET environment. External Border Gateway Protocol (EBGP) and Multiprotocol Border Gateway Protocol (MP-BGP) are used for PE routers, CE routers for remote access to PE router in MPLS whereas Interior Gateway Protocol (IGP) and Open Shortest Path First (OSPF) are used inside the MPLS. For suitable deployments configured for IPv4 and IPv6 networks, but it also depends on the transition mechanisms. MPLS cloud set to be in IPv4-enabled and IPv6enabled customers and servers for the transition processes. If customers need to interact with servers on separate islands on each IPv6 island, they must cross the cloud of the IPv4 MPLS. Then a total of eight tunneling scenarios were configured for the various tunneling mechanisms shown in Table II . All customers and servers have IPv6 allowed configuration. These tunneling processes were used to traffic IPv6 throughout the current IPv4 network by encapsulating IPv6 packets in the IPv4 header. Data packet will be decapsulated at the end node of the tunnel, and it will be removed from the IPv4 packet header. An actual data packet of IPv6 transferred to Wellmatched Tunnels, and it configured remaining four routers among provider edge routers. The CEs were intended to be allowed for IPv4 and IPv6 in the event of CE-to CE tunneling, and only IPv4 was configured for PE routers and all IPv6-enabled client and server configuration. After the encapsulating process of IPv6 data packets in the header of the IPv4 network, these tunneling procedures were used to traffic IPv6 across the existing IPv4 network. The packet will be decapsulated at the tunnel end node and the packet header IPv4 will be deleted. It will then forward the initial IPv6 packet to its final IPv6 place. Next, the www.ijacsa.thesai.org 6PE, Native IPv6, and dual-stack transition devices were configured. The MPLS cloud is allowed for 6PE with PE routers supported by IPv4 and IPv6, CE routers supported by IPv6 and PE router supported by IPv4. The MPLS key infrastructure is unaware of IPv6 in the 6PE transition system and to support IPv4/IPv6; only PE routers are updated and 6PE. The 6PE routers use the MP-BGP over IPv4 to exchange accessibility information across the network in a transparent manner.
IV. EXPERIMENTAL SETUP AND ANALYSIS
In our proposed technique, we have deployed IPv4 and IPv6 networks with MPLS technology. For the simulation of the network, OPNET simulator is used to verify both networks are working smoothly with five routers as shown in Fig. 2 . For each of 11 situations, the model was run for five hours with three seeds. Every second, the metrics were set to be gathered, leading in 18000. 
V. SIMULATION SETUP
The five thousand four hundred values gathered for every metric are highly greater, as shown in the statistics above the numbers are close to one another. As a consequence, the statistical investigation is conducted to define if the mechanisms for each performance metric have any statistically significant distinctions. The statistical analysis conducted to assess the information gathered is described in Section 4.
OPNET Average End-to-End delay for all scenarios as shown in Fig. 3 . X-axis is total time in minute"s total running time for simulation is 5 hours and Y-axis is time for delay measured in seconds.
OPNET Average End-to-End jitter for all scenarios as shown in Fig. 4 . X-axis is total time in minute"s, total running time for simulation is 5 hours and Y-axis is time for jitter that is delay that is IP delay variation is seconds.
OPNET average End-to-End Throughput for overall simulation as shown in Fig. 5 . X-axis is total time in minute"s total running time for simulation is 5 hours and Y-axis is time for throughput of the network that process how many packets can process in a given amount of time. ANOVA was used to determine if there is statistically significant difference in means among the scenarios F-Test was used to determine whether modifications were equivalent and whether the mean of one system differed from the mean of the other. Finally, either two sample T-test using degree of freedom was used to determine if the mean of one mechanism is different from the mean of another mechanism. www.ijacsa.thesai.org
A. Scenario. 01 Customer Edge to Customer Edge (CE-to-CE)
To calculate significant variations between the metrics of IPv6 CE-to-CE tunneling processes (delay, jitter, throughput) and Calculate which method is the best.
1) Analysis of delay:
For ANOVA, the hypothesis below has been recognized. • Null Hypothesis (H0): delay implies equivalent to CE-to-CE tunneling processes Alternative Hypothesis (H1): for CE-to-CE tunneling processes, at least one delay implies different from other means. The result for delay performance metrics from CE-to-CE tunnel is shown in above Table III . where F test>F critical for Seeing that null hypothesis is rejected that reason it is enough evidence that at least one delay mean is different from other delay mean for all scenarios.
2) F-Test for delay CE-to-CE tunnel:
F test was used to evaluate if the variances are equal using the hypothesis given below.
Null hypothesis (H0)= delay variance i= delay variance
Alternative hypothesis (H1) = delay variance i=<delay variance j. Table IV since F0>F α n1-1, n2-2 is not true then null hypothesis is not rejected and it is enough evidence that delay variances are equal in that condition we will perform T-test to find which delay mean is less than the others.
The result shown in

3) T-Test for delay CE-to-CE tunnel:
The results are shown in Table V , since t0<-tα, n1-1, n2-2 then the null hypothesis was rejected and hence it is enough evidence that delay means of Manual CE-to-CE and Automatic CE-to-CE is less than the 6to4 CE-to-CE and GRE CE-to-CE. Additionally ISATAP CE-to-CE tunnel is less than the GRE CE-to-CE tunnel. Table VII says that there is enough evidence to support that end-to-end jitter means of different tunneling Manual CE-to-CE and Automatic CE-to-CE are less than 6to4 CE-to-CE and ISATAP CE-to-CE tunnel, and 6to4 CE-to-CE has lower mean jitter than ISATAP CE-to-CE. Table VIII says that there is enough evidence to support that end-to-end jitter means of different tunneling Manual CE-to-CE and Automatic CE-to-CE are less than 6to4 CE-to-CE and ISATAP CE-to-CE tunnel, and 6to4 CE-to-CE has lower mean jitter than ISATAP CE-to-CE.
6) T-Test for jitter CE-to-CE tunnel: The results shown in
B. Scenario. 02 Provider Edge to Provider Edge (PE-to-PE) 1) ANOVA results for delay PE-to-PE tunnel:
The result for delay PE-to-PE performance parameters are shown in Table IX . Since Ftest >Fcritical therefore the Null Hypothesis is rejected and there is enough evidence to demonstrate that at least one delay mean is different from other delay means among the all scenarios. 2) F-Test results for delay PE-to-PE tunnel: The result is shown in Table X , since F0>F α n1-1, n2-2 is not true then null hypothesis is not rejected and it is enough evidence that delay variances are equal in that condition we will perform Ttest to find which delay mean is less than the others.
3
) T-Test results for delay PE-to-PE tunnel:
The result is shown in Table XI , since t0<-tα, n1-1, n2-2 then the Null Hypothesis was rejected. Therefore there is enough evidence to support that end-to-end delay mean of Manual PE-to-PE and Automatic PE-to-PE are less than the 6to4 PE-to-PE and GRE PE-to-PE. Additionally it demonstrates that ISATAP PEto-PE tunnel is lower delay mean as compare to GRE PE-to-PE tunnel. 
C. Summarized Result
The statistical analysis for delay, jitter, and throughput was performed to identify if there is a statistically-significant difference among these scenarios and if so to determine which one(s) are the superior methods, in the order of best to worst. The detailed analysis is described in the above Analysis.
The results for delay including the ordinal ranking values are shown in Table XIV .
1) Lowest to highest delay ipv6 transition mechanism:
The results for delay including ordinal ranking values are shown in Table XIV shows that ISATAP PE having lowest delay and 6to4 CE is highest delay.
2) Lowest to highest jitter ipv6 transition mechanism: The results for delay including ordinal ranking values are shown in Table XV shows that ISATAP PE having lowest jitter and 6to4 CE is highest delay.
For throughput, the analysis shows that there is no statistically significant difference among the all mechanisms. Next the main objective of this research is analyzed, which is to rank the aforementioned IPv6 transition mechanisms from best to worst as shown in below Table XVI. The best mechanism offers lowest delay, lowest jitter, and highest throughput.
3) Best to worst overall ipv6 transition mechanism: The result shows that ISATAP PE has the best overall performance metrics with lowest delay lowest jitter and highest throughput. Manual CE-to-CE, Automatic CE-to-CE, 6to4 PE-to-PE, and GRE PE-to-PE 14 7
6to4 CE-to-CE , ISATAP CE 21 10 GRE CE-to-CE 23 11 VII. CONCLUSION This paper has two phases of contribution, i.e., connectivity of IPv4 and IPv6; secondly, test performance of different tunneling techniques. From the above simulation test result, ISATAP PE is best because of the high throughput and lowest jitter during data packets transmission. Whereas GRE CE is worst due to its high jitter and lowest throughput in the network. The main objective is to provide IPv6 connectively and test which tunneling technique is better to have better performance than others. Future work can extend in payload of the network. Additionally security of these tunneling techniques can be analyzed.
