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STABILITY OF BENNEY-LUKE LINE SOLITARY WAVES IN 2D
TETSU MIZUMACHI AND YUSUKE SHIMABUKURO
Abstract. The 2D Benney-Luke equation is an isotropic model which describes long water
waves of small amplitude in 3D whereas the KP-II equation is a unidirectional model for long
waves with slow variation in the transverse direction. In the case where the surface tension
is weak or negligible, linearly stability of small line solitary waves of the 2D Benney-Luke
equation was proved by Mizumachi and Shimabukuro [Nonlinearity, 30 (2017), 3419–3465].
In this paper, we prove nonlinear stability of the line solitary waves by adopting the argument
by Mizumachi ([Mem. Amer. Math. Soc. no. 1125], [Proc. Roy. Soc. Edinburgh Sect. A.,
148 (2018), 149–198] and [https://arxiv.org/abs/1808.00809]) which prove nonlinear stability
of 1-line solitons for the KP-II equation.
1. Introduction
In this paper, we study nonlinear transverse stability of line solitary waves for the Benney-
Luke equation
(1.1) ∂2t φ−∆φ+ a∆2φ− b∆∂2t φ+ (∂tφ)(∆φ) + ∂t(|∇φ|2) = 0 on R× R2.
The Benney-Luke equation is an approximation model of small amplitude long water waves
with finite depth originally derived by Benney and Luke [3] as a model for 3D water waves
and its mathematically rigorous derivation from the water wave equation was given by [15].
Here φ = φ(t, x, y) corresponds to a velocity potential of water waves. We remark that (1.1) is
an isotropic model for the propagation of water waves whereas KdV, BBM and KP equations
are unidirectional models. See e.g. [5, 6, 7] for the other bidirectional models of 2D and
3D water waves. Since the Benney-Luke equation is isotropic as the water wave equation, it
could be more useful to describe nonlinear interactions of waves at a high angle than the KP
equations.
The parameters a, b are positive and satisfy a− b = τˆ − 1/3, where τˆ is the inverse Bond
number. In this paper, we will assume 0 < a < b, which corresponds to the case where the
surface tension is weak or negligible.
If we think of waves propagating in one direction, slowly evolving in time and having weak
transverse variation, then the Benney-Luke equation can be formally reduced to the KP-II
equation if 0 < a < b and to the KP-I equation if a > b > 0. More precisely, the Benney-Luke
equation (1.1) is reduced to
2fx˜t˜ + (b− a)fx˜x˜x˜x˜ + 3fx˜fx˜x˜ + fy˜y˜ = 0
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in the coordinate t˜ = ǫ3t, x˜ = ǫ(x − t) and y˜ = ǫ2y by taking terms only of order ǫ5, where
φ(t, x, y) = ǫf(t˜, x˜, y˜). See e.g. [20] for the details. On the other hand, the Benney-Luke
equation (1.1) can realize the finite time dynamics of the KP-II equation as in the case of
2-dimensional Boussinesq equations (see [12] and [28]).
The solution φ(t) of the Benney-Luke equation (1.1) formally satisfies the energy conser-
vation law
(1.2) E(φ(t), ∂tφ(t)) = E(φ0, φ1) for t ∈ R,
where
E(f, g) :=
1
2
∫
R2
{|∇f |2 + a(∆f)2 + g2 + b|∇g|2} dxdy ,
and (1.1) is globally well-posed in the energy class E := (H˙2(R2) ∩ H˙1(R2)) ×H1(R2) (see
[33]). The Benney Luke equation (1.1) has a 3-parameter family of line solitary wave solutions
(1.3) φ(t, x, y) = ϕc(x cos θ + y sin θ − ct+ γ) , ±c > 1 , γ ∈ R , θ ∈ [0, 2π) ,
where
ϕc(x) = β(c)
{
tanh
(αc
2
x
)
− 1
}
, αc =
√
c2 − 1
bc2 − a , β(c) =
2(c2 − 1)
cαc
,
and
qc(x) := ϕ
′
c(x) =
c2 − 1
c
sech2
(αcx
2
)
is a solution of
(1.4) (bc2 − a)q′′c − (c2 − 1)qc +
3c
2
q2c = 0 .
Stability of solitary waves to the 1-dimensional Benney-Luke equation was studied by [31] for
the strong surface tension case a > b > 0 by using the variational argument ([10, 13]) which
was originated by [2, 4] and by [25] for the weak surface tension case b > a > 0 by adopting
the semigroup approach of [30].
If a > b > 0, then (1.1) has a stable ground state for c satisfying 0 < c2 < 1 ([29, 32]).
Note that for the water wave equation with strong surface tension, orbital stability of solitary
waves conditional on global solvability has been proved by Mielke [19] and Buffoni [8] by the
variational argument. See also [17] for the algebraic decay property of the ground state. In
view of [34, 35], line solitary waves for the 2-dimensional Benney-Luke equation are expected
to be unstable in this parameter regime.
On the other hand if 0 < a < b and c :=
√
1 + ǫ2 is close to 1 (the sonic speed), then
ϕc(x − ct) is expected to be transversally stable because qc(x) is similar to a KdV 1-soliton
and line solitons of the KP-II equation is transversally stable ([14, 22, 23, 27]).
The dispersion relation for the linearized equation of (1.1) around 0 is
(1.5) ω2 = (ξ2 + η2)
1 + a(ξ2 + η2)
1 + b(ξ2 + η2)
for a plane wave solution φ(t, x, y) = ei(xξ+yη−ωt). If b > a > 0, then |∇ω| ≤ 1, ∇ω(ξ, η) ‖
(ξ, η) and line solitary waves travel faster than the maximum group velocity of linear waves.
Using this property and transverse linear stability of 1-line solitons for the KP-II equation
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([9, 22]), transverse linear stability of small line solitary waves of (1.1) was proved by [26]. The
difference between the linear stability result for solitary waves of the 1-dimensional Benney-
Luke equation ([25, Lemma 2.1 and Theorems 2.2 and 2.3]) is that in the 1-dimensional case
λ = 0 is an isolated eigenvalue in exponentially weighted spaces whereas λ = 0 is not an
isolated eigenvalue of the linearized operator around line solitary waves because line solitary
waves do not decay in the transverse direction. In [26], we investigate the spectrum of the
linearized operator in a weighted space L2(R2; e2αxdxdy) with α > 0 and find a curve of con-
tinuous spectrum {λ | ±iλ1,c+ λ2,cη2 +O(η3) , η ∈ [−η∗, η∗]}, where λ1,c, λ2,c, η∗ are positive
constants. We remark that the continuous eigenmodes found in [26] grow exponentially as
x → −∞ and cannot be recognized as continuous eigenmodes in the L2-framework. These
resonant continuous eigenmodes have to do with modulations of line solitary waves. Indeed,
we find in [26] that linear evolution of those resonant continuous eigenmodes can be approx-
imately described by solutions of 1-dimensional dissipative linear wave equation on the time
variable t and the transverse variable y and that it illustrates phase shifts of modulating line
solitary waves.
In this paper, we show that motion of the local amplitude c(t, y) and the local phase shift
γ(t, y) of a modulating line solitary wave ϕc(t,y)(x − γ(t, y)) is described by 1-dimensional a
system of nonlinear dissipative wave equations and prove nonlinear transverse stability of line
solitary waves. The nonlinear stability of line solitary waves in the entire domain has been
proved only for the KP-II equation ([22, 23, 24]) and it is interesting to give its mathematical
proof for non-integrable system such as the Benny-Luke equations. Since the arguments in
[22, 23, 24] are based on PDE methods and integrability of the KP-II equation is used only
to prove linear stability of line solitary waves, we are able to extend the arguments for the
Benney-Luke equation.
Our plan of the present paper is as follows. In Section 2.1, we recall the linear stability
property of line solitary waves in [26] (Theorem 2.1) and introduce our main result (Theo-
rem 2.2) in Section 2.2. In Section 3, we introduce L2 − F−1L∞ estimates of solutions for
the linearized modulation equations as well as a substitute of d’Alembert’s formula to prove
the L∞-bound of the phase shifts of line solitary waves. We also investigate the large time
behavior of the solutions to the linearized equation. In Section 4, we decompose a solution
around line solitary waves into a sum of the modulating line solitary wave, a small freely
propagating solution of (1.1), exponentially localized remainder part and an auxiliary func-
tion. We will impose the secular term condition to the exponentially localized part to make
use of linear stability property of line solitary waves. We split small solutions of (1.1) from
solutions around line solitary waves so that the remainder part is exponentially localized
because as in [23], resonant continuous eigenmodes of the adjoint linearized operator grow
exponentially as x → ∞ and the secular term condition makes sense only for exponentially
localized perturbations. Since ϕc(−∞) differs as c varies, we need a correction term to keep
the remainder terms in the energy class. In Section 5, we compute time derivative of the
secular term condition and derive a system of PDEs that describe the motion of the local
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amplitude c(t, y) and the local phase shift γ(t, y) whose linearized equation is{
γt ≃ λ2,c0γyy + c− c0 ,
ct ≃ λ21,c0γyy + λ2,c0cyy .
The modulation equation derived from the secular term condition has a critical nonlinear term
whose L1(Ry)-norm decays like t
−1 and a term coming from the freely propagating remainder
part whose L1(Ry)-norm is expected to grow as t→∞. These terms are harmful to estimate
modulation parameters c(t, y) and γ(t, y). As in [23, 24], we use a change of variables to
transform these terms into harmless forms. In Section 6, we prove decay estimates of the
local amplitude c(t, y) and the local orientation γy(t, y) of the modulating line solitary wave
ϕc(t,y)(x − c0t − γ(t, y)) by applying linear estimates obtained in Section 3, where c0 is the
amplitude of the unperturbed line solitary wave. In Section 7, we estimate a renormalized
energy of perturbations which we find by removing infinite energy parts from solutions around
line solitary wave and making use of the orthogonality condition imposed on the exponentially
localized part in Section 4.2. In Section 8, we prove virial identities for (1.1) and prove
decay estimates for localized energies of small solutions to (1.1). In Section 9, we estimate an
exponentially localized norm of perturbations by using linear stability property of line solitary
waves (Theorem 2.1). If we linearize (1.1) around a modulating line solitary wave and use
the moving coordinate z = x− c0t− γ(t, y), we have a space-time dependent advection term.
Since (1.1) is a 2-dimensional wave equation with dispersion in the low frequency regime, the
smoothing effect of (1.1) is not strong enough to treat the advection term as a remainder part.
To avoid the appearance of the advection term, we prove that ‖γ(t, ·)‖L∞(Ry) remains small
for polynomially localized perturbations to line solitary waves by using an estimate similar
to d’Alembert’s formula following the idea of [24]. In our paper, it remains open whether
the phase shift γ(t, y) can grow as t, y → ±∞ for perturbations in the energy class. See
[18] for the growth of phase shifts of gKdV solitary waves. In Section 10, we show that the
large time behavior of c(t, y) and γy(t, y) can be expressed by a linear combination of self-
similar solutions of the Burgers’ equation with spatial phase shift ±λ1,c0t and prove transverse
stability of line solitary waves for polynomially localized perturbations.
Finally, let us introduce several notations. We denote by σ(T ) the spectrum of the operator
T . For Banach spaces V and W , let B(V,W ) be the space of all linear continuous operators
from V to W and ‖T‖B(V,W ) = sup‖u‖V =1 ‖Tu‖W for A ∈ B(V,W ). We abbreviate B(V, V )
as B(V ). For f ∈ S(Rn) and m ∈ S ′(Rn), let
(Ff)(ξ) = fˆ(ξ) = (2π)−n/2
∫
Rn
f(x)e−ixξ dx ,
(F−1f)(x) = fˇ(x) = fˆ(−x) ,
and (m(D)f)(x) = (2π)−n/2(mˇ ∗ f)(x). We denote 〈f, g〉 by
〈f, g〉 =
m∑
j=1
∫
R
fj(x)gj(x) dx
for Cm-valued functions f = (f1, · · · , fm) and g = (g1, · · · , gm).
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Let L2α(R
2) = L2(R2; e2αxdxdy), L2α(R) = L
2(R; e2αx dx). For k ≥ 1, let Hkα(R2) and
Hkα(R) be Hilbert spaces with the norms
‖u‖Hkα(R2) =
(
‖∂kxu‖2L2α(R2) + ‖∂
k
yu‖2L2α(R2) + ‖u‖
2
L2α(R
2)
)1/2
,
‖u‖Hkα(R) =
(
‖∂kxu‖2L2α(R) + ‖u‖
2
L2α(R)
)1/2
,
and let Xk = H
k+1
α (R
2)×Hkα(R2) with the norm
‖(u1, u2)‖Xk =
√
‖∇u1‖2Hkα(R2) + ‖u2‖
2
Hkα(R
2)
,
and let X = X0.
The symbol 〈x〉 denotes √1 + x2 for x ∈ R. Let 1A be the characteristic function of the
set A.
We use a . b and a = O(b) to mean that there exists a positive constant such that a ≤ Cb.
Let a ∧ b = min{a, b} and a ∨ b = max(a, b).
2. Statement of results
2.1. Linear stability of line solitary waves. To begin with, we recall the linear stability
of line solitary waves for (1.1) ([26]). Let φ1 = φ, φ2 = ∂tφ, A = I − a∆ and B = I − b∆.
Then the Benney-Luke equation (1.1) can be rewritten as a system
∂tΦ = LΦ+N(Φ) ,(2.1)
Φ =
(
φ1
φ2
)
, L =
(
0 I
B−1A∆ 0
)
, N(Φ) = −B−1
(
0
φ2∆φ1 + 2∇φ1 · ∇φ2
)
.
Since (1.1) is isotropic and translation invariant, we may assume θ = γ = 0 in (1.3) without
loss of generality. Let rc(x) = −cqc(x) and Φc = (ϕc, rc)T . By (1.4),
(2.2) (c∂x + L)Φc +N(Φc) = 0 ,
and Φc(x − ct) is a planar traveling wave solution of (2.1). Linearizing (2.1) around Φc, we
have in the moving coordinate z = x− ct,
(2.3) ∂tΦ = LcΦ ,
where Lc = c∂z + L+ Vc and
Vc = −B−1
(
0 0
v1,c v2,c
)
, v1,c = 2r
′
c(z)∂z + rc(z)∆ , v2,c = 2qc(z)∂z + q
′
c(z) .
Let A(η) = 1 + aη2 − a∂2z , B(η) = 1 + bη2 − b∂2z and
L(η) =
(
0 1
B(η)−1A(η)(∂2x − η2) 0
)
, Vc(η) = −B(η)−1
(
0 0
v1,c(η) v2,c(η)
)
,
v1,c(η) = 2r
′
c∂x + rc(∂
2
x − η2) , v2,c(η) = 2qc∂z + q′c .
6 TETSU MIZUMACHI AND YUSUKE SHIMABUKURO
Then Lc(η) = e−iyηLc( · ) = c∂x + L(η) + Vc(η). We expand L(η) and Lc(η) as
L(η) = L0 + η
2L1(η) , L1(0) = B
−1
0 (I −A0 −B−10 A0)E21 ,
Lc(η) = Lc(0) + η2L1,c(η) ,
L1,c(0) = L1(0) +B−10 rcE21 + bB−20 {v1,c(0)E21 + v2,c(0)E2} ,
where L0 = L(0), A0 = A(0), B0 = B(0) and Eij (i, j = 1, 2) is a 2 × 2 matrix whose entry
in row i and column j equals to 1 and the other entries are zero. We will abbreviate Eii as
Ei.
By Theorem 2.1 in [26], there exist an η0 > 0, λc(η) ∈ C∞([−η0, η0]) and
ζc(·, η) ∈ C∞([−η0, η0];Hkα(R)×Hk−1α (R)) ,
ζ∗c (·, η) ∈ C∞([−η0, η0];Hk−α(R)×Hk−1−α (R))
such that for η ∈ [−η0, η0] and z ∈ R,
Lc(η)ζc(z, η) = λc(η)ζc(z, η) , Lc(η)∗ζ∗c (z, η) = λc(−η)ζ∗c (z, η) ,
λc(η) = iλ1,cη − λ2,cη2 +O(η3) ,(2.4)
ζc(·, η) = ζ1,c + {iλ1,cη +O(η2)}ζ2,c + zc(η) , zc(η) ⊥ ζ∗1,c, ζ∗2,c ,(2.5)
ζ∗c (·, η) = ζ∗2,c − {iλ1,cη +O(η2)}ζ∗1,c + z∗c (η) , z∗c (η) ⊥ ζ1,c, ζ2,c ,(2.6)
‖zc(η)‖Hkα(R)×Hk−1α (R) + ‖z
∗
c (η)‖Hk
−α(R)×Hk−1−α (R) = O(η
2) ,(2.7)
λc(η) = λc(−η) , ζc(z, η) = ζc(z,−η) , ζ∗c (z, η) = ζ∗c (z,−η) ,(2.8)
where ϕ∗c(x) = ϕc(x) + 2β(c) and
ζ1,c = ∂xΦc =
(
qc
r′c
)
, ζ2,c = −∂cΦc = −
(
∂cϕc
∂crc
)
,(2.9)
ζ∗1,c = c
(−B0∂crc − 2qc∂cqc − q′c∂cϕ∗c
B0∂cϕ
∗
c
)
, ζ∗2,c =
(
A0q
′
c
−B0rc
)
,(2.10)
λ1,c =
√
〈L1,c(0)ζ1,c, ζ∗2,c〉
−〈ζ2,c, ζ∗2,c〉
> 0 ,(2.11)
λ2,c =
〈L1,c(0)ζ1,c, ζ∗2,c〉〈ζ2,c, ζ∗1,c〉 −
∑
j=1,2〈L1,c(0)ζj,c, ζ∗j,c〉〈ζ3−j,c, ζ∗3−j,c〉
2〈ζ1,c, ζ∗1,c〉〈ζ2,c, ζ∗2,c〉
> 0 .(2.12)
We remark that Lc(0) is the same with the linearized operator of 1-dimensional Benney-Luke
equation around solitary waves and that Lc(0)ζ1,c = 0, Lc(0)ζ2,c = ζ1,c.
By [26, (6.4)–(6.6), (6.9)–(6.11)],
〈ζ1,c, ζ∗2,c〉 = 0 , 〈ζ1,c, ζ∗1,c〉 = 〈ζ2,c, ζ∗2,c〉 =
1
2
d
dc
E(qc, rc) =: β1(c) > 0 ,(2.13)
〈ζ2,c, ζ∗1,c〉 =: β2(c) > 0 ,(2.14)
〈L1,c(0)ζ1,c, ζ∗1,c〉 = 〈L1,c(0)ζ2,c, ζ∗2,c〉 < 0 , 〈L1,c(0)ζ1,c, ζ∗2,c〉 < 0 .(2.15)
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Now we introduce spectral projections associated with continuous eigenvalues {λ(η)}−η0≤η≤η0 .
As in [26, Section 8], let κc(η) =
1
2ℑ〈g(·, η, c), g∗(·, η, c)〉 and
g(z, η, c) =
(
1 + i
ℜ〈ζc(·, η), ζ∗c (·, η)〉
ℑ〈ζc(·, η), ζ∗c (·, η)〉
)
ζc(z, η) , g
∗(z, η, c) = ζ∗c (z, η) ,(2.16)
g1(z, η, c) =
1
β1(c)
ℜg(z, η, c) , g2(z, η, c) = 1
κc(η)
ℑg(z, η, c) ,(2.17)
g∗1(z, η, c) = −
β1(c)
κc(η)
ℑg∗(z, η, c) , g∗2(z, η) = ℜg∗(z, η, c) .(2.18)
Note that gk(z, η, c) and g
∗
k(z, η, c) are R
2-valued functions that are even in η and that
Lc(η)g1(z, η, c) = Reλc(η)g1(z, η, c) − κc(η)
β1(c)
ℑλc(η)g2(z, η, c) ,(2.19)
Lc(η)g2(z, η, c) = β1(c)
κc(η)
ℑλc(η)g1(z, η, c) +Reλc(η)g2(z, η, c) ,(2.20)
L∗c(η)g∗1(z, η, c) =
κc(η)
β1(c)
ℑλc(η)g∗1(z, η, c) +Reλc(η)g∗2(z, η, c) ,(2.21)
L∗c(η)g∗2(z, η, c) = Reλc(η)g∗1(z, η, c) +
β1(c)
κc(η)
ℑλc(η)g∗2(z, η, c) .(2.22)
Let α ∈ (0, αc) and η0 be a small positive number such that for k = 1, 2,
sup
η∈[−η0,η0]
(
‖gk(·, η, c)‖L2α(R) + ‖g∗k(·, η, c)‖L2−α(R)
)
<∞ .
Then for η ∈ [−η0, η0],
〈gj(·, η, c), g∗k(·, η, c)〉 = δjk ,
‖g1(·, η, c) − β1(c)−1ζ1,c‖L2α(R;R2) = O(η2) ,
‖g2(·, η, c) + β1(c)−2β2(c)ζ1,c − β1(c)−1ζ2,c‖L2α(R;R2) = O(η2) ,
‖g∗1(·, η, c) − ζ∗1,c‖L2
−α(R;R
2) + ‖g∗2(·, η, c) − ζ∗2,c‖L2
−α(R;R
2) = O(η
2) .(2.23)
Let Pc(η0) and Qc(η0) : X→ X be projections defined by
Pc(η0)U(x, y) =
∑
k=1, 2
∫ η0
−η0
ck(η)gk(x, η, c)e
iyη dη , Qc(η0) = I − Pc(η0) ,(2.24)
ck(η) =
1√
2π
∫
R
(FyU)(x, η) · g∗k(x, η, c) dx .(2.25)
Then Pc(η0) is a spectral projection for Lc corresponding to a family of continuous eigenvalues
{λc(η)}−η0≤η≤η0 . Let Z = QcX and Lc|Z be the restriction of the operator Lc to Z. Assuming
spectral stability of Lc|Z, we have exponential stability of etLcQc.
Theorem 2.1. ([26, Theorem 2.2]) Let 0 < a < b, c > 1 and α ∈ (0, αc). Consider the
operator Lc in the space X. Assume that there exist positive constants β and η0 such that
(S) σ(L|Z) ⊂ {λ | ℜλ ≤ −β} .
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Then for any β′ < β, there exists a positive constant C such that
(2.26) ‖etLcQc(η0)‖B(X) ≤ Ce−β
′t for any t ≥ 0.
Remark 2.1. If c > 1 is sufficiently close to 1, then the assumption (S) is valid and the
spectrum of Lc near 0 is similar to that of the linearized KP-II operator around a line soliton
solution. See [26, Theorem 2.4].
2.2. Main Result. Now let us introduce our main result.
Theorem 2.2. Let 0 < a < b and c0 > 1. Assume (S) for c = c0. Suppose that Φ(t, x, y) is
a solution of (2.1) satisfying
(2.27) Φ(0, x, y) = Φc0(x) + U0(x, y) , U0(x, y) = (u01(x, y), u02(x, y))
T .
Then there exist positive constants C and ǫ0 such that if
(2.28) ǫ := ‖(1 + x2 + y2)∇u01‖H1(R2) + ‖(1 + x2 + y2)u02‖H1(R2) < ǫ0 ,
then there exist C1-functions c(t, y) and γ(t, y) such that for every t ≥ 0 and k ≥ 0,
‖Φ(t, x, y) −Φc(t,y)(x− c0t− γ(t, y))‖E ≤ Cǫ ,(2.29) ∑
j=0,1
〈t〉(2j+1)/4
{∥∥∂jy (c(t, ·) − c0)∥∥Hk(R) + ∥∥∂j+1y γ(t, ·)∥∥Hk(R)} ≤ Cǫ ,(2.30)
‖γ(t, ·)‖L∞(R) ≤ Cǫ ,(2.31)
and for any R > 0,
(2.32) lim
t→∞ ‖Φ(t, x+ c0t+ γ(t, y), y) − Φc0(x)‖E((x>−R)×Ry) = 0 .
Moreover, there exists a γ∞ ∈ R such that for any δ > 0,
(2.33)
{
limt→∞ ‖γ(t, ·)− γ∞‖L∞(|y|≤(λ1,c0−δ)t) = 0 ,
limt→∞ ‖γ(t, ·)‖L∞(|y|≥(λ1,c0+δ)t) = 0 .
In the case where γ∞ 6= 0 in (2.33), the distance between the solution u and the set of line
solitary waves in the energy space grows like t1/2 or faster.
Corollary 2.3. Let c0 > 1. Suppose that (S) holds for c = c0. Then for any ǫ0 > 0, there
exists a solution of (2.1) satisfying (2.27), (2.28) and
lim inf
t→∞ t
−1/2 inf
Φ˜∈K
‖Φ(t, ·)− Φ˜‖E > 0 ,
where K = {Φc(x cos θ + y sin θ − ct+ γ) | ±c > 1 , γ ∈ R , θ ∈ [0, 2π)}.
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3. Decay estimates for linearized modulation equations
Modulation of the local amplitude and the local phase shift of line solitary waves can be
described by a system of Burgers’ equations. In this subsection, we introduce decay estimates
for linearized modulation equations following [22, 24].
Let ν be a real number, ω(η) =
{
1− (ν/λ1,c0)2η2
}1/2
and
λ±(η) = −λ2,c0η2 ± iλ1,c0ηω(η) , π±(η) = (νη ∓ iλ1,c0ω(η), λ21,c0η)T ,
A∗(η) =
(−(λ2,c0 + ν)η2 1
−λ21,c0η2 −(λ2,c0 − ν)η2
)
, Π(η) =
1
λ1,c0η
(π+(η), π−(η)) .
Then A∗(η)Π(η) = diag(λ+(η), λ−(η))Π(η) and
(3.1) etA∗(η) = e−λ2,c0 tη
2
{
cos tλ1,c0ηω(η)I +
sin tλ1,c0ηω(η)
λ1,c0ηω(η)
(A∗(η) + λ2,c0I)
}
Let η0 be a positive number satisfying
(3.2) |ν|η0 < λ1,c0 ,
and let χ1(η) and χ2(η) be nonnegative smooth functions such that χ1(η) + χ2(η) = 1,
χ1(η) = 1 if |η| ≤ 12η0 and χ1(η) = 0 if |η| ≥ 34η0. Then
(3.3) ‖χ2(Dy)etA∗(Dy)‖B(L2(R)) . e−η
2
0t/2 for t ≥ 0.
Next, we will estimate the low frequency part of etA∗(η). Let
K1(t, y) =
1√
2π
F−1
(
χ1(η)e
−λ2,c0 tη2 cos tλ1,c0ηω(η)
)
,
K2(t, y) =
1√
2π
F−1
(
e−λ2,c0 tη
2 ηχ1(η)
ω(η)
sin tλ1,c0ηω(η)
)
,
K3(t, y) =
1√
2π
F−1
(
e−λ2,c0 tη
2 χ1(η)
ηω(η)
sin tλ1,c0ηω(η)
)
.
Then
(3.4) χ1(Dy)e
tA∗(Dy)δ =
(
K1(t, y)− νλ1,c0K2(t, y)
1
λ1,c0
K3(t, y)
−λ1,c0K2(t, y) K1(t, y) + νλ1,c0K2(t, y)
)
.
We can prove the following estimates for K1, K2 and K3 in the same way as [24, Lemma 2.2].
Lemma 3.1. Suppose (3.2) and k ≥ 0. Then for every t ≥ 0,
sup
t>0
‖K1(t, ·)‖L1(R) <∞ , ‖K1(t, ·)‖L2(R) . 〈t〉−1/4 ,(3.5)
‖∂j+1y K1(t, ·)‖L1(R) + ‖∂jyK2(t, ·)‖L1(R) + ‖∂j+2y K3(t, ·)‖L1(R) . 〈t〉−(j+1)/2 ,(3.6)
‖∂j+1y K1(t, ·)‖L2(R) + ‖∂jyK2(t, ·)‖L2(R) + ‖∂j+2y K3(t, ·)‖L2(R) . 〈t〉−(2j+3)/4 ,(3.7)
sup
t>0
‖∂yK3(t, ·)‖L1(R) <∞ , ‖∂yK3(t, ·)‖L2(R) . 〈t〉−1/4 ,(3.8)
sup
t>0
‖K3(t, ·) ∗ f‖L∞(R) . ‖f‖L1(R) .(3.9)
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Let Y and Z be closed subspaces of L2(R) defined by
Y = F−1η Z and Z = {U ∈ L2(R) | suppU ⊂ [−η0, η0]} ,
and let Y1 = F−1η Z1 and Z1 = {U ∈ Z | ‖U‖Z1 := ‖U‖L∞ <∞}. By the definition,
(3.10) ‖U‖Hs ≤ (1 + η20)s/2‖f‖L2 for any s ≥ 0 and U ∈ Y .
Especially, we have ‖U‖L∞ . ‖U‖L2 for any U ∈ Y . Let P˜1 be a projection defined by
P˜1U = F−1η 1[−η0,η0]FyU . Then ‖P˜1U‖Y1 ≤ (2π)−1/2‖U‖L1 for any U ∈ L1(R). In particular,
for any U1, U2 ∈ Y ,
(3.11) ‖P˜1(U1U2)‖Y1 ≤ (2π)−1/2‖U1U2‖L1 ≤ (2π)−1/2‖U1‖Y ‖U2‖Y .
Let χ(η) be a smooth function such that χ(η) = 1 if η ∈ [−η04 , η04 ] and χ(η) = 0 if
η 6∈ [−η02 , η02 ]. We will use the following estimates to investigate large time behavior of
modulation parameters.
Lemma 3.2. Let k ≥ 0. Then for every t ≥ 0,∑
i=1,2
‖Ei∂ky etA∗Ei‖B(Y ;L∞) + ‖E1∂k+1y etA∗E2‖B(Y ;L∞) . 〈t〉−(2k+1)/4 ,(3.12) ∑
i=1,2
‖Ei∂ky etA∗Ei‖B(Y1;L∞) + ‖E1∂k+1y etA∗E2‖B(Y1;L∞) . 〈t〉−(k+1)/2 ,(3.13)
‖E2∂ky etA∗E1‖B(Y ;L∞) . 〈t〉−(2k+3)/4 , ‖E2∂ky etA∗E1‖B(Y1;L∞) . 〈t〉−(k+2)/2 ,(3.14)
‖χ(Dy)etA∗E2‖B(L1;L∞) = O(1) , ‖(I − χ(Dy))etA∗‖B(Y ;L∞) = O(e−c1t) ,(3.15)
where c1 is a positive constant.
Lemma 3.2 follows immediately from Lemma 3.1, (3.3) and (3.4).
Now we will show decay estimates for linearly perturbed equations of ∂tu = A∗u. Suppose
that δ1, δ2 and κ are positive constants and that dij(η) and bij(t, η) are continuous functions
satisfying for η ∈ [−η0, η0] and t ≥ 0,
|d11(η) + (λ2,c0 + ν)η2| ≤ δ1|η|3 , |d12(η)− 1| ≤ δ1η2 ,
|d21(η) + λ21,c0 | ≤ δ1η2 , |d22(η) + (λ2,c0 − ν)η2| ≤ δ1|η|3 ,
|bij(t, η)| ≤ δ2e−κt , |bij(t, η) − bij(t, 0)| ≤ δ2η2e−κt for i, j = 1, 2.
(H)
Let A(t,Dy) = A0(Dy) +A1(t,Dy),
A0(Dy) =
(
d11(Dy) d12(Dy)
d21(Dy)∂
2
y d22(Dy)
)
, A1(t,Dy) =
(
b11(t,Dy) b12(t,Dy)
b21(t,Dy)∂y b22(t,Dy)
)
,
and let U(t, s) a solution operator of
(3.16)
∂u
∂t
(
u1
u2
)
= A(t,Dy)
(
u1
u2
)
, u(s, ·) = f .
Then we have the following.
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Lemma 3.3. Let k ≥ 0. If δ1 is sufficiently small, then for every t ≥ s ≥ 0 and f =
(f1, f2)
T ∈ Y × Y ,
‖∂kyU(t, s)f‖H˙1×L2 ≤ C(1 + t− s)−k/2(‖∂yf1‖Y + ‖f2‖Y ) ,(3.17)
‖∂kyU(t, s)f‖H˙1×L2 ≤ C(1 + t− s)−(2k+1)/4(‖∂yf1‖Y1 + ‖f2‖Y1) ,(3.18)
‖∂kyU(t, s) diag(1, ∂y)f‖H˙1×L2 ≤ C(1 + t− s)−(k+1)/2‖f‖Y ,(3.19)
‖∂kyU(t, s) diag(1, ∂y)f‖H˙1×L2 ≤ C(1 + t− s)−(2k+3)/4‖f‖Y1 ,(3.20)
‖U(t, s)f2e2‖L∞(R) ≤ C (‖f2‖Y1 + ‖χ(Dy)f2‖L1) ,(3.21)
‖U(t, s) diag(1, ∂y)f‖L∞(R) ≤ C〈t− s〉−1/4‖f‖Y ,(3.22) ∥∥∥{µ(t, s)U(t, s)− e(t−s)A∗}f2e2∥∥∥
L∞(R)
≤ C〈t− s〉−1/4‖f2‖Y1 ,(3.23)
‖{µ(t, s)U(t, s) − e(t−s)A∗}diag(1, ∂y)f‖L∞(R) ≤ C〈t− s〉−1/2‖f‖Y ,(3.24)
where µ(t, s) = exp
(
− ∫ ts b22(s, 0) ds), C = C(η0) and lim supη0↓0 C(η0) <∞.
Remark 3.1. Since χ(Dy)P˜1 = χ(Dy) is bounded on L
1(R), we have χ(Dy)f2 ∈ L1(R) if
f2 = P˜1f˜2 and f˜2 ∈ L1(R).
Proof of Lemma 3.3. Let u = (u1, u2)
T be a solution of (3.16) and v = (∂yu1, u2). Then(3.16)
can be read as
(3.25) ∂tv =
(
d11(Dy) + b11(t,Dy) (d12(Dy) + b12(t,Dy))∂y
d21(Dy)∂y + b21(t,Dy) d22(Dy) + b22(t,Dy)
)
v .
Applying a standard energy method to (3.25) as in [22, Lemma 4.2], we have (3.17) and
(3.18). We have (3.19) and (3.20) immediately from (3.17) and (3.18).
Next, we will prove (3.21). Let w = (w1, w2)
T and w(t, y) = µ(t, s)u(t, y). Since Y ⊂ L∞
and 0 < inft≥s≥0 µ(t, s) ≤ supt≥s≥0 µ(t, s) < ∞, it suffices to show ‖w1(t)‖L∞ . ‖f2‖Y1 +
‖χ(Dy)f2‖L1 . By (3.16),
∂tw = A0(Dy)w +B(t,Dy)w , B(t,Dy) = A1(t,Dy)− b22(t, 0)E ,
and it follows from (H) and (3.17) that
‖∂tw1(t)‖Y .‖∂2yu1(t)‖Y + ‖u2(t)‖Y + δ2e−κt‖w1(t)‖Y . ‖f‖Y + δ2e−κt‖w1(t)‖Y .
Thus by Gronwall’s inequality,
(3.26) ‖w1(τ)‖Y . 〈τ − s〉‖f‖Y for τ ≥ s.
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Since |E1B(t, η)| + |E2η−1B(t, η)| = O(δ2e−κt), it follows from Lemma 3.2, (H), (3.18) and
(3.26) that
‖w1(t)‖L∞ .‖E1e(t−s)A∗u(s)‖L∞ +
∥∥∥∥E1 ∫ t
s
e(t−τ)A∗ (A0 −A∗ +B(τ))w(τ) dτ
∥∥∥∥
L∞
.‖f2‖Y1 + ‖χ(Dy)f2‖L1 + δ1
∫ t
s
〈t− τ〉−3/4‖∂yw(τ)‖H˙1×L2 dτ
+ δ2
∫ t
s
〈t− τ〉−1/4e−κτ‖w(τ)‖Y dτ
.‖f2‖Y1 + ‖χ(Dy)f2‖L1 .
Next, we will prove (3.22). Using Lemma 3.2 and (3.19), we have for w = (w1, w2)
T =
µ(t, s)U(t, s) diag(1, ∂y)f ,
‖w1(t)‖L∞ . ‖e(t−s)A∗w(0)‖L∞ +
∥∥∥∥∫ t
s
e(t−τ)A∗ (A0 −A∗ +B(τ))w(τ) dτ
∥∥∥∥
L∞
.〈t− s〉−1/4‖f‖Y + δ1
∫ t
s
〈t− τ〉−3/4‖∂yw(τ)‖H˙1×L2 dτ
+ δ2
∫ t
s
〈t− τ〉−1/4e−κτ‖w(τ)‖Y dτ
.〈t− s〉−1/4‖f‖Y .
We can prove (3.23) and (3.24) in the same way. Thus we complete the proof. 
Lemma 3.4. Let f = (f1, f2)
T . For every t ≥ 0,
(3.27)
∥∥∥etA∗f −Hλ2,c0t ∗Wt ∗ f2e1∥∥∥L∞ . 〈t〉−1/2‖f‖Y1 ,∥∥∥∥∥diag(∂y, 1)etA∗f − 12λ1,c0
(
1 −1
λ1,c0 λ1,c0
)(
Hλ2,c0 t(·+ λ1,c0t)
Hλ2,c0 t(· − λ1,c0t)
)
∗ f2
∥∥∥∥∥
L∞
.〈t〉−1‖f‖Y1 ,
(3.28)
(3.29)
∥∥∥∥∥etA∗
(
f1
∂yf2
)
− 1
2λ1,c0
∑
±
Hλ2,c0 t(· ± λ1,c0t) ∗ (λ1,c0f1 ± f2)e1
∥∥∥∥∥
L∞
. 〈t〉−1‖f‖Y1 ,
where Ht(y) = (4πt)
−1/2 exp(−y2/4t) and Wt(y) = (2λ1,c0)−11[−λ1,c0 t,λ1,c0 t](y).
To investigate the large time behavior of γ(t, y), we need the following.
Lemma 3.5. Suppose that f ∈ L1(R+ × R). Then for any δ > 0,
lim
t→∞ sup|y|≤(λ1,c0−δ)t
∣∣∣∣∫ t
0
Hλ2,c0 (t−s) ∗Wt−s ∗ f(s, ·)(y) ds − γ∗
∣∣∣∣ = 0 ,(3.30)
lim
t→∞ sup|y|≥(λ1,c0+δ)t
∣∣∣∣∫ t
0
Hλ2,c0 (t−s) ∗Wt−s ∗ f(s, ·)(y) ds
∣∣∣∣ = 0 ,(3.31)
where γ∗ = (2λ1,c0)−1
∫∞
0
∫
R
f(s, y) dyds.
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Lemmas 3.4 and 3.5 can be shown in exactly the same way as [24, (2.20)–(2.22) and
Lemma 2.4].
4. Decomposition of the perturbed line solitary waves
4.1. Ansatz for solutions around line solitary waves. Let us decompose a solution
around ϕc(x− c0t) into a sum of a modulating line solitary wave and a dispersive part plus
a small wave which is caused by amplitude changes of the line solitary wave:
(4.1)

Φ(t, x+ c0t, y) = Φc(t,y)(z) + U(t, x, y) −Ψc(t,y)(z1) ,
z = x− γ(t, y) , z1 = z + c0 − 1
2
t+ h .
Here h is a large positive constant (see Lemma 4.3). The modulation parameters c(t0, y0) and
γ(t0, y0) denote the speed and the phase shift of the modulating line solitary wave qc(t,y)(x−
c0t− γ(t, y)) along the line y = y0 at the time t = t0, U is a remainder part which is expected
to behave like an oscillating tail and Ψc is an auxiliary function such that
Ψc = (ψ˜c, 0)
T , ψ˜c(z1) =
∫ ∞
z1
ψc(x) dx , ψc(x) = 2{β(c0)− β(c)}ψ(x)
with ψ ∈ C∞0 (−1, 1) and
∫
R
ψ(x) dx = 1. Note that
(4.2) lim
x→−∞ ψ˜c(x) = limx→−∞ {ϕc(x)− ϕc0(x)} = −
∫
R
(qc − qc0) dx .
We need the adjustment by Ψc in order to obtain the energy identity in Section 7.
Substituting (4.1) into (2.1), we have
(4.3) ∂tU = (c0∂x + L)U + ℓ+N(Φc(t,y) −Ψc(t,y) + U)−N(Φc(t,y) −Ψc(t,y)) ,
where ℓ = ℓ1 + ℓ2, ℓ2 = ℓ21 + ℓ22 + ℓ23 and
ℓ1 =− ct∂cΦc(t,y)(z) + {(c0 + γt)∂x + L}Φc(t,y)(z) +N(Φc(t,y)(z)) ,
(4.4)
 ℓ21 = ct∂cΨc(t,y)(z1)−
(
γt +
c0 + 1
2
)
∂xΨc(t,y)(z1) , ℓ22 = −LΨc(t,y)(z1) ,
ℓ23 = N(Φc(t,y)(z) −Ψc(t,y)(z1))−N(Φc(t,y)(z)) = −N ′(Φc)Ψc .
Note that N(Ψc) = 0. Let c˜(t, y) = c(t, y) − c0 and N0(Φ) = −B−10 (φ2∂2xφ1 + 2∂xφ1∂xφ2)e2
with Φ = φ1e1 + φ2e2, e1 = (1, 0)
T and e2 = (0, 1)
T . In view of (2.2) and the fact that
L = L0 − ∂2yL1, we have ℓ1 = ℓ11 + ℓ12 + ℓ13,
(4.5)
{
ℓ11 = −ct∂cΦc(t,y)(z) + (γt − c˜)∂zΦc(t,y)(z) , ℓ12 = −∂2yL1Φc(t,y)(z1) ,
ℓ13 = N(Φc(t,y)(z))−N0(Φc(t,y)(z)) .
Now we introduce a symplectic orthogonality condition to fix the decomposition (4.1). Since
the adjoint resonant modes are exponentially increasing as x→∞, we further decompose U
into a small solution of (2.1) and an exponentially localized part following the idea of [21]
and [25, 27, 23] in order to use exponential linear stability in [26].
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Let Φ(t, x, y) be a solution of (2.1) with Φ(0, x, y) = Φc0(x) + U0(x, y) and let U1 be a
solution of
(4.6) ∂tU1 = (c0∂x + L)U1 +N(U1) , U1(0, x, y) = U0(x, y) ,
and
(4.7) U2(t, x, y) = U(t, x, y)− U1(t, x, y) , U˜2(t, z, y) = U2(t, x, y) .
By (4.3), (4.6) and (4.7),
(4.8) ∂tU2 = Lc0U2 + ℓ+N1 +N2 +N3 , U2(0) = 0 ,
where N1,0 = N(Φc(t,y)(z) −Ψc(t,y)(z1) + U)−N(Φc(t,y)(z)−Ψc(t,y)(z1))−N(U) and
N1 = N1,0 − Vc0U2 −N3 , N2 = N(U)−N(U1) ,
N3 = N
′(Φc(t,y)(z) −Ψc(t,y)(z1))U1 .
Lemma 4.1 below implies that U2(t, x, y), as well as U˜2(t, z, y), are exponentially localized as
x→∞ provided the phase shift γ(t, y) is uniformly bounded.
Lemma 4.1. Let α ∈ (0, αc0) and U0 ∈ E. Suppose that Φ(t) is a solution of (2.1) with
Φ(0) = Φc0 + U0 and that U1(t) is a solution of (4.6). Then
(4.9) W (t, x, y) := Φ(t, x+ c0t, y)− Φc0(x)− U1(t, x, y) ∈ C([0,∞);X1) .
Proof of Lemma 4.1. First, we remark that c0∂x + L generates C
0-semigroup on E and that
U1(t), W (t) ∈ C([0,∞);E) follows from a standard argument.
Let
E(φ1, φ2) = 1
2
{
φ22 + b|∇φ2|2 + |∇φ1|2 + a(∆φ1)2
}
,
Fquad(φ1, φ2) = φ2B−1A∇φ1 + a∆φ1∇φ2 .
By (2.1), (2.2), (4.6) and the fact that N is quadratic nonlinearity,
(4.10) ∂tW = (c0∂x + L)W +G , G = Vc0(U1 +W ) +N(U1 +W )−N(U1) ,
and
(4.11)
d
dt
E(W (t)) = c0∂xE(W (t)) +∇ · Fquad(W (t)) + w2g + b∇w2 · ∇g ,
where W = (w1, w2) and g = G · e2.
Let pn(x) = e
2αn(1 + tanhα(x− n)) and
En(W ) =
∫
R2
pn(x)E(W )(t, x, y) dxdy .
By (4.11),
d
dt
En(W (t)) =−
∫
R2
p′n(x) {c0E(W )(t, x, y) + e1 · Fquad(W )(t, x, y)} dxdy
+
∫
R2
pn(x){w2g + b∇w2 · ∇g} dxdy .
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We remark that 0 < p′n(x) ≤ 2αpn(x) ≤ 4αe2αx. By Claim A.2,∣∣∣∣∫
R2
p′n(x)e1 · Fquad(W )(t, x, y) dxdy
∣∣∣∣ . ∫
R2
p′n(x)W(t, x, y) dxdy ,
∣∣∣∣∫
R2
pn(x){w2g + b∇w2 · ∇g} dxdy
∣∣∣∣
.‖U1(t)‖EEn(W )1/2 + (‖U1 +W‖E + ‖U1‖E)En(W )
.E(U0) + (1 + E(U0) + ‖W (t)‖E)En(W (t)) .
In the last line, we use the energy identity
(4.12) E(U1(t)) = E(U0) .
Combining the above, we have
d
dt
En(W (t)) . E(U0) + (1 + E(U0) + ‖W (t)‖E)En(W (t)) .
Using Gronwall’s inequality, we see that for any T > 0, there exists a C > 0 such that
En(t) ≤ CE(U0) for every t ∈ [0, T ] and n ∈ N.
By passing to the limit n→∞, we have supt∈[0,T ] ‖W (t)‖X1 . ‖U0‖E since 0 < pn(x) ↑ 2e2αx.
Moreover, we can prove that ‖W (t)‖X1 is continuous. Since W (t) ∈ C([0,∞;E) and W (t) is
weakly continuous in X1, we have (4.9). Thus we complete the proof. 
4.2. The orthogonality condition. We impose a secular term condition for U˜2(t, z, y) to
fix the decomposition (4.1) with (4.7).
(4.13)
∫
R2
U˜2(t, z, y) · g∗k(z, η, c(t, y))e−iyη dzdy = 0 for η ∈ (−η0, η0) and k = 1, 2,
where η0 is a sufficiently small positive number.
Now we introduce functionals to prove the existence of the decomposition (4.1) that satisfies
(4.7) and (4.13). For U ∈ X and γ, c˜ ∈ Y and h ≥ 0, let c(y) = c0 + c˜(y) and
Fk[U, c˜, γ, h](η) := 1[−η0,η0](η) limM→∞
∫ M
−M
∫
R
{
U(x, y) + Φc0(x)− Φc(y)(x− γ(y))
+ Ψc(y)(x− γ(y) + h)
} · g∗k(x− γ(y), η, c(y))e−iyη dxdy .
To begin with, we will show that F = (F1, F2) maps L
2
α(R
2)× Y × Y × R into Z × Z.
Lemma 4.2. Let α ∈ (0, αc0), U ∈ L2α(R2), c˜, γ ∈ Y and h ≥ 0. Then there exists a δ > 0
such that if ‖c˜‖Y + ‖γ‖Y ≤ δ, then Fk[u, c˜, γ, h] ∈ Z for k = 1, 2.
Proof. Let U ∈ C∞0 (R2;R2) and
Θ(x, y) = Φc(y)(x− γ(y))− Φc0(x)−Ψc(y)(x− γ(y) + h) ,
Θ0(x, y) = {∂cΦc0(x)− ∂cΨc0(x+ h)}c˜(y)− ∂xΦc0(x)γ(y) ,
Θ1(x, y) = Θ(x, y)−Θ0(x, y) , Θ∗(x, y) = g∗k(x− γ(y), η, c(y)) − g∗k(x, η, c0) .
16 TETSU MIZUMACHI AND YUSUKE SHIMABUKURO
Then ∫
R2
{U(x, y) −Θ(x, y)} · g∗k(x− γ(y), η, c(y))e−iyη dxdy =
4∑
j=1
Ij(η) ,
where
I1 =
∫
R2
U(x, y) · g∗k(x, η, c0)e−iyη dxdy ,
I2 =−
∫
R2
Θ0(x, y) · g∗k(x, η, c0)e−iyη dxdy ,
I3 =−
∫
R2
Θ1(x, y) · g∗k(x, η, c0)e−iyη dxdy ,
I4 =
∫
R2
{U(x, y) −Θ(x, y)}Θ∗(x, y)e−iyη dxdy .
By (2.23),
(4.14) sup
|c−c0|≤δ , |η−η0|≤δ
∥∥∥∂jc∂kxg∗k(·, η, c)∥∥∥
L2
−α(R)
<∞ for j, k ≥ 0,
and it follows from the Plancherel theorem and (4.14) that∫ η0
−η0
|I1(η)|2dη . ‖U‖2L2α(R2) ,
∫ η0
−η0
|I2(η)|2dη . ‖c˜‖2Y + ‖γ‖2Y .
Since supy(|c˜(y)|+ |γ(y)|) . ‖c˜‖Y + ‖γ‖Y , we have
‖Θ‖L2α(R2) + ‖Θ0‖L2α(R2) ≤ C(‖c˜‖Y + ‖γ‖Y ) ,
‖eαxΘ1(x, y)‖L1(R2) ≤ C(‖c˜‖Y + ‖γ‖Y )2 ,
‖Θ∗(x, y)‖L2
−α(R
2) ≤ C(‖c˜‖Y + ‖γ‖Y ) ,
where C is a positive constant depending only on δ.
Combining the above, we obtain
sup
−η0≤η≤η0
(|I3(η)|+ |I4(η)|) . ‖U‖L2α(R2)(‖c˜‖Y + ‖γ‖Y ) + (‖c˜‖Y + ‖γ‖Y )2 .
Since C∞0 (R
2) is dense in L2α(R
2), it follows that for any u ∈ L2α(R2),
1[−η0,η0](I1 + I2) ∈ Z , 1[−η0,η0](I3 + I4) ∈ Z1 ⊂ Z .
Thus we complete the proof. 
Next, we will prove the existence of parameters c and γ that satisfy (4.1) and (4.13).
Lemma 4.3. Let α ∈ (0, αc0). There exist positive constants δ0, δ1, h0 and C such that if
‖U‖L2α < δ0 and h ≥ h0, then there exists a unique (c˜, γ) with c = c0 + c˜ satisfying
‖c˜‖Y + ‖γ‖Y < δ1 ,(4.15)
F1[u, c˜, γ, h] = F2[u, c˜, γ, h] = 0 .(4.16)
Moreover, the mapping {U ∈ L2α(R2) | ‖U‖L2α(R2) < δ0} ∋ U 7→ (c˜, γ) =: Ω(U) ∈ Y ×Y is C1.
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Proof. We have (F1, F2) ∈ C1(L2α(R2)× Y × Y × R;Z × Z) and for c˜, γ˜ ∈ Y ,
D(c,γ)(F1, F2)(0, 0, 0, h)
(
c˜
γ˜
)
=
√
2π
(
f11 f12
f21 f22
)(Fy c˜
Fyγ˜
)
,
where
fk1 = −
∫
R
{∂cΦc0(x)− ∂cΨc0(x+ h)} · g∗k(x, η, c0) dx ,
fk2 =
∫
R
∂xΦc0(x) · g∗k(x, η, c0) dx ,
and by (2.9), (2.10), (2.13), (2.14) and (2.23),
f11 = β2(c0) +O(η
2
0) +O(e
−hα) , f12 = β1(c0) +O(η20) ,
f21 = β1(c0) +O(η
2
0) +O(e
−hα) , f22 = O(η20) .
Suppose η0 and e
−hα are sufficiently small. Then D(c,γ)(F1, F2)(0, 0, 0, h) ∈ B(Y × Y,Z × Z)
has a bounded inverse and by the implicit function theorem, there exists a unique (c˜, γ) ∈
Y × Y satisfying (4.15) and (4.16) for any U satisfying ‖U‖L2α(R2) < δ0 and the mapping
(c˜, γ) = Ω(U) is C1. 
Remark 4.1. If U0 ∈ E and Φ(0, x, y) = Φc0(x) + U0(x, y), then a solution of (2.1) is in the
class
(4.17) U˜(t, x, y) := Φ(t, x+ c0t, y)− Φc0(x) ∈ C(R;E) ∩ C1(R;H1(R2)× L2(R2)) .
Combining the above with (4.9), we have
(4.18) W (t) ∈ C([0,∞);X1) ∩C1((0,∞);X) ,
and it follows from Lemma 4.3 that (c˜(t), γ(t)) = Ω(W (t)) ∈ C1 as long as ‖W (t)‖L2α remains
small. Since W (0) = 0, there exists a T > 0 such that the decomposition (4.1) satisfying
(4.7) and (4.13) persists for t ∈ [0, T ] and
c˜(0) = γ(0) = 0 , U˜2(0) = 0 ,(4.19)
(c˜(t), γ(t)) ∈ C([0, T ];Y × Y ) ∩C1((0, T );Y × Y ) .(4.20)
By a standard argument, we have the following continuation principle for the decomposition
(4.1) satisfying (4.7) and (4.13).
Proposition 4.4. Let α, δ0 and h be the same as in Lemma 4.3 and let Φ(t) and U1(t) be as
in Lemma 4.1. Then there exists a constant δ2 > 0 such that if (4.1), (4.7) and (4.13) hold
for t ∈ [0, T ) and
(c˜, γ) ∈ C([0, T );Y × Y ) ∩ C1((0, T );Y × Y ) ,(4.21)
sup
t∈[0,T )
‖U(t)‖L2α <
δ0
2
, sup
t∈[0,T )
‖c˜(t)‖Y < δ2 , sup
t∈[0,T )
‖γ(t)‖Y <∞ ,(4.22)
then either T =∞ or T is not the maximal time of the decomposition (4.1) satisfying (4.7),
(4.13), (4.21) and (4.22).
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5. Modulation equations
In this section, we will derive a system of PDEs which describe the motion of c(t, y) and
γ(t, y).
Let U˜1(t, z, y) = U1(t, x, y), U˜(t, z, y) = U(t, x, y) and τ be a shift operator defined by
(τγf)(x, y) = f(x+ γ, y). Then (4.6) and (4.8) are transformed into
∂tU˜1 = {(c0 + γt)∂z + L}U˜1 +N(U1) + τγ(t,y)[L, τ−γ(t,y)]U˜1 ,(5.1)
∂tU˜2 = Lc(t,y)U˜2 + ℓ+
4∑
j=1
N˜j , U˜2(0) = 0 ,(5.2)
where
N˜1 = N1,0 − Vc(t,y)U˜ , N˜2 = N2 , N˜3 = Vc(t,y)U˜1
N˜4 = (γt − c˜)∂zU˜2 + τγ(t,y)[L, τ−γ(t,y)]U˜2 .
Suppose that the decomposition (4.1), (4.7) satisfying (4.13) persists for t ∈ [0, T ]. Differ-
entiating (4.13) with respect to t, we have in L2(−η0, η0),
d
dt
∫
R2
U˜2(t, z, y) · g∗k(z, η, c(t, y))e−iyη dzdy
=
∫
R2
ℓ · g∗k(z, η, c(t, y))e−iyη dzdy +
5∑
j=0
IIjk(t, η) ,
(5.3)
where
II0k(t, η) =
∫
R2
U˜2 · L∗c(t,y)
(
g∗k(z, η, c(t, y))e
−iyη) dzdy ,(5.4)
IIjk(t, η) =
∫
R2
N˜j · g∗k(z, η, c(t, y))e−iyη dzdy for j = 1, 2, 3,(5.5)
II4k(t, η) =
∫
R2
U˜2(t, z, y) · {ct∂c − (γt − c˜)∂z}g∗k(z, η, c(t, y))e−iyη dzdy ,(5.6)
II5k(t, η) =
∫
R2
U˜2(t, z, y) · [τγ(t,y), L∗]τ−γ(t,y)g∗k(z, η, c(t, y))e−iyη dzdy .(5.7)
The modulation equations of c(t, y) and γ(t, y) can be obtained by taking the inverse Fourier
transform of (5.3).
5.1. The dominant part of modulation equations. In view of (4.5), we have
ℓ13 =−B−1{2∂yϕc(t,y)(z)∂yrc(t,y)(z) + rc(t,y)(z)∂2yϕc(t,y))(z)}e2(5.8)
− bB−10 B−1∂2y{2qc(t,y)(z)r′c(t,y)(z) + rc(t,y)(z)q′c(t,y)(z)}e2 ,
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and ℓ1 = ℓ11 + ℓ˜12 + ∂
2
y ℓ˜1r,
ℓ˜12 =− ∂2yL1(0)Φc(t,y)(z)
−B−10 {2∂yϕc(t,y)(z)∂yrc(t,y)(z) + rc(t,y)(z)∂2yϕc(t,y))(z)}e2
− bB−20 ∂2y{2qc(t,y)(z)r′c(t,y)(z) + rc(t,y)(z)q′c(t,y)(z)}e2 ,
ℓ˜1r = ∂
2
yL2(Dy)Φc(t,y)(z) + bB
−1
(
ℓ˜12 + ∂
2
yL1(0)Φc(t,y)(z)
)
,(5.9)
where L2(η) = η
−2(L1(η) − L1(0)) for η 6= 0 and L2(0) = 12 d
2
dη2
L1(η)|η=0. Since g∗k(z, 0, c) =
ζ∗k,c(z), the leading terms of
(5.10)
1√
2π
F−1η
∫
R2
ℓ1 · g∗k(z, η, c(t, y))e−iyη dzdy
are Gk(t, y) :=
∫
R
(ℓ11 + ℓ˜12) · ζ∗k,c(t,y)(z) dz.
Lemma 5.1. (
G1
G2
)
=P˜1
{
B1(c)
(
γt − c˜
ct
)
+M(c)
(
γyy
cyy
)}
+ P˜1
(
2m13(c)cyγy +m14(c)(cy)
2 +m15(c)(γy)
2
2m23(c)cyγy +m24(c)(cy)
2
)
,
(5.11)
where B1(c) = β1(c)I + β2(c)E12,
M(c) =
∑
j,k=1,2
mkj(c)Ekj , mkj(c) =
{
〈L1,c(0)ζj,c, ζ∗k,c〉 if j = 1, 2,
mkj(c) = 〈Φj,c, ζ∗k,c〉 if 3 ≤ j ≤ 5,
Φ3,c = ∂c{L1,c(0)ζ1,c}+B−10 r′c∂cϕce2 , Φ4,c = ∂c{L1,c(0)ζ2,c} −B−10 ∂crc∂cϕce2 ,
Φ5,c = −∂z{L1,c(0)ζ1,c} −B−10 r′cqce2 .
Proof of Lemma 5.1. By (2.13) and (2.14),(∫
R
ℓ11 · ζ∗1,c(t,y)(z) dz∫
R
ℓ11 · ζ∗2,c(t,y)(z) dz
)
= B1(c)
(
γt − c˜
ct
)
.
By a straightforward computation, we have ℓ˜12 = ℓ˜12L + ℓ˜12N ,
ℓ˜12L =γyyL1,c(0)ζ1,c + cyyL1,c(0)ζ2,c ,(5.12)
ℓ˜12N =2cyγyΦ3,c + (cy)
2Φ4,c + (γy)
2Φ5,c ,(5.13)
L1,c∂zΦc =B−10 {(2a− bc2)q′′c − qc + rcqc}e2 ,
L1,c∂cΦc =B−10
[
∂c{(2a− bc2)q′c} − ∂cϕc + rc∂cϕc
]
e2 ,
and ∫
R
ℓ˜12L · ζ∗k,c(t,y)(z) dz = mk1(c)γyy +mk2(c)cyy ,∫
R
ℓ˜12Nζ
∗
k,c(t,y)(z) dz = 2mk3(c)cyγy +mk4(c)(cy)
2 +mk5(c)(γy)
2 .
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We have m25(c) = c〈(bc2 − 2a)q′′′c + q′c + 3cqcq′c, qc〉 = 0 by parity. By (2.15),
(5.14) m11(c) = m22(c) < 0 , m21(c) < 0 .
Thus we complete the proof. 
The equation (G1, G2) ≃ (0, 0) is a dissipative wave equation. Indeed, let a1j(c) =
{β2(c)m2j(c)− β1(c)m1j(c)}/β1(c)2, a2j(c) = −m2j(c)/β1(c) and
A(c, η) =
(
0 1
0 0
)
−
(
a11(c) a12(c)
a21(c) a22(c)
)
η21[−η0,η0](η) .
Then by (2.11) and (2.12),
detA(c, η) =a21(c)η
2 + {a11(c)a22(c)− a12(c)a21(c)}η4 = λ21,cη2 +O(η4) ,
trA(c, η) =β1(c)
−2 {β1(c)(m11(c) +m22(c)) − β2(c)m21(c)} η2 = −2λ2,cη2 < 0 .
Solutions of the linearized equation
d
dt
(
γ
c˜
)
= A(c0,Dy)
(
γ
c˜
)
decays like ‖∂k+1y γ‖Y +‖∂ky c˜‖Y . 〈t〉−(2k+1)/4 for k ≥ 0 (see Lemma 3.2). Therefore we expect
that the modulation equations for c(t, y) and γ(t, y) can be reduced to(
γt
ct
)
≃B1(c)−1
{
(E12 +M(c)∂
2
y )
(
γ
c˜
)
+
(
m15(c)(γy)
2
2m23(c)cyγy
)}
≃A(c,Dy)
(
γ
c˜
)
+
(
a15(c)(γy)
2
2a23(c)cyγy
)(5.15)
To estimate ‖c˜(t)‖Y by using Lemma 3.2, we need to translate the nonlinear term 2m23(c)cyγy
into a divergent form because ‖m23(c)cyγy‖L1 = O(t−1). Let
a˜21(c) = a21(c0) exp
(∫ c
c0
2a23(s)
a21(s)
ds
)
, ρ(c) =
∫ c
c0
a˜21(s)
a21(s)
ds ,(5.16)
b = P˜1{ρ(c)− ρ(c0)} .(5.17)
We remark that ρ′(c0) = 1 and b ≃ c˜ (see Claim C.1 in Appendix C).
By (5.15) and (5.17),
γt ≃c˜+ a11(c)γyy + a12(c)cyy + a15(c)(γy)2
=b+ a11(c0)γyy + a12(c0)byy + P˜1
(
p1b
2 + a15(c)(γy)
2
)
+ P˜1R
G,1
1 ,
where p1 = −12ρ′′(c0) and
RG,11 = (a11(c) − a11(c0))γyy + a12(c)cyy − a12(c0)byy + c˜− b− p1b2 .
Let a˜22(c) = ρ
′(c)a22(c). Since a˜21(c) = ρ′(c)a21(c) and a˜′21(c) = 2ρ
′(c)a23(c),
bt = P˜1ρ
′(c)ct ≃P˜1(a˜21(c)γyy + a˜′21(c)cyγy + a˜22(c)cyy)
=a21(c0)γyy + a22(c0)byy + P˜1(p2(c)γy)y + P˜1R
G,1
2 ,
where p2(c) = a˜21(c)− a˜21(c0) = O(c˜) and RG,12 = a˜22(c)cyy − a˜22(c0)byy.
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Now we will translate the principal part of (G1, G2) in terms of b and γ. Let B2(c) =
diag(1, ρ′(c)), B3(c) = B2(c)B1(c)−1, B4(c) = P˜1B2(c)P˜1(P˜1B1(c)P˜1)−1P˜1,
δB(c) := P˜1B3(c)−B4(c)(5.18)
=P˜1 (B3(c)−B3(c0)) (I − P˜1) + P˜1 (B2(c)−B2(c0)) (I − P˜1)B1(c)−1P˜1
+ P˜1B2(c)P˜1
(
B1(c)
−1 − (P˜1B1(c)P˜1)−1
)
P˜1 .
By (5.11) and (5.17),
B4(c)
(
G1
G2
)
=
(
γt
bt
)
− P˜1B2(c)A(c,Dy)
(
γ
c˜
)
− P˜1B2(c)
(
a15(c)(γy)
2
2a23(c)cyγy
)
−RG,2
=
(
γt
bt
)
−A(c0,Dy)
(
γ
b
)
−N1 −RG ,
(5.19)
where
(5.20) N1 = P˜1(n1, ∂yn2)T , n1 = p1b2 + a15(c)(γy)2 , n2 = p2(c)γy ,
with p2(c) = O(c˜) and R
G = RG,1 +RG,2, RG,1 = (RG,11 , R
G,1
2 )
T ,
RG,2 =δB(c)
{
M(c)
(
γyy
cyy
)
+
(
a15(c)(γy)
2
2ρ′(c)a23(c)cyγy
)}
−B4(c)
(
2m13(c)cyγy +m14(c)(cy)
2
m24(c)(cy)
2
)
.
5.2. Expressions of remainder terms. To describe the remainder terms of (5.10), we
introduce operators Sk (k = 1, 2). For Qc = ζ1,c, ζ2,c and so on, let
S1k [Qc](f)(t, y) =
1
2π
∫ η0
−η0
∫
R2
f(y1)Qc0(z) · g∗k1(z, η, c0)ei(y−y1)η dy1dzdη ,
S2k [Qc](f)(t, y) =
1
2π
∫ η0
−η0
∫
R2
f(y1)c˜(t, y1)g
∗
k2(z, η, c(t, y1))e
i(y−y1)η dy1dzdη ,
where δQc(z) = {Qc(z)−Qc0(z)}/(c − c0), g∗k1(z, η, c) = η−2{g∗k(z, η, c) − g∗k(z, 0, c)} and
g∗k2(z, η, c) = δQc(z) · g∗k1(z, η, c0) +Qc(z) ·
g∗k1(z, η, c) − g∗k1(z, η, c0)
c− c0 .
For j = 1 and 2, let
S˜j =
(
Sj1[ζ1,c] S
j
1[ζ2,c]
Sj2[ζ1,c] S
j
2[ζ2,c]
)
, S˜′j =
(
Sj1[L1,c(0)ζ1,c] Sj1[L1,c(0)ζ2,c]
Sj2[L1,c(0)ζ1,c] Sj2[L1,c(0)ζ2,c]
)
.
Then by (4.5), (5.12) and (5.13),
1√
2π
P˜1F−1η
(〈ℓ11 + ℓ˜12L, g∗11(z, η, c(t, y))eiyη 〉
〈ℓ11 + ℓ˜12L, g∗21(z, η, c(t, y))eiyη 〉
)
=S˜1
(
γt − b
bt
)
+ S˜′1
(
γyy
byy
)
+Rℓ1,1 ,
(5.21)
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Rℓ1,1 =S˜1
(
0
ct − bt
)
+ S˜2
(
γt − c˜
ct
)
+ S˜′1
(
0
cyy − byy
)
+ S˜′2
(
γyy
cyy
)
,
Rℓ1,2k :=
1√
2π
P˜1F−1η 〈ℓ˜12N , g∗k1(z, η, c(t, y))eiyη 〉(5.22)
=
∑
j=1,2
(
2Sjk[Φ3,c](cyγy) + S
j
k[Φ4,c](c
2
y) + S
j
k[Φ5,c](γ
2
y)
)
.
Let
Rℓ1,rk = S˜1 ((b− c˜)e1) +
1√
2π
P˜1F−1η 〈∂2y ℓ˜1r, g∗k(z, η, c(t, y))eiyη 〉 .
We set Rℓ1,j = (Rℓ1,j1 , R
ℓ1,j
2 )
T for j = 1, 2, r and Rℓ1 = ∂2y(R
ℓ1,1 +Rℓ1,2) +Rℓ1,r.
We rewrite ℓ2 as ℓ2 = ct∂cΨc0 − c˜Ψ˜c0 + ℓ˜2N + ∂2y ℓ˜2r,
Ψ˜c0 =
{
c0 + 1
2
∂x + L0 +N
′
0(Φc0)
}
∂cΨc0 ,
ℓ˜2N = ct(∂cΨc − ∂cΨc0)−
(
c0 + 1
2
∂x + L0
)
(Ψc − c˜∂cΨc0)− γt∂xΨc +N2N ,
N2N = c˜N
′
0(Φc0)∂cΨc0 −N ′(Φc)Ψc , ℓ˜2r = L1Ψc .
Let Sjk[p] = S
j
k1[p]− ∂2ySjk2[p] for j = 3, 4, p(z) ∈ C∞0 (R;R2) and
g∗k3(z, η, c) =
g∗k(z, η, c) − g∗k(z, η, c0)
c− c0 , g
∗
k4(z, η, c) =
g∗k3(z, η, c) − g∗k3(z, 0, c)
η2
.
S3k1[p](f) =
(∫
R
p(z1) · ζ∗k,c0(z) dz
)
P˜1f ,(5.23)
S3k2[p](f) =
1
2π
∫ η0
−η0
∫
R2
f(y1)p(z1) · g∗k1(z, η, c0)ei(y−y1)η dy1dzdη ,(5.24)
S4k1[p](f) =P˜1
(
f(y)c˜(t, y)
∫
R
p(z1) · g∗k3(z, 0, c(t, y)) dz
)
,(5.25)
S4k2[p](f) =
1
2π
∫ η0
−η0
∫
R2
f(y1)c˜(t, y1)p(z1) · g∗k4(z, η, c(t, y1))ei(y−y1)η dy1dzdη ,(5.26)
S˜3 =
∑
k=1,2
S3k[∂cΨc0 ]Ek2 , S˜3j =
∑
k=1,2
S3kj[∂cΨc0 ]Ek2 ,
A1(t,Dy) =
∑
k=1,2
S3k[Ψ˜c0 ]Ek2 , A2(t,Dy) =
∑
k=1,2
S3k2[Ψ˜c0 ]Ek2 .
Then S˜3 = S˜31 − ∂2y S˜32, A1(t,Dy) = A1(t, 0) − ∂2yA2(t,Dy) and
(5.27)
1√
2π
P˜1F−1η
(〈ℓ2, g∗1(z, η, c(t, y))eiyη 〉
〈ℓ2, g∗2(z, η, c(t, y))eiyη 〉
)
= S˜3
(
γt − b
bt
)
−A1(t,Dy)
(
γ
b
)
+Rℓ2 ,
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where Rℓ2 = Rℓ2,1 − ∂2yRℓ2,2 + ∂yRℓ2,r, Rℓ2,j = (Rℓ2,j1 , Rℓ2,j2 )T for j = 1, 2 and r,
Rℓ2,1k =− S˜31(bt − ct)e2 +A1(t, 0)(b − c˜)e2
+ S4k1[∂cΨc0 ](ct)− S4k1[Ψ˜c0 ](c˜) + P˜1
(∫
R
ℓ˜2N · ζ∗k,c(t,y)(z) dz
)
+
1√
2π
P˜1F−1η
〈
∂y ℓ˜2r, (γy∂z − cy∂c)g∗k (z, η, c(t, y)) eiyη
〉
,
Rℓ2,2k =− S˜32(bt − ct)e2 +A2(t,Dy)(b− c˜)e2
+ S4k2[∂cΨc0 ](ct)− S4k2[Ψ˜c0 ](c˜) +
1√
2π
P˜1F−1η 〈ℓ˜2N , g∗k1(z, η, c(t, y))eiyη〉 ,
Rℓ2,rk =
1√
2π
P˜1F−1η 〈∂y ℓ˜2r, g∗k(z, η, c(t, y))eiyη 〉 .
We set Rjk(t, y) =
1
2π
∫ η0
−η0 II
j
k(t, η)e
iyη dη and Rj = (Rj1, R
j
2)
T for 0 ≤ j ≤ 5.
5.3. Modulation equations. Let pα(x) = 1 + tanhαx,
‖U‖W(t) =
∥∥pα(z1)1/2E(U)1/2∥∥L2(R2) and M∞(T ) = sup0≤t≤T,y∈R |γ(t, y)|,
Mc,γ(T ) =
∑
k=0, 1
sup
t∈[0,T ]
{〈t〉(2k+1)1/4(‖∂ky c˜(t)‖Y + ‖∂k+1y γ(t)‖Y )
+ 〈t〉(‖∂2y c˜(t)‖Y + ‖∂3yγ(t)‖Y )
}
,
M1(T ) = sup
t∈[0,T ]
{‖U1(t)‖E + 〈t〉2‖U1(t)‖W(t) + 〈t〉‖(1 + z+)U1(t)‖W(t)}
+ ‖E(U1)1/2‖L2(0,T ;W(t)) ,
M2(T ) = sup
0≤t≤T
〈t〉3/4‖U2(t)‖X1 , MU (T ) = sup
t∈[0,T ]
‖U(t)‖E .
Suppose that ‖U0‖E, Mc,γ(T ), M1(T ), M2(T ) andM∞(T ) andM2(T ) are sufficiently small.
Then by Proposition 4.4, the decomposition (4.1) satisfying (4.7) and (4.13) persists for
t ∈ [0, T ] and it follows from (5.3), (5.11), (5.19), (5.21), (5.22) and (5.27) that for t ∈ [0, T ],
B5
(
γt − b
bt
)
=
{
A(c0,Dy)− E12 +B4(c0)A1(t,Dy) + ∂4yB4(c0)S˜′1
}(γ
b
)
+N1 −B4(c)
∑
j∈{ℓ1,ℓ2,0,1,··· ,5}
Rj +RG +R6 +R7 ,(5.28)
where B5 = I −B4(c0)(∂2y S˜1 − S˜3),
R6 = (B4(c)−B4(c0))∂2yr6 , R7 = (B4(c) −B4(c0))r7 ,
r6 = S˜1 ((γt − b)e1 + bte2) + S˜′1 (γyye1 + byye2) , r7 = A1(t,Dy)(be2)− S˜3(bte2) .
Next, we will show that B−15 can be decomposed into a sum of a time-dependent matrix
multiplied by P˜1 and an operator which belongs to ∂
2
y(B(Y ) ∩B(Y1)). Let
•
B5 = (I +B4(c0)S˜31)
−1 ,
◦
B5 =
•
B5B4(c0)(S˜1 + S˜32)B
−1
5 .
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By the definition of S˜1 and (5.23),
[
∂y,
•
B5
]
=
[
∂y,
◦
B5
]
= O and B−15 =
•
B5 − ∂2y
◦
B5.
Claim 5.2. There exist positive constants η1, h0, δ and C such that if η0 ∈ (0, η1], h ≥ h0
and Mc,γ(T ) ≤ δ, then for t ∈ [0, T ],∥∥ •B5∥∥B(Y )∩B(Y1) + ∥∥χ(Dy) •B5∥∥B(L1) + ∥∥ ◦B5∥∥B(Y )∩B(Y1) ≤ C ,∥∥ •B5 − I∥∥B(Y1) + ∥∥χ(Dy)( •B5 − I)∥∥B(L1) ≤ Ce−α((c0−1)t/2+h) ,∥∥ ◦B5 −B4(c0)S˜1(I −B4(c0)∂2y S˜1)−1∥∥B(Y )∩B(Y1) ≤ Ce−α((c0−1)t/2+h) .
Using Claim B.3 in Appendix B, we can prove Claim 5.2 in the same way as [24, Claim 5.2].
Finally, we consider B−15 B4(c)R
3. In order to prove ‖c˜(t, ·)‖Y + ‖γy(t, ·)‖Y . 〈t〉−1/4 by
using Lemma 3.3, a crude estimate (C.5) is insufficient. To distinguish a problematic part of
B−15 B4(c)R
3 in Section 6, we decompose B−15 B4(c)R
3 as follows. Let
NU1 = −E2
•
B5B4(c0)R
3 , III1 = −E1B−15 B4(c)R3 ,
III2 = E2
•
B5(B4(c) −B4(c0))R3 , III3 = E2
◦
B5B4(c)R
3 .
Then B−15 B4(c)R
3 = −NU1 + III1 + III2 − ∂2yIII3. By Claims 5.2, C.2 and (C.5),
‖III1‖Y + ‖III3‖Y .M1(T )〈t〉−2 ,
‖III2‖Y1 + ‖χ(Dy)III2‖L1 .Mc,γ(T )M1(T )〈t〉−9/4 ,
and IIIi (i = 1, 2, 3) are good terms. Using a change of variable, we will eliminate the bad
part from NU1 in Section 6 following the lines of [23, 24].
It follows from Claims C.3–C.13 and the above that that nonlinear terms of (5.28) satisfy
B−15 (N1 +RG +R6 +R7)−B−15 B4
∑
j∈{ℓ1,ℓ2,0,1,··· ,5}
Rj = N1 +NU1 +N2 +N3 + ∂yN4 ,
N2 = E2N2 , ‖N2‖Y1 + ‖χ(Dy)E2N2‖L1(R)(5.29)
. (Mc,γ(T ) +M1(T ) +M2(T ))
2 〈t〉−5/4 ,
N3 = E1N3 , ‖N3‖Y .
(
M1(T ) +Mc,γ(T )
2 +M2(T )
2
) 〈t〉−5/4 ,(5.30)
‖N4‖Y . (Mc,γ(T ) +M1(T ) +M2(T )2)〈t〉−1 .(5.31)
Proposition 5.3. There exists a positive number δ3 such that if Mc,γ(T ) + M1(T )
+M2(T ) + η0 + e
−αh < δ3, then(
γt
bt
)
= A(t,Dy)
(
γ
b
)
+N1 +N2 +N3 + ∂yN4 +NU1 ,(5.32)
γ(0, ·) = 0 , c˜(0, ·) = 0 ,(5.33)
where A(t,Dy) = E12 + B−15
{
A(c0,Dy)−E12 +B4(c0)A1(t,Dy) + ∂4yB4(c0)S˜′1
}
and Nj (2 ≤ j ≤ 4) satisfy (5.29)–(5.31).
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6. A` priori estimates for modulation parameters
In this section, we will estimate Mc,γ(T ) and M∞(T ).
Lemma 6.1. There exist positive constants δ4 and C such that if Mc,γ(T )+M1(T )+M2(T )+
η0 + e
−αh ≤ δ4, then
Mc,γ(T ) ≤ C(M1(T ) +M2(T )2) , M∞(T ) ≤ C(Mc,γ(T ) +M1(T ) +M2(T )2) .
Proof. Let A∗(Dy) = A(c0,Dy), A(t,Dy) = A0(Dy) +A1(t,Dy) and
A0(Dy) = E12 +
(
I −B4(c0)∂2y S˜1
)−1 (
A(c0,Dy)− E12 + ∂4yB4(c0)S˜′1
)
.
Then A(t,Dy) satisfies (H) and we can apply Lemma 3.3 to the solution operator U(t, s) of
(3.16).
The Y1-norm of E2NU1 does not necessarily decay as t → ∞. We will express a bad part
of NU1 as a time derivative of
k(t, y) := 〈U˜1(t, ·, y), ζ∗2,c0〉 ,
and eliminate that part from (5.32) by the change of variable
b(t, y) = (γ(t, y), b˜(t, y))T , b˜(t, y) = b(t, y)− k˜(t, y) ,
where k˜(t, y) = (β1(c0) + S
3
21)
−1P˜1k(t, y). Since E2
•
B5 = (1 + β1(c0)
−1S321)
−1E2 and
E2B4(c0) = β1(c0)
−1E2P˜1, it follows from Claim C.9 that
NU1 =− (β1(c0) + S321)−1R32e2
=
{
∂tk˜ + (β1(c0) + S
3
21)
−1
(
(∂tS
3
21)k˜ −R321 + ∂2yR322
)}
e2 ,
and
bt = A(t,Dy)b+N1 +N2 +N3 + ∂yN4 +
•
NU1 + ∂2y
◦
NU1 ,(6.1)
b(0, ·) = −P˜1k˜(0, ·)e2 ,(6.2)
where A2(t, η) = η−2{A1(t, η)−A1(t, 0)} and
•
NU1 =(β1(c0) + S321)−1(∂tS321k˜ −R321)e2 − k˜e1 −A1(t, 0)k˜e2 ,
◦
NU1 =(β1(c0) + S321)−1R322e2 −
{
∂−2y (A0(Dy)− E12)−A2(t,Dy)
}
k˜e2 .
Now we will estimate the right hand side of
b(t) = U(t, 0)b(0) +
∫ t
0
U(t, s)
(
N1 +N2 +N3 + ∂yN4 +
•
NU1 + ∂2y
◦
NU1
)
ds
by using Lemma 3.3. Since ‖k˜(0)‖Y1 + ‖χ(Dy)k˜(0)‖L1 . ‖〈y〉U0‖L2(R2), it follows that for
k ≥ 0 and t ≥ 0,
〈t〉(2k+1)/4
∥∥∥∂kyU(t, 0)b(0)∥∥∥
H˙1×L2
+ ‖U(t, 0)b(0)‖L∞ . ‖〈y〉U0‖L2 .
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By (5.20), we have ‖∂kyn1(s)‖Y + ‖∂kyn2(s)‖Y .Mc,γ(T )2〈s〉−(2k+3)/4 and for t ∈ [0, T ],∥∥∥∥∫ t
0
U(t, s)N1 ds
∥∥∥∥
H˙1×L2
.
∑
j=1,2
∫ t
0
〈t− s〉−1/2‖nj(s)‖Y ds .Mc,γ(T )2〈t〉−1/4 ,
∥∥∥∥∫ t
0
∂yU(t, s)N1 ds
∥∥∥∥
H˙1×L2
.
∑
j=1,2 ,k=0,1
∫ (k+1)t/2
kt/2
〈t− s〉k/2−1‖∂kynj(s)‖Y ds
.Mc,γ(T )
2〈t〉−3/4 ,∥∥∥∥∫ t
0
∂2yU(t, s)N1 ds
∥∥∥∥
H˙1×L2
.
∑
j=1,2
∫ t
0
〈t− s〉−1‖∂ynj(s)‖Y ds .Mc,γ(T )2〈t〉−1 ,∥∥∥∥∫ t
0
U(t, s)N1 ds
∥∥∥∥
L∞
.
∑
j=1,2
∫ t
0
〈t− s〉−1/4‖nj(s)‖Y ds .Mc,γ(T )2 .
It follows from (5.29)–(5.31) that for k = 0, 1, 2 and t ∈ [0, T ],
〈t〉(2k+1)/4
∥∥∥∥∂ky ∫ t
0
U(t, s)N2(s) ds
∥∥∥∥
H˙1×L2
+
∥∥∥∥∫ t
0
U(t, s)N2(s) ds
∥∥∥∥
L∞
.(Mc,γ(T ) +M1(T ))(Mc,γ(T ) +M1(T ) +M2(T )) ,
∥∥∥∥∂ky ∫ t
0
U(t, s)N3(s) ds
∥∥∥∥
H˙1×L2
.
∫ t
0
〈t− s〉−(k+1)/2‖N3(s)‖Y ds
. (M1(T ) +Mc,γ(T )
2 +Mc,γ(T )M2(T ))〈t〉−(k+1)/2∧5/4 ,∥∥∥∥∂ky ∫ t
0
U(t, s)∂yN4(s) ds
∥∥∥∥
H˙1×L2
.η
1/4
0
∫ t
0
〈t− s〉− 12 (k+ 34 )‖N4(s)‖Y ds
.η
1/4
0 (Mc,γ(T ) + η0M1(T ))〈t〉−(2k+1)/4∧1 ,∥∥∥∥∫ t
0
U(t, s) (N3(s) + ∂yN4(s)) ds
∥∥∥∥
L∞
.
∑
k=3,4
∫ t
0
〈t− s〉−1/4‖Nk(s)‖Y ds
.(M1(T ) +Mc,γ(T ))〈t〉−1/4 log(2 + t) .
(6.3)
Since |S321|+ |∂tS321| . e−α((c0−1)t/2+h) and
‖A1(t, 0)‖B(Y1) + ‖χ(Dy)A1(t, 0)‖B(L1)‖A2(t,Dy)‖B(Y1) . e−α((c0−1)t/2+h) ,
it follows from Claims C.9, D.1 and D.2 that for t ∈ [0, T ] and k satisfying 0 ≤ k ≤ 2,∥∥E1 •NU1∥∥Y + ∥∥ ◦NU1∥∥Y .M1(T )〈t〉−2 ,(6.4) ∥∥E2 •NU1∥∥Y1 + ∥∥E2χ(Dy) •NU1∥∥L1 .M1(T )(e−αh +Mc,γ(T ) +M1(T ))〈t〉−9/4 .(6.5)
and that
〈t〉(2k+1)/4
∥∥∥∥∂ky ∫ t
0
U(t, s)
•
NU1(s) ds
∥∥∥∥
H˙1×L2
+
∥∥∥∥∫ t
0
U(t, s)E2
•
NU1(s) ds
∥∥∥∥
L∞
.M1(T ) ,
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0
U(t, s)E1
•
NU1(s) ds
∥∥∥∥
L∞
.
∫ t
0
〈t− s〉−1/4∥∥E1 •NU1∥∥Y ds .M1(T )〈t〉−1/4 ,(6.6)
∥∥∥∥∂k+2y ∫ t
0
U(t, s)
◦
NU1 ds
∥∥∥∥
Y
.
∫ t
0
〈t− s〉−(k+1)/2∥∥ ◦NU1∥∥Y ds(6.7)
.M1(T )〈t〉−(k+1)/2 .
By the definition and Claim C.1, we have for k = 0, 1, 2 and t ∈ [0, T ],
‖∂ky c˜(t)‖ .‖∂ky b˜‖Y + ‖k(t)‖Y . ‖∂ky b˜‖Y +M1(T )〈t〉−2 .
Thus we have Lemma 6.1. 
7. The energy identity
In this section, we will derive an energy estimate for solutions around modulating line
solitary waves.
Lemma 7.1. Let α ∈ (0, αc0) and δ4 be as in Lemma 6.1. Suppose that Mc,γ(T ) +M1(T ) +
M2(T ) + η0 + e
−αh ≤ δ4. Then there exists a positive constant C such that
MU (T ) ≤ C (‖U0‖E +Mc,γ(T ) +M1(T ) +M2(T )) .
To prove Lemma 7.1, we will derive an energy identity of (4.3). Let Ay = 1− a∂2y and
〈Φ,Ψ〉E = 〈(−A∆E1 +BE2)Φ,Φ〉 , 〈Φ,Ψ〉Ex = 〈(−A0∂2xE1 +B0E2)Φ,Ψ〉 ,
〈Φ,Ψ〉Ey = 〈Φ,Ψ〉E − 〈Φ,Ψ〉Ex = 〈∂2y(−Ay + 2a∂2x)E1Φ− b∂2yE2Φ,Ψ〉 ,
and let ‖U‖Ex = 〈U,U〉1/2Ex . The energy of solutions around line solitary waves is infinite since
line solitary waves do not decay in the y-direction. Moreover, the velocity potential ϕc(x)
tends to a negative constant as x → −∞. Subtracting infinite energy part from E(Φ) and
having the orthogonality condition (4.13) for η = 0 and k = 2 in mind, we find the quantity
Q(t) =
1
2
‖U(t)‖2E −
〈
U(t),Ψc(t,y)(z1)
〉
Ex
+
〈
U(t),Φc(t,y)(z)− Φc0(z)−Ψc(t,y)(z)
〉
Ey
+
1
2
∥∥Ψc(t,y)∥∥2Ex
+
1
2
〈
Φc(t,y)(z) −Φc0(z) −Ψc(t,y)(z1),Φc(t,y)(z)− Φc0(z)−Ψc(t,y)(z1)
〉
Ey
.
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Lemma 7.2.
Q(t) = Q(0) +
∫ t
0
(〈U, ℓ11〉Ex + 〈U, ℓ13〉E − 〈ℓ11,Ψc〉Ex) ds
+
∫ t
0
 ∑
j=1,2, k=2,3
〈ℓjk,Φc − Φc0〉Ey + 〈(γt − c˜)∂xΦc0 − c∂xΨc,Φc −Φc0 −Ψc〉Ey
 ds
+
∫ t
0
(〈U, c˜∂xΦc0〉Ey + 〈N ′(Ψc)U −N(U),Φc〉Ex + 〈N ′(Ψc)U −N(U),Φc0〉Ey) ds
+
∫ t
0
(〈U, (γt − c˜)∂xΦc0〉Ey − 〈U, ∂2yL1Φc0〉E + 〈∂2yL1U,Φc − Φc0〉Ex) ds
+
∫ t
0
(〈N ′(Φc)U,Φc − Φc0〉Ey + 〈U,N0(Φc)−N0(Φc0)〉Ey) ds .
Proof. Let Φ = (φ1, φ2)
T , Ψ = (ψ1, ψ2)
T and J = B−1(E12 − E21). Since LΦ = JE′(Φ) and
J is skew-symmetric,
(7.1) 〈Φ, LΦ〉E = 〈E′(Φ), LΦ〉 = 0 , 〈LΦ,Ψ〉E + 〈Φ, LΨ〉E = 0 .
Similarly,
(7.2) 〈L0Φ,Φ〉Ex = 0 , 〈L0Φ,Ψ〉Ex + 〈Φ, L0Ψ〉Ex = 0 .
By integration by parts,
〈∂xΦ,Φ〉E = 0 , 〈Φ, N(Φ)〉E = 0 ,(7.3)
〈U,N ′(Φc)U〉E + 〈N(U),Φc〉E = 0 , 〈U,N ′(Ψc)U〉E = −〈N(U),Ψc〉E = 0 ,(7.4)
〈U,N ′(Φc)Ψc〉E + 〈N ′(Ψc)U,Φc〉E = 0 .(7.5)
We remark that N ′(Φc)Ψc = −B−1(rc∆ψ˜c + 2∇rc · ∇ψ˜c)e2 ∈ E and E1N ′(Ψc) = O.
Since N is quadratic,
N(Φc −Ψc + U)−N(Φc −Ψc)−N(U) = N ′(Φc −Ψc)U ,
and it follows from (4.3), (7.1), (7.3) and (7.4) that
(7.6)
d
dt
E(U) = 〈U, ℓ+N ′(Φc −Ψc)U〉E = 〈U, ℓ〉E − 〈N(U),Φc〉E .
By (4.3), (7.1), (7.5) and the fact that N · e1 = 0 and Ψc · e2 = 0,
d
dt
〈U,Ψc〉E =〈U, ℓ21〉E + 〈LU + ℓ,Ψc〉E
=〈U, ℓ2〉E + 〈ℓ,Ψc〉E − 〈N ′(Ψc)U,Φc〉E .
(7.7)
Combining the above, we have
d
dt
{E(U) − 〈U,Ψc〉E} =〈U, ℓ1〉E − 〈ℓ,Ψc〉E − 〈N(U),Φc〉E + 〈N ′(Ψc)U,Φc〉E .(7.8)
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Since (d∂x + L0)Φc + N0(Φd) = 0 for d = c0 and d = c(t, y), it follows from (4.3) and (4.5)
that
d
dt
〈U,Φc − Φc0〉Ey = 〈∂tU,Φc − Φc0〉Ey + 〈U, ct∂cΦc − γt∂x(Φc −Φc0)〉Ey
=− 〈U, ℓ11〉Ey + 〈U, γt∂xΦc0 + L0(Φc − Φc0) +N0(Φc)−N0(Φc0)〉Ey
+ 〈LU + ℓ+N ′(Φc −Ψc)U +N(U),Φc − Φc0〉Ey .
By (7.1) and (7.2),
〈LU,Φc − Φc0〉Ey + 〈U,L0(Φc − Φc0)〉Ey
=− 〈U, ℓ12〉E − 〈U, ∂2yL1Φc0〉E + 〈∂2yL1U,Φc − Φc0〉Ex ,
and
d
dt
〈U,Φc − Φc0〉Ey = −〈U, ℓ11〉Ey − 〈U, ℓ12〉E + 〈ℓ,Φc − Φc0〉Ey
+ 〈N(U)−N ′(Ψc)U,Φc − Φc0〉Ey + 〈U, γt∂xΦc0〉Ey − 〈U, ∂2yL1Φc0〉E
+ 〈∂2yL1U,Φc − Φc0〉Ex + 〈N ′(Φc)U,Φc −Φc0〉Ey + 〈U,N0(Φc)−N0(Φc0)〉Ey .
Since Ψc · e2 = 0, N · e1 = N0 · e1 = 0 and E1LE1 = O,
ℓjk · e1 = 0 ,(7.9)
〈ℓjk,Ψc〉Ex = 〈ℓjk,Ψc〉Ey = 0 for j = 1, 2 and k = 2, 3,
1
2
d
dt
〈Ψc(t,y),Ψc(t,y)〉Ex = 〈ℓ2,Ψc〉Ex .
Moreover,
1
2
d
dt
〈Φc − Φc0 −Ψc,Φc − Φc0 −Ψc〉Ey + 〈ℓ11 + ℓ21,Φc − Φc0 −Ψc〉Ey
= 〈(γt − c˜)∂xΦc0 − c∂xΨc,Φc − Φc0 −Ψc〉Ey .
Combining the above, we have
d
dt
Q(t) = 〈U, ℓ11〉Ex + 〈U, ℓ13〉E − 〈ℓ11,Ψc〉Ex +
∑
j=1,2, k=2,3
〈ℓjk,Φc − Φc0〉Ey
+ 〈(γt − c˜)∂xΦc0 − c∂xΨc,Φc − Φc0 −Ψc〉Ey
+ 〈N ′(Ψc)U −N(U),Φc〉Ex + 〈N ′(Ψc)U −N(U),Φc0〉Ey
+ 〈U, γt∂xΦc0〉Ey − 〈U, ∂2yL1Φc0〉E + 〈∂2yL1U,Φc − Φc0〉Ex
+ 〈N ′(Φc)U,Φc −Φc0〉Ey + 〈U,N0(Φc)−N0(Φc0)〉Ey .
Thus we prove Lemma 7.2. 
By Proposition 5.3, Claim C.1 and (C.5), we have the following.
Claim 7.3. Let δ2 be as in proposition 5.3. Suppose Mc,γ(T )+M1(T )+M2(T )+η0+e
−αL < δ2
for a T ≥ 0. Then for t ∈ [0, T ],
‖ct‖Y + ‖γt − c˜‖Y . (Mc,γ(T ) +M1(T ) +M2(T )2)〈t〉−3/4 .
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Now we are in a position to prove Lemma 7.1.
Proof of Lemma 7.1. First, we remark ‖Ψc‖Ex . ‖c˜‖Y and that for k ≥ 1,
∂kc
(
ϕc(z)− ψ˜c(z1)
)
=
{
O(e−2α|z|) if z ≥ 0 or z1 ≤ −1,
O(1) otherwise.
Since ∂y{ϕc(t,y)(z)− ϕc0(z)} = cy∂cϕc(t,y) − γy(qc(t,y)(z)− qc0(z)),
∂2y{ϕc(t,y)(z)− ϕc0(z)} = cyy∂cϕc(t,y)(z)− c2y∂2cϕc(t,y)(z)− 2cyγy∂cqc(t,y)(z)
− γyy(qc(t,y)(z)− qc0(z)) + (γy)2(q′c(t,y)(z)− q′c0(z)) ,
and rc(z), qc(z) = ϕ
′
c(z) and their derivatives are exponentially localized in z, we have
‖Φc(t,y)(z)− Φc0(z)−Ψc(t,y)(z1)‖E .‖cy(t)‖Y 〈t〉1/2 + ‖c˜(t)‖Y + ‖γy(t)‖Y
.Mc,γ(T )〈t〉−1/4 ,
|〈U,Φc − Φc0 −Ψc〉Ey | . ‖U‖E‖Φc − Φc0 −Ψc‖E .Mc,γMU (T )〈t〉−1/4 ,∣∣∣〈Φc − Φc0 −Ψc,Φc − Φc0 −Ψc〉Ey ∣∣∣ .Mc,γ(T )2〈t〉−1/2 .
Hence it follows that∣∣∣∣Q(t)− 12‖U(t)‖2E
∣∣∣∣ .Mc,γ(T )MU (T )〈t〉−1/4 +Mc,γ(T )2〈t〉−1/2 .
Since ‖eα|z| diag(∂x, 1)ℓ11‖H1 . ‖ct‖Y + ‖γt − c˜‖Y , it follows from Claim 7.3 that
|〈U, ℓ11〉Ex |+ |〈ℓ11,Ψc〉Ex | .(‖U1‖W(t) + ‖U2‖X1 + ‖Ψc‖X1)(‖ct‖Y + ‖γt − c˜‖Y )
. (Mc,γ(T ) +M1(T ) +M2(T ))
2 〈t〉−3/2 .
Simlilarly, we have
|〈U, (γt − c˜)∂xΦc0〉Ey | . (M1(T ) +M2(T ))
(
Mc,γ(T ) +M1(T ) +M2(T )
2
) 〈t〉−3/2 .
By (4.5), (5.8) and the definition of Φc,
‖ sech αzℓ12‖H2(R2) + ‖ cosh(αz)ℓ13‖H2(R2) + ‖ cosh(αz)E2∂2y(Φc − Φc0)‖L2
.‖cyy‖Y + ‖γyy‖Y + ‖(cy)2‖Y + ‖cyγy‖Y + ‖(γy)2‖Y
.Mc,γ(T )〈t〉−3/4 .
Combining the above with (7.9), we have
|〈U, ℓ13〉E| . (M1(T ) +M2(T ))Mc,γ(T )〈t〉−3/2 ,∑
j=1,2
|〈ℓj2 + ℓj3,Φc − Φc0〉Ey | .Mc,γ(T )2〈t〉−3/2 .
We have |〈c∂xΨc,Ψc〉Ey | .Mc,γ(T )2〈t〉−3/2 because
|〈∂jx∂ky (cψ˜c), ∂j−1x ∂ky ψ˜c〉| .‖cy‖2Y + ‖cy‖Y ‖γy‖Y ‖c˜‖L∞ + ‖γy‖2Y ‖c˜‖2L∞
.Mc,γ(T )
2〈t〉−3/2 for j, k ≥ 1.
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Since e2 · Φc = rc = O(e−2αc|z|), N · e1 = 0 and E1N ′(Ψc) = O,∣∣∣〈N ′(Ψc)U −N(U),Φc〉Ex∣∣∣+ ∣∣∣〈N ′(Ψc)U −N(U),Φc0〉Ey ∣∣∣
.(‖Ψc‖X1 + ‖U1‖W(t) + ‖U2‖X1)(‖U1‖W(t) + ‖U2‖X1)
.(Mc,γ(T ) +M1(T ) +M2(T ))
2〈t〉−3/2 .
In view of ∂2yΦc0(z) = −γyy∂xΦc0(z) + (γy)2∂2xΦc0(z), we have
‖ sech(αz)∂2yL1Φc0‖E . ‖γyy‖Y + ‖(γy)2‖Y and
|〈U, ∂2yL1Φc0〉E| .(‖U1‖W(t) + ‖U2‖X1)(‖γyy‖Y + ‖(γy)2‖Y )
.(Mc,γ(T ) +M1(T ) +M2(T ))
2〈t〉−3/2 .
We can estimate the rest of the terms in a similar manner. 
8. Virial identities
In this section, we will prove virial identities for small solutions to (1.1). They give bounds
on the transport of energy and the rate of decay of the energy density in the region x > c1t
with c1 > 1.
If the initial data is small in the energy space and polynomially localized, we can prove
time decay estimates by using virial identities.
Lemma 8.1. Let Φ(t) be a solution of (2.1). For any c1 > 1, there exist positive constants
α0 and δ such that if α ∈ (0, α0) and ‖Φ(0)‖E < δ, then
(8.1)
∫ ∞
0
∫
R2
pα(x− c1t)E(Φ(t, x, y)) dxdydt .
∫
R2
(1 + x+)pα(x)E(Φ(0, x, y)) dxdy ,∥∥∥(1 + x+)ρ1pα(x)1/2E(Φ(t, x+ c1t, y))1/2∥∥∥
L2(R2)
. 〈t〉−(ρ2−ρ1)
∥∥∥(1 + x+)ρ2pα(x)1/2E(Φ(0, x, y))1/2∥∥∥
L2(R2)
,
(8.2)
where ρ1 and ρ2 are constants satisfying ρ2 > ρ1 ≥ 0.
To start with, we observe the energy conservation law of the Benney-Luke equation. Let
E and Fquad be as in Section 4.1 and let
F(φ1, φ2) = Fquad(φ1, φ2) + Fcubic(φ1, φ2) ,
Fcubic(φ1, φ2) = −bφ2∇B−1(φ2∆φ1 + 2∇φ1 · ∇φ2)− φ22∇φ1 .
By a straightforward computation,
∂tE(Φ) = ∂tφ(B∂2t φ−A∆φ) +∇ · F1 ,
F1 = b(∂tφ)(∇∂2t φ) + (∂tφ)(∇φ) + a{(∆φ)(∇∂tφ)− (∂tφ)(∇∆φ)} .
In view of (2.1),
∂tφ(B∂
2
t φ−A∆φ) = −∇ · {(∂tφ)2∇φ} ,
b∂2t φ− a∆φ+ φ = B−1Aφ− bB−1{(∂tφ)(∆φ) + ∂t|∇φ|2} .
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Combining the above, we have
(8.3) ∂tE(Φ) = ∇ · F(Φ) .
To prove Lemma 8.1, we need the following.
Claim 8.2. Suppose that Φ = (φ1, φ2)
T ∈ E. Then∫
R2
(E(Φ) + e1 · Fquad(Φ)) dxdy ≥ 0 .
Proof. Let U(ξ, η) =
(
(ξ2 + η2)1/2Fyφ1(ξ, η),Fyφ2(ξ, η)
)T
and
d(ξ, η) =
1 + a(ξ2 + η2)
1 + b(ξ2 + η2)
ξ√
ξ2 + η2
+ aξ
√
ξ2 + η2 ,
D(ξ, η) =
(
1 + a(ξ2 + η2) −id(ξ, η)
id(ξ, η) 1 + b(ξ2 + η2)
)
.
By the Plancherel theorem,∫
R2
(E(Φ) + e1 · Fquad(Φ)) dxdy = 1
2
∫
R2
U(ξ, η)TD(ξ, η)U(ξ, η) dξdη .
Since b > a > 0, the eigenvalues κ1(ξ, η) and κ2(ξ, η) of the Hermitian matrix D(ξ, η) satisfies
κj(ξ, η) ≥ 1 + a(ξ2 + η2)− |d(ξ, η)| ≥ 0 .
Thus D(ξ, η) is non-negative and Claim 8.2 follows. 
Now we are in a position to prove Lemma 8.1.
Proof of Lemma 8.1. Let
I(t) =
∫
R2
pα(x− c1t)E(Φ)(t, x, y) dxdy .
By (8.3),
d
dt
I(t) =−
∫
R2
p′α(x− c1t) {c1E(Φ) + e1 · F(Φ)} dxdy .
Now let p˜α = sechα(x− c1t). Then p′α(x− c1t) = αp˜2α and it follows from Claims 8.2 and A.3
and (A.1) that
−
∫
R2
p′α(x− c1t) (E(Φ) + e1 · Fquad(Φ)) dxdy
=− α
∫
R2
(E(p˜αΦ) + e1 · Fquad(p˜αΦ)) dxdy +O
(
α
∫
R2
p′α(x− c1t)E(Φ) dxdy
)
.α
∫
R2
p′α(x− c1t)E(Φ) dxdy .
Here we use the fact that α‖u‖L2α(R2) ≤ ‖∂xu‖L2(R2). Moreover,∣∣∣∣∫
R2
p′α(x− c1t)Fcube(Φ) dxdy
∣∣∣∣ . ‖Φ(t)‖E ∫
R2
p′α(x− c1t)E(Φ) dxdy .
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Since ‖Φ(t)‖E = ‖Φ(0)‖E by the energy conservation law, we have for t ≥ 0,∫
R2
pα(x− c1t)E(Φ(t)) dxdy + µ
∫ ∞
0
∫
R2
pα(x− c1t)E(Φ(t)) dxdydt
.
∫
R2
pα(x)E(Φ(0)) dxdy
(8.4)
with µ = (c1 − 1)/2 provided α0 and δ5 are sufficiently small.
Using (8.4), we can prove (8.1) and (8.2) in the same way as [24, Lemma 7.2]. Thus we
complete the proof. 
Lemma 8.1 and (4.12) give an upper bound of M1(T ).
Lemma 8.3. There exist positive constants α0, δ5 and C such that if α ∈ (0, α0) and ‖U0‖E+
M∞(T ) ≤ δ5, then M1(T ) ≤ C
∥∥〈x〉2E(U0)1/2∥∥L2(R2).
9. The decay estimate for the exponentially localized perturbations
In this section, we will estimate M2(T ) using the exponential linear stability of e
tLc0Qc0
(Theorem 2.1).
Lemma 9.1. Let α ∈ (0, αc0) and η0 be a sufficiently small positive number. Then there exist
positive constants δ6 and C such that if ‖〈x〉2E(U0)1/2‖L2 + Mc,γ(T ) + M∞(T ) + M2(T ) +
MU (T ) ≤ δ6,
(9.1) M2(T ) ≤ C
(
‖〈x〉2E(U0)1/2‖L2 +Mc,γ(T )
)
.
Proof. Applying Theorem 2.1 to (4.8), we have
‖Qc0U2‖X1 .
∫ t
0
e−β
′(t−s) (‖ℓ‖X1 + ‖N1(s)‖X1 + ‖N2(s)‖X1 + ‖N3(s)‖X1) ds .
By (4.4), (4.5) and Claims 7.3 and A.1,
‖ℓ1‖X1 . (Mc,γ(T ) +M1(T ) +M2(T )2)〈t〉−3/4 ,
‖ℓ2‖X1 . (Mc,γ(T ) +M1(T ) +M2(T )2)e−α{(c0−1)t/2+h} .
Since N1 = {N ′(Φc(t,y)(z)− Φc0(x))−N ′(Ψc(t,y)(z1))}U2,
‖N1‖X1 .(Mc,γ(T ) +M∞(T ))M2(T )〈t〉−3/4 .
By (4.12),
‖N2‖X1 .(‖U1‖E + ‖U2‖E)‖U2‖X1 . (‖U0‖E +MU (T ))M2(T )〈t〉−3/4 .
Since |∇jΦc(t,y)(z)|+ |∇jΨc(t,y)(z1)| . e−2αz ∧ 1 for j ≥ 0,
‖N3‖X1 . ‖U1‖W(t) .M1(T )〈t〉−2 .
Combining the above, we have for t ∈ [0, T ],
‖Qc0(η0)U2‖X1 .(Mc,γ(T ) +M1(T ))〈t〉−3/4
+M2(T )(‖U0‖E +M2(T ) +Mc,γ(T ) +M∞(T ) +MU (T ))〈t〉−3/4 .
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Since ‖Pc0(η0)U2‖X1 . (Mc,γ(T ) +M∞(T ))‖U2‖X1 by (4.13), we have
‖U2(t)‖X1 . ‖Qc0(η0)U2‖X1 .
Combining the above with Lemma 8.3, we have (9.1) provided δ6 is sufficiently small. Thus
we complete the proof. 
10. Large time behavior of the phase shift of line solitary waves
In this section, we will prove Theorem 2.2 and Corollary 2.3. To begin with, we remark
that Mc,γ(T ), M∞(T ), M1(T ), M2(T ) and MU(T ) remain small for every T ∈ [0,∞] provided
the initial perturbation U0 is sufficiently small. Combining Proposition 4.4 and Lemmas 6.1,
7.1, 8.3 and 9.1, we have the following.
Proposition 10.1. There exist positive constants ǫ0 and C such that if ǫ := ‖(1 + x2 +
y2)E(U0)1/2‖L2(R2) < ǫ0, then Mc,γ(∞) +M1(∞) +M2(∞) +MU (∞) ≤ Cǫ.
We see that (2.29)–(2.32) follows immediately from Proposition 10.1. To prove (2.33), we
need the first order asymptotics of γy and c˜ as t→∞. Let ν = (a11(c0)− a22(c0))/2 and let
ω(η), λ±(η) and Π(η) be as in Section 3 and Π˜(η) = diag(iη, 1)Π(η). Let
µ(t) = exp
(∫ ∞
t
b22(s, 0) ds
)
, d(t, ·) = µ(t)e−λ1,c0 tσ3∂yII(Dy)−1b(t, ·) ,
where b22(t, η) is the (2, 2) entry of A1(t, η) and σ3 = diag(1,−1). Then (6.1) is translated
into
dt =
{
λ2,c0∂
2
yI + λ1,c0∂yω˜(Dy)σ3
}
d+ ∂y(N˜ + N˜ ′′) + N˜ ′ ,(10.1)
b(0, ·) = −P˜1Π˜(Dy)−1k˜(0, ·)e2 ,(10.2)
where ω˜(η) = ω(η)− 1, N˜ = e−λ1,c0 tσ3∂y Π˜(Dy)−1(n1, n2)T and
N˜ ′ =e−λ1,c0 tσ3∂yΠ˜(Dy)−1χ(Dy)
(N2 +E2 •NU1) ,
N˜ ′′ =e−λ1,c0 tσ3∂yΠ˜(Dy)−1
{
∂−1y (I − χ(Dy))
(N2 +E2 •NU1)+N3 +E1 •NU1
+ diag(∂y, 1)
(
N4 + ∂y
◦
NU1 + ∂−1y (A0(Dy)−A∗(Dy))b
)
+ E1A1(t,Dy)b+ ∂−1y (E2A1(t,Dy)− b22(t, 0)E2)b
}
.
Note that diag(∂y, 1)N2 = N2 and diag(∂y, 1)N3 = ∂yN3 since E2N2 = N2 and E1N3 = N3.
We have for η ∈ [−η0, η0],
(10.3)
∣∣∣∣Π˜(η)− ( 1 −1λ1,c0 λ1,c0
)∣∣∣∣+ ∣∣∣∣Π˜(η)−1 − 12λ1,c0
(
λ1,c0 1
−λ1,c0 1
)∣∣∣∣ . |η| .
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If η0 is sufficiently small, then Π˜(Dy) and its inverse belong to B(Y ) and it follows from
Claim D.1 and the definitions of b and d that∥∥∥∥(γy(t, ·)b(t, ·)
)
−
(
1 −1
λ1,c0 λ1,c0
)
etλ1,c0σ3∂yd(t, ·)
∥∥∥∥
Y
. ‖k(t, ·)‖Y + ‖∂yd(t, ·)‖Y . ǫ〈t〉−3/4 .
(10.4)
Moreover, we have ‖d(0)‖Y1 + ‖χ(Dy)d(0)‖L1 . ǫ.
We will investigate the asymptotic behavior of solutions by using the compactness argument
in [16]. More precisely, we consider the rescaled solution dλ(t, y) = λd(λ
2t, λy) and prove
that for any t1 and t2 satisfying 0 < t1 < t2 <∞,
(10.5) lim
λ→∞
sup
t∈[t1,t2]
‖dλ(t, y)− d∞(t, y)‖L2(R) = 0 ,
where d∞(t, y) = t(d∞,+(t, y), d∞,−(t, y)) and d∞,±(t, y) are self-similar solutions of the Burg-
ers’ equation
(10.6) ∂td± = λ2,c0∂
2
yd± ± p3∂yd2± , p3 =
1
2
(
λ21,c0p1 + a15(c0) + 2a23(c0)
)
,
satisfying
(10.7) λd∞(λ2t, λy) = d∞(t, y) for every λ > 0.
First, we will show that rescaled solutions dλ are uniformly bounded with respect to λ ≥ 1.
Lemma 10.2. Let ǫ be as in Proposition 10.1. Then there exists a positive constants C such
that for any λ ≥ 1 and t ∈ (0,∞),∑
k=0,1
‖∂kydλ(t, ·)‖L2 ≤ Cǫt−(2k+1)/4 , ‖∂2ydλ(t, ·)‖L2 ≤ Cǫλ1/2t−1 ,(10.8)
‖∂tdλ(t, ·)‖H−2 ≤ C(t−3/4 + t−5/4)ǫ .(10.9)
Proof. By Proposition 10.1 and (10.4), we have and (10.8). Let
N˜λ(t, y) = λ2N˜ (λ2t, λy) , N˜ ′λ(t, y) = λ3N˜ (λ2t, λy) , N˜ ′′λ (t, y) = λ2N˜ (λ2t, λy) .
Then
(10.10) ∂tdλ = λ2,c0∂
2
ydλ + λσ3∂yω˜(λ
−1Dy)dλ + N˜ ′λ + ∂y(N˜λ + N˜ ′′λ ) ,
and it follows from (H), (5.29)–(5.31) and the fact that A0(η)−A∗(η) = O(η4) that
‖N˜λ(t, ·)‖L2 = λ3/2‖N˜ (λ2t, ·)‖Y . ǫ2t−3/4 ,(10.11)
‖N˜λ(t, ·)‖L1 = λ2‖N˜ ′(λ2t, ·)‖L1 .
(
e−αhǫ+ ǫ2
)
λ−1/2t−5/4 ,(10.12)
‖N˜ ′′λ (t, ·)‖L2 = λ3/2‖N˜ ′′1 (λ2t, ·)‖Y . ǫλ3/2(1 + λ2t)−1 . ǫλ−1/4t−7/8 .(10.13)
Combining (10.10)–(10.13) with (10.8), we have (10.9). 
By the standard compactness argument, we have the following.
36 TETSU MIZUMACHI AND YUSUKE SHIMABUKURO
Corollary 10.3. There exists a sequence {λn}n≥1 satisfying limn→∞ λn = ∞ and d∞(t, y)
such that
dλn(t, ·)→ d∞(t, ·) weakly star in L∞loc((0,∞);H1(R)),
∂tdλn(t, ·)→ ∂td∞(t, ·) weakly star in L∞loc((0,∞);H−1(R)),
(10.14) sup
t>0
t1/4‖d∞(t)‖L2 ≤ Cǫ ,
where C is a constant given in Lemma 10.2. Moreover, for any R > 0 and t1, t2 with
0 < t1 ≤ t2 <∞,
(10.15) lim
n→∞ supt∈[t1,t2]
‖dλn(t, ·)− d∞(t, ·)‖L2(|y|≤R) = 0 .
To prove (10.5), we need the following.
Lemma 10.4. Suppose that ǫ is sufficiently small. Then for every t1 and t2 satisfying 0 <
t1 ≤ t2 <∞, there exist a positive constant C and a function δ˜(R) satisfying limR→∞ δ˜(R) = 0
such that
sup
t∈[t1,t2]
‖dλ(t, ·)‖L2(|y|≥R) ≤ C(δ˜(R) + λ−1/4) for λ ≥ 1.
Since we can prove Lemma 10.4 in the same way as [24, Lemma 10.4], we omit the proof.
The initial data of d∞(t, y) at t = 0 is a constant multiple of the delta function. Using the
change of variable
d˜(t, y) = (d+(t, y), d−(t, y))T := d(t, y)− d¯(t, y) , d¯(t, y) = −
∫ ∞
t
N˜ ′(s, ·) ds ,
we can transform (10.1) into a conservative system
(10.16) ∂td˜ = λ2,c0∂
2
y d˜+ N˜ ′ + ∂y(N˜ + N˜ ′′) + ∂2yN˜ ′′′ ,
where N˜ ′′′ = λ2,c0d¯+ ∂−1y ω˜(Dy)σ3d.
Lemma 10.5.
(10.17) lim
t↓0
∫
R
d∞(t, y)h(y) dy = h(0)
∫
R
d˜(0, y) dy for any h ∈ H2(R).
Using (10.11)–(10.13), we can prove Lemma 10.5 in the same way as [16]. See also the
proof of [24, Lemma 10.3].
Combining Lemmas 10.4 and 10.5, Corollary 10.3 with Claim C.1 and (10.4), we have the
following.
Proposition 10.6. Suppose c0 > 1 and that (S) holds for c = c0. Let Φ(t, x, y) be as in
Theorem 2.2. Then there exist positive constants ǫ0 and C such that if ǫ := ‖(1 + x2 +
y2)E(Φ0)1/2‖L2(R2) < ǫ0, then
(10.18)
∥∥∥∥(γy(t, ·)c˜(t, ·)
)
−
(
1 −1
λ1,c0 λ1,c0
)(
u+B(t, ·+ λ1,c0t)
u−B(t, · − λ1,c0t)
)∥∥∥∥
L2(R)
= o(ǫt−1/4)
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as t→∞, where
u±B(t, y) =
±λ2,c0
p3
m±Hλ2,c0 t(y)
1 +m±
∫ y
0 Hλ2,c0 t(y1) dy1
,
and m± ∈ (−2, 2) are constants satisfying
λ2,c0
p3
log
(
2±m±
2∓m±
)
=
∫
R
d±(0, y) dy .
See e.g. [24, Proof of Theorem 1.4] for the proof.
Now we are in a position to prove (2.33).
Proof of (2.33). By Lemmas 3.3 and 3.4,
lim
t→∞
∥∥∥U(t, 0)b(0) + µ(0)Hλ2,c0 t ∗Wt ∗ k˜(0)e1∥∥∥L∞ = 0 ,
and
lim
t→∞
∥∥∥U(t, 0)b(0) − γ∞,11[−λ1,c0 t,λ1,c0 t](y)e1∥∥∥L∞(|y±λ1,c0 t|≥δt) = 0 for any δ > 0,
where γ∞,1 = −(2λ1,c0)−1µ(0)
∫
R
k˜(0, y) dy. By Proposition 10.1, (6.3), (6.6) and (6.7),∥∥∥∥∫ t
0
U(t, s)
(N3(s) + ∂yN4(s) + E1 •NU1(s) + ∂2y ◦NU1(s)) ds∥∥∥∥
L∞
. ǫ〈t〉−1/4 log(2 + t) .
It follows from Lemmas 3.3–3.5, (5.29) and (6.5) that as t→∞,∥∥∥∥∫ t
0
{
U(t, s)− µ(s)Hλ2,c0 (t−s) ∗Wt−s∗
} (N2(s) + E2 •NU1(s)) ds∥∥∥∥
L∞
→ 0 ,
∥∥∥∥∫ t
0
U(t, s)
(N2(s) + E2 •NU1(s)) ds − γ∞,21[−λ1,c0 t,λ1,c0 t](y)e1
∥∥∥∥
L∞(|y±λ1,c0 t|≥δt)
→ 0 ,
for any δ > 0, where γ∞,2 = (2λ1,c0)−1
∫
R+×R µ(s)
(N2(s) + •NU1(s)) · e2 dsdy and
(10.19) |γ∞,2| . e−αhǫ+ ǫ2 .
Finally, we will prove
(10.20) lim
t→∞
∥∥∥∥∫ t
0
U(t, s)N1(s) ds
∥∥∥∥
L∞(|y±λ1,c0 t|≥δt)
= 0 for any δ > 0.
Let N1,0 = (n1,0, ∂yn2,0)T and
n1,0 =
(
λ21,c0p1 + a15(c0)
) {
u+B(t, ·+ λ1,c0t)2 + u−B(t, · − λ1,c0t)2
}
,
n2,0 = 2λ1,c0a23(c0)
{
u+B(t, ·+ λ1,c0t)2 − u−B(t, · − λ1,c0t)2
}
.
By Propositions 10.1 and 10.6,
IV (t) := ‖n1 − n1,0‖L2 + ‖n2 − n2,0‖L2 . ǫ2δ(t)〈t〉−3/4 ,
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where δ(t) is a function that tends to 0 as t→∞. Hence it follows from Lemma 3.3 that as
t→∞, ∥∥∥∥∫ t
0
U(t, s) (N1(s)−N1,0(s)) ds
∥∥∥∥
L∞
.
∫ t
0
〈t− s〉−1/4IV (s) ds→ 0 .
Moreover, by Lemmas 3.3 and 3.4,∥∥∥∥∫ t
0
(
U(t, s)− e(t−s)A∗µ(s)
)
N1,0(s) ds
∥∥∥∥
L∞
.
∑
j=1,2
∫ t
0
〈t− s〉−1/2‖nj,0(s)‖Y ds→ 0 ,
∥∥∥∥∫ t
0
µ(s)
{
e(t−s)A∗N1,0(s)− 1
2λ1,c0
∑
±
Hλ2,c0(t−s)(· ± λ1,c0(t− s))
∗ (λ1,c0n1,0(s)∓ n2,0(s))
}
ds
∥∥∥∥
L∞
.
∑
j=1,2
∫ t
0
〈t− s〉−1‖nj,0(s)‖Y1 ds . ǫ2〈t〉−1/2 log(2 + t) .
Let δ˜(t) be a function satisfying limt↓0 δ˜(t) = 0. Since |uB±(s, y)| . Hλ2,c0s(y), we have for y
satisfying |y + λ1,c0t| ∧ |y − λ1,c0t| ≥ 4{λ2,c0t/δ˜(t)}1/2,∣∣∣∣∫ t
0
µ(s)Hλ2,c0(t−s)(· ± λ1,c0(t− s)) ∗ (λ1,c0n1,0(s)∓ n2,0(s)) ds
∣∣∣∣ . e−δ˜(t)−1 → 0 ,
as t→∞. Combining the above, we have (10.20). Thus we complete the proof. 
Proof of Corollary 2.3. Let ζ ∈ C∞0 (−η0, η0) such that ζ(0) = 1 and let
U0(x, y) = −ǫζ2,c0(z)(F−1η ζ)(y) .
Then b(0) = ǫ(1 + β1(c0)
−1S321(0))
−1(F−1η ζ)(y)e2 and
γ∞,1 &
∫
R
b˜(0, y) dy = ǫ(1 +O(e−αh)) .
Combining the above with (10.19), we have γ∞ & ǫ, where γ∞ is a constant in (2.33).
Corollary 2.3 follows immediately from (2.33) and the fact that γ∞ & ǫ. Thus we complete
the proof. 
Appendix A. Miscellaneous estimates for operator norms
Claim A.1. Suppose that α ∈ (0, 1/√b). Then
α‖u‖L2α(R2) ≤ ‖∂xu‖L2α(R2) ,(A.1)
‖∇jB−1f‖X + ‖∂jxB−10 f‖L2α(R2) . ‖f‖L2α(R2) for j = 0, 1, 2,(A.2)
‖L1f‖X + ‖L1(0)f‖X . ‖f‖X , ‖L2f‖X2 . ‖f‖X ,(A.3)
‖L1f‖X + ‖L1(0)f‖X . ‖f‖X .(A.4)
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Proof. Since ‖f‖L2α(R2) = ‖fˆ(ξ + iα, η)‖L2(R2), we can prove (A.1) and (A.2) by using the
Plancherel theorem (see [25]). We can obtain (A.3) and (A.4) by using (A.2). 
Claim A.2. Let α ∈ (0, 1/√b) and 1 < q < 2. Then there exists a positive constant C such
that for any γ ∈ R,
‖B−1g‖L2α(R2) ≤ C‖eαxg‖L1(R2)+L2(R2) ,(A.5)
‖e−α|x−γ|B−1g‖L2(R2) ≤ C‖e−α|x−γ|g‖L1(R2)+L2(R2) ,(A.6)
‖eα(x−γ)∇B−1g‖L2(R2) ≤ C‖eα(x−γ)g‖Lq(R2)+L2(R2) ,(A.7)
‖e−α|x−γ|∇B−1g‖L2(R2) ≤ C‖e−α|x−γ|g‖Lq(R2)+L2(R2) .(A.8)
Proof. The green kernel K(x, y) of the operator B satisfies that for (x, y) 6= (0, 0),
(A.9) |K(x, y)| . e−
√
x2+y2/
√
bmax(1, log(x2 + y2)−1) , |∇K(x)| . e
−
√
x2+y2/
√
b√
x2 + y2
.
Let K˜(x, y, x1, y1) = e
α(x−x1)K(x− x1, y − y1). Since
eαx(B−1g)(x, y) =
∫
R2
K˜(x, y, x1, y1)e
αx1g(x1, y1) dx1dy1 ,
and supx,y ‖K˜(x, y, x1, y1)‖(L1∩L2)(R2x1,y1) + supx1,y1 ‖K˜(x, y, x1, y1)‖(L1∩L2)(R2x,y) <∞ for α ∈
(0, 1/
√
b), we have (A.5). We can prove the rest in the same way. 
Claim A.3. Let α ∈ (0, 1/√b). There exists a positive constant C such that for any γ ∈ R,
‖[∂x, sechα(x− γ)]g‖L2(R2) + ‖[B−1, sechα(x− γ)]g‖L2(R2) ≤ Cα‖e−α|x−γ|g‖L2(R2) .
Proof. Using (A.9), we can prove Claim A.3 in the same way as [25, Claim 11.2]. 
Appendix B. Operator norms of Sjk
Claim B.1. Let α ∈ (0, αc0). There exist positive constants η1 and C such that for η0 ∈
(0, η1], j ∈ Z≥0, k = 1, 2, t ≥ 0 and f ∈ L2(R),
‖∂jyS1k[Qc](f)(t, ·)‖Y ≤ C‖eαzQc0‖L2‖∂jyP˜1f‖Y ,
‖∂jyS1k[Qc](f)(t, ·)‖Y1 ≤ C‖eαzQc0‖L2‖∂jyP˜1f‖Y1 ,[
∂y, S
1
k [qc]
]
= 0 .
Claim B.2. Let α ∈ (0, αc0). There exist positive constants η1, δ and C such that if η0 ∈
(0, η1] and Mc,γ(T ) ≤ δ, then for k = 1, 2, t ∈ [0, T ] and f ∈ L2(R),
‖S2k [Qc](f)(t, ·)‖Y1 ≤ C sup
|c∈[c0−δ,c0+δ]
(‖eαzQc‖L2 + ‖eαz∂cQc‖L2) ‖c˜‖Y ‖f‖L2 ,
‖∂yS2k[Qc](f)(t, ·)‖Y1
≤C
∑
i=0,1,2
sup
c∈[c0−δ,c0+δ]
‖eαz∂icQc‖L2(‖cy‖Y ‖f‖L2 + ‖c˜‖Y ‖∂yf‖L2) ,
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‖S2k [Qc](f)(t, ·)‖Y ≤ C
∑
0≤i≤2
sup
c∈[c0−δ,c0+δ]
‖eαz∂icQc‖L2‖c˜‖L∞‖f‖L2 ,
‖[∂y , S2k [Qc]]f(t, ·)‖Y1 ≤ C
∑
0≤i≤3
sup
c∈[c0−δ,c0+δ]
‖eαz∂icQc‖L2‖cy‖Y ‖f‖L2 .
We can prove Claims B.1 and B.2 in exactly the same way as [22, Claims B.1 and B.2].
Claim B.3. Let α ∈ (0, αc0). There exist positive constants C and η1 such that for η ∈ (0, η1],
h ≥ 0, k = 1, 2 and t ≥ 0,
‖χ(Dy)S3k1[p](f)(t, ·)‖L1 ≤ Ce−α((c0−1)t/2+h)‖eαzp‖L2‖f‖L1(R) ,
‖S3k1[p](f)(t, ·)‖Y + ‖S3k2[p](f)(t, ·)‖Y ≤ Ce−α((c0−1)t/2+h)‖eαzp‖L2‖f‖L2(R) ,
‖S3k1[p](f)(t, ·)‖Y1 + ‖S3k2[p](f)(t, ·)‖Y1 ≤ Ce−α((c0−1)t/2+h)‖eαzp‖L2‖P˜1f‖Y1 .
Claim B.4. There exist positive constants η1, δ and C such that if η0 ∈ (0, η1] and Mc,γ(T ) ≤
δ, then for k = 1, 2, t ∈ [0, T ], h ≥ 0 and f ∈ L2,
‖χ(Dy)S4k1[p](f)(t, ·)‖L1(R) ≤ Ce−α((c0−1)t/2+h)‖eαzp‖L2‖c˜‖Y ‖f‖L2 ,
‖S4k1[p](f)(t, ·)‖Y1 + ‖S4k2[p](f)(t, ·)‖Y1 ≤ Ce−α((c0−1)t/2+h)‖eαzp‖L2‖c˜‖Y ‖f‖L2 .
Let Sjk = S
j
k1 − ∂2ySjk2 for j = 5, 6 and
S5k1(f)(t, y) = P˜1
(∫
R
f(y)U˜2(t, z, y) · ∂cζ∗k,c(t,y)(z) dz
)
,
S5k2(f)(t, y) =
1
2π
∫ η0
−η0
∫
R2
f(y1)U˜2(t, z, y1) · ∂cg∗k1(z, η, c(t, y1))ei(y−y1)η dzdy1dη ,
S6k1(f)(t, y) = P˜1
(∫
R
f(y)U˜2(t, z, y) · ∂zζ∗k,c(t,y)(z) dz
)
,
S6k2(f)(t, y) =
1
2π
∫ η0
−η0
∫
R2
f(y1)U˜2(t, z, y1) · ∂zg∗k1(z, η, c(t, y1))ei(y−y1)η dzdy1dη .
Claim B.5. There exist positive constants η1, δ and C such that if η0 ∈ (0, η1] and Mc,γ(T ) ≤
δ, then for k = 1, 2, t ∈ [0, T ] and f ∈ L2,
‖χ(Dy)S5k1(f)(t, ·)‖L1(R) + ‖χ(Dy)S6k1(f)(t, ·)‖L1(R) ≤ C‖v2(t)‖X‖f‖L2(R) ,∑
j=5,6
(
‖Sjk1(f)(t, ·)‖Y1 + ‖Sjk2(f)(t, ·)‖Y1
)
≤ C‖v2(t)‖X‖f‖L2 .
We can prove Claims B.3–B.5 in the same way as [24, Claims A.1–A.3].
Appendix C. Estimates of Rj
To start with, we estimate the difference between b and c˜ and the operator norms of δB(c).
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Claim C.1. There exist positive constants δ and C such that if
supt∈[0,T ] ‖c˜(t)‖Y ≤ δ, then for t ∈ [0, T ],
‖b− c˜‖Y . ‖c˜‖L∞‖c˜‖Y , ‖b− c˜‖Y1 . ‖c˜‖2Y ,
‖by − cy‖Y . ‖c˜‖L∞‖cy‖Y , ‖by − cy‖Y1 . ‖c˜‖Y ‖cy‖Y ,
‖bt − ct‖Y . ‖c˜‖L∞‖ct‖Y , ‖bt − ct‖Y1 . ‖c˜‖Y ‖ct‖Y ,
‖byy − cyy‖Y . ‖c˜‖L∞‖cyy‖Y + ‖cy‖L∞‖cy‖Y ,
‖byy − cyy‖Y1 . ‖c˜‖Y ‖cyy‖Y + ‖cy‖2Y ,∥∥∥∥b− c˜− 12ρ′′(c0)P˜1(c˜)2
∥∥∥∥
Y
. ‖c˜‖2L∞‖c˜‖Y ,∥∥∥∥b− c˜− 12ρ′′(c0)P˜1(c˜)2
∥∥∥∥
Y1
. ‖c˜‖L∞‖c˜‖2Y .
Proof. Since b− c˜ = P˜1 (ρ(c) − ρ(c0)− ρ′(c0)c˜), we can prove Claim C.1 in exactly the same
way as [22, Claim D.6]. 
Claim C.2. There exist positive constants C and δ such that if Mc,γ(T ) ≤ δ, then for
t ∈ [0, T ],
‖B4(c)−B4(c0)‖B(Y ) ≤ C‖c˜‖L∞ ,
‖B4(c)−B4(c0)‖B(Y,Y1) + ‖χ(Dy)(B4(c) −B4(c0))‖B(Y,L1) ≤ C‖c˜‖Y ,
‖δB(c)f‖Y ≤ C‖c˜‖L∞(‖∂yf‖L2 + ‖cy‖Y ‖f‖L∞) ,
‖δB(c)f‖Y1 + ‖χ(Dy)δB(c)f‖L1 ≤ C‖c˜‖Y (‖∂yf‖L2 + ‖cy‖Y ‖f‖L∞) .
Proof. The first two estimates follow immediately from the definition of B4. To prove the last
two estimates, we use (5.18), the fact that ∂−1y (I − P˜1) ∈ B(Y ) and
(P˜1B1(c)
−1P˜1)(P˜1B1(c)P˜1) = P˜1 − P˜1B1(c)−1(I − P˜1)B1(c)P˜1
= P˜1 − P˜1
(
B1(c)
−1 −B1(c0)−1
)
(I − P˜1) (B1(c)−B1(c0)) .

Using Claims C.1 and C.2, we have the following.
Claim C.3. Let RG,12,1 = a˜
′
22(c)(cy)
2, RG,12,2 = (a˜22(c)− a˜22(c0)) cy − a˜22(c0)(by − cy). Then
RG,12 = ∂yR
G,1
2,2 − RG,12,1 and there exist positive constants δ and C such that if Mc,γ(T ) ≤ δ,
then for t ∈ [0, T ],
‖RG,11 ‖Y + ‖RG,2‖Y ≤ CMc,γ(T )2〈t〉−5/4 ,
‖RG,12,1 ‖Y1 + ‖χ(D)RG,12,1 ‖L1 ≤ CMc,γ(T )2〈t〉−3/2 , ‖RG,12,2 ‖Y1 ≤ CMc,γ(T )2〈t〉−1 ,
‖RG,22 ‖Y1 + ‖χ(Dy)RG,22 ‖L1 ≤ CMc,γ(T )2〈t〉−5/4 .
To prove the last estimate, we use the fact that B4(c) is an upper triangular matrix.
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Let
Rℓ1,rk1 =S˜1 ((b− c˜)e1) + P˜1
{∫
R
∂y ℓ˜1r
(
γy∂zζ
∗
k,c(t,y)(z)− cy∂cζ∗k,c(t,y)(z)
)
dz
}
,
Rℓ1,rk2 =P˜1
(∫
R
∂y ℓ˜1rζ
∗
k,c(t,y)(z) dz
)
,
Rℓ1,rk3 =
1√
2π
P˜1F−1η 〈∂2y ℓ˜1r, g∗k1(z, η, c(t, y))eiyη 〉 .
Then Rℓ1,rk = R
ℓ1,r
k1 + ∂yR
ℓ1,r
k2 − ∂2yRℓ1,rk3 .
Claim C.4. There exist positive constants δ and C such that if Mc,γ(T ) ≤ δ, then for
t ∈ [0, T ],
‖Rℓ1,1‖Y + ‖∂yRℓ1,2‖Y ≤ CMc,γ(T )(Mc,γ(T ) +M1(T ) +M2(T )2)〈t〉−5/4 ,(C.1)
‖Rℓ1,rk1 ‖Y1 + ‖χ(Dy)Rℓ1,rk1 ‖L1 ≤ CMc,γ(T )2〈t〉−5/4 ,(C.2)
‖Rℓ1,rk2 ‖Y + ‖Rℓ1,rk3 ‖Y ≤ CMc,γ(T )〈t〉−1 .(C.3)
Proof. We see that (C.1) immediately follows from Claims B.1, B.2 and 7.3. Since
‖∂y ℓ˜1r‖X .‖γyyy‖Y + ‖cyyy‖Y + ‖∂y(γy)2‖Y + ‖∂y(cyγy)‖Y + ‖∂y(cy)2‖Y
.Mc,γ(T )〈t〉−1 ,
we have (C.2) and (C.3). 
Claim C.5. Let α ∈ (0, αc0). There exist positive constants C, δ, η1 and h0 such that such
that if η ∈ (0, η1], Mc,γ(T ) ≤ δ and h ≥ h0, then for k = 1, 2 and t ∈ [0, T ],
‖Rℓ2,1‖Y1 + ‖χ(Dy)Rℓ2,1‖L1 + ‖Rℓ2,2‖Y1
.Mc,γ(T )(Mc,γ(T ) +M1(T ) +M2(T )
2)e−α{(c0−1)t/2+h} ,
‖Rℓ2,r‖Y .Mc,γ(T )e−α{(c0−1)t/2+h} .
Proof. By Claims B.3 and B.4,
‖S˜31‖B(Y1) + ‖χ(Dy)S˜31‖B(L1(R)) + ‖S˜32‖B(Y1) . e−α{(c0−1)t/2+h} ,
|A1(t, 0)|+ ‖A2(t,Dy)‖B(Y1) . e−α{(c0−1)t/2+h} .
Combining the above with Claims 7.3, C.1 and
‖∂y ℓ˜2r‖L2α(R2) .Mc,γ(T )e−α{(c0−1)t/2+h} ,
‖ℓ˜2N‖L1(Ry ;L2α(Rz)) .Mc,γ(T )2e−α{(c0−1)t/2+h} ,
we have Claim C.5. 
Next, we will estimate Rjk (0 ≤ j ≤ 7).
STABILITY OF BENNEY-LUKE LINE SOLITARY WAVES IN 2D 43
Claim C.6. There exist R0kj (k = 1, 2, j = 0, 1, 2) satisfying R
0
k = R
0
k0 − 2∂yR0k1 − ∂2yR0k2
and positive constants C and δ such that if Mc,γ(T ) ≤ δ, then for t ∈ [0, T ],
‖R0k0‖Y1 + ‖χ(Dy)R0k0‖L1 + ‖R0k2‖Y1 ≤ CM2(T )Mc,γ(T )〈t〉−3/2 ,
‖R0k1‖Y1 ≤ CM2(T )Mc,γ(T )〈t〉−1 .
Proof. By (2.21), (2.22) and (4.13),
II0k(t, η) =
∫
R2
U˜2 · {L∗c(t,y) − Lc(t,y)(η)∗}
(
g∗k(z, η, c(t, y))e
−iyη) dzdy .
Let L12(η) = B
−1B(η)−1{(b− a)∆ +BA(η)}E12 − bV ∗c(t,y)B(η)−1,
R0k0 = P˜1
[∫
R
U˜2 ·
{
L∗c(t,y) − Lc(t,y)(0)∗
}
ζ∗k,c(t,y)(z) dz
]
,
R0k1 =
1
2π
∫ η0
−η0
∫
R2
ei(y−y1)ηU˜2 ·
{
L12(η)∂yg
∗
k(z, η, c(t, y1))
+ ∂y
(
rc(t,y)E12B(η)
−1g∗k(z, η, c(t, y1))
)}
dzdy1dη ,
and R0k2 = ∂
−2
y (R
0
k −R0k0 + 2∂yR0k1). Since
(∂2y + η
2){g∗k(z, η, c(t, y))e−iyη} = [∂2y , g∗k(z, η, c(t, y)]e−iyη ,
L∗c(t,y) − Lc(t,y)(η)∗ = L12(η)(∂2y + η2) + (∂2y + η2)rcE12B(η)−1 ,
we have ‖R0k1‖Y1 . ‖U˜2‖X(‖γy‖Y + ‖cy‖Y ) and
‖R0k0‖Y1 + ‖χ(Dy)R0k0‖L1 + ‖R0k2‖Y1
.‖U˜2‖X(‖γyy‖Y + ‖cyy‖Y + ‖(cy)2‖Y + ‖cyγy‖Y + ‖(γy)2‖Y ) .
Thus we complete the proof. 
Claim C.7. There exist positive constants C, δ, h0 and R
1
k,j (j = 1, 2) satisfying
R1k1 + ∂yR
1
k2 = P˜1
(∫
R
N˜1 · ζ∗k,c(t,y)(z) dz
)
such that if Mc,γ(T ) +M∞(T ) ≤ δ and h ≥ h0, then for t ∈ [0, T ],
‖R1k1‖Y1 + ‖χ(Dy)R1k1‖L1 . (M1(T ) +M2(T ))Mc,γ(T )2〈t〉−3/2 ,
‖R1k2‖Y1 + ‖R1k3‖Y1 . (M1(T ) +M2(T ))Mc,γ(T )〈t〉−1 ,
where R1k3 =
∫ η0
−η0
∫
R2
N˜1 · g∗k1(z, η, c(t, y))e−iyη dzdy.
We remark that R1k = R
1
k1 + ∂yR
1
k2 − ∂2yR1k3.
Proof of Claim C.7. We have
(C.4) N˜1 = −τγB−1{[∂2y , τ−γϕc](U · e2) + 2(∂yτ−γrc)∂y(U · e1)}e2 − τγN ′(Ψc)U
+ τγB
−1
(
[B, τ−γ ](VcU˜)− τ−γrc[∂2y , τγ ]E21U˜
)
,
44 TETSU MIZUMACHI AND YUSUKE SHIMABUKURO
and for example,∫
R
τγB
−1{(∂yτ−γrc)∂y(U · e1)}e2 · ζ∗k,c dz = ∂yV1 − V2 ,
V1 =
∫
R
B−1(U · e1∂yτ−γrc)τ−γζ∗k,c · e2 dx ,
V2 =
∫
R
{
B−1(U · e1∂2yτ−γrc)τ−γζ∗k,c · e2 +B−1(U · e1∂yτ−γrc)∂yτ−γζ∗k,c · e2
}
dx ,
‖V1‖Y1 .(‖cy‖Y + ‖γy‖Y )(‖U1‖W(t) + ‖U2‖X)
.Mc,γ(T )(M1(T ) +M2(T ))〈t〉−1 ,
‖V2‖Y1 + ‖χ(Dy)V2‖L1 .
(‖cyy‖Y + ‖γyy‖Y + ‖(cy)2‖Y + ‖cyγy‖Y + ‖(γy)2‖Y )‖(‖U1‖W(t) + ‖U2‖X)
.Mc,γ(T )(M1(T ) +M2(T ))〈t〉−3/2 ,
and ∥∥∥∥∫
R
τγN
′(Ψc)U · ζ∗k,c dz
∥∥∥∥
L1(Ry)
. e−α{(c0−1)t/2+h}Mc,γ(T )(M1(T ) +M2(T )) .
We can estimate the rest in the same way. 
Claim C.8. Let
R2k1 = P˜1
(∫
R
N2 · ζ∗k,c(t,y)(z) dz
)
,
R2k2 =
1
2π
∫ η0
−η0
∫
R2
N2 · g∗k1(z, η, c(t, y1))ei(y−y1)η dzdy1dη .
Then R2k = R
2
k1 − ∂2yR2k2 and there exist positive constants C and δ such that if Mc,γ(T ) ≤ δ,
then for t ∈ [0, T ],
‖R2k1‖Y1 + ‖χ(Dy)R2k1‖L1 + ‖R2k2‖Y1 .M2(T )(M1(T ) +M2(T ))〈t〉−3/2 .
By the definition of R3 and Lemma 8.3, we have
(C.5) ‖R3‖Y . ‖U1‖W(t) .M1(T )〈t〉−2 .
More precisely, we have the following.
Claim C.9. Let α ∈ (0, αc0). There exist positive constants C, δ and R32j (j = 1, 2) satisfying
R32 +
d
dt
P˜1〈U˜1, ζ∗2,c0〉 = R321 − ∂2yR322(C.6)
such that if Mc,γ(T ) ≤ δ, then for t ∈ [0, T ],
‖R31‖Y + ‖R32‖Y + ‖R322‖Y ≤ CM1(T )〈t〉−2 ,(C.7)
‖R321‖Y1 + ‖χ(Dy)R321‖L1 ≤ CM1(T )(Mc,γ(T ) +M1(T ) +M2(T )2)〈t〉−9/4 .(C.8)
STABILITY OF BENNEY-LUKE LINE SOLITARY WAVES IN 2D 45
Proof. Let
RU1,0k = P˜1
(∫
R
Vc0U˜1 · ζ∗k,c0 dz
)
, RU1,1k = P˜1
(∫
R
N˜3 · ζ∗k,c(t,y) dz
)
,
RU1,2k =
1
2π
∫ η0
−η0
∫
R2
N˜3 · g∗k1(z, η, c(t, y1))ei(y−y1)η dzdy1dη .
Then R3k = R
U1,1
k − ∂2yRU1,2k and
‖RU1,1k ‖Y .M1(T )〈t〉−2 , ‖RU1,2k ‖Y . (1 +Mc,γ(T ))M1(T )〈t〉−2 ,
‖RU1,1k −RU1,0k ‖Y1 +
∥∥∥χ(Dy)(RU1,1k −RU1,0k )∥∥∥
L1
.Mc,γ(T )M1(T )〈t〉−9/4 .
Obviously, we cannot expect that ‖RU1,02 ‖Y1 decays as t→∞. The bad part of RU1,02 can be
extracted as spatial and time derivatives of L2 functions. In fact, we have RU1,02 = R
U1
a +∂
2
yR
U1
b
with ‖RU1b ‖Y .M1(T )〈t〉−2 and
RU1a = P˜1
(∫
R
Vc0(0)U˜1 · ζ∗2,c0 dz
)
.
As in [23], we can decompose RU1a into a sum of an integrable function and a time derivative
of an L2-function. Since Lc0(0)∗ζ∗2,c0 = 0, it follows from (5.1) that∫
R
Vc0(0)U˜1 · ζ∗2,c0 dz =− 〈(c0∂x + L0)U˜1, ζ∗2,c0〉
=− d
dt
〈U˜1, ζ∗2,c0〉 − ∂2yRU1c +RU1d ,
where RU1c = 〈L1U˜1, ζ∗2,c0〉, RU1d = 〈N(U1), ζ∗2,c0〉+
〈
U˜1, (γt∂z − [L, τγ ]τ−γ)ζ∗2,c0
〉
and
‖P˜1RU1c ‖Y .M1(T )〈t〉−2 , ‖RU1d ‖L1 .M1(T )(M1(T ) +Mc,γ(T ) +M2(T )2)〈t〉−9/4 .
Thus we complete the proof. 
Let R4kj = S
5
kj(ct)− S6kj(γt − c˜) for j = 1, 2. Then R4k = R4k1 − ∂2yR4k2. By Claims B.4, B.5
and 7.3, we have the following.
Claim C.10. Let α ∈ (0, αc0). There exist positive constants C and δ such that if Mc,γ(T ) ≤
δ, then for k = 1, 2 and t ∈ [0, T ],
‖R4k1‖Y1 + ‖χ(Dy)R4k1‖L1 + ‖R4k2‖Y1
≤CM2(T )(Mc,γ(T ) +M1(T ) +M2(T )2)〈t〉−3/2 .
Claim C.11. Let α ∈ (0, αc0). There exist positive constants η1, C, δ and R5j (j = 1, 2) such
that if η0 ∈ (0, η1] and Mc,γ(T ) ≤ δ, then for k = 1, 2 and t ∈ [0, T ], R5k = R5k1 + ∂yR5k2 and
‖R5k1‖Y1 + ‖χ(Dy)R5k1‖L1 . 〈t〉−3/2Mc,γ(T )M2(T ) ,
‖R5k2‖Y1 . 〈t〉−1Mc,γ(T )M2(T ) .
(C.9)
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Proof. Since L∗ = B−1A∆E12 + E21 and [∂x, τ−γ(t,y)] = 0,
[L∗, τγ(t,y)] =B−1A[∂2y , τγ(t,y)]E12 − aB−1[∂2y , τγ(t,y)]∆E12
+ bB−1[∂2y , τγ(t,y)]B
−1A∆E12 .
Combining the above with τ−γ(t,y)[∂2y , τγ(t,y)] = (γy)2∂2z +γyy∂z+2γy∂2zy, we can find R5k1 and
R5k2 satisfying R
5
k = R
5
k1 + ∂yR
5
k2 and (C.9). 
Claim C.12. Let R6,1 = [∂2y , B4(c)]r6 and R
6,2 = (B4(c)−B4(c0))r6. Then R6 = R6,1+∂2yR6,2
and there exist positive constants C and δ such that if Mc,γ(T ) ≤ δ, then for t ∈ [0, T ],
‖R6,1‖Y1 + ‖χ(Dy)R6,1‖Y1 ≤ CMc,γ(T )
(
Mc,γ(T ) +M1(T ) +M2(T )
2
) 〈t〉−3/2 ,
‖R6,2‖Y1 ≤ CMc,γ(T )
(
Mc,γ(T ) +M1(T ) +M2(T )
2
) 〈t〉−1 .
Proof. Since ‖r6‖Y . Mc,γ(T )
(
Mc,γ(T ) +M1(T ) +M2(T )
2
) 〈t〉−3/4 by Claims
B.1, 7.3 and C.1, we have Claim C.12. 
Claim C.13. There exist positive constants C, δ and h0 such that if Mc,γ(T ) ≤ δ and h ≥ h0,
then for t ∈ [0, T ],
‖R7‖Y1 + ‖χ(Dy)R7‖L1 ≤CMc,γ(T )
(
Mc,γ(T ) +M1(T ) +M2(T )
2
)
e−α(
c0−1
2
t+h) .
Claim C.13 follows immediately from Claims B.3, 7.3, C.1 and C.2.
Appendix D. Estimates for k(t, y)
By Lemma 8.3, the L2-norm of k(t, y) decays like t−2 as t→∞.
Claim D.1. Suppose that supy |γ(t, y)| ≤ 1 for t ∈ [0, T ]. There exist positive constants δ
and C such that if ‖〈x〉2E(U0)1/2‖L2 < δ, then
‖k(t, ·)‖L2 ≤ C〈t〉−2‖〈x〉2E(U0)1/2‖L2 for t ∈ [0, T ].
Next, we will give an upper bound of the growth rate of ‖k(t, y)‖L1 when U0(x, y) is
polynomially localized in R2.
Claim D.2. Suppose supy |γ(t, y)| ≤ 1 for t ∈ [0, T ] and that U1 is a solution of (4.6). Then
there exists a positive constant C such that
‖〈·〉k(t, ·)‖L2(R) ≤ C〈t〉
(
‖〈y〉U0‖E + ‖U0‖2E
)
for every t ≥ 0.
Proof. Since U1 is a solution of (4.6), it follows from (8.3) that
d
dt
∫
R2
〈y〉2E(U1) dxdy =− 2
∫
R2
ye2 · F(U1) dxdy
.
(∫
R2
〈y〉2E(U1) dxdy
)1/2
(E(U1)
1/2 + E(U1)) .
Combining the above with (4.12), we have(∫
R2
〈y〉2E(U1(t)) dxdy
)1/2
.
(∫
R2
〈y〉2E(U0) dxdy
)1/2
+ t(‖U0‖E + ‖U0‖2E) .
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Since ‖〈y〉k(t, y)‖L2(Ry) . ‖〈y〉E(U1)1/2‖L2(R2), we have Claim D.2. 
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