Abstract-Conventional noise reduction filtering schemes realize limited improvements of the peak signal-to-noise ratio (PSNR) in the low-level noisy images. The flatness degree and the edge information are effectively used to estimate the noise volume. We propose a noise estimator for reducing noise in the AWGN (additive white gaussian noise) corrupted images using three intermediate image maps (FGM(flatness gray map), FIM(flatness index map), NEM(noise estimate map)). The proposed noise estimator is fed into the conventional noise reduction filters as a pre-processor. The performance of noise reduction is tested in the various AWGN corrupted images.
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I. INTRODUCTION
Noise reduction in digital image applications has been a longstanding problem. Noise is introduced into digital imaging devices when the visual surrounding information is captured through image acquisition devices including optical lens, color filter arrays, photo sensors, etc. The primal cause is the lack of the dynamic range and sensitivity against the variant brightness. The problem affects the performance of image process, image storage, and image communication. Many researches have been reported to improve the image quality demanded from user expectations using diverse noise reduction schemes. AWGN corrupts digital video signals during their transmission through communication channels. For the noise reduction, several linear filtering approaches have been applied to the noise reduction [1] .
Linear filters such as a mean filter and a Gaussian filter are amenable to analysis in the Fourier domain and require low complexity [2] . However, the blurring effect of the edge component occurs since the local brightness information is not accessible. In addition, such nonlinear filters including a median filter, a k-nearest neighbor (NN) algorithm, symmetric NN algorithms, and a sigma filter have been reported to improve the blurring effect by means of adjusting individual pixels from the estimate of relations of pixels similarity and pixels adjacency. The design of nonlinear filters requires more sophisticated algorithms than that of linear filters. On the other hand, the nonlinear filters successfully reduce the noise while preserving the original image. In particular, Bilateral filter, SUSAN filter, and Non-Local (NL) means filter are reported useful to preserve the edge information [2] - [3] . Bilateral and SUSAN filters use the domain and range kernel for the spatial and intensity region respectively. NL-means filter pay the high computational cost for the pixel-by-pixel window matching. Other iterative adaptive smoothing and anisotropic diffusion noise reduction techniques have been applied into a "cartoon" [2] .
These filtering approaches have shown the limited performance for practical applications because of the assumption that the Gaussian noise distribution or noise level is known. Given unknown noise characteristic, noise estimate has the challenges in terms of the accuracy and the computational complexity. In [4] - [5] , the noise is estimated by computing the difference between the noisy image and the low-pass filtered image. The results show better performance when compared with each of the adaptive Gaussian filters and the estimate of the standard variance of the individual block. In [6] , Shin et. al. proposed a blockbased noise estimate that makes use of the adaptive Gaussian filter combined with the blocks classification based on the standard deviation of their intensities. This method is reported the best performance among the Lee and Hoppel [7] , Olsen [8] , Rank et al. [9] methods. However, the performance of the noise estimate can be varied according to the block size. Given the noisy image containing much more information of the edge component, the noise volume can be incorrectly increased. For example of a noise reduction, we used seven popular linear and nonlinear filters of an average filter, a k-NN algorithm, a symmetric NN algorithm, a global sigma filter, a local sigma filter, a Gaussian filter, and a median filter. We added the various AWGNs to a "Lenna" image. Seven different conventional filters were employed to compare the PSNRs between the original image and the corrupted input images, as shown in Figure 1 . The linear filters and the nonlinear filters showed the higher PSNRs than that of the input image around at the 6 standard deviation above. However, around at the 6 standard deviation below, the
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Hag PSNRs of the filtered images are lower than that of the input image. This implies that the AWGN is globally embedded in the image. If the local noise characteristic can be estimated in the image, more accurate noise estimate can be used to improve the performance of the above seven filters. Fig. 1 Performance comparisons of conventional noisereduction techniques for the low-level noise image in the "Lenna" image.
In order to increase the low-level noise reduction performance of the conventional filters, we propose a noise estimate which makes use of the local noise characteristic and use three intermediate image maps (FGM, FIM, NEM) . The flatness degree and the edge information are efficiently used to estimate the low-level AWGN volume. Combining with the conventional noise reduction filters, the proposed noise estimator benefits from the low-level noise reduction as a preprocessor.
II. PROPOSED NOISE ESTIMATOR
The proposed noise estimator consists of three stages. . To deal with the dynamic variance of the AWGN volume and image quality, we empirically chose the 80% threshold as optimum. Figure 3 shows the results of the validating threshold selection ranging from 0 to 100% with 4 different images. Although the number of the testing images is limited, For about 10 standard deviation of AWGN noise estimate, the 80% threshold resulted in the best. The 80% is the threshold to separate the image pixels into the flat region and the non-flat region as shown in Eq. (2).
( ) All images size used in this letter are 512x512 size. Every mask based image processing methods take effect by the mask size in the processing. In this letter, we can apply with the various mask size only in the FGM image generation processing step. Figure 4 shows the estimation performance according to the various mask size. Because of the central pixel represents the flatness degree in that area. To large the mask size, to better performance up to 9x9 size, But too large mask is rather harmful for the performance. So it is required that the processing with the optimal mask size and normalizing the input image size to the 512x512 size. The 9x9 mask size performed the best in the "Lenna" image.
In (3) and is for removing the edge components in the FIM image and generating the NEM image which only contain the noise component. Noise pixel composed of the small pixels and pixel threshold factor (pixel_th) is the empirical value. The reason using the static 3x3 mask size in Eq. (3) is for counting the small pixel and 3x3 mask size is the minimum size including the central pixel. Figure 5 shows the optimal estimation results in the 3 pixel for the noise standard deviation 10 gaussian added noise. So we select the pixel threshold with 3. where α is the conversion factor of standard deviation for the noise volume. We empirically choose α as 2.47 as optimum. As typical noise estimator, there is the standardized median of absolute deviation from the median (MAD [10] ). But MAD approach is base on the wavelet and assumes that the coefficients of the finest decomposition level are associated only to the noise and uses the median of absolute value of these coefficients for variance estimation [11] . Instead of comparison with MAD, we compare with the block-based noise estimation method proposed by Shin et al. which is very similar approach to this method. Figure 6 shows the performance comparison with the BNE. 
III. RESULTS AND DISCUSSION
The noise reduction filtering was simulated using the proposed noise estimator in the "Lenna" image. We made use of the seven conventional filters as shown in Figure 1 . The standard deviations range from 0 to 40. Figure 8 shows the improved performance of the noise reduction. The proposed noise estimator fed into the conventional filters significantly improved the PSNRs around at the 8 standard deviation or smaller. Around at the 8 standard deviation or higher, the performance of the noise reduction filtering is identical with that as shown in Figure 1 . The proposed noise estimator measures effectively the additive noise volume and, thereby, reduces the low-level noise. 
V. CONCLUSIONS
In the paper, we proposed the noise estimator for filtering based noise reduction. The proposed flatness information and its consecutive binary mapping utilization were capable of removing the edge information and estimating the noise volume in the various noisy images. The 9x9 mask size performed the best to estimate the additive noise volume. The simulation results show that when the conventional noise reduction filtering techniques combined with the proposed noise estimator significantly improved the PSNRs in the low-level noisy images as well as in the high-level noisy images.
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