Abstract-In this paper we introduce a novel family of decision lists consisting of highly interpretable models which can be learned efficiently in a greedy manner. For discrimination tasks our model reduces to a sparse disjunction of features. We show on simulated data that the proposed model family is easy to train and exemplify its usability by identifying problem symptoms in a manufacturing process.
Introduction
Decision lists [1] are simple models for classification consisting of an ordered collection of rules. For binary classification (y = 0 vs y = 1) their general form is:
The conditions are binary expressions (like attribute ≥ value) and p k ∈ [0, 1] are the corresponding success probabilities for y = 1. The first condition that applies to a given feature vector determines the predicted probability. If no condition applies then the default success probability p def is used.
Decision lists are attractive because they are highly interpretable. Indeed, the decision process is completely transparent to the user. This allows for additional insight into the data and makes these models more likely to be actually used in practice compared to other black-box models. Decision lists are similar to decision trees [2] , both model families create a recursive partitioning of the predictor space. The main difference is that decision lists define a natural linear ordering of the regions. This increases interpretability and allows to introduce concepts like monotonicity of the corresponding predictions [3] .
Finding the optimal decision list for a given dataset (e.g., in terms of likelihoods) is in general an NP-hard problem. Consequently, approximate optimization procedures [4] are typically used for learning. The most efficient method is hill climbing which greedily selects the best additional rule at each step. This is an extremely scalable procedure but it sometimes gets stuck in rather poor local optima. A less greedy extension is beam search which at each step maintains the top B candidates, called beams. For B = 1 this method reduces to hill climbing. For larger B the shortcomings of greedy selections may be alleviated. The computational cost increases linearly in B. An alternative to these separate-and-conquer algorithms is stochastic search [3] , [5] which uses an MCMC procedure to explore the whole space of decision lists, guided by their performance. Local optima can often be overcome with such a method but the computational cost is much higher than for greedy learning algorithms.
In this paper, we introduce a novel subfamily of decision lists for which greedy learning works extremely well. The main idea is to explicitly specify the direction of the rules. This simple concept eliminates one of the core problems of greedy selection, namely searching in the 'wrong' direction. The details of this model family are presented in section 2 where we also discuss its use for discrimination tasks. We continue in section 3 with an experimental comparison between learning of such directional decision lists and learning of general decision lists. We end with an experiment on real data from a manufacturing process and determine indicators for problem cases.
Directional Decision Lists
The greedy algorithms learn rules sequentially and at each step they can choose to select an indicator for y = 0 or an indicator for y = 1. Often one of the classes is easier to identify than the other (for example, characterizing spam emails may be easier than characterizing all regular emails). We observed that failure of the greedy search is frequently caused by selecting rules in the beginning which try to characterize the more complex class (which is not always the larger class). We illustrate this with a concrete example. The tic-tac-toe endgame dataset from the UCI machine learning repository 1 consists of all possible board configurations at the end of tic-tac-toe games. For each cell of the 3-by-3 grid the feature vectors indicate whether the cell is occupied by player X or by player O or whether it is blank. The task is to determine whether X won the game. The dataset is not symmetric in the two players because it is assumed that X started the game. Draws are counted as negative examples (i.e., X did not win the game). It is possible to obtain perfect discrimination with 8 rules corresponding to the ways in which three X markers can be placed in a horizontal, vertical or diagonal row. However, hill climbing will try to characterize the ways in which O can win and eventually gets stuck trying to characterize all draws. Figure  1 shows the log-likelihoods of decision lists grown in the X and in the O direction. Note that a beam search would require keeping track of more than 100 beams in order to find the global optimum. This is because many different decision lists essentially point in the same direction.
The example suggests a simple fix. We can explicitly specify which of the classes will be characterized by the decision rules and ensure that the greedy search will be performed in that direction. With this modification hill climbing indeed finds the global optimum in the above example. Formally, a directional decision list that characterizes the positive class (y = 1) is defined as satisfying
for k = 1, . . . , K. The overline denotes negation. In words this requirement means that the success probability for samples covered by rule k is larger than the success probability of the remaining samples for which none of the first k conditions applies. Note that decision lists recursively partition the predictor space R into disjoint unions of regions
. . The constraint simply means that for each split there are more positive samples in R k than in R >k . A directional decision list that characterizes the negative class (y = 0) is defined analogously as satisfying inequality (1) with flipped sign. The family of directional decision lists consists of very interpretable models because the rules cannot alternate between explaining the two classes. Learning is performed through greedy selection in the desired direction specified by the user. The only modification compared to the traditional version is that we enforce inequality (1) at each step. We call this a directed greedy search. If it is unknown which class is easier to characterize then we simply run the algorithm successively in both directions. This makes sure that the search is performed at least once in the easier direction.
Related Work
A more restrictive family of decision lists was introduced in [3] . There it is required that the predicted probabilities corresponding to the different rules are monotonically decreasing (or monotonically increasing). In contrast to that our assumption is weaker and much easier to enforce in a greedy algorithm. Indeed, in our experiments hill climbing often failed to produce a decision list of the desired length satisfying this stronger monotonicity property. To learn decision lists with monotone probabilities the authors of [3] propose to use simulated annealing, which is computationally much more expensive than greedy algorithms. For highdimensional data it is therefore crucial to perform a premining step which selects a smaller number of features that are considered in the learning phase.
Discrimination Tasks
We now discuss the case where the only purpose of the directional decision list is discrimination, i.e., the corresponding probabilities are not of interest. The learning problem then boils down to finding a disjunction of conditions that approximate the desired class indicator. For example, if we would like to characterize the positive class then we are seeking binary expressions cond k (k = 1, . . . , K) such that
The positive class is predicted if any of the K conditions applies and the negative class is predicted otherwise. In particular, the order of the conditions does not matter. However, learning is performed in a sequential way. Indeed, we can use the same directed greedy search as before and simply ignore the learned probabilities in the end. This approach provides an alternative to classical methods [6] for learning sparse disjunctions which works well even with noisy data.
Experiments

Simulated Data
We use synthetic data to show that our proposed family of directional decision lists is more amenable to greedy learning than the unrestricted family of all decision lists. For that purpose we simulated data with 1000 binary features and created random decision lists with 10 rules. The probabilities for general decision lists are simply drawn independently uniformly from [0, 1] . To obtain directional decision lists we sorted the probabilities so that inequality (1) holds. Corresponding labels were then sampled according to these decision lists. Performance is evaluated by computing the ratio of the log-likelihood of the ground-truth model to the log-likelihood of the learned model. The likelihood is computed on an independent test set of 10,000 samples from the corresponding model. Figure 2 shows the results over multiple simulation runs for both families of decision lists and different numbers of training examples. The performance of the greedy search for directional decision lists is significantly better than for the unrestricted family of all decision lists.
Discriminative Features
As a simple example for a discrimination task we consider the Titanic dataset 2 which contains information about all Titanic passengers including labels indicating whether or not the person survived. We ran the hill-climbing algorithm to characterize the class of deceased passengers. The top three features we obtained were 1) male adult, 2) passenger in third-class, 3) adult in second-class. We also ran the algorithm in the other direction in order to find indicators for survival. The top three features we obtained were 1) female passenger, 2) child, 3) male passenger in first-class. Note that these results are different from simply ranking individual features based on their discriminative performance because additional features are chosen as to optimally extend the already selected features.
Problem Symptoms
We now exemplify the usability of our approach to identify potential problem cases in a manufacturing process. Our dataset consists of around 100,000 samples corresponding to three different months. We use the data from the first two months for training and test on the data from the third month. Each sample consists of around 400 attributes which are mainly numeric. After discretization there are around 2000 binary attributes. Each sample also has a label classifying it as a defective (NOK) or an intact (OK) part. This information comes from a detailed investigation of the parts. Around 96% of the samples are labeled as OK while 2. http://www.amstat.org/publications/jse/v3n3/datasets.dawson.html 4% are NOK. The task is to identify a small collection of features which can discriminate between defective and intact products. It turned out that characterizing the class of defective products is much easier than characterizing the class of intact products. We greedily learned a directional decision list of length up to 10. The selected features were mainly indicators for extreme values of certain attributes. We show the resulting true and false positive rates in figure  3 . For comparison we also trained sparse logistic models and random forests using the same discretized data. The logistic regression models were trained using an L1-penalty with two different regularization strengths resulting in 13 and 25 nonzero parameters, respectively. For the random forest models we learned 100 and 1000 trees, respectively. By varying the threshold for classification we obtain ROC curves for each of these models. The performance of the decision list is comparable to the other models. However, the decision list has the advantage of being much more interpretable.
