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“Remember to look up at the stars and now down at your feet. Try to make sense of what you
see and wonder about what makes the universe exist. Be curious. And however difficult life
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This thesis is the outcome of a three-year work done during the PhD course in "Elec-
tronics, Telecommunications and Information Technologies Engineering". The main
research topic is focused on Satellite-Internet of Things (S-IoT) applications, specifi-
cally related to the design and analysis of specific solutions for Non-Terrestrial Net-
work (NTN), and on the Third Generation Partnership Project (3GPP) standardisa-
tion process.
In recent years, Internet of Things (IoT) applications have drawn a great deal of
attention, both in academia and industry. It is, in fact, expected that IoT devices
will be half of the global connected devices within the next few years, with billions
of Machine to Machine (M2M) connections. A crucial requirement of any infras-
tructure serving the IoT market will be to guarantee ubiquitous connectivity to the
low-cost, low-powered devices distributed all over the globe. It is widely accepted
that this requirement will not be met by the terrestrial network alone. There will
be, in fact, vast areas of the globe where the terrestrial infrastructure deployment
will be unfeasible or not economically viable, thus leaving those areas un- or under-
served. For this reason, several studies and projects are addressing the use of a NTN
component to seamlessly complement and extend the terrestrial network coverage
in future systems.
The design of these extremely complex systems requires manifold analyses at
different levels of abstraction, from satellite constellation and ground segment archi-
tecture aspects, to the evaluation of the air interface behaviour, in order to evaluate
the system performance. The aim of this work is to perform a detailed analysis of
the Satellite Communication (SatCom) system aspects, trying to be as accurate as
possible but without getting lost in unnecessary details, in order to provide a com-
prehensive set of tools, organised in a simulation platform, to support the design
and performance evaluation of the system. Notably, simulation softwares play an
important role in this framework; however, a full-featured simulation tool does not
yet exist for the evaluation of the described emerging technologies. ESA M2M Sim-
ulator (ESiM2M) is a System-Level Simulator, developed in collaboration with the
European Space Agency (ESA), which is intended for closing this gap, as a tool for
the design and analysis, from a system-level point of view, of S-IoT systems. The
following discussion is primarily based on S-IoT systems, presenting the simulation
tool and the results derived with the latter.
2 List of Acronyms
This work is organised as follows. Chapter 1 describes all the main aspects re-
garding the SatCom systems architecture, with particular emphasis on NTN archi-
tectures as proposed in the 3GPP standardisation process and on the requirements
for S-IoT. Chapter 2 illustrates the main aspects characterizing the ESiM2M simu-
lation tool. Chapter 3 gives the mathematical framework for the geometrical com-
putations, fundamental for the analyses performed with the simulator. Chapter 4
characterizes the satellite constellations and describes the main steps for the constel-
lation design process. Chapter 5 describes the theoretical background behind the
Physical Layer (PHY) abstraction methodologies adopted for System-Level Simula-
tions (SLSs) and details the results achieved in the simulator testing phase, justify-
ing the choice of a specific Received Bit Mutual Information Rate (RBIR) abstraction
method. Chapter 6 details the mathematical characterization for delay and Doppler,
describes the main impairments and contributions to the path loss, and gives the
mathematical framework for the link budget analyses performed by the tool, pro-
viding the baseline for the results presented. Chapter 7 describes applications and
results obtained by means of the ESiM2M tool. Finally, Chapter 8 contains the con-
clusions.
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SatComs are the product of communications and space technology research with the
goal of achieving ever-increasing ranges and capability at the lowest possible cost.
In this chapter, the main aspects of SatCom systems will be described.
1.1 SatCom Systems Architecture
The main entities composing a SatCom system, as shown in Figure 1.1, can be cate-
gorized into: i) the space segment, containing one or several active and spare satellites
organised into a constellation; ii) the control segment, consisting of all ground facili-
ties for the control and monitoring of the satellites, also named Tracking, Telemetry,
and Command (TTC) stations, and for the management of the traffic and the associ-
ated resources on board the satellite; and iii) the ground segment, consisting of all the
traffic earth stations.
FIGURE 1.1: SatCom System high-level architecture.
Satellite networks are characterized by their topology, the types of links they sup-
port, and the connectivity they offer among earth stations. SatCom network config-
urations are: meshed, star, or multi-star. i) In a meshed network, every node1 is able to
1A node is either a redistribution point or a communication endpoint. A satellite, as well as a
Ground Station (GS) or a ground terminal can act as network nodes.
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communicate with every other node. A meshed satellite network consists of a set of
earth stations that can communicate with one another using satellite links consisting
of radio-frequency carriers. ii) In a star network, each node can communicate only
with a single central node, often called the hub. A star satellite network consists
of earth stations that can communicate only with a central earth station called the
hub. The star configuration is the most widely used because of its cost-effectiveness.
iii) In a multi-star topology, several central nodes (hubs) are identified. The other




FIGURE 1.2: Payload organisation, [1].
The space segment consists of one or several active and spare satellites, which
are composed of the payload and the platform. The payload consists of the receiving
and transmitting antennas and all the electronic equipment supporting the carriers’
transmissions. Figure 1.2 describes the two possible types of payload organisation:
transparent and regenerative.
A transparent payload (sometimes referred to as bent pipe) in which the carrier
power is amplified and the frequency is down-converted, is shown in Figure 1.2a.
In order to boost the power level of the received carrier from a few tens of picow-
atts to the power level of the carrier fed to the transmitting antenna (a few watts
to a few tens of watts), the power gain is 100-130 dB. To improve the separation
between the receiving input and the transmitting output, frequency conversion is
required. Due to technology power limitations, the overall satellite payload band-
width is split into several sub-bands, and the carriers in each sub-band are ampli-
fied by a dedicated power amplifier. The amplifying chain associated with each
sub-band is called a satellite channel, or transponder. The bandwidth separation is
accomplished using a series of filters called the input multiplexer (IMUX). The ampli-
fied carriers in the output are then recombined in the output multiplexer (OMUX). The
transparent payload depicted in Figure 1.2a could be used on a single-beam satellite
where each transmitting and receiving antenna generates one beam only. Consider-
ing multiple-beam antennas, the payload would then have as many inputs/outputs
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as upbeams/downbeams. The routing of carriers from one upbeam to a given down-
beam implies either routing through different satellite channels, transponder hopping,
depending on the selected uplink frequency, or on-board switching with transparent
on-board processing.
Figure 1.2b shows a multiple-beam regenerative payload. Here the uplink car-
riers are demodulated, instead of being directly amplified and re-routed to the out-
put. The availability of the baseband signals allows on-board processing and routing
of information from upbeam to downbeam through on-board switching at baseband.
The frequency conversion is achieved by modulating on-board-generated carriers at
downlink frequency. The modulated carriers are then amplified and delivered to the
destination downbeam.
Each beam defines a beam coverage area, also called a footprint, on the Earth’s
surface. The aggregate beam coverage areas define the multibeam antenna coverage
area. A given satellite may have several multiple-beam antennas, and their com-
bined coverage defines the satellite access area, which is directly related to the Field
Of View (FOV) of the satellite, as detailed in Chapter 3.
It is possible to define an instantaneous and long-term system coverage. The for-
mer consists of the aggregation at a given time of the coverage areas of the indi-
vidual satellites participating in the constellation, while the latter is the area on the
earth scanned over time by the antennas of the satellites in the constellation. For
real-time services, the instantaneous system coverage should at any time have a
footprint covering a service zone, i.e., a geographical region where at least a GS is
installed. For what concerns store-and-forward services, this condition is not nec-
essary, but a long-term coverage of the service zone is required. In order to achieve
continuous global coverage, a large number of satellites is needed for Low Earth Or-
bit (LEO) and Medium Earth Orbit (MEO) satellite constellations (e.g., Iridium Next
has 66 satellites, Starlink phase 1 first orbital shell will contain 1600 satellites). With
Geostationary Orbit (GEO) systems, three satellites are sufficient in order to achieve
global coverage (except for the polar areas).
A key technology for SatCom systems, in particular to achieve high capacity for
High Throughput Satellite (HTS) reducing the cost per bit for information delivery, is
frequency reuse. The available bandwidth can be divided into three or four sub-bands
(also called three- or four-color techniques, according to the arrangement of the spot
beams) so that different sub-bands (colors) can be allocated to different spot beams,
similar to the frequency reuse in terrestrial networks. Different colors could share
the same frequency but using opposite polarisations. Then, adjacent spot beams use
different colors to reduce the interference. Furthermore, it is worth mentioning that
active antennas payloads are expected to become always more predominant in future
Very HTS (VHTS). These payloads exploit a more advanced phase array antenna in
which each antenna element has its own transmit and receive units, all controlled
by the On-Board Computer (OBC) by means of a Beam Forming Network (BFN).
As a result, the antenna is fully reconfigurable enabling the satellite to adapt to new
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demands in coverage, bandwidth, power and frequency as well as providing inter-
ference mitigation and beam-hopping.
The platform consists of all the subsystems that permit the payload to operate,
like: i) the fuel system that is responsible for making the satellite run for years; ii) the
solar panels that provide the required energy for the satellite’s operation; iii) the
satellite and telemetry control system, used to transmit commands to the satellite as
well as to send the status of the onboard systems to the ground stations. In order to
ensure service with a specified availability, a satellite communication system must
make use of several satellites to provide redundancy. A satellite can in fact cease
to be available due to a failure or because it has reached the end of its lifetime. In
this respect, it is necessary to distinguish between the reliability and the lifetime of
a satellite. Reliability is a measure of the probability of a breakdown and depends
on the reliability of the equipment and any schemes to provide redundancy. The
lifetime is conditioned by the ability to maintain the satellite on station in the nominal
attitude and depends on the quantity of fuel available for the propulsion system and
attitude and orbit control system. In a system, provision is generally made for an
operational satellite, a backup satellite in orbit, and a backup satellite on the ground.
The reliability of the system involves not only the reliability of each of the satellites
but also the reliability of launching, [1].
1.1.2 Ground Segment
Earth stations come in three classes: i) user stations, such as handsets, portables, mo-
bile stations, and Very Small Aperture Terminals (VSATs), which allow the customer
to directly access the space segment; ii) interface stations, known as gateways, which
interconnect the space segment to a terrestrial network; and iii) service stations, such
as hub or feeder stations, which collect or distribute information from and to user
stations via the space segment. Communications among users are set up through
user terminals, which consist of equipment such as telephone sets, computers, smart-
phones, and in general devices that are connected to the terrestrial network or to the
user station, or that are part of the user station (e.g., if the terminal is mobile).
The ground segment consists of all the earth stations which are most often con-
nected to the end user’s terminal by a terrestrial network or, in the case of small
station VSATs, directly connected to the end user’s terminal. Stations are distin-
guished by their size, which varies according to the volume of traffic to be carried
on the satellite link and the type of traffic. In the past, the largest were equipped
with antennas having a 30 m diameter and the smallest had 0.6 m antennas, or even
smaller (mobile stations, portable stations, or handsets). Along with the antenna,
there is an Outdoor Unit (ODU), which contains the radio hardware to receive the
signal and amplify it. The radio signal is sent to an Indoor Unit (IDU), which demod-
ulates the signal and carries out the necessary baseband processing. Some stations
can both transmit and receive, while others, like the ones used for a broadcasting
satellite system, can only receive, [1].
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1.1.3 Communication Links
The characteristic links in a SatCom system can be categorized in:
• Downlinks (DLs) from the satellites to the GSs and User Terminals (UTs);
• Uplinks (ULs) from GSs and UTs to the satellites; and
• Inter Satellite Links (ISL) between the satellites.
ULs and DLs consist of radio-frequency modulated carriers, while ISL can be either
radio frequency or optical. Some large-capacity data-relay satellites also use optical
links with their ground stations. Carriers are modulated by baseband signals con-
veying information for communications purposes. Connections among end users
entail an UL and a DL, and possibly one or several ISLs.
Two types of links can be established through a satellite network: unidirectional
links, where one or several stations only transmit and other earth stations only re-
ceive; and bidirectional links, where earth stations both transmit and receive. Uni-
directional links are usually associated with a star topology in satellite broadcast-
oriented networks, while bidirectional links can be associated with a star or meshed
topology and are required to transport any two-way telecommunication service.
Furthermore, in a SatCom network different types of connectivity can be defined
depending on the type of service (e.g., point-to-point for unicast, point-to-multipoint
for multicast/broadcast, multipoint-to-point for multiplexing and concentration, and
multipoint-to-multipoint).
For what concerns the nomenclature accounting for the link direction, we can
distinguish forward and return links, as shown in Figure 1.1. A connection between
a service provider and a user goes through a hub (for collecting services) or a feeder
station (e.g. for broadcasting services). A connection from a gateway, hub, or feeder
station to a user terminal is called a forward connection. The reverse connection is
the return connection. Both forward and return connections entail an UL and a DL,
and possibly one or more ISL. As for the ISL, three classes of these links link can
be distinguished: i) links between GEO and LEO satellites (GEO-LEO), also called
Inter-Orbital Links (IOL); ii) links between GEO satellites (GEO-GEO); and iii) links
between LEO (LEO-LEO).
The Radio Regulations published by ITU subdivide the available bandwidth
among the numerous SatCom specific applications (e.g., Fixed Satellite Service (FSS),
Mobile Satellite Service (MSS), Broadcasting Satellite Service (BSS), Earth Explo-
ration Satellite Service (EES), etc.). Furthermore, frequency bands are allocated to
the various radio communications services to allow compatible use. The allocated
bands can be either exclusive for a given service or shared among several services.
In order to simplify the frequencies allocation process worldwide, the globe is sub-
divided into three different geographical regions, each one characterized by certain
frequency allocation rules for the plethora of available services, [1].
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1.2 Technological Trends in SatCom
FIGURE 1.3: The evolution of SatCom technologies [1].
SatComs have grown continuously since the ’70s. In the beginning, satellites
were designed to complement submarine cables and played essentially the role of
telephone trunk connections. Then communication techniques have changed from
analog to digital, enabling the development of many novel technologies up to the
current pinnacle of Digital Video Broadcasting - Satellite Second Generation Exten-
sion (DVB-S2X). Efficient modulation and coding schemes, powerful Forward Error
Correction (FEC), Adaptive Coding and Modulation (ACM) provide performance
close to the Shannon limit. New Multiple Access techniques have been developed
to meet the diverse requirements of the continuously growing plethora of new ser-
vices, from high-capacity links for internet and TV services, to low-capacity ones for
supporting the ever growing IoT/Machine Type Communications (MTC) markets.
Simultaneously, the progress of antenna technology enabled the beams to con-
form to the coverage of the service area, improving the performance of the link
while reducing interference among systems. Multi-beam satellites emerged, with
the capability of producing hundreds of beams, implementing beam-hopping and
precoding techniques exploiting either on-board or on-ground processing capabil-
ities. This provides manifold advantages: i) the link budget is improved to small
user terminals, thanks to the high satellite antenna gain obtained with very narrow
beams; ii) the capacity is increased by reusing the frequency band allocated to the
system many times; and iii) the interference is reduced thanks to the implementa-
tion of precoding techniques. Finally, ISLs were developed for civilian applications
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in the framework of multi-satellite constellations and the use of higher frequencies
(Ka band) enables the emergence of broadband services and the development of
HTS, thanks to the large amount of bandwidth currently available.
1.2.1 New Space
SatComs have recently entered a period of renewed interest motivated by techno-
logical advances and nurtured through private investment and ventures. Following
the evolution of Internet-based applications, SatComs are going through a trans-
formation phase refocusing the system design on data services, namely broadband
SatComs. The main motivations are the rapid adoption of media streaming instead
of linear media broadcasting and the urgent need to extend broadband coverage to
underserved areas (e.g., developing countries, aero/maritime, rural, etc.).
Furthermore, the fusion and convergence of various wired and wireless tech-
nologies is a crucial achievement of the 5th generation of communication systems
(5G), or New Radio (NR) in 3GPP terminology. Besides that, the exploding market of
massive MTC (mMTC) is a key driver for telecommunications in the last few years.
In this framework, SatCom creates the opportunity for streamlined integration tar-
geting particular use cases that can take advantage of their unique capabilities. Con-
currently, private investments have contributed to the growth of a multitude of pro-
duction and launching alternatives, formerly reserved exclusively to governments
and a handful of big multinational companies. This initiative, named New Space, has
spawned a large number of innovative broadband and earth observation missions
all of which require advances in SatCom systems.
As part of New Space initiatives, new more ambitious constellation types are
currently being designed, besides the more traditional GEO satellite ones. In this
direction, there has recently been a tremendous interest in developing LEO mega-
constellations, made viable from: i) a sufficiently mature manufacturing, which en-
abled mass production of miniaturized satellites (CubeSat); ii) advancement in com-
munication technologies; and iii) cheap launching costs. Multiple companies, such
as SpaceX, Amazon, OneWeb, TeleSAT, have already announced large LEO plans in-
cluding thousands of satellites that can deliver high-throughput broadband services
with low latency. As of October 2020, SpaceX Starlink is composed of 895 active
satellites and the company recently filed paperwork to the U.S. Federal Communi-
cations Commission (FCC) to arrange spectrum for 30 000 additional satellites, on
top of the already approved 12 000 for the 1st Starlink generation [2]. LEO orbits are
particularly attractive also for small ventures like: OQ Technology, Sateliot, Hiber,
Kepler, Lacuna Space, which are investing in the attractive S-IoT market.
Additionally to LEO orbits, there is interest also in MEO, where the SES O3b
constellation of 20 satellites has been placed in a circular orbit along the equator at
an altitude of 8063 km. Each satellite is equipped with twelve mechanically steerable
antennas to allow tracking and handover of terminals and the next generation of O3b
satellites is planned to use active antennas capable of generating thousands of beams
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along with an on-board digital processor. This constellation type is unique since it
manages to hit a trade-off between constellation size and latency.
The proliferation of various types of constellations has led to hybrid constella-
tions integrating assets in multiple orbits. The MEO and GEO networking combi-
nation is one example where terminals will seamlessly handover between the two
orbits, [3]. The backhauling of LEO satellite data by higher orbit satellites is another
example, [4].
Besides the new methodologies and approaches for satellite constellations de-
sign, recent advances in the efficiency of power generation as well as the energy
efficiency of radio frequency and digital processing components have allowed an
evolution of the payload architecture. Enhanced on-board processing can enable
innovative communication technologies, such as flexible routing/channelization,
beam-forming, free-space optics, and even signal regeneration. Furthermore, space-
hardened Software Defined Radio (SDR) can enable on-board waveform-specific
processing which can be upgraded during the satellite lifetime, as opposed to the
past years, where the on-board processing capabilities have been the limiting factor
for advanced SatCom strategies.
It is worth highlighting that New Space does not refer to a specific technology,
but it rather implies a new mentality towards space. It originated from three main
aspects: i) space privatization; ii) satellite miniaturization; iii) and novel services
based on space data, [5]. As opposed to the conventional institutional approach,
privatization refers to the development and, particularly, the launching of satellites
by private enterprises, such as SpaceX and Rocket Lab. In parallel, satellite and
component miniaturization allowed easy access to space by multiplexing multiple
micro/nano/pico-satellites into a single launcher. The combination of the two first
aspects has lead to the third one, by allowing quick and relatively inexpensive access
to space.
A wealth of data collection constellations have made it into orbit in this direc-
tion, covering a wide variety of services (e.g., earth observation, Radio Frequency
(RF) monitoring, asset tracking, sensor data collection etc.). New Space has inspired
new opportunities in terms of collecting data from ground sensors directly via satel-
lites, i.e. S-IoT. Currently, tens of private companies are building demonstrators and
competing to launch viable commercial services, relying on LEO satellites. Cloud-
based services (e.g., Amazon Web Services) have rolled out ground station networks
that can be shared among the various constellations, while providing easy access to
high-performance computing for the data processing, eliminating the need for New
Space ventures of deploying ad-hoc GS networks for collecting data on the ground,
thus reducing costs and allowing fast services deployment.
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1.3 3GPP 5G Non-Terrestrial Networks Integration
Drawing from the work reported in "Architectures and Key Technical Challenges for 5G
Systems Incorporating Satellites" [6] and "Architectures, standardisation, and procedures
for 5G Satellite Communications: A survey" [7], this section gives an overview on the
standardisation process for the integration of NTN in 5G terrestrial network and on
the related industrial and scientific endeavours.
An ever growing demand for broadband high-speed, low latency, and ultra-
reliable, heterogeneous secure services recently started being experienced in wireless
communications. These drivers require enhancements to devices, services, and tech-
nologies that are currently well established in the global market, as for instance the
3GPP Long Term Evolution (LTE) standard. Thus, the definition of new standards
and technologies, known as 5G, has become of outmost importance in order to in-
troduce novel techniques and technologies that can support the fulfillment of the
significantly demanding requirements as well as to support novel market segments.
The massive scientific and industrial interest in 5G communications is in particular
motivated by the key role that these future systems will play in the global economic
and societal processes to support the next generation vertical services, e.g., Internet
of Things, automotive and transportation sectors, e-Health, Industry 4.0, etc., [8], [9].
Unlike previous standards, which can be seen as general purpose technologies
to which the different services were adjusted, the next 5G standard is expected to
be able to provide tailored and optimised support for a plethora of services, traf-
fic loads, and end-user communities. Such a technology revolution can only be
achieved through a radical shift in the way both the access and the core network
are designed. This heterogeneous and optimised framework is reflected in the chal-
lenging requirements that 5G systems are expected to meet, e.g., large through-
put increase (the target peak data rate should be 20 Gbps in the downlink and
10 Gbps in the uplink), global and seamless connectivity, reliability (99.999% of suc-
cessful packet reception), and connection density (1 million devices per square km),
amongst others, [10]. In this context, the integration of satellite and terrestrial net-
works can be a cornerstone to the realisation of the foreseen heterogeneous global
system. Thanks to their inherently large footprint, satellites can efficiently comple-
ment and extend dense terrestrial networks, both in densely populated areas and in
rural zones, as well as provide reliable Mission Critical services. The definition of
the new 5G paradigm provides a unique opportunity for the terrestrial and satellite
communities to define a harmonised and fully-fledged architecture, differently from
the past when terrestrial and satellite networks evolved almost independently from
each other, leading to a difficult a posteriori integration.
In this context, 3GPP recognised the added value of SatCom and initiated several
Study Item (SI) and succeeding Work Items (WI) related to NTN for NR, [11], [12].
It is expected that the integration of both satellite and aerial access networks in the
5G ecosystem can bring manifold benefits, among which: i) supporting 5G service
14 Chapter 1. Satellite Communication Systems
provision in both un-served areas that cannot be covered by terrestrial 5G networks
(isolated/remote areas, on board aircrafts or vessels) and underserved areas (e.g.,
sub-urban/rural areas); ii) improving the 5G service reliability thanks to a better
service continuity, in particular for mission critical communications or MTC and
IoT devices, M2M/IoT devices or for passengers on board moving platforms; and
iii) enabling the 5G network scalability by providing efficient multicast/broadcast
resources for data delivery.
In addition to the 3GPP standardisation effort, also funded projects are currently
addressing SatCom-based 5G systems, as, for instance: i) Sat5G, related to the devel-
opment and validation of key technologies for enhanced Mobile Broadband (eMBB)
scenarios, [13]; ii) SATis5G, in which a testbed has been developed to demonstrate
the benefits of SatCom components in NR systems has been developed, including
both GEO and LEO systems, [14]; iii) 5G-VINNI, focused on developing an end–
to-end 5G facility to be used to demonstrate implementation of the 5G infrastructure
so as to support key 5G performance indicators, [15]; iv) 5GENESIS, a project aimed
at providing an open set of tools to facilitate 5G experimentations, [16]; v) CloudSat,
focused on the review and analyses of virtualisation and softwarisation technolo-
gies and the definition of their applicability in the SatCom context, [17]; vi) VITAL,
considering the combination of terrestrial and satellite systems by bringing Net-
work Function Virtualisation (NFV) into SatCom and by enabling Software Defined
Networking (SDN) based resources management in hybrid satellite–terrestrial net-
works, [18]; and vii) SANSA, aimed at enhancing the performance of mobile wire-
less backhaul net- works, both in terms of capacity and resilience, while assuring an
efficient use of the spectrum, [19].
In addition to the above effort in terms of funded projects, also the scientific lit-
erature has provided a valuable addition to the global 5G knowledge. In [6], [7],
the authors provide an overview of the possible 5G-based SatCom architectures and
identify some of the most critical issues in terms of PHY and Media Access Con-
trol (MAC) layer procedures, as well as for the waveforms. In [20]–[22], the au-
thors focused on resource allocation algorithms for multicast transmissions, in par-
ticular analysing the performance of the TCP protocol in a LTE-based GEOsystem.
In [23], [24], LEO mega-constellations in Ku-band were proposed to provide LTE
broadband services, also taking into account the impact of typical satellite channel
impairments as large Doppler shifts and delays on the PHY and MAC layer proce-
dures. Moving to the introduction of 5G in SatCom systems, preliminary analyses
have been addressed by the authors in [25], [26], in which the focus was on the
PHY and MAC layer techniques that shall cope with satellite channel impairments;
these works were based on several assumptions since the 3GPP standardisation for
SatCom-based 5G was still in its infancy, which brought to a more detailed analysis
in [6]. In [27], an interesting analysis of the adaptability of frequency-localised wave-
forms based on Orthogonal Frequency Division Multiplexing (OFDM) is provided
in the context of non-linear satellite channels. The authors of [28] provide a valuable
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evaluation of the performance of live 4K video streaming over a 5G core network
supported by a live GEO backhaul. Multimedia content delivery is also addressed
in [29], in which a novel radio resource management algorithm for efficiently manag-
ing multicast multimedia content transmissions over satellite networks is designed,
providing robust performance with respect to State-of-the-Art (SoA) solutions. In
[30], the authors focus on Narrowband IoT (NB-IoT) and propose an interesting up-
link scheduling technique to be used in LEO constellations, which aims at mitigat-
ing the level of the differential Doppler down to a value tolerable by the IoT devices.
The authors of [31] addressed energy efficient communications in satellite-based 5G
systems, in particular investigating the fundamental relationship between spectral
efficiency and energy efficiency. The authors of [32] provide an interesting feasibil-
ity analysis on the utilisation of C-band (3.4-3.8 GHz) spectrum for mobile 5G ser-
vices, in particular taking into account the impact on existing FSS systems. In [33],
a top-down network architecture for the integration of nanosatellites in 5G systems
in the millimeter wave domain is described; the system performance is evaluated
in terms of Signal-to-Interference plus Noise Ratio (SINR) in the presence of fading,
shadowing, and interference, and both random access and routing aspects are dis-
cussed. The work in [34] is focused on the application of Non Orthogonal Multiple
Access (NOMA) solutions to different satellite architectures, aiming at satisfying the
demanding 5G requirements in terms of availability, coverage, and efficiency. As-
pects related to spectrum assignment and sharing have been addressed in [35] and
[36], respectively. In the former paper, an intelligent spectrum assignment algorithm
is proposed based on dynamic cooperation between primary and secondary spec-
trum users for 5G-based SatCom systems. In the latter, the authors introduce an
advanced technique for spectrum sharing between satellite and terrestrial systems;
in particular, the satellite spectrum is shared with terrestrial in-building small cells
and the discussion is more focused on the terrestrial link performance assessment
in the presence of a supporting satellite system. The authors of [37] and [38] fo-
cus on the design of the Random Access (RA) preamble. As for the former paper,
a long preamble sequence is built by concatenating multiple Zadoff-Chu sequences
and, to improve the detection performance, a joint correlation scheme is exploited
based on power delay profiles. In the latter publication, the authors propose a RA
preamble based on a pruned Discrete Fourier Transform (DFT) spread Filter Bank
Multicarrier (FBMC) waveform. In [39], the authors provide a detailed overview
of the NTN system-level assumptions, together with a description of the method-
ology to be used for link budget calibration and the corresponding results. Finally,
in [40], an interesting overview of 3GPP activities for NTN is provided; in particu-
lar, the authors first provide a quick introduction on the NTN scenarios and system
characteristics and then focus on idle and connected mode User Equipments (UEs),
providing an overview of the related mobility challenges.
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1.3.1 NTN System Architecture
Based on the Radio Access architecture and interfaces described in 3GPP TR 38.801,
[41], a set of architecture options has been defined within the NTN Study Item, as for
TR 38.811, [12]. The impact of the NTN environment on the technologies developed
for terrestrial NR systems is strictly linked to the scenarios and architectures under
consideration: the type of "flying" element and its capabilities, the constellation, and
the use cases shall be identified. Moreover, this impact does not only depend on the
specific implementation of the SatCom user, space, and ground segments, but also on
how these are interconnected and mapped to the NR network elements. In terms
of the space segment, two macro-categories have been identified: the space-borne,
i.e., satellite-based communication platforms, and the air-borne, i.e., High Altitude
Platform Systems (HAPS), devices.
In the 3GPP framework, six macro-scenarios have been identified as outlined in
Table 1.1. In all of the proposed scenarios, the user service link can be either in S-
band (e.g., 2 GHz) or in Ka-band (e.g., 20 GHz in the downlink and 30 GHz in the
uplink). For the LEO constellations, a further distinction is based on the type of on-
ground coverage that is provided. In particular, on the one hand, the payload can be
equipped to be able to steer the on-board antenna in order to always cover the same
on-ground area, which means that the on-ground beams are not moving (as in the
GEO scenarios). On the other hand, when no such capability is present, the area cov-
ered by each satellite will move accordingly with the satellite movement on its orbit,
i.e., the on-ground beams are moving with the satellite since the coverage centre is
always located at the sub-satellite point. Another important aspect to be highlighted
is that scenarios D1 and D2 are the only ones in which it is possible to implement an
ISL, if needed for the chosen system architecture. These scenarios, which are classi-
fied based on the payload type and the presence or absence of an ISL, can then be
mapped to different system architectures, as outlined below. From the beginning of
NTN standardisation activities, scenarios A, C2, and D2 have been considered with
higher priority; however, recently, the possibility to implement steerable beams (sce-
narios C1 and D1) is receiving an increasing attention. Finally, scenario B is not of
interest, for the moment being.
TABLE 1.1: NTN reference scenarios per system type, [11].
System Transparent Regenerative
GEO A B
LEO steerable beams C1 D1
LEO fixed beams C2 D2
The different architectural options can be broadly categorised based on: i) the
type of satellite payload, either transparent or regenerative, in which the satellite
can contain a full gNB(s) (next generation NodeB), part of it in case functional split
solutions are implemented, or a Relay Node (RN); and ii) the type of user access link,
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either direct or relay-based, in which the UE is connected to a RN and not directly
to the satellite. Before detailing the architectures, it is worth highlighting that, in
Figures 1.4, 1.5, and 1.6, a single system Gateway (GW) is represented for the sake of
clarity; however, it shall be noticed that multiple GWs can be deployed to provide
connectivity to the data network(s). In this context, it is also worth mentioning that,
for GEO systems, an on-ground beam is associated with a specific GW, while for
non-GEO solutions specific requirements for service continuity shall be met to en-
sure that the successive serving GWs can manage the handover due to the satellites’
movement.
1.3.1.1 Direct access
FIGURE 1.4: Architectural options with direct user access with trans-
parent (top) and regenerative (bottom) payload. Applicable to: A, C1,
and C2 (transparent); B, D1, and D2 (regenerative), [7].
Figure 1.4 shows the architectures with direct access. In particular, the top dia-
gram refers to a transparent payload and the bottom one to a solution with regener-
ative payload. The difference between the two architecture options, is related to the
location of the gNB. With a transparent satellite, the gNB is conceptually located at
the GW, while with regenerative payloads it is implemented on-board. In both cases,
the user access link between the satellite and the on-ground UE is implemented uti-
lizing the traditional NR-Uu air interface; this air interface is specifically designed
for terrestrial systems and, thus, it is of paramount importance to properly assess
the impact of the satellite channel impairments on the PHY and MAC procedures.
As for the feeder link between the satellite and the GW, the solution to be adopted
depends on where the NR-Uu interface protocols are terminated, i.e., on the position
of the gNB: i) a transparent payload only acts as a radio-frequency repeater, thus not
terminating the protocols, which requires the feeder link to be implemented with a
NR-Uu solution; ii) in the regenerative payload case, the gNB is located on the satel-
lite and, thus, the feeder link is implemented employing the NG air interface, i.e.,
the air interface between a gNB and the Next Generation Core network (NGC). This
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architecture is more expensive and complex; however, this solution also allows to
significantly reduce the propagation delays for NR PHY and MAC procedures and,
thus, to ease the adaptations that might be needed for NTN (for a detailed discus-
sion, refer to the following sections). Moreover, the NG air interface on the feeder
link is a logical interface, i.e., can be implemented with any existing Satellite Radio
Interface (SRI), as long as specific signalling operations are guaranteed, [42]. Thus, it
can be implemented with a modified version of the terrestrial air interface, or even
by means of SoA solutions for SatCom, as the DVB-S2, [43], DVB-S2X, [44], or DVB-
RCS, [45], air interfaces.
1.3.1.2 Relay-based access
FIGURE 1.5: Architectural options with relay-based user access with
transparent (top) and regenerative (bottom) payload. Applicable to:
A, C1, and C2 (transparent); B, D1, and D2 (regenerative), [7].
Solutions based on RN, also known as Integrated Access and Backhaul (IAB) in
3GPP terminology, are currently considered for further study, [11]; however, they
are worth being introduced for the sake of completeness. In this architecture, shown
in Figure 1.5, the UE is connected to a RN, which is a network entity quite similar to
its LTE equivalent. In particular, it is worth to be highlighting the following aspects
for relay RNs: i) the RN is connected to a Donor gNB (DgNB), which is the entity
providing connectivity towards the NGC; ii) the RN can terminate the procedures
up to Layer 3; iii) the air interface on the user access link (RN-UE) can be imple-
mented either as the traditional NR-Uu as for direct access or as a NR-PC5 interface,
which is a device-to-device (or sidelink) air interface for NR, used, e.g., in enhanced
Vehicular-to-Everything (eV2X) applications; and iv) the air interface on the back-
haul link (RN-DgNB) is a modified version of the NR-Uu air interface, in which
only Radio Frequency characteristics and minimum performance requirements are
different. Based on these operational aspects, the RN basically acts as a traditional
gNB from the users’ perspective, while it is seen as a UE from the DgNB, which mo-
tivates the implementation of the NR-Uu interface on both links and is also reflected
in the RN attach procedure. The architecture with RNs and transparent payloads
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(top diagram in Figure 1.5) is more complex with respect to the direct access scenar-
ios due to the introduction of a potentially large number of on-ground relays, acting
as gNBs; these entities must be managed by several DgNBs and, thus, the overall
system cost might increase. However, since the RNs can terminate the protocols up
to Layer 3, no modification is needed on the user service link. In this case, the impact
of typical satellite channel impairments thus has to be assessed on the backhaul link
only. When an on-board RN is implemented, i.e., the regenerative solution, the pay-
load cost increases but we also have the advantage of terminating the protocols up
to Layer 3 on-board the satellite, as in the regenerative direct access architecture. In
terms of feeder link, the connection between the RN and the DgNB must be imple-
mented with a NR-Uu air interface, [44]. Finally, it shall be noticed that the NR-PC5
air interface can be implemented only when the RNs are on-ground.
1.3.1.3 Functional split
FIGURE 1.6: Architectural option with direct user access, regenerative
payload and functional split. Applicable to B, D1, and D2, [7].
Figure 1.6 shows an architecture option with direct access and regenerative pay-
load, in which functional split concepts are applied. The functional split allows scal-
able solutions, a significant adaptability to the different use cases and vertical ser-
vices, and enhanced performance in terms of load and network management; more-
over, it is at the basis of NFV and Software Defined Networking (SDN). Clearly, this
solution also increases the overall system cost. As provided in TS 38.401, [42]: i) a
gNB can be split into a Centralised Unit (gNB-CU) and one or more Distributed Unit
(gNB-DU); ii) a gNB-DU can be connected to only one gNB-CU; iii) the air interface
to be used between the gNB-CU and its gNB-DUs is the F1 air interface; iv) the
F1 air interface is logical as the NG, i.e., as long as specific signalling operations
are ensured, it can be implemented by means of any existing standard, [46]. The
split between gNB-CU and gNB-DUs can be implemented at different layers, and
even within a given layer, as detailed in [41]; however, the most considered option
in NR, which is also that considered for NTN for the moment being, is as follows:
i) PHY, MAC, and Radio Link Control (RLC) (RLC) are implemented in the gNB-DU;
and ii) the Packet Data Convergence Protocol (PDCP) and Service Data Application
Layer (SDAP) for the User Plane (UP) or the Radio Resource Control (RRC) for the
Control Plane (CP) are implemented in the gNB-CU. Finally, it is worth highlight-
ing that intermediate solutions can also be envisaged: apart from a gNB-CU and the
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controlled gNB-DU, there can be an Intermediate Unit (IU) that further splits the
gNB in 3 entities and controls several gNB-DUs. This option is not yet considered in
the current status of NTN systems.
1.3.1.4 Multi-connectivity
FIGURE 1.7: Architectural option with direct user access, regenerative
payload and ISL. Applicable to B, D1, and D2, [7].
Figure 1.7, shows an architecture in which the UE can be simultaneously con-
nected to more than one satellite. The satellites are assumed to be regenerative, but
it shall be noticed that also solutions with transparent satellites (and, thus, no ISL)
are considered for NTN. In addition, the possibility to have multi-connectivity with
one NTN satellite and a terrestrial gNB are also foreseen. In the solution represented
in Figure 1.7, the regenerative satellites are connected using the Xn air interface,
which is a logical interface as the NG and F1, [47].
1.4 Satellite IoT
In the last few years, IoT applications have drawn a great deal of attention, both in
academia and industry. It is, in fact, expected that IoT devices will be half of the
global connected devices within the next few years, with 14.7 billion M2M connec-
tions by 2023, as shown in Figure 1.8, [48]. Connected IoT devices include connected
cars, machines, meters (water, gas, electric, or parking), sensors, point-of-sales ter-
minals, consumer electronics, wearables and so on. IoT applications can be divided
into short-range and wide-area segments: in the former, the devices are connected to
the network by means of unlicensed radio technologies, such as Wi-Fi, Bluetooth
and ZigBee; in the latter, for which a massive growth is foreseen, mostly rely on
3GPP compliant standards (e.g., 2G, 3G, 4G, and 5G) or alternatives like Sigfox and
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LoRa, for connectivity. Furthermore within the wide-area segment, two distinct sub-
segments with different requirements have emerged: massive and critical applica-
tions.
FIGURE 1.8: Global device and connection growth, [48].
A crucial requirement for any infrastructure serving the IoT market will be to
guarantee ubiquitous connectivity to the low-cost, low-powered devices distributed
all over the globe. It is widely accepted that this requirement will not be met by the
terrestrial network alone. There will be, in fact, vast areas of the globe where the
terrestrial infrastructure deployment will be unfeasible or not economically viable,
thus leaving those areas un- or under-served. For this reason, several studies are
addressing the use of a NTN component to seamlessly complement and extend the
terrestrial network coverage in future systems [6], [24], [25].
Undoubtedly, IoT communication via satellite represents a great opportunity for
the satellite market, and many funded projects are currently addressing SatCom-
based IoT systems, as, for instance: i) E2UT, with the objective of designing and
demonstrating solutions for compact and energy efficient M2M user terminals for
direct, massive uncoordinated access via satellite, [49]; ii) NB-IoT4Space, which aims
at developing a demonstrator to functionally verify the communication between a
NB-IoT user and the eNB on-board the satellite, [50]; iii) LacunaSat-1, which has
proven and continues to prove the concept of receiving LoRa messages in space
successfully and from locations all around the world, [51]; iv) IOT SATBACK, with
the aim of designing and developing a prototype backhauling solution for future
NB-IoT networks, [52]; v) R3-IoT, for providing industrial IoT via smart satellite
backhaul sustaining mass-manufacture, [53], [54]; and vi) M2MSAT, with the ob-
jective of reviewing and proposing improvements for the prominent light-weight
application and transport protocols for M2M/IoT communications, [55].
In addition to the above efforts in terms of funded projects, also the scientific lit-
erature has provided a valuable addition to the study and development of the S-IoT
use case. In [56], an overview of the IoT scenarios and use cases in which satellite
systems can play a key role is provided, focusing on the concept of "Internet of Re-
mote Things". In [57], the authors focus on the LEO satellite constellation-based IoT
services, analysing the possible use cases and proposing some possible constellation
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design to fullfil their requirements. The author in [58] gives an interesting overview
of the evolution of the satellite air interfaces evolution for serving the IoT scenarios.
In [59], the authors study the LoRa adaptability in the IoT use case for LEO satellites.
In [60], the authors explore the potential of SatCom systems in 5G MTC.
Besides air interfaces like SigFox and LoRa solutions, also the 3GPP showed an
ever growing interest towards the IoT market introducing a number of key features
for supporting the IoT use case since Release 13. Furthermore, besides the NTN stan-
dardisation process, the 3GPP decided to study the feasibility of using the NB-IoT
air-interface over the NTN in its Release 17 [61]. The study phase, starting in 2021,
will identify the needed adaptations and assess the performance of NB-IoT over
NTN. In this framework, several scientific works have been published on the subject.
In [62] the authors give a preliminary analysis on the key system aspects for NB-IoT
air interface implementation over NTN. In [63] the authors review the fundamentals
of NB-IoT and NTN and explain how NB-IoT can be adapted to support satellite
communication through a minimal set of modifications. An interesting study for
the NB-IoT feasibility over GEO satellite is done in [64], where the authors consider
the necessary mechanisms for adapting NB-IoT to the satellite context, providing
a study of the delay of a communication as function of gNB parameters, cell spec-
ification (e.g., size, link budget, satellite altitude), and payload size. An overview
of the possible challenges of NB-IoT over NTN is reported in [65]. The effects of
the high Doppler and delay induced by non-geostationary satellites and the possible
countermeasures are detailed in [30], [66], [67]. The design of a NB-IoT receiver in
the presence of Doppler effects, at the GW side, is addressed in [68]. An initial in-
teresting analysis of the link budget is presented in [69], where the case of a single
LEO satellite, at a given elevation angle is addressed to shed light on the trade-offs
between the link parameters and the payload characteristics. The authors in [70]
propose a link budget analysis thoroughly following the simulation parameters and
requirements of 3GPP standardisation process.
As an alternative to SatCom systems, Global Navigation Satellite Systems (GNSS),
i.e., Galileo, Global Positioning System (GPS), GLObal NAvigation Satellite System
(GLONASS), and BeiDou Navigation Satellite System (BDS) BDS, constellations are
already providing an ubiquitous, continuous, and highly reliable coverage; thus,
they can represent an efficient integration to the forthcoming satellite mega constel-
lations in serving the IoT use cases. Among these systems, BDS stands out for its
two-way communication function, providing a bidirectional Short Message Service
(SMS). This feature can be used to provide emergency communications in harsh en-
vironments, e.g., after natural disasters, and can open the way for other applications
like, for instance, power-grid on-line monitoring systems [71]; satellite distance ed-
ucation systems to serve remote areas [72]; voice services based on ultra low bit rate
vocoders [73], [74]. Similarly, through the Galileo infrastructure, several services, be-
yond the positioning ones, are already enabled with the current satellite generation.
Among these, Satellite–based Search and Rescue (SAR) is the most important one,
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allowing for the localizations of distress beacons. An extension of the SAR feature
has been proposed in [75] through the introduction of a Galileo-based SMS service.
On the basis of those considerations, the authors in [76], proposed a Two-Way Mes-
saging feature for the Galileo Second Generation (G2G) satellite constellation.
1.4.1 IoT Technical Requirements and Impacts for SatCom Integration
Considering the vast number of IoT verticals, e.g., industrial IoT, transportation and
logistics, smart cities, smart agriculture, smart buildings, smart oil and gas, con-
nected healthcare, the requirements are manifold and diversified. Based on the na-
ture of the deployed application, IoT can be segmented into two main categories
with very distinguishable network requirements: Massive and Critical IoT, as pre-
viously mentioned. The former is characterized by billions of low-cost and low-
energy devices spread throughout the globe, able to generate small traffic volumes
reporting information to the core network on a regular basis (e.g., sensors in a smart
home, smart metering, environmental sensor etc.). The latter has to cope with ultra-
high reliability, availability, and extremely low latency communications (e.g., remote
surgery, health care, tactile Internet, traffic safety etc.). Despite the profoundly differ-
ent nature of the applications, the requirements can be summarized in few categories
as follows.
1.4.1.1 Low Cost and Complexity
Lowering the device complexity and using low cost hardware components (target-
ing a total cost of few tens of euros) are key enabler for massive-volume, mass-
market applications. Design characteristics, such as using single receive RF chain,
restricting supported peak data rates to the maximum required by IoT applications,
reducing supported data bandwidth, help cutting down the production and deploy-
ment costs.
However, these key requirements for IoT applications could result in some lim-
itations for the integration with satellite systems and the terminal design should
be developed according to the target SatCom scenario to serve. For example, in
order to achieve these goals, the use of integrated circuits for signal processing, dig-
ital/analog conversion, and possibly RF functions is critical. The UE local oscillator
must be economical while still providing acceptable performance in terms of phase
noise and frequency stability. The power amplifier range typically varies from a
few milliwatts to less than 1 W of radio frequency peak power depending on the
frequency band and type of service. Finally, omni-directional patch antennas are
used whenever possible to reduce manufacturing and installation costs, [60]; how-
ever this could lead to some difficulties in closing the link budget due to the lower
gain. Another possible source of price increase could be the presence of a GNSS
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receiver for delay and Doppler pre-compensation. SDR can help improve function-
alities and performance of devices extending their life through over-the-air updates,
thus reducing their cost.
1.4.1.2 Energy Efficiency
Since most IoT devices are battery powered and are expected to be operational for a
very long period without human intervention, achieving a high-level of energy effi-
ciency for IoT UEs is of paramount importance, in particular when they are deployed
in remote areas. The main sources of battery drain in the IoT UE can be identified
in: i) power consumption during the activity period, i.e., transmission and reception
phases; ii) Idle/Sleep mode power consumption. While the latter is strictly related
to the hardware characteristics, for the former different optimisation solutions could
be followed. Ideally, the device should only be activated for the minimum time re-
quired to send the information bits, minimizing packet retransmissions. This implies
that signalling information during idle/sleep status is minimized. When switched
to active status, the UE should have a fast (re-)acquisition time and exploit a protocol
that minimizes the energy required for transmitting the information bits.
However, keeping the device cost low, thus using low quality oscillators, and
reducing the battery drain through minimizing the signal processing, makes fast
synchronization acquisition harder. To overcome these issues and adapt to the satel-
lite scenarios, further information, (e.g., GNSS information, like satellite constella-
tion ephemeris, to compute satellite visibility windows) should be made available
for the UE. Besides that, the adoption of an energy efficient air-interface could lead
to reduction in terms of battery consumption, as in the case of the optimisations
that will be suggested in Chapter 7 for the NB-IoT air-interface. Despite the op-
timisations, the required transmission power for closing the link could lead to an
increased energy consumption, which must be considered. This is particularly true
for GEO scenarios, which would require UEs equipped with specific outdoor units
to aggregate and transmit sensors’ data.
1.4.1.3 Support for Massive Number of Devices
It has been envisaged that in the next few years, there will be several billion of
mMTC devices connected by means of cellular technologies, with IoT connectivity
growing faster with respect to legacy mobile broadband connections. For what con-
cerns the UE density, depending on the location and on the type of application, some
cells will be more densely populated than others (e.g., up to thousands of devices per
square kilometer) and, therefore, IoT connectivity solutions should be able to simul-
taneously handle most of these connected smart devices, [77]. As for the network
resource allocation, due to the sporadic traffic characteristics (e.g., small daily moni-
toring data exchange as opposed to massive data burst after a natural disaster from
environmental sensors) and IoT terminals distribution, fixed frequency and power
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allocation could result in a waste of resources. For this reason, flexible payload with
dynamic resource allocation, or the utilization of SDR, could result in overall better
system performance and optimisation.
In order to cope with this massive number of connections, efficient air-interfaces
are needed. The 3GPP NB-IoT technology previously mentioned meets this re-
quirement and could be adopted in the satellite scenario through some adaptations,
which will be better discussed in Chapter 7 (e.g., RA procedure and timers to cope
with larger propagation delays and discontinuous connection to the NGC/Evolved
Packet Core network (EPC), in case of store and forward satellite architectures and
LEO satellites). Considering the S-IoT requirement for signalling overhead and the
UE energy consumption minimization, an appealing Multiple Access solution could
also be the Enhanced Spread Spectrum ALOHA (E-SSA). Because of the large propa-
gation delay, terrestrial RA protocols are inefficient, then the introduction of efficient
NOMA RA schemes minimizing signalling overhead and packet retransmissions
solved the problem. Furthermore, Successive Interference Cancelation (SIC) allows
resolving packet collisions reducing the need of retransmissions [8], [9].
1.4.1.4 Extreme Coverage
The extension of the coverage is a major design requirement for Massive IoT connec-
tivity when considering applications in remote areas and in general in areas char-
acterized by a very poor coverage (e.g., assets tracking, solar, oil&gas harvesting,
environment monitoring, mining, etc.). Satellites can provide worldwide coverage
for IoT devices, in densely populated areas as well as in remote ones, providing
especially in the latter a cost-efficient solution with respect to other terrestrial tech-
nologies for UEs interconnection and communication with the rest of the network.
According to the scenario and the satellite constellation parameters (e.g., GEO with
regional/global coverage, LEO mega-constellation with global coverage or LEO con-
stellations with discontinuous coverage), different type of IoT services could be en-
abled.
1.4.1.5 Latency
Although most of the IoT applications, falling into the Massive IoT category do not
require stringent latency requirements (e.g., smart-cities/home, smart power sys-
tems, agriculture/environment monitoring, etc.), there are some applications, falling
into the Critical IoT applications (e.g., remote healthcare, traffic/industrial control,
tactile Internet, etc.) for which low latency is of paramount importance. For the lat-
ter, the delay constraints of GEO could make it impossible to meet the requirements.
Regarding Non-GEO scenarios, it could be possible to meet stringent latency re-
quirements if the satellite constellation and ground segment are properly designed,
such to allow a continuous connection among the UEs and the GWs, either directly
or through ISLs. For what concerns these scenarios, it is worth highlighting that
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the short satellite visibility windows (e.g., few minutes depending on the satellite
altitude) and the fast handover (e.g., from few seconds up to few minutes accord-
ing to the satellite altitude and antenna pattern design) among different cells, in the
case of moving beam reference scenario, should be taken into account. This happens
in particular when a continuous satellite coverage cannot be ensured and the UE
connection to the network must be guaranteed within a few opportunity windows
throughout the day. Moreover, it is worth highlighting that, according to the chosen
air interface and architecture, a proper evaluation of the impact of the propagation
delay on protocol procedures and timers should be performed.
1.4.1.6 Security and Privacy
Aspects regarding security and privacy are also design requirements to be consid-
ered in IoT applications. Indeed, the IoT UE real identity should be protected from
the public, but at the same time it shall be traceable by authorities if the need arises.
As an example, location privacy is of utmost importance as this can reveal the phys-
ical location of the IoT device. Additionally, forward and backward security should
be supported for effective deployment of IoT use cases, [77]. With IoT, the diver-
sity of devices and the usage models will largely vary. Moreover, during their life
cycle these IoT devices go through different stages, involving the change in owner-
ship among different operators, change of subscription, etc. A method of dynamic
subscription generation and management is needed, and must be managed securely
and efficiently by the UE authentication in the network, avoiding security leakage,
[78]. Finally, the satellite visibility window duration and handover must be taken
into account also for security purposes.
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Chapter 2
The ESiM2M System Level
Simulator
As discussed in the previous chapters, the New Space trends and the escalating de-
mand for small satellites for services in various industries (e.g., oil and gas, energy,
agriculture), for earth observation, and defense across the globe, are the primary
factors driving the satellite market growth. Besides, the emergence of IoT and the
vision of Billions of objects being connected to the Internet have drawn a great deal
of attention, both in academia and industry, becoming a key driver for telecommuni-
cation markets for the next years. The natural synergy between these two sectors has
contributed to the birth of several private and governative initiatives in the last pe-
riod. Furthermore, the thrust coming from the 3GPP standardisation process, with
its Study Items on NB-IoT/enhanced Machine Type Communication (eMTC) sup-
port for NTN [79], is leading to a deeper symbiosis between these two worlds.
The design of these extremely complex systems, as described in Chapter 1, re-
quires manifold analyses at different levels of abstraction, from satellite constella-
tion and ground segment architecture aspects to the evaluation of the air interface
behaviour, in order to understand the system performance. From direct measure-
ments in a real environment to analytical mathematical derivation, there are many
approaches for analysing wireless mobile networks. However it should be taken into
account, when learning about emerging technologies, that full-featured systems do
not yet exist; moreover, due to the extremely complex and multi-factor design, com-
plete analytical methods could hardly be applicable. That is why computer simula-
tion is a fundamental tool for the design of modern telecommunication systems. A
broad variety of modelling software are available on the market to satisfy the specifi-
cations for design processes in any area of the system (e.g., AGI STK for constellation
design, TICRA SATSOFT for satellite antenna pattern design, etc.). However, in this
wide panorama of instruments, there was a lack of one that could take into account
all the key aspects of a complex SatCom system, being still versatile and properly
optimised to allow rapid system analyses to be carried out effectively in order to
analyse various aspects of the system. In particular, a simulation tool was needed
for carrying out research in the field of S-IoT.
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To meet this need, I developed, in collaboration with ESA, a System-Level Simu-
lator, ESiM2M, during my period abroad in the Telecommunication Systems & Tech-
niques Section of European Space Research and Technology Centre (ESTEC), in the
Netherlands, [80]. The tool has been fully developed in MATLAB®, taking as an ex-
ample another simulation tool, LEOSIM, developed in the same section in ESTEC,
[81].
The main objective of this tool is the modelling of the user UL of a satellite sys-
tem, for the reference use case of mMTC applications performing direct access to the
satellite network. In this chapter, the tool will be introduced with all its basic com-
ponents; then, the mathematical framework behind the main building blocks of the
simulator will be analysed in detail in the following chapters.
2.1 Simulator Scope
The simulator foresees a massive number of simple IoT devices that may be de-
ployed at arbitrary locations on earth, accessing the network through single- and
multi-plane, full or partial satellite constellations at LEO, MEO, GEO, and hybrid or-
bits (e.g., LEO+MEO or LEO+GEO). The outputs of the simulator are manifold (e.g.,
Packet Loss Ratio (PLR), throughput, latency, etc.) and can be derived for different
air interfaces already implemented in the simulator (e.g., E-SSA, Contention Reso-
lution Diversity Slotted ALOHA (CRDSA), ALOHA, Slotted ALOHA (S-ALOHA),
NB-IoT) for different scenarios (e.g., satellite constellation, UT and GS deployment,
etc.). It is thus possible to design and test new system-level solutions.
2.2 Space and Ground Segment Simulation Models
It is possible to identify three main entities in the simulator: i) the Satellite; ii) the
UT; and iii) the GS. Each one with its specific features and functions. The main
characteristics of their simulation models are described in the following.
2.2.1 Satellite
The satellite payload, for the purpose of this simulator, has to be intended as trans-
parent or regenerative, according to the simulation parameters. The main character-
istics defining the satellite model are:
Antenna: according to the type of chosen payload, the antenna is modelled either
with a generic antenna pattern file (e.g., GRASP files, ✓-  vs Gain) or with an
analytical antenna pattern (e.g., Bessel, IsoFlux). Both single- and multi-beam
antennas are supported.
Links: carrier frequency and bandwidth on both user and feeder links can be con-
figured according to the scenario and the air interface to be simulated (e.g.,
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S-band with 180 kHz of bandwidth for NB-IoT). As a further improvement of
the tool, ISLs are under development.
Access Paradigm: for what concern the unslotted RA paradigms, all the satellites
visible from a UT will try to decode its packets (i.e., if the packet SINR is above
the capture SINR threshold, the satellite will try the decoding). Once a packet
has been decoded from a satellite, it is stored in the satellite buffer. In the first
available visibility window with a GS, the buffer will be emptied according to
the maximum allowed throughput for the feeder link and the duration of the
visibility window. As for the slotted RA paradigms, a further simplification
has been done: the UT is considered synchronous only with the best serving
satellite, i.e., the satellite in visibility with the best link budget for that UT in
that snapshot. Then, only this selected satellite will try to decode the packets of
that UT, while all the other visible satellites will consider them as interference.
Constellation: ESiM2M allows to handle swarms of LEO, MEO, GEO satellites and
also hybrid constellations, either complete or partial. The statistics computed
based on the simulator outputs are meant for each satellite in the constellation,
which can be seen as a separate entity with its own characteristics, and for the
whole swarm.
2.2.2 User Terminal
A UT, for the purpose of this simulator, has to be intended as a simple IoT device
deployed at a fixed geographical position. A feature encompassing UT mobility,
with the UTs changing their geographical positions during the evolution of the sim-
ulation, could be considered for further enhancements. The main characteristics
defining the UT model are:
Antenna: the UT antenna is omnidirectional as default. Furthermore the simulator
is capable of handling tracking antennas and taking as input a generic antenna
pattern file (e.g., ✓-  vs Gain, GRASP files, analytical, omnidirectional).
UT Distribution: UTs can be either uniformly distributed, according to a specific
UT density, or deployed on specific positions over latitude-longitude (lat-lon)
coordinates, based on input UT distribution files.
Data Traffic: the traffic generation per UT follows a Poisson distribution, with re-
configurable parameter  , according to the traffic intensity associated with the
UT at the beginning of the simulation. Data traffic is considered per individual
UT, with no traffic aggregation. According to the simulated protocol and the
associated rules, a packet may be transmitted only when the UT has at least
one satellite in visibility. If this does not apply, all the packets generated at
timestamps with no satellites in visibility will be stored in the UT buffer. In the
first available satellite visibility window, the buffer will be emptied according
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to the maximum allowed throughput and duration of the visibility window.
The packet will be delayed by a random back-off, according to the simulated
air-interface, in order to simulate an UL channel congestion avoidance tech-
nique.
Access Paradigm: ESiM2M is mainly focused on the user UL channel and in RA
procedures. In particular, the target air interfaces, simulated by their specific
PHY abstraction, are: E-SSA, CRDSA, ALOHA, S-ALOHA, and NB-IoT; other
air interfaces are being considered for further enhancement.
Signaling: in general, forward link signalling for Channel State Information (CSI)
and grant procedures is not required and will not be simulated. For example,
Acknowledgment (ACK)/Non-ACK (NACK) messages are not actually gen-
erated; an ACK will be considered received if the packet has been decoded by
the PHY abstraction, otherwise a NACK will be assumed and the packet will
be scheduled for a retransmission, if foreseen by the simulated protocol.
Power: the UTs have to be intended as powered by battery. A fixed power class for
the UTs is chosen as an input parameter of the simulator. Moreover, power
randomization in transmission is supported. Further enhancements should
include battery consumption statistics according to the activation time.
2.2.3 Ground Station
The feeder link is assumed to be ideal, and the GS antenna is always perfectly track-
ing the satellite seen at the highest elevation angle in its FOV; then, except for the
Free Space Loss (FSL), there is no other impairment affecting the transmission be-
tween the satellite and the GS. At the current stage of the simulator, the deployment
of the GSs allows to properly analyse and design the system architecture in order to
meet the latency requirements of the system. Indeed, it is possible to account for the
actual latency experienced by a packet from its generation to its reception at the core
network.
Since the feeder link is ideal, signalling is not required. It is assumed that the
connection between the satellite and the GS is established when the elevation angle
is higher than a threshold (e.g., " > 10 ). Then, the link will be established at the
maximum achievable throughput for the whole duration of the satellite visibility
window and it will be used to empty the satellite buffer.
2.3 System Level Simulator architecture
A Monte Carlo simulation approach has been adopted in ESiM2M in order to com-
pute the Key Performance Indicator (KPI) and analyse them. In particular, a time-
driven simulator has been realized, where the satellite constellation geometry, the
Link Budget (LB), the stochastic shadow fading, as well as the interference due to
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FIGURE 2.1: High-level system-level Simulator architecture.
the generated traffic conditions, vary at each simulation step. The simulation step
width must be properly chosen according to the simulated scenario, in order to make
the stationarity condition valid, i.e., the hypothesis of fixed satellites positions, fixed
UTs positions, and stationary channel conditions. The ESiM2M can be seen as com-
posed of two main simulation parts, each one characterized by specific modules and
functions:
Offline Simulation: in this part of the simulation the UTs are deployed and the state
vectors describing the constellation evolution are pre-computed. A partial
computation of the link budget and the Signal-to-Noise Ratio (SNR) is per-
formed, without taking into account the actual interference generated by the
UTs, in order to reduce the computational complexity of the Online simulation.
Online Simulation: in this part, the actual time-driven simulation runs for the whole
time duration chosen for the analyses to be performed. The time step granu-
larity is a parameter that can be tuned according to the precision needed for
the analyses. It is possible to start with longer snapshot durations such as to
test some specific constellation geometries, and then increase the simulation
resolution to achieve statistical convergence.
The high-level architecture of the simulator, with its main modules, is shown in
Figure 2.1; in the following, the basic behaviour and functions will be described.
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2.3.1 Offline Simulation Modules
2.3.1.1 User Terminal distribution
UT
Module
FIGURE 2.2: UT module, high-level Architecture.
UTs objects are defined with their attributes (e.g., position, antenna type, power
class, etc.). In order to properly assess the performance for different satellite con-
stellations, coverages, and GSs distributions, the tool is capable of handling flexible
UTs deployment by adopting custom input files. As it is shown in Figure 2.2, the in-
put file FUT contains all the informations regarding the UTs geographical locations,
{PUTu }, and device characteristics (e.g., RF, amplifier, ets.), {CUTu }1. It is also possible
to generate FUT for randomly distributed users populations on ground and/or to
generate UTs populations based on public available data sets on the user density per
geographical area. Different UTs distributions, as well as a variable number of UTs









FIGURE 2.3: Orbit Propagator module, high-level Architecture.
1In the remainings of the chapter: i) the {curly braces}, will define a set of values; ii) the boldface
will define an array list of values; and iii) the overline will define a grid of value (e.g., u-v coordinates
grid). For example {PUTu } contains the position vector of all the u users, and {SNRs,h} is the set of
grids containing the SNR values for all the satellites s and all the spacecraft orientations h.
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As depicted in Figure 2.3, a user-defined constellation can be modelled through a
constellation input file, FSATc , containing the classic orbit elements, i.e., semi-major
axis, eccentricity, inclination, Longitude of the ascending node, argument of the pe-
riapsis, and true anomaly. The orbit propagator is based on the Two-Body model.
Starting from a reference epoch and given the Keplerian orbital elements, the state
vectors, i.e., position, {PSATs }, and velocity, {VSATs }, for all satellites are computed
at each simulation step. Knowing the successive spacecraft positions at each simula-
tion step, i.e., ephemerides (thus, its trajectory), it is possible to compute the geomet-
rical relationship of each satellite with respect to the GSs on ground, which charac-
teristics are contained in a user defined file FGS . Then the GSs slant range, {RGSg },
elevation, {EGSg }, azimuth, {AGSg }, propagation delay, {T GSg }, visibility windows,
{WGSg }, Doppler shift, and Doppler rate, {DGSg }, are computed for the whole simu-
lation duration. Finally, an ordered list of best tracking GSs per satellite is extracted
at each time step of the simulation, based on the elevation angle at which the satellite
is seen from the GS. Furthermore, it is possible to generate a simple ad-hoc satellite
constellation file, FSATc , by choosing only the number of satellites and orbital planes
as input parameters. A detailed description of the satellite orbit design and geome-
try is given in Chapter 4.










FIGURE 2.4: Link Budget (static) module, high-level Architecture.
This module allows to pre-compute a partial value for the SNR values with re-
spect to the FOV of the satellite, represented by a grid in u-v coordinates2. The
satellite FOV, thus the u-v grid size, depends only on the altitude, heading, and tilt
of the satellite. Then a different grid is computed for each unique combination of
those parameters.
2The u-v coordinates system is described in Chapter 3.
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The main operations, depicted in Figure 2.4, can be summarized as follows3:
i) The file describing the antenna pattern, FSATant , the one describing the satel-
lite payload characteristics, FSATp , the file containing the frequency reuse scheme,
FSATcol , and the satellite position computed by the previous module, {PSATs }, are
taken as input. ii) Firstly, the slant range, RFOV , elevation, EFOV , and azimuth,
AFOV , grids are computed, based on the geometrical relations among the satellite
and the points in its FOV. iii) Then, exploiting these geometrical outputs, the FSL and
the characteristic losses, LFOV , of a satellite channel (e.g., tropospheric/ionospheric
scintillation losses, atmospheric losses, etc.) are computed. iv) After that the RF
parameters for the satellite are taken as input (e.g., satellite antenna pattern, input
losses, etc.). Different types of payload are supported by means of user defined in-
put files, containing the receiving chain parameters. v) The satellite antenna pattern
is extrapolated from a GRASP file or it is defined by an analytical function (e.g.,
Bessel antenna) and is transformed by means of Roll-Pitch-Yaw (RPY) rotations (as
explained in Chapter 3) in order to take into account the actual heading, h, of the
satellite, s, obtaining a grid, {GFOVs,h }, with the values for the satellite antenna gains.
vi) The noise value is computed according to the receiver characteristics of the satel-
lite payload and the bandwidth chosen for the simulated air interface. vii) Once
the fixed gains, powers, noise and losses are known, it is possible to pre-compute
the grid containing a partial value for the SNR, {SNRs,h}, which does not account
for the statistical terms of the LB, which will be considered in the online simulation
modules. viii) Furthermore, a grid containing the coloring scheme adopted in the
beam pattern, {COLs,h}, is computed according to the coloring scheme and fre-
quency reuse files defined by the user.
Notably, considering an antenna pattern in a fixed position with respect to the
Sub-Satellite Point (SSP) and referring to satellites moving on circular orbits, the re-
lationships among the satellite antenna (e.g. the antenna gain) and the access area
does not change, regardless the spacecraft position on its orbit. For the ESiM2M it
is then possible to pre-compute some of the LB components previously described,
and store them on u-v grids which are independent from the position of the SSP.
Furthermore, the transformations between ✓-  and u-v coordinates is immediate, as
described in Chapter 3, so the values can be represented and stored with respect to
the satellite FOV. Only when the final LB, taking into account also for the interfer-
ence is computed, these values are projected onto lat-lon coordinates grid for each
specific SSP of the satellite constellation. This technique for reducing memory occu-
pancy has been inherited from LEOSIM tool [81].
Although this concept of storing data on a grid with fixed resolution can be used
to speedup simulations, with ESiM2M is also possible to compute dynamically the
LB, without the need of any pre-computation. This alternative is suitable for being
3The complete mathematical formulation for the link budget analyses, with the computation of all
the fixed and statistical parameters, is thoroughly described in Section 6.2.
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used in the Highly Elliptical Orbit (HEO) applications and in the steerable beam use
case, which are under development.
2.3.2 Online Simulation Modules













FIGURE 2.5: Link Budget (dynamic) module, high-level Architecture.
As it is shown in Figure 2.5, this module takes as input the outcomes of all the
offline simulation modules, and the antenna files of the UTs. At each simulation
step, the grids with the partial value for the SNR values are projected onto the actual
coverage in lat-lon coordinates for each satellite, for that time step. According to the
actual constellation geometry for the current orbital step, the UT-to-satellite geom-
etry is computed, the slant range, {RUTu }, the elevation, {EUTu }, and the azimuth,
{AUTu }, are evaluated from each UT. Then the UTs visibility analysis is performed,
evaluating which are the visible satellites for each UT, {WUTu }.
Based on the visibility assessment and the geometry of the system, the actual
antenna transmitting gain is computed for the UTs, {GUTu }, taking into account the
UT antenna pattern file, FUTant , de-pointing loss, and polarisation mismatch loss.
Known the actual transmitting gain and the transmitting power (e.g., if power con-
trol or multiple power class are used, any UT could have a different transmission
power) the Equivalent Isotropically Radiated Power (EIRP) is computed for each
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UT. The statistical shadow fading loss, modelled as a Log-Normal Random Variable
(RV) is added to the overall losses. Eventually the partial value SNR, precomputed
as previously described, can be completed with all the aforementioned parameters.
According to the SNR value so computed, {SNRUTu }, it is possible to determine
which are the best serving satellite-beam pairs, by picking the highest value of SNR
for each UT, for that specific simulation step. The detailed Link Budget computa-
tion for a satellite channel is thoroughly described in Section 6.2. Furthermore, the
Doppler shift and Doppler rate, {DUTu }, are computed for every UT with respect to
each satellite in visibility for the latter. In order to find the actual Time of Arrival
(TOA) of the packets at the receiving satellite, the propagation delays between UTs







FIGURE 2.6: Traffic Generator module, high-level Architecture.
The traffic module, depicted in Figure 2.6, handles the traffic generation accord-
ing to the average daily traffic of the users. An example of packets generation is
given in Section 7.5, following the Poisson distribution. The packets are generated
at the beginning of each snapshot for the UT in visibility with at least one satellite. It
is also possible to generate packets for the whole population, considering the pack-
ets generated from the UTs out of visibility as lost for the statistics. In order to reduce
the simulation duration, the approach adopted for the traffic generation consists in
generating a considerable amount of packets to produce a reliable statistic for the
interference for a specific constellation geometry. With this method, it is possible to
simulate each snapshot, i.e., each constellation geometry, just once, collecting reli-
able statistics for the interference. In such a way, a Monte Carlo simulation over the
interference, is performed for each constellation geometry, and another one is per-
formed over the satellite constellation evolution, collecting the statistics along the
whole simulation duration. The drawback of this approach is that the actual genera-
tion time, i.e., generation horizon, is much longer than the actual duration of a single
snapshot. For this reason, the statistics collected at each snapshot are "wrapped"
around the actual duration of the snapshot, in order to obtain a value coherent with
the duration of the simulation step.
For what concerns the traffic generation, a user defined traffic file is taken as
input, Ftraffic, in order to define the average daily traffic per UT. The satellite vis-
ibility for each UT, {WUTu }, is taken into account as a further option that allows
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a UT to transmit only if in visibility with at least one satellite. The average daily
traffic can be the same for the whole simulation or varying along the simulation du-
ration (e.g., in order to simulate peaks of traffic in specific moments of the day). Each
packet is characterized by a timestamp, {MUTu }, and associated to an UT. Variable
packet sizes and durations are supported and, subject to packet duration, the pack-
ets for each UT are rearranged to avoid overlaps, i.e., simultaneous transmissions
from the same UT. According to the simulated air interface, retransmissions may
be supported. During the packet generation, power randomization can be used to
assign a specific power to each packet, but, according to the UT characteristics, the







FIGURE 2.7: PHY Abstraction module, high-level Architecture.
The PHY Abstraction module, depicted in Figure 2.7, takes as input the gener-
ated traffic, {MUTu }, the propagation delays between UT and satellite, {T UTu }, and
the value of Doppler shift, {DUTu }. According to the values of {T UTu } and {DUTu }
it is possible to evaluate the actual overlap in time and frequency among the pack-
ets. Then the collision detection, interference assessment, and decoding emulation
are performed. An independent decoder is modelled for each beam of each satellite.
For each packet at the decoder input, the collision with other packets is detected and
the SINR value is computed, according to the interference power level. Then the
decoding process is emulated by means of a PHY abstraction.
The objective of the PHY abstraction is to accurately predict the link layer perfor-
mance in a computationally simple way. The requirement for an abstraction stems
from the fact that simulating the PHY layer links among multiple satellites and UTs
in a SLS can be computationally prohibitive. In system-level simulations, the effect
of the channel impulse response selectivity, causes a variation of the SINR distribu-
tion along the packet. This produces, especially with long packets durations, portion
of the packet experiencing different values of SINR. There are many different types
of PHY abstraction, which are thoroughly explained in Chapter 5; the simulator cur-
rently uses a typical PHY abstraction methodology called Effective SINR Mapping
(ESM), which allows to average, in a non-linear way, the instantaneous values of
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SINR, along the received packet, {SINRp}, extracting an equivalent value of SINR,
the effective SINR, SNIReff , used to predict the Packet Error Rate (PER) for a spe-
cific packet. After the SINR for the single packet is computed according to the ESM
method chosen, a random threshold, i.e., a threshold T ⇠ U(0, 1), is chosen for all
the received packets. The packet is considered as decoded if its threshold T is above
the uncoded PER, i.e., the PER with respect to the Additive White Gaussian Noise
(AWGN) channel curve, corresponding to the SNIReff associated to the packet.
An additional feature of this module is the SIC implementation. According to
the simulated air interface, if SIC is active, once a packet is decoded its power con-
tribution is canceled. It is also possible to set a residual power after cancellation,
depending on the SIC performance. If a packet is captured and decoded by more
then one satellite-beam pair, the packet is considered decoded only by the one for
which the decoding happens first. According to the type of satellite payload (e.g.,
transparent or regenerative), a store-and-forward policy can be chosen by the user,
then the decoded packets fill up a virtual buffer associated to the satellite. Decoded
packets and their decoding timestamp are stored for KPI post processing. Accord-
ing to the simulated air interface, if the packet is not correctly decoded, it can be
scheduled for a re-transmission by adding a random back-off time and the Round
Trip Time (RTT) duration to its timestamp in order to simulate the reception of a





FIGURE 2.8: KPI Computation module high-level Architecture.
This module handles the interpretation of the outputs from the previous mod-
ules, as shown in Figure 2.8, and performs the KPI computation. Notably, the follow-
ing values are taken as input of this module: i) the traffic after the PHY abstraction
processing, {NUTu }; ii) the propagation delays between UTs and satellites, {T UTu };
iii) the output of the visibility analysis, {WUTu }; iv) the Doppler shift and Doppler
rate, {DUTu }; v) the SNR values, {SNRUTu }; and vi) the elevation angles, {EUTu }. It
is worth highlighting that the satellite constellation geometry, the link budget, the
stochastic shadow fading, as well as the interference due to the generated traffic,
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vary through Monte Carlo iterations. The statistics are gathered from all the points
of the UT grid. Then, the performance analysis is computed for the whole evolution
in time of the satellite constellation and averaged over the entire UT population. The
main KPIs taken into account for the scope of this simulator can be divided into two
categories: UT and Satellite/Constellation KPIs. The UT KPIs are: i) the PLR per
geographical location; ii) the throughput per geographical location; iii) the latency
distribution per geographical location; iv) the retransmission ratio per geographi-
cal location; and v) the handover rate. The single satellite and constellation KPIs
are: i) the buffer occupancy, according to the visibility with the GS; ii) the user link




Reference Systems and Frames
A reference system is a set of coordinates used at a given instant to identify the
position of a body in space. When considering a system in which each point-like
particle, subtracted from all external forces, stays at rest or travels with uniform
rectilinear motion, it is possible to talk about an inertial reference system. The nature
of this reference system is established by the first basic law of dynamics, according
to which:
In an inertial frame of reference, an object either remains at rest or continues to move at a
constant velocity, unless acted upon by a force.
Stars, and in particular fixed stars, have been used since ancient times as a refer-
ence. They can be considered as point-like particles considering their very small
size compared to large relative distances. In addition, they can be seen as a system
of isolated points, provided that the gravitational interaction between the latter is
very weak. By selecting a frame of reference related to them properly, it is possible
to observe that the first law of dynamics is perfectly satisfied. In fact, accounting for
a local estimate of a component of the universe which is somewhat disturbed from
the gravitational point of view, the presence of an inertial relation is conceivable.
For what concerns the realization of ESiM2M, the need arose to compare quanti-
ties of different types and measured with respect to different reference systems. For
example local coordinate systems centered on the UTs on ground and on the cen-
ter of mass of the spacecraft have been used in order to compute the attitude of the
bodies, their state vectors, as well as to perform antenna measurements. In order
to simultaneously utilize those independent local reference systems, a common ref-
erence frame must be adopted and the geometrical relationships among them must
be defined. In this way it would be possible to express all the measurements on a
common reference frame. This chapter is not meant to be an in-depth discussion of
all the reference systems and related geometric transformations, but the key aspects
outlined during the PhD activity and the ESiM2M development will be emphasized.
In particular all the geometrical relationships described are fundamental for under-
standing the link budget and orbital geometry computations.
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3.1 Cartesian Earth Centered Reference Systems
Satellite coordinates and earth user receivers must be identified in a well defined
reference system. Hence, an accurate definition and determination of such systems
is essential to guarantee a precise positioning. The two main cartesian reference
systems, with the Earth’s center of mass in their origin, are introduced below.
3.1.1 Earth Centered Inertial (ECI)
Earth Centered Inertial (ECI) coordinate frames, also referred to as Celestial Refer-
ence System (CRS), are quasi-inertial1, thus not accelerating, in contrast to the Earth
Centered Eart Fixed (ECEF) frames, which rotate with respect to stars and then re-
main fixed with respect to the Earth’s surface in its rotation. The ECI reference sys-
tem has its origin at the center of mass of the Earth and is fixed with respect to the
stars. For objects in space, the equations of motion that describe orbital motion are
simpler in a non-rotating frame such as ECI. Thus, the ECI frame is useful for spec-
ifying the direction towards celestial bodies, their motion, as well as the motion of
spacecrafts, and for these reasons it is one of the most used inertial-coordinates sys-
tems. For representing the positions and velocities of terrestrial objects, it is more
convenient to use ECEF coordinates or latitude, longitude, and altitude.
FIGURE 3.1: ECI Reference System
The direction of the axis of the ECI reference system, showed in Figure 3.1, are
defined as follows:
1It is not an inertial system in a strict way, because it is affected by the accelerated motion of the
earth around the sun (annual revolution).
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• XECI : it points in the direction of the mean equinox at J2000 epoch2, where
equatorial and ecliptic plane3 intersect.
• ZECI : it is orthogonal to the plane defined by the mean equator at J2000 epoch
(fundamental plane) and corresponds to the Earth rotation axis at Epoch J2000
(near the pole star).
• YECI : it is orthogonal to the former ones, so the system is directly (right-
handed) oriented.
Thus, the XECI -YECI fundamental plane is colocated with the equatorial plane, but
the Earth itself is rotating relative to the vernal equinox at its sidereal rotation rate of
about 7 292 115 167 ·10 14 rad/s, or 15.04109 deg/h. The practical implementation is
called (conventional) Celestial Reference Frame (CRF)4 and it is determined from a
set of precise coordinates of extragalactic radio sources, i.e., it is fixed with respect to
distant objects of the universe. The mean equator and equinox J2000 were defined
by International Astronomical Union (IAU) agreements in 1976, with 1980 nutation
series (Seildelmann, 1982 and Kaplan, 1981), which are valid analytic expressions for
long time intervals (the former reference epoch was 1950.0) [83], [84].
3.1.2 Earth Centered Earth Fixed (ECEF)
ECEF, also known as Earth Centered Rotational (ECR), is a geographic and Cartesian
coordinate system and it is sometimes known as Conventional Terrestrial Reference
System (TRS) [85]. It represents positions in meters as XECEF , YECEF , and ZECEF
coordinates. The origin of the reference system is defined as the center of mass of
Earth, hence the term geocentric coordinates. ECEF is a non-inertial reference system
because it is fixed with Earth and rotates with the latter.
The axes orientations for this reference system, depicted in Figure 3.2, are:
• ZECEF : it is identical to the direction of the Earth’s rotation axis defined by the
Conventional Terrestrial Pole (CTP).
• XECEF : it is defined as the intersection between the equatorial plane and the
mean Greenwich meridian. The equatorial plane is orthogonal to the CTP and
in the Mean Greenwich meridian direction. This meridian was established by
the Bureau International de l’Heure (BIE) observatory.
2In astronomy, an epoch is a moment in time used as a reference point for some time-varying astro-
nomical quantity (e.g., the celestial coordinates or elliptical orbital elements of a celestial body) because
these are subject to perturbations and vary with time. The currently-used standard epoch J2000 is de-
fined by international agreement to be equivalent to the Julian date 2451545.0 TT (Terrestrial Time)
[82].
3The ecliptic plane is the plane of Earth’s orbit around the Sun.
4Notice that Reference System and Reference Frame are different concepts. The former is considered as
a theoretical definition, including models and standards for its implementation. The latter is its prac-
tical implementation through observations and a set of reference coordinates (e.g., set of fundamental
stars for a CRF or fiducial stations for a Terrestrial Reference Frame (TRF)).
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FIGURE 3.2: ECEF Reference System
• YECEF : it is orthogonal to the formers ones, so the system is right-handed.
Thus the XECEF -YECEF plane is colocated with the equatorial plane. The distance
from a given point of interest to the center of the Earth is called the geocentric radius
or geocentric distance. This reference system is fundamental in the areas related to po-
sitioning and satellite navigation; in fact, in these fields the need arises to be able to
express both the status of the satellites and that of the receivers in a single reference
system. The definition of this reference system involves a mathematical model for a
physical earth in which positions are expressed and have small temporal variations
due to geophysical effects (plate motion, earth tides, etc.). The practical implemen-
tation of this system is named (conventional) TRF and it is carried out through the
coordinates of a set of points on the earth serving as reference points5, as better ex-
plained in the next section [84], [85].
3.2 Geodetic Reference Systems
A geodetic reference system, also called Geodetic Datum or more simply Datum, is a
reference system that allows to define in mathematical terms the position of points
on the surface of the Earth. The datum therefore allows the geo-referencing of places
and objects. The Earth is not a perfect spheroid, thus the reference datum cannot be
unique. It is therefore always necessary associating the coordinates of a point with
its reference datum, as the same point could have different coordinates depending
on the datum used.
These reference systems can be classified according to various criteria. As previ-
ously discussed with ECI and ECEF reference systems, they could be identified as
5A conventional TRF is defined as a set of physical points with precisely determined coordinates in
a specific coordinate system that is the realization of an ideal TRS [86].
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inertial (e.g., fixed with respect to the Sun or fixed stars, which are used in astron-
omy) and non-inertial (e.g., Earth-fixed which are those typically used in geodesics
and topography) systems. A second differentiation concerns the number of dimen-
sions used to define the datum. It is therefore possible to speak of:
• Horizontal Datum: they are the models used to measure positions on the Earth;
they are used in classical geodesy6 and they are based on measurements per-
formed on the ground.
• Vertical Datum: they are a reference surface for vertical positions, such as the el-
evations of Earth features including terrain, bathymetry, water level, and man-
made structures.
• Three-dimensional Datum: these models take into account both horizontal and
vertical positioning and are used in modern geodesy based on measurements
made with satellites.
FIGURE 3.3: Reference Geoid and Ellipsoid
In classical geodesy, i.e., the one before satellite availability, the only way to quan-
tify the point coordinates was to carry out field measurements by means of triangula-
tions. Therefore it is important to have a reference surface, or rather a known math-
ematical formulation representing the latter, on which geodetic calculations could
be created. The Earth is not actually a sphere, as previously mentioned, but can be
approximated with a surface called a geoid, with complex mathematical derivation.
A further approximation of the Earth is an ellipsoid which can be easily represented








6Geodesy is a discipline belonging to the Earth sciences that deals with the measurement and of the
representation of the Earth, of its gravitational field and of geo-dynamic phenomena such as pole shift,
earth tides and crustal movements.
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Where a is the semi-major axis (or equatorial radius), b is the semi-minor axis (or
polar radius) with a > b. In geodesy publications, however, it is common to specify






As it is shown in Figure 3.3, after the ellipsoid’s parameters have been defined, it is
also necessary to uniquely connect them to the actual Earth’s surface. This operation
is called orientation and can be distinguished into two main categories:
Local Orientation is used for limited areas (e.g., typically at a national level). The
connection between the reference surface and the surface of the Earth is lim-
ited to a single point, i.e. the emanation point, with known geographical co-
ordinates expressed in terms of latitude, longitude, and altitude. After the
reference ellipsoid with known parameters is chosen, this is oriented to the
emanation point, imposing certain geometric conditions. In particular the ref-
erence ellipsoid is locked on a fixed position with respect to the Earth, i.e., with
respect to the geoid. Using this model it is possible to relate the measurements
made on the actual Earth’s surface to the reference ellipsoid, with a good ap-
proximation. The ellipsoid is then used for further mathematical analyses.
Average Orientation is on the other hand used for larger areas such as continents or
the whole globe. In this case, the connection between the reference surface and
the Earth’s surface occurs through several points. The position of the ellipsoid
is determined in such a way as to minimize the mean square error between the
geoid and the ellipsoid in those points.
When the altitude of a point on the Earth’s surface becomes of interest, the indi-
cation of height provided by a Horizontal Datum is no longer sufficient. In the latter,
in fact, the height of the point is related to the reference ellipsoid which does not take
into account the actual altitude with respect to the sea level. For these measurements
it is therefore necessary to define a specific Vertical Datum which is called vertical or
altimetric datum. Once defined the origin for the altitudes, the zero level, at the
sea level, it is possible to define an altimetric matrix covering the entire territory of
interest. The latter is composed of points located at regular distance for which the
absolute altitude with respect the sea level must be measured. Finally, a local or
global geoid model is associated to this matrix. Modern geodesy is mainly based on
satellite geodesy, thus on services provided by satellite navigation systems allowing
the computation of the geographic coordinates of any point on the Earth’s surface
or atmosphere with an error of a few meters. In satellite geodesy it is necessary to
adopt Three-dimensional Datum with global orientation, that is valid for the whole
Earth.
While for a local datum each nation chooses a reference ellipsoid and its orienta-
tion, in order to best approximate the characteristics of the geoid for that particular
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area, for global datum the average characteristics of the geoid must be taken into
account. For example, Italy, after the Second World War, adopted the datum with
a medium orientation ED50 (European Datum 1950), to conform to other European
countries. For what concern global datum, it is worth mentioning: the International
Terrestrial Reference Frame (ITRF) introduced by the International Earth Rotation
and Reference Systems Service (IERS), which is updated every year (ITRF98, ITRF99,
etc.); the World Geodetic System 84 (WGS-84), which is applied for GPS; the Parame-
try Zemli 1990 (Parameters of the Earth 1990) (PZ-90) for GLONASS, or the Galileo
Terrestrial Reference Frame (GTRF) for Galileo system. All these reference frames
are called TRF. Furthermore it is possible to convert the coordinates of a point from
one datum system to another. Datum conversion may frequently be accompanied
by a change of grid projection [83], [85], [87].
3.2.1 Latitude-Longitude-Altitude
As previously said, in geodetic coordinates, the Earth’s surface is approximated by
an ellipsoid, and locations near the surface are described in terms of latitude,  ,
longitude,  , and height, h, as shown in Figure 3.4a.
Two different definitions for the latitude,  , can be given: the geodetic latitude and
geocentric latitude. Geodetic latitude is defined as the angle between the equatorial
plane and the surface normal at a point on the ellipsoid, whereas geocentric latitude
is defined as the angle between the equatorial plane and a radial line connecting the
centre of the ellipsoid to a point on the surface, as it is shown in Figure 3.4b. When
used without qualification, the term latitude refers to geodetic one. Lines joining
points of the same latitude trace circles on the surface of Earth called parallels, as
they are parallel to the Equator and to each other. The North Pole is considered 90  N
while the South Pole is considered 90  S. The 0  parallel of latitude is designated the
Equator, the fundamental plane of all geographic coordinate systems. The Equator
divides the globe into Northern and Southern Hemispheres.
The longitude,  , of a point on Earth’s surface is the angle east or west of a refer-
ence meridian to another meridian that passes through that point. All meridians are
halves of great ellipses, often called great circles, which converge at the North and
South Poles. The meridian of the British Royal Observatory in Greenwich, in south-
east London, England, is the international reference meridian, although some organ-
isations continue to use other meridians for internal purposes. The prime meridian
determines the proper Eastern and Western Hemispheres, the antipodal meridian of
Greenwich is both 180  W and 180  E. The combination of these two components
specifies the position of any location on the surface of Earth, without consideration
of altitude or depth, on a grid formed by lines of latitude and longitude.
The geodetic altitude, h is defined as the height above the ellipsoid surface, nor-
mal to the ellipsoid, whereas geocentric altitude is defined as the height above the
ellipsoid surface along a line to the center of the ellipsoid. As it is for the latitude,
when used without qualification, the term altitude refers to geodetic one[83], [85].
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(A) Geodetic Coordinates
(B) Geodetic and Geocentric Latitude
FIGURE 3.4: Geodetic and Geocentric Coordinates.
3.3 Local Reference Systems
In this section, the main local reference systems as well the body reference systems,
thus the ones fixed with the terminal or spacecraft body, will be described. It is
of paramount importance to understand the geometrical relationships among these
reference system such to properly translate measurements performed with respect
to different reference systems into a common one.
3.3.1 ENU and NED Reference Systems
Local Tangent Plane (LTP) coordinates, also called locally level coordinates, are a
return to the first-order model of the earth as being flat, where they serve as local
reference directions for representing vehicle attitude and velocity for operation on
or near the surface of the earth (e.g., aviation and marine cybernetics). It consists of
three coordinates: i) one represents the position along the northern axis; ii) one along
the local eastern axis; and iii) one represents the vertical position. East North Up
(ENU) and North East Down (NED) are two common right-handed LTP coordinate
systems. The axis of these two coordinate systems are directed as follows:
• the XENU axis, colocated with the YNED axis, is facing the East direction;
• the YENU axis, colocated with the XNED axis, is directed towards the geodetic
north and lies with XENU (YNED) on a plane tangent to the surface of Earth;
• the ZENU axis is orthogonal to the reference ellipsoid and directed in the op-
posite direction with respect to the center of the Earth, while the ZNED axis
points in the opposite direction, towards the center of the Earth.
Figure 3.5 shows the ENU local tangent plane, which is similar to NED, except
for swapping Down for Up and x for y. ENU coordinates may be preferred to NED
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FIGURE 3.5: The ENU local tangent plane.
coordinates because altitude increases in the upward direction. However NED coor-
dinates may also be preferred over ENU coordinates because the direction of a right
(clockwise) turn is in the positive direction with respect to a downward axis, and
moreover NED coordinate axis coincide with vehicle-fixed RPY coordinates when
the vehicle is level and headed north [83]. A problem that could arise using these
ENU and NED coordinate systems is the following: if by chance the vehicle is ex-
actly to the geodetic north, the axis orientations would no longer be definable, as it
would not be possible to orient the northern-axis.
3.3.2 RPY Reference Systems
The RPY coordinates are vehicle fixed, with the roll axis in the nominal direction
of motion of the vehicle, the pitch axis out the right-hand side, and the yaw axis
such that turning to the right is positive. The same orientations of vehicle-fixed
coordinates are used for surface ships and ground vehicles. They are also called
SAE coordinates, because they are the standard body-fixed coordinates used by the
Society of Automotive Engineers. For rocket boosters with their roll axes vertical
at lift-off, the pitch axis is typically defined to be orthogonal to the plane of the
boost trajectory, also called the pitch plane or ascent plane. The spacecraft fixed
coordinates frame is typically used for satellite in order to express measures with
respect to the body of the satellite payload (e.g., viewing angles and satellite antenna
measures). As it is shown in Figure 3.6, it has the x or roll axis directed towards the
satellite nominal velocity, the y or pitch axis directed towards the nominal negative
orbit normal, and the z or yaw axis orthogonal to the first two and directed towards
the nominal nadir7 of the satellite.
7The nadir is a straight line virtually connecting the satellite (origin of the local reference system) to
the Earth’s center.
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(A) Spacecraft fixed Coordinates (B) Roll, Pitch, and Yaw (RPY) Coordinates
FIGURE 3.6: Body fixed Coordinates [88].
Therefore the attitude of the vehicle body with respect to local coordinates can
be specified in terms of rotations about the vehicle roll, pitch, and yaw axis, starting
with these axes aligned with NED coordinates. The angles of rotation about each
of these axes are called Euler angles, which will be further explained in the follow-
ing. A fairly common convention for vehicle attitude Euler angles is illustrated in
Figure 3.7a, where, starting with the vehicle level with roll axis pointed north. This
right-handed reference system can be described as [83], [88]:
• Yaw/Heading, referred also as z axis, rotates through the yaw angle (Y) about
the vehicle yaw axis to the intended azimuth, i.e., heading, of the vehicle roll
axis. Azimuth is measured clockwise, from North towards East.
• Pitch, referred also as y axis, rotates through the pitch angle (P) about the vehi-
cle pitch axis to bring the vehicle roll axis to its intended elevation. Elevation
is measured positive upward from the local horizontal plane.
• Roll, referred also as x axis, rotates through the roll angle (R) about the vehicle
roll axis to bring the vehicle attitude to the specified orientation.
3.4 Orbits Reference System
The natural frame for an orbit is called perifocal frame. As illustrated in Figure 3.8,
the perifocal plane is centered at the focus of the orbit. Its x y plane is the plane of
the orbit itself, and its x axis is directed from the focus through periapse. The unit
vector along the x axis (the apse line) is denoted by p̂. The y axis, with unit vector
q̂, lies at 90  true anomaly8 to the x axis. Finally the z axis is normal to the plane of
the orbit, with unit vector ŵ, in the direction of the specific orbital angular momentum9
8All the orbital parameters mentioned in the following (e.g., true anomaly, angular momentum,
eccentricity, etc.) will be thoroughly described in Chapter 4.
9The specific orbital angular momentum plays a pivotal role in the analyses of the two-body prob-
lem. It is a vector quantity (more precisely, a pseudovector) that represents the product of a body’s
rotational inertia and rotational velocity (in rad/s) about the axis perpendicular to the orbital plane,
with origin in the focus of the orbit.
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(A) Vehicle Euler angles
(B) Classic Euler angles geometrical defi-
nition
FIGURE 3.7: Euler Angles representation [83].





where h is the specific orbital angular momentum vector, and h its absolute value. The




where a is the semi-major axis of the orbit, µ is the standard gravitational parameter
of Earth, and e is the orbit eccentricity.
In the perifocal frame, the position vector r, depicted in Figure 3.9a is written as:
r = xp̂+ yq̂ (3.5)
where
x = r cos ⌫
y = r sin ⌫
(3.6)
with r the magnitude of r, and ⌫ being the true anomaly of the body in the orbit,






1 + e cos ⌫
=
a(1  e2)








52 Chapter 3. Reference Systems and Frames
FIGURE 3.8: Perifocal reference system, [89].
where E(tk) is the eccentricity anomaly, defined in Chapter 4. Plugging Equation 3.7
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As for the velocity vector, v, represented in Figure 3.9a, it can be defined in the
perifocal frame by taking the time derivative of r in Equation 3.5:
v = ṙ = ẋp̂+ ẏq̂ (3.9)
Then from Equation 3.6:
ẋ = ṙ cos ⌫   r⌫̇ sin ⌫
ẏ = ṙ sin ⌫ + r⌫̇ cos ⌫
(3.10)
where ṙ is the radial component of the velocity, vr, depicted in Figure 3.9b and de-
fined as, [89]:
ṙ = vr =
µ
h
e sin ⌫ (3.11)
and r⌫̇, being the azimuthal component of velocity, v?, depicted in Figure 3.9b and
defined as, [89]:
r⌫̇ = v? =
µ
h
(1 + e cos ⌫) (3.12)
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(A) Position and velocity relative to the Perifocal
Frame
(B) Components of the velocity of the satellite
(m2), viewed above the plane of the orbit around
Earth (m1)
FIGURE 3.9: Perifocal frame, [89].






















The mathematical formulation for position and velocity vectors in the perifocal frame
is then complete. It is now possible to define the set of transformations needed for
the conversion on the ECI frame as it will be shown in Section 3.7.6.
3.5 Antenna Reference Systems
An antenna radiation pattern is defined as a mathematical function or a graphical
representation of the radiation properties of the antenna as a function of space coor-
dinates. In most cases, the radiation pattern is determined in the far-field region and
it is represented as a function of the directional coordinates. Radiation properties in-
clude power flux density, radiation intensity, field strength, directivity, phase, or po-
larisation. The radiation property of most concern is the two- or three-dimensional
spatial distribution of radiated energy as a function of the observer’s position along
a path or surface of constant radius. The most convenient reference systems, also
adopted by many antenna design softwares (e.g., TICRA SATSOFT) are described in
the following.
54 Chapter 3. Reference Systems and Frames
3.5.1 Spherical Coordinate System
(A) Spherical Coordinates
(B) Coordinate system for antenna analyses
FIGURE 3.10: Antenna Reference System [91].
A spherical coordinate system is a coordinate system for the three dimensional
space where the position of a point is specified by three numbers: the radial distance
of that point from a fixed origin, its polar angle measured from a fixed zenith direc-
tion, and the azimuthal angle of its orthogonal projection on a reference plane that
passes through the origin and is orthogonal to the zenith, measured from a fixed
reference direction on that plane. It can be seen as the three dimensional version of
the polar coordinate system. The use of symbols and the order of the coordinates
differs among sources and disciplines.
A commonly used coordinates convention, which is also the one adopted for
ESiM2M, is the physics convention shown in Figure 3.10 where:
• r is the radial distance, so the distance to origin,
• ✓ is the polar angle from the z axis to the vector itself, the angle is positive
towards the x-y plane, and
•   is the azimuthal angle from the positive x axis to the vector’s orthogonal
projection onto the x-y plane, the angle is positive towards the positive y axis
Any spherical coordinate triplet (r, ✓, ) specifies a single point of the three di-
mensional space, however every point has infinitely many equivalent spherical co-
ordinates multiple of 2⇡. It is worth highlighting that 0 <   < 2⇡ and 0 < ✓ < ⇡. An
alternative to this nomenclature is based on Azimuth and Elevation angles shown in
Figure 3.10a, which is particularly useful when handling satellite to earth geometry.
In particular the Az =   and El = 90  ✓.
Usually the boresight of the antenna is assumed to be aligned with z axis as
shown in Figure 3.10. The Cartesian triplet is furthermore usually assumed fixed
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with the vehicle reference system, e.g., for a satellite the z axis of the antenna is
aligned to the nadir, for an on-ground user with the Yaw/Up axis. Therefore it
is possible to compute the antenna positions according to the motion of the body
reference system by means of rotations, as previously explained. Equivalently it
would be possible to compute antenna rotations with respect to the body reference
frame.
3.5.2 U-V Coordinate System
Spherical coordinate systems allow to represent antenna measurements over a uni-
tary sphere (e.g., normalized by the maximum gain), centered in the origin of the
antenna plane. However, it is useful to define another coordinates system allowing
to express antenna parameters on a two dimensional space. u-v mapping is a mod-
elling process of projecting a two dimensional image to a three-dimensional model,
and viceversa. The letters u and v denote the axis of the two dimensional coordi-
nate systems. This reference system is particularly useful for representing satellite
antenna patterns and it is adopted by design softwares like TICRA SATSOFT.
(A) U-V Coordinates system
(B) Satellite FOV in U-V
FIGURE 3.11: U-V Coordinates.
As shown in Figure 3.11a, the u-v coordinates are two unit vectors intended as
the direction cosines corresponding to the angles ✓ and   of the antenna. Using this
reference system, it is then possible to project the values on a unitary sphere around
the antenna, onto two dimensional u-v coordinates. It is important to highlight that
the relationship between ✓-  and u-v coordinates systems is not linear and a regu-
larly spaced grid of points on the ✓-  plane will not result on a regularly spaced grid
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on the u-v plane, and viceversa. The values of u and v satisfy the inequalities:
 1  u  1
 1  v  1
u2 + v2  1
(3.15)
The u-v axis orientations, being local coordinates, can be chosen such as to best
adapt to the specific use case. For example, as depicted in Figure 3.11b, the satellite
FOV is described by means of u-v coordinates aligned with the spacecraft cartesian
reference system. Specifically, u is aligned with the direction of the satellite on its
orbit (x-axis), while v is aligned with the y axis. Considering then the z axis is point-
ing towards the center of the Earth, the correspondence between u-v and spacecraft
fixed coordinates depicted in Figure 3.6, is obtained.
3.6 Earth-Satellite Geometry
The most common problem in space mission geometry is to transform back and forth
between Earth coordinates and the view as seen from the spacecraft. An example of
problems of this type is to use the given coordinates of a target on the Earth to de-
termine its coordinates in the spacecraft FOV. Another is to determine the intercept
point on the surface of the Earth corresponding to a given direction in spacecraft
coordinates or a given location in the FOV of a spacecraft camera.
Figure 3.12a shows the relationship between the geometry on the Earth’s surface
and that as seen from the spacecraft. A vector from the spacecraft will be tangent to
the surface of the Earth at the true or geometric horizon. The area inside the horizon
is called access area and it represents the portion of the Earth’s surface that the space-
craft can communicate with or look at, at this time. For a spherical Earth model, the
true horizon will be a small circle10. The angular radius of this circle is called the
maximum Earth Central Angle,  0, when measured from the center of the Earth, and
the angular radius of the Earth, ⇢, when measured from the space craft. The axis of the
two cones formed by the horizon and either the Earth’s center or the spacecraft is the
spacecraft position vector when it goes from the center of the Earth to the spacecraft,
and the nadir vector when it goes from the spacecraft to the center of the Earth. This
line intersects the surface of the Earth at the SSP. Finally, the direction toward the
center of the Earth is called nadir, and the opposite direction is called zenith. Thus,
for an observer standing at the SSP, the center of the Earth is in the nadir direction
and the spacecraft is at the zenith.
It is convenient to define an access area coordinate frame on the Earth’s surface
corresponding to the nadir coordinate frame on the spacecraft. As shown in Fig-
ure 3.12b, the Earth Central Angle,  , is measured from the SSP, and the azimuthal
10A circle on a sphere whose plane passes through the center of the sphere is called a great circle,
otherwise it is a small circle.
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(A) Angular relationship between Satellite and Target on
Earth (B) Access Area Coordinate Frame
FIGURE 3.12: Relationship between geometry as Viewed from the
Spacecraft and from the Center of the Earth. [88].
angle, E , is the rotation angle measured at the SSP from a reference direction to the
point in question. Depending upon the particular problem, the reference direction
may be either North or the projection of the velocity vector down onto the Earth’s
surface. The transformation between latitude and longitude and access area coordi-































1, if 0  ' mod 2⇡  ⇡
 1, if 180  ' mod 2⇡  2⇡
(3.18)
Lat0P = cos


















In the previous equations LatP and LonP represent the latitude and longitude
coordinates of the target point on the Earth’s surface, while LatSSP and LonSSP the
coordinates for the SSP. The azimuthal angle,  E , is about the SSP from the reference
direction to the target point and it is measured on the surface of the Earth.
Eventually the fundamental geometry problem has been reduced to transform-
ing back and forth between access area coordinates on the surface of the Earth and
spacecraft coordinates centered at the nadir. This is particularly easy to do for the
azimuthal component, since it is the same azimuth angle measured in either frame
of reference,  E .The remaining problem is to transform the radial component. De-
pending on the problem at hand, it is convenient to measure this radial component
58 Chapter 3. Reference Systems and Frames
either in terms of angles at the satellite, at the Earth’s center, or at the target point
on the surface of the Earth. As shown in Figure 3.12a, the nadir angle, ⌘, is mea-
sured at the spacecraft from the SSP to the target point. The Earth central angle,  ,
is measured at the center of the Earth from the SSP to the target, and the spacecraft
elevation angle, ", is the angle measured at the target between the spacecraft and the
local horizontal. First, the angular radius of the Earth, ⇢, and the maximum Earth












where RE is the Earth radius, thus approximately 6371 km and hsat is the satellite




1  sin ⇢ cos 
◆
(3.22)
Or if ⌘ is known it is possible to compute " as:






Or if " is known it is possible to compute ⌘ as:
⌘ = sin 1(cos " sin ⇢) (3.24)
Finally, the remaining angle is determined from:
⌘ +  + " = 90deg (3.25)










The spherical Earth approximation adopted for this mathematical computations,
is adequate for most mission geometry applications. It is also the hypothesis on
which ESiM2M is based. However, for precise work, a correction for oblateness,
must be applied. Taking into account the satellite to Earth geometry depicted in
Figure 3.12, under the spherical Earth approximation hypothesis, the relationship
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between ✓-  coordinates and the spacecraft coordinates centered on nadir is straight-
forward. Recalling the concepts for ✓-  coordinates previously described, it is indeed
trivial to proof that ✓ is equivalent to ⌘, and that   can be easily obtained knowing
 E [83], [85], [88], [92].
3.7 Reference Systems Transformations
In this section the main coordinate transformations among different reference sys-
tems will be showed. For the sake of synthesis only the main rotations and coor-
dinate changes adopted in the framework of ESiM2M will be considered. Other
use-case specific transformations could be derived from the main ones and from the
references.
3.7.1 Basic Concepts for Cartesian reference systems Transformations
Spatial transformations in the three dimensional Euclidean space R3 can be distin-
guished into active (or alibi) transformations and passive (or alias) transformations.
The former is a transformation that actually changes the physical location of a point
or rigid body, that can be specified in the absence of a coordinate system. The latter
is a change in the coordinate system in which the object is represented (e.g., change
of coordinate map, or change of basis). A passive transformation refers then to a
description of the same object in two different coordinate systems while an active
transformation corresponds to changing the position of one or more objects with
respect to the same coordinate system [93].
These transformations can be performed by means of rotations, shifts, and scal-
ing. It is possible to define three basic (elemental) rotation matrices in R3, each one
applying a rotation around one of the three cartesian axis (x, y, z). These rotation
matrices, for values of ✓ > 0, refer to active rotations of vectors counterclockwise in
a right-handed coordinate system by left-multiplication. Since matrix multiplication
has no effect on the zero vector, i.e., the coordinates of the origin, rotation matri-
ces describe rotations about the origin. Rotation matrices are square matrices, with
real entries. More specifically, they can be characterized as orthogonal matrices with
det = 1, thus a square matrix R is a rotation matrix if and only if RT = R 1 and
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These rotation matrices can be applied for rotations of vectors in every cartesian
reference system, and can be composed in order to achieve any general rotation.
As previously mentioned, it is also possible to apply a passive rotation in order to
convert the coordinates of a column vector, v, to another cartesian reference system,
with a different orientation, ✓. For this purpose, it is sufficient to left-multiply v by
RT , or equivalently right-multiply vT by R. The elemental rotations could be also
concatenated; thus, from elemental linear algebra, all transformations between two
Cartesian coordinate systems, CRS1 and CRS2, can be generalized as:
XCRS2 =  X+ ↵ ·RTx (✓1)RTy (✓2)RTz (✓3) ·XCRS1 (3.31)
which is a composition of a shift vector  X = [ x, y, z], three consecutive ro-
tations around the coordinate axes by an angle ✓1, ✓2, ✓3, and a scale factor, ↵. It is
worth highlighting that there are 6 different possible sequences for the axis rotation
and it is of primary importance to choose the right sequence for each use case as
highlighted in the following.
As a further extension to the aforementioned concept of basic rotations showed
in Equations 3.28, 3.29, and 3.30, it is important to introduce the concept of Euler an-
gles. These angles are used for defining vehicle attitude representation, by describing
the orientation of a rigid body with respect to a fixed coordinate system. Euler an-
gles are used to define a coordinate transformation in terms of a set of three angular
rotations, performed in a specified sequence about three specified orthogonal axes,
to bring one coordinate frame to coincide with another and are commonly used in
navigation. Figure 3.7 shows the classical Euler angle representation for a vehicle at-
titude description. In particular Figure 3.7b shows the fixed reference system x, y, z
in blue and the rotated one, X,Y, Z in red, with N representing the line of nodes
where the fundamental planes of the two reference systems intersect.
Euler angles can be defined by elemental rotations or by a composition of rota-
tions. The geometrical definition demonstrates that three composed elemental rota-
tions are always sufficient to reach any target frame. These elemental rotations may
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be extrinsic or intrinsic. Extrinsic rotations are about the axes x, y, z of the original
coordinate system, which is assumed to remain motionless. Intrinsic rotations are
about the axes of the rotating coordinate system X,Y, Z, fixed with the moving body,
which changes its orientation after each elemental rotation. Furthermore, these rota-
tion sequences can be defined by means of: i) proper Euler angles, when the first and
third rotations happen to be about the same axis; and ii) Tait–Bryan angles, which rep-
resent successive rotations about three distinct axis. The latter are commonly used
in aviation and is the convention adopted in the following, if not otherwise speci-
fied. A common rotation sequence is the so called RPY, which corresponds to the
sequence of rotations around axis z   y0   z00. This represents the intrinsic rotation
sequence with y0 being the new y axis fixed with the body of the vehicle after the first
rotation, and z00 being the z axis after the second elemental rotation. This sequence
correspond to the extrinsic one x  y   z.
It is worth highlighting that rotation matrices do not commute. Euler angles
suffer by a discontinuity issue analogous to the gimbal lock. For example, when the
vehicle roll axis is pointed upward, as it is for launch of many rockets. In that ori-
entation, tiny changes in the vehicle pitch or yaw cause ±180  changes in heading
angle. For aircraft, this creates a slewing rate problem for electromechanical com-
pass card displays. In order to overcome the gimbal lock problem it is possible to
use alternative mathematical models for computing vehicle attitude angle, like the
quaternions, but this is outside the scope of this work [83], [92].
3.7.2 Ellipsoidal and Cartesian Coordinates Conversion
The Cartesian coordinates of a point P (XECEF , YECEF , ZECEF ) can be obtained
from the ellipsoidal coordinates P ( , , h) as follows [82]:
XECEF = (N( ) + h) cos  cos  (3.32)
YECEF = (N( ) + h) cos  sin  (3.33)
ZECEF = ((1  e2)N( ) + h) sin  (3.34)
where N( ) is the radius of curvature in the prime vertical:
N( ) =
ap
1  e2 sin2  
(3.35)
and e is the ellipsoid eccentricity, related with the semi-major axis a, the semi-minor




= 2f   f2 (3.36)
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The ellipsoidal coordinates of a point P ( , , h) can be obtained from the carte-





















where  (0) is the initial value for the latitude to be used in the following iterative
approach, until the change between two successive values of  (i) and h(i) are smaller
than the precision required:
N(i) =
aq


























It is worth highlighting that here only the geodetic Latitude-Longitude-Altitude
(LLA) coordinates have been considered. In the case of spheroid approximation, i.e.,
approximating the geoid to a perfect sphere, these relations remain valid.
3.7.3 ECI and ECEF Conversion
ECEF coordinates have the same origin (Earth’s center) but the two reference system
axis are not aligned. In general four steps would be required to convert coordi-
nates from ECI to ECEF and viceversa: i) calculate Earth’s precession11; ii) calculate
Earth’s nutation12; iii) account for Earth’s rotation including the offset with respect
to J2000 epoch; and iv) account for polar motion13. The difference in axis orientation
11In astronomy, axial precession is a gravity-induced, slow, and continuous change in the orienta-
tion of an astronomical body’s rotational axis. For what concern the Earth this gradual shift in the
orientation of Earth’s axis of rotation follow a periodic cycle of approximately 26 000 years [82].
12The short-period motion of the Earth’s rotation axis with respect to a space-fixed coordinates sys-
tem is called nutation. As for the precession, astronomical nutation is a phenomenon which causes
the orientation of the axis of rotation of a spinning astronomical object to vary over time. It is caused
by the gravitational forces of other nearby bodies acting upon the spinning object and it is intimately
connected with polar motion [82].
13Polar motion of the Earth is the motion of the Earth’s rotational axis relative to its crust. Can be
defined with respect to the rotation axis position at J2000 epoch. It is then the movement of the Earth’s
rotation axis with respect to an Earth-fixed coordinate system [82].
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between ECI and ECEF reference systems is measured with respect to the reference
epoch. These rotations can be represented by a composition of basic rotations. Due
to the fact that for analyses over a short time-span, as for the system simulations
for a satellite communication system, the effect of precession, nutation, and polar
rotation is negligible, the third (polar) axis of ECI and ECEF systems, are considered
colocated. As a consequence, ECI and ECEF longitudes differ only by a linear func-
tion of time. It is possible to compute the Earth Rotation Angle, ✓ERA, with respect
to the inertial frame as [95]:
✓ERA(tU ) = 2⇡(0.7790572732640 + 1.00273781191135448 · tU ) (3.42)
Where 0.7790572732640 is the Earth Rotation Angle at the standard epoch J2000,
tU = JD  2451545.0 is the Julian Date at the time of measurement minus 2451545.0
which is the Julian Date of the standard epoch J2000, and 1.00273781191135448 is the
sidereal day. Then, in order to apply the reference system transformation is sufficient
to consider a rotation about the ZECI ECEF axis. The transformation from a refer-
ence system to a new one, being a passive rotation, requires the transposition of the
rotation matrix. Then referring to Equations 3.28, 3.29, and 3.30, the transformations





























3.7.4 ENU/NED and ECEF Conversion
First of all, it is worth highlighting that the coordinate transformation matrix CENU
from ENU to NED coordinates and the transformation matrix CNED from NED to











The relation between the local ENU coordinates and the ECEF coordinates is
illustrated in Figure 3.13. Referring to the geodetic coordinates It is obvious that
ENU coordinates can be transformed to ECEF ones by means of two rotations: i) a
clockwise rotation about XENU (east-axis) by an angle (90    ) to align the ZENU
axis with the ZECEF axis; and ii) a clockwise rotation about the ZENU axis by and
angle (90+ ) to align the XENU axis with the XECEF -axis. Recalling Equations 3.28,
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FIGURE 3.13: ENU and ECEF coordinates transformation [96].
3.29, and 3.30, and remembering that a coordinates change corresponds to a passive
































  sin    cos  sin  cos  cos 




It is worth noting that the order of rotations is not commutative, then the rotations
could be applied separately in the aforementioned order (e.g., left-multiplication by
RTx then by RTz ) or by composing the rotations but in the reverse order, being a
left-multiplication (e.g., left-multiplication by RTz ·RTx ).
As of the inverse transformation, from ECEF to ENU coordinates, requires: i) a
counter-clockwise rotation about the ZECEF axis by and angle (90 +  ) to align the
XECEF axis with the XENU axis; and ii) a counter-clockwise rotation about XECEF
axis by an angle (90    ) to align the ZECEF axis with the ZENU axis. It can be
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For what concern the transformation from NED to ECEF and viceversa, it is pos-
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3.7.5 RPY and ENU/NED Conversion
Due to the fact that the relationship between LTP reference systems and ECEF coor-
dinates has been already explained, it is important to highlight the necessary trans-
formations between RPY and LTP reference systems, such to have a complete chain
of transformations to pass from one coordinate system to another. It is important to
highlight that the sequence of intrinsic rotations to be computed is: i) a right-handed
rotation about Roll, XRPY , axis by an angle R; ii) a right-handed rotation about Pitch,
YRPY , axis by an angle P ; and iii) a right-handed rotation about Yaw, ZRPY , axis by
an angle Y . Recalling Equations 3.28, 3.29, and 3.30, and the fact that RPY reference
system is aligned with the NED one at the starting point, it is possible to consider the
transformation from RPY to NED as an active rotation performed in the NED refer-
ence system itself. The transformation matrix can be then written as a composition



















CY CP  SY CR + CY SPSR SY SR + CY SPCR
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where SR, SP , SY corresponds to sin(R), sin(P ), sin(Y ), and where CR, CP , CY cor-
responds to cos(R), cos(P ), cos(Y ). As previously mentioned, the rotations order is
not commutative, then the rotations could be applied separately in Roll, Pitch, Yaw
order, or by composing the rotations but in the reverse order.
As of the inverse transformation, from NED to RPY coordinates, recalling that
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where SR, SP , SY , and CR, CP , CY have been already defined.
For what concern the transformation from RPY to ENU and viceversa, it is pos-
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where SR, SP , SY , and CR, CP , CY have been already defined.
It is worth highlighting that for reference systems fixed with the vehicle body, it
could be useful to associate the RPY to ENU coordinates system at the body initial
state, instead of associating it to the NED reference system as previously described
(e.g., when the antenna reference system is fixed with the vehicle and at its initial
state is aligned with ENU). For the sake of synthesis, only the transformations with
respect to the standard RPY reference system orientation have been shown, but other
use-case axis orientations could be adopted. To summarize, it is also possible to
chose a different order and position for RPY with respect to the fixed LTP reference
system. Thus other conventions for axis alignment between the two reference sys-
tems could be chosen. However it is of paramount importance maintaining a correct
rotation order, compliant with the body attitude variations with respect to the fixed
reference frame (e.g., in order to avoid improper rotations and gimbal-lock issues).
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3.7.6 Perifocal and ECI coordinates Conversion
FIGURE 3.14: Perifocal-ECI frames transformation, [89].
Referring to Figure 3.14 and recalling the basic rotation matrices in Equations
3.28, 3.29, and 3.30, the ECI coordinates can be easily obtained from the perifocal
one, by this composition of intrinsic rotations: i) a rotation of ⌦, the orbit Right
Ascension of the Ascending Node (RAAN), about the z axis; ii) a rotation of i, the
orbit inclination, about the x axis; iii) a rotation of   = (! + ⌫), the angle from the
























C⌦C    S⌦S Ci  C⌦S    S⌦C Ci S⌦Si




where S⌦, S , Si corresponds to sin(⌦), sin( ), sin(i), and where C⌦, C , Ci corre-
sponds to cos(⌦), cos( ), cos(i). Recalling Equations 3.8 and 3.14, the position vector,
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As of the inverse transformation, from ECI to the perifocal frame, recalling that the
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3.7.7 Spherical and Cartesian coordinates Conversion
























Conversely, the Cartesian coordinates may be retrieved from the spherical coor-
dinates as follows:
x = r sin ✓ cos  (3.67)
y = r sin ✓ sin  (3.68)
z = r cos ✓ (3.69)
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3.7.8 U-V and Spherical coordinates Conversion
Referring to Figure 3.11a, u-v coordinates can be defined in terms of ✓ and   angles
as:
u = sin ✓ cos  (3.70)
v = sin ✓ sin  (3.71)












It is also possible to define u-v coordinates in terms of azimuth and elevation
angles as:
u = cosEl sinAz (3.74)
v = sinEl (3.75)
Conversely, the Al-El coordinates may be retrieved from u-v coordinates as fol-
lows:










Satellite Orbits and Constellations
The orbit or trajectory is the path of a spacecraft or natural body through space. The
trajectory is within a plane and shaped like an ellipse with a maximum extension at
the apogee and a minimum at the perigee. The satellite moves more slowly in its
trajectory as the distance from the earth increases, according to the laws of physics.
An orbit is ordinarily specified by a state vector which can be the position and veloc-
ity of the spacecraft at some specified time or epoch. In principle, the state vector at
any one time allows us to predict the position and velocity of the spacecraft at all
future times. The list of successive positions of a satellite or planet is known as its
ephemerides. In order to perform system-level analyses, and test the performance for
specific satellite constellation designs, a proper orbit propagator for the ephemerides
computation is needed in ESiM2M. In the remainings of the chapter, the mathemat-
ical framework necessary for this purpose is described.
4.1 Keplerian Orbits
The problem arising in astronomy for predicting the orbits (or escapes from orbit) of
objects such as satellites, planets, and stars, is solved by means of orbits modelling.
One of the most commonly used models is the unperturbed Keplerian orbit, where the
hypothetical motion that the body follows under the gravitational effect of one other
body only is typically a conic section, and can be readily modelled with the methods
of geometry. This orbit is the model derived for the so called Keplerian problem, which
is a special case of the two-body problem. In classical mechanics, the two-body prob-
lem is to predict the motion of two massive objects which are abstractly viewed as
point particles. The problem assumes that the two objects interact only with one an-
other, subordinately to the three Kepler’s laws. The only force affecting each object
arises from the other one, and all other objects are ignored. A Keplerian orbit is one
in which: i) gravity is the only force; ii) the central body is spherically symmetric;
iii) the central body’s mass is much greater than that of the satellite; and iv) the cen-
tral body and satellite are the only two objects in the system. Although this appears
to be a large number of constraints, Keplerian orbits provide a remarkably good ap-
proximation for most spacecraft motion, in particular for those orbiting close to a
celestial body of massive dimensions (e.g., artificial satellites around the Earth).
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4.1.1 Orbit Parameters
The position and velocity at any instant is convenient for computer applications but
provide relatively little insight into the fundamental characteristics of the orbit. A
convenient set for conceptualization is given by the classical or Keplerian elements, six
elements characterizing the orbit shape in different ways. The information needed
to fully specify an orbit are, [88]:
Orbit Size and Shape: for elliptical orbits, size and shape are completely defined by
two Keplerian elements: eccentricity, and the semimajor axis. The eccentricity,
e, which defines the shape of the ellipse, describing how much it is elongated
compared to a circle. A value of 0 represents a circular orbit, while values
between 0 and 1 form an elliptic orbit. As for the semimajor axis, a, it is defined
as the sum of the perigee and apogee1 distances, depicted in Figure 4.1, divided
by two. The semimajor axis is one half of the major axis of the ellipse, and, thus,
it runs from the centre, through a focus, and to the perimeter.
Orientation of the Orbit Plane: two elements completely define the orientation of
the orbital plane in which the ellipse is embedded, the inclination and the
RAAN. The inclination is the angle between the orbit plane and a reference
plane which also contains the center of mass, i.e., the equatorial plane. The
intersection of the orbit plane and the equatorial plane through the center of
mass is the line of nodes. For an Earth satellite the ascending node is the point in
its orbit where the satellite crosses the equator going from south to north while
the descending node is the point where it crosses the equator going from north
to south. The inclination is measured at the ascending node, as represented
in Figure 4.1. Most satellites travel on the same direction of Earth’s rotation
and are said to be in a prograde orbit which has an inclination between 0 and 90
deg; while satellites traveling in the opposite direction are in a retrograde orbit
and have inclinations between 90 and 180 deg. To fully define the orbit plane,
also the orientation of the line of nodes around the equator must be specified,
with respect to an inertial space. The reference point that is ordinarily used for
inertial space is the vernal equinox2. Consequently, the orientation of the as-
cending node on the sky is defined by the RAAN, ⌦, which is the angle in the
equatorial plane measured east ward from the vernal equinox to the ascending
node of the orbit. For some applications it is also convenient to specify instead
the Longitude of the Ascending Node (LAN), measured on the surface of the
Earth from the Greenwich meridian to the ascending node.
Orientation of the Orbit within the Plane: knowing the orientation of the orbital
plane, the rotational orientation of the major axis must be specified, i.e., the
1Perigee and apogee denote the two extreme points, the nearest and the farthest respectively, in the
orbit of the satellite about the Earth.
2The vernal equinox or first point of arise, is the reference point that is ordinarily used for inertial
space, and corresponds to the ascending node of the Earth’s orbit about the Sun. This is the location of
the Sun in the sky on the first day of spring.
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line connecting apogee and perigee, within that plane. This is done by defin-
ing the argument of perigee, !, which is the angle at the center of mass of the
Earth, measured in the orbital plane in the direction of the satellite’s motion,
from the ascending node to the perigee, as depicted in Figure 4.1.
Position of the Satellite within the Orbit: finally it is possible to specify the posi-
tion of the satellite on its orbit, at any specific epoch by means of the true
anomaly, ⌫, which is the angle measured at the center of mass of the Earth be-
tween the perigee and the satellite, as depicted in Figure 4.1. The computation
of ⌫ is quite complex, being the main parameter to be computed for the orbit
propagation of position and velocity of the satellite, as it will be explained in
Section 4.1.3.
FIGURE 4.1: Kepler Orbit parameters.
4.1.2 Orbit Perturbations
The differences between the Keplerian orbit and the actual motion of the body are
caused by perturbations. These perturbations are caused by forces other than the
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gravitational effect between the primary and secondary body and must be modelled
to create an accurate orbit simulation. It is possible to identify two types of pertur-
bations: i) secular perturbations for which the effects build up over time; and ii) cyclic
perturbations which are periodic, such that the effects cancel out after one cycle or
orbit, [88].
The main perturbing forces may include, [1], [88]: i) third body interactions, so to
the gravitational forces of the Sun and the Moon; ii) magnetic fields of the Earth can be
a source of orbital perturbations, like gravity; iii) solar radiation pressure, which causes
periodic variations in all of the orbit elements, particularly in low-mass, large-section
satellites such as balloons or spacecraft with a large solar sail; iv) non-spherical gravity
due to the non-perfect spherical shape of Earth, thus to an uneven mass distribution
within the latter; and v) atmospheric drag which slows down the satellite removing
energy from the orbit and causing the latter to get smaller, leading to increases in the
drag until eventually the satellite reenters the atmosphere. The last two sources of
perturbations are particularly strong on LEO satellites which, in fact, have a shorter
lifespan with respect to MEO/GEO satellites.
As a consequence of perturbations, the orbit parameters of satellites differ from
the nominal ones. The effect of the perturbations on the position of the satellite is first
analysed in order to determine the magnitude of changes on the orbital elements.
Then, controlled perturbations are generated on the satellites by means of motor
thrusts such to fullfil the orbital station-keeping requirements3.
If the application requires precise state vectors, taking into account the pertur-
bations, orbit models are typically propagated in time and space using special per-
turbation methods. This is performed by first modelling the orbit as Keplerian; then,
perturbations are added to the model to account for the various perturbations that
affect the orbit. Typical perturbation methods for propagating the position of space-
crafts and celestial body over time, accounting for the perturbations are, [97], [98]:
Cowell’s method, Encke’s method, and Sperling-Burdet method4.
4.1.3 Mathematical Formulation
For a purely Keplerian orbit, knowing the position and velocity at any given instant,
it is possible to integrate the equations of motion in order to determine the position
3In particular for GEO satellites, the orbit control of the satellite defines a station-keeping box whose
typical dimensions are 0.1  in longitude and latitude. Furthermore, the eccentricity of the orbit is
limited to a maximum value on the order of 4 ⇥ 10 4. Thus the satellite is moving on a "small box in
the sky" with respect to the GS, [1].
4Special perturbation methods are the basis of the most accurate machine-generated planetary
ephemerides, like the Jet Propulsion Laboratory Development Ephemeris (JPL DE) model, consist-
ing in the numeric representations of state vectors of major Solar System bodies, tabulated at equally
spaced intervals of time. Furthermore also simplified perturbations models (SGP, SGP4, SDP4, SGP8
and SDP8) can be used to calculate orbital state vectors of satellites and space debris relative to the
Earth-centered inertial coordinate system: for near earth objects with an orbital period of less than 225
minutes (SGP); and for objects with an orbital period greater than 225 minutes (SDP). Those models for
orbital elements are usually encoded as Two-Line Element (TLE) format, which need to be frequently
updated.
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and velocity at all future times. Consequently, a Keplerian orbit can be fully specified
by giving the three components of the position and the three components of the
velocity at any instant. For most SatCom applications, it is sufficient to propagate
the spacecrafts’ positions over time using a simplified model like the unperturbed
Keplerian orbit, even when LEO satellite are considered. Thus, in the following, the
mathematical formulation for this propagation model, which has been used also for
ESiM2M, is given. In particular, in order to determine the spacecraft positions and
velocity at different time instants on its orbit, the derivation for a generic Keplerian
elliptical orbit, is considered. Knowing all the six Keplerian elements, introduced in
the previous section, it is firstly necessary to compute the mean anomaly as, [90]:





where: i) tk = t   toe, is the k-th orbit step, computed as the difference between
the current time instant, t, and the reference orbit epoch, toe; ii) M(toe) is the mean
anomaly at the orbit reference epoch; iii) µ = G · M , is the standard gravitational
parameter of Earth computed as the product between Earth’s mass, M , and gravita-
tional constant, G; and iv) a is the semi-major axis of the orbit, previously described.
Then the Kepler equation for the eccentricity anomaly, E(tk), can be computed by
iteratively solving this equation, [90]:





where e is the orbit eccentricity previously described. It is then possible to compute














Finally, it is possible to derive the values of the position and velocity vectors in the
perifocal frame, defined in Section 3.4.
1. Firstly, h is determined by plugging the values of the gravitational parameter,
µ, the semi-major axis, a, and the eccentricity, e, in Equation 3.4.
2. Then, r can be found by plugging the values of a, e, and the true anomaly, ⌫ in
Equation 3.7, or alternatively by plugging h in the very same equation.
3. Plugging the values obtained for r and h in Equations 3.8 and 3.13, it is then
possible to obtain the position and velocity vectors respectively.
4. Finally, the corresponding vectors in the ECI coordinates can be determined
by means of the rotations composition described in Equation 3.59, thus obtain-
ing the position vector, r, as in Equation 3.60, and the velocity vector, v, as in
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Equation 3.61. For this purpose, it is worth highlighting that the current posi-
tion along the orbit, as the angle from the ascending node, can be determined
by knowing the argument of the periapsis, !, and ⌫. It is then possible to find
the ECEF coordinates by means of Equation 3.43, [1], [88], [89].
4.2 Orbits for Satellite Communications
In principle, the plane of the orbit can have any orientation, and the orbit can have
any form. The orbital parameters are determined by the initial conditions as the
satellite is injected into orbit and with the Keplerian assumptions, these orbital pa-
rameters, and hence the shape and orientation of the orbit in space, remain constant
with time. In the remainings of this section, the most common orbits for SatCom
purposes will be described.
4.2.1 Circular Orbits
Circular orbits are the most common for satellite communications services because
they allow a simpler design with respect to HEO and also allow to serve the vast
majority of the Earth’s surface. It is possible to distinguish three different types of
circular orbit by their altitudes: GEO, MEO, and LEO.
4.2.1.1 Geosynchronous Orbits
Geosynchronous Orbit (GSO) are both the simplest and most used satellite orbits,
where the satellite orbits at an altitude of 35 786 km with an orbital period corre-
sponding to the sideral day5, thus equal to the Earth’s rotation period about its polar
axis.
A particular case of GSO are the GEO, where the satellite orbits around the Earth
in the equatorial plane, so with inclination, i, equal to zero, according to the Earth’s
rotation. Consequently, the satellite in GEO will remain indefinitely fixed over a
point on the Earth’s equator, appearing as a point fixed in the sky and ensuring
continuous operation for the area of visibility of the satellite, which corresponds to
about the 43% of the Earth’s surface. Due to orbit perturbations the inclination of the
orbit is not perfectly zero, resulting in the apparent movement of the satellite in an
eight shape, crossing the equator line. However this movement must be contained
into the station-keeping box, [1], [88].
4.2.1.2 Medium Earth Orbits
MEO, also called Intermediate Circular Orbits (ICO), orbit in a region of space around
Earth above an altitude of 2000 km and below GSO altitude. The most common al-
titude for these orbits is around 20 000 km, which implies an orbital period of 12
5A sidereal day is approximately 86164.0905 seconds so 23h 56min 4.0905s or 23.9344696 h.
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hours. These orbits are the most common for the GNSS satellite constellations like:
Galileo, GPS, GLONASS, and BDS. SES is also using these orbits (in particular at
8063 km altitude) for its O3b constellation for SatCom purposes, [1].
4.2.1.3 Low Earth Orbits
The altitude of the satellites in LEO is constant and between a few hundreds of kilo-
metres (Very LEO (VLEO)), up to a maximum of 2000 km, with an orbital period in
the order of one and a half hours.
Nowadays, these are the most sought orbits for the New Space companies: SpaceX,
Amazon, OneWeb, and many others are designing their satellite mega-constellations
on LEO orbits. Moreover other constellations, like Iridium, are already established
on LEO. Both polar orbits, with an inclination of 90 , and Non-polar orbits, using
orbits with an inclination lower than 90 , can be envisaged for these applications.
As for SatCom services, these orbits are useful for Earth observation satellites
(e.g., weather satellites, environmental monitoring satellites), which exploit in par-
ticular near 90  inclination orbits. This type of orbit guarantees in fact a worldwide
long-term coverage as a result of the combined motion of the satellite and earth ro-
tation. At this purpose, particularly useful are the sun-synchronous orbits which
ensure that a satellite passes over any given point on the Earth’s surface at the same
local mean solar time, [1].
4.2.2 Elliptical Orbits
The velocity of the satellite is not constant in the elliptical orbit; in fact, it is the
highest at the perigee and the lowest at the apogee. Thus, the satellite stays in the
vicinity of the apogee for a longer period of time than in the vicinity of the perigee,
and this difference increases as the eccentricity of the orbit increases, i.e., in HEO
orbits. Thus, the satellite is visible to stations situated below the apogee for a sig-
nificant part of the orbital duration, and this permits communication links of long
duration to be established. It is useful for the satellite to return systematically to an
apogee above the same area in order to establish repetitive satellite communication
links, thus the period of orbits of this kind is a submultiple of the time taken by the
Earth to perform one rotation with respect to the line of nodes of the orbit.
These orbits are particularly useful for mobile satellite communication services,
where the masking effects caused by surrounding obstacles such as buildings and
trees and multi-path effects are pronounced at low elevation angles. In fact, inclined
elliptic orbits can provide the possibility of links at medium latitudes when the satel-
lite is close to the apogee with elevation angles close to 90 ; these favourable condi-
tions cannot be provided at the same latitudes by geostationary satellites, [1]. The
most famous HEO orbits are Molniya and Tundra.
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4.2.2.1 Molniya
This type of orbit is particularly stable with respect to irregularities in the terrestrial
gravitational potential and, owing to its inclination, it enables the satellite to cover
regions of high latitude for a large fraction of the orbital period as it passes to the
apogee. This type of orbit has been adopted by Russia for the satellites of the Mol-
niya system with a period of 12 hours. Molniya orbits are inclined at an angle of
almost 64  with respect to the equatorial plane, the eccentricity ranges from 0.6 to
0.75, and the semimajor axis is 26 556 km. The system needs at least three satellites
to guarantee a continuous coverage of the area of interest, each one active for about
eight hours around its apogee, [1].
4.2.2.2 Tundra
Also a satellite in Tundra orbits remains above the regions located under the apogee
for a time interval in the order of eight hours, and the continuous coverage can be
ensured with three phased satellites in different orbits. Tundra orbits are inclined
at an angle of almost 64  with respect to the equatorial plane, the eccentricity range
from 0.25 to 0.4, and the semimajor axis is 42 164 km. As Molniya orbits, also the
Tundra ones are well suited for serving high latitude regions, [1].
4.2.3 Constellation Design
Orbit and constellation selection and design is a process rather than a set of specific
computations. Many different aspects are involved and historically different solu-
tions have been adopted; Table 13.3 in [88] gives an insight on the most famous con-
stellation design. There has been no single universal constellation pattern; instead,
there are multiple issues that tend to drive the constellation design, each leading
to somewhat different characteristics. Some of the aspects to be considered when
designing a SatCom satellite constellation are, [1]:
Coverage Area: for example, complete global coverage could be a requirement, be-
sides concentrating a higher fraction of our resources on high northern lati-
tudes where most of the world’s population resides. In most constellations, the
number of satellites should be minimized, but also using lower altitudes con-
stellations, in order to reduce the cost and complexity of each satellite, could
be a requirement. On the one hand a satellite in LEO provides only a lim-
ited coverage at a given time and a limited time over a given location. Unless
low-gain antennas that provide low directivity and hence almost omnidirec-
tional radiation are installed, earth stations must be equipped with satellite-
tracking devices, which increases the cost. A GEO satellite, on the other hand,
appears to be particularly useful for continuous coverage of extensive regions.
However, it does not permit coverage of the polar regions, which are however
accessible by satellites in HEO or polar orbits. Furthermore, a satellite in an
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inclined or polar elliptical orbit can appear overhead at certain times, which
enables communication to be established in urban areas without encountering
the obstacles that large buildings constitute for elevation angles between 0 
and approximately 70 . With a geostationary satellite, the angle of elevation
decreases as the difference in latitude or longitude between the earth station
and the satellite SSP increases. Related to the altitude and elevation angle, the
link budget for the specific application must be taken into account, such that
the satellite payload and ground terminal characteristics can compensate the
losses and close the link budget.
Transmission duration and delay: depending on the type of application different
constraints on latency are required. On the one hand a GEO satellite provides
a continuous service for stations within visibility, but the propagation time is
in the order of 250 ms. On the other hand a LEO satellite moving in a low
orbit confers a reduced propagation time. The transmission time is thus low
between stations that are close and simultaneously visible to the satellite, but it
can become long (several hours) for distant stations if only store-and-forward
transmission is considered; thus, a careful design of GSs positions is needed.
For large LEO mega-constellations, the latency could be reduced by means of
ISL at the price of a much more complex constellation management.
Interference: on the one hand, GEO satellites occupy fixed positions in the sky with
respect to the stations with which they communicate and protection against
interference between systems is ensured by planning the frequency bands and
orbital positions. On the other hand, with LEO satellites the small orbital spac-
ing between adjacent satellites operating at the same frequencies leads to an
increase in the level of interference, making the installation of new satellites
more difficult. Thus, a careful design of the constellation accounting for inter-
ference maps must be done in order for the satellite service to be compliant
with other telecommunications services on ground.
There are different parameters to be optimised in the satellite constellation design
process but the principal parameters to be considered can be summarized as, [88]:
i) the swath width, which is the track on ground representing the actual coverage of
the satellite; ii) the altitude of the orbit; iii) the inclination of the orbit; and iv) the
node spacing among the different orbital planes of the constellation, so the spacing of
their intersections with the equatorial plane. The Earth central angle,  , depends on
both the minimum elevation and the maximum Earth central angle  0, as shown in
Equation 3.25, which depend on the payload performance and the satellite altitude.
Once the value of   is defined, depending on the application, the coverage circles of
two consecutive satellites in the same orbital plane, and the swath of two adjacent
orbital planes should overlap such to avoid gaps in coverage among the orbit planes,
as shown in Figure 4.2. For this purpose, the spacing of the orbital nodes must be
carefully chosen. Generally, all the orbits are at the same altitude, inclination, and
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FIGURE 4.2: Coverage in Adjacent Planes, [88].
eccentricity. Having the same altitude, the satellites will have the same period and
this is important in order to maintain a uniform relationship among the satellites
over time. If all of the orbit periods in the constellation are the same, then the pattern
will repeat every orbit.
Among the constellation patterns, the simplest one is a set of geosynchronous satel-
lites that work together to perform a common function. With three satellites these
constellations cover equatorial and mid-latitude regions extremely well, but per-
form poorly over high latitude region. Street of coverage constellations adopt n satel-
lites in each of the m polar orbital planes in order to provide global coverage. The
spacing among satellites in the same orbit, and the spacing among orbital planes,
are related to the swath width as previously described. The most symmetric of the
satellite patterns is the Walker constellation and the most common of these constella-
tions is the Walker Delta Pattern, containing a total of T satellites with S satellites
evenly distributed in each of P orbit planes. All of the orbit planes are assumed
to be at the same inclination relative to the equator. Unlike the streets of coverage
pattern, the ascending nodes of the P orbit planes in Walker patterns are uniformly
distributed around the equator at intervals of 2⇡/P . Among elliptical orbits constel-
lation patterns, the previously described Molniya and Tundra are the most common.
Furthermore, hybrid constellations including combinations of circular and elliptical
orbits can be adopted in order to achieve determined communication and network
objectives. It is worth highlighting that, in general, when constellations with multi-
ple orbit planes are designed, it is important to properly design the phasing among
the satellites in adjacent orbits such to avoid collisions at the line of nodes, [88].
4.2.3.1 Constellation Design in NTN 5G
In the framework of NTN integration in 5G networks, the design of satellite con-
stellations is definitely a key aspect. As a matter of facts, according to the type of
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scenario and service that should be provided, and the related requirements to be
met, different satellite constellations can be used. For instance, a constellation with
global coverage would be required for a use case in which latency constraints are
particularly stringent, while a constellation with a long revisit period could fit an
IoT scenario where the device does not need to be constantly connected to the net-
work. Then, the orbital parameters, such as the orbit inclination and altitude, the
number of orbital planes, and the number of satellites per orbital plane, must be
designed accordingly. As for the possible orbits, a first distinction can be made be-
tween elliptical and circular; in terms of NTN standardisation, the current analyses
described in Chapter 7 are focusing on the latter, [11]. In particular, aiming at assess-
ing the network performance with different satellite constellations design, two main
simulation methodologies have been proposed in TR 38.821, [11]:
Constellation-Based (Option-1): this approach is based on the definition of a refer-
ence constellation, in which all of the orbital parameters, the antenna pattern,
and RF characteristics shall be defined, [99]–[101]. Notably, for a system aim-
ing at achieving global coverage, the satellite altitude, the minimum elevation
angle and inclination, as well as the Half Power Beam Width (HPBW) must
be carefully chosen. According to the definitions in [11], a set of preliminary
constellation parameters has been proposed in the past months in order to de-
fine an initial framework for performance evaluation. In particular, both GEO
and LEO systems, at an altitude of 600 and 1200 km, are being addressed. As
for the latter, a Walker star constellation layout with an inclination of 87.5  has
been proposed, in which the reference parameters to compute the antenna pat-
terns are defined in TR 38.821, [11], for both S-band and Ka-band. According
to the constellation altitude and carrier frequency, the number of satellites per
orbit and the number of beams per satellite change, such to ensure global cov-
erage. The list of detailed parameters can be found in [99]. Another solution
has been proposed in [100] based on a Walker Delta constellation, with similar
parameters to the Galileo constellation, but at LEO altitude; since the constel-
lation coverage depends on where the users are located, the coverage area to
be simulated must be defined.
Regional-Based (Option-2): the second approach is based on the definition of a re-
gional beam layout for multiple satellites. Instead of simulating the whole
satellite constellation, as for the constellation-based methodology, a regional
coverage for a specific geographical area is defined; then, the performance
assessment is performed on this area to reduce simulation complexity while





There are several approaches to study wireless mobile networks, from direct mea-
surements in a real environment, to analytical mathematical derivation. However,
when talking about new technologies, it should be taken into consideration that
full-featured devices might not even exist. Furthermore, completely analytical ap-
proaches could be hardly applicable for the study of complete system performance,
due to the highly dynamic and multi-factor nature of modern wireless networks.
Computer simulation becomes then an essential part in the development process of
new telecommunication systems and it is crucial in order to understand the system
and user performance in reasonable operating conditions, in various deployment
scenarios [104].
Considering a complex telecommunications system like the one described in
Chapter 1, many aspects must be taken into account in the simulations’ design. Fo-
cusing in particular on the ESiM2M tool depicted in Chapter 2, the simulations try
to model and study the performance of a system with several elements, e.g., satel-
lites GSs, and UTs, taking into account both PHY related aspects and higher Open
Systems Interconnection (OSI) protocol stack, and system aspects. As a matter of
fact, in order to determine the system performance, PHY aspects must be properly
taken into account, considering the signal propagation characteristics, the interfer-
ence characterization due to the traffic conditions in the different scenarios, as well as
the actual signal processing techniques adopted at transmitter and receiver side. Be-
sides that, the effect of the different users distributions and configurations should be
considered, as well as the multiple access techniques specific characteristics adopted.
Furthermore, many solutions used to optimise the performance, such as ACM and
dynamic resource allocation, exploit the dynamic phenomena affecting the commu-
nication channel, like the statistical fading, which must therefore be included in the
model developed [105], [106].
The exact simulation of all these aspects involves a high computational load,
making the system-level analyses performed by ESiM2M extremely complex and
cumbersome to be executed. Therefore, for complexity reasons, system evaluations
have to rely on simplified PHY models that still must be accurate enough to capture
all these essential behaviours. In order to achieve this result, the PHY is usually
modelled with some abstractions that simplify the simulations. Therefore, a widely
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adopted approach is to divide the simulation process in two phases: i) Link-Level
Simulation (LLS); and ii) SLS. By means of LLS, the single link between two network
nodes is characterized. Using this result, a PHY abstraction model is elaborated and
included in the SLS by means of a suitable Link-to-System (L2S) interface.
Traditionally, the performance of radio links has been evaluated in terms of PER
as a function of SINR, averaged over all channel realizations of one specific channel
model. PER vs SINR performance has therefore been widely used as the interface
between the link- and system-level simulators. This may be adequate as long as
every transmitted packet encounters similar channel statistics, which implies very
small packet sizes/coding blocks with respect to the channel coherence time. How-
ever, this is generally not the case, and the specific channel realization encountered
may result in a performance that is significantly different compared to the one pre-
dicted from the average curve. Consequently, the performance assessment of fast
resource scheduling and fast link adaptation in system-level simulations requires
a more accurate link performance model accounting for the instantaneous channel
and interference conditions. Notably, this includes the effect of multiple antennas at
the transmitter and/or at the receiver in combination with the applied spatial pro-
cessing technique, such as beam-forming or spatial multiplexing [107].
FIGURE 5.1: Generic link performance model [107].
A generic modelling approach that takes the instantaneous channel and inter-
ference characteristics into account is depicted in Figure 5.1. In a first step, a set of
quality measures, i.e., scalars ✓1 . . . ✓P , that could be obtained from SLSs, is extracted
for the encoded packet of interest. Since the number of these quality indexes can be
very large, some compression must be applied to reduce their number to typically
one or two characteristic, i.e., scalars ✓1 . . . ✓M . The main result of LLSs are tables
or curves mapping these scalars (e.g., SINRs, raw bit error probabilities, or SISO and
MIMO channel capacities for Gaussian signalling) to PERs, for that link. Afterwards,
when a quality measure is calculated in a SLS, its value is compared to the LLS re-
sults to get the realistic probability of successful frame or packet transmission. This
mechanism refers to error probability modelling. A similar approach is utilized for
link adaptation, where Modulation and Coding Scheme (MCS) is selected so that
resulting PER is less than a predefined threshold [104].
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It is thus possible to simulate the entire system, by means of SLSs, obtaining
the performances of the manifold links with lower computational cost, since it is
not necessary to carry out the entire processing at the PHY level for each of them
[108]. Although this model has to guarantee accurate results for the specific system
under analysis, it is desirable to have a performance model that is general enough
(e.g., such to cover different multiple access strategies and transceiver types, includ-
ing different multiple antenna techniques), in order to allow the comparison among
different types of systems.
5.1 Effective SINR Mapping
A typical PHY abstraction methodology is the so called ESM [104], [105]. It allows
to average, in a non-linear way, the vector of instantaneous values of SINR, SINR =















where N is the number of portions of the received encoded packet, experiencing
different channel conditions. The main aspects to be taken into account for the ex-
traction of this metric are the choice of a suitable mapping function, I , which is specific
for the chosen abstraction method and proper tuning of model parameters ↵1 and
↵2. If ↵1 = ↵2, the values of instantaneous SINR, {SINRp}, are constant over all
resource units and equal to SINReff . That is exactly what has been observed in
AWGN channels.
Starting from the aforementioned PHY abstraction general concepts, it is pos-
sible to describe in details the ESM methodology. The performance curves or ta-
bles, output of the LLSs that describe the PHY channel performance in AWGN
conditions, are generated assuming a frequency flat channel response at a given
SINR. Then, the obtained function maps a single scalar into an error probability,
PERAWGN : R ! [0, 1]. The vector SINRp, resulting from the SLS, is composed of
heterogeneous elements due to the intrinsic characteristic of a selective channel, and
must consequently be compressed into an effective value SINReff [108].
The mapping function I , thus the PHY abstraction model, is considered efficient
and sufficiently general if the performance of every other type of channel can be
extracted from the general AWGN case, i.e., the defined ESM should give the same
error performance in AWGN channel that is given for the case in which SINRs are
equal to SINRp, and vary between different packet portions [109]:
PER({SINRp}) ' PERAWGN (SINReff ) (5.2)
The tuning of parameters ↵1, ↵2 for a particular MCS and packet size, is done by
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means of LLS, for all the different channel realizations, D. The following minimiza-















where PERd is the measured PER for each of the D simulated channel realizations
using LLS numerical methods. While PERAWGN is the reference PER curve for






is the estimated PER. In order
to obtain the optimal parameters ↵⇤1 and ↵⇤2, the squared error between the estimated
and the measured PERs for the set of simulations must be minimized.
FIGURE 5.2: Effective SINR Mapping [106].
Equations 5.1 and 5.3 form the core of the ESM approach. In this case, the packet
error modelling at system-level, shown in Figure 5.2, consists of the following steps:
1. Calculate the SINReff based on I(SINR) mapping.
2. Reference the AWGN link performance curves to obtain the mapping between
SINR and PER.
3. Use the SINReff obtained in Step 1 and the mapping obtained in Step 2 to
derive the mapping between SINReff and PER.
5.2 Effective SINR Mapping Methods
Particular methods only differ in how the mapping function is selected. Popular
methods of PHY abstraction for wireless systems can be classified as shown in Fig-
ure 5.3. In the following subsections, these approaches are considered in more de-
tails.
5.2.1 Average Effective SINR Mapping (AESM)
In order to map instantaneous SINR per packets portions to a single SINReff , a
simple approach could be to compute the average SINR. Then the mapping function


















FIGURE 5.3: Effective SINR Mapping methods.
I will be as simple as:
I(x) = x (5.4)







However, it cannot provide accurate results under frequency selective fading [112].
A similar method which ensure slightly better performance, consist of averaging





Thus the equation for the SINReff using Average Effective SINR Mapping (AESM)











For both these models the tuning of the parameters can be simplified considering
only one of them, i.e., ↵1 =   and ↵2 = 1. The parameter   is optimised by means of
Eq. 5.3
5.2.2 Exponential Effective SINR Mapping (EESM)
This ESM method is based on the Chernoff bound. In particular, assuming large
enough SINRs, the error probability can be upper bounded as Pe(SINR)  e SINR
[113]. The expression for the mapping function I , derived from the Chernoff bound
is then:
I(x) = e x (5.8)
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The generalized expression for effective SINReff using Exponential Effective SINR
Mapping (EESM) is:











For this ESM model the tuning of the parameters can be simplified considering ↵1 =
↵2 =   [107]. The parameter   is optimised by means of Eq. 5.3.
5.2.3 Logarithmic Effective SINR Mapping (LESM)
Another ESM model, referred to as Logarithmic Effective SINR Mapping (LESM), is
based on the following equation for the mapping function I :
I(x) = log10(x) (5.10)
Then, the generalized expression for effective SINReff using LESM is:








In this case ↵2 = 1 and ↵1 = 10   
2 . Here,  2 = var(log10(SINR)) reflects the
variance of the considered SINRn values per encoded packet in the log domain
[107], [109]. Note that in any case a single parameter   remains to be optimised by
means of Eq. 5.3, in order to fit the LLS results.
5.2.4 Capacity Effective SINR Mapping (CESM)
This ESM model is related to the spectral efficiency concept. The mapping function
I for the Capacity Effective SINR Mapping (CESM) method can be written as:
I(x) = log2(1 + x) (5.12)
which represents the normalized Shannon capacity formula, according to the Hartley-
















For CESM model the parameters to be tuned by using Eq. 5.3 can be assumed as
↵1 = ↵2 =   [107].
5.2.5 Mutual Information Effective SINR Mapping (MIESM)
One of the main disadvantages of the aforementioned ESM approaches is that the
optimised parameters ↵⇤1 and ↵⇤2 must be computed for each different scenario. Then
it is not possible to find general values for those parameters, to be applied to a
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broader variety of systems and scenarios. Furthermore L2S mapping applications
like Hybrid Automatic Repeat reQuest (HARQ) require the combination of code-
words with different MCS across the different transmission/retransmissions. In ad-
dition to the reasons previously listed, it is difficult to extend these methods to Maxi-
mum Likelihood (ML) detection in the Multiple Input Multiple Output (MIMO) case
because it is not easy to compute directly the required post-processing SINR values.
These problems can be overcome in the case of the Mutual Information (MI) based
ESM, where the mapping function I is derived from the modulation constrained
capacity (i.e. constrained by the input symbols from a complex set) [104], [114].
The MI describes intuitively the information that two RVs share: it measures
how much knowing one of these variables reduces the uncertainty about the other.
In telecommunications, the channel capacity is equal to the MI, maximized over all
input distributions. Generally, the MI for two RV x and y can be defined as [115]:








where Ex,y(·) is the expectation over x, y, py|x(y|x) is the conditional probability den-
sity function (pdf) of y given x and py(y) is the pdf, i.e., marginal distribution of y.
Usually y must be intended as the continuous decision variable received at the de-
modulator after the propagation through the channel. If x is taken to have M discrete
different realizations, i.e., symbol alphabet size of M , with equal probabilities 1/M ,














It is possible to define the Log-Likelihood Ratio (LLR) as a statistical test used to
compare the fit of two models, one of which (the null model) is a special case of the






k=1,k 6=i P (y|xk)
#
(5.16)
where P (y|xi) is the probability that xi has been transmitted for a known received
value of y. While
P
M
k=1,k 6=i P (y|xk) represent the null model of transmitting any





1 + e LLRxi (y)
(5.17)




















. Depending on the selection of the variable x and
decision y it is possible to define two different Mutual Information Effective SINR
Mapping (MIESM) approaches, described in the following.
5.2.5.1 Received Bit Mutual Information Rate (RBIR) ESM
Considering x to be the transmitted M-QAM modulation symbol, then {xi} are the
different values from the constellation composed of M different symbols. Hence, y
is the received distorted M-QAM modulation symbol in this case. Therefore the nor-
malized MI per received bit, to be used as mapping function I in Eq. 5.1, is computed





RBIR assumes that the mean and the variance of the LLR distributions, from Eq. 5.18,
directly depend on the SINR experienced at symbol-level. Even though symbol-level
LLR distributions can be considered Gaussian, the expression for g(LLRxi(y)) and
consequently the MI, can only be achieved through approximation [114], [116]. For
that reason, the RBIR-SINR mapping tables for IRBIR(SINRn) are computed and
stored beforehand (e.g., RBIR-SINR mapping tables in [117] and [106]).
5.2.5.2 Mean Mutual Information per Coded Bit (MMIB) ESM
For the RBIR method, the MI to be used as mapping function I in Eq. 5.1, is ob-
tained in Eq. 5.19 from the symbol-level MI, by simply normalizing this constrained
capacity, i.e., by dividing it by the modulation order. However, it is worth highlight-
ing that the symbol channel does not account for the constellation mapping, i.e., the
mapping of bits to symbols in the constellation. Thus it is invariable to different
bit-to-symbol mappings.
An alternative method is to define the MI on the bit-level itself, which refers to
Mutual Information per Coded Bit (MIB) or Mean MIB (MMIB), when the mean of
multiple MIB is involved. In this case variable x in Eq. 5.15 can just take values
0 and 1, thus M = 2. The decision variable y is the soft bit at the receiver. The
corresponding LLR distributions are more complex than in RBIR method, but they
can be approximated as a mixture of Gaussian distributions depending on the order
of QAM modulation [118]. Hence, the corresponding MMIB metric can be expressed






MIMbitj (SINRn) ' IM (SINRn) (5.20)
where approximations IM (SINRn) depend on the modulation order M and their
analytical expressions can be found in [106]. A complete block diagram for the
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MIESM approach is shown in Figure 5.4, where the use of Look Up Tables (LUTs)
for the mapping functions MI-SINR is highlighted [119].
FIGURE 5.4: PHY abstraction and ESM procedure based on MI [119].
5.2.6 ESM methods Comparison
As already stated, to be effective, a PHY abstraction approach must be as versatile as
possible to respond to the most diverse conditions of the system. However, the op-
timal model still needs to be found to best match the framework under analysis. In
general, the greater accuracy of EESM and MIESM compared to the other aforemen-
tioned possibilities is discussed in [107] and [105]. In particular, it is highlighted that
EESM presents some criticalities compared to the MIESM solution [104]. Firstly the
parameter   must be recalculated for the different considered scenarios and it is dif-
ficult to extend this method to the case of ML detection. Moreover, in a multi-carrier
system, EESM requires that the same   must be used for each of them, a limitation
that requires the use of the same MCS for all sub-carriers [109]. On the other hand,
MIESM methods apply to more general system conditions such as ACM and multi-
ple antennas in transmission and reception. In any case, the fitting of parameters ↵1
and ↵2 leads to greater precision [119].
5.3 Non-ESM methods: Shannon Capacity Fitting
Similarly to the CESM method, this approach is based on the spectral efficiency con-
cept and in its simplest variant it does not even utilize link-level results. It is possible
to write normalized Shannon capacity formula for the theoretical Single Input Single






with C expressed in terms of bits/s/Hz. Therefore, the ideal capacity in bits/s for a
single carrier transmission, within a given portion of the packet with constant SINR,




, where B is the bandwidth used
for the transmission and SINRn is the SINR on a given portion of the packet of
92 Chapter 5. Physical Layer Abstraction
duration t. The maximum amount of bits which could be delivered in an interval t is
Lt = Cidealt /Dt, where Dt is the duration of the time interval with constant SINR. The
total amount of bits delivered within that transmission is L̈ =
P
T
t=1 Lt. This value
is then compared with the actual packet size L. If L > L̈, the packet is considered to
be erroneous due to insufficient SINR.
However, Eq. 5.21 is valid only for infinite delay and infinite packet size in
AWGN channel and cannot be reached in practice. Therefore, in general, non ideal-
ities can be introduced in the following way [120]:





where ⇢ adjusts the system bandwidth efficiency, the SINR gap,  , takes into account
the SINR implementation efficiency, and ⌘ is an additional correction factor. Reduc-
tion in bandwidth efficiency can be explained by such factors as adjacent channel
leakage ratio, practical filter implementation, cyclic prefix utilization and pilot over-
head; hence, ⇢ can be estimated theoretically. However, the nature of the SINR ef-
ficiency is more complicated; for that reason,   and ⌘ are extracted by using curve
fitting to LLS results. This approach is also one of the options utilized in ns-3 SLS
for link adaptation [121], [122]. It is worth mentioning, that there is also a theoreti-
cal estimation of the SINR gap,  =  ln(5PER)/1.5, where PER corresponds to the
desired error rate threshold [104], [123].
5.4 PHY Abstraction Validation
FIGURE 5.5: Block diagram for Transmitter and Receiver PHY Link
Level Simulations.
The performance assessment of link performance models generally involves a
comparison of the predicted PER, by means of the abstraction model, with the mea-
sured PERs derived from extensive LLSs. In the framework of the development of
ESiM2M, different PHY abstraction methods have been tested. Aiming at finding
the best fit for the simulation of the PHY layer of E-SSA1 air interface, the analy-
ses focused in particular on the aforementioned AESM methods, averaging on both
1The E-SSA air interface characteristics are described in Section 7.1.1.
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SINR and interference, and on RBIR method. In order to properly test the perfor-
mance of each ESM method, the PER over SINR curves for each of them have been
derived. Then these curves have been directly compared with the PER over SINR
curve of an actual PHY level simulation, i.e., LLS.
For what concerns the PHY layer simulations, the Coded Modulation Library
(CML) toolbox has been used [124]. The block diagram in Figure 5.5 shows all the
main components of LLSs: i) the randomly generated source bits, forming infor-
mation blocks of 100 and 304 bits, i.e., the reference packet, are mapped onto sym-
bols alphabet (e.g., BPSK mapping); ii) interleaving is applied according to [125];
iii) the information blocks are then encoded according to [125], by means of Turbo
Codes with rate 1/3; iv) the puncturing matrix from [125] is applied to the informa-
tion blocks; v) the information blocks are then modulated according to the UMTS
Wideband Code Division Multiple Access (W-CDMA) scheme, as E-SSA is based
on a modified version of the 3GPP W-CDMA; vi) finally, the modulated signal is
spread by a Spreading Factor (SF) of 16 and 256. The same operations are performed
at the receiver side, with the frequency de-spreading block, the demodulation, the
de-puncturing, the channel decoding, the de-interleaving, and the recovery of the
information bits.
For each SNR value at which the performance in terms of PER is tested, the de-
coding of the reference packet is attempted for up to 105 different realizations of
noise, N , and interference, I , i.e., until the convergence of the results for different N
and I realizations. The simulation for a given SNR point is stopped before reach-
ing 105 realizations if a maximum of 103 realizations incur in a wrongly decoded
reference packet. Following this Monte Carlo approach, a different noise realization
is generated at each iteration. The noise has to be intended as a complex Gaussian
RV, with zero mean and variance 1/2SNR per component, i.e., CN (0, 1/2SNR). As
for the interference, 2, 32, 40, 64, and 128 overlapping interferers have been sim-
ulated, following three different approaches: i) interferers fully overlapped with
the reference packet; ii) interferers randomly distributed (e.g., random distribution)
along the reference packet, i.e., I starting/finishing on a random portion of the refer-
ence packet; iii) interferers overlapping only with a specific portion of the reference
packet (e.g., I only on 1/4, 1/2, or 3/4 of the reference packet duration). As shown
in the results, the number of interferers varies from a minimum of 2 up to 128, de-
pending on the simulated scenario. It is worth highlighting that frequency/phase
offset impairments are not taken into account, as well as problems related to a non-
perfect sampling, thus, ideal synchronization parameters estimation at the receiver
is assumed. Furthermore, interferers are considered aligned at symbol level with
respect to reference packet, i.e., no fractional delay.
From the LLSs, performed as shown in Figure 5.5, it is also possible to derive
the SINR values for each received symbol to be used as input for the ESM methods
chosen for this analysis. It should be stressed that for what concerns the tested AESM
methods, SINR and interference are averaged over the whole packet duration for the
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SNIReff computation. The mapping function for the RBIR method, represented in
Eq. 5.19, and used in Eq. 5.1, can be written expanding the equation for the LLR, as
follows [114]:

























where the mean runs over the noise realizations and  2 = 1/SINRn is the overall
variance of the complex Gaussian noise. It is worth highlighting that the LUT con-
taining the mapping between SINR and IRBIR values is computed beforehand for
each MCS, by averaging through 106 noise realizations.















(A) I on 1/2 of the packet (64 interferers)















(B) I on 1/4 of the packet (128 interferers)
FIGURE 5.6: ESM performance comparison with LLS (interference
distributed on a portion of packet duration).
On the one hand, the AESM methods map a value of PER based on the average
SINR over the whole packet, on the other hand, the RBIR method takes into account
the actual amount of interferers over the different portions of the packet. Despite
this characteristic, the latter doesn’t give accurate results for some particular config-
urations of the interferers along the packet. In particular Figures 5.6a and 5.6b show
that with the interference concentrated in a specific portion of the reference packet,
1/2 and 1/4 of the reference packet respectively, the performance of the PHY ab-
stractions diverge from the results obtained from the actual PHY layer simulations.
For what concerns the random distribution of interferers over the reference packet
duration, and the full interferers overlap, the PHY abstraction performance are com-
parable to the ones of actual PHY layer simulations, as shown in Figures 5.7a and
5.7b, respectively.
Table 5.1 shows the Mean Square Error (MSE) computed between the PER esti-
mated with the various PHY abstraction methods and the actual value of PER ob-
tained from the LLSs. It is worth highlighting that the MSE is negligible when the
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interferers fully overlap or are randomly distributed over the reference packet du-
ration (e.g., Full Overlap and Random Overlap). However, when the interference is
limited to a specific portion of the reference packet (e.g., Partial Overlap 1/2 and 1/4),
the value of the MSE increases. This performance degradation of the ESM methods
can be associated to the fact that the interference cannot be considered Gaussian.
This result is particularly interesting because it can be associated to the interference
distribution over a packet when the SIC is performed. Notably, when iterative SIC
is performed, the component of interference are concentrated on a specific portion
of the packet.
TABLE 5.1: Link Level PHY abstraction validation results (MSE).
I Distribution
PHY Abs
RBIR AESM (SINR) AESM (I)
Full Overlap 5.73 · 10 5 5.61 · 10 5 5.61 · 10 5
Random Overlap 9.94 · 10 5 1.01 · 10 5 1.00 · 10 4
Partial Overlap (1/2) 0.0223 0.0304 0.0197
Partial Overlap (1/4) 0.0093 0.0113 0.0669















(A) Random distributed I (2 interferers)















(B) Full packet I (2 interferers)
FIGURE 5.7: ESM performance comparison with LLS (interference
distributed over the whole packet duration).
Besides the direct comparison of the ESM methods with the actual PHY level
simulations performances, it if fundamental to derive the system-level performance,
through SLSs, in terms of achieved PLR. For this purpose, the PHY abstraction im-
plemented in ESiM2M, described in Chapter 2, has been used. Focusing on E-SSA
air interface implementation, for which these performance test has been performed,
the PHY abstraction can be summarized in the following steps:
1. The UTs in visibility of a specific beam are selected.
2. All the packets transmitted by the UTs are ordered by their arrival time at the
satellite.
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3. Due to the fact that E-SSA foresees an asynchronous RA, the packets are not
aligned in time; thus, for each packet, different interference zones can be iden-
tified characterized by a different number of overlapping packets. It is worth
highlighting that these zones could have random duration.
4. For each interference zone, the corresponding SINR after the de-spreading, is
computed for each packet.
5. The PHY abstraction, exploiting the RBIR method, is executed as previously
described.
6. Once the PER value for the packet has been derived, it is compared with a
randomly generated threshold in order to establish whether the packet has
been decoded or not.
7. If the packet has been decoded, SIC, with complete packet cancellation, is per-
formed.
It is worth recalling that the PHY abstraction is run for each beam of each satellite,
i.e., a separate decoder has been considered for each beam. Collecting the statis-
tics on the decoded packets from each beam-satellite pairs it is possible to derive
the system-level performance in terms of PLR. Figure 5.8 compares the performance
achieved by ESiM2M, with the semi-analytical performance of SSA systems derived
in [126], while Figure 5.9 shows the same comparison for E-SSA systems. Both fig-
ures show the different behaviour of the RBIR PHY abstraction at different levels
of power randomization at packet level (e.g., 0, 1, 2, and 3 dB have been used as
values for the variance,  , of the power per packet) and different values of system
normalized MAC load. Furthermore, Table 5.2 shows the MSE computed between
the PLR curves estimated with the RBIR method and the semi-analytical value of
PLR derived in [126].
TABLE 5.2: System-level PHY abstraction validation results (MSE).
Simulation
PW rand
0 1 2 3
SSA 0.0029 0.0015 7.41 · 10 4 4.22 · 10 4
E-SSA - 0.1306 0.0795 0.0889
The results highlight that for SSA the performance of the PHY abstraction in
SLS are comparable with the theoretical ones while there is a mismatch for what
concern E-SSA. Furthermore, it can be noticed that an increment of the packet power
randomization  , corresponds to a closer match between estimated and theoretical
curves. It is important to highlight that the main difference between SSA and E-SSA
lies in the SIC process (e.g., while in the former the SIC process is not implemented,
in the latter 5 SIC iterations are performed),
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FIGURE 5.8: MIESM ESM performance, SLS PLR, SSA air-interface.






























=1dB ESiM2M (SIC=5 )
=2dB ESiM2M (SIC=5 )
=3dB ESiM2M (SIC=5 )
FIGURE 5.9: MIESM ESM performance, SLS PLR, E-SSA air-interface.
These results are in line with the ones previously showed in Figures 5.6 and 5.7
for PHY level simulations. Undoubtedly it is a fair assumption to assume Gaussian
distributed interference over the reference packet [126], as far as the number of in-
terferers is sufficiently large and SIC is not implemented. However, once SIC is used
and the interfering power is canceled out, the interference will be concentrated in
some specific parts of the packet, producing SINR zones with much lower SINR with
respect to others, thus affecting the decoding process. As previously mentioned, it
has been observed that these particular distributions of interference cause a degra-
dation of the PHY abstraction accuracy. At this regard, alternative ESM methods, in
order to overcome this problem, are currently under study. In particular a mathe-
matical derivation for a mapping function I , which would take into account the ac-
tual interference distributions, and an innovative mapping method based on Neural
Networks (NNs) are under development. However, the work is still in progress and
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will not be part of this thesis.
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Chapter 6
Channel Modelling and Link
Budget
As previously described in Chapter 1 the performance for a SatCom system perfor-
mance must be evaluated on: i) DLs from the satellites to the GSs and UTs; ii) ULs
from GSs and UTs to the satellites; and iii) ISL between the satellites. The perfor-
mance of the individual links that participate in the connection among the end ter-
minals conditions the Quality of Service (QoS) for the connection among end-users,
specified in terms of Bit Error Rate (BER) or PER for digital communications. In
Chapter 5 it has been shown the impact that the different levels of SNR and SINR
have in terms of achieved PER. In particular, it has been highlighted the paramount
importance of a proper measure of those parameters to be used as inputs for the
PHY abstraction model to properly evaluate the parameters for measuring the QoS
of the system [1].
In the remainings of this chapter the main impairments characterising the satel-
lite channel model will be thoroughly described and a mathematical framework nec-
essary for their understanding will be derived. Finally, the mathematical framework
for the LB computation, adopted for ESiM2M, will be described.
6.1 Channel Modelling
Notably, when compared to a terrestrial channel, satellite links pose challenging is-
sues to the realization of a satellite-based networks, due to the large delays, Doppler
shifts, and large path losses. In this section, the mathematical framework for the
delay, differential delay, Doppler shift, differential Doppler shift, and Doppler rate
will be discussed, such to make available the mathematical tools necessary for their
understanding. Furthermore, the main impairments and contributions to the path
loss are discussed. The framework described is then adopted in ESiM2M and it is
the ground for the results presented in the following chapters.
6.1.1 Propagation Delay
Different types of delay are involved in satellite communications. Among them, the
propagation delay is not only the predominant one, but it also reaches values much
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larger than those of terrestrial networks. This could results in bottlenecks with harm-
ful impacts on the protocols and procedures of the system, subject to the kind of air
interface implemented.
Hence, considering the scenario depicted in Figure 6.1 with respect to the prop-
agation delay, it must be taken into account: i) the propagation delay along the user
link; ii) the propagation delay along the feeder link; and iii) the propagation delay
along the ISL if present. Depending on the type of system implementation, only
part of the latter could be considered, i.e., whether the whole procedure or a spe-
cific step can be terminated at the satellite payload or it requires an interaction with
the GS and the network. For example, in 5G NR the implementation of the gNB on
board the regenerative satellite payload is foreseen for some architectures, making it
possible to complete some of the procedures at the satellite, thus reducing the prop-
agation delay impacts. Furthermore, both the one-way propagation delay and the
RTT must be evaluated.
FIGURE 6.1: System Architecture.
In the following, the RTT is approximated by twice the propagation delay be-
tween the transmitter and the receiver, since the signal processing time in a SatCom
context can be assumed negligible with respect to the propagation delay. In order
to estimate the propagation delay, it has been considered a pessimistic scenario in
which the transmitter and the receiver are not perfectly aligned and, thus, they have
different elevation angles, ✓. In the general case, the overall RTT can be computed
as:
RTT ⇡ 2TOW = 2
dUT Sat(✓UT ) + dSat Sat + dSat GS(✓GS)
c
(6.1)
where TOW is the one-way propagation delay, dUT Sat is the distance between the
UT and the satellite on the user link as a function of its elevation angle ✓UT , dSat Sat
is the distance among the satellites on the ISL, dSat GS is the distance between the
satellite and the GS on the feeder link as a function of its elevation angle ✓GS , and
c the speed of light. The UT connected through the user link has to be intended as
a generic user in the satellite coverage (e.g., IoT device, data aggregator, relay node,
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etc.). Furthermore, it is worth highlighting that there could be multiple ISL hops to
be considered for the RTT computation. In Chapter 7 some examples for the values
of RTT will be given for different scenarios. When taking into account the multi-path
fading, the delay along the reflected path can be computed in a similar fashion. For
the sake of simplicity, only the Line of Sight (LoS) component will be considered in
the following discussion, while the reflections will be neglected.
6.1.1.1 Differential Delay
In a SatCom system, the propagation delay has to be assumed as the only contribu-
tion to the overall latency. It is now important to define the concept of differential
delay, as the difference among the propagation delay experienced by two different
UTs in the access area of the same satellite, i.e., in the same beam in the case of multi-
beam scenario. In general, for two or more UTs in the same beam, it is possible to
split their one-way propagation delay, TOW described in Eq. 6.1, into two distinct
components:
TOW =  ⌧ + Tcom =  ⌧ + (Tuser + Tisl + Tfeed) (6.2)
where Tcom represents the delay component common for all the UTs in the same
coverage, and  ⌧ is the differential component of the delay, represented by the dif-
ference in propagation delay of a UT with respect to a reference one in the same
coverage, i.e., the UT experiencing the minimum delay. The Tcom can be further
split into: the delay experienced by the reference UT in the user link, Tuser, the delay
caused by the ISL, Tisl, and the delay due to the propagation in the feeder link, Tfeed.
Depending on the applications, as will be presented in Chapter 7, procedures can
be heavily impacted by the differential delays (the maximum, in particular) of users
belonging to the same beam. On the other hand, all sources of common delay can be
pre-compensated, [6], [7]. Thus the remainder of this section will be focused on the
computation of the differential delay. Referring to the generic UTs positions, P and
Q, inside the beam coverage depicted in Figure 6.2, the differential delay is:










  cos2 "  sin "
c
(6.4)
with i = P,Q, RE being the Earth’s radius, and hsat being the satellite altitude. ⌧i
represents the delay on the user link as a function of the elevation angle ", and is
the only variable component on the delay budget for the users in the same beam, as
described in Eq. 6.2.
The value of delay ⌧i is directly related to the slant range between UT and satel-
lite. As thoroughly explained in Chapter 3, under the hypothesis of spherical Earth,
the geometrical relationship between the satellite FOV and the access area can be
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FIGURE 6.2: The u-v coordinates reference system for delay and
Doppler.
completely described by means of spherical geometry. Thus, it is now trivial to
compute the differential delay between two users, by using Eq. 3.26 to find the dif-








where DP and DQ are the slant range of the two users computed by means of
Eq. 3.26.
It is now important to focus on the evaluation of the maximum possible value
for the differential delay, which corresponds to the maximum value of differential
slant range,  Dmax, too. The latter is achieved by considering the users at the max-
imum reciprocal distance along the longitudinal beam’s dimension with respect to
the satellite motion, as it is depicted in Figure 6.2 by points A and B. In fact, those
are the points at the maximum elevation angle separation, thus at the maximum dif-
ference of experienced delay, being the latter a function of the elevation angle as it is
shown in Eq. 6.4.
For many of the computations regarding the users in the access area, it is useful
to refer to spacecraft coordinates centered on nadir (e.g., for the LB computations as
shown in Section 6.2). Defining the satellite antenna’s pattern as a single- or multi-
beam pattern with circular beams in u-v coordinates (e.g., with radius Ruv), it is inter-
esting to look at an approximation for the computation of differential delay for the
satellite FOV. Although the following mathematical formulation is an approxima-
tion, due to the fact it does not take into account the Earth’s curvature in the satellite
access area, it is an interesting analytical derivation especially for LEO and VLEO
scenarios. In these two scenarios, being the satellite altitude very low, the Earth cur-
vature in the access area is negligible. This formulation is particularly useful for a
simulation environment where all the measures (e.g., users positions) are referred to
u-v or ✓-  coordinates.
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Referring to Figure 6.2, by means of orbital and geometrical considerations, it
is known that the maximum difference in slant range between any two beam users
is obtained when: i) the beam center is located on the satellite ground track, i.e.,
vBC = 0; and ii) the two users are located at the intersections between the ground
track and the beam edge, i.e., vmin = vmax = 0, with min and max denoting the
users located closest and farthest from the satellite, points A and B respectively. In
a given time instant, t, along its orbit, the satellite is positioned at an elevation angle
"t from the beam center. Thus, from Eq. 3.70, 3.71, and 3.24, it is possible to write:




Since the beam radius in u-v coordinates, Ruv, is known, the coordinates of the two




umin = uBC  Ruv = RERE+hsat cos "t  Ruv





However, the following aspects must be taken into account: i) when the SSP is inside
the beam, the minimum slant range location is given by the SSP itself; and ii) when
the maximum slant range point is over the satellite’s FOV, the maximum slant range







cos "t  Ruv, uBC > Ruv









cos "t +Ruv, uBC +Ruv  RERE+hsat
RE
RE+hsat




Recalling Eq. 3.23, from the u-axis coordinates, the corresponding elevation angles









with i = min,max. Knowing the elevation angle "i and the nadir angle ✓i = sin 1 ui,
the Earth central angle as  i can be obtained from Eq. 3.25. This allows to obtain the
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From the above, the maximum differential delay can be obtained as follows:










where it is also explicitly highlighted that the maximum differential delay is a func-
tion of the elevation angle at beam center, the beam radius, and the satellite altitude,
since both the nadir and Earth central angles depend on these parameters from Eq.
6.8, 6.9, and 6.10. To summarize: i) the maximum delay is experienced by the beam
user at maximum slant range on the u-axis; ii) the minimum delay is experienced by
the beam user at minimum slant range on the u-axis; iii) all other users are located
at slant ranges between these two values.
6.1.2 Doppler Shift
The Doppler shift consists in the change in the carrier frequency due to the relative
motion between the satellite and the user terminal. When considering satellite com-
munications, the Doppler shift can be caused by the satellite movement in its orbit
and the users’ mobility on ground. It shall be noticed that considering GEO sys-
tems serving fixed on-ground nodes, the Doppler shift can be assumed to be negli-
gible. On the other hand, when UTs mobility and in general LEO and VLEO satellite
systems are considered, the Doppler shift can introduce significant frequency shifts
with respect to those expected in terrestrial systems. This could deeply impact the
frequency synchronization of the resources used to transmit through the designated
air interface, as discussed in the following chapter.
In classical physics, if the speeds of source and receiver, relatively to the medium,
are lower than the velocity of waves in the medium, the relationship between ob-







where c is the propagation speed of waves in the medium (e.g., the speed of light);
vr(t), is the speed of the receiver relative to the medium at the time instant t, added
to c if the receiver is moving towards the source, subtracted if the receiver is moving
away from the source; vs(t), is the speed of the source relative to the medium at the
time instant t, added to c if the source is moving away from the receiver, subtracted
if the source is moving towards the receiver. It is important to highlight that vs(t),
and vr(t) are the radial velocities, thus the velocity vectors of source and receiver
projected onto the unit vector connecting source and receiver. If the speeds vs(t),
and vr(t), are small compared to the speed of the wave, the relationship between
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where  v is the opposite of the velocity of the receiver relative to the source and it
is positive when the source and the receiver are moving towards each other. The
actual Doppler shift, i.e., frequency shift, caused by the source and receiver relative








with   being the transmitted signal wavelength. Although the satellite speed in LEO
and VLEO scenarios are very high with respect to the speeds usually achievable in
mobility scenarios on terrestrial networks (e.g., 4-7 km/s for the altitude in the range
600-1200 km), Eq. 6.15 still holds, being the value of c five orders of magnitude bigger



























(B) Geometric LEO orbit representation
FIGURE 6.3: Doppler geometrical representations.
In order to better understand the Doppler shift formulation in Eq. 6.16, it is useful
to describe the latter with a vector mathematical formalism. Referring to Figure 6.3a














where the vectors are written in boldface. In particular, i) xs(t) is the vector of source
position, thus @xs/@t is its velocity; ii) xr(t) is the vector of receiver position, thus
@xr/@t is its velocity; iii) d(t) represents the distance vector between the source and
the receiver, pointing towards the receiver, thus xr(t) xs(t), and d(t)/|d(t)| its unit
vector. Thus the radial components of the source and receiver velocities, vs(t) and
vr(t), to be plugged in Eq. 6.16, are obtained from the dot product between the partial
derivative with respect to time of source and receiver positions, i.e., velocity vectors,
and the unit vector of the distance between source and receiver. Position vectors
could be represented generically as [XECEF , YECEF , ZECEF ]T in a ECEF cartesian
reference system, because it is common to have measures of positions and velocities,
for both UTs and satellites, conveyed in this reference system.
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When dealing with Doppler shifts in SatCom, it is convenient to find a mathe-
matical formulation for the latter as a function of the satellite orbit parameters, and
the satellite access area geometry. At this purpose, [128] proposed an analytical ex-
pression of the Doppler shift for a generic observation point P on Earth’s surface.
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where ✓max is the maximum elevation angle of the satellite that the generic point P
will experience, and  (t)   (t0) is the angular difference between satellite location
at time t and satellite location at maximum elevation angle ✓max seen from P . Fur-
thermore, !F (t) is the angular velocity of the satellite in the ECEF frame which can
be approximated as a constant by the following expression:
!F ⇡ !s   !E cos(i)
(a)
⇡ !s (6.20)
where !s is the angular velocity of the satellite in the ECI frame, !E is the angular
velocity of the Earth and i is the satellite orbit inclination, as it has been described
in Chapter 4. Approximation (a) can be done in order to simplify the computation
if the satellite orbit is sufficiently low that !E is negligible with respect to !s. The






where µ is the standard gravitational parameter of Earth, as defined in Chapter 4. As
a simplified model for the Doppler shift computation, it is furthermore possible to
write the latter as a function of the only elevation angle. For this purpose the authors





where "i is the elevation angle at which the satellite is seen from the on-ground
user. It is worth highlighting that the latter equation is a simplified formula for the
Doppler shift experienced at locations on the satellite orbit projection on the ground,
then with users who will see the satellite at a maximum elevation of 90 deg during
its flight over the coverage. Thus, Eq. 6.22 is consistent for the users located on
the segment AB in Figure 6.2, while it is an approximation not accounting for the
azimuthal angle for the other locations in the beam.
Finally, it is worth mentioning that both the user- and the feeder-link are affected
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by the Doppler shift, thus both contributions of Doppler should be taken into ac-
count, subordinated to the possibility of Doppler compensation at the satellite pay-
load. Considering a consistent sign for the Doppler contributions, the mathematical
formulation previously presented is valid for both the links. For the sake of clarity
and without losing generality in the following section only the Doppler component
on the user link will be taken into account. Moreover when taking into account the
multi-path fading, the Doppler shift along the reflected path can be computed in a
similar fashion. For the sake of simplicity, only the LoS component will be consid-
ered in the following discussion while the reflections will be neglected.
6.1.2.1 Differential Doppler Shift
It is now important to define the concept of differential Doppler shift, as the difference
among the Doppler shift experienced by two different UTs in the access are of the
same satellite, i.e., in the same beam in the case of multi-beam scenario. In general,
for two or more UTs in the same beam, it is possible to split their Doppler shift, fD(t),
previously defined into two distinct components:
fD(t) =  fD(t) + f
com
D (t) =  fD(t) +
⇣






For the sake of clarity, the time dependency in the formulation will be neglected in
the following. Then f com
D
represents the Doppler shift component common for all
the UTs in the same coverage, and  fD is the differential component of the Doppler
shift, represented by the difference in Doppler shift of a UT with respect to a ref-
erence one in same coverage, i.e., the UT experiencing the minimum Doppler shift.
f com
D
can be further split into: the Doppler shift experienced by the reference UT in
the user link, fuser
D
, the Doppler shift caused by the ISL, f isl
D
, and the Doppler shift
due to the propagation in the feeder link, ffeed
D
.
Similarly to the above analyses for the propagation delay, as it will be presented
in Chapter 7, procedures can be heavily impacted by the differential Doppler shift
(the maximum, in particular). The remainder of the chapter will focus on the dif-
ferential Doppler shift (the maximum, in particular) because all terms introduc-
ing a common shift can be pre-compensated assuming that: i) the terminals are
equipped with GNSS capabilities (e.g., as per 3GPP current analyses); and ii) the
satellite ephemeris are known. Referring to the generic UTs positions, P and Q,







By means of orbital and geometric considerations, it is known that the worst
case scenario (in terms of maximum differential shift between any two users) arises
when the beam major semi-axis lies on the satellite ground track, [128]. For a termi-
nal not located at the beam center, but located on the beam major semi-axis, the same
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Doppler curve applies with a horizontal shift given by the time instant at which that
UT will see the satellite at " = ⇡/2 elevation (see Figure 7.12a). At this purpose the
simplified formulation presented in Eq. 6.22 can be used for the differential Doppler
computation between any two users, by evaluating the Doppler shift at the corre-
sponding elevation angles and computing the difference. As for the maximum dif-
ferential Doppler, the maximum variability is obtained when the UTs are at the two
beam edges on the beam major semi-axis. It is important to notice that in Eq. 6.22 the
elevation angle at the user location, "i, can be considered as a function of the eleva-
tion angle at beam center "t, i.e., cos "i("t). This is a consequence of the dependency
of the u axis coordinate from the beam center elevation angle, previously discussed
in the delay formulation. In order to define the maximum differential Doppler shift,
the elevation angles at the minimum and maximum Doppler shift locations must be
computed. They are given by Equations 6.8 and 6.9, respectively. From these, and
Eq. 6.10 it is possible to write:
 fd,max = fD ("max)  fD ("min) =
f0
c






which is a function of the satellite altitude and the beam radius only, and not of the
elevation angle at beam center, i.e., in the considered system, the maximum differen-
tial delay within a beam does not depend on the satellite’s location on its orbit, but
only from its altitude. As it has been done for the delay, also Eq. 6.25 represents an
approximation of differential Doppler computation with respect to the FOV of the
satellite. Similarly it is possible to write Eq. 6.18 as a function of the satellite FOV, as
an approximation in u-v coordinates. Referring to Figure 6.2, let us consider for the
generic point P : i) the current SSP location fixed in (u, v) = (0, 0); ii) the SSP location
corresponding to the maximum elevation angle for P located on the u axis on the












from Eq. 6.10, the maximum elevation angle seen by the generic point P is thus:




















As for the angular distance, by means of geometrical observations it can be com-
puted as the differential Earth central angle between the SSP locations at the current
6.1. Channel Modelling 109













Then the value for angles   at the current and maximum elevation angle SSP loca-
















Now it is possible to obtain the value of   =  (t)  (t0) to be plugged in Eq. 6.18,
which was the only value not represented in terms of u-v coordinates:









  sin 1(uP ) (6.31)
6.1.2.2 Doppler Rate
Besides the Doppler shift problem, another impairment arises particularly in LEO
and VLEO scenarios. The satellite orbital velocity is in fact in the order of 4-7 km/s
for altitude in the range 600–1200 km, and induce strong Doppler shift, thus Doppler






Then the Doppler rate is the partial derivative with respect time of the Doppler shift.
Steeper Doppler shift curves bring to harsher Doppler rate effects; thus, as previ-
ously said, greater elevation angles cause more abrupt changes in Doppler shift then
higher Doppler rates. Being a variation of the frequency in time, it is important to
emphasize that as the length of the packet increases, it is necessary to take counter-
measures for the Doppler rate.
6.1.3 Losses
FIGURE 6.4: Link Configuration [1].
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For a satellite communication link between a UT on ground and the satellite,
depicted in Figure 6.4, the overall losses, L, can be computed as:
L = PL+ LE = LB + LA + LPOL| {z }
PL
+LF + LD| {z }
LE
(6.33)
where PL represents losses due to the channel impairments while LE are the losses
related to the equipment configuration. In details: i) LB is the basic path loss, which
combines free space, clutter, and shadowing losses; ii) LA represents the losses due to
atmosphere; iii) LPOL is the polarisation mismatch loss; iv) LF represents the losses
in the equipments; and v) LD represents the depointing losses.
The basic path loss is the combination of FSL, Lfs, clutter loss, Lcl, and log-normal
shadowing, L :
LB = Lcl + Lfs + L  (6.34)
The clutter loss models the attenuation of signal power caused by surrounding build-
ings and objects on the ground. It depends on the elevation angle, ", computed in
Eq. 3.23, the system operating frequency, fc1, and the environment. Typical values
for this parameter can be found in [12] for different scenarios and it can be always
assumed null in LoS conditions. For a generic user located at slant range d from the
satellite, the FSL is given by:






where c is the speed of light. As for the shadowing loss, L  is modelled as a log-
normal random variable with zero mean and a variance related to the harshness of
the shadowing environment, i.e., L  ⇠ (0, 2s), and the values of,  2s are provided
by 3GPP for dense urban, urban, and rural scenarios as a function of the elevation
angle in [12].
Atmospheric losses take into account the atmospheric gases absorption, Lgas, the
rain/snow fall and cloud attenuation, Lrain, and the scintillation losses, Ls:
LA = Lgas + Lrain + Ls (6.36)
Atmospheric gases absorption depends mainly on frequency, elevation angle, alti-
tude above sea level, and water vapour density (absolute humidity). In particular,
in order to be compliant with 3GPP standardisation, losses is computed as provided
in Annex 2 of ITU-R P.676 for slant paths. The atmosphere is modelled with temper-
ature 288.15 K, pressure 1013.25 hPa, and water vapour density 7.5 g/m3 [129]. Rain
and cloud attenuation are dependent on the geographical location of the ground ter-
minal. Section 2.2 of ITU-R P.618-13 describes a method to estimate the long-term
1The system operating frequency will be considered to be either at Ka or S band, in order to be
compliant with the 3GPP NTN standardisation procedure.
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statistics of attenuation due to rain [130]. For 3GPP SLS, the baseline is to consider
clear sky conditions only and in any case rain attenuation is considered as negligi-
ble for frequencies below 6 GHz [12]. Scintillation is a variation of the amplitude of
received carriers caused by variations of the refractive index of the troposphere and
the ionosphere. The tropospheric scintillations, impacting signals in Ka-band, are
modelled as a fixed term depending on the user elevation angle [12]. These values
are obtained by means of the procedure described in ITU-R P.618 [130]. The iono-
spheric scintillations, impacting signals in S-band, are modelled as a fixed term of
2.2 dB as from [12], and described in ITU-R P.531-13 [131].
It is also necessary to consider the polarisation mismatch loss observed when the
receiving antenna is not oriented with the polarisation of the received wave, be-
cause propagation through the atmosphere can also affect the polarisation. In fact
the ionosphere introduces a rotation of the plane of polarisation of an angle,   
which is inversely proportional to the square of the frequency. This rotation is par-
ticularly dangerous for linear polarisations. Furthermore, with linear polarisation,
the receiving antenna may not have its plane of polarisation aligned with that of the
incident wave. In general the polarisation mismatch loss can be defined as [1]:
LPOL =  20 log10(cos  ) (6.37)
The equipment losses represents the losses in the transmitting and receiving equip-
ment respectively, in the feeder between the power amplifier and the antenna:
LF = LFTX + LFRX (6.38)
In particular LFTX is the feeder loss between the transmitter and the antenna, while
LFRX is the feeder loss between the antenna and the receiver.
Finally, the depointing losses are function of the transmission and reception angles
misalignment, ✓T and ✓R respectively, with respect to the antenna boresight. The
result is a fallout of antenna gain with respect to the maximum gain on transmission
and on reception, which can be formulated as a function of the ✓3dB , later explained
in this chapter:











6.2 Link Budget Characterization
In this section, the individual link performance are considered, providing the tools
to evaluate the signal-power budget and the noise-contribution budget, thus the
SNR level. Furthermore, multiple links are taken into account in order to consider
the interference contributions and discuss the SINR computation. The link bud-
get evaluation approach described in the following will thoroughly consider all the
main aspects characterizing the satellite communication channel, still being compli-
ant with the 3GPP methodologies [11], [12]. The formulation is considered for DL
112 Chapter 6. Channel Modelling and Link Budget
and UL, while ISL is left out of the discussion because it is outside of the scope of this
work and not yet implemented in the ESiM2M. In the remainings, if not otherwise




FIGURE 6.5: Antenna radiation pattern [1].
It is important to understand the main characteristics of an antenna pattern in
order to properly define a link budget. the following discussion will be focused on
aperture antennas characteristics. The radiation pattern indicates the variations of
gain with direction, and is related to the antenna characteristics. Firstly, is necessary
to define the antenna gain as the ratio of the power radiated (or received) per unit
solid angle by the antenna in a given direction to the power radiated (or received)
per unit solid angle by an isotropic antenna fed with the same power. The gain is
maximum in the boresight direction and has a value given by:








where D is the antenna diameter, and ⌘ is the efficiency of the antenna, which di-
rectly affects the effective aperture area of the antenna Aeff = ⌘(⇡D2/4). The effi-
ciency ⌘ of the antenna is the product of several factors that take into account the
illumination law, spill-over loss, surface impairments, ohmic and impedance mis-
match losses, and so on [1].
As previously described in Section 3.5, the antenna characteristics can be com-
pletely defined in ✓-  coordinates. In order to avoid bulky notation, in the following
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formulation the antenna pattern is considered with rotational symmetry, i.e., the an-
tenna pattern is only function of the angle ✓ regardless the   direction of the trans-
mitted/received signal. It is then possible to completely represent an antenna beam
as it is shown in Figure 6.5.
The angular beamwidth is the angle defined by the directions corresponding to
a given gain fallout with respect to the maximum value. The 3 dB beamwidth, indi-
cated in Figure 6.5a by ✓3dB , is often used; it corresponds to the angle between the
directions in which the gain falls to half its maximum value. In general it is possible
to define the antenna gain towards a certain direction #, for both transmission, GT ,
or reception, GR, as:
G(#) = GMAX + 10 log10⌦(#) (6.41)
where ⌦(#) represents the antenna pattern function value on the # direction. Ac-
cording to the antenna design, different functions can be achieved. Gaussian and
Bessel beam model are two examples of analytical functions used for the beam mod-
elling. Gaussian beam model is implemented in SATSOFT antenna pattern design
software by TICRA [132], and have been used for an application described in Chap-












, # 6= 0
(6.42)
where: i) a is the antenna aperture radius; ii) k = 2⇡fc/c is the wave number; iii) J1(·)
is the Bessel function of the first order; and iv) # is the angle measured from the bore-
sight of the antenna. This antenna model is the one adopted in 3GPP specifications
for NTN, to describe the satellite antenna pattern [11], [12]. Even if the antenna
models previously mentioned could be adopted for any device, an omnidirectional
antenna pattern has been considered for the UTs, as it will be highlighted in the ap-
plications described in Chapter 7. The equation for ⌦ is valid in both transmission
and reception directions. It is important to stress the fact that when the antenna pat-
tern symmetry is not circular, the antenna pattern ⌦ is defined as a function of both
✓ and  . Once the antenna gain is defined and recalling the losses depending on the
equipment in Equations 6.39 and 6.38, it is possible to characterize the transmitted
antenna EIRP as:
EIRP (#) = GT (#) + PT   (LT + LFTX) (6.43)
where PT is the transmitted power.
The wave radiated by an antenna consists of an electric field component and a
magnetic field component. These two components are orthogonal and perpendic-
ular to the direction of propagation of the wave and they vary at the frequency of
the wave. By convention, the polarisation of the wave is defined by the direction of
the electric field which in general is not fixed. The direction of the polarisation be-
come particularly important in multi-beam antenna patterns; it is, indeed, common
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FIGURE 6.6: Frequency Reuse scheme.
using frequency coloring schemes where two beams work on the same frequency
band but using opposite polarisations, as it is depicted in Figure 6.6, optimising
bandwidth usage. It is worth highlighting that two beams sharing the same band-
width with opposite polarisation, interfere with each other depending on the value
of Cross Polarisation Discrimination (XPD)2. In this case, in the computation of the
interference, it is important to take into account also the cross-polar gain component
besides the co-polar co-channel ones. The cross-polarisation gain is strictly related to
the co-polarisation gain, indeed it depends from the co-polarisation gain and the
XPD, which is related to the antenna design [1].
6.2.2 Downlink
FIGURE 6.7: Geometry for LB computation (Downlink).
Now that the main elements contributing to the LB have been addressed, it is
possible to focus on the SNR and SINR computations.
For the sake of clarity, only one satellite and two beams are represented in the
reference model, but this assumption does not impact the generality of the proposed
mathematical framework. In fact, when assessing the procedure for the LB compu-
tation, it shall be noticed that such procedures is considered for each beam and satel-
lite. Although the numerical simulations will be performed in a multi-satellite and
multi-beam environment, the mathematical framework can be simplified. For what
concern the DL computation, the reference scheme is shown in Figure 6.7, where:
2The XPD is defined as a ratio of the co-polar component of the specified polarisation compared to
the orthogonal cross-polar component over the beamwidth angle.
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i) the intended u-th user (e.g., a UT or a GS) is randomly located inside the intended
b-th beam; ii) an interfering signal is transmitted from the i-th antenna towards the
j-th user of the i-th beam; iii) du is the slant range of the u-th user in the b-th beam;
iv) ✓s,iu denotes the angle between the i-th antenna boresight of the s-th satellite, and
the direction of the u-th user in the b-th beam (when i = b, this is the angle from the
intended antenna boresight); v) ✓us denotes the angle between the antenna pointing
of the u-th user and the s-th satellite, which does not depend on the satellite antenna
index since they are assumed to be colocated. The intended power received by the











where GRX(✓us ) is the receiving UE antenna gain as a function of the angle between
the UE antenna pointing and the s-th satellite direction. The transmitted EIRP from
the intended b-th antenna, of the s-th intended satellite, towards the u-th user is
EIRP (✓s,bu ). While Lsu is the overall loss for the u-th intended user with respect to
the intended s-th satellite computed as in Eq. 6.33.
The transmitted EIRP is computed with respect to the transmission direction ✓s,bu ,
while the receiving gain, GRX , with respect to the incoming signal direction ✓us . This
values depend on the antenna pattern chosen for the satellite and UT, as it is de-
scribed in Section 6.2.1.
The noise power at the receiver can be computed as follows [1], [12]:

















where Nf is the receiver noise figure, Ta is the receiver antenna temperature,  is the
Boltzmann constant, and T0 = 290 K is the reference noise temperature.
The SNR, SNR(DL)u , can be then obtained by subtracting Eq. 6.45 from Eq. 6.44:
SNR(DL)u = S
(DL)




+ 10 log10(G/T )u   Lsu (6.46)
where G/T is a typical figure of merit in SatCom systems, describing the receiver
characteristics by means of the ratio of the antenna receiving gain, G, in the consid-
ered direction and the system noise temperature, T at the input of the receiver3. It
can be written in general as:
G/T = GRX  Nf   10 log10(T0 + (Ta   T0)10 0.1Nf ) (6.47)
3The system noise temperature can be written in linear units as follows:
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The last thing that needs to be considered is the interference. The interference












while the overall interference at the u-th user in the b-th beam is given by:











with Nint being the number of co-channel, co-polarized and cross-polarized beams,
and Nsat the number of satellite in the constellation. It shall be noticed that, in the i-
th interference term, the satellite EIRP is now computed based on the angle between
the i-th interfering antenna boresight and the direction of the u-th intended user in
the b-th beam. Similarly to the SNR, from Eq. 6.49, it is straightforward to obtain the
Signal-to-Interference Ratio (SIR), SIR(DL)u , by subtracting Eq. 6.49 from Eq. 6.44.










It is worthwhile highlighting that the above formulation for the DL performance
can be applied to any SatCom system for either the user- or the feeder-link, and can
be used also for analyses on all the systems foreseen for NTN [11], [12].
6.2.3 Uplink
FIGURE 6.8: Geometry for LB computation (Uplink).
For the sake of clarity and without losing generality, as it has been done for the
DL, the mathematical framework for the UL LB computation is presented consid-
ering one satellite and two beams. However all the assumptions hold for all the
satellites and beams considered in a multi-satellite, multi-beam system. The refer-
ence scheme adopted is shown in Figure 6.8, where: i) the u-th reference user for
the LB computation is randomly located inside the b-th reference beam; ii) dus is the
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slant range of the u-th user in the b-th beam, with respect to the s-th satellite; iii) the
interfering i-th users are randomly located in both the reference b-th beam and the
interfering i-th beams; iv) dis is the slant range of the interfering i-th user towards
the s-th satellite; v) ✓s,bu denotes the angle between the boresight of the b-th reference
antenna on the s-th satellite and the u-th user; vi) ✓us denotes the angle between the
boresight of the u-th user’s antenna and the s-th satellite; vii) ✓s,b
i
denotes the an-
gle between the boresight of the b-th receiving antenna on the s-th satellite and the
i-th interferer; viii) ✓is denotes the angle between the boresight of the i-th interferer’s
antenna and the s-th satellite.
As in the DL, the intended power received by the b-th satellite antenna from the












where differently from Eq. 6.44 in the DL, the EIRP is a function of the UE antenna
radiation pattern with respect to the angle between the UE antenna pointing and
the s-th satellite direction, ✓us . While the receiving gain of the b-th antenna of the
s-th satellite, is a function of the angle ✓s,bu and depends form the satellite antenna
pattern, as it is described in Section 6.2.1. The path loss Lus corresponds to the one in
Eq. 6.44.
The noise power in the UL can be computed by using Eq. 6.45, but differently
from the DL, Nf is the satellite payload noise figure, and Ta is satellite antenna
equivalent noise temperature. The UL SNR is then obtained as:
SNR(UL)u = S
(UL)




+ 10 log10(G/T )s   Lus (6.52)
where G/T is the same fo Eq. 6.47, but it is now referring to the satellite payload
characteristics.
The interference from the i-th interfering UT, towards the b-th beam of the s-th













where the parameters are the same as in Eq.6.51, however it is worth highlighting
that EIRP (UL), and L are related to the position of the i-th interferer with respect to
the s-th satellite. Finally the overall interference towards the reference b-th beam of












with i = 1, . . . , Nint, being Nint is the number of interfering UT. It shall be noticed
that the i-th interference term, is represented by either i) a UT served by the refer-
ence b-th beam of the reference s-th satellite; ii) a UT served by another beam of the
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same s-th satellite; iii) or a UT served by another beam-satellite pair of the constella-
tion. Moreover the interference should be considered coming from UT transmitting
towards co-polarized beams and cross-polarized beams. From Eq. 6.54, it is straight-
forward to obtain the SIR from the u-th UT transmitting towards the b-th antenna
of the s-th satellite, SIR(UL)
u,s,b
, by subtracting Eq. 6.54 from Eq. 6.51; then the overall












As discussed for the DL, the above formulation for the UL performance can be
applied to any SatCom system for either the user- or the feeder-link, and can be used




In the previous chapters the ESiM2M simulator has been described and a thorough
description of the mathematical framework behind its main modules has been given.
The main goal of ESiM2M is to serve as a tool for deriving analyses regarding the
S-IoT scenario described in Chapter 1. In the remainings of this chapter an intro-
duction to the main Air Interfaces, study case of the author’s publications, will be
given; focusing in particular on the RA aspects of E-SSA and NB-IoT. Then the re-
sults derived from the delay, Doppler, and link budget analyses for NB-IoT in the
framework of NTN standardisation in 5G will be given. Finally a side study IoT
services over Galileo satellite constellation will be introduced.
7.1 Air Interfaces
7.1.1 E-SSA
Demand Assignment Multiple Access (DAMA) techniques, like the DVB, are widely
used for connection-oriented satellite networks supporting voice and bulky data
transmission applications. Such systems typically combine DAMA with an initial
RA procedure for capacity request purposes, requiring longer setup time and unnec-
essary signalling overhead with respect to a pure RA approach. As opposed to the
latter, IoT communications are characterized by: i) low packet size; ii) low data rate;
iii) low duty cycle; iv) very large number of communicating terminals. Then for these
kind of services the synchronization overhead of reservation-based approaches, like
DAMA, greatly reduces the system efficiency, thus a pure RA solution is preferred
for the return link. Classical RA schemes have been widely investigated in the lit-
erature and are known not to perform well in the satellite environment [133], [134],
however in the recent past some appealing alternatives have been proposed [126].
E-SSA is a high efficiency transmission protocol for IoT to be used in hybrid
satellite-terrestrial networks. It aims at solving the weaknesses identified for the
legacy SSA scheme, providing remarkable enhancements in terms of robustness and
absolute throughput over the latter, thanks to a more advanced digital signal pro-
cessing at the GW. For what concern the multiple access technique, E-SSA is based
on a modified version of the 3GPP W-CDMA. Instead of using standard Direct Se-
quence Spread Spectrum (DS-SS) where every UT is given a spreading sequence,
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E-SSA uses the same pseudo-random sequence for all the UTs, relying on the asyn-
chronous nature of the system to differentiate between different UTs and mitigate
the effect of interference [135]. Being CDMA based, E-SSA structure is not organ-
ised into frames, thus messages are sent by UTs whenever they are ready. There are
no replicas in E-SSA as spreading is used to increase the probability of decoding a
packet instead of time diversity.
FIGURE 7.1: Enhanced Spread Spectrum ALOHA algorithm descrip-
tion from [126].
The E-SSA demodulator is the heart of the system and provide reliable detection
of the incoming packets, even under heavy MAC channel load, exploiting Iterative
SIC (iSIC) approach, shown in Figure 7.1, which transforms SSA biggest problem,
i.e., multiple access carrier power unbalance, in an advantage. The received signal,
containing the superimposition of many asynchronously generated packets, is band-
pass filtered, sampled, digitally down-converted to baseband with I-Q components
and stored in a digital memory. Then packets are decoded through a sliding-window
process. The memory window size, W , on which the iSIC is performed has a length
of around 3 times the packet duration. The window is shifted in time after Niter iSIC
iteration by a discrete amount,  W , which is between 1/3 and 1/2 of W [126], [136].
At each window step, the following functions are implemented, [137]:
1. Store in the detector memory the new baseband signal samples corresponding
to the current window step.
2. Perform packets preamble detection and select the packet with highest SINR
value.
3. Perform data-aided channel estimation for the selected packet over the pream-
ble.
4. Perform FEC decoding of the selected packet.
5. If the decoded FEC frame is considered correct then:
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a) perform enhanced data-aided channel estimation over the whole recov-
ered packet;
b) reconstruct at baseband the detected packet for the subsequent cancella-
tion step;
c) perform interference cancellation.
6. Repeat from step 2 until the maximum number of SIC iterations are performed,
when the limit is reached, advance the observation window by  W .
The key steps for a good E-SSA detector performance are the packet preamble de-
tection and the SIC process.
7.1.2 NB-IoT
The 3GPP recognizing the importance of IoT has introduced a number of key fea-
tures for supporting the latter since Release 13, providing progressively improved
support for Low Power Wide Area Network (LPWAN). In fact, Release 13 EC-GSM-
IoT [138] and LTE-eMTC [138] aim to enhance existing GSM and LTE networks, for
better serving IoT use cases. A third technology, the so called NB-IoT [139], shares
this objective as well. While it is designed to achieve excellent coexistence with
legacy GSM and LTE technologies, NB-IoT is actually a new technology and, as a
consequence, not fully backward compatible with existing 3GPP devices [140]. Ac-
cording to 3GPP, NB-IoT aims at offering [141]: i) ultra-low complexity devices to
support IoT applications; ii) improved indoor coverage of 20 dB compared to legacy
GPRS, corresponding to a Maximum Coupling Loss (MCL) of 164 dB while sup-
porting a data rate of at least 160 bps for both uplink and downlink; iii) support of
massive number of low-throughput devices (at least 52547 devices within a cell-site
sector); iv) improved power efficiency (battery life of 10 years) with battery capac-
ity of 5 Wh and transmission power depending on the terminal power class (e.g.,
23 dBm for Power Class 3, 20 dBm for Power Class 5 and 14 dBm for Power Class 6);
and v) exception report latency of 10 s or less for 99% of the devices.
FIGURE 7.2: NB-IoT deployment, [140].
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FIGURE 7.3: Example NB-IoT design, [142].
An operator can deploy NB-IoT inside an LTE carrier by allocating one of the
Physical Resource Blocks (PRBs) of 180 kHz to NB-IoT, or in GSM spectrum, reduc-
ing the deployment costs. Three different modes of operation, depicted in Figure 7.2,
have been defined [143]:
• In-Band: NB-IoT deployed inside an LTE carrier, with a carrier consisting of one
180 kHz resource block. In this case, LTE and NB-IoT share transmit power at
the Base Station (BS).
• Guard-Band: the NB-IoT channel is placed in a guard band of an LTE channel.
The NB-IoT downlink can share the same power amplifier as the LTE channel.
• Stand-Alone: NB-IoT is standalone with at least 180 kHz of the GSM spectrum.
All the transmit power at the BS can be used for NB-IoT, which thus signifi-
cantly enhances the coverage.
Similar to existing LTE UEs, an NB-IoT UE is only required to search for a carrier
on a 100 kHz raster, referred as anchor carrier [140], intended for facilitating UE ini-
tial synchronization. An anchor carrier can only be placed in certain PRBs. NB-IoT
reuses the LTE design extensively, including the numerology, with Orthogonal Fre-
quency Division Multiplexing (OFDM) for the Downlink, Single-Carrier Frequency
Division Multiple Access (SC-FDMA) for the Uplink, channel coding, rate matching,
interleaving, etc. Although in the DL, NB-IoT fully inherits numerology from LTE,
in the UL, besides the Sub-Carrier Spacing (SCS) of 15 kHz inherited from LTE, a
3.75, and 1.25 kHz SCS are also supported and single tone assignment could be used
for the UL transmissions [140], [144]–[146].
In order to satisfy the stringent battery consumption requirement for IoT ap-
plications, NB-IoT adopts some protocol enhancement like: i) extend Discontinu-
ous Reception (eDRX); and ii) Power Saving Mode (PSM). NB-IoT adopts different
procedures for the optimisation of small data transmissions: i) Control Plane CIoT
Evolved Packet System (EPS) optimisation (CP); ii) User Plane CIoT EPS optimi-
sation (UP). Finally to ensure an improved coverage a high number of repetitions is
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used for initial network access and data transmission[138], [141], [147], [148]. A wide
range of IoT services are being embraced and NB-IoT deployment is going to satisfy
most of the requirements for these services, from smart metering, smart cities and
buildings, environmental and agriculture monitoring, up to animal/people track-
ing. However there are many application scenarios for IoT for which terrestrial net-
work deployment is unfeasible or not economically profitable, here SatCom have
the potential to play an important role, as previously mentioned. In this framework
the recently approved 3GPP study item on NB-IoT over NTN is of paramount im-
portance for the development of this technology.
7.1.2.1 Random Access
The RA procedure for NB-IoT has been studied with particular emphasis in the au-
thor’s work, and will be the pivotal point of the analyses presented in the following
sections. The RA procedure is a very crucial step of the NB-IoT network since it
allows the NB-IoT UEs to achieve uplink synchronization, obtain a permanent ID,
and initiate uplink data transmission. From an high-level point of view the RA pro-
cedure for NB-IoT follows the same message flow of LTE, with the main difference
of using repeated transmission for each message in the RA procedure.
FIGURE 7.4: Example of NPRACH resources allocation [148].
Firstly the UE needs to synchronize in time and frequency with BS, then the
UE uses the information broadcasted by the BS to retrieve the necessary parame-
ters to access the network. In order to serve UEs in different coverage classes, who
experience different ranges of path loss, the network can configure up to three Nar-
rowband Physical Random Access Channel (NPRACH) resource configurations in a
cell, as shown in Figure 7.4. Each UE measures its downlink received signal power to
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estimate which of the three coverage levels it belongs to. In each configuration, a rep-
etition value is specified for repeating the messages in the RA procedure as well as
the level of transmission power. Furthermore NB-IoT allows flexible configuration
of NPRACH resources in a time-frequency resource grid[144]. Once the coverage
class has been determined, the actual RA procedure can start. NB-IoT supports both
contention-based and contention-free RA procedures. The message exchange occurring
between the UE and the BS is depicted in Figure 7.5 for the contention-based RA
procedure.
FIGURE 7.5: Contention-based Random Access.
TABLE 7.1: Preamble formats
Format P N TCP SCS
0 4 5 66 µs 3.75 KHz
1 4 5 266.7 µs 3.75 KHz
2 6 3 800 µs 1.25 KHz
Message 1: The UE chooses a preamble among the 48 (or 144 according to the pream-
ble format) and transmits it to the serving BS over the NPRACH. It is worth
highlighting that UEs will compete for the same NPRACH resources, hence
collisions will occur if the same preamble is chosen by more than one UE. As
shown in Table 7.1, there are three different NB-IoT preamble formats. As a
baseline, a preamble consists of P symbol groups, with each symbol group
comprising the Cyclic Prefix (CP) and N identical symbols, the sequence. Each
symbol group is transmitted on a different subcarrier, then the tone frequency
index changes from one symbol group to another, resulting on a frequency
hopping applied on symbol group granularity. This inner frequency hopping is
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restricted to 12 (or 36) contiguous subcarriers and follows the same pattern for
each repetition of the preamble. Up to 128 repetitions of preamble are allowed
for each RA attempt, based on the coverage level of the UE, [149]. The starting
subcarrier define both the inner hopping and the outer frequency hopping among
the preamble repetitions.
Message 2: If the BS detects an NPRACH preamble, it responds to the request, on
the Narrowband Physical Downlink Control Channel (NPDCCH), with the
Random Access Response (RAR) message. The latter should be received by the
UE within a RAR window, starting after the transmission of the last preamble
repetition. The maximum duration of the RAR time window is extended, com-
pared to the one of LTE, up to 10.24 s, [149]. After the timer expiration, the UE
could attempt a new RA procedure. Then if the maximum number of attempts
is reached without success, the UE proceeds to the next coverage level, if this
level is configured, and try the procedure again. If the total number of access
attempts is reached, an associated failure is reported to the RRC. The NPDCCH
is addressed by the RA-RNTI, allowing the UE to know if the RAR is meant
for him. With the RAR message the UE gets a Temporary C-RNTI, the Timing
Advance (TA) command for time synchronization, as well as scheduling infor-
mation pointing to the radio resources that the UE has to use to transmit the
subsequent messages. Basically, from this step on, the transmission of the data,
either in DL or UL, is orchestrated by the BS. This means that the BS guaran-
tees that different resources (time/frequency) are assigned to various UEs in
order to avoid packet collision.
Message 3: The device will include its identity, as well as a scheduling request [141],
[145], [150]. Furthermore, it will also report its data volume status and power
headroom, to facilitate the base station scheduling and power allocation deci-
sion for subsequent transmissions. At this step, the HARQ protocol is used by
both, the UE and the BS, for the message exchange. Basically, after each packet
transmission, the UE has to wait for an ACK or NACK by the BS, or vice versa,
to know whether the packet was correctly received. If not, the same packet is
retransmitted.
Message 4: Upon reception of the Contention Resolution indicating that the random
access procedure is successfully finalized, the network assigns a permanent ID
to the UEs which had a successful RA procedure, i.e., the Temporary C-RNTI
become permanent. At this point, the UE make the transition from RRC Idle to
RRC Connected Mode. Likewise RAR time window, also the MAC contention
resolution timer is extended up to 10.24 s. If the contention resolution message
is not received before this timer expires, the UE could retry the RA procedure
from Msg1 [140], [141], [144], [145], [147], [149]–[153].
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7.1.2.2 Main Challenges for NTN integration
In this section, the main challenges to be faced concerning the integration of NB-IoT
over satellite links, are highlighted. In particular, the focus is on LEO satellites due
to the latency and link budget constraints for the mMTC-NB-IoT scenario. While the
following item list is not completely exhaustive of all the possible issues to be tacked
in the whole study, it includes the most important parameters:
Latency: even if the latency constraints in NB-IoT are relaxed [141], some timers
coming from LTE architecture have to be taken into account into the investi-
gation. In particular the study on the 3GPP standards highlighted the pres-
ence of timers in the RA procedure, shown in Figure 7.5, and RRC procedures
that might be incompatible with SatCom channel RTT delays, which are: i) CP
length; ii) RAR time window size; iii) TA; iv) Contention Resolution window
size; v) RRC Timers procedure; and vi) HARQ.
Doppler effect and phase shift: due to the NB-IoT frame structure, with really nar-
row and close subcarriers, the characteristics Doppler and phase impairments
of a satellite communication channel, in particular when LEO or MEO satellites
are considered, could prevent a successful transmission.
Battery life: NB-IoT requirements suggest a battery life around 10 years. The larger
RTT, typical for satellite communications, will imply longer wake up period
for devices in order to perform access procedures and data transmission. Fur-
thermore, higher power, with respect to the terrestrial case, could be needed in
order to close the link. These issues could prevent the long duration of batter-
ies.
Link budget: power constraints of Satellite, BS, and NarrowBand UE must be con-
sidered for the feasibility of GEO and LEO feeder and user links, on both for-
ward and return paths.
7.2 Link Budget related Analysis
The following section is directly derived from the outcomes of the author’s publica-
tion "NB-IoT over Non-Terrestrial Networks: Link Budget Analysis", [70], in the frame-
work of the 3GPP study item on NTN standardisation process. Although many
different aspects have been studied in the recent past in order to better understand
the requirements for NB-IoT integration over NTN, a complete link budget analysis
taking into account the parameters approved in 3GPP study items is not available.
An initial interesting analysis of the link budget is presented in [69], where the case of
a single satellite, in LEO at a given elevation angle, is addressed to shed light on the
trade-offs between the link parameters and the payload characteristics. However, to
fully support the system design of future NB-IoT over NTN, the link budget analy-
ses shall consider the NTN architecture in its entire complexity, in particular it shall
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address the effect of moving non-geostationary satellites, i.e., different elevation an-
gles, actual propagation conditions, and multi-beam and multi-user interference.
In the following, this analysis is presented, providing the link budget evaluation
for an NB-IoT systems by considering fixed IoT device on Earth and moving LEO
satellites in different constellations, accounting for the multi-beam interference, in
the down-link, and the multi-user interference, in the up-link. It is important high-
lighting that the results presented in the following sections rely on the mathematical
framework for Link Budget computation presented in Section 6.2. In doing this anal-
ysis, the NTN system architecture options currently considered within 3GPP and the
system assumptions are discussed, and a link budget calibration in both the down-
link and the up-link according to [11], [12] is performed, by extending to NB-IoT the
work reported in [39].
7.2.1 System Architecture
With reference to Figure 7.6, the main elements of the high-level system architecture
[12] are: i) a UE, which is a NB-IoT device, fixed or mobile; ii) a regenerative pay-
load satellite or Unmanned Aircraft System (UAS), providing connectivity to the UE
through the user link; iii) a gNB implemented on the satellite; iv) a ground segment
GW interconnected to the flying platform through the feeder link; v) the NGC.
FIGURE 7.6: High-level system architecture: access based on regener-
ative payload.
The aforementioned architecture can be declined into different scenarios, [11],
depending on the orbit and altitude of the flying platforms. In the first stage of stan-
dardisation for NTN, the focus is on GEO platforms and LEO platforms at 600 and
1200 km of altitude. For LEO platforms, the coverage can be achieved with fixed or
moving beams. In the former case, the on-board antenna keeps serving the same on-
ground area while the satellite moves on its orbit (steerable antennas). In the latter
case, the served on-ground area is moving together with the satellite. Later in this
analysis, if not otherwise specified, the following system configuration is assumed:
direct access, regenerative payload, LEO or GEO multi-beam platform operating in
S-band, with moving beams for LEO constellations. This configuration refers to sce-
nario B and scenario D2 in [11], as shown in Table 1.1.
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7.2.1.1 Single- and Multi-Satellite Scenarios
For the Single-Satellite (S-S) scenario, the coverage area of the satellite, thus the
multi-beam layout, are defined in u-v coordinates. Assuming ✓3dB as the antenna
3 dB angle, the beam radius on the u-v plane is defined as R3dB = sin(✓3dB). The
hexagonal tessellation on the u-v plane is then obtained by locating the adjacent





3 sin(✓3dB), as it is explained in [11], [39]. An example of satellite an-
tenna pattern, with hexagonal tessellation is represented in Figure 7.7. In [11], the
values of ABS for LEO and GEO systems, are provided assuming for the satellite
antennas the Bessel radiation pattern of [12], and described in Eq. 6.42. On the other
hand, for the UE an omnidirectional antenna has been considered, thus regardless
the angle of departure and arrival defined in Section 6.2 the maximum gain has
been considered for the UE antenna. For what concern the UE, it is worth mention-
ing that the noise power at the receiver is considered independent of the UE, i.e., it
is the same for every UE and satellite’s beam pairs. It is worth highlighting that the
antenna pattern described in [12] is defined regular with respect to ✓-  coordinates,
while the beam spacing is defined regular with respect to u-v coordinates, i.e., circu-
lar beams with radius R3dB are considered in [11]. This choice leads to a mismatch,
in fact a regular grid in ✓-  plane cannot be regular on the u-v plane and vice versa,
as specified in Chapter 3. Therefore moving away from the central beam of the cov-
erage, the surrounding beams begin to deform from the circular shape, leading to an
imperfect coverage. However in this work a perfect coverage, as initially intended
from 3GPP documentation, has been used.
(A) Hexagonal beam layout (B) Antenna radiation pattern
FIGURE 7.7: Example of coverage (u-v coordinates): LEO system in
S-band; hsat = 1200 km; FR3; 6 tiers (127 beams).
For the Multi-Satellite (M-S) scenario, the methodologies proposed in [11] and
[99] have been taken into account. In particular this work focuses on the Option-1 de-
scribed in Chapter 4, for simulation based on a reference constellation, defining the
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parameters, e.g., number of orbits/satellites, number of beams. The detailed param-
eters can be determined jointly with consideration on the RF characteristic of beams
together with design principle for constellation, e.g., how to achieve global coverage.
Considering a specific satellite, with a specific altitude and position, and referring
to the beam layout previously defined, it is possible to derive the coverage on the
Earth’s surface for that flying platform, thus the coverage for the entire constellation.
This computation relies on the geometrical relationships between satellite FOV and
access area defined in Chapter 3. The antenna pattern for each satellite in the con-
stellation is derived with the same procedure detailed for the S-S scenario, however
a different number of beams per satellite have been used, as shown in Table 7.4. It is
worth highlighting that for this purpose, in the satellite coordinate reference system,
the u-axis is pointing towards West and consequently the v-axis is pointing towards
North, because of the convention adopted by the 3GPP for the NTN standardisation
process, [11].
7.2.2 Numerical Results
The link budget analyses for single- and multi-satellite scenarios, is performed by
means of Monte Carlo simulations, based on the configurations reported in Tables
from 7.2 to 7.4 which are derived from [11], [154], [144], and [99]. The results de-
tailed in this section are derived following the mathematical framework described
in Section 6.2. The reference satellite-UE geometry, for the LB computations, in both
S-S and M-S scenarios, is the one depicted in Figures 6.7 and 6.8.
Although [11] does not explicitly consider the NB-IoT case, the selection of these
parameters is based on the observation that the smaller antenna size at the satellite,
as it is in Set-2, is adequate also to the NB-IoT case. As a matter of fact in an S-IoT
scenario, not only the IoT devices must be low-cost and low-energy, but it is equally
important to have small, low-complexity equipment also in the space segment to
reduce the cost of the infrastructure and thus the need of a small low cost antenna at
the satellite. Although the parameters chosen for the constellations allow to achieve
a global coverage, the actual antenna implementation that allows to obtain such a
massive number of beams, could be impractical, in particular on small and cheap
LEO platform. It is a fair assumption that a lower number of beams will be consid-
ered for actual implementations. Furthermore constellations with partial coverage
will be probably considered for IoT services in the near future, and therefore these
aspects will be subject of future studies.
Also, since NB-IoT terminals are not defined in the same 3GPP simulation set, the
system bandwidth has been modified in line with the NB-IoT system, by choosing
180 kHz for the DL and 3.75, 15, 45, 90, 180 kHz for the UL, regardless to the adopted
Frequency Reuse (FR) scheme, i.e., Full Frequency Reuse (FFR) and Frequency Reuse
3 (FR3). For the sake of synthesis, only the results for the case with B = 45 kHz will
be shown for the UL scenario, i.e., the Narrowband Physical Uplink Shared Channel
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TABLE 7.2: Satellite parameters for S-band (Set-2 [11]).
Parameter GEO
LEO
600 km 1200 km
a: equivalent antenna radius [m] 6 0.5 0.5
 EIRP : EIRP density [dBW/MHz] 53.5 28 34
GTX,max: max TX gain [dBi] 45.5 24 24
GRX,max: max RX gain [dBi] 45.5 24 24
G/T [dB/K] 14 -4.9 -4.9
N. beams 61-FFR; 127-FR3; 19-retained
TABLE 7.3: NB-IoT terminal parameters for S-band [144], [154].
Parameter Value
PTX : transmission power [dBm] 23
GTX,max: max TX gain [dBi] 0
GRX,max: max RX gain [dBi] 0
Ta: antenna temperature [K] 290
Nf : noise figure [dB] 9
Polarisation linear
BDL: DL bandwidth [kHz] 180
BUL: UL bandwidth [kHz] 3.75, 15, 45, 90, 180
(NPUSCH) Format 1 configuration, with 3 tones allocation [144]. The UE parameters
refer to [154] and [155], considering NB-IoT Class 3 terminals.
7.2.2.1 Single-Satellite Scenario
For S-S scenario the beams are located on the u-v plane so as to have equivalent
elevation of the satellite at 45  (GEO) or at 90  (LEO) [11] from the coverage center.
A variable number of tiers is considered depending on the FR scheme so as to ensure
that the same number of interfering beams is considered for all scenarios; in order
to properly model the overall interference experienced by each UE, the numerical
results are gathered from the 19 internal beams only, which are highlighted by the
thick blue line in the example in Figure 7.7a. The UEs are deployed in the coverage
on a regular grid in u-v coordinates. It shall then be noticed that, in the DL, the
interference towards any UE is generated by the co-channel transmitting antennas
on the satellite; thus, interference is defined by geometry, i.e., it is fixed given the
receiving UE location and the beam layout configuration. The only stochastic aspect
to be taken into account is the shadow fading, modelled as a log-normal random
variable L  ⇠ (0, 2) with the values of  2 depending on the UE’s elevation angle
[12]. As for the UL, interference is clearly depending on the specific interfering UE
locations. In this case then, both the stochastic shadow fading and the interference
source location vary through Monte Carlo iterations. Furthermore the interference is
not defined by geometry as in the DL, but it is impacted by the scheduling algorithm,
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TABLE 7.4: Constellation parameters for S-band [99].
Parameter GEO
LEO
600 km 1200 km
Orbit type GEO LEO, circular
Orbit inclination 0  87.5 
No: N. orbits 1 17 10
Ns: N. satellites (per orbit) 4 30 17
Beam diameter (at nadir) [km] 450 190 90
Nb: N. beams (per satellite) 547 127 91
which is assumed to be random, with one UE per beam transmitting at each iteration
as it is in [11].
Figures from 7.8a to 7.8c, show the Carrier-to-Noise Ratio (CNR)1, CIR and CINR
Cumulative Distribution Function (CDF) for the DL, while figures from 7.9a to 7.9c
for the UL. Table 7.5 provides the mean and standard deviation of the CINR for
all cases. As can be seen from the results, the CINR with FFR is quite low for all
scenarios; this is related to the severe interfering environment since no interference
management technique is implemented. An improvement of the performance can
be seen for FR3. The difference in the standard deviation between the DL and the
UL scenarios is motivated by the fact that, in the DL, interference is defined by ge-
ometry, i.e., the beam layout is fixed and the interfering satellite antennas are always
transmitting towards their beam centers; while in the UL, a random scheduling algo-
rithm is implemented to identify the interfering users at each time frame and, thus,
an increased variability arises.
7.2.2.2 Multi-Satellite Scenario
The simulations for the M-S scenario are time-driven, i.e., at each time instant the
geometry of the constellation changes, thus the link budget and interference com-
ponents change. Then both the satellite constellation geometry, and the stochastic
shadow fading previously described, vary through Monte Carlo iterations. The UEs
are deployed on a regular lat-lon grid and the statistics are gathered from all the
points of the grid. The performance analysis is then computed for the whole evo-
lution in time of the satellite constellation, considering a uniform user deployment.
For each constellation geometry, the UE are assigned to the best satellite/beam pair
according to the link budget fixed terms, i.e., the antenna pattern for the constellation
is projected in lat-lon coordinates, as previously described, then the highest value of
G   Lfs is chosen for each UE such to identify the best serving satellite/beam pair.
An example of global coverage, showing the link budget fixed terms, is depicted in
1The 3GPP documentation refers to CNR, Carrier-to-Interference Ratio (CIR), and Carrier-to-
Interference plus Noise Ratio (CINR), thus in this chapter the same nomenclature has been adopted,
in order to be compliant with the specifications. However it is important to highlight that those values
corresponds to SNR, SIR, and SINR computations presented in Section 6.2.
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(A) Downlink link budget for GEO satellite
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(B) Downlink link budget for LEO satellite at 1200
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CNR - FFR - 180000 Hz
CIR - FFR - 180000 Hz
CINR - FFR - 180000 Hz
CNR - FR3 - 180000 Hz
CIR - FR3 - 180000 Hz
CINR - FR3 - 180000 Hz
(C) Downlink link budget for LEO satellite at 600
km.
FIGURE 7.8: Downlink Link Budget.
Figure 7.10. The minimum elevation angle considered for the UE is 10 . In the DL,
the useful received signal, C (Eq. 6.44), is computed with respect to the best serv-
ing satellite/beam pair while the interference, I (Eq. 6.49), is considered from all the
satellite/beam pairs visible to the UE. As opposed to the S-S scenario here the inter-
ference toward any UE is not only dependent by the beam layout geometry, but also
from the satellite-UE relative positions, i.e., slant range and elevation angle with
respect all the constellation satellites. As for the UL, a random scheduling is per-
formed in the same fashion of S-S scenario, such to select only one transmitting UE
for each beam of every satellite. Then the interference towards all the satellite/beam
pairs visible from the UE are computed, as previously described, accounting for the
satellite-UE relative geometry. In this case then the interference is also impacted by
the scheduling algorithm.
For the sake of synthesis, CDF graphs are not shown but a summary of the re-
sults, with mean and standard deviation of the CINR for all cases, is shown in Table
7.5. As it is expected the mean values of all cases are lower with respect to the link
budget calibration results shown previously, while the standard deviation is higher.
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CIR - FR3 - 45000 Hz
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(B) Uplink link budget for LEO satellite at 1200 km
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CIR - FR3 - 45000 Hz
CINR - FR3 - 45000 Hz
(C) Uplink link budget for LEO satellite at 600 km.
FIGURE 7.9: Uplink Link Budget.
These results are motivated by the fact that, the coverage is much bigger with re-
spect to the S-S scenario; focusing on the LEO at 600 km for example, the coverage
is composed from Nbeams = 127 beams, opposed to the 19 retained beams for the
statistics for the S-S scenario.
Numerical results show that FFR schemes require the implementation of inter-
ference management techniques, while for multi-color FR schemes the link budget
already provides a good performance. It is worthwhile highlighting that the study
on NB-IoT integration in NTN is on-going within 3GPP, so future works will target
the evolution of this standardisation process.
7.3 Doppler related Analysis
The following section is directly derived from the result of the author’s publication
"Doppler Impact Analysis for NB-IoT and Satellite Systems Integration", [67]. Few scien-
tific works have been already published on the topic of Doppler impacts for NB-IoT
integration on SatCom systems: [30], [66] study the effects of the high Doppler in-
duced by non-geostationary satellites and the possible countermeasures; while [68]
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FIGURE 7.10: Example of satellite constellation coverage (1200 km).
TABLE 7.5: Single- and Multi-Satellite results: CINR µ and   in dB.
Case
GEO LEO1200 LEO600
µ   µ   µ  
DL (S-S)
FFR -5.04 1.20 -1.65 1.22 -1.65 1.22
FR3 -3.03 1.33 5.06 0.69 5.07 0.68
DL (M-S)
FFR -9.24 6.09 -8.13 2.81 -8.37 2.59
FR3 -8.50 6.42 -1.20 3.16 -1.34 3.35
UL (S-S)
FFR -4.65 1.62 -1.20 2.01 -0.82 2.15
FR3 -2.48 1.42 5.98 1.14 8.24 1.23
UL (M-S)
FFR -6.45 6.40 -3.81 3.56 -3.50 3.20
FR3 -5.26 3.85 0.21 3.34 3.55 4.53
addresses the design of a NB-IoT receiver in the presence of Doppler effects, at the
GW side. In the remainings of the section an analysis for the Doppler shift and Car-
rier Frequency Offset (CFO) compensation will be given, with a particular attention
on the satellite user link (UE-to-Sat). While the following analysis is not completely
exhaustive for all the possible issues to be tackled in the whole study, it includes the
most important challenges to be faced.
7.3.1 System Architecture
For the purpose of this Doppler analysis it has been assumed satellite constellations
operating in S-band, deployed at altitudes of 300, 800 and 1200 km from Earth. For
each altitude the same satellite constellation has been considered, with 66 satellites
distributed on 6 polar orbits spaced 30  apart, with 11 satellites on each orbital plane.
A minimum elevation angle of 10  is considered. In terms of system architecture, the
following assumptions are made for the considered system: i) the terrestrial users
are assumed to be uniformly distributed in the area covered by the satellite; ii) the
terrestrial users are directly connected to the satellite; iii) the satellites are assumed
to be transparent and to provide backhaul connection between the satellite gateway
(GW) and terrestrial terminals; iv) the GW is connected to the satellites through ideal
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feeder links, providing access to the terrestrial core network. Keeping in mind the
aforementioned assumptions, the physical channel experienced by each end user
varies instantaneously and can be modelled as:
h0k(t) = hk(t)e
j2⇡fdk t + nk(t) (7.1)
where hk(t) 2 C is the channel coefficient at time instant t with k = 1, ..., Nu, Nu
is the number of users in the coverage area, fdk and nk(t) represent the instanta-
neous Doppler and the noise respectively, experienced from the k-th terrestrial user
at instant t.
FIGURE 7.11: Reference Scenario.
The reference scenario is shown in Figure 7.11; it is based on the architecture for
a NTN featuring an access network serving terrestrial UEs and based on a satellite
with transparent payload, proposed in [12]. The terrestrial terminals are assumed
to be NB-IoT UEs, directly connected to the BS through the satellite link by means
of Uu LTE radio interface. The BS is conceptually located at the gateway, which in-
teracts with the LTE EPC. Thus, for both the backhaul and access links, the system
adopts OFDM in the downlink and SC-FDMA in the uplink, according to the afore-
mentioned physical channel characteristics of NB-IoT. For the sake of simplicity and
without losing generality, in the reference scenario two terrestrial users, in visibility
with the same satellite and in LoS conditions, have been considered. The discussion
in the following sections is made considering variable inter-UE distances between
the two users, D, with different satellite altitudes.
7.3.2 Numerical Results
LEO and VLEO satellites describe low orbits, ranging from 200 to 2000 km, therefore
their relative speed with respect to the ground is much higher compared to GEO.
This translates on a stronger Doppler effect experienced by the terrestrial users. Due
to the NB-IoT PRB deployment (in in-band operation mode), the UE must be able to
search the carrier of NB-PRB with a CFO up to ±7.5 kHz during the synchronization
procedures, according to [141] and [140]. Furthermore the slotted structure of the
NB-IoT physical channel is characterized by a narrow SCS (i.e., down to 1.25, and
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3.75 kHz for the UL), thus it is really susceptible to the Doppler effect as well as to
the CFO.
In the reference scenario, the Doppler experienced by the i-th user in the DL
channel and, vice versa, on the satellite with respect to the i-th user in the UL chan-
nel can be described as fdi = fdcommon +  fdi, as described in Section 6.1, where
fdcommon is the common part of the Doppler experienced by every user in the same
footprint while  fdi, the differential part, depends on the relative positions of users
in the footprint [7]. For the sake of simplicity in the rest of the discussion the feeder
link is considered ideal, then does not introduce Doppler impairments, but the math-
ematical formulation could be extended to a non-ideal feeder link.
Since each UE has to compensate its own experienced Doppler fdi and CFO im-
pairments, the differential Doppler is not an issue on the DL user link (Sat ! UE).
Indeed the whole bandwidth of 180 kHz will be received by each UE under the same
Doppler condition, with negligible effects on the single subcarriers. In the UL user
link (UE ! Sat), on the contrary, each UE generates its own SC-FDMA signal then
the differential Doppler must be compensated such that the frame structure seen by
the satellite does not contain overlapping information among subcarriers[7].
As discussed in [152] and [156], LTE physical layer is specifically designed to tol-
erate a Doppler up to 950 Hz. This value is related to SCS of 15 kHz used in LTE, and
correspond approximately to the 6.3% of the SCS. Therefore it is possible to assume
that a value of  fdi up to ⇡ 950 Hz could be tolerated for a SCS of 15 kHz while for a
SCS of 3.75 kHz the value of  fdi should be lower than ⇡ 240 Hz (3.75 kHz ⇥6.3%),
in order to fulfill the constraints on Doppler for NB-IoT.
7.3.2.1 Analysis on Carrier Frequency Offset and Doppler
This section is focused on the user link in both UL and DL directions. The effects of
CFO and Doppler on the signals received by both, target UE in the footprint and BS,
are evaluated. For the sake of clarity, it is worth mentioning that the index k refers
to the k-th user. The parameters used in the following formulation are defined in
Table 7.6.
It is assumed that the imperfections of the Local Oscillator (LO) on the UEk in-
troduce a frequency offset fk. Moreover both, the BS and satellite LO (in case of
frequency conversion), are perfectly centered in f0, which is the carrier frequency
of the system. Due to the nature of the SC-FDMA signal, a differential frequency
offset among UEs in the UL channel can degrade or even destroy the quality of the
link. In fact, each UE transmits its own signal affected by a CFO caused by the mis-
match between its own carrier frequency (non perfect low cost LO) and the system
carrier frequency (assuming perfect LO for BS). Furthermore the signal received by
the satellite is affected by the differential Doppler among users. Due to the CFO and
the differential Doppler among different UEs, the received baseband signal at the BS
7.3. Doppler related Analysis 137
TABLE 7.6: Nomenclature for CFO and Doppler analyses.
Definition Symbol
Number of UE in the cell N
Transmitted baseband signal BS ! UEk xT
Received baseband signal UEk! BS yR
Transmitted baseband signal UEk! BS xUEk
Received baseband signals BS ! UEk yUEk
Instantaneous channel coefficient for the k-th UE hk
Noise at the BS section nR
Noise at the k-th receiver section nk
System carrier frequency f0
Differential Frequency Offset of UEs (w.r.t. f0) f k
Frequency offset added by UEk local oscillator fk = f0 + f k
Doppler at time instant t for the k-th user (Sat ! UEk) fdk(t)
Doppler at time instant t+ ⌧ for the k-th user (UEk ! Sat) fdk(t+ ⌧)






The multiple access of baseband signals associated to each UE is managed by means
of SC-FDMA and the differential frequency offset and Doppler amongst UEs are
sources of degradation which must be compensated at the UE. In order to accom-
plish this procedure, each UE must be aware of the instantaneous Doppler with
respect to the satellite antenna. In this work a method based on the estimation of the
Doppler based on the DL channel is proposed. The DL signal received by each UE
is:
yUEk(t) = xT(t)hk(t)e
 j2⇡fdk (t)t cos(2⇡f0t) + nk(t) (7.3)
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In order to recover the data, the UE has to estimate the offset, f0dkU (t) = fdk(t) f k,








' xT(t)hk(t) + nk(t)
(7.5)
If the UE removes the estimated offset (f0dkU (t)) using frequency advance tech-
nique[157], [158], then the signal transmitted by each UE in the UL channel will
be:
y(t) = xUEk(t)e
 j2⇡ bf0dkU (t)tcos(2⇡fkt) (7.6)
The offset compensation should be intended with respect to the BS reference fre-
quency which is acquired by the UE at the switch on procedure every time the UE
resumes from the RRC_IDLE state[152]. It is worth recalling that the feeder link is







e j2⇡fdk (t+⌧k)tcos(2⇡fkt) + nR(t)
(7.7)















e j2⇡(fdk (t+⌧k)+f k)t + nR(t)
(7.8)
if the UL communication occurs within a sufficiently small time interval (⌧k) after
the offset has been estimated on the DL signal, it is possible to assume that bfdk(t) '
fdk(t + ⌧k) = fdk , so almost constant Doppler; then bf0dkU (t) = \(fdk(t)  f k) ⇡





 j2⇡2fdk t + nR(t) (7.9)
Therefore even if frequency advance technique is effective on removing CFO it can-
not compensate the Doppler effect resulting on corrupted data.
On the other hand, the use of the proposed Doppler pre-compensation strategy
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would mitigate the undesired differential Doppler if ⌧k is sufficiently short to con-
sider the Doppler almost constant. The main idea is to use the offset estimated on the
DL channel with opposite sign, in order to compensate the UL signal. In this case,
the superposition of all UE signals at the BS, after down-converting and filtering out













if bfdk(t) ' fdk(t+ ⌧k) = fdk . It is worth noting that the pre-compensation is opposite
to the frequency advance according to the formulation and, as a consequence, they
should be treated separately. As a matter of fact it is not possible to simultaneously
compensate both CFO and Doppler variation. Then, the most effective technique, in
order to compensate the error which causes the greater signal degradation, should
be chosen.
A further improvement of the aforementioned technique consists in the acquisi-
tion of two carriers at the UE terminal, exploiting them to recover both the frequency
offset due to the non-perfect LO and the one caused by the Doppler shift. Avoiding
the complete received signal notation, for the sake of notation simplicity, and focus-
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resent the Doppler effect on the two different carriers and  f (c) is the nominal fre-
quency difference between the two carriers. As already mentioned before, fk is the
oscillator frequency at the terminal side while f0 is the reference carrier frequency of
the system. The only unknown in the equation system (7.12) are fk and  v, which
can be computed unless an estimation error of the two carriers. After their com-
putation it is possible to use the results in the previously analysed solution for the
compensation of both the frequency offset, due to the LO imperfections, and the
differential Doppler.
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7.3.2.2 Residual Differential Doppler
In this paragraph, an evaluation of the differential Doppler over LEO satellites is
shown. The assessment has been performed using an analytical characterization of
the Doppler, which can be found in [128]. The aim of this paragraph is to quantify
the differential Doppler in worst case conditions and compare the obtained results
with the constraints given by NB-IoT. For the purpose of the analysis, the parameters
in Table 7.7 were used.
TABLE 7.7: Simulation parameters.
Parameter Value
Carrier Frequency 2.2 GHz
Satellite altitude range (hSAT) 300, 800, 1200 km
Orbits 6 circular-polar (30  apart)
Satellites per Orbit 11
Minimum elevation angle 10 
Reference UEs reciprocal distance 20  200 km










where the index k identifies the target UE while the index 1 is the reference UE for
that coverage area. As already mentioned, the Doppler compensation method is
efficient if and only if the value of ⌧k is sufficiently small. Furthermore it is worth to
recall that the common component of the Doppler, which is nothing but the Doppler
seen by the reference user in the coverage area, can be compensated by means of a















(A) Example of Doppler curves of reference UEs
for hSAT = 300 km
(B) Residual Differential Doppler
FIGURE 7.12: Doppler Shift and Residual Differential.
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In Table 7.8 are reported the simulation results for the maximum allowed values
of ⌧k, for a satellite altitude value ranging of 300, 800 and 1200 km. The values of each
row correspond to the worst case scenario for each value of hSAT , i.e., the maximum
inter-UEs distance among UEs in the same coverage area 200 km). Finally the max-
imum value of ⌧k has been computed in order to achieve a residual Doppler lower
than the maximum value of Doppler allowed for NB-IoT, as previously discussed.
Figure 7.12a shows an example of the normalized Doppler2 behaviour over time, for
two UEs placed at different relative distances (D) within the coverage area, with a
reference hSAT of 300 km. The time origin (0 min) coincides with the UE position at
the satellite’s nadir, when the Doppler experienced by the UE is null. The difference
between the curves of two users represents the differential Doppler which is seen by
the satellite antenna at each timing instant. This helps to have a better understanding
of the residual Doppler depicted in Figure 7.12b. As expected, the higher is the orbit
the lower is the differential Doppler. Furthermore it can be noticed that the differen-
tial Doppler increases with the relative distance among UEs. Figure 7.12b shows the
residual Doppler for a value of ⌧k = 1337 ms, which is the worst value acceptable
for a subcarrier spacing  fsc = 15 kHz and a satellite altitude hSAT = 300 km.
TABLE 7.8: Maximum values for ⌧k.
hSAT
⌧MAX ⌧MAX
 fsc = 15 kHz  fsc = 3.75 kHz
300 km 1337 ms 303 ms
800 km 9378 ms 2356 ms
1200 km 22511 ms 5686 ms
Further simulations has been carried on in order to assess the typical value of ⌧k
for an hypothetic system. For the purpose of the analysis, the parameters in Table 7.7
were used. The three different satellite constellations, with transparent payloads,
previously described have been used. Two different GW deployments on ground
has been considered in order to analyse two different scenarios. In Scenario 1, 100%
GW availability is ensured for each satellite for the whole constellation revisit pe-
riod, so each satellite is always visible from at least one GW. While in Scenario 2,
90% GW availability is ensured. Figure 7.13a and 7.13b shows the CDF of ⌧k, as the
signal propagation delay from UEk to the GW, for the first and second scenario re-
spectively. It is worth noticing that in Scenario 1 the requirements on the maximum
value of ⌧k are met for all the UE served by the constellation, while it is not possible
to meet the requirements in Scenario 2, where the satellites are not always visible at
least from one GW, as shown in Figure 7.13b.
2Multiplying by the system frequency, it is possible to derive the value of Doppler shift for any
carrier, for a satellite altitude of 300 km.
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(A) Scenario 1: ⌧k distribution for 100% GW avail-
ability
(B) Scenario 2: ⌧k distribution for 90% GW avail-
ability
FIGURE 7.13: ⌧k distribution.
7.4 Delay related Analysis
The following section is directly derived from the analyses detailed in the author’s
publication "Architectures and Key Technical Challenges for 5G Systems Incorporating
Satellites", [7]. The remainder of the section will focus on delay aspects related the
main PHY/MAC NB-IoT procedures.
7.4.1 Timing Advance
TA procedure is used to control uplink signal transmission timing, in order to main-
tain a perfect alignment among all the transmission from all the UEs served by the
same BS. The TA in NB-IoT is performed from the UE assisted by the BS and follow
the same steps as legacy LTE. Upon reception of a timing advance command, the UE
shall adjust uplink transmission timing for NPUSCH based on the received timing
advance command. Like in LTE, the timing advance command indicates the change
of the uplink timing relative to the current uplink timing as multiples of 16Ts, where
Ts = 1/(15000 ⇥ 2048) s is the time unit for LTE. The transmission of the uplink ra-
dio frame from the UE shall start (NTA +NTAoffset)⇥ Ts seconds before the start of
the corresponding downlink radio frame at the UE. Where NTA is the timing offset
between uplink and downlink radio frames at the UE, expressed in Ts units, and it is
define as NTA = TA⇥16. The timing advance command, TA, is given by the BS to the
UE in order to properly perform the time adjustment. If the timing advance com-
mand reception ends in the downlink subframe n the uplink transmission timing
adjustment should be applied from the first available NB-IoT uplink slot following
the end of n + 12 downlink subframe and the first available NB-IoT uplink slot for
NPUSCH transmission. This leads to the conclusion that it is possible to compensate
a time misalignment among UEs for the uplink transmission, up to a maximum of
7.4. Delay related Analysis 143
0.67 ms for NB-IoT, which is also the maximum supported value for TA in legacy
LTE3, [144], [145], [150].
TABLE 7.9: Simulation parameters.
Parameter Value
Carrier Frequency 2.2 GHz
Sat Altitude 600  1500 km
Elevation Angle 90°
Minimum Elevation Angle 10°
Reference UEs reciprocal distance 40  200 km
Let us consider the scenario depicted in Figure 7.11 but with different satellite
altitudes and fixed relative distances among users in the satellite footprint, as de-
scribed in Table 7.9. In the reference scenario, the maximum allowed TA must corre-
spond to the maximum difference of the propagation delay of signals between UEs
and Sat, i.e. in the worst case the propagation delay difference of the signals of the
users at the edge of the footprint should be under the maximum allowed value for
TA. In Section 6.1 it has been already defined the concept of differential propagation
delay ( Tpd) as the difference between the propagation delay experienced by two
different UEs in the footprint, with respect to the satellite. All the common com-
ponents of the propagation delay could be in fact pre-compensated thus neglected,
as far as the UE is equipped with a GNSS receiver and the ephemeris of the satel-
lite. As a matter of fact, if  Tpd < 0.6667 ms for the worst case scenario (i.e, one of
the reference UEs in the edge of the footprint and the other one at the nadir of the
satellite), no modifications to the TA are needed. Figure 7.14 shows the simulation
results. The zero in the time axis corresponds to the maximum elevation angle (e.g.,
90 ). Specifically it has emerged that, according to the satellite altitude (hSAT ) and
maximum UEs distance (D), there is a time window for which  Tpd is lower than the
maximum TA allowed by the protocol. Performing the transmission inside this time
window does not require modification to the standard. Adding a time offset which
takes into account the propagation delay of the satellite channel, depending on geo-
graphical positions of UEs and Sat, could be an alternative solution to overcome the
limitation of the TA command.
7.4.2 HARQ
The HARQ procedure for NB-IoT is similar to the one in LTE, however to enable low-
complexity UE implementation, NB-IoT allows only up to 2 HARQ process, rather
then 8 parallel process of LTE, in both DL and UL, and allows longer UE decod-
ing time for both NPDCCH and Narrowband Physical Downlink Shared Channel
3This analysis is one of the outcome of the paper "Architectures and Key Technical Challenges for 5G
Systems Incorporating Satellites", [7], which did not take into account the new available Format 2 for
NB-IoT. The latter bring the duration of the CP, thus the maximum value for the TA, up to 0.8 ms.
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FIGURE 7.14: TA analyses.
(NPDSCH), [145]. An asynchronous, adaptive HARQ procedure is adopted to sup-
port scheduling flexibility. In order to schedule downlink data or uplink data the
BS conveys a scheduling command through a Downlink Control Indicator (DCI),
carried by NPDCCH. DCI could be repeated in order to achieve further coverage
enhancement. Repetitions are sent in contiguous subframes and each repetition oc-
cupies one subframe. For what concern the downlink, in order to cope with the
reduced computing capabilities of NB-IoT devices, the time offset between NPD-
CCH and the associated NPDSCH is at least 4 ms, instead to schedule the latter in
the same Transmission Time Interval (TTI) as it is for legacy LTE [145]. After receiv-
ing NPDSCH, the UE needs to send back a HARQ acknowledgment using NPUSCH
Format 2, which is scheduled at least 12 ms after receiving NPDSCH, for the sake of
reduced complexity constraints. Similarly, for the uplink the time offset between the
end of NPDCCH and the beginning of the associated NPUSCH is at least 8 ms [145].
After completing the NPUSCH transmission, the UE does not expect the reception
of the associated HARQ acknowledgment before 3ms [145].
These relaxed time constraints allow ample decoding time for the UE. The re-
sources to be allocated, as well as the precise time offsets are indicated in the DCI. In
LTE a HARQ process is associated with a Transport Block (TB) in a given TTI. Due
to the multiple retransmissions for the coverage enhancement, the HARQ entity in
NB-IoT invokes the same HARQ process for each retransmission that is part of the
same bundle. Within a bundle the retransmissions are non-adaptive and are trig-
gered without waiting for feedback from previous transmissions according to the
maximum number of repetitions established for that coverage level. A downlink
assignment or an uplink grant, for downlink and uplink HARQ operations respec-
tively, corresponding to a new transmission or a retransmission of the bundle, is
received after the last repetition of the bundle. If a NACK is received and a retrans-
mission is required, then the whole bundle is retransmitted [140], [145], [149], [150].
The HARQ protocol is used in message 3 and message 4 of the RA procedure pre-
viously described, and it is directly impacts the overall delay of the RA procedure,
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since it doubles the number of messages exchanged by the UE and BS for the last
two steps. Clearly, the higher the Round Trip Delay (RTD), the slower the RA proce-
dure would be. Taking into account the characteristic delays for a satellite channel
depicted in Table 7.10, it is immediate to understand that the rate in which the RA
procedure slows down is much higher with respect to the terrestrial case. Thus alter-
native solutions should be considered, like disabling the HARQ protocol when the
channel quality (e.g., SINR) is sufficiently good to ensure a reliable communication
even without HARQ.
TABLE 7.10: One-Way Propagation delay and RTT for the considered
scenarios.
Scenario One-Way [ms] RTT [ms]
hSAT = 600 km ⇡ 14.2 ⇡ 28.4
hSAT = 1500 km ⇡ 25.83 ⇡ 51.66
7.4.3 CP Length and RA procedure Timers
For what concern the CP, an analysis similar to the one for the TA could be done.
Notably if the misalignment among preambles sent in Msg1 is greater than the CP
duration, Tcp, then the synchronization is lost because of the OFDM and SC-FDMA
intrinsic properties. As a matter of fact, if  Tpd < Tcp no modifications to the
CP are needed, as far as all the common components of the propagation delay are
pre-compensated, thus negligible, by means of a GNSS receiver and the ephemeris
knowledge at the UE side. Otherwise longer CPs are required for the RA procedure.
As for the RAR time windows and Contention Resolution timers, they have been
extended up to 10.24 s, as previously mentioned, allowing to cope with the charac-
teristic delay of the satellite channel; thus, no modifications are required.
7.5 IoT Services over GNSS
The following section is directly derived from the outcomes of the author’s publi-
cation "Galileo Second Generation: Two-Way Messaging for IoT", [76]. In the previous
sections the analyses and results related to the the feasibility of NB-IoT implemen-
tation over SatCom systems have been shown. However, as already mentioned in
Chapter 1, GNSS systems with their ubiquitous, continuous, and highly reliable cov-
erage could represent an efficient integration to the satellite communication systems
in serving the IoT use cases. On the basis of the previous considerations, in this sec-
tion a Two-Way Messaging feature for the G2G satellite constellation is proposed. It
can serve the IoT use cases by exploiting the full coverage provided by the Galileo
infrastructure. To this aim, in the following the system model and the simulation
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methodologies will be described, then the performance of the proposed service in
terms of Goodput4 and PLR, obtained by numerical simulation, are detailed.
7.5.1 System Architecture
With reference to Figure 7.15, the main elements of the high-level system architecture
are: i) a UT, which is an IoT terminal, fixed or mobile; ii) a G2G payload satellite,
providing connectivity to the UT through the user link; iii) a Ground Segment GW
interconnected to the flying platform through the feeder link; iv) the Packet Core
Network.
FIGURE 7.15: High-level system architecture.
The UTs are assumed to be low-complexity low-power machine-type devices,
with small omnidirectional antennas, that can be deployed everywhere on ground
and sea (e.g., remote areas, forest, deserts, and oceans), enabling a wide range of
applications characterized by the transmission of sporadic small data packets.
As for the satellite segment, Galileo comprises a total of 30 satellites placed in
MEO which ensure continuous global coverage. The active constellation is com-
posed of 24 satellites (Walker 24/3/1), including 6 spare ones, which can be moved
to replace any failed satellite within the same plane, thereby reducing the impact of
failures upon quality of service [159]. The detailed parameters considered for the
satellite constellation are shown in Tab. 7.11. Concerning the payload characteris-
tics, an additional on-board processor and dedicated antennas could be envisioned
for the forthcoming G2G satellites, in order to fulfill the requirements for the two-
way messaging services. A helix antenna with circular polarisation, common for
GNSS applications [160], has been considered for this work. The numerical results
are computed considering two different antenna patterns for the user link: i) a sin-
gle-beam scenario, characterized by lower complexity and capacity; ii) a multi-beam
scenario (7 beams per antenna), characterized by larger complexity and capacity. The
antenna patterns have been designed by the means of SATSOFT software by Ticra
[132]. A Gaussian beam model has been chosen for both single- and multi-beam
antenna patterns.
4The term Goodput describes the achievable throughput of the system considering only the useful
data bit transmitted, without considering any overhead.
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TABLE 7.11: Satellite Constellation Parameters.
Parameter Value
Constellation type Walker 24/3/1
Altitude 23222 km (MEO)
Number of planes 3
Planes inclination 56 
Satellites per plane 10
Active satellites 24
Nbeam: beams per satellite 1 (S-B), 7 (M-B)
Finally the Ground Segment is composed of GWs deployed such to guarantee
uninterrupted connection to the core network to all the satellites in the constellation.
This work focuses on the return link, with particular attention on the RA perfor-
mance for the user link, identifying E-SSA as a suitable Air Interface for serving the
IoT scenario [60]. As for the forward link, it is used for the channel quality estima-
tion purposes, i.e., for a proper MCS and SF selection for the uplink transmissions,
and for control messages transmission. However the analysis of the forward link is
outside of the scope of this work and it is left for future studies.
7.5.1.1 Data Traffic
The UT is assumed to perform a purely asynchronous transmission. The packets






where the rate parameter  i is the average number of packets generated in a time
interval by the i-th UT. The values of  i for each UT are computed starting from
the system design requirement on the total requested traffic, Asys, expressed in kbps.
Given the number of UTs in the system, Nut, and Asys, it is possible to derive the
average daily data volume per UT as: But = (Asys/Nut) · 3600 · 24. Then, given
the packet size, Psize, (expressed in bit), it is possible to derive  i for Eq. 7.14 as:
 i = (But ·103)/Psize. It is worth recalling that the sum of independent Poisson RVs is
still a Poisson RV (
P
Nut
i=1 Xi ⇠ Poisson(
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Finally it is known that the sequence of inter-arrival times is described by the Expo-









µ , if x   0
0, otherwise
(7.15)
where µ is the reciprocal of the rate parameter   previously described. Given µ =
1/ sys, it is possible to compute the inter-arrival times for the packets generated in
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TABLE 7.12: LB Parameters (Uplink: UT-to-SAT).
Parameter Value
PTX : transmission power [dBm] 27 (S-B), 17 (M-B)
GTX : transmission gain (omni) [dBi] 5
Gmax
RX
: maximum receiving gain [dBi] 17.74 (S-B), 27.7 (M-B)
✓3dB : HPBW [deg] 25 (S-B), 6 (M-B)
 : shadowing variance [dB] 1
Nf : satellite noise figure [dB] 2
T0: reference temperature [K] 290
TA: antenna temperature [K] 400
the system by the means of Eq. 7.15, thus derive the timestamps of the actual traffic
in the system.
7.5.2 Numerical Results
ESiM2M has been used in order to perform the KPI analyses. In particular in the
time-driven simulation, the satellite constellation geometry, the LB, the stochastic
shadow fading, as well as the interference due to the generated traffic conditions,
vary at each simulation step. The value chosen for the simulation steps is 300 s, for
a total simulation duration of 14 h, such to take into account for a complete satellite
revisit period, i.e., the period of time required such to have the satellite in the same
position. Due to the slow changes in the satellite footprint on ground, because of the
high altitude of satellites (MEO), a shorter simulation step is unnecessary. For what
concern the users, 65 000 UTs have been uniformly distributed on a regular lat-lon
grid.
After the computation of the satellite-UTs geometry, based on the mathematical
formulation shown in Section 3.6, the UL LB has been computed, as described in
Section 6.2.3, for all the UTs, using the parameters shown in Table 7.12. In particular,
in order to perform the SNR and SINR computations, for each constellation geome-
try, the UTs are assigned to the best satellite/beam pair according to their LB, i.e., the
highest value of SNR is chosen for each UT such to identify the best serving satel-
lite/beam pair for that simulation step. An example of global coverage, showing the
SNR for single- and multi-beam patterns respectively, are depicted in Figures 7.16
and 7.17. Then the packets generation and transmission is performed as described
in the previous section.
The last step is the most computationally demanding: collision detection, inter-
ference assessment, and decoding emulation for E-SSA are executed. An indepen-
dent decoder is modelled for each beam in the system, then a packet is considered
as a useful one only for the best serving satellite/beam pair, while it is considered as
interference for all the other beams capturing it. Simulating the actual PHY links be-
tween multiple UTs and satellites, then the actual decoding process for each packet,
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would be computationally prohibitive. Then the decoding process has been mod-
elled using a PHY abstraction based on RBIR ESM abstraction method, described in
Chapter 5.
FIGURE 7.16: Constellation coverage (SNR in dB for the single-beam
scenario).
FIGURE 7.17: Constellation coverage (SNR in dB for the multi-beam
scenario).
In both single- and multi-beam scenarios, each point on Earth sees at least one
satellite at an elevation angle greater than 40 . Therefore the satellite antenna has a
small scan angle covering only within ±9  of its FOV. The multi-beam pattern will
be characterized by a smaller beam-width with respect to the single-beam pattern.
It follows that the UT can have a small patch antenna covering only above 40  ele-
vation.
For what concern the single-beam scenario, three different traffic profiles, with
different systems loads have been chosen: i) scenario 1 with 1 600 messages of 100 bits
per day; ii) scenario 2 with 2 400 messages of 100 bits per day; and iii) scenario 3 with
3 200 messages of 100 bits per day. One million packets are simulated at each it-
eration, thus the traffic is generated computing the appropriate values of  . The
E-SSA packet duration depends on the bandwidth, SF, packet size, modulation, and
coding rate. These parameters have been chosen according to the characteristics of
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TABLE 7.13: Air Interface Parameters (E-SSA).
Parameter Value
fc: carrier frequency [MHz] 868
B: system bandwidth [kHz] 100
SF : spreading factor 16
Modulation BPSK
Packet size 100 bit
r: coding rate 1/3
similar air interfaces adopted for IoT applications (e.g., LoRa, and SigFox), using a
small bandwidth and reduced packet size. All the values are shown in Tab. 7.13. It
is worth highlighting that in this work, we consider the European Industrial, Scien-
tific and Medical (ISM) frequency band at 868 MHz, however additional frequencies
could be allocated for two-way messaging services in G2G.
The PHY abstraction is performed such to compute the actual effect of the inter-
ference over each transmitted packet. PLR and Goodput are then collected for every
simulation step. While the PLR directly depends on the un-decoded packets, the
Goodput is computed accounting for the amount of information bits of the decoded
packets. It is worth highlighting that the number of users simulated is not represen-
tative of the actual number of users supported, but just of the total traffic volume.
A population of only 65 000 UTs has been chosen in order to reduce the computa-
tional load of the simulations, thus the results are valid for instance for 1 million
users (globally) sending between 100 and 200 messages per day, or 10 million users
sending between 10 and 20 messages per day. Fig. 7.18a shows that a quasi error
free transmission can be achieved in the single-beam scenario with a network load
of 160 kbit/day per UT, enabling an almost constant Goodput   120 kbps per UT as
shown in Fig. 7.18b.







































FIGURE 7.18: PLR and Goodput single-beam scenario.
The same analysis has been carried for the multi-beam scenario, but defining
three different traffic profiles: i) scenario 1 with 5 600 messages of 100 bits per day;
ii) scenario 2 with 11 200 messages of 100 bits per day; and iii) scenario 3 with 22 400
messages of 100 bits per day. In this case, as shown in Fig. 7.19a, a quasi error free
transmission can be achieved with a network load of 560 kbit/day per UT, enabling
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an almost constant Goodput   400 kbps per UT as shown in Fig. 7.19b. As previ-
ously said, even if the simulations were carried for a population of 65 000 UTs having
100 kHz band available, the outcomes can be extended to a more general case. No-
tably due to the utilization of 7 beams, it is fair to say that the same performance can
be achieved with a global traffic request of 10 messages a day from 7 million UTs on
earth.
Figures 7.18, and 7.19, show only 2 of 14 hours of simulation, but due to the
uniform distribution of UTs it is enough for the understanding of the behaviour of
the system. It is worth mentioning that each simulation step represents a sufficient
statistic for a specific satellite constellation geometry. Indeed simulating 1 million
packets per iteration it is possible to have a complete understanding of the interfer-
ence experienced by the packets.








































FIGURE 7.19: PLR and Goodput multi-beam scenario.
It has been shown that promising performance for IoT data transmission can be
achieved in terms of PLR and Goodput, for both single- and multi-beam scenarios,
making an IoT application a suitable service to be supported by the G2G satellite
constellation. It is worth highlighting that the design of G2G satellite system is cur-
rently under study, so future works will target the evolution of this process, studying





This thesis dealt with the feasibility and performance study of IoT applications over
SatCom systems. After analysing all the pivotal aspects of a complex SatCom sys-
tem, the main requirements for the realization of MTC/mMTC applications over
satellite systems have beed thoroughly examined.
Given the lack of a software tool which allows to realize system-level perfor-
mance evaluations for the aforementioned scenario, a complete MATLAB®based
tool has been realized for this purpose. All the high-level characteristics of the
ESiM2M tool have been highlighted and a deep analysis of the mathematical frame-
work behind the main software modules have been discussed; focusing in particular
on the link budget computation, on the Doppler and delay characterization, as well
as on the PHY abstraction methodologies adopted.
Exploiting this tool manifold analyses have been performed:
• The effects of RTT on the NB-IoT timers and procedures have been analysed
and possible solutions exploiting precompensation by means of GNSS and dif-
ferential delay have been proposed.
• The problems arising in NB-IoT RA procedures due to the high Doppler ef-
fects in LEO applications have been identified and a solution for Doppler shift
compensation, based on frequency advance technique, has been proposed.
• The high path loss characteristic for SatCom applications has been analysed
proposing some interesting outcomes for the link budget analysis related to
the 3GPP standardisation process for NB-IoT over NTN.
• Finally a two-way messaging side service for the G2G constellation, for serving
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