published special issues marking two significant achievements in the history of science: the 50th anniversary of discovering the double helical structure of the DNA, and the completion of the Human Genome Project. The first discovery led to a new age in genetics, and the second event marked the beginning of a new era that uses the genome in medicine. The international efforts to determine the human DNA sequence and assess its ethical, legal, and social implications started in 1990. Since then, the data from the project has been available in public databases for researchers and scientists around the world. The vast increase in biological data led to increasing interest in computational biology and an emerging multidisciplinary research area known as bioinformatics. Most people working in this area have mathematics, biology, biochemistry, or computer science backgrounds and have learned about the field by using tools from another discipline to answer questions in biology. The current challenge is to utilize the genome data to its full extent and to develop tools that improve our understanding of biological pathways and accelerate drug discovery. Many of the algorithms needed to solve these problems have management science and operations research aspects. This paper introduces some of the fundamental problems in bioinformatics to an operations research audience and demonstrates the application of management science tools in their formulation and solution.
As of today, the word bioinformatics has not been included in the Oxford dictionary, and the definition of bioinformatics is not universally agreed upon. Generally speaking, we can define it as the application of mathematical, statistical, and computational tools in the analysis of biological data. As such, it deals with methods for storing, retrieving, and analyzing genetic information.
The collection of genetic material of an organism is widely known as its genome. The word genome was coined by Hans Winkler (1920) and was derived from the two words: gene and chromosome. With the advances in genetic research, we can now define an organism's genome as its collection of nitrogenous DNA bases. Over the past few years, various large-scale projects have provided the complete genomes of several organisms. For example, today we have the complete genomes of Homo sapiens (humans), Arabidopsis thaliana (weed), Rattus norvegicus (rat), Mus musculus (mouse), Plasmodium falciparum (malaria), Saccharomyces cerevisiae (yeast), and Escherichia coli (bacteria).
The number of DNA bases that constitute the human genome is in the order of three billion. In 2001, it was discovered that only a very small portion of these bases constitutes genes that code for protein synthesis. The number of protein-coding genes in the human genome is estimated to be in the order of 30,000 to 40,000 (Venter et al. 2001 ). The genome also contains genes that do not code for proteins such as RNA genes, intergeneic regions that separate the genes, and other noncoding regions that act as regulatory elements or intervening sequences to interrupt the protein-coding genes within a particular cell. As a consequence, not all cells produce the same proteins, and different cells may specialize for different biological functions.
Much of the evolutionary information about the history of mankind has been gleaned from the noncoding part of the genome. It is outside the actual protein-coding genes themselves that mutations are possible without decreasing the organism's chance of survival (Mountain and Cavalli-Sforza 1994) . These mutations are "nonessential" and are known as polymorphisms. The unique variation of nonessential mutations among individuals is known as the "DNA fingerprint" and is an essential element in modernday anthropology and forensics.
Our focus will be the protein-coding part of the genome, and the prediction of protein structure and chemical Operations Research 52(2), pp. 165-190, © 2004 INFORMS function for a given DNA sequence. This study enables a better understanding of the disruptions that occur in the translation of the genetic code during protein synthesis and the effects of these disruptions on the cellular function and organism characteristics. For example, a defect in the synthesis of the protein melanin results in a lack of pigmentation of cells, leading to albinism, while more complex defects may result in thalassemia, which is the synthesis of structurally abnormal hemoglobin leading to anemia.
The study of the flow of information from the DNA to protein structure and function can help determine the molecular level at which defects occur. If the level of the abnormality is determined, then molecular techniques can be used to replace a defective gene or regulate its expression. Another motivation for this study of information flow is drug development. Drugs work by interacting with the DNA, RNA, or proteins that are involved in some aspects of a disease. For example, a drug might inhibit the effect of a protein essential for the transmission of a virus or enhance the effect of a protein that helps the cells of the immune system fight disease. Understanding the information flow from the DNA to the protein function can help identify the proteins that will be targets for drug development. For a recent review on applications of knowledge discovery and data mining to drug development, see Xu and Hagler (2002) .
Nature has provided us with many examples where DNA sequences are adapted from pre-existing sequences by accumulating insertions, deletions, and substitutions as they evolve, rather than invented de novo (Dayhoff et al. 1978) . Knowledge of the structure or function of one sequence (known sequence) can thus be used to predict the structure or function of another (query sequence) if the two sequences are evolutionarily related. This is known as homology modeling and is an important aid in our study of information flow. The convenience of homology modeling makes the question of whether two DNA sequences are related or not an important question in bioinformatics, and it will be discussed in more detail. This paper is structured as follows. Section 2 reviews the main elements of molecular biology that will be used throughout the paper. Section 3 discusses the problem of whether a pair of DNA sequences are evolutionarily related. Section 4 presents methods for building phylogenetic trees to relate biological families of species, and §5 discusses the problem of protein folding, simulation, and structure prediction.
A Crash Course on Molecular Biology
The cell is the basic unit of life. All living cells can be divided into two groups: prokaryotic cells and eukaryotic cells. Animals, plants, fungi, protozoans, and most algae possess eukaryotic cells, while bacteria and some types of algae have prokaryotic cells. All eukaryotic cells possess both a cell membrane that envelopes a cytoplasm, and a nucleus that contains the genetic material. Prokaryotic cells, on the other hand, lack a definite nuclear structure. In the following discussion we will elaborate more on three main components of eukaryotic cells: cell membrane, nucleus, and cytoplasm. For more information, tailored to an engineering and computer science audience, we refer the reader to Tozeren and Byers (2003) .
Cell Membrane
The cell membrane is a lipid (fat) bilayer. The lipids have hydrophilic (attracted to water) polar heads pointing out and hydrophobic (repelled by water) portions forming the core. Membranes act as boundaries between the outer world and the inner cellular structures and also surround different compartments within a cell.
Nucleus
The nucleus is the central core of the eukaryotic cell where most of the genetic material is located. The genetic material is carried as nucleic acids and is formed of connected "building blocks" called nucleotides. Nucleotides are formed from the combination of a sugar molecule (ribose or deoxyribose), a phosphate, and a base (adenine (A), thymine (T), guanine (G), uracil (U), and cytosine (C)). Depending on the type of sugar and nature of the base, nucleic acids may either be deoxyribonucleic acids (DNA) or ribonucleic acids (RNA).
The basic building blocks of DNA are the four bases; A, C, T, and G. DNA has a double-stranded helical structure as suggested by Rosalind Franklin's photograph in 1952 and postulated by Watson and Crick (1953) . The two strands in the double helical structure of the DNA provide fidelity for the DNA sequence (if part of one strand is damaged, the information in the other strand can be used to repair the damaged one). The bases in each strand have binding preferences to the bases in the other strand: As bind to Ts and Gs bind to Cs.
A DNA sequence has regions of base pairs that code for proteins (called exons) and interlaced regions that do not code for proteins, but act as regulatory elements (called introns). Every three bases in a protein-coding region form a "codon" that codes for a larger molecule called amino acid. There are 20 naturally occurring amino acids that form the basic building blocks of proteins. Figure 1 shows the genetic code for the 20 amino acids as described by the three bases in each codon (e.g., T-G-C codes for Cysteine (Cys)). Note that there are 64 possible codons 4 × 4 × 4 , three of which specify the termination of the chain of amino acids and are called "stop codons" (TAG, TGA, and TAA). That leaves 61 codons to specify only 20 amino acids. Therefore, most of the amino acids are represented by more than one codon, and the genetic code is said to be degenerate. For example, we can see that six different codons code for the amino acid Leucine (Leu). We note, however, that these six codons are not used with equal probability in genome sequences. This phenomenon is known as "codon bias." Downloaded from informs.org by [128.125.124.17] 
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Growth and regeneration of tissues of an organism occur through the processes of cellular division and "DNA replication," which involve many enzymes. DNA replication is a process by which the DNA molecule ensures the fidelity of the transfer of its genetic information to the new cells. Whereas DNA is the long-term storage form of the genetic information in most organisms, RNA is the vehicle for transferring the genetic code for protein synthesis. Like DNA, RNA is formed of four bases, except that uracil (U) replaces thymine (T), and so As bind to Us.
RNA exists in many forms, three of which are the messenger RNA (mRNA), transfer RNA (tRNA), and ribosomal RNA (rRNA). When genes express to form proteins, the DNA codes for the production of mRNA using the four-base alphabet during a process called "transcription." mRNA is transcribed by the DNA in the nucleus and migrates to the cytoplasm, where protein synthesis takes place. The rRNA exists in the cytoplasm and forms an integral part of the protein synthesis organelle called the ribosome. The function of the ribosome is to receive the blueprint from the mRNA and use it for protein synthesis in a process called "translation."
During protein synthesis, ribosomes move along the mRNA strand and "read" its codon sequence, three nucleotides at a time. The last type of RNA is the tRNA, whose function is to transfer free amino acids from the cytoplasm to the ribosome. On one side of the tRNA there is an amino acid, and on the other there is the corresponding three-letter nucleotide sequence, which is the mirror image of the three-letter nucleotide sequence on the mRNA. The longitudinal assembly of tRNA with the amino acid sequence forms a polypeptide strand, which is the sequence of amino acids that form the primary structure of the protein.
The transcription of DNA sequences to form RNA and the translation of RNA to form proteins is called the Central Dogma of Biology (Figure 2) . Central dogma of biology.
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This is the internal milieu of the cell that surrounds the nucleus, where other internal cellular structures exist and where protein synthesis occurs. Proteins accomplish most of the functions of the living cell, such as catalyzing chemical reactions, providing structural support, and helping the immune system protect itself from invaders. As discussed above, proteins are formed of "building blocks" of amino acids that are connected together to form various polypeptide chains. Figure 3 shows an example of a sequence of amino acids in a peptide chain forming the primary structure of the protein.
During assembly, the polypeptide chains fold into particular three-dimensional structures, which determine the protein chemical function. The details of folding into this three-dimensional structure were one of the first problems that bioinformatics sought to answer (Levitt and Lifson 1969 , and for a review see Richards 1991) .
Local arrangements of a few dozen amino acids take on particular shapes and form what is known as the protein secondary structure. There are two main arrangements of these secondary structures: corkscrew shapes called helices, and long flat sheets called strands (Figure 4 ). Living cells and organisms have well-structured forms that result from years of evolution where only the fittest survived. Single living cells that were capable of independent survival organized to form multicellular organisms. Multicellular organisms evolved into multifunction beings where each cell not only reproduced, but also evolved to acquire a unique function that served the existence of the organism (cellular differentiation). The unique functions of living cells are dictated by the three-dimensional structure of the proteins that they produce.
It is the inherent fidelity of transfer of the genetic code from our ancestors that protected the structure of proteins essential for survival. However, slight mutations in genes also dictated errors and induced genetic diseases. Typical mutations involved substitutions between nucleotides (for example, a G may have mutated into a T), deletions of nucleotides, and insertions of additional nucleotides into the genome sequence. A comparison of two given DNA sequences thus leaves us wondering (i) if they have evolved from the same ancestor and, if so, (ii) how recently their species have diverged, and (iii) whether their coding regions produce proteins that have the same threedimensional structure or function. In § §3, 4, and 5, we will discuss mathematical formulations to help answer these questions and provide solutions using tools that have well-known management science and operations research aspects.
Are Two Sequences Related?
In this section we discuss the question of whether two given DNA or amino acid sequences are evolutionarily related (homologous). We note that homology is a description of the nature of the relationship between two sequences, and it cannot be partial: Either there is an evolutionary relationship or there is not. One approach to help answer this question determines an "optimal sequence alignment" for the two sequences and then uses probability theory to determine the probability of evolutionary relation given the optimal alignment. In the following discussion we define what is meant by an "optimal alignment" between two sequences and present some algorithms that guarantee optimal sequence alignment for a given scoring function. Next, we present a Bayesian approach to determine the probability that two sequences are related given the score of the optimal alignment, and conclude with other approaches to sequence alignment that have been proposed in the literature. 
What Is Sequence Alignment?
Sequence alignment can be described by the following problem. Given two strings of text, X and Y (that may be DNA or amino acid sequences), find the optimal way of inserting dashes into the two sequences so as to maximize a given scoring function between them. The scoring function depends on both the length of the regions of consecutive dashes and on the pairs of characters that are in the same position when gaps have been inserted. To give an example of a sequence alignment for two strings of text, consider the two sequences, COUNTING and NTIG, shown in Figure 5 The "optimal alignment" between two sequences depends on the scoring function that is used. As we shall see, an optimal sequence alignment for a given scoring function may not be unique.
The sequence alignments presented in Figure 5 are collinear, which means that the line segments connecting the matching elements in the alignment cannot cross each other. For example, the alignment of the two sequences shown in Figure 6 (c) is not collinear.
From the previous definitions, one can see that when both sequences have the same length, n, and gaps are not allowed, there is only one possible alignment for the two sequences (the ith symbol in sequence X aligns with the ith symbol in sequence Y ). When gaps are allowed, however, the number of possible alignments between the two sequences is
The previous equation illustrates the size of the sample space for possible alignments between two sequences when gaps are allowed and suggests the need for "optimal sequence alignment" algorithms. In this section, we discuss some algorithms that are guaranteed to find the optimal Sequence 2 G C A A T alignment(s) between two sequences for a given scoring system. We start with a matrix representation that is used very often in sequence alignment methods and that places two sequences, X and Y , of lengths m and n, in a matrix of size m + 1 × n + 1 . Sequence X is at the left of the first column and sequence Y is above the top row. Every path in this matrix-from the top left cell to the bottom right cellrepresents an alignment between the two sequences. Allowable paths in this matrix representation provide for only three directions of movement: downward straight, downward right (diagonal), and to the right. A movement in the diagonal direction represents adding two new symbols from each sequence to the current alignment, a movement to the right represents matching a new symbol in sequence Y with a gap, and a movement downwards represents matching a new symbol of sequence X with a gap. Any other movement represents an alignment that is not collinear. The goal of sequence alignment algorithms is to find the route that produces the optimal collinear alignment between the two sequences for a given scoring function. Now that we have discussed what is meant by an optimal sequence alignment, we need to explain the motivation for doing it. Sequence alignment algorithms can detect mutations in the genome that lead to genetic disease, and can also provide a similarity score, which can be used to determine the probability that the sequences are evolutionarily related. Knowledge of evolutionary relation between a newly identified protein sequence and a family of protein sequences in a database may provide the first clues about its three-dimensional structure and chemical function. Furthermore, by aligning families of proteins that have the same function (and may have very different sequences), we can observe a common subsequence of amino acids that is key to its particular function. These subsequences are termed protein motifs. Sequence alignment is also a first step in constructing phylogenetic trees that relate biological families of species.
The Dynamic Programming Approach to Sequence Alignment
Now we discuss a dynamic programming approach to sequence alignment that was proposed by Needleman and Wunsch (1970) . The Needleman-Wunsch (N-W) algorithm works for alignments of DNA and amino acid sequences. Similar to any dynamic programming formulation, the N-W algorithm has four basic elements: 1. A set of decisions from which to choose. The decision is whether to introduce a gap, a letter, or a deletion in the current alignment position.
2. An additive reward (scoring) function that we seek to maximize (or minimize 1 ). For example, gaps and deletions may have penalties associated with them in the reward function to indicate there is less similarity than if they did not exist.
3. Stages at which we can make our decisions. The stages occur with the introduction of each new element in the aligned sequences.
4. A state space in which to operate. The state space is the set of all possible alignments as described by the set of possible paths in the matrix representation.
The idea behind the dynamic programming approach can be explained using the two sequences, CCGAT and CA-AT, of Figure 8 (a). If we break this alignment into two parts (Figure 8(b) ), we have two alignments: The left is the alignment of the two sequences CCGA and CA-A, and the right is the alignment of the last elements T-T. If the scoring system is additive, then the score of the alignment of Figure 8(b) is the sum of the scores of the four-base alignment on the left plus the score of the alignment of the pair T-T on the right. If the alignment in Figure 8 Overview of the dynamic programming approach.
shown in Figure 8 (a). The optimal alignment ending at any stage is therefore equal to the total (cumulative) score of the optimal alignment at the previous stage plus the score assigned to the aligned elements at that current stage. The optimal alignment of two sequences ends with either the last two symbols aligned, the last symbol of one sequence aligned to a gap, or the last symbol of the other sequence aligned to a gap ( Figure 9 ). In our analysis, x i refers to the ith symbol in Sequence 1 and y j refers to the jth symbol in Sequence 2 before any alignment has been made. We will use the symbol S i j to refer to the cumulative score of the alignment up until symbols x i and y j , and the symbol s x i y j to refer to the score assigned to matching elements x i and y j . We will use d to refer to the cost associated with introducing a gap.
1. If the current stage of the alignment matches two symbols, x i and y j , then the score, S i j , is equal to the previous score, S i − 1 j − 1 , plus the score assigned to aligning the two symbols, s x i y j (Figure 9(a) ).
2. If the current match is between symbol x i in Sequence 1 and a gap in Sequence 2, then the new score is equal to the score up until symbol x i−1 and the same symbol y j , S i − 1 j , plus the penalty associated with introducing a gap, −d (Figure 9(b) ).
3. If the current match is between symbol y j in Sequence 2 and a gap in Sequence 1, then the new score is equal to the previous score up until symbol y j−1 and the same symbol x i , S i j − 1 , plus the gap penalty −d (Figure 9(c) ).
In the matrix representation of sequence alignment, this scoring function suggests that each cell i j in the matrix 
has a score S i j . To calculate an optimal score, the score assigned to this cell is the maximum value calculated from the score of the three cells neighboring it i − 1 j − 1 , i − 1 j , or i j − 1 . The optimal cumulative score at symbols x i and y j is:
The previous equation determines the new elements at each stage in the alignment by successive iterations from the previous stages. The maximum at any stage may not be unique. For example, Figure 10 shows the calculation of the score S i j from its neighboring cells. If the score for matching symbols x i and y j is s x i y j = 0, and the gap penalty is d = 1, then the optimal score for S i j corresponds to the route calculated from S i − 1 j − 1 and is equal to 4. This route is represented by an arrow in Figure 10 and is memorized as we calculate further scores in the matrix. The memorized arrows are used to construct the optimal alignment. On the other hand, if the gap penalty is d = 0, then any route from the cells i − 1 j − 1 , i − 1 j , and i j − 1 will lead to an optimal score of 4 in cell i j , and the optimal path is not unique. Now we discuss the score for the cells at the boundary of the matrix. Recall that a score S 0 j at cell 0 j implies the assignment of the first j elements of the sequence Y to j gaps. This implies that S 0 j = −jd. Similarly, a score S i 0 at cell i 0 implies the assignment of the first i elements of sequence X to i gaps and S i 0 = −id.
After all the cells in the matrix have been assigned an optimal score, the next step is to construct an optimal alignment through a process called trace back. The trace-back procedure starts with the bottom right cell in the matrix and traces the path(s) back to the origin of the matrix through the arrow pointers that were memorized while constructing the optimal score. The traced-back path(s) represent the optimal alignment(s) of the two sequences in matrix representation.
An Illustrative Example
Now we illustrate the dynamic programming approach to sequence alignment through an example adapted from Figure 10 .
Calculating the optimal score through the array. ( 1, 1) Needleman and Wunsch's original paper. We will use a modified version of the N-W algorithm that was suggested by Gotoh (1982) and finds a global alignment between two given sequences, 1 and 2, of sizes m and n, respectively. We will work through two cases: one where the gap penalty is d = 0 and another where d = 5. The algorithm consists of the following steps.
Step 1. Initialize the matrix a. Create a matrix with m + 1 columns and n + 1 rows. Place Sequence 1 to the left of the first vertical column and Sequence 2 above the top row of the matrix.
b. Assign a score for the cells in the boundary of the matrix as shown in Figure 11 (−id for each cell i 0 and −jd for each cell 0 j .
Step 2. Score the pathway through the matrix Starting at the top left corner of the matrix and moving towards the bottom right corner we fill each cell with the following scoring function -5 -10 -15 -20 -25 -30 -35 -40 -45 -50 -55 -60 -65 A -5 S -10 -5 -10 -15 -20 -25 -30 -35 -40 -45 -50 -55 -60 -65 A We will assign a score of s x i y j = 1 for any two matching elements in this example and s x i y j = 0 if there is a mismatch. Figure 12 shows the matrix filled out for d = 0 and 5. Recall that we also need to store the pointers that lead to each score.
Step 3. Construct the optimal alignment Now we start at the bottom right corner and trace back the pointers that we stored until we reach the origin of the matrix. Figure 13 shows pointers that led to two optimal paths for the scoring system d = 0. These pointers represent the optimal alignment(s) in matrix representation. The score of the optimal alignment when d = 0 is equal to 8 and is the score of the bottom right-hand cell of Figure 13 . Figure 14 shows the optimal alignment corresponding to the optimal paths. Figure 15 shows the optimal alignment when the gap penalty is d = 5. Comparing Figures 14 and 15, we observe that the optimal alignment depends on the scoring system that is used.
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Substitution Matrices
We have seen that the optimal alignment depends on the scoring function. This brings the need for a score that is biologically significant and relevant to the phenomenon being analyzed. Substitution matrices present one method of achieving this using a "log-odds" scoring system. Over the years, many substitution matrices have been proposed based on a wide variety of purposes. One of the first substitution matrices used to score amino acid sequences was developed by Dayhoff et al. (1978) . Other matrices such as the BLOSUM50 matrix (Henikoff and Henikoff 1992) were also developed and use databases of more distantly related proteins ( Figure 16 ). This matrix has 20 rows and 20 columns to score each pair of the 20 amino acids.
Let us discuss how the cells in this scoring matrix were calculated and the interpretation of the similarity score for an optimal alignment using this scoring system. Consider two amino acid sequences, X and Y . Let us consider two models: Model R, which assigns a probability to the alignment of the symbols of the two sequences when they are Figure 14 .
Optimal alignments using the N-W algorithm when d = 0.
Optimal alignment when gap penalty d = 5.
evolutionarily related, and Model U, which assigns a probability when they are unrelated.
The unrelated model, U, assumes that the alignment of each two symbols in the two sequences occurs independently (it assumes any amino acid x i in sequence X occurs independently with a probability q x i , and amino acid y i in sequence Y occurs independently with a probability q y i ). The probability of the two sequences aligned in the unrelated model is the product of the probabilities of each sequence occurring independently
The related model, R, however, assumes the two sequences have diverged from a common ancestor at one point in time. The model assigns a joint probability p x i y i of amino acids x i and y i occurring at the same position in the two sequences. This probability is determined by observing the frequency of occurrence of the pair in aligned and evolutionarily related peptide sequences. The probability of the two peptide sequences in the related model is
The ratio of the probability of the two sequences in the related model to the unrelated model is called the odds ratio. As observed earlier, it is convenient to use an additive scoring system in our analysis. We can transform this probability ratio into an additive scoring system by taking the Figure 16 . BLOSUM50 matrix.
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The total score of the optimal alignment has a nice interpretation: it is the logarithm of the ratio of the probability of the two sequences if they are related, to the probability if they are unrelated.
Probability That Two Sequences Are Evolutionarily Related
Using the notations introduced in §3.5, the probability that two sequences, X and Y , are related is P R X Y . From Bayes' rule, we have
Now let us define S to be the sum of both the score of the optimal alignment, and the logarithm of the prior odds ratio, log P R /P U . That is,
Rearranging gives
Probability sequences X and Y are related
where x = e x / 1 + e x = sigmoid function. From the previous analysis, we can see how the score of the optimal sequence alignment can determine the probability that two given sequences are evolutionarily related.
Local Sequence Alignments
The N-W algorithm and its variation (Gotoh 1982) provide the best global alignment for two given sequences. Smith and Waterman (1981) presented another dynamic programming algorithm that deals with finding the best local alignment for smaller subsequences of two given sequences rather than the best global alignment of the two sequences. The local alignment algorithm identifies a pair of subsegments, one from each of the given sequences, such that there is no other pair of subsegments with greater similarity. The motivation for local alignments of subsequences is that, in many cases, only part of a sequence may have changed significantly due to mutations (such as with introns), and the other part, meanwhile, may have preserved detectable similarity. The local alignment presents a sensitive method to detect similarity in sequences that have a shared ancestor but may have diverged highly since then. For more details on local alignments and other alignments using the dynamic programming approach, we refer the reader to Durbin et al. (1998) .
Heuristic Alignment Methods
The success of the dynamic programming alignment algorithms discussed above depends on the construction of a non-ad-hoc scoring system, and the use of mathematically correct calculations of probability. Unfortunately, these approaches require O mn calculations and memory for two sequences of sizes m and n. The computational requirements of the dynamic programming algorithms suggest the need for other methods that approximate the above analysis and provide faster algorithms, allowing large databases to be searched on commonly available computers.
Heuristic search methods for sequence alignment have thus gained popularity and extensive use in practice. Heuristic approaches search for local alignments of subsegments and use these alignments as "seeds" with which to extend out to longer sequences. The most widely used heuristic search method available today is BLAST (Basic Local Alignment Search Tool) by Altschul et al. (1990) . BLAST alignments define a measure of similarity called MSP (Maximal Segment Pair) as the highest-scoring pair of identical-length subsegments from two sequences. The lengths of the subsegments are chosen to maximize the MSP score. The work of Karlin and Altschul (1990) allows the statistical significance of the MSP score to be estimated under a random model where the frequency of paired residues can be estimated. This analysis accelerates database searches by minimizing the time spent on sequence regions whose similarity with the query has little chance of exceeding a given MSP score, T .
The BLAST approach allows a trade-off between speed of search and sensitivity, by adjusting the value of T (a higher value of T yields greater search speed, but an increased probability of missing weak similarities). Today, we have several variants and modifications of the initial BLAST algorithm. For example, while the classic BLAST algorithm did not permit gaps in the alignment, a newer version called Gapped Blast has been implemented to solve this problem. Other versions of BLAST also exist, such as Position-Specific Iterated (PSI-) BLAST, which is more sensitive to weak but biologically relevant similarities .
Blast searches use k consecutive letters of subsegments as seeds. The main issue here is that longer seeds may miss distant homologies, while smaller seeds may create Downloaded from informs.org by [128.125.124 .17] on 29 June 2015, at 10:35 . For personal use only, all rights reserved.
Operations Research 52(2), pp. 165-190, © 2004 INFORMS too many random hits during the search and slow down the computation. PatternHunter (Ma et al. 2002) was introduced to solve this problem. PatternHunter uses k nonconsecutive letters as seeds. The relative positions of the k letters are called a model, and the number k is its weight. This simple change has a surprisingly large effect on search performance. An appropriately chosen model can have a significantly higher probability of having at least one hit in a homologous region, compared to Blast's consecutive seed model. This allows the use of longer seeds and speeds up the calculations, especially for genome-length sequences.
Multiple Sequence Alignments
Now we discuss multiple sequence alignments, which are alignments of more than two sequences. The inclusion of additional sequences can improve the accuracy of the alignment, find protein motifs, identify related protein sequences in a database, and predict protein secondary structure. Multiple sequence alignments are also the first step in constructing phylogenetic trees.
An example of a multiple alignment for 11 DNA species of different varieties of Plasmodium F (malaria) is shown in Figure 17 . This table is a subset of a larger data matrix that was analyzed by Efron et al. (1996) . The first two numbers in Figure 17 indicate the dimensions of the data matrix X N ×K (N = 11 species being studied and K = 1 620 characters (columns) in the data matrix).
The most common approach for multiple alignments is progressive alignment, which involves choosing two sequences and performing a pairwise alignment of the first to the second. The third sequence is then aligned to the first, and the process is repeated until all the sequences are aligned. The score of the multiple alignment is the sum of scores of the pairwise alignments. Pairwise dynamic programming can be generalized to perform multiple alignments using the progressive alignment approach; however, it is computationally impractical even when only a few sequences are involved (Lipman et al. 1989) .
The sensitivity of progressive alignment was improved for divergent protein sequences using CLUSTAL-W (Thompson et al. 1994 ), available at http://clustalw. genome.ad.jp/. DIALIGN2 (Morgenstern 1999 ) was also Figure 17 .
Example of a multiple alignment.
introduced to detect local similarities in multiple alignments. A year later, T-Coffee (Notredame et al. 2000) was introduced for multiple alignments, and provides an improvement in accuracy with a modest sacrifice in speed. T-Coffee preprocesses the data set of pairwise alignments between the sequences to form a library of alignment information that guides the progressive alignments. The alignment information can be derived from heterogeneous sources such as multiple alignment programs or mixtures of local and global alignments. More recently, Ma et al. (2003) proposed a method for aligning two multiple alignments to construct approximate multiple alignments progressively.
Other Sequence Alignment Methods
Many other approaches to sequence alignment have been proposed in the literature. For example, a Bayesian approach was suggested for adaptive sequence alignments (Lawrence et al. 1993 , Zhu et al. 1998 . The Bayesian method dispenses with the need to set gap penalties and scoring matrix parameters and returns a Bayesian posterior probability for the number of gaps and for the scoring matrices in any series of interest. Furthermore, instead of returning a single best alignment, the algorithm returns a posterior distribution of all alignments considering a full range of gapping and scoring matrices selected. A stochastic version of Gotoh's (1982) pairwise alignment algorithm was also suggested recently (Muckstein et al. 2002) to compute a probability of each possible match in the alignment and provide an internal measure of the reliability of the alignment. Simulated annealing algorithms for sequence alignments were suggested in the early 1990s (Lukashin et al. 1992 ) and were also used to find consensus sequences from a given group of sequences (Keith et al. 2002) . A consensus sequence for a family of related sequences is a sequence that captures the features common to most members of the family. The focus of many of the previous sequence alignment algorithms was on single-gene alignments. However, the data that are now available from the human genome project has suggested the need for aligning whole genome sequences where large-scale changes can be studied, as opposed to single-gene insertions, deletions, and nucleotide substitutions. MuMMer (Delcher et al. 2002) follows this direction and performs alignments and comparisons of very large sequences using a combination of data structures, called suffix trees, and the Smith-Waterman algorithm. Other genome-length programs include AVID (Bray et al. 2003) for global alignments, BLAT (Kent 2002) for heuristic methods, as well as Lagan and Multi-Lagan (Brudno et al. 2003a ) for multiple alignments.
We note here that many sequence alignment methods focus on protein-coding genes. As we discussed, noncoding RNA (ncRNA) genes also exist and produce functional RNA molecules rather than encode proteins. Our knowledge of ncRNA has been limited to biochemically abundant species and anecdotal discoveries. In addition, Downloaded from informs.org by [128.125.124 .17] on 29 June 2015, at 10:35 . For personal use only, all rights reserved. most genome annotation tools, which attempt to identify coding parts of a genome, as well as gene function, assume that the genes encode proteins. As a consequence, even in the era of complete genome sequences, ncRNA genes have been effectively invisible and their number remains unknown. Eddy (2001) discussed several algorithms for finding ncRNA genes and the functions that a cell delegates to RNA instead of protein. Some of these algorithms use hidden Markov models, which we discuss in more detail below.
Hidden Markov Models (HMMs)
HMMs are a class of probabilistic models that are used in speech recognition and a number of other areas. Since the mid-1990s, they have also been used to perform two fundamental tasks that can greatly enhance the biological value of the data produced by genome centers: (1) identify genes in DNA sequences, and (2) compare given protein sequences to an existing database of proteins (Krogh et al. 1994 , Baldi et al. 1994 , Eddy et al. 1995 .
A first-order discrete HMM is a probabilistic model of dependency between characters. It is defined by a set of states S, a discrete alphabet of observed symbols X, a probability transition matrix P = p s i s j , and a probability emission matrix E = e s i x i . When the system is in a given state s i , it has a probability p s i s j of moving to state s j , and a probability e s i x i of emitting symbol x i . The first-order Markov assumption in HMMs is that the system transitions depend only on the current state. The system moves from state to state while emitting symbols from its alphabet. Different states may emit the same symbols. The basic notion of hidden Markov models is to infer the sequence of system states from the sequence of observed symbols.
The following application from Durbin et al. (1998) , demonstrates the use of hidden Markov models in identifying certain regions within a genome sequence. In the human genome, it is common to find that when the nucleotide C is followed by a nucleotide G, the C is typically mutated into a T through a process called methylation. This leads to the conclusion that CG occurrences are rarer to find than one would expect from the independent probabilities of C and G. This phenomenon is suppressed in short sections of the genome such as around "start" regions of the genes. The regions that suppress the mutations of C into T are called CpG islands. The probability of finding a CG sequence in a CpG island is thus larger than in other parts of the sequence.
The question we seek to answer is whether a given DNA sequence is a CpG island or not. Furthermore, can we identify CpG islands in long DNA sequences? We can answer these questions using hidden Markov models. The state space of the HMM consists of eight possible states: four states representing DNA nucleotides in a CpG island, which we will denote A + C + T + G + , and four states representing DNA nucleotides in a non-CpG island, which we will denote
The system moves from Figure 18 . Observed symbols and system states. Figure 18 . The goal is to identify the sequence of states that emitted those symbols. We note that many sequences of states can produce the same observed sequence of symbols. For example, any of the following sequences of states can produce the symbols ACT :
The identification of all possible states by brute force is thus mathematically intractable as the number of observed symbols gets larger. The joint distribution of a given sequence of k system states s 1 s 2 s k and sequence of k observed states, x 1 x 2 x k is given by the product
where P s 0 s 1 = probability of initial state s 1 , and p s i s i+1 and e s i x i are the transition and emission probabilities, respectively. Sequences of states generally have different probabilities of emitting the observed symbols. The "Viterbi algorithm" uses this idea and calculates the most probable sequence of states given the observed sequence. The Viterbi algorithm is similar to the dynamic programming approach and uses a forward algorithm to calculate the highest probability of the sequences, and a trace-back algorithm to find the most likely sequence of states. As with the dynamic programming approach, the multiplication of long sequences of probabilities may lead to small fractions that cause overflow errors in calculation, hence a logarithm of the highest probability is often used. The Viterbi algorithm can identify the CpG regions in the observed DNA sequences by finding the most probable sequence of states and locating those having a superscript "+."
Hidden Markov models can also identify the proteincoding regions of the genome (exons) from the noncoding regions (introns). The sequence of observed symbols in this case is the given genome sequence that has an Downloaded from informs.org by [128.125.124 .17] on 29 June 2015, at 10:35 . For personal use only, all rights reserved.
Operations Research 52(2), pp. 165-190, © 2004 INFORMS observed alphabet A C T G with a given emission matrix and unidentified regions of exons and introns. The goal is to find the most probable sequence of states A e C e T e G e A i C i T i G i for a given transition matrix, where the subscripts e and i refer to exons and introns, respectively. This model is available in a software package called GENSCAN (Burge and Karlin 1997) . Recently, another model, TWINSCAN (Korf et al. 2001) , was introduced that extends the HMM of GENSCAN and exploits patterns of evolutionary conservation to improve the prediction of the exons. Evolutionary conservation occurs when fewer substitutions happen in certain regions of the genome, and is an important source of available information since exons are more conserved than introns.
HMMs are also used to search protein databases and to perform "profile analysis." Profile analysis provides a "consensus profile" of amino acids for a set of related proteins in a given database of multiple alignments. A profile HMM has a repetitive set of three states: match, delete, and insert. The match state represents a consensus amino acid for a certain position in the protein family. The delete state represents skipping this consensus position in the multiple alignments. Finally, the insert state models the insertion of residues after a consensus position.
The use of profile HMMs has increased dramatically for searching protein databases due to the HMMER package of Eddy (1998) available at (http://hmmer.wustl.edu/). One example of a large database of multiple alignments of proteins is Pfam (Bateman et al. 2002) . These alignments represent some evolutionary conserved structure. Profile hidden Markov models, built from the Pfam alignments, can be very useful for recognizing that a new protein belongs to an existing protein family, and for providing the first clues about its chemical function.
Phylogenetic Trees
In this section we discuss the construction of phylogenetic trees from a given set of DNA or amino acid sequences. The representation of biological families by trees goes back to Aristotle predating Darwin's theory of evolution. Biologists have long built trees to classify species based on morphological data. A tree classification by Haeckel (1866) is shown in Figure 19 .
The main objectives of phylogenetic tree studies are (1) to reconstruct the genealogical ties between organisms, and (2) to estimate the time of divergence between organisms since they last shared a common ancestor. For example, a recent study using phylogeny has illustrated the origin of HIV (human immunodeficiency virus), timing the transfer of SIV (simian immunodeficiency virus) to HIV to around [1930] [1931] [1932] [1933] [1934] [1935] [1936] [1937] [1938] [1939] [1940] . This study counters Hooper's hypothesis (Hooper 1999 ) that HIV was spread by the oral polio vaccination campaign in Africa in the 1950s. With the explosion of genetic data in the last few years, tree building has become more popular, where molecular-based phylogenetic studies have been used in many applications such Haeckel's tree of life classification in 1866.
as the study of gene evolution, population subdivisions, analysis of mating systems, paternity testing, environmental surveillance, and the origins of diseases that have transferred species.
Mathematically, What Is a Phylogenetic Tree?
From a mathematical point of view, a phylogenetic tree is a rooted binary tree with labeled leaves. A tree is binary if each vertex has either one or three neighbors. A tree is rooted if a node R has been selected and termed the root. A root represents an ancestral sequence from which all other nodes descend (the tree representations we use are rotated by 180 degrees from Haeckel's tree). Two important aspects of a phylogenetic tree are its topology and branch length. The topology refers to the branching pattern of the tree and the branch length is used to represent the time between the splitting events (mutations). and N labeled outer vertices (leaves) having only one neighbor each. Figure 21 shows an example of an unrooted tree and the many possible locations on which to place the root.
The number of unrooted trees with N leaves has been known since Schröder (1870) to be
where N !! is the double factorial (the difference between the successive factors is 2 instead of 1 in the classical factorial n!).
There are 2N − 3 possible branches in an unrooted tree on which to place the root. Therefore, there are 2N − 3 rooted trees for every unrooted tree. The number of rooted trees is thus 2N − 3 · 2N − 5 !! = 2N − 3 !!. For N = 10, there are 2,027,025 unrooted trees and 34,459,425 rooted trees. Even if there is a lot of data, we can see that the choice of tree will need some further information from the side of the analyst. For a detailed reference on trees, graph theory, and combinatorics, see Stanley (1996) , which also contains an elegant proof of Schröder's formula. The leaves of phylogenetic trees (called trees from here on) are called operational taxonomic units (or OTUs) by biologists. OTUs represent the different species for which we construct the genealogical ties. At least one of the OTUs has a special function and is used with prior information from the biologist to locate the root of the tree (Gribaldo and Cammarano 1998) . This taxonomic unit is called an "outgroup" and is represented as a letter "O" in Figure 22 . Prior information about the root location simplifies the rooted tree analysis by a factor of 2N − 3 .
The data that is used to construct trees is usually in the form of contemporary sequences and is located at the leaves. For this reason trees are represented with all their leaves "on the ground level" rather than at different levels as shown in Figure 22 . It is only the taxonomic units of the tree that are observed through the data sets, and the internal nodes (representing divergence from common ancestors) need to be inferred using these observations.
We will assume in our construction of phylogenetic trees that the given data sets are either amino acid or nucleotide sequences, for which a multiple sequence alignment has been performed. Tree-building analysis uses different subsets of the aligned data matrix X N ×K depending on the method that is used to construct the tree. Each row of the data matrix is a DNA or amino acid sequence and represents an observed taxonomic unit (leaf) of the tree.
The tree-building analysis consists of two main steps. The first step, estimation, uses the data matrix to produce a tree, T , that estimates the unknown tree, T . This is, strangely, called an inference problem by biologists, whereas statisticians and management scientists would call it an estimation problem. The second step provides a confidence statement about the estimator T . This is often performed by bootstrapping methods.
Tree-building techniques can generally be classified into one of four types: distance-based methods, parsimony methods, maximum likelihood methods, and Bayesian methods. In this section we will give an introduction to each of these four types and refer the reader to Li (1997) , where more details can be found.
First we note that both distance-based and maximum likelihood tree-building methods use a parametric model Operations Research 52(2), pp. 165-190, © 2004 INFORMS for describing the process by which mutations (substitutions) between the sequences occur. This is called the substitution model, which we describe below.
The Substitution Model
The substitution model defines the probability by which a letter, x, in position i in a given sequence is substituted into a letter y over an evolutionary period of time t. The model uses a Markov assumption for substitutions such that
The substitution probabilities are related to the elements in the substitution matrices discussed in the last section. The matrix of substitution probabilities, P t , is defined in terms of a rate matrix, Q, similar to Markov processes. For DNA/RNA sequences, this defines the probability of the change of one nucleotide into another, during a time t as
There are many types of substitution models, the simplest being the Jukes-Cantor model, which assumes that substitutions of nucleotides in the DNA all occur at the same rate (Jukes and Cantor 1969) . The rate matrix, Q, is defined as
where is the substitution (mutation) rate. In general, the four substitutions A → G, G → A, C → T , T → C occur more frequently than the remaining ones (A → C, A → T , C → G, G → T , and the reverse). Note that in the case of amino acid sequences, substitution models have larger rate matrices (20 × 20 instead of 4 × 4), but most of the other computations remain the same.
Tree-Building Techniques
Now we will give an overview of each of the tree-building methods discussed above.
1. Distance-Based Methods. These methods first calculate a distance, d xy , between each two sequences X and Y in the given data matrix. The number d xy represents the unknown "true evolutionary" distance between the two sequences. The pairwise distance for N sequences results in a distance matrix of dimension N × N , which is symmetric about its diagonal if the distance d xy is symmetric.
The Jukes-Cantor model provides an estimate of the evolutionary distance between two sequences X and Y as
where K denotes the number of characters (columns) in the data matrix, and #AA denotes the number of times a letter A in sequence X is matched with a letter A in sequence Y . The Jukes-Cantor distance is widely used in distance-based methods of phylogenetic tree construction. Another distance measure is the Hamming distance, d H (Sequence1, Sequence2), which is the minimum number of changes needed to bring one sequence into the other. For example,
Fitch and Marogliash (1967) calculated a matrix for the Hamming distance between the amino acid sequences (the cytochromes) of 20 species. We present a section of this matrix in Figure 23 .
Once the distance matrix is calculated, the actual tree is estimated using a clustering technique. Clustering is the task of segmenting the sequences into a number of homogeneous subgroups or clusters. The most commonly applied clustering methods are the unweighted pair group method with arithmetic mean (UPGMA), and the neighbor-joining method (Saitou and Nei 1987) . The estimated tree is constructed such that the distances between the sequences along its edges are equivalent to the elements in the distance matrix. In the following discussion, we present an example of phylogenetic tree construction with UPGMA on the seven species of Figure 23 and use the Hamming distance measure between the sequences for simplicity.
The first step in the UPGMA algorithm selects the two species that have the smallest distance between them in the given matrix. In our example, this distance is "1" between Man and Monkey. The second step clusters the two species together in a subtree where the branching point (the point where the species diverged) is positioned at half the distance between them 1/2 = 0 5 . This point represents the Figure 23 .
Hamming distance matrix for amino acids of cytochromes of seven species. 
dist Man Species i + dist Monkey Species i
The new distance matrix for the species in our example is shown in Figure 25 .
The process is now repeated by successive iterations, selecting the minimum distance in the new matrix each time and constructing a subtree of the new clusters. Figure 26 shows the tree of the distance matrix of Figure 23 constructed using UPGMA. Figure 26 shows, for example, that the divergence between Man and Monkey (0.5 units) happened long after that between Horse and Kangaroo (5.5 units). Historically distance-based methods were the first methods available on computers because of their computational simplicity. However, they have declined in popularity among biologists recently due to their sensitivity to different substitution rates of the species, their focus on the distance matrix rather than the sequence data once the distance matrix is computed, and the heuristic tree-building algorithms that they incorporate (such as UPGMA). In addition, improved computation facilities have made maximum likelihood and maximum parsimony methods more tractable.
2. Parsimony Method. This method is based on the assumption that "evolution is parsimonious," which means that there should be no more evolutionary steps than necessary. For example, in the tree of Figure 26 , we count the number of substitutions (Hamming distance) between Figure 25 .
Distance matrix with Man_Monkey as one cluster. sequences at each branching point (splitting event). The best trees are those with the minimum number of substitutions between ancestor and descendants. The foundations of the parsimony method have long been discussed with heuristic nonparametric procedures. In the following discussion we will consider the construction of unrooted parsimony trees. For a more detailed account, see Farris (1983) . The construction of trees using parsimony is related to the minimum description length ideas where a cost is calculated for a given tree, (such as the number of substitutions) and the goal is to search the possible trees and find the one with the minimum cost. Now we refer to the Steiner problem on a set of N points in a metric space. The Steiner problem is that of finding the shortest tree connecting the N points when one is allowed to add extra vertices. Thus, with four points arranged at the vertices of a unit square, one would add a fifth point in the center to form the Steiner tree. With four points at the vertices of a rectangle, one would add two points as shown in the left-hand side of Figure 27 . A more common type of trees in the management science literature is the minimal spanning tree (a connected network for all N nodes that contains no cycles). Martin Gardner (Gardner 1997, Chapter 22) beautifully relates minimal spanning trees to Steiner trees and shows that a minimal spanning tree is a good "starting point" for a Steiner tree. For example, a minimal spanning tree can only be 13% longer than a Steiner tree in any given plane.
As a combinatorial problem, the maximum parsimony tree is the problem of finding the Steiner tree for the given Hamming distance between the sequences, under the constraint that the tree be binary. The problem of finding a minimal Steiner tree is that of finding the Steiner points (representing ancestors) that minimize the complete length of the tree.
The minimal Steiner tree problem is NP-hard, meaning that no algorithm is known that will compute an optimal Downloaded from informs.org by [128.125.124.17] (Felsenstein 2004) , and Goloboff's SPA (Goloboff 1995) all contain clever use of techniques such as branch and bound, and branch swapping, to find acceptable answers.
One of the advantages of using parsimony methods for tree construction is that they minimize the effects of homoplasy. Homoplasy occurs with certain substitutions and results in two sequences appearing more similar than they would be if the complete history were known. One example of homoplasy arises when a character change in a sequence may become invisible through time because there has been a reversal or back-substitution. Consider, for example, the substitution A → G → A that may occur in a given sequence and will not be noticed in the analyzed contemporary sequence. There are also changes of exactly the same type that appear in different parts (clades) of the tree, giving a false impression of similarity. This is called parallelism. Another variant is substitutions that occur in different clades but have the same results, such as A → G → A, and A → C → T → A. These are called convergent substitutions. Collectively, these substitutions are called homoplasy.
3. Maximum Likelihood Methods. Maximum likelihood methods select the tree that has the highest probability of producing the observed data. The approach uses a parametric model T , where is an -dimensional vector (that we will explain in more detail below) and T is the tree's topology. Under this model the likelihood for each possible tree is separately computed for each sequence (row) in the data set.
The vector of parameters, , comes from the substitution model that was discussed earlier. The number of other parameters that have to be specified to calculate the likelihood function depends on the complexity of the tree's evolutionary model. For example, a simple model called a molecular clock assumes that branch lengths in evolutionary change depend linearly on time. In this case the speciation times of the splitting events, t 1 t 2 t N −2 , are the only other parameters that need to be specified (Figure 28(a) ). In a more complicated model, Figure 28 .
(a) Molecular clock parameterization. (b) Parameterization using branch lengths and different rates along branches of the tree.
, as well as different mutation rates, r 1 r 2 r N −2 , along the branches need to be specified for the vector (Figure 28(b) ).
A complete model including distributions of all separation events is thus postulated. The likelihood of column X .j in the data matrix is calculated for a given tree and given substitution parameters. Let us denote this as f X .j 1 2 T For example, consider the two DNA sequences CGAT and ACGT in the tree of Figure 29 . Using a Markov evolution assumption, we can calculate the likelihood that symbol C is the first symbol of sequence CGAT and symbol A is the first symbol of sequence ACGT at the leaves of the tree, by conditioning on the value of the root, a i , and summing over all possible root values A C T G . That is, for the first column, X .1 = C A in the data matrix we have, X 11 = C, and X 21 = A. Figure 29 . Subtree for two sequences. where P a i → x t is the probability of substitution of the root, a i , into the nucleotide x in a given time t and is determined from the substitution model. If we assume independence in the evolution of all sites, the likelihood function for the entire data matrix is equal to the product.
The likelihood is then maximized over all possible tree topologies, T , and branch lengths obtained from the vector, . This requires computing the likelihood of all the possible trees, so the method is computationally expensive and requires efficient search procedures (Felsenstein 1981) . Note that the following assumptions are essential for the maximum likelihood method to be valid: 1. Each site (symbol) in the sequence evolves independently from the rest of the sequence.
2. Different lineages evolve independently (a lineage is a section of a branch of the tree).
3. Each site undergoes substitution at an expected rate, which is chosen from a series of rates with a given distribution.
Many biologists do not use the maximum likelihood method because there is little evidence to support the previous assumptions in real biological applications. In addition, many others do not use this method because of its computational expense, where each tree's likelihood computation is NP-hard. This is a surprising exception to the usual rule that parametric methods are advantageous for having fewer computational requirements.
4. Bayesian Tree Estimation Methods. The Bayesian methods represent more believable models of evolution than the maximum likelihood method, where variations in the rates of substitution can be modeled among the sites. The practical implementations of Bayesian methods start the tree construction with a very wide prior distribution on the space of all trees. The approach then uses Gibbs sampling and Monte Carlo Markov Chains to compute a posterior probability distribution on the tree conditioned on the observations. This is illustrated in more detail below.
We have seen that the likelihood function for the sequences was computed as
If the sites of the data matrix have different substitution rates, r k , the new likelihood takes these different rates into account and has the form
where t = time.
In most cases, we do not have enough information about the sites to know what these rates should be. Two general approaches may then be used to generate the posterior distribution when unknown parameters are present: empirical Bayesian analysis and hierarchical Bayesian analysis. Empirical Bayesian analysis replaces the unknown parameters with estimates (Rannala and Yang 1996) . Hierarchical Bayesian analysis assigns second-level priors as densities for the unknown parameters of the prior. Integration is performed over the second-level priors to obtain a prior that is completely specified. Yang and Rannala (1997) proposed the use of a g r gamma distribution as a secondlevel prior, which has a mean equal to 1 and variance of 1/ . The expression for the likelihood function then takes the form
For each tree, T , this is maximized with respect to t and . In practice, a discrete sum approximation is sufficient to solve this problem. The posterior distribution of the tree, given the data matrix, is as follows
where represents all possible branch lengths, and r represents the evolution rates. The above integral can be evaluated using numerical integration, but is much more efficiently evaluated for larger numbers of species using Monte Carlo integration. In particular, we can ignore the denominator if we use Markov Chain Monte Carlo (MCMC) methods like the Metropolis algorithm (Metropolis et al. 1953 ) and the Gibbs sampler (Geman and Geman 1984) , because only the ratio of probabilities is needed. Huelsenbeck and Ronquist (2002) developed a software package called Mr. Bayes to perform Bayesian inference of phylogenetic trees using MCMC simulation. One of the main problems with Bayesian MCMC methods, however, is that there is no complete proof of the length of the simulation run before convergence is attained. A preliminary study by Diaconis and Holmes (2003) has shown that convergence can be quite fast in many cases.
Issues with Tree-Building Techniques
Several problems may occur with the tree-building techniques mentioned above. We have discussed homoplasy and convergence as examples, but there are many others. One problem that may occur is the nonoptimality of the solutions. For example, maximum likelihood and parsimony methods may provide only locally optimal trees because their problems are computationally intractable. The clustering methods on the distance matrix also use heuristic methods that do not necessarily provide the globally optimal Downloaded from informs.org by [128.125.124 .17] on 29 June 2015, at 10:35 . For personal use only, all rights reserved.
solution. This implies that even if the data were perfectly dependable, errors may persist because only a local optimum solution was found. Some authors suggest repeating the tree analysis on the data after interchanging the order of the species. Choosing different orders and initial conditions may result in different solutions.
Tree-building methods can be compared using several criteria such as accuracy (which method gives the true tree, T , when we know the answer?), consistency, (when the number of characters increases to infinity do the trees provided by the estimator converge to the true tree?), efficiency (how quickly does a method converge to the correct solution as the data size increases?), and robustness (is the method stable when the data do not fulfill the necessary assumptions?). To clarify some of these issues, we refer the reader to Holmes (2003) , where a geometric analysis of the problem is provided and these issues are further discussed.
Probability Distributions on Trees
The second part of the tree-building analysis is concerned with how "close" we believe the estimated tree is to the true tree. This analysis builds on a probability distribution on the space of all trees. The difficult part of this problem is that there are exponentially many possible trees. A nonparametric approach using a multinomial probability model on the whole set of trees would not be feasible, as the number of trees is 2N − 3 !!. The Bayesian approach defines parametric priors on the space of trees, and then computes the posterior distribution on the same subset of the set of all trees. This analysis enables confidence statements in a Bayesian sense (Li et al. 2000) .
Protein Folding, Simulation, and Structure Prediction
Now we will discuss one of the fundamental challenges faced by bioinformatics today: the problem of protein folding, simulation, and structure prediction. The main motivation for this study is that the structure of a protein greatly influences its function (see Bork et al. 1998 and Cohen 1999 for a review of the effects of protein folding and misfolding on certain diseases). Knowledge of protein structure and function can help determine the chemical structure of drugs needed to reverse the symptoms that arise due to its malfunction. This is known as "targeted therapy." We have discussed, in the section concerning the central dogma of biology, that a linear DNA is transcribed and translated into a sequence of linear amino acids. Early stages of protein folding begin even before the complete synthesis of the polypeptide chain (Fedorov and Baldwin 1997) . The translated section of the chain is in a high-energy and very mobile state. In only a few seconds, the whole polypeptide sequence is synthesized and folds into a compact, lowenergy, and stable shape that determines its function.
What Drives Protein Folding?
To understand the dynamics of folding of a protein into its stable structure, we start with the question, "what drives protein folding?" We describe three main forces that drive protein folding below. 1. Hydrophobic versus hydrophilic preferences of amino acids. The hydrophobic amino acids move towards the interior of the folded structure and force their way away from the surrounding aqueous environment. The hydrophilic amino acids, on the other hand, force their way towards the exterior of the folded structure.
2. Specific neighbor preferences of the 20 amino acids in the folded structure.
3. Forces acting on the amino acid molecules due to the energy interactions in a given structure.
In the following discussion we will elaborate further on the third type of forces that drive protein folding. Next we will give a brief overview of the main techniques and management science tools used in protein structure prediction.
Energy Landscapes
The structure of a molecule consists of atoms connected together by bonds. (Figure 30(a) shows the molecular structure of the amino acid phenylalanine.) The bonds in a molecular structure contribute to its overall potential energy. We shall neglect all quantum mechanical effects in the following discussion and consider only the elements that contribute largely to the potential energy of a structure (Levitt and Lifson 1969) .
1. Pair Bonds. This is a bond that exists between atoms physically connected by a bond and separated by a distance b. It is like a spring action where energy is stored above and below an equilibrium distance, b 0 . The energy associated with this bond is U b = 1/2 K b b − b 0 2 , where b 0 can be determined from X-rays, and K b can be determined from spectroscopy. This is shown in Figure 30(b) .
2. Bond Angles. This bond exists when an angular deviation from an equilibrium angle, 0 , occurs between three atoms. The bond angle energy associated with the triplet is U = 1/2 K − 0 2 . This is shown in Figure 30 (c). 3. Torsion Angles. This bond exists when a torsion angle, , exists between the first and fourth atoms on the axis of the second and third atoms. This angle is shown in Figure 30 (d). The energy associated with this bond is U = K 1 − cos n + , where is an initial torsion angle.
4. Nonbonded pairs. Bonds also exist between atoms that are not physically connected in the structure. (Figure 30(e) ). These bonds include a. Van der Waal forces, which exist between nonbonded pairs and contribute to energy, U r = r 0 /r 12 − 2 r 0 /r 6 , r 0 is an equilibrium distance and a constant. b. Electrostatic interactions, which contribute to an energy of U r = q i q j /r , and Downloaded from informs.org by [128.125.124.17] Basic contributors to the potential energy of a molecular structure.
c. Hydrogen bonds, which result from Van Der Waals forces and the geometry of the system, and contribute to the potential energy of the structure.
The total potential energy of a molecular structure is the sum of its individual energy components. The number of degrees of freedom affecting the total potential energy is determined by the number of atoms in the structure multiplied by the number of degrees of freedom per atom (three degrees of freedom in a three-dimensional X, Y, and Z Cartesian space).
The total potential energy function of a given structure can thus be determined by the knowledge of the precise position of each atom (or the value of each degree of freedom present). Fortunately, there are many stiff bonds in a molecular structure, such as the pair bonds and bond angles, which lead to little movement of the atoms and hence to little stored potential energy. A number of torsional angles are thus commonly defined and referred to along the peptide chain. These torsional angles are called the , , and angles. A precise description of these angles along the protein backbone will specify the threedimensional conformation (structure) of the polypeptide chain. The representation of a protein fold in this torsional space is very useful since only a few parameters are required per peptide unit. In addition, Ramachandran and Sasisekharan (1968) observed that some combinations of and angles are not physically accessible to a polypetide unit due to the actual size of its atoms. This limitation places constraints on the possible three-dimensional structures into which a peptide unit may fold. Figure 31 (b) shows the energy landscape for two degrees of freedom. The force acting on each atom at any position is the negative gradient of the energy landscape at that point.
Free Energy, Entropy, and Probability
Now we relate the energy of a given structure, or state, to its probability of occurrence. This is an important step in the models of structure prediction that will be used later in this section. Consider the one-dimensional energy landscape shown in Figure 32 .
In Figure 32 we have one wide potential energy minimum, A, and one narrow minimum, B, with a maximum potential energy peak between the two minima. Let us consider that each energy minimum and maximum is a state. At a given temperature, a stable state will be at either of the minimum energy positions A or B.
The Boltzmann distribution relates the energy, U x i , at a certain position, x i , in a given state, A, to its probability, P x i , of being at that position as
where K = Boltzmann's constant and T is the temperature. 
The probability over all positions in a given state must sum to unity, so the probabilities are normalized over all positions and given as
As the temperature increases, the distributions get broader, showing an increase in uncertainty about the position in each state. Note that the probability distribution of A is broader than B, showing more uncertainty about State A than State B. The entropy of a state is a measure of disorder, or uncertainty. Shannon (1948) defined the entropy in Figure 32 . Potential energy and probability distributions for given states.
terms of a distribution as
Now we define the free energy, G A , of a state, A, as
where U A is the average of the potential energy of the State A, T is the temperature, and H A is the entropy of State A. The transfer time from a State A to State B depends on two things: the actual transition time (which is very fast) and the waiting time before the transition. The waiting time depends on the energy barrier between the two states and is given as
where h is Planck's constant, K is Boltzmann's constant, and G is the height of the energy barrier between the two states G A − G Max state between A and B)
Protein Structure Prediction
Now we present the three main techniques that are used for protein structure prediction: homology (comparative modeling), fold recognition and threading, and ab initio folding.
1. Homology or Comparative Modeling. Comparative modeling techniques predict the structure of a given protein sequence based on its alignment to one or more protein sequences of known structure in a protein database. The approach uses sequence alignment techniques to establish a correspondence between the known structure "template" and the unknown structure. The number of protein sequences that can be modeled and the accuracy of the predictions are increasing steadily due to the growth in the number of known protein structures and because of the improvements in the modeling software. (Berman et al. 2000) . Several computer programs and web servers are also available that automate the comparative modeling method such as the Swiss-Model server (http://www.expasy.ch/swissmod/) (Peitsch 1996) , and MODWEB (http://guitar.rockefeller.edu/modweb/) (Pieper et al. 2002) .
2. Fold Recognition and Threading. In comparative modeling, an unknown sequence exhibits high similarity with the database sequence. When the two sequences exhibit less similarity, the process of recognizing which folding template to use is more difficult. The first step in this case is to choose a structure from a library of templates in the protein databank. This is called fold recognition. An example of two possible templates for a given structure is shown in Figure 33 (a). The second step "threads" the given protein sequence into the chosen template (Figure 33(b) ). An important question that arises now is whether or not the given sequence fits the chosen template (Bryant and Altschul 1995) . For example, we can check if the hydrophobic or hydrophilic preferences of the amino acids are preserved in the threaded structure. Gaps may also be inserted in the threaded sequence to improve the fit based on certain evaluation criteria. The algorithm, however, is computationally expensive. Several computer software programs are available for protein structure prediction using the fold recognition and threading technique such as PROSPECT (Xu and Xu 2000) .
3. Ab Initio (New Fold) Prediction. In comparative modeling and threading methods, there is some similarity between a protein sequence with an unknown structure and a protein sequence with a known structure from a given protein database. If no similarities exist with any of the sequences in the database, the ab initio prediction method is used. This method is one of the earliest structure prediction methods, and uses energy interaction principles to predict the protein structure (Nemethy and Scheraga 1965 , Levitt and Lifson 1969 , Levitt and Warshel 1975 . In the next section we will discuss some management science tools that are used to predict protein structure using energy principles. 5.5. Energy-Based Methods for Protein Folding, Simulation, and Structure Prediction 1. Optimization (Energy Minimization). The translated section of the amino acid sequence moves across the energy landscape through different energy levels and finds equilibrium at a minimum energy state (a local minimum in the energy landscape has zero forces acting on the atoms and is therefore an equilibrium state). Structure prediction is then an optimization problem whose objective function is the energy landscape of the molecular structure. The variables in the optimization problem are the degrees of freedom present (Levitt 1983a) . We can determine the stable position(s) of the protein by finding the position(s) of the minima in the energy landscape. Common optimization algorithms use steepest descent, Newton, and conjugate gradients. For an application of these methods to computational biology, see Schlick (1992) .
The energy landscape has many local minima that may prevent the previous optimization methods from finding a global energy minimum. A number of approaches have been proposed to solve this problem. One approach decomposes the large-scale protein-folding problem into a number of smaller subproblems. This method divides the original peptide chain into fragments and identifies an ensemble of structures for the fragments of the original problem. The next step joins the structures to form overall conformations, which can be minimized (Gibson and Scheraga 1987) . For example, a fragment may consist of a single amino acid for which the location of the minima can easily be identified. The basic implementation of this fragmentation approach is known as the buildup method.
Genetic algorithms have also been used to minimize the energy function based on principles of evolutionary theory (Unger and Moult 1993) . Other approaches discretize the energy landscape into finite intervals and calculate the energy function at each of the discretized points. This approach finds the global minimum in the conformation space, as well as all the local minima; however, there is a trade-off between the complexity of the algorithm (measured by the number of possible discretized conformation states) and its accuracy (measured by the deviation of the solution from the X-ray structure). For more details on this approach, see Park and Levitt (1995) .
2. Monte Carlo Sampling (Using the Metropolis Algorithm). Monte Carlo sampling is one of the most common techniques for simulating molecular motion. It samples the conformation space of a system of molecules in order to study how they relax or fluctuate around an equilibrium state. The Metropolis algorithm (Metropolis et al. 1953 ) enhances basic Monte Carlo sampling using the Boltzman distribution to direct the structural search.
The algorithm starts by choosing an initial structure, A, with potential energy, U A . A new structure, B, is then randomly generated. If the energy of the new structure is less than that of the old structure, the new structure Downloaded from informs.org by [128.125.124 .17] on 29 June 2015, at 10:35 . For personal use only, all rights reserved.
Operations Research 52(2), pp. 165-190, © 2004 INFORMS is accepted. If the energy of the new structure is higher than the old structure, then we generate a random number, RAND, from a uniform distribution U 0 1 .
The new structure is accepted if e − E/KT > RAND, where E = E B − E A , is the difference in energy levels, K is Boltzman's constant, and T is the temperature in Kelvins. Otherwise, the new structure is rejected. Another random structure is then generated (either from the new accepted structure or from the old structure if the first one was rejected) and the process is repeated until some termination condition is satisfied (e.g., the maximal number of steps has been achieved).
From the previous discussion, we can see that the search direction moves asymptotically towards the lower-energy structures. Note, however, that some high-energy structures may also be accepted in the process. The acceptance of high-energy structures enables the search algorithm to escape many of the local minima that are present in the energy landscape. The success of the Metropolis algorithm is thus highly dependent on the temperature: If the temperature is high, many high-energy samples will be accepted at the expense of searching the lower-energy conformations. On the other hand, if the temperature is low, fewer highenergy samples will be accepted, and the search moves towards the local minima. This temperature dependence problem was solved through the idea of simulated annealing (Kirkpatrick et al. 1983) , where the temperature starts high and then decreases gradually to find the minimum. Simulated annealing methods have been applied to many examples of protein folding, such as in Morales et al. (1991) and Snow (1992) .
Probabilistic Models (Markov Chain Theory).
Another type of analysis uses a state space, or energy landscape, with a finite number of possible conformations v i , i = 1 n, that are randomly sampled from the possible conformation space. These conformations correspond to the structure of a protein during folding. The transition probability P ij between any states (or any two pairs of nodes i and j in the Markov model) depends on the difference in Figure 34 .
Stochastic road map simulation.
energy levels, E ij = E i − E j , between the two conformations. The transition probabilities can be determined by adapting the Metropolis criterion as
where N i is the number of nearest neighbors of node i. The self-transition probabilities, P ii are given as
This reduces the analysis into a Markov chain model, as shown in Figure 34 . Hence, the well-known Markov theory principles can be applied to the calculation of several parameters such as expected folding times and folding probabilities. This technique is called stochastic road map simulation (Apaydin et al. 2002) and has the same convergence properties as a Monte Carlo simulation. In other words, both simulations have the same stationary distribution as a Boltzmann distribution.
Dynamic Systems (Molecular Dynamics).
Molecular dynamics uses equations of motion to trace the position of each atom during folding of the protein (Levitt 1983b) . A single structure is used as a starting point for these calculations. The force acting on each atom is the negative of the gradient of the potential energy at that position. Accelerations, a i , are related through masses, m i , to forces, F i , via Netwon's second law F i = m i a i . At each time step, new positions and velocities of each of the atoms are determined by solving equations of motion using the old positions, old velocities, and old accelerations. Beeman (1976) showed that new atomic positions and velocities could be Operations Research 52(2), pp. 165-190, © 2004 INFORMS networks and probabilistic Boolean networks (Schmulevich et al. 2002) , to continuous models such as continuous recurrent neural networks (Mjolsness et al. 1991) and Bayesian networks (Friedman et al. 2000 , Baldi and Brunak 2001 , Baldi and Hatfield 2001 .
Bioinformatics is a broad multidisciplinary research area that includes many tools, applications, and a promising future. Our goal in this paper was to provide the Operations Research readers with an introduction to the field and an immediate application of many operations research tools to its most challenging problems. We hope that the material we have covered will motivate more management scientists to contribute their tools and skills to this emerging and exciting multidisciplinary research area. Endnote 1. Optimal sequence alignment mechanisms are generally one of two types. The first type maximizes a similarity score between the two sequences, and the second type minimizes an edit (evolutionary) distance between them. Examples of evolutionary distances are discussed in §4. The dynamic programming approach applies to either type where a "min" replaces a "max" in the second type of problems.
