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von denen gesagt wird, sie seien das „neue Öl“, also der Rohstoff für die Informati-
onswirtschaft. Unsere Datenspuren im Netz werden zunehmend wirtschaftlich ver-
wertet. Manchmal mit unserem Wissen und unserem Einverständnis, meist jedoch, 
ohne dass wir das Ausmaß dieser Verwertungsketten überblicken könnten – es viel-
leicht auch gar nicht wollen. Ohne Zweifel beinhaltet Big Data enorme wirtschaft-
liche Potenziale und phantastische Möglichkeiten für die Wissenschaft. Big Data 
wird die Art und Weise, wie in unserer Gesellschaft Entscheidungen getroffen wer-
den, tiefgreifend verändern. Wenn Big Data darüber entscheidet, wie beispielsweise 
mein zukünftiges Konsum- und Informationsverhalten, meine Kreditwürdigkeit oder 
auch mein zukünftiger Bildungsweg sein wird, dann brauchen wir eine gesellschaft-
liche und politische Auseinandersetzung über Ziele und Grenzen. Es geht um Trans-
parenz, um Aufklärung und auch um politisches Handeln. Letztlich geht es um die 
Frage: Wie wollen wir zukünftig in der digitalen Gesellschaft leben? Die Frage darf 
nicht heißen: Wie passen wir uns an das technisch Machbare an? 
Politisches Handeln muss sich gegen einen technologischen Determinismus des 
Menschen wenden, eine Haltung, bei der Technologie unseren Handlungsraum fest-
legt und nicht wir selbst. Denn der fortschreitende Einsatz von Big Data-Technolo-
gien fordert unsere Souveränität, Selbstbestimmung und Freiheit heraus. Deshalb 
sind digitale Mündigkeit und Bildung von großer Bedeutung. So freue ich mich, dass 
mit diesem Band der Schriftenreihe zur digitalen Gesellschaft NRW das Thema Big 
Data und Medienbildung weiter fortgesetzt und vertieft wird und danke allen Auto-
rinnen und Autoren herzlich für Ihre Beiträge!
Dr. Angelica Schwall-Düren 
Ministerin für Bundesangelegenheiten, Europa und Medien NRW
Harald Gapski
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• Der Konsumbereich folgt nach Hofstetter (2014, S. 217) in dieser Ausweitungs-
logik als nächstes: „Die Big-Data-Technologien der Analyse, Prognose und Ma-
nipulation erfassen in einer zweiten Kommerzialisierungswelle all diejenigen, 
die am Ende der Wertschöpfungskette stehen: die Verbraucher.“ Insofern zeigt 
der Einsatz von „Big Data im Marketing“ (Schwarz 2015) vielfältige Techniken 
der effektiven Kundenansprache und -bindung. Durch das Always-On-Marketing 
(AOM) und Big Data ist es erstmals möglich, die Verbrauchererfahrung vollstän-
dig zu erfassen und individualisierte Verbindungen zu jedem einzelnen Kunden 
mitsamt seinen Vorlieben und Interessen herzustellen.12 Viel Beachtung in der 
öffentlichen Berichterstattung fand das Beispiel eines besorgten Familienva-
ters, der sich bei der US-Kette Target über die aus seiner Sicht unpassende 
Werbung zu Schwangerschaftsprodukten beschwerte, die seine noch schul-
pflichtige Tochter erhalten hat. Wenig später musste er feststellten, dass diese 
auf Basis von Predictive Analysis erstellte Produktwerbung seine tatsächlich 
schwangere Tochter erreicht. Der verantwortliche Statistiker bei Target, der die-
ses mathematische Schwangerschafts-Vorhersage-Modell auf Basis der indivi-
duellen Kaufhistorie bestimmter Produkte erstellt hat, betonte: ”We’ll be sen-
ding you coupons for things you want before you even know you want them.”13
• Im Versicherungswesen werden erste individualisierte Preismodelle (Telema-
tik-Tarife bzw. ”Pay how you drive/live“14) von Kranken-15 oder Autoversicherun-
gen16 angeboten, die das Tracking, also das Nachverfolgen und die Messwert-
erfassung von Personen und Objekten in Echtzeit sowie die Datenpreisgabe 
durch den Versicherten voraussetzen.
• Im politischen Wahlkampf, zumindest in dem letzten von Barack Obama in den USA, 
zeigt sich eine weitere Kompetenzverschiebung: Nach der Personalakquise von Da-
tenanalysten aus der Konsumwirtschaft wurde eine eigene Wahlkampf-Forschungs-
abteilung mit dem Ziel aufgebaut, individualisierte Prognosen über die Einstellungen 
und das Verhalten potenzieller Wähler zu sammeln. Von besonderer Bedeutung 
war dabei das Persuasion Model, „welches Millionen Datensätze [...] nach Wählern 
durchforstete, die mit hoher Wahrscheinlichkeit auf Obamas Seite gezogen werden 
konnten.”17 Die Chancen und Risiken von Big Data für den demokratischen Willens-
bildungsprozess sind Gegenstand der Debatte zwischen Akteuren des Verfassungs-
rechts, des Datenschutzes und der politischen Regulierung (Richter 2015).
• In der Strafverfolgung sind derzeit Landeskriminalämter in Bayern und Nord-
rhein-Westfalen mit Tests zur Wirksamkeit von Predictive Policing befasst, das 
in den USA bereits eingesetzt wird. Ein Softwaresystem soll vorhersagen, wo 
welche Straftaten zu erwarten sind und entsprechende vorbereitende Maßnah-
men einleiten.18 Auch im Hinblick auf die „politische Kontrolle sozialer Bewe-
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gungen“ kommen im Rahmen des Riot Forecasting Big Data-Analyse-Werkzeu-
ge zum Einsatz (Reichert 2014, S. 10).
• In der Wissenschaft sind es nicht nur naturwissenschaftliche Beobachtungs- und Ex-
perimentalsysteme, wie astronomische Observatorien oder das Kernforschungszent-
rum CERN, das beispielsweise in einem Experiment ein Petabyte Daten pro Sekunde 
erzeugt.19 Die Datenzentren entwickeln zugleich übertragbare Big Data-Algorithmen 
für andere gesellschaftliche Bereiche. Auch die fortschreitende Digitalisierung geis-
teswissenschaftlich interessanter Datenbestände führt zu Methodendiskussionen 
und zur Einführung innovativer Verfahren in den Digital Humanities (Berry 2014).
Diese Liste der Anwendungsfelder ließe sich mit weiteren, unbestreitbar positiven 
Beispielen aus der Medizin (Langkafel 2015), z.B. die Verringerung der Sterblichkeit 
Frühgeborener (Mayer-Schönberger/Cukier 2013, S. 79f.), aus der Katastrophenhil-
fe20, der umweltschonenden Verkehrsplanung oder der systematischen Erkennung 
von Kreditkartenbetrug (Ortega 2015, S. 61) erweitern.
Mit Blick auf das hier relevante Thema Medienbildung und Big Data gilt es zunächst, eine 
grundsätzliche perspektivische Unterscheidung zu treffen, die dann auch zum Thema die-
ses Bands führt: Im Bildungswesen wird unter dem Schlagwort „Learning Analytics” die 
Übertragung von Big Data-Konzepten aus dem Wirtschafts- und Konsumbereich auf den 
Bildungsbereich verstanden. Dieser für Schulen und Hochschulen ausgemachte mittel-
fristige Zukunftstrend stellt einen Teilbereich des Data Minings dar. Durch umfassende 
Auswertungen digitaler Datenspuren in Bildungseinrichtungen kann das Management 
durch das sogenannte Data Driven Decision Making (DDDM) bei Entscheidungen über 
den Einsatz von Ressourcen und Lernangeboten unterstützt und Lernprozesse selbst per-
sonalisiert und prognostiziert werden. Diese Dimension des instrumentellen Einsatzes, 
also Big Data als Lernmittel (vgl. dazu Dander/Aßmann in diesem Band), ist ein eigenes, 
zukünftig an Bedeutung gewinnendes Thema. Im Zentrum des vorliegenden Bands steht 
die reflexive Ebene des Verhältnisses zwischen Medienbildung und Big Data.
Was rechtfertigt und begründet die Auseinandersetzung mit diesem abstrakten und 
technologischen Thema? Als technologische Innovation der vergangenen Jahre zeigt 
Big Data durchaus Charakteristiken eines Hypes: Seit 2011 verbreitet sich der Begriff 
in den Medien rasant, was sich beispielsweise auch in den Google-Abfragen zu den 
Trends bei Suchanfragen21 widerspiegelt. Folgt man dem Hype-Cycle von Gartner22, 
dann werden nach dem technologischen Auslöser die Erwartungen an die Potenziale 
von Big Data-Analysen weiter steigen. Der technologische Enthusiasmus erreicht ir-
gendwann seinen Gipfel. Danach läuft die Aufmerksamkeitskurve in ein Tal der Ent-
täuschungen über die nicht erreichten Erwartungen und mündet schließlich auf ein 
Plateau der Produktivität. Auch auf diese technologische Innovation – wie schon zuvor 
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andere Medientechnologien – stützen sich bereits jetzt utopische wie dystopische 
Projektionen und Zukunftsentwürfe: Sie reichen vom neuen „Versprechen der Allwis-
senheit“ (Geiselberger/Moorstedt 2013) bis hin zum sozialkybernetischen Albtraum 
eines totalen Überwachungsstaats. Auch diese Diskurse einordnen und bewerten zu 
können, gehört zu einer aktuellen Medienkritik und somit zur Medienbildung.
Das Ausmaß der installierten und weiter wachsenden technologischen Infrastruktur, 
die unsere Gesellschaft als soziotechnisches System prägt bzw. überhaupt erst ope-
rieren lässt, stützt die These, dass der Big Data-Komplex eine – stille23 – „Revolution“ 
darstellt: „Die Ära von Big Data wird sich auch auf unsere Lebensweise und unsere 
Weltsicht auswirken“ (Mayer-Schönberger/Cukier 2013, S. 13) – und dies nachhaltig 
(Gapski 2014). Im Vordergrund steht nicht die Technologie, sondern die mit ihr einher-
gehende Sicht auf die Welt, die neupositivistische Handhabung von Datenbeständen 
über die Vergangenheit und die Prognosen über zukünftiges menschliches Verhalten. 
Es sind diese Verschiebungen, die Begriffe wie Selbstbestimmung, Souveränität oder 
freier Wille herausfordern. Konsequenterweise hat der Deutsche Ethikrat „Big Data“ 
in sein Arbeitsprogramm24 aufgenommen. Die Frage nach Normen für Akteure stellt 
auch das Deutsche Institut für Vertrauen und Sicherheit im Internet (DIVSI) im Hinblick 
auf Big Data: „Braucht Deutschland einen Digitalen Kodex?“25
Warum ist Big Data ein Thema für die medienpädagogische Auseinandersetzung? Die 
Geschichte der Medienpädagogik kann als „Geschichte der pädagogischen Reaktionen 
auf die jeweils ‚neuen Medien‘ und die durch sie hervorgerufenen gesellschaftlichen 
Irritationen“ (Hüther/Schorb 1997, S. 245) interpretiert werden. Jeder medientechnolo-
gischen Innovation folgt eine zeitlich nachlaufende Anpassungsqualifikation oder ganz-
heitlicher: eine Kompetenzentwicklung (Gapski 2001). Vor dem Hintergrund der Wirk-
mächtigkeit wird Big Data zunehmend zu einem lebensweltlich erfahrbaren Phänomen, 
wenn Konsumentscheidungen, Informationsverhalten und Karrierechancen in den An-
wendungsbereich algorithmisierter Prozesse fallen. Im Sinne der strukturalen Medien-
bildung von Jörissen und Marotzki (2009, S. 31f) wirft die gesellschaftliche Wechselwir-
kung mit Big Data die vier grundlegenden Fragen von Immanuel Kant auf: „Was kann ich 
wissen? Was soll ich tun? Was darf ich hoffen? und Was ist der Mensch?“. Diese Orien-
tierungsdimensionen – der Wissens-, der Handlungs-, der Grenz- und der Biographiebe-
zug – können auch als Hintergrundfolie für die Lektüre der folgenden Beiträge dienen:
„Warum sich Medienpädagogik mit Big Data Analytics befassen sollte“ – eine weiter-
führende Antwort auf diese Frage liefert Isabel Zorn im ersten Beitrag des vorliegen-
den Bandes. Sie arbeitet dazu die Unterschiede und Herausforderungen im Vergleich 
zu traditionellen Medien heraus und betont die Notwendigkeit, sowohl aufklärende, 
kritische Positionen als auch praktische Anleitungen zu vermitteln: „Medienpädagogik 
Eine Einleitung
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ist aufgerufen, entsprechende Angebote zu entwickeln und anzubieten. Bildungsinsti-
tutionen sind aufgerufen, ihre Softwarepolitik und Softwareausstattung nach pädago-
gisch relevanten Kriterien zu überprüfen und zu gestalten.“ Zur Umsetzung empfiehlt 
Zorn die Etablierung von interdisziplinären Kooperations- und Austausch-Netzwerken.
Valentin Dander und Sandra Aßmann gehen in ihrem Beitrag „Medienpädagogik und (Big) 
Data: Konsequenzen für die erziehungswissenschaftliche Medienforschung und -praxis“ 
von einer Datengesellschaft aus, in der drei Medienpädagogiken ihren jeweiligen Zugang 
entwickeln und ausbauen müssen. Aus mediendidaktischer Perspektive sind Daten Lern-
mittel (z.B. in Gestalt von Open Data, Learning Analytics oder Lifelogging), aus mediener-
zieherischer Perspektive ist Big Data ein Lerninhalt und Datenkompetenz ein mögliches 
Lernziel, und aus Perspektive der Medienbildung sind Daten und Big Data Forschungs-
mittel, die neue Erkenntnisse liefern, aber auch methodologische Reflexionen anstoßen. 
Niels Brüggen bündelt in seinem Beitrag einige „Gedanken zur Neuausrichtung der 
Medien kompetenzförderung angesichts Big Data“. Zunächst beschreibt er Big Data als 
mehrdimensionale Herausforderung, verbunden mit der Frage, wie ein souveränes Leben 
in einer mediatisierten Welt gelingen kann. Im Unterschied zur Web-2.0-Welt lenkt die 
Reflexion über Big Data die Aufmerksamkeit stärker auf eine überindividuelle Ebene und 
die zu erfüllenden Bedingungen: Ein ‚Think before you post‘ reicht nicht mehr aus. Mit 
Blick auf die Revision medienpädagogischer Konzepte richtet Brüggen dann seine Auf-
merksamkeit auf Jugendliche als typische Zielgruppe medienpädagogischer Arbeit und 
benennt Zugänge für eine Medienkompetenzförderung jenseits einer Führerschein-Idee.
Harald Gapski versucht in seinem Beitrag „Medienbildung in der Medienkatastro-
phe – Big Data als Herausforderung“ zunächst eine medienhistorische Einordnung 
und benennt die Treiber dieser digitalen Transformation. Auf Basis einer einfachen 
Datentypologie sollen die Besonderheiten der medienpädagogischen Herausfor-
derungen herausgearbeitet werden, die er entlang von vier Thesen zur Diskussion 
stellt. Ihre praktische Bearbeitung erscheint alles andere als einfach – zwischen 
Entgrenzungen, Auflösungen und Paradoxien gilt es, Begriffskonzepte neu zu durch-
denken, mehrdimensionale Kompetenzentwicklungen zu fördern und einen über-
greifenden gesellschaftlichen Diskurs zu führen.
Christopher Koska fasst informations- und medienethische Überlegungen „Zur Idee 
einer digitalen Bildungsidentität“ in seinem Beitrag zusammen. Darin beschreibt er 
die Notwendigkeit des Einsatzes von Personalisierungs-, Kontextualisierungs- und 
Filtertechnologien, um im Umgang mit Big Data die Daten- und Informationsflut zu 
beherrschen und zugleich lebenslanges Lernens zu unterstützen. Im Zentrum steht 
dabei die personale Autonomie bzw. das Problem ihres Verlusts in Zeiten von Big 
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Data. Anhand von Kriterien und Bedingungen für diese Autonomie diskutiert Koska 
abschließend die Folgen einer Ethik für Algorithmen und kommt zu dem Schluss, 
dass jeder Einzelne die Möglichkeit haben sollte, die digitale Identität zu verwalten, 
„ohne auf den Mehrwert von Big-Data-Technologien verzichten zu müssen.“ 
Stefan Selke behauptet in seinem Beitrag „Lifelogging und die neue Taxonomie des 
Sozialen“, dass sich durch die Praktiken der digitalen Selbstvermessung, beispiels-
weise mithilfe von digitalen Gesundheitsarmbändern und -Apps, unsere „kulturelle 
Matrix“ derart verändert, dass Werteverschiebungen und „rationale Diskriminierun-
gen“ in der Gesellschaft entstehen. Gegen diese Verschiebungen im Wertgefüge und 
strukturelle Abwertungen setzt Selke u. a. auf eine Rückgewinnung des individuellen 
Entscheidungswillens, auf eine Aufklärung über Datenschutz und auf ein erweitertes 
Kompetenzspek trum im Sinne einer „Zweisprachigkeit“ im Umgang mit der Welt, die 
sich medien pädagogisch und -ethisch fördern ließe: „Erzählen statt nur Zählen, Ermes-
sen statt nur Messen. Denn das Angemessene lässt sich gerade nicht vermessen.“ 
Petra Grimm und Birgit Kimmel verbinden in ihrem Beitrag „Big Data und der 
Schutz der Privatsphäre – Medienethik in der medienpädagogischen Praxis“ die 
Reflexion über die Folgen einer Datafizierung der Welt einschließlich der Privatsphä-
re mit konkreten didaktischen Anwendungsbeispielen. Hintergrund bildet die ange-
wandte digitale Ethik, die den Erwerb einer wertebezogenen Medienkompetenz und 
Privatheitskompetenz fördern soll. Die Autorinnen stellen in diesem Zusammenhang 
ein Arbeitsmaterial – die medienethische Roadmap – vor, das, in sieben Phasen 
gegliedert, Denkprozesse zum moralischen Urteilen und Handeln anstoßen und 
Schülerinnen und Schüler befähigen soll, „ein gelingendes Leben im Umgang mit 
digitalen Medien zu führen und eine eigene Haltung zu entwickeln – ein Ethos.“
Eine weitere Brücke zur pädagogischen Praxis baut Gerda Sieben mit ihrem Beitrag „Big 
Data – ein Thema für die Jugendmedienarbeit“. Darin stellt sie zunächst fest, dass kaum 
entwickelte Methoden vorliegen, welche die wirtschaftlichen und politischen Implikatio-
nen von Big Data für Jugendliche durchschaubarer machen und zugleich Chancen be-
schreiben, die sich auch für Jugendliche in der Auswertung großer Datenmengen ergeben. 
Vor diesem Hintergrund beschreibt sie das Konzept und den Aufbau der entwickelten Ar-
beitshilfe „Big Data für die Jugendarbeit“ und des Planspiels „Start-up in Datarryn“.
Von der Ausgangsfrage, ob und warum Big Data überhaupt ein Thema für die Medi-
enbildung ist, über die dargestellten Phänomene, wie digitale Identität und Selbst-
vermessung, und die Diskussion gesellschaftlich-normativer Konsequenzen bis hin 
zur Dokumentation bereits bestehender medienpädagogischer Materialien: Die 
Beiträge in diesem Band zeigen, dass sich die Akteure der Medienbildung auf unter-
Eine Einleitung
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Isabel Zorn
Warum sich Medienpädagogik mit  
Big Data Analytics befassen sollte
Die Vorzeichen in der Medienpädagogik sind verändert: Konnte man durch eine auf-
geklärte, kritisch-reflexive Haltung Manipulationen in Kinofilmen gut erkennen und 
vom Inhalt abstrahieren, so gelingt auch bei sehr kompetenter aufgeklärter Haltung 
ein selbstbestimmter Umgang mit datenverarbeitenden Medien nicht oder kaum. Mit 
dem Aufkommen von sensorgestützten, softwarebasierten Technologien sind wir mit 
allgegenwärtigen datenverarbeitenden Technologien konfrontiert, die teilweise noch 
den traditionellen Medien zumindest in Teilen ihrer Inhaltsaspekte ähneln, jedoch in 
ihrer Funktionalität auf anderen Mechanismen basieren. Diese datenverarbeitenden 
(Medien-)Technologien und die sie entwickelnden Firmen und Konzerne sammeln 
und verarbeiten Daten in Formen, die zu Angriffen auf Privatsphäre, Menschenwürde 
und Freiheit führen (können). Wesentliche Säulen der Demokratie und des Rechts-
staats (Meinungsfreiheit, Datenschutz, Anonymität, effektive Anwendbarkeit nationa-
ler Gesetzgebung – Legislative und Judikative –, etc.) könnten gefährdet sein. 
Praktische Handlungsalternativen sind jedoch kaum bekannt, Medienangebote 
ändern sich schneller als man darauf reagieren kann, hintergründig ablaufende 
Prozesse sind nicht durchschaubar, datenschutzbeschneidende Geschäftsbedin-
gungen werden akzeptiert und in Kauf genommen werden, wenn die attraktiven, 
hilfreichen und verführenden Angebote genutzt werden wollen – auch für aufge-
klärte Medienpädagogen? Was kann eine Medienpädagogik noch bewirken, was 
können Nutzer(innen) noch kontrollieren?
1 Aufgaben von Medienpädagogik im Zeitalter von Big Data
Die Medienpädagogik befasst sich traditionell mit sehr diversen Medien. Lange Zeit 
standen Massenmedien wie Film, Fernsehen, Radio, Bücher, Zeitschriften im Zen-
trum. Mit dem Aufkommen von Computer und Internet erweiterte sie ihren Fokus 
auch auf mediale Darstellungen auf diesen Geräten, nahm dabei oft jedoch nur 
eine Perspektive auf die medial anmutenden Oberflächen ein, beispielsweise die 
inhaltlichen Angebote von Webseiten wie Online-Zeitschriften oder Sozialen Netz-
werken. Hier begann jedoch die Ausweitung auch auf eine Perspektive auf die dar-
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unterliegenden Technologien – Phänomene wie Cybermobbing, ein großes Thema 
in medienpädagogischen Angeboten, können nicht ohne eine Betrachtung der Funk-
tionsprinzipien verstanden und erläutert werden, z.B. Vervielfältigungsprinzipien, 
Copy&Paste-Methoden, digitaler Fotobearbeitungsmöglichkeiten, Datentransport, 
etc. Ein soziales Online-Netzwerk wie Facebook unterscheidet sich in vielen Aspek-
ten deutlich von den Medien, die Baacke bei der Formulierung seines Medienkom-
petenz-Modells (erstmals in den 1970er Jahren) im Blick haben konnte. Dennoch 
treffen auf den Umgang mit einem solchen Online-Netzwerk viele Aspekte zu, die 
als pädagogisch relevante Formen der Mensch-Medium-Interaktion der Erforschung 
und Vermittlung unter medienpädagogischer Perspektive bedürfen. 
Während wir vermutlich leichter entscheiden können, dass auch Personenseiten in 
Facebook einer Definition von „Medien“ entsprechen, weil hier Menschen miteinander 
kommunizieren und Bilder, Texte, Informationen und Botschaften gestalten und aus-
tauschen, wird die Entscheidung schon schwieriger, wenn es um die automatisierte 
Informationserhebung durch Facebooks Algorithmen geht. Wenn ich in Facebook fünf 
mich abbildende Fotos zur Kommunikation mit meinen Freunden eingestellt habe, so 
handelt es sich dabei relativ eindeutig um Medien. Wenn aber Facebooks Algorithmen 
aus den Daten dieser Fotos Berechnungen anstellen und diese taggen und weiterver-
kaufen an Betreiber digitaler Getränkeautomaten, und ich beim nächsten Kauf eines 
Getränks durch die Kamera des Automaten fotografiert und aufgrund der erhaltenen 
Daten als Person identifiziert werde, und mir der Automat daraufhin das Getränk zu 
einem teureren Preis anbietet, so entstehen hier neuartige Formen von Informations-
austausch und Datenkommunikation, die durch Verarbeitung zu neuen Informationen 
zusammengebaut und medial gesendet werden.
Ist es also noch Aufgabe der Medienpädagogik, Menschen über derartige Interak-
tionen mit Daten und Maschinen aufzuklären oder muss dies nicht eher Aufgabe 
der Informatik, informationstechnischen Grundbildung oder Techniksoziologie sein?
Ich plädiere hier für ein eindeutiges und nachdrückliches JA! Ja, es ist die Aufgabe 
der Medienpädagogik, diese Prozesse und Entwicklungen mit ihren Auswirkungen 
auf Bildung, freie Persönlichkeitsentwicklung, Wahrung von Chancengleichheit, und 
Förderung eines selbstbestimmten Lebens zu erforschen und Bildungskonzepte zu 
entwickeln, wie Menschen mit den Einflüssen von automatisierter Informationspro-
duktion über Individuen und gesellschaftliche Gruppen umgehen können. Mein ein-
deutiges Plädoyer stütze ich auf einen in der Medienpädagogik weithin akzeptierten 
Medienbegriff des Paderborner Wissenschaftlers Gerhard Tulodziecki:
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„Medien [sind] Mittler, durch die in kommunikativen Zusammenhängen be-
stimmte Zeichen mit technischer Unterstützung übertragen, gespeichert, 
wiedergegeben oder verarbeitet und in abbildhafter oder symbolischer Form 
präsentiert werden. Die Zeichen fungieren dabei als Träger von Bedeutungen 
für die an der Kommunikation beteiligten Personen. [...] Ein solcher Medien-
begriff umfasst sowohl die technischen Geräte bzw. Einrichtungen zur Über-
tragung, Speicherung, Wiedergabe oder Verarbeitung von Zeichen als auch 
die dazugehörigen Materialien bzw. die Software sowie deren funktionales 
Zusammenwirken bei der Kommunikation“ (Tulodziecki 1997). 
Tulodziecki schlug bereits vor einiger Zeit für den Gegenstand der Medienpädagogik 
„technisch vermittelte Erfahrungsformen“ (Tulodziecki 1997, S. 36) vor.
Ebenso verweist die Aufgabenbestimmung der Medienpädagogik deutlich auf die 
Notwendigkeit, der Verbreitung von Big Data Analytics-Anwendungen mit medienpä-
dagogischen Positionen und Konzepten zu begegnen:
Die Aufgaben der Medienpädagogik sind umfassend: „Medienpädagogik umfasst alle 
Fragen der pädagogischen Bedeutung von Medien in den Nutzungsbereichen Freizeit, 
Bildung und Beruf. Dort, wo Medien als Mittel der Information, Beeinflussung, Unterhal-
tung, Unterrichtung und Alltagsorganisation Relevanz für die Sozialisation des Menschen 
erlangen, werden sie zum Gegenstand der Medienpädagogik“ (Hüther und Schorb o.J.).
Ersetzen wir hier das Wort „Medien“, dann umfasst demnach Medienpädagogik alle 
Fragen der pädagogischen Bedeutung von Big Data Analytics in den Nutzungsberei-
chen Freizeit, Bildung und Beruf. Dort, wo Medien mit Big Data Analytics als Mittel 
der Information, Beeinflussung, Unterhaltung, Unterrichtung und Alltagsorganisation 
Relevanz für die Sozialisation des Menschen erlangen, werden sie zum Gegenstand 
der Medienpädagogik. Die eingangs im Verhältnis zu ihrer Verbreitung nur spärlich 
umrissenen Einsatzgebiete von Big Data Analytics lassen keinen Zweifel offen, dass 
sie auch als Medien höchste Relevanz für die Informierung, Beeinflussung, Unter-
scheidung, Kategorisierung, Beschreibung, Lebensgestaltung und Sozialisierung 
von Menschen haben. Wer beispielsweise aufgrund von Analysen des vergangenen 
Rechercheverhaltens nur noch spezifische Informationen bei zukünftigen Informati-
onsrecherchen angezeigt bekommt (vgl. das Phänomen der Filterblase, siehe Pari-
ser 2012), entwickelt sich zu einem anderen Menschen, Kunden, Interessenten mit 
eingeschränkten Perspektiven und Entwicklungsmöglichkeiten. Als Bildungswissen-
schaft muss Medienpädagogik hier forschen und Angebote entwickeln, um umfassen-
de Bildung und Entwicklung von Menschen zu ermöglichen, denn „Medienerziehung 
hat die ungemein schwierige, aber unverzichtbare Aufgabe, die Heranwachsenden 
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zur Selbststeuerung dieser Lernprozesse zu befähigen und sie beim Aufbau einer ei-
genen Wertrangordnung zu unterstützen, damit sie immer besser fähig werden, ihre 
Bildungsräume mit Hilfe der verfügbaren Medien eigenständig und verantwortlich zu 
gestalten und ihre Lern- und Bildungsprozesse selbst zu regulieren“ (Spanhel 2015).
Zielkategorien der Medienpädagogik könnten beispielsweise folgende sein: Be-
wahren, Informieren, Sensibilisieren, Aktivieren, Emanzipieren, Funktionalisieren 
(Hüther und Schorb o.J.). Mit Blick auf die gegenwärtig häufig vorzufindende Haltung 
des hilflosen Achselzuckens angesichts der mangelnden Kenntnis von Handlungs-
möglichkeiten im Umgang mit Datenverarbeitungstechnologien (wir wissen, dass 
eine installierte Smartphone-App unsere Kontaktadressen kopiert, abspeichert, 
verarbeitet und vielleicht gar verkauft, installieren sie aber grummelnd aufgrund 
mangelnder Handlungsalternativen dennoch) und bisher nur sporadisch aufzufin-
dender Vorschläge zum Umgang mit Datenverarbeitungstechnologien, scheinen mir 
diese Zielkategorien hilfreich für erste Überlegungen zu und Konzeptionen von Bil-
dungsangeboten. Für den Umgang mit Software und Big Data Analytics müssten 
diese Zielkategorien noch konkreter beschrieben werden.
Für die Entwicklung einer medienpädagogischen Haltung zum Umgang mit Software, 
Medienangeboten und Daten unter Berücksichtigung ihrer Zielkategorien ist die Ent-
wicklung medienpädagogischer Positionen unabdingbar. Es bedarf der Eröffnung ei-
nes Diskurses, der sich nicht auf bewahrpädagogische Positionen beschränken darf.
2 Desiderata für eine aufklärende und praxisorientierte  
Medienpädagogik
Die Auswirkungen der Nutzung dieser Medien auf Gesellschaft, Demokratie, Rechts-
system, Wirtschaft, Verkehr und vieles mehr sind so groß, dass sie auch nicht nur 
als Randgebiet der Medienpädagogik und auch nicht nur, wenn noch Zeit und Res-
sourcen übrig bleiben, behandelt werden sollten, sondern es sollte m.E. eine Priori-
tätensetzung erfolgen. Dies sollte sich in Aufgabenstellung, Forschung, Ausbildung, 
Bildungsangeboten niederschlagen.
2.1  Entwicklung medienpädagogischer Positionen und Methoden 
zur Datenerhebung
Obwohl aktuell das Ausmaß der Datenerhebung und die Verstöße gegen Datenschutz-
rechte sowie Bedrohungen der Privatsphäre ungleich größer sind, bleibt der Protest 
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und das Veränderungsbedürfnis in der Gesellschaft nicht nur im Vergleich mit dem 
Protest gegen die Volkszählung relativ gering. Die Gründe dafür sind weitgehend un-
erforscht. Es bedarf der Forschung über Motive und Erleben durch die Bevölkerung.
Insbesondere die allgemeine Ratlosigkeit des Umgangs mit den Risiken von Big Data, 
Verlust von Privatsphäre, Angriffen auf den Datenschutz, Überwachungspraktiken, 
wirft nachdrücklich die Frage danach auf, welcher Art die Unterstützung der Ratsu-
chenden durch medienpädagogische Angebote sein kann. Evgeny Morozov schreibt 
in einem äußerst lesenswerten Beitrag in einer Publikation der Bundezentrale für po-
litische Bildung, dass der Aufruf zu einer bewahrpädagogischen Haltung (Gebt eure 
Daten nicht her und nutzt keine datensammelnden Angebote!) keine Option sein kann 
(Morozov 2015). Die Haltung der meisten Nutzenden sei doch, dass man keine Not-
wendigkeit darin sieht, Daten vor Datensammlern zu verbergen, wenn sie nützliche 
Dienste bereitstellen, denn „ich habe doch nichts zu verbergen“. Darauf mit „Doch! 
Verbergen Sie es!“ zu antworten, sei zum einen wirkungslos, zum anderen treffe es 
nicht den Kern der Risiken des anonymisierten Datensammelns. Es individualisiere 
die Problematik und verändere nichts. Auch Abstinenz von Diensten – eine Hand-
lungsalternative, die von eher kritischen Menschen in Ermangelung anderer Hand-
lungsmöglichkeiten oft gewählt wird – sei keine Lösung, da sich diese Menschen ab-
schnitten von Partizipations-, Informations- und Bildungsmöglichkeiten.
Morozov (Morozov 2015) schlägt daher eine andere Sichtweise auf die Thematik 
vor, um nicht bei einem „Doch! Verbergen Sie es!“ stehen zu bleiben. Auch Absti-
nenz und Verweigerung sei kein sinnvolles Ziel, denn damit beschneide man sich 
der Teilhabemöglichkeiten und nehme an relevanten Informationskanälen nicht teil. 
Es gehe statt eines Blicks in die Vergangenheit (Was habe ich gemacht?) eher um 
einen Blick in die Zukunft: Welche Person möchte ich werden wollen? Social en-
gineering und emotional engineering würden uns nur scheinbar darin unterstützen, 
uns frei zu entfalten. Tatsächlich aber mache es uns eng, in dem was wir wollen, 
was wir kennen lernen, was wir tun, wofür wir uns entscheiden, wen wir kennen 
lernen. Die Haltung solle daher sein, Menschen dazu zu motivieren, sich alle Entfal-
tungsmöglichkeiten offenzuhalten (nicht etwas zu verbergen), um alles werden zu 
können, was sie zukünftig wollen könnten. Als übergeordnete strategische Haltung 
diesbezüglich schlägt er vor, Bemühungen zu unternehmen, die darauf zielen, ein 
rechtliches und sozioökonomisches Umfeld zu schaffen, in dem Teilen (das wollen 
Menschen gerne) nicht zu manipulativen Auswirkungen führt.
Wichtig ist daher bei derartigen medienpädagogischen Angeboten, den Teilnehmen-
den Lösungen anzubieten, die sie dazu befähigen, zu erkennen, wie sie genussvoll 
und mit persönlichem Gewinn Dienste nutzen können. Eine Veranstaltung, die nur 
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zeigt, was problematisch ist, aber keine Wege aufweist, verfehlt ihren Sinn und ist 
gar kontraproduktiv, weil sie Resignation hervorrufen könnte. Alternative Handlungs-
möglichkeiten sind jedoch schwer zu erkennen, schwer zu finden. Auch hier könnten 
Kooperationen mit Expert(inn)en aus anderen Feldern angestrebt werden, um Pers-
pektiven, Erfahrungen und Kompetenzen zu bündeln.
Gründe für das Ausbleiben eines wirksamen Protests der Bürger(innen) sowie der Nut-
zer(innen) von Kommunikationsangeboten gegen Überwachungstendenzen, gegen Da-
tenschutzvergehen, gegen die Einschränkung der Privatsphäre u. ä. sind weitgehend 
unerforscht. Es bedarf Forschung über ihre Motive, ihr Erleben der Beschneidungen 
ihrer Rechte, über ihr Selbstwirksamkeitserleben. Es bedarf der Forschung darüber, wie 
Nutzerinnen und Nutzer informiert und motiviert darüber werden, wie sie ihre Rechte 
wahren können oder welche Formen des Einforderns ihnen ersichtlich und zugänglich 
sind. Gleichzeitig ist zu konstatieren, dass es vermutlich auch unter Medienpädago-
gik-Experten Weiterbildungsinteressen dazu gibt, welches Verhalten, wie mit dem be-
kannten Abgreifen von Daten umzugehen ist, wie die Handlungen der Regierung bezüg-
lich Überwachung und Datenschutz einzuschätzen sind, welches Verhalten Menschen 
zu empfehlen ist, die eine bestimmte Software (oder App) nutzen möchten, kurz, welche 
Verhaltensstrategien sinnvoll sind, wenn man Nutzen aus Medienangeboten ziehen und 
gleichzeitig Datenmissbrauch einschränken und Privatsphäre wahren will. 
Aufgrund der hohen gesellschaftlichen Relevanz entwickelte Valentin Dander ein Mo-
dell der Kompetenz der Datenkritik (Dander 2014), das er an ein Modell von Ganguin 
über Medienkritik anlehnt und in seiner Bedeutung ausbuchstabiert, u.a. beinhaltet es 
Decodierungsfähigkeit. Hier ist anzumerken, dass eine solche Decodierungsfähigkeit 
vermutlich ein basales Verständnis von Programmiercode voraussetzt, was auf die Ko-
operation mit der Informatikbildung verweist. Konkrete Vorschläge für die Gestaltung 
von medienpädagogischen Bildungsangeboten zur Big Data-Thematik wurden kürzlich 
auch in einer Big Data-Broschüre vom jfc Medienzentrum Köln e.V. veröffentlicht (Düx 
und Sieben 2015). Cryptoparties, die in Kooperation mit engagierten Bürgerrechtlern 
und Informatikerinnen angeboten werden, sind eine weitere Möglichkeit.
Insgesamt ist dringender Bedarf an weiteren zu entwickelnden Ansätzen zu konstatieren.
2.2 Wissensvermittlung über Softwareeigenschaften
Die Entwicklung und das Angebot von Medien und Software verlaufen sehr schnelllebig. 
Es ist schwierig, damit Schritt zu halten, insbesondere, wenn es die Aufgabe von Medi-
enpädagog(inn)en ist, pädagogische Angebote zu entwickeln und durchzuführen und 
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dabei auch schwierige, bildungsferne Klient(inn)en zu erreichen. Angebote, aber auch 
AGBs, und Einstellungen ändern sich schnell, eine App, die kürzlich noch akzeptable 
AGBs hatte, hat sie möglicherwiese in den folgenden Monaten geändert, um ihr Ge-
schäftsmodell anzupassen. Wer lernte, dass sich eine GPS-Ralley gut mit Actionbound 
durchführen lässt, ist froh darüber, dieses Wissen zu haben und eine solche Ralley gut 
und erfolgreich – auch bei auftretenden Fehlern oder Problemen – durchführen zu kön-
nen. Sich damit zu befassen, ob es inzwischen bessere Software gibt, ist (zu?) aufwän-
dig. Hier bedarf es der Forschung darüber, wie Aktivitäten und die dazu notwendige 
Software möglicherweise durch zentrale Software-Beratungsstellen geprüft und emp-
fohlen werden können, durch Medienpädagog(inn)en und Informatiker(innen), deren 
Hauptaufgabe nur dies ist. Diese sollten dann entsprechend (wie? Auch hierzu bedarf 
es Forschung!) geschult werden. Aspekte müssten z.B. sein, die Datensicherheit, das 
Potenzial, die Features, die Risiken einer Anwendung zu klären, gleichzeitig ihren Bil-
dungsgehalt, ihre Praktikabilität in pädagogischen Settings zu beachten u.v.m.
Ähnlich wie es Beratungsangebote über pädagogische Bewertungen von Filmen, 
Computerspielen oder Lernsoftware gibt, könnte es auch eine Einrichtung zur Bera-
tung von Softwarenutzung und softwarebasierter Medienanwendungen geben. Es 
gibt kaum medienpädagogische Kriterien zur Wahl eines Smartphone-Betriebssys-
tems, dabei ist die Entscheidung für oder gegen Android, iOS oder Windows weitrei-
chender als jene für ein Jugendbuch, sie hat u.a. Auswirkungen auf Privatsphäre, auf 
Entfaltungsmöglichkeiten und Erfahrungsformen, aber auch auf Ökonomie und Wis-
sensmonopole von Software-Konzernen. Hier wird offensichtlich, wie notwendig die 
interdisziplinäre Zusammenarbeit mit z.B. Informatiker(inne)n, Techniksoziolog(inn)
en, Designer(inne)n, Informationswissenschaftler(inne)n ist. Auch medienpäda-
gogische Fachkräfte lernen durch Mund-zu-Mund-Propaganda und durch entspre-
chende freundschaftliche Kontakte mit ähnlich interessierten Menschen. Aber auf 
die Frage, ob es eine medienpädagogisch sinnvoll einzusetzende Alternative bei-
spielsweise zu Actionbound gibt, ist vermutlich nur wenigen eine Strategie bekannt, 
wie dies in Erfahrung zu bringen wäre. Bislang wird diese Problematik auch nicht in 
Bildungsplänen und Lehrbüchern behoben.
Dies könnte eine Aufgabe von Landesmedienzentren oder von der GMK oder von zu 
gründenden Kompetenzplattformen sein. 
Notwendig scheint mir auch eine bessere Zusammenarbeit mit Technikjourna-
list(inn)en. Wer eine Software, eine App, ein Gerät auswählt, benötigt Informationen 
nicht nur zur Funktionsweise, sondern auch zur Qualität und zum Datenumgang ei-
nes Gerätes oder einer Software. Diese Informationen auch nach bestimmten (gege-
benenfalls medienpädagogisch relevanten) Kriterien bereitzustellen, könnte Aufga-
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be von Journalisten sein. Handys, die scheinbar ausgeschaltet sind, deren Kamera, 
Ortungssensor, Mikrofon und Datenübermittlung dennoch weiterlaufen können, zei-
gen, wie notwendig es ist, sich nicht auf den Schein – der bewusst so programmiert 
sein kann – zu verlassen, sondern in den Code zu schauen, um zu erkennen, was 
das Gerät tut und was die darüber übermittelten Botschaften übermitteln
2.3 Softwareauswahl in Bildungskontexten
Dass die bewusste Auswahl von Software in Bildungskontexten nicht nur Ge-
schmackssache ist, sondern dazu Kriterien angewendet werden müssen, muss in 
Bildungsinstitutionen beachtet werden. Fundierte Beratung auch zu medienpäda-
gogischen Aspekten ist erforderlich. In der Fortführung der Argumentationen dieses 
Beitrags muss geprüft werden, in welchem Zusammenhang Bildung und kommer-
zielle Interessen von Softwareanbietern stehen und welche Aufgabe Bildungsinsti-
tutionen bei der Vermittlung und Anwendung von Softwarenutzungskompetenzen 
haben. Zur Nutzung von Facebook in öffentlichen Bildungseinrichtungen ist eine 
Diskussion entfacht. Bislang ist jedoch kaum diskutiert, nach welchen bildungsre-
levanten Kriterien Softwareauswahl von Betriebssystemen und Office-Software an 
staatlichen Schulen und Hochschulen zu erfolgen sei, und ob es legitim und bil-
dungspolitisch sinnvoll sei, beispielsweise ausschließlich proprietäre Betriebssyste-
me und Software von privaten Konzernen einzusetzen und deren Nutzung zu lehren 
(Seitz 2015; Zorn 2015). Es erstaunt, dass zwar bei Abschaffung von Lehrmittelfrei-
heit über Exklusionsmechanismen diskutiert wird (Frankfurter Allgemeine Zeitung 
2005), beim Zwang zur Nutzung kostenpflichtiger und unkontrollierbarer proprietä-
rer Software jedoch kein solcher Diskurs erfolgt. 
Ist es empfehlenswert, Facebook und WhatsApp zu nutzen, um darüber mit den Ziel-
gruppen medienpädagogischer Arbeit in Kontakt zu treten und zu bleiben? Oder ver-
mittelt dies als Subtext – wie ein heimlicher Lehrplan –, dass die in medienpädago-
gischen Veranstaltungen zu Datenschutz besprochenen Themen „eigentlich“ doch 
nicht wichtig sind? Medienpädagog(inn)en sollten sich hier mit ihren Handlungen 
und auch bei ihrer Softwareauswahl im Berufsleben aber insbesondere in Bildungs-
veranstaltungen als Vorbilder verstehen. Die vorgelebte und zu ähnlichem Handeln 
auffordernde Praxis bei der Nutzung digitaler Medientechnologien ist notwendig, um 
Handlungsalternativen zur zwar kritischen, aber doch resignierten Nutzung daten-
sammelnder oder teurer populärer Software zu testen und umzusetzen. Es bedarf 
reflektierter Entscheidungen darüber, ob in Veranstaltungen über Datenschutz un-
hinterfragt datensammelnde Technologien wie z.B. Googles Suchmaschine genutzt 
wird. Zur Veröffentlichung von Ergebnissen in Workshops oder auf Medienpäda-
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gogik-Fachtagungen auf Googles YouTube-Kanal gibt es Alternativen durch einen 
anderen, nicht oder weniger datensammelnden Videokanal-Anbieter. Auf welchen 
Argumenten, Aspekten, Abwägungen basieren diese Auswahl-Entscheidungen? 
Es gilt zu überlegen, ob Argumente wie gute Feature- und Speicherangebote sowie 
hohe Erreichbarkeit von Menschen aufgrund der starken Verbreitung und der guten 
Vermarktung eines Angebots sinnvolle und hinreichende Argumente sind.
Da vermutlich die meisten Menschen ohnehin jene Software nutzen, die ihnen von 
Bekannten empfohlen wird, und sie nicht selbst aktiv kriteriengestützt nach Software 
recherchieren, sollte ihre Teilnahme an einer Bildungsveranstaltung als eine selte-
ne Chance genutzt werden, sie mit Softwarealternativen vertraut zu machen. Hier 
muss sich Medienpädagogik auch mit kritischen Positionen wie denen von Manfred 
Spitzer auseinandersetzen, der vor einem unreflektierten „Anfixen“ zur Softwarenut-
zung warnt (Spitzer 2012, 75). Bei unkritischer, an hohen Nutzerzahlen orientierter 
Medienauswahl läuft Medienpädagogik Gefahr, naive Technikgläubigkeit zu fördern 
und Multiplikator von Gesellschaft uniformisierender Konzerninteressen zu werden. 
Weniger bekannte Alternativangeboten zu nutzen (z.B. alternativen Suchmaschinen 
wie DuckDuckGo oder alternative Videokanäle wie Vimeo, kostenlose Open Source 
Software, WhatsApp-Alternativen wie Threema usw.), könnte den Diskurs über Krite-
rien der Softwareauswahl fördern und die Befähigung der Menschen zum selbstbe-
stimmten und bildenden Umgang mit Medien unterstützen.
Derartige Forschung sowie medienpädagogische Ausarbeitungen und Positionen, 
die sich mit pädagogischen und datenschutzrechtlichen Kriterien für die Auswahl 
von Software und Programmen befassen, sind ein Desiderat für eine Medienpäda-
gogik, die sich der Befähigung der Menschen zum selbstbestimmten und bildenden 
Umgang mit Medien verpflichtet fühlt. 
2.4  Personalisierungstools: Automatisierte interessenbezogene  
Informationsbereitstellung und Informationsrecherche
Umfassende, breit angelegte Recherchetechniken müssen gelehrt werden, dabei 
gilt es nicht nur, Gütekriterien von Google-Treffern zu vermitteln. Die aktuelle PISA 
Computerstudie (OECD-PISA 2015) zeigt mangelnde Kenntnisse bei deutschen 
Schüler(inne)n, aber auch Lehrer(inne)n müssten diesbezüglich vermutlich weiter-
gebildet werden. Auch unter Studierenden besteht Bedarf an Wissen über diverse 
Suchstrategien und über Prinzipien der Datenbefüllung von Datenbanken: Die Zeit-
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schriftenartikelsuche muss im Bibliothekskatalog zwangsläufig ergebnislos bleiben, 
wenn dieser nur mit Buch- und Zeitschriftentiteln befüllt wird. 
Hinzu kommen Personalisierungstendenzen. Personalisierungswerkzeuge identifizieren 
die Interessen der Nutzer(in). Bei Recherchen werden ihr nur noch Themen angeboten, 
die nach den Berechnungen diverser datenverarbeitender Algorithmen für sie interes-
sant scheinen. Einem Golfspieler werden bei einer Suche zu „golf“ z.B. nur Golfsport-be-
zogene Websites, Nachrichten, Werbung angeboten, aber keine zur Automarke Golf 
oder zur geographischen Golf-Region. Eli Pariser (Pariser 2012) beschrieb das Phäno-
men als „Filter Bubble“. Dieses Denkmodell lässt sich verfeinern: Einem Muslim werden 
beim Suchbegriff „Muslime“ vorrangig religiöse Themen angeboten, einem Rechtsext-
remisten dagegen eher Webseiten, die rechtsextreme Positionen gegenüber Muslimen 
verbreiten. Dann würden kaum mehr Myriaden diverser Informationen angeboten, die 
eine Meinungsbildung fördern und herausfordern, sondern eher Engstirnigkeit und die 
Verbreitung von extremen Meinungen unterstützt werden. Pariser nennt dies das Ge-
genteil von Informationsfreiheit; die Subjektivierung führe zum Subjektverlust.
Viele Nutzer(innen) könnten es jedoch „praktisch“ finden, dass Personalisierungs-
technologien ihnen bei passenden Suchtreffern helfen. Hier liegt also eine Aufgabe 
für eine aufklärende kritische Medienpädagogik, die auch informatische Grundla-
gen von Personalisierungswerkzeugen wie z.B. Cookies, Tags, Anmeldungen bei 
Google, Daten der Facebook-Freunde etc. vermitteln.
2.5  Aufklärung über die Relevanz der Privatsphäre bei sozialen 
Netzen
Wer mit wem befreundet ist, wer von wem beeinflusst ist, sind wertvolle Daten, auch 
wenn man meint, selbst „nichts zu verbergen“ zu haben. Hinzu kommt, dass vieles über 
eigene Netzwerke im Netz verarbeitbar wird, auch wenn man selbst seine Daten schützt, 
denn verarbeitet wird auch, was meine Freunde preisgeben. Wenn meine Freunde mei-
nen Namen, Telefonnummer und Emailadresse in ihrem Android-Smartphone speichern 
und sich bei Diensten anmelden, denen Zugriff auf die Kontakte gegeben wird, so er-
halten diese Dienste meine Daten. Wenn Datenverarbeitungsdienste von allen meinen 
Freunden Informationen über unsere Freundschaft bekommen haben, benötigen sie 
meine Angaben über mein Netzwerk nicht, um sie trotzdem zu kennen. 
Ist die Übermittlung von Adressbucheinträgen (z.B. durch die meisten Messenger Apps) 
etwa unproblematisch, insbesondere, wenn ein Nutzer „nichts zu verbergen hat“? Das 
Beispiel eines unbedarften Austauschschülers, dem am amerikanischen Flughafen die 
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Einreise in die USA zu seinem Austauschjahr verweigert wird, weil in einem seiner elek-
tronischen Kontakttools ein von den US Homeland Services als verdächtig eingestufter 
Kontakt auftaucht, zeigt, wie unüberschaubar es ist, welche Konsequenzen unkontrol-
lierbare Datenverarbeitung haben kann. Die Grenzbeamten in USA dürfen aktuell elek-
tronische Geräte durchsuchen und Daten nicht nur ansehen, sondern auch speichern 
(U.S. Department of Homeland Security 2009). Da niemals absehbar ist, welche Rechts-
lage wo in Zukunft herrschen wird und welche der potenziell auf ewig gespeicherten Da-
ten dann relevant sein werden, sei auf das Prinzip der Datensparsamkeit hingewiesen. 
Ziel einer medienpädagogischen Intervention sollte also auch sein, ein Setting zu finden, 
in dem anschaulich gemacht werden kann, wie notwendig es ist, dass Bürger(innen) 
selbst Kontrolle darüber behalten, wem sie welche Informationen über sich zukommen 
lassen wollen und wem wann nicht. Dazu werden relevante Alltagsbeispiele benötigt.
2.6  Informatische Bildung und Medienpädagogik in Schule und 
Hochschule
Sowohl bei der Ausbildung von Medienpädagog(inn)en als auch bei der Ausbildung von 
Lehrkräften für die Schule ist darauf zu achten, dass auch entsprechende fundamentale 
Informatikkenntnisse vermittelt werden. Allerdings besteht Forschungsbedarf darüber, 
wie und mit welchen Themen dies gelingen kann. Wie dies gelingen kann, zeigen erste 
Ansätze von Forscher(inne)n der Universität Magdeburg, die gemeinsame Seminare in 
Bildungswissenschaften und Informatik anbieten. Sie beschreiben beispielsweise, dass 
Wissen über Strukturierungen und Befüllungen von Datenbanken oder Wissen über 
automatisierte Werbetechniken, z.B. durch Cookies, von Studierenden der Bildungswis-
senschaften als sehr erhellend erlebt wird, während es die Informatikstudierenden als 
informatische Banalitäten wahrnehmen (Klar und Engbring 2015).
In NRW (und in vielen anderen Bundesländern) gibt es kein Pflichtfach Informatik 
(Gesellschaft für Informatik, FG Informatische Bildung Nordrhein-Westfalen 2015) 
und es gibt kaum fachlich ausgebildete Informatiklehrer(innen) (Klemm 2015). Das 
mangelnde Interesse an zukunftsträchtigen Ausbildungsberufen und Studiengängen 
ist im deutschsprachigen Raum nach Aussagen von jungen Menschen auch auf eine 
wenig ansprechende didaktische Gestaltung von Unterricht und Studiengängen zu-
rückzuführen. Medienpädagogik ist zu wenig im Schulunterricht verankert, liegt häufig 
quer zum Lehrplan mit der Konsequenz, dass es wenig berücksichtigt wird, da zum 
einen immer andere Pflichtthemen des Lehrplans drängender erscheinen, und zum 
anderen die medienpädagogische Ausbildung der Lehrkräfte häufig nicht ausreichend 
ist (Kommission Medienpädagogik in der Deutschen Gesellschaft für Erziehungswis-
senschaft et al. 2009). Auch in pädagogischen Studiengängen ist Medienpädagogik 
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selten ein Pflichtfach (Imort und Niesyto 2014). Hier besteht dringender Handlungs-
bedarf bei der Berücksichtigung dieser Themen in Schul- und Hochschulbildung.
3 Fazit 
Digitalisierung und vermehrte Datenerhebung und -verarbeitung sind daher Bildungs-
themen und demnach bedeutsame Themen für die Disziplin der Medienpädagogik. 
Theoretische, aufklärende, kritische Positionen müssen einerseits vermittelt werden, 
andererseits benötigen Bürgerinnen und Bürger in einer digital technisierten Informa-
tionsgesellschaft Anleitungen zum praktischen Umgang mit datenerhebenden Alltags-
technologien, um diese nutzen zu können, um sich informieren zu können, um ihre Par-
tizipationsmöglichkeiten zu wahren. Verweigerung oder Abstinenz sind keine Lösung. 
Die Medienpädagogik ist aufgerufen, entsprechende Angebote zu entwickeln und an-
zubieten. Bildungsinstitutionen sind aufgerufen, ihre Softwarepolitik und Softwareaus-
stattung nach pädagogisch relevanten Kriterien zu überprüfen und zu gestalten.
Die Auswirkungen ihrer Nutzung durch die Bevölkerung auf Kultur, Gesellschaft, De-
mokratie, Rechtssystem, Wirtschaft, Verkehr und vieles mehr sind so groß, dass sie 
auch nicht nur als Randgebiet der Medienpädagogik und auch nicht nur, wenn noch 
Zeit und Ressourcen übrig bleiben, behandelt werden sollten. Umgang mit Daten ist 
wichtiger Bestandteil der Bildung in der Informationsgesellschaft!
Als Antwort auf die Verbreitung von Big Data Analytics sehe ich daher auch die Notwen-
digkeit der Etablierung von interdisziplinären Netzwerken, in denen Austausch und Wei-
terbildung beispielsweise von Medienpädagog(inn)en, Sozialarbeiter(inne)n, Lehrer(in-
ne)n, Informatiker(inne)n, Einrichtungsleiter(inne)n, IT-Architekt(inn)en und ähn lichen 
Berufsgruppen befördert werden. Denn eine Berufsgruppe alleine wird auf die umfas-
senden Einflüsse von Big Data Analytics keine adäquaten Antworten finden können. In 
diesem Sinne danke ich den Herausgebern dieses Bandes, die mit der Beförderung 
eines interdisziplinären Diskurses zu dem Thema einen wichtigen frühen Beitrag leisten.
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Valentin Dander, Sandra Aßmann
Medienpädagogik und (Big) Data:  
Konsequenzen für die erziehungswissenschaftliche 
Medienforschung und -praxis
Medienpädagogik und (Big) Data
Die Digitalisierung aller Lebensbereiche ist in den letzten Jahren unaufhörlich voran-
geschritten. Das führt dazu, dass Individuen unablässig Daten produzieren, deren 
Speicherung, Verarbeitung und Verwendung weitgehend im Dunkeln bleibt. Somit ist 
die Diskussion um “Big Data“ relevant für Medienpädagog(inn)en in Wissenschaft und 
Praxis. Im folgenden Beitrag skizzieren wir diese Bildungsbedeutsamkeit in ihren un-
terschiedlichen Facetten und leiten Konsequenzen für medienpädagogisches Handeln 
daraus ab, indem wir Daten als Lernmittel, Lerninhalt und Forschungsmittel skizzieren.
1 Einleitung
War noch vor geraumer Zeit weithin von der Informationsgesellschaft (vgl. Tully 
1994), der Wissensgesellschaft (vgl. Rammert 2007) oder auch der Bildungsgesell-
schaft (vgl. Pasuchin 2012) die Rede, können wir heute angesichts neuer techno-
logischer Voraussetzungen und eines veränderten Diskursklimas ohne allzu großer 
Übertreibung von einer ‚Datengesellschaft’ schreiben. Anhand dieser Bezeichnung 
(von einem ‚Begriff’ kann keine Rede sein) in Zeitungen1, im Kunstbetrieb2 oder 
auch in der Wissenschaft3 lässt sich eine sozio-technische Verschiebung ablesen.
Im Folgenden werden die Konsequenzen der anhaltenden Entwicklung zu einer ‚Da-
tengesellschaft‘ für die erziehungswissenschaftliche Medienforschung auf verschie-
denen Ebenen skizziert und Forschungsdesiderate aufgezeigt.
2 (Big) Data als Bedingung für Bildungsprozesse
Eigenschaften, die Big Data (Analytics) u.a. zugeschrieben werden sind: große 
Mengen, die nicht von handelsüblichen Rechnern verarbeitet werden können (vgl. 
Manovich 2014), die Verknüpfung der Daten (z.B. über Metadaten), umfassende 
Analysen in Echtzeit durch potenziell selbstlernende Algorithmen, mit scheinbar ob-
jektiven (da aufgrund des großen Samples nicht fehleranfälligen) Ergebnissen (vgl. 
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boyd/Crawford 2012, S. 663) und Aussagekraft für die Zukunft, etwa im Hinblick 
auf die Ausbreitung von Epidemien, die Wahrscheinlichkeit für kriminelles Handeln, 
das Kaufverhalten usw. (vgl. Mayer-Schönberger/Cukier 2013, S. 150ff). Schließlich 
wird Big Data-Analysen aufgrund der Adaptivität ihrer Rechenoperationen und auto-
matisierten Mustererkennung (vgl. Lyon 2014, S. 6ff) bescheinigt, Theorien obsolet 
werden zu lassen (vgl. Anderson 2008).
Letztlich sind alle Nutzer(innen) digitaler Medien auch Datennutzer(innen) und 
damit auch Co-Produzent(inn)en von Big Data. Meist ist uns dies jedoch nicht be-
wusst, da die Datengrundlage unseres Medienhandelns nicht im User Interface an 
die Oberfläche tritt und somit wahrnehmbar würde. In erster Ordnung, also relativ 
‚unmittelbar‘, werden Big Data von Unternehmen wie Google, Facebook, Amazon, 
Spotify, Internet Service Providern usw. ‚hergestellt‘ und für ihre Zwecke (Verwal-
tung, personalisierte Dienste und Werbung) genutzt (vgl. bspw. Richterich 2014; 
Röhle 2013). Zum Teil erst in zweiter Ordnung wird von staatlichen Agenturen (Ge-
heimdienste, Verfassungsschutz, Polizei) auf diese Datensätze zugegriffen werden 
und Analysen im Namen der Sicherheit und Kontrolle durchgeführt (vgl. Beckedahl/
Meister 2013; Bendrath 2014). In ähnlicher Art und Weise, wenn auch infrastruk-
turell weniger potent, bedienen sich Kriminelle der digital mehr oder minder leicht 
verfügbaren Daten. Auf die Rolle von Lernenden sowie der (erziehungswissenschaft-
lichen Medien-)Forschung als Datennutzende wird später im Text eingegangen.
Grundsätzlich gilt: Daten (von lat. ‚datum’ für ‚Gegebenes’) sind gerade nicht ‚gege-
ben‘, sondern werden hergestellt – und damit auch die Wirklichkeit, die sie schein-
bar objektiv wiedergeben (vgl. etwa Ernst 2002, S. 159; Gitelman/Jackson 2013). 
Mit der ‚Zeitdiagnose Datengesellschaft’ wird nun eben beschrieben, dass Daten4 
als grundlegende Einheit von Informationen konstitutiv für das Funktionieren zahlrei-
cher gesellschaftlicher Teilsysteme und für das Selbst-/Verständnis und die Selbst-/
Beschreibung nicht nur mediatisierter oder digitalisierter, sondern eben auch ‚ver-
dateter’ bzw. ‚datafizierter’ Gesellschaften und Individuen geworden sind (vgl. Mayer- 
Schönberger/Cukier 2013, S. 73ff; Schneider/Otto 2007; Reichert 2014a).
“To datafy a phenomenon is to put it in a quantified format so it can be tabulated 
and analyzed. Again, this is very different from digitization, the process of converting 
analog information into the zeros and ones of binary code [...]. [A]t its core the move 
to big data is a continuation of humankind’s ancient quest to measure, record, and 
analyze the world. [...] In order to capture quantifiable information, to datafy, we 
need to know how to measure and how to record what we measure. This requires 
the right set of tools. It also necessitates a desire to quantify and to record. Both are 
prerequisites of datafication” (Mayer-Schönberger/Cukier 2013, S. 78).
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werden können; die Daten können demnach in verschiedene ‚Aggregatzustände’ 
überführt werden (Matrizen, Visualisierungen, aber auch Dateiformate, künstleri-
sche Formen etc.). Nicht alle dieser beschriebenen ‚Datenarten’ teilen im gleichen 
Maße die Eigenschaften und Problematiken, die mit Big Data verbunden werden, 
weisen aber strukturelle Ähnlichkeiten auf. Wie in der Abbildung zu sehen ist, sind 
die Übergänge durchlässig und der Ausdruck ‚Big Data‘ ist mehr Pathosformel als 
wissenschaftlicher Begriff (vgl. boyd/Crawford 2012, S. 663). Wenn wir uns der 
Grundannahme von Jörissen und Marotzki (vgl. 2008, S. 51) anschließen möch-
ten, dass „Bildungs- und Subjektivierungsprozesse sich grundsätzlich in medial ge-
prägten kulturellen Lebenswelten und in medialen Interaktionszusammenhängen 
ereignen“, und wenn wir wie oben ausgeführt eine rasant steigende Bedeutung von 
digitalen Daten für gesellschaftliche Abläufe konstatieren, dann können wir folgern, 
dass Daten auf ähnliche Weise für Prozesse von Bildung bedeutsamer werden. 
3  Die Relevanz von digitalen Daten für die  
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Wird die in der Einleitung getroffene Grundannahme einer ‚Datengesellschaft’ geteilt, 
werden digitale Daten also als fundamentaler Bestandteil gegenwärtiger Mediendy-
namiken verstanden, so müssen daraus Konsequenzen für eine erziehungswissen-
schaftliche Medienforschung gezogen werden. Die forschende Perspektive sollte sich 
an den medienpädagogischen Feldern und Situationen orientieren, an welchen sich 
digitale Daten allgemein bzw. Big Data im Speziellen als relevant erweisen. Hierfür 
bietet sich eine Perspektivierung entlang der drei Medienpädagogiken an, die Ruge 
(vgl. 2014, S. 188) in seiner ‚Suchanfrage‘ als (1) Mediendidaktik (Pädagogik mit 
Medien; verstanden als ‚Lehr-/Lernmittel’), (2) Medienerziehung (Pädagogik über 
Medien; verstanden als ‚Lerninhalt’) sowie (3) Medienbildung (Pädagogik der Medi-
en; verstanden als allgemeine Bedingung von Bildungsprozessen) identifiziert. Diese 
dreifache Verhältnisbestimmung zwischen Medien und Pädagogik wird im Folgenden 
auf ‚Daten’ übertragen.5 Schließlich muss jedoch auch gefragt werden, inwiefern die 
Nutzung (massiver Mengen) digitaler Daten medienpädagogische Forschung beein-
flussen könnte und inwieweit sich dadurch ihre Horizonte verschieben.
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3.1 Daten als Lernmittel6
Open Data: Daten als Lernmittel für andere Lerninhalte
Zu nahezu allen Lerninhalten können online frei verfügbare Daten abgerufen wer-
den. Unter der Bezeichnung Open Data stellen z.B. staatliche Verwaltungen (aber 
auch die Weltbank oder etwa Nicht-Regierungsorganisationen) auf unterschiedli-
chen Ebenen ihre datenbasierten Arbeitsgrundlagen zur Verfügung, sofern sie nicht 
datenschutzrechtlich problematisch sind (vgl. G8 2013). Diese Daten beziehen sich 
zum Beispiel auf kommunale Budgets, das Abstimmungsverhalten bei Wahlen, Was-
serläufe oder -qualität, Denkmäler und ihre Eigenschaften, demografische Entwick-
lungen, Einkommensverteilungen, Angaben zum Bildungssystem u.v.m. und können 
in entsprechende Lehr-/Lernsettings eingebettet werden. Die projektbasierte Expe-
rimentierphase wurde bereits mit z.T. ambivalenten Zwischenergebnissen einge-
läutet (vgl. Arndt 2014; Brombach 2014).7 Unseres Wissens wurden diese Projekte 
bislang jedoch nicht hinreichend bzgl. der Frage erforscht, ob und wie sich diese 
Materialien in verschiedenen Lern- und Bildungskontexten nutzen lassen und ob ein 
solcher Einsatz neben der Auseinandersetzung mit den Lerninhalten selbst zudem 
zu einem tiefergehenden Verständnis von digitalen Daten führt.
Learning Analytics: Daten zur Steuerung und Kontrolle von Lernprozessen
Im Bildungsbereich werden unter der Bezeichnung Learning Analytics (LA) Daten 
gesammelt und ausgewertet, um Erkenntnisse über Lernprozesse und -erfolge zu 
gewinnen, die wiederum datenbasierte Entscheidungen ermöglichen sollen.8 Dieses 
Vorgehen ist v.a. in E-Learning-Anwendungen naheliegend, da die Profile und Aktio-
nen der Lernenden ohnehin digital aufgezeichnet werden. Euphorische Deutungen 
imaginieren (weniger selbst- als fremd-)gesteuertes, automatisiertes und adaptives, 
digitales Lernen und tanzen damit letztlich um dasselbe, frisch lackierte Goldene 
Kalb wie Apologeten des programmierten Lernens (oder wittern einen neuen, lukra-
tiven Markt für Lernsoftware). Reflexivere Positionen problematisieren gleichzeitig 
das Primat von Prüfungsregimen sowie die Datenschutzfrage und diskutieren Mög-
lichkeiten von Selbststeuerung oder kollaborativ angelegten “Open Learning Ana-
lytics” (vgl. Picciano 2012; Shum 2012; Siemens 2012).
“Are schools and universities allocated resources in those areas that make 
the biggest impact? How will we learn in a networked, distributed, mobile, and 
analytics-driven system? Answering those questions through research, and 
then translating those findings into practice, requires an evaluation of the cur-
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rent state of LA [Learning Analytics; V.D.] and the challenges that need to be 
addressed. These challenges currently involve the development of new tools, 
techniques, and people; resolving data concerns such as openness, ethics, 
and the scope of data being captured” (Siemens 2012, S. 7).
So ambivalent LA auch zu bewerten sind, so nachlässig wäre es, diese Entwick-
lungen gänzlich abzutun – und damit das Feld und seine konkrete Ausgestaltung 
ausschließlich anderen Disziplinen zu überlassen. Ein “Code of Ethical Principles for 
Big Data” (Rayport 2011, zit. nach Sclater 2014, S. 50), wie ihn Sclater nach Ray-
port in seiner ‚Literature Review’ wiedergibt, pocht z.B. auf Datensouveränität und 
Wahlfreiheit der User.9 Auf Learning Analytics übertragen, könnte dies bedeuten, 
dass den Lernenden qua Design und Rahmung der größtmögliche Einblick in die sie 
betreffenden Daten sowie in die Potenziale und Limitierungen der Analysen gewährt 
wird. Auch hier bestünde die Hoffnung darin, dass eine solche transparente Nutzung 
einen kompetenten Umgang mit digitalen Daten begünstigt.
Lifelogging: Daten als Lernmittel für Daten als Lerninhalt
Bei aller gebotenen (datenschutzrechtlichen) Vorsicht lässt sich auch in Betracht 
ziehen, (analoge und/oder digitale) Techniken des Lifelogging (vgl. dazu Selke 
2014)10 zu Lernzwecken heranzuziehen, um eigene Verhaltensweisen, das Selbst-
verhältnis in Relation zu gesellschaftlichen Normen und Fremdbildern oder Themen 
wie Körper oder Gesundheit zu reflektieren und diskutieren. Wie die Methode eines 
Lerntagebuchs wäre Lifelogging eine Variante der Selbstbeobachtung, die eben we-
niger auf Sprache oder Bildern, sondern auf Zahlen und Diagrammen basiert und 
dadurch wie die vorhergehenden Beispiele die kritisch-reflexive Bezugnahme auf 
Medialität und Funktionalität digitaler Daten erlaubt. 
Inwiefern diese Vorschläge gangbare und sinnstiftende Wege weisen, digitale Daten 
in Lernsettings zu berücksichtigen und ob die Hoffnung, dass dadurch eine Reflexi-
vierung unserer ‚Datengesellschaft’ stattfinden könne, berechtigt ist, muss vorerst 
unbeantwortet bleiben. An dieser Stelle müssen konkrete Praxisprojekte und For-
schungsarbeiten ansetzen und Antworten im Feld suchen.
3.2 (Big) Data als Lerninhalt – Datenkompetenz als Lernziel?
Eine grundsätzliche Problematik stellte in diesem Zusammenhang bislang die ‚Un-
möglichkeit aktiver Medienarbeit mit Big Data‘ dar, da die technischen Mittel zur 
Bearbeitung massiver Datenmengen in pädagogischen Kontexten nicht zur Verfü-
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gung standen (vgl. Dander 2014a, S. 5f).11 Die pädagogisierte Auseinandersetzung 
mit digitalen Daten kann folglich nicht ohne weiteres den ‚Königsweg‘ handlungso-
rientierter Medienpädagogik beschreiten, sondern muss über andere Wege ans Ziel 
kommen.
• Die unter 3.1. genannten Möglichkeiten der Nutzung von digitalen Daten als 
Lernmittel (Open Data, transparente Learning Analytics, Lifelogging) lassen 
sich, wie bereits angedeutet, auch als Lernmittel zur Thematisierung und Refle-
xion von digitalen Daten einsetzen.
• Andere mediale Formen lassen sich ebenso als Impuls für solche Lernprozesse 
nutzen: Bestehende Ideen bedienen sich dabei Mitteln bspw. analogen oder 
digitalen spielerischen Lernens (vgl. dazu das „Planspiel Datenschutz“ für das 
„Chaos macht Schule“-Projekt des Chaos Computer Clubs12 oder das Spiel Data 
Dealer13), cross-medialer Theaterinszenierungen wie im Fall von Supernerds14, 
verschiedener Fernsehsendungsformate15 oder kleiner Programme und Expe-
rimente, durch die gängige Praktiken digitalen Trackings in Ansätzen sichtbar 
gemacht werden16.
• Schließlich bleibt die theoretisch-diskursive Beschäftigung mit dem Themen-
feld einzubeziehen. Gerade angesichts der sehr eingeschränkten Greifbarkeit 
von Datenbanken und -silos, Glasfaserkabeln, der Sperrigkeit von Big Data, 
Algorithmen und Zettabytes gewinnen Analyse und Kritik mediengesellschaft-
licher Zusammenhänge erneut an Gewicht – wenngleich nicht losgelöst von 
produktiven Aspekten der Auseinandersetzung (vgl. Dander 2014b, S. 8ff). 
Ziel der oben genannten medienpädagogischen Bemühungen ist der selbstbe-
stimmte, kritisch-reflexive Umgang von Kindern, Jugendlichen und Erwachsenen 
mit ihren eigenen und anderen digitalen Daten „im Kontext soziotechnischer Sys-
teme“17 (Gapski/Gräßer 2007, S. 27). Entsprechend müssen die medienpädagogi-
schen Kernkategorien „Medienkompetenz und Medienbildung“ (stellvertretend für 
die Diskussionen vgl. Moser et al. 2011) in ihren verschiedenen Spielarten auf ihre 
Passung im Hinblick auf digitale Daten überprüft und entsprechend ausdifferenziert 
werden, wie es etwa bereits in Bezug auf das Web 2.0 diskutiert und ausgearbeitet 
wurde (vgl. Gapski/Gräßer 2007, S. 33f).18
Fähigkeiten im Umgang mit Daten werden international gegenwärtig vor allem in 
zwei Fachcommunities diskutiert: Aus einer bibliotheks- und informationswissen-
schaftlichen Perspektive wird “Data (Information) Literacy” (vgl. Carlson et al. 2011; 
Calzada Prado/Marzal 2013) in starker Anlehnung und Orientierung an ‚Information 
Literacy‘ konzeptionalisiert. Der Schwerpunkt liegt hier auf der Akquise, Bewertung 
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und Verarbeitung von digitalen Daten als einer spezifischen Form von Information. 
Als Ziel einer solchen rezeptiven Data Literacy19 wird in handlungsorientierten Kon-
zepten ‚data-based decision-making’ angeführt (vgl. Mandinach/Gummer 2012; 
Koltay 2015).
Im Kontext der Open Data- und Datenjournalismus-‚Szene’ wird mit ‚Data Literacy’ 
eine kommunikationsorientierte Fähigkeit bezeichnet, die primär auf das Erzählen 
von Geschichten mit Hilfe von Daten abhebt (vgl. etwa Gray et al. 2011; School of 
Data Austria 2014). Welche Stories sind in Datensätzen aufzuspüren und wie kön-
nen diese durch Visualisierungen und Begleittexte interessant und verständlich auf-
bereitet werden? Welche Datensätze kann ich wie nutzen, um ‚meine Geschichte‘ 
oder mein politisches Anliegen verständlich und überzeugend zu vermitteln?
Obwohl mit ‚Data Literacy’ also ein uneinheitlicher Begriff vorliegt, lassen sich da-
rüber Anschlussstellen zur englischsprachigen Diskussion herstellen. Gleichfalls 
lässt sich jedoch konstatieren, dass ‚Data Literacy’ in seinen verschiedenen Facet-
ten nicht im Zusammenhang mit Datenschutz und Privatsphäre gedacht wird. Hier 
könnten Überlegungen der deutschsprachigen Medienpädagogik anschließen und 
eine Verhältnisbestimmung zwischen Konzepten der Medien-, Informations- und Da-
tenkompetenz bzw. Literacy vornehmen.20
Neben dieser konzeptionellen ist eine weitere Aufgabe erziehungswissenschaftlicher 
Medienforschung, eine solche Ausdifferenzierung empirisch zugänglich zu machen 
und in entsprechende Forschungsdesigns zu überführen. Jedoch gilt es nicht nur 
auf theoretischer und empirischer Ebene zu bestimmen, worin die Spezifizität digi-
taler Daten in Abgrenzung zu anderen medialen Formen liegt, wie Menschen in 
Auseinandersetzung mit ihnen handeln und welche Fähigkeiten dafür notwendige 
Voraussetzungen darstellen. In Zusammenarbeit mit Akteurinnen und Akteuren der 
pädagogischen Praxis21 ist anzustreben, didaktische Szenarien in formalen, non- 
formalen und informellen Lernsettings zu konzipieren, durchzuführen, zu befor-
schen und zu theoretisieren.
3.3 (Digitale) Daten und (Big) Data als Forschungsmittel
Der Ausdruck ‚Daten‘ ist in der quantitativen wie qualitativen Sozialforschung geläu-
fig, um das Material zu beschreiben, das im Laufe einer empirischen Untersuchung 
erhoben, aufbereitet, ausgewertet und analysiert wird. Auch diese Daten liegen in 
vielen Fällen in digitaler Form vor (oder werden digitalisiert) und werden mit Hilfe 
von Software raffiniert und analysiert.
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Aus dem Feld der digitalen und ‚Großen Daten‘ resultieren allerdings spezifische 
Herausforderungen für Forschende in den Sozialwissenschaften, die im Folgenden 
kurz angerissen werden (vgl. dazu insb. Manovich 2014; boyd/Crawford 2012; Rei-
chert 2014b):
• Mehr Daten sind nicht automatisch bessere (d.h. aussagekräftigere, fehler-
freiere, etc.) Daten.
• Daten z.B. über die Nutzerinnen und Nutzer von Sozialen Netzwerken sind oft 
nur ausschnittweise verfügbar. und selbst die vollständigen Datensätze wären 
nicht repräsentativ für gesamte Gesellschaften. Genauso unzutreffend wie 
die Behauptung, es gäbe unabhängig voneinander eine Offline- und eine On-
line-Identität einer Person, ist die Annahme, das Online-Verhalten einer Person 
könne pars pro toto für die Gesamtheit dieser Person stehen.
• Die Hoffnung bzw. das Versprechen, Daten könnten prognostisches Wissen her-
vorbringen, kann leicht Schlüsse nach sich ziehen, die die Differenz zwischen 
Korrelationen und Kausalitäten vernachlässigen. Zudem können aus einer sol-
chen Haltung Rückkoppelungseffekte im Sinne eines vorauseilenden Gehor-
sams entstehen (vgl. dazu etwa Borer/Lawn 2013).
• Anonymisierung von Datensätzen ist wesentlich schwieriger zu gewährleisten, 
wenn mächtige algorithmische Mustererkennung auf Grundlage verknüpfter 
Daten auf die Identifikation einzelner Personen angesetzt werden (vgl. Daries et 
al. 2014).22 Sowohl Forschende und Beforschte als auch Ethik-Komitees müs-
sen solche technischen Machbarkeiten annähernd einschätzen können, um 
Entscheidungen informiert zu treffen. Ethische Fragen im Kontext von Daten-
schutz und Zugang zu Daten stellen sich auf neue Art und Weise.
• Obwohl digitale Daten ausschließlich der automatisierten Vermessung auf Ba-
sis eines positivistischen Paradigmas der Welt Vorschub zu leisten scheinen 
(vgl. Reichert 2014b, S. 164), stecken gerade in der Kombination von quan-
titativen und qualitativen Zugängen zum Forschungsgegenstand neue Poten-
ziale. In der Erziehungswissenschaft liegt hier eine willkommene Gelegenheit 
der Überbrückung alter Differenzen zwischen Bildungstheorie und empirischer 
Bildungsforschung (vgl. Koller 2012).
• Gerade für die Erforschung von sozialen Netzwerken wäre es wohl angemes-
sen, u.a. auch auf die Möglichkeiten von Netzwerkanalysen zurückzugreifen 
(vgl. Stegbauer 2010).23 In der erziehungswissenschaftlichen Medienforschung 
kann dieser methodische Zugang bislang keineswegs als etabliert bezeichnet 
werden. Auch Potenziale der Zusammenarbeit mit Informatik bzw. Computer 
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Niels Brüggen
Gedanken zur Neuausrichtung der  
Medienkompetenzförderung angesichts Big Data
Gedanken zur Neuausrichtung der Medienkompetenzförderung
Mit Big Data verändern sich die Bedingungen für individuelles Handeln (mit Medi-
en) und damit müssen Akzente in Angeboten zur Medienkompetenzförderung neu 
ausgerichtet werden. Denn ‚Think before you post‘ reicht nicht mehr. Der Beitrag will 
mit Grundlagen und Perspektiven zu dieser Neuausrichtung beitragen. Dies sind, 
neben der Beschreibung von Big Data als mehrdimensionale Herausforderung, der 
Blick auf Jugendliche als typische Zielgruppe medienpädagogischer Arbeit und eine 
Revision medienpädagogischer Konzepte.
1 Big Data – nur ein weiteres Schlagwort der digitalen  
Gesellschaft?
Big Data ist nicht nur ein weiteres Schlagwort in der Diskussion um Medienbildung nach 
Web 2.0 und social media. Vielmehr besteht ein qualitativer Unterschied, der eine Neu-
ausrichtung von Angeboten zur Entwicklung von Medienkompetenz begründet. Dies 
liegt nicht daran, dass Big Data per se negativ zu bewerten sei, sondern vielmehr daran, 
dass sich die Bedingungen für individuelles, souveränes Handeln verändern.
1.1 Big Data als mehrdimensionale Herausforderung
Der Begriff Big Data, wie er in der folgenden Überlegungen zugrunde gelegt wird, 
umfasst zwei Komponenten: Zum einen große, heterogene und unstrukturierte Da-
tenmengen, wie sie heute im Zuge der zunehmenden Digitalisierung aller Bereiche 
des Alltags in der digitalen Gesellschaft anfallen. Jeder Like bei facebook, jede Fahrt 
mit dem Smartphone in der Tasche oder jede E-Mail hinterlässt Datenspuren (in 
den Beispielen Präferenzen, Routen oder Kontakte), die in Echtzeit zusammenge-
nommen mit anderweitig erhobenen Daten, z. B. aus öffentlichen Statistiken, Big 
Data ergeben. Dabei ist wichtig zu bedenken, dass diese großen Datenmengen auf 
verschiedene Diensteanbieter verteilt sind und (von Abfragen von Geheimdiensten 
oder Strafverfolgungsbehörden zunächst abgesehen) nur von den Unternehmen 
eingesehen werden können, in deren Diensten die Daten generiert wurden. Dies gilt 
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gleichermaßen für Daten, die bewusst durch Handlungen der Nutzenden erzeugt 
(z. B. ein Like bei facebook oder ein Retweet bei Twitter) oder ohne aktives Zutun 
und mitunter ohne Wissen der Nutzenden erfasst (z. B. Logdaten der Mobilfunkbe-
treiber) wurden. In den meisten Fällen kann konstatiert werden, dass die Menschen, 
die im Handeln mit digitalen Werkzeugen und Diensten Big Data füttern, keinen 
Zugriff auf diese Daten haben. Auch ein Zugriff auf die selbst zugeführten Daten als 
Teilmenge ist in der Regel nicht möglich. Ausnahmen sind gezielt freigegebene Da-
ten, bspw. behördliche Statistiken oder kollaborativ generierte Daten wie die open 
street map, die als open data zur Verfügung gestellt werden.
Zum anderen werden mit Big Data auch die Technologien bezeichnet, die in der 
Lage sind, diese Datenmengen auf Ähnlichkeiten und Korrelationen hin zu analy-
sieren und ggf. sogar Entscheidungen herbeizuführen. Alexander Filipovic hat die 
mit diesen Technologien entstehenden Umwelten unter den vier Gesichtspunkten 
Datenökonomie, Überwachung, Vorhersagestrukturen und Manipulation charakte-
risiert (vgl. Filipovic 2014), die ich an dieser Stelle mit weiteren Beispielen ergänzt 
aufgreifen möchte: 
Erstens sind die Technologien eingebunden in Datenökonomien. Mit Bezug auf 
Yvonne Hofstetter weist Filipovic darauf hin, dass die Technologien geschaffen 
werden, um sich als Unternehmen einen Informationsvorteil zu verschaffen, der im 
Wettbewerb gegen andere Unternehmen ausgespielt werden kann. Vor dem Hin-
tergrund der zunehmenden Digitalisierung der Lebensführung sieht er darin eine 
radikale Ökonomisierung aller Lebensäußerungen, wenn potenziell jeder Like, jede 
Reise sowie jeder Mailkontakt zu Geld gemacht werden kann. Die Digitalisierung der 
Lebensführung habe zugleich zur Folge, dass es kaum noch möglich ist, aus diesen 
ökonomisierten Umwelten herauszukommen. 
Zweitens sieht er in den Technologien Überwachungssysteme, die systematisch zur 
Behinderung von Solidaritätspotenzialen beitragen. Ein Moment dieser Behinde-
rung ist das Verschwinden von Privatsphäre. Gemeint sind Bereiche, in denen man 
etwas verbergen kann und anerkannt wird, dass es berechtigt bzw. ein Grundrecht 
ist, etwas zu verbergen. In einer durch diese Technologien geprägten Umwelt, in der 
als Beispiel der Beitrag zur Autoversicherung reduziert werden kann, wenn Versi-
cherte ihren Fahrstil komplett überwachen lassen, gerät potenziell unter Missgunst, 
wer diese Überwachung nicht akzeptieren will. Zudem wird ein Bild kreiert, dass 
Risiken von den Individuen selbst vollumfänglich vermeidbar seien. Wer dennoch 
einen Schaden erleidet, scheint somit allein eigenverantwortlich zu sein. 
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Drittens entstehen Vorhersagestrukturen, da mittels Big Data auf Basis einer weit-
gehenden Überwachung auch Prognosen über zukünftige Handlungen, Kauf- oder 
Wahlentscheidungen möglich werden. Damit entstehen neue Machtstrukturen, 
denn nur wenige verfügen über die Daten und Technologien, diese Prognosen er-
stellen zu können. Und diese neuen Machverhältnisse machen den so gewonnenen 
Informationsvorsprung für Unternehmen wie auch für Staaten attraktiv. Von dieser 
neuen Macht nicht ausgeschlossen zu sein, könnte Filipovic zufolge zumindest ein 
Motiv sein, weshalb von staatlichen Stellen bislang verhältnismäßig zurückhaltende 
Proteste gegen die Verletzung von Grundrechten durch Unternehmen und Geheim-
dienste zu hören sind. 
Viertens eröffnen diese Technologien neue Möglichkeiten der Manipulation. Filipovic 
zieht diesbezüglich ein facebook-Experiment heran, bei dem hinsichtlich der Gefühls-
äußerungen manipulierte Streams im Netzwerk entsprechende emotional gepräg-
te Posts anderer Nutzenden nach sich zogen – Emotionen wurden im Netzwerk als 
hochgradig ansteckend und manipulierbar ausgewiesen (vgl. Kramer et al. 2014). Für 
die Gestaltung von Werbeumfeldern für beworbene Produkte, Parteien etc. ist dies 
äußerst interessant. Und auf Werbung basiert das Geschäftsmodell des hier als Bei-
spiel benannten Netzwerkes. Ergänzt werden sollte, dass dies nicht nur auf Bereiche 
zutrifft, in denen wir uns bewusst in digitalen Umwelten bewegen. Zur Verdeutlichung 
soll ein weiteres Anwendungsbeispiel aus dem Marketing-Bereich dienen: So ist am 
irischen Dublin Institute of Technology (DIT) mit CIDA (Conversational Interaction Dy-
namics Analysis)1 ein IT-System in Entwicklung, das bei der Echtzeitanalyse von telefo-
nischen Verkaufsgesprächen eingesetzt werden kann und den Verkaufenden in einer 
grafischen Ausgabe darstellt, wie gut die (vor allem emotionalen) Bedingungen für 
einen Kaufabschluss im Moment sind und welche Verkaufsstrategie zielführend ist. 
Die Kundinnen und Kunden sehen sich also nicht nur mehr oder weniger geschickten 
Verkaufsagentinnen bzw. -agenten gegenüber, sondern diese können – etwas über-
spitzt – als Interfaces zu einem datenbasierten, manipulativen Verkaufssystem be-
trachtet werden. Dass auch hier Machtverhältnisse ungleich verteilt sind, ist offenkun-
dig. Wer hat schon ein ‚Echtzeit-Analyse-System für Verkaufsstrategien‘ in das eigene 
Telefon integriert, um auf gleicher Ebene technisch unterstützt zu werden.
Diese Szenarien verdeutlichen Herausforderungen für souveränes Handeln in die-
sen Umwelten und werfen gar die Frage auf, inwiefern souveränes Handeln in die-
sen Umwelten möglich sein kann. Daraus folgt auch die Frage nach pädagogischen 
Ansatzpunkten, um Bedingungen für souveränes Handeln zu schaffen und dieses 
entsprechend auch zu fördern.
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Neben dieser kritischen Einschätzung von Big Data-Technologien gibt es aber auch 
hoffnungsvollere Einschätzungen: so sei eine intelligente Nutzung von Ressourcen 
wie Energie durch Big Data möglich, da z. B. ferngesteuerte Haushaltsgeräte dann 
gestartet werden, wenn anderweitig weniger Energie gebraucht wird. Überwachung 
und Prognose werden hier nicht mit dem Ziel der Verkaufssteigerung, sondern des 
Umweltschutzes begründet. Dennoch wird von dem System in die Handlungsauto-
nomie von Individuen eingegriffen, es wird ihnen eine Entscheidung aus der Hand 
genommen und ‚Manipulation‘ im lateinischen Wortsinn betrieben. 
Big Data betrifft also neben der Dimension der informationstechnischen Grundlagen 
und Verfahren insbesondere gesellschaftspolitische Fragestellungen zu den Dimen-
sionen sozialer Gemeinschaft und Solidarität, politischer Willensbildung und Demo-
kratie bis hin zur individuellen Autonomie. Damit ist die zentrale Herausforderung für 
die Medienbildung thematisiert, die sich angesichts Big Data stellt: Wenn das Ziel 
von Medienbildung Medienkompetenz, verstanden als „Befähigung zur souveränen 
Lebensführung in einer mediatisierten Gesellschaft“ (Schorb/Wagner 2013, S. 18), 
ist, muss als Thema gesetzt werden, wie souveränes Handeln in Mensch-System-Um-
welten angesichts Big Data gedacht werden kann. Dies schließt ein, darüber zu reflek-
tieren, wie Beschränkungen der Souveränität bewertet werden.
1.2 Der qualitative Unterschied zwischen dem Web 2.0 und Big Data
Der qualitative Unterschied zwischen Big Data und den Angeboten des Web 2.0 liegt 
mithin darin, dass angesichts von Big Data verstärkt diskutiert werden muss, welche 
Bedingungen auf einer überindividuellen Ebene geschaffen werden müssen, damit 
souveränes Handeln möglich ist, und nicht nur, wie souveränes Handeln auf einer 
individuellen Ebene gefördert werden kann. Denn dieser Unterschied ist entschei-
dend für die Ausgestaltung von Bildungsmaßnahmen: Nur da, wo Individuen auch 
Verantwortung ausfüllen können, haben an die Individuen gerichtete Bildungsmaß-
nahmen auch Sinn.
In der Diskussion um Angebote des Web 2.0 konnte noch (teils berechtigt) an die 
Selbstverantwortung der Nutzenden appelliert werden, selbst zu reflektieren, bei 
welchen Diensten sie welche persönlichen Informationen für andere Nutzende und 
zur Auswertung durch die Unternehmen preisgeben wollen. Doch auch beim Web 
2.0 oder social media waren dieser Selbstverantwortung bereits deutliche Grenzen 
gesetzt – etwa durch Angaben anderer Nutzenden oder durch automatisch erfasste 
oder analytisch rekonstruierte Daten (vgl. Wagner et al. 2010). Erodiert ist dieser 
Ansatzpunkt aber bereits bei Web 2.0-Angeboten, die für die Nutzenden nur schwer 
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erkennbar zu Big Data-Anwendern geworden sind. Angesichts der Totalität der Da-
tenerfassung/Überwachung und der Potenz der Prognosetechnologien (vgl. hierzu 
Christl 2014) reicht die Adressierung der Selbstverantwortung im Sinne von ‚Think 
before you post‘ schlicht nicht mehr aus. 
2  Grundlagen für die Medienkompetenzförderung in Zeiten 
von Big Data
Vor dem Hintergrund der skizzierten Herausforderungen für die Bildungsarbeit be-
darf es Grundlagen, um angemessene Angebote für die Medienkompetenzförde-
rung zu gestalten. Unverzichtbar – und zugleich häufig vernachlässigt – ist erstens 
der Blick auf die Zielgruppen, ihr Vorwissen, ihre Haltungen und Fragen zum Gegen-
standsbereich. Nur mit diesem Wissen können adressatenadäquate Bildungsmaß-
nahmen gestaltet werden. Mit dieser Grundlage können zweitens pädagogische 
Handlungskonzepte an den Gegenstandsbereich und die Ausgangslage der Zielgrup-
pen angepasst werden. Im Folgenden werden entsprechend Forschungsergebnisse 
zur Perspektive von Jugendlichen auf die Datenauswertung und Geschäftsmodelle 
im social web dargestellt (2.1) und bestehende Ansätze der Medienkompetenzför-
derung kommentiert (2.2), um in beiden Bereichen ein Beitrag zur Fundierung me-
dienpädagogischer Arbeit in Zeiten von Big Data zu leisten. 
2.1 Es ist schon alles gespeichert – Jugendliche zwischen  
Fatalismus und der Suche nach Alternativen
Während viele medienpädagogische Forschungsarbeiten vorliegen, die die Phäno-
mene Cyber-Mobbing oder die Preisgabe persönlicher Informationen im social web 
betrachten, gibt es vergleichsweise wenige Studien, die dezidiert die technologi-
schen und wirtschaftlichen Rahmenbedingungen der digitalen Gesellschaft mit Blick 
auf die Lebensbedingungen von Jugendlichen in den Blick nehmen. Entsprechend 
liegen wenige Befunde zum Wissen von Jugendlichen über Auswertungsmöglichkei-
ten und damit mögliche Geschäftsmodelle und die Einstellungen von Jugendlichen 
dazu vor.2 Das Sicherheitsempfinden von Jugendlichen weist – laut der U25-Studie 
des Deutschen Instituts für Vertrauen und Sicherheit im Internet (DIVSI) – dabei 
durchaus auf Unsicherheiten hin, wenn ca. 75 % der befragten Jugendlichen an-
gibt, zu wissen, wie sie ihre Daten schützen können, und zugleich 40 % anmerken, 
dass sie unsicher sind, ob ihre Daten bereits missbraucht wurden (vgl. DIVSI 2014, 
S. 142ff.). Zugleich zählt dort die „Nutzung meiner Daten für Werbezwecke“ zu den 
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„Top-5-Risiken“ aus Sicht der Befragten (vgl. ebd., S. 148). Weiteren Aufschluss bie-
ten die Daten allerdings diesbezüglich nicht.
In der JFF-Studie „Jugendliche und Online-Werbung im Social Web“ (Brüggen et al. 
2014) wurde versucht, diese Lücke zumindest ein Stück weit zu schließen. Die Ergeb-
nisse der qualitativen Studie liefern zum einen eine Grundlage für adressatenadäqua-
te Bildungsangebote und weisen zugleich eine Richtung für deren Ausrichtung: 
So wissen die befragten Jugendlichen, dass die von ihnen genutzten Angebote wie 
facebook, Google etc. kommerzielle Unternehmen sind. Von den Geschäftsmodel-
len haben sie aber meist nur eine vage Vorstellung. Insbesondere von den Aus-
wertungs- und mithin Prognosemöglichkeiten haben die befragten Jugendlichen nur 
sehr begrenzte Kenntnis. Wissen über diese Strukturen ist also ein erster wichtiger 
Baustein für die Medienkompetenzförderung. Mit entsprechenden Interventionen 
(vgl. JFF – Institut für Medienpädagogik in Forschung und Praxis 2014) war es auch 
möglich, hier einen Zuwachs an Kenntnissen zu erreichen und ein Stück weit ein 
kritisches Bewusstsein zu fördern, wie das nachfolgende Zitat verdeutlichen soll: 
„Ich fand‘s irgendwie überraschend, dass facebook aus den Daten, die man 
angibt so viel daraus schließt“ (Äußerung eines Mädchens, vgl. Brüggen et al. 
2014, S. 42)
Für die Jugendlichen war es allerdings eine besondere Herausforderung, eine kriti-
sche Haltung in entsprechendes Handeln zu übersetzen (vgl. Brüggen et al. 2014, 
S. 58). So wurde mit den Jugendlichen in der Studie auch thematisiert, welche Mög-
lichkeiten sie sehen, eigene Bedenken im Handeln umzusetzen oder z. B. bestimm-
te Verbraucherrechte einzufordern. Alarmierend mit Blick auf die Bereitschaft, sich 
für eigene Vorstellungen und (wenn bekannt) Rechte einzusetzen, war dabei eine 
von einigen Jugendlichen vorgebrachte fatalistische Haltung, die ebenfalls mit ei-
nem Zitat illustriert werden soll: 
„[...] es wird sich sowieso nichts ändern, es ist alles schon gespeichert“ (Refle-
xionsblatt einer Gruppe, vgl. Brüggen et al. 2014, S. 48)
Mehrere Aspekte an dieser Haltung sind als wichtige Grundlage für die Förderung 
von Medienkompetenz in Zeiten von Big Data herauszustellen: 
• Ohnmachtserfahrung als Ausgangspunkt ernst nehmen und produktiv wenden: 
So ist zunächst die Ohnmachtserfahrung von Jugendlichen als Ausgangspunkt 
anzunehmen. Auch wenn die qualitative Studie keine Verallgemeinerungen absi-
chert, erscheint plausibel, dass diese Erfahrung nicht nur auf die Jugendlichen 
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begrenzt ist, die sie so ausdrückten. Vielmehr markiert sie eine Erkenntnis über 
die oben beschriebenen Lebensumwelten der Datenökonomie und Überwa-
chung. In der pädagogischen Arbeit sollte an dieser Erkenntnis produktiv ange-
setzt werden. 
• Die Verarbeitung von Informationen begleiten, um fatalistischen Haltungen ei-
gene Vorstellungen gegenüber zu stellen: Die fatalistische Haltung, dass die 
Bedingungen nicht verändert werden können, verhindert die Motivation, sich 
für eigene Vorstellungen einzusetzen. Für die pädagogische Arbeit ist es also 
entscheidend, diese Erfahrung dahingehend zu überwinden, dass der gegebe-
nen Situation eigene Vorstellungen gegenübergestellt werden. Dies impliziert, 
dass in der pädagogischen Arbeit Informationen über gegebene Bedingungen 
im Sinne einer Sensibilisierung nicht hinreichend sind. Vielmehr sollte ange-
sichts einer potenziell fatalistischen Grundhaltung bei der Zielgruppe auch die 
Verarbeitung dieser Informationen begleitet werden. Mit Informationen allein 
sehen sich zumindest die befragten Jugendlichen in der Studie überfordert 
und haben Schwierigkeiten, daraus sinnvolle Konsequenzen abzuleiten. Die-
se Überforderung kann gleichermaßen drohen, wenn mit Informationen über 
mehr oder weniger abstrakte Bedrohungen durch Big Data, konkrete Einblicke 
in die programmiertechnische Umsetzung von Big Data oder ganz allgemein 
über technische Grundlagen der Datenverarbeitung und -erfassung ‚aufgeklärt‘ 
wird. Notwendig ist, dass unverzichtbare Einblicke in technische Grundlagen 
wie auch gesellschaftliche Folgen mit der Rückbindung an eigene Erfahrungen 
und Handlungsmöglichkeiten in Perspektiven transformiert werden (können).
• Bei der Suche nach Lösungen den Fokus über die individuelle Selbstverant-
wortung ausweiten: Eigene Vorstellungen und Perspektiven können zu einer 
Suche nach Alternativen motivieren. Und im Abgleich zwischen Ist-Zustand und 
eigenen Vorstellungen kann auch abgeglichen werden, wo realistische Möglich-
keiten bestehen, etwas zu verändern. Dies ist zugleich der Punkt, an dem in der 
pädagogischen Arbeit der Fokus über die Frage hinaus geweitet werden muss, 
was die oder der Einzelne selbstverantwortlich für sich machen kann. Denn 
wenn Bildungsmaßnahmen nur den Aspekt der Selbstverantwortung betonen, 
isolieren sie die Adressaten in einer gesamtgesellschaftlichen Entwicklung. 
Vielmehr muss es darum gehen, komplexe gesellschaftliche Zusammenhänge 
(insbesondere in deren ökonomischer und sozialer Dimension) zu durchdrin-
gen, um realistische Handlungsoptionen für die Lebensbedingungen der digita-
len Gesellschaft entwerfen und diese potenziell mitgestalten zu können. Selbst-
verständlich schließt die Förderung gesellschaftlicher Handlungsfähigkeit auch 
Selbstverantwortung ein. 
2 Grundlagen für die Medienkompetenzförderung in Zeiten von Big Data
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Dass Jugendliche durchaus Interesse an Alternativen und einem Schutz von Aus-
wertungssystemen haben, zeigte sich auch in Workshops mit Jugendlichen zum 
Themengebiet Werbung und Geschäftsmodelle im social web. Hier waren immer 
wieder Jugendliche sehr interessiert an Anti-Tracking-Tools, Ad-Blockern oder ande-
ren Möglichkeiten, sich den Auswertungssystemen nicht ausliefern zu müssen. Aber 
das ist noch nicht das Ziel, sondern ein Ansatzpunkt für die Förderung von Medien-
kompetenz in Zeiten von Big Data. 
2.2 Ansätze der Medienkompetenzförderung revisited
Bestehende Ansätze der Medienkompetenzförderung können vor diesem Hinter-
grund mit Blick auf die skizzierten Ansprüche betrachtet werden. Dabei möchte ich 
mich auf die an anderer Stelle (vgl. Brüggen 2014) bereits ausgeführten Gedanken 
stützen und diese von der Betrachtung von social media auf die Umwelten von Big 
Data übertragen: 
• Anwendungstipps sind zwar gefragt und stellen zweifelsohne eine wichtige 
Grundlage dar – greifen aber zu kurz: Gerade da Big Data nicht sichtbar im User 
Interface ist, erscheinen konkrete Handlungsmöglichkeiten von Einzelnen be-
grenzt. Unverzichtbar ist aber Unterstützung, inwieweit es möglich ist, die eige-
nen Datenspuren zu kontrollieren und ggf. zu begrenzen. Hilfreich erscheinen 
Tipps zu Datensparsamkeit und entsprechenden Konfigurationsmöglichkeiten 
verschiedener Endgeräte und Dienste sowie zu kryptografischen Anwendungen. 
• Medien der Jugendlichen produktiv nutzen – bei Big Data sind neue Ansätze ge-
fragt: Mit Blick auf klassische Ansätze der aktiven Medienarbeit sind mehrere 
Perspektiven zu unterscheiden: Erstens kann Big Data nicht wie z. B. Soziale Netz-
werkdienste zur Verbreitung und Diskussion von Positionen genutzt werden. Den-
noch können Medien als „Mittel der Auseinandersetzung mit gesellschaftlichen 
Problemen“ (Schorb 1995, S. 207), in diesem Fall mit Big Data, dienen. Hier kann 
auf eindrucksvolle Beispiele z. B. im Rahmen des mobileclipfestivals3 verwiesen 
werden, die auch in der pädagogischen Arbeit eingesetzt werden können. 
Zweitens war eine weitere Idee der aktiven Medienarbeit, Manipulierte zu Ma-
nipulierenden zu machen. Dies kann auch bei Big Data realisiert werden. So 
können einerseits eigene Angebote gestaltet werden, die Auswertungsmecha-
nismen von Big Data anwenden. Dieser mit Blick auf die Fähigkeiten der Ziel-
gruppen allerdings sehr voraussetzungsvolle Ansatz bietet die Möglichkeit, die 
Gestaltungsoptionen von Auswertungssystemen (verstanden als Code und des-
sen Anwendung) und damit auch die Gestaltungsentscheidungen anderer in den 
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Fokus zu rücken. Wie oben bereits beschrieben, erscheint es dann aber notwen-
dig, die so ermöglichten Einblicke in die Datenverarbeitung in Perspektiven zu 
transformieren. Wenn die Vermittlung von Code Literacy diesen Aspekt nicht mit-
denkt, kann ihr kaum ein emanzipatorisches Potenzial zukommen.   
Andererseits können (weniger voraussetzungsvoll) auch bestehende Auswer-
tungssysteme von Endnutzenden genutzt werden, um die Möglichkeiten von Big 
Data plastisch zu erfahren. Ein Beispiel dafür sind die in facebook für alle regis-
trierten Nutzenden verfügbaren Möglichkeiten, um Werbeanzeigen zu schalten. 
Mit diesem Zugang auf eine Auswahl der verfügbaren Auswertungsmechanismen 
ist bereits ein Einblick in Big Data realisierbar (vgl. JFF – Institut für Medienpäd-
agogik in Forschung und Praxis 2014), der für die weiterführende pädagogische 
Arbeit eine Grundlage schaffen kann. 
• Alternative Strukturen aufbauen und erweitern: In der medienpädagogischen 
Tradition gibt es viele und unterschiedlich motivierte Versuche, alternative 
Strukturen, Programme oder Medienangebote zu etablieren. Ein mit Blick auf 
Big Data relevanter Aspekt ist die Bereitstellung von und Arbeit mit zur Aus-
wertung freigegebenen und in diesem Sinne offenen Daten – also open data. 
Neben vielen unbestreitbaren Potenzialen, die open data für die Gesellschaft 
und auch die pädagogische Arbeit birgt, soll aber zumindest darauf hingewie-
sen werden, dass damit die machtbezogene Problemstellung riesiger Datenbe-
stände im Verfügungsbereich kommerzieller Unternehmen wie auch ungleich 
verteilter Auswertungspotenziale nicht gelöst werden kann. 
3  Perspektiven für die Entwicklung von Medienkompetenz 
jenseits des Führerscheins 
Das Bild des Internet- bzw. Medienführerscheins wurde immer wieder bemüht, um 
die Notwendigkeit und Schwerpunkte der Medienkompetenzförderung angesichts 
einer Datenautobahn zu argumentieren – oder auch zu kritisieren (vgl. Gapski 
2014). Im Folgenden soll es genutzt werden, um die Überlegungen zur notwendigen 
Neuausrichtung der Medienkompetenzförderung angesichts von Big Data abschlie-
ßend zu pointieren.
Beim Web 2.0 erschien die Führerscheinmetapher noch einigermaßen tragfähig. 
Zumindest metaphorisch konnte argumentiert werden, dass alle Verkehrsteilneh-
merinnen und -teilnehmer wissen müssen, wie sie sicher steuern, wie viel Abstand 
zu halten ist, um Probleme zu vermeiden, oder auch, wo sie hinsteuern müssen, 
wenn sie etwas erreichen wollen. Wie bereits dargestellt, greift diese Metapher aber 
3 Perspektiven für die Entwicklung von Medienkompetenz jenseits des 
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auch zu kurz, da mit ihr letztlich nur der Aspekt der Selbstverantwortung akzentuiert 
werden kann. 
Wenn wir aber versuchen, die Metapher auf Big Data zu übertragen, wird Grund-
legenderes deutlich. Es geht hier nicht um das Fahren, sondern es geht um die 
Konstruktion der Fahrzeuge. Wie diese aufgebaut sind, welche Technologie darin 
verbaut ist, kann als Fahrer zwar vielleicht gewusst, aber nur in sehr begrenztem 
Ausmaß gesteuert werden. Gleiches gilt für die Frage, inwiefern das System im ak-
tuellen Zustand noch sicher ist und welche Risiken für die eigene Person und auch 
für andere in der Nutzung liegen. Bei Fahrzeugen ist bei diesen Fragen die Verant-
wortung zwischen Herstellerhaftung, der Aufsicht durch TÜV und DEKRA und den 
Fahrzeughalterinnen und -haltern aufgeteilt. Letztere sind jedoch nur für von ihnen 
herbeigeführte und in Kauf genommene Mängel oder Fehleinschätzungen verant-
wortlich. Und bei Big Data?
Die Frage ist überspitzt und soll auch pointieren. Dabei soll nicht die Konsequenz 
nahe gelegt werden, Medienkompetenzförderung sei hinfällig – ganz im Gegenteil. 
Im oben skizzierten Sinne ist sie gerade heute unverzichtbar, wenn sie die Bürge-
rinnen und Bürger in der digitalen Gesellschaft dazu befähigt, sich für Lebensbe-
dingungen einzusetzen, die ihren Vorstellungen entsprechen. Dann würde in demo-
kratischen Verfahren entschieden werden, wie die Souveränität auch angesichts 
Big Data zu schützen ist und unter welchen Bedingungen auch die Überwachung/
Manipulation/Beschränkung von Handlungsautonomie akzeptabel erscheint. Denk-
bar wären Transparenzforderungen bspw. hinsichtlich angewendeter Datenerfas-
sungs- und Auswertungsverfahren und Auswertungsanfragen (allein die Verfahren 
sagen wenig darüber aus, was damit gemacht wird), erweiterte Datenbriefe oder zu-
mindest reale Möglichkeiten, gespeicherte Daten einzusehen. Diese sind allerdings 
nur mögliche Forderungen in einem demokratischen Aushandlungsprozess, dem 
hier nicht vorgegriffen werden kann. In der Hoffnung, dass die negativen Zuschrei-
bungen von Big Data noch keine Realität geworden sind und die demokratische 
Willensbildung noch nicht durch Big Data manipuliert werden kann. Noch ist Zeit zur 
Neuausrichtung der Medienkompetenzförderung.
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Harald Gapski
Medienbildung in der Medienkatastrophe –  
Big Data als Herausforderung 
„Wir wissen, wo Sie sind. 
Wir wissen, wo Sie waren. 
Wir wissen mehr oder weniger, woran Sie denken.“ 
Eric Schmidt, CEO Google 20101
Wir befinden uns inmitten einer Medienkatastrophe: Durch die digitale Transfor-
mation gesellschaftlicher Kommunikations- und Entscheidungsprozesse durch In-
formationstechnologien (Big Data) entsteht ein Vertrauensproblem, zu dessen Be-
arbeitung eine neue technologische Aufklärung notwendig ist. Unter Rückgriff auf 
soziotechnische Treiber dieser Entwicklung werden in diesem Beitrag vier Thesen 
zur Diskussion gestellt, welche die Notwendigkeit der medienpädagogischen wie kri-
tisch-diskursiven Auseinandersetzung mit Big Data, zugleich aber auch die Entgren-
zungen und Paradoxien der Herausforderungen behandeln. So lautet die zentrale 
Forderung an die Medienbildung: Ausweitung der Kampfzone.2 
1 Big Data-Gesellschaft
1.1 Medienkatastrophen
Milliarden vernetzte Sensoren, stetig fließende Datenströme, verteilte Hochleis-
tungsprozessoren und selbstlernende Algorithmen – das Zusammenspiel dieser 
Technologien mit der gesellschaftlichen Kommunikation führt zu dem, was in der 
mediensoziologischen Tradition als „Medienkatastrophe“ bezeichnet werden kann: 
Die neuen kommunikativen Möglichkeiten überfordern die bisherigen Strukturen 
der Gesellschaft (Baecker 2013, S. 158). Die – mehr oder minder stille – digitale 
Revolution (Bunz 2012) evoziert neue Nomenklaturen für gesellschaftliche Selbst-
beschreibungen: Wir leben in einer „mobilen Echtzeitgesellschaft“ (Weyer 2011), 
im „Informationskapitalismus“ oder in einer „Überwachungsgesellschaft“. Der in 
diesen Beschreibungen liegenden Dystopie gilt es entgegenzutreten, denn es droht, 
wenn wir uns nicht „wehren“ (Enzensberger 2015) oder „kämpfen“ (Hofstetter 
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2014, Schulz 2015), eine „Digitale Diktatur“ (Aust/Ammann 2015) oder „Technolo-
gischer Totalitarismus“ (Schirrmacher 2015).
Im großen medienhistorischen Rahmen setzt diese jüngste Medienkatastrophe die 
Reihe vorangegangener fort. Mit der Einführung der Schrift als erstes Telekommuni-
kationsmedium wird Lesen und Verstehen einer aufgeschriebenen Information vom 
Verfassen des Textes räumlich und zeitlich getrennt. Die Umstellung von der münd-
lichen auf die schriftliche Kommunikation führte zu einer grundlegenden Neustruk-
turierung des Gesellschaftssystems: Zeit und Kultur werden neu geordnet (Luhmann 
1997, S. 257). Mit Sprache kann man sich über Abwesendes verständigen, mit der 
Schrift kann man sich an Vergangenes erinnern oder die Zukunft planen, und mit dem 
Buchdruck ist mit vielen Lesern zu rechnen, die eigene Schlussfolgerungen ziehen 
und Teil einer kritischen Öffentlichkeit werden. Mit der Einführung der elek tronischen 
Verbreitungsmedien explodieren die gesellschaftlichen Kommunikationsmöglichkei-
ten, und der Computer führt zu einer weiteren Medienkatastrophe: Digitalisierung 
und Algorithmisierung entkoppeln Mitteilung und Verstehen. Der Computer in seinen 
Netzwerken ist „so an die Kommunikation strukturell gekoppelt […], wie es bislang nur 
das Bewusstsein war. Der Rechner kommuniziert mit“ (Baecker 2007, S. 38). Dabei 
entsteht ein Überschuss an Beobachtungsmöglichkeiten und ein Vertrauensproblem; 
Vertrauen in die Art und Weise, wie sich vernetzte Maschinen in die gesellschaftli-
che Kommunikation einbringen, Vertrauen in Algorithmen und Cloud-Diensten. Die-
ses „Vertrauen im Zeitalter der elektronischen Datenverarbeitung [lässt sich] nicht 
mehr personalisieren, also auch nicht mehr in sozialen Status umsetzen; es ist nur 
noch Systemvertrauen“ (Luhmann 1997, S. 313). Mit Big Data spitzt sich dieses Ver-
trauensproblem zu. Es zeichnet sich ab, dass neue individuelle Kompetenzen, in Bil-
dungsprozessen erworben, keine hinreichenden Problemlösungen zum Aufbau von 
Systemvertrauen anbieten können, aber – so die These – sie sind notwendig. Big Data 
braucht eine neue technologische Aufklärung.
1.2 Treiber
Mit Blick auf Big Data lassen sich mehrere Treiber bzw. ermöglichende Faktoren 
(„Enabler“) für eine fortschreitende und durch die Digitalisierung induzierte Trans-
formation der Gesellschaft benennen, die miteinander in Beziehung stehen:
a) Vernetzung: Neben der kabelgebundenen Vernetzung nimmt die drahtlose, mobile 
Vernetzung zu. Nur was eine Adresse hat, kann mit dem Internet vernetzt werden. Mit 
der Umstellung auf das Internet Protocol Version 6 (IPv6) vergrößert sich der Adress-
raum um 296 Möglichkeiten, wodurch prinzipiell jedes technische Objekt der Welt im 
 1 Big Data-Gesellschaft
65
Internet adressierbar wird. Gegenstände des täglichen Lebens von A wie Auto bis Z wie 
Zahnbürste erhalten Adressen im „Internet der Dinge“ (Internet of Things, IoT). 
b) Sensorisierung: Schon handelsübliche Smartphone sind über die Antennen für Mobil-
funk, WLAN, Bluetooth und NFC und der Kamera hinaus mit zahlreichen Sensoren aus-
gestattet: Sie messen Luftdruck, Beschleunigung, Berührungen (und Fingerabdrücke), 
Lage im Raum, Helligkeit, Luftfeuchtigkeit, Magnetfelder, Schall, Annäherungen, Puls, 
Temperatur u.a.m. Smartphones sind mobile Taschensensoren, die dicht am Körper 
vielfältige Formen des Trackings ihrer Anwender(innen) ermöglichen. Mit dem Internet 
der Dinge überträgt sich die Sensorik in den Raum, etwa statisch in das Smart Home 
oder mobil in die Wearable Technologies (z.B. in die Kleidung) oder das Auto.  
c) Datafizierung: Durch die Sensorisierung kann die Welt weiter und tiefer datafi-
ziert werden. „Ein Phänomen zu datafizieren bedeutet, es in ein Format zu bringen, 
sodass es zahlenmäßig erfasst und analysiert werden kann“ (Mayer-Schönberger/
Cukier 2013, S. 101). Datafizierung bezeichnet zunächst eine Position der Beobach-
tung von Welt,3 und ähnelt dabei einer positivistischen Erkenntnisperspektive, die 
versucht, „ein wissenschaftliches Programm zu etablieren, das sich ausschließlich 
auf positiv vorfindliche, also gegebene Tatsachen berufen soll“ (Püschel 2014, S. 5 
mit Verweis auf Auguste Comte). Ihre neue Wirkmächtigkeit entfaltet die Datafizie-
rung und Quantifizierung der Welt mithilfe der Digitalisierung. 
d) Algorithmisierung: Laut Moores Gesetz der Leistungssteigerung von Prozessoren 
und Kryders Gesetz der Steigerung von Speicherkapazitäten stehen immer größe-
re Potenziale zur programmgesteuerten Verarbeitung von Daten zur Verfügung. Die 
Leistungsfähigkeit der Programme steigert sich zur künstlichen Intelligenz: So „pro-
grammiert“ man das kognitive System Watson4 von IBM nicht, sondern „arbeitet“ 
mit ihm und es „lernt“ aus natürlicher Sprache und unterschiedlichen Datenquellen. 
Im Kontext von Big Data liefern algorithmisierte mathematisch-statistische Modelle 
Korrelationen und Prognosen über individuelles oder soziales Verhalten (Big Data 
Analytics). In der nächsten Phase der intelligenten Fertigungstechnik (Industrie 4.0) 
gewinnen kognitive Agenten in Cyber Physical Systems (CPS), ausgestattet mit Sen-
soren, zunehmende Autonomie in ihrer Umgebung. 
d) Monetarisierung: Treibende Kraft für Big Data ist die Erschließung neuer Märkte 
und das wirtschaftliche Wachstum. Der „Value“ gehört neben „Volume“, „Velocity“ 
und „Variety“ zu Big Data (vgl. Einleitung in diesem Band) und die ökonomische 
Verwertung von Daten ist die Handlungsbasis im Informationskapitalismus. Gesell-
schaftskritische Positionen dekonstruieren die vermeintlichen Kostenlos-Modelle 
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von Internetangeboten, indem sie persönliche Daten als Bezahlung ausweisen und 
den Kunden als Produkt der Internetkonzerne bezeichnen (Lanier 2014).
1.3 Daten
Die Welt ist voller Daten. Daten, die „stets für etwas gegeben zu sein scheinen: 
für ihre spätere Interpretation, für ihre computertechnische Auswertung, für den 
späteren Zugriff und für das Verständnis von Wirklichkeit“ (Gießmann/Burkhardt 
2014, S. 3). Gemäß dem o. g. Treiber „Datafizierung“ steigt der digital verfügbare 
und maschinell weiter prozessierbare Datenbestand exponentiell und in bisher nie 
gekanntem Ausmaß an. Grundsätzlich lassen sich drei Typen von „Daten“ im Sinne 
digital abrufbarer Entitäten unterscheiden: 
(1)  Inhalte-Daten (Content, primäre Daten): Die digitalisierten und hochgeladenen 
Kommunikationsinhalte (Texte, Bilder, Audio- und Video-Daten usw.) lassen sich 
meist menschlichen Urhebern zuordnen. Ihre Verwendung und Verbreitung unter-
liegt regulierenden Ideen wie Commons, Public Domain und dem Urheberrecht. 
Die freie Zugänglichkeit (Open Access), beispielsweise von öffentlich geförderten 
Publikationen, trägt zu einer nachhaltigen Wissensordnung bei. Ihr entgegen lau-
fen die Verknappungs- und Kommerzialisierungsstrategien der Content-Industrie.
(2)  Prozess-Daten (sekundäre Daten): Zwangsläufig entstehen bei jedem technisch 
gestützten Kommunikationsprozess (Interaktionsprozess), bei dem Inhalte-Da-
ten (1) übertragen werden, auch Protokoll-, Verbindungs-, Sensor- und Metada-
ten. Durch die oben genannten Treiber wächst die Menge dieses Datentyps be-
sonders stark. Wenngleich sie technisch und programmiert anfallen, kann ihre 
gezielte Auswertung zu inhaltlich höchst detailreichen Bedeutungszuschreibun-
gen zusammengefügt werden, die zu ganz anderen Zwecken dienen können als 
die Content-Daten, die sie mit sich gebracht haben. Aus Metadaten, also Daten 
über andere Daten – etwa den Verbindungsdaten zu einem Telefonat –, lassen 
sich individuelle Personenprofile mit weitreichenden Folgen für den Persönlich-
keitsschutz erstellen. So betonte Stewart Baker, ehemaliger General Counsel 
der NSA: “Metadata absolutely tells you everything about somebody’s life. If you 
have enough metadata you don’t really need content. [It’s] sort of embarrassing 
how predictable we are as human beings” (Rusbridger 2013).
(3)  Programm-Daten (Code): Im Programmcode liegen maschinenausführbare Al-
gorithmen, welche die (1) inhaltlichen und (2) die technischen Daten verarbei-
ten. Hier greift die Unterscheidung von kommerziell-proprietären Systemen und 
quell-offenen, weiterverwendbaren Formen (Open Source Software). Hervorzuhe-
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ben ist der interessengeleitete Hintergrund: „Code ist nicht wertneutral. Code ist 
programmiert worden von jemanden mit einer politischen Agenda, einem wirt-
schaftlichen Ziel oder einem bestimmten Menschenbild“ (Beuth 2013). Die Stei-
gerung der Leistungsfähigkeit des Codes bringt Künstliche Intelligenzen hervor, 
die selbst Inhalte-Daten (1) produzieren, wie beispielsweise die Anwendung des 
„Roboterjournalismus“, also der Berichterstattung durch Algorithmen, die Texte 
schreiben. In der Medienkatastrophe kommuniziert die Maschine mit. 
Mit Bezug auf diese drei digitalen Datenformen, die in Hinblick auf Big Data in be-
sonderer Weise zusammengeführt werden, kann die erste These formuliert werden 
(vgl. dazu Dander/Aßmann, Kap. 3, in diesem Band): 
Datentyp/ 
-schicht
Inhalt/ 
Format
Akteur/
Urheber
Zugang Kontrolle  
durch
Medien- 
pädagogik
(1)  
Inhalte- 
Daten – 
primäre Daten
Text, Bilder, 
Fotos, Vi-
deo, Audio, 
Profile in 
Sozialen 
Netzw., Ein-
stellungen
Mensch  
(mithilfe von 
Maschinen)
direkt, ggf. 
Zugangs-
rechte
Urheber, 
Autorschaft 
und Lizen-
zierung
praktische 
Medien-
arbeit
Soziale 
Netze
(2) 
Prozessdaten – 
sekundäre 
Daten
Verbin-
dungs-, 
Protokoll-, 
Standort-, 
Sensor- 
Daten
temporäre 
Daten
Maschine  
(ggf. 
angestoßen 
von bzw. im 
Zusammen-
spiel mit 
Menschen)
tiefer 
liegend, 
ggf. mithilfe 
Tools aus-
lesbar
Systemde-
sign: ein-
stellbar bis 
verborgen/
entzogen
Digitale 
Selbstvertei-
digung
Hacking
Roberta5
(3) 
Programme, 
Code
ausführbare 
Maschinen- 
sprache, 
codierte 
Algorithmen
Maschinen 
Quellcode 
von Men-
schen
offene/ge-
schlossene 
Program-
mierumge-
bung (open 
source, 
proprietäre 
Systeme)
Unterneh-
mens- 
interessen, 
Program-
mierer
Autonome 
Systeme
Program-
mieren ler-
nen (z.B. EU 
Codeweek, 
Roberta 
u.a.m.)6
Tab. 1: Digitale Datentypen
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These 1: Bisherige Maßnahmen der Medienpädagogik und Medienbildung fokus-
sieren eher auf den Typ (1), den Inhalte-Daten, in geringerem Ausmaß auch auf die 
Prozessdaten- und Code-Ebene (2, 3). Zumeist geht es um Daten, die etwa in der 
kreativen Medienarbeit erzeugt, die in ihrem Zugang geschützt, in ihrer sozialen 
Wirkung reflektiert oder urheberrechtlich bewertet werden. Die tiefere und wech-
selseitig verschränkte Verarbeitung dieser drei Datentypen und insbesondere die 
Prognosefähigkeit durch Big Data Analytics stellen aber ungleich größere Herausfor-
derungen an die pädagogische Medienarbeit und Medienkritik. 
1.4 Big Data Analytics
Auf die Fortentwicklung und Leistungssteigerung von Algorithmen als Treiber der digi-
talen Transformation wurde oben bereits hingewiesen. Das Spezifische von Big Data- 
Analysen kann durch die V-Begriffe Volume, Velocity, Variety usw. beschrieben wer-
den (vgl. Einleitung). Im Kern geht es dabei nicht um die „großen“ Datenmengen 
per se, sondern um einen Erkenntnisgewinn durch Perspektivenwechsel: Anstelle 
einer für eine spezifische Forschungsfrage sorgfältig gezogenen Stichprobe tritt die 
Gesamtheit aller verfügbaren Daten, ohne dass das konkrete Auswertungsziel be-
reits bei der Datenerfassung bekannt wäre: „Die Daten sprechen lassen“, heißt es. 
Erst zu gegebener Zeit erfolgt die Suche nach Mustern und Korrelationen in den zu-
sammengeführten Datenbeständen („Multi-Sensor-Datenfusion“, Hofstetter 2014, 
S. 72f). Dabei können Beobachtungen gemacht werden, die jenseits von ‚small 
data‘ liegen: Aus der Makroperspektive lassen sich Muster bei z.B. Verkehrsströmen 
und Auslastungen oder Epidemien und ihrer Verbreitung erkennen. Problematischer 
ist aus Sicht des Persönlichkeitsschutzrechts die Mikroperspektive: Es lassen sich 
algorithmisch gestützte Schlussfolgerungen über das Individuum ziehen, beispiels-
weise Wahrscheinlichkeiten angeben, mit denen eine Person ein bestimmtes Pro-
dukt kaufen oder eine bestimmte politische Partei wählen wird. „Die permanente 
Vergangenheit und die vorhergesagte Zukunft sind – auf die einzelnen Menschen 
bezogen – die beiden großen Schattenseiten von Big Data“ (Mayer-Schönberger/
Cukier 2013, S. 19). 
Das Zusammenspiel der Treiber sowie die wachsende Leistungsfähigkeit der Spei-
cher- und Prozessortechnologien ermöglichen die Analyse der Vergangenheit auf 
Vorrat und die Vorhersage der Zukunft auf Basis von statistisch-mathematischen 
Modellen. Aus methodologischer Perspektive wurde wiederholt Kritik an dem 
scheinbar grenzenlosen Erkenntnisgewinn geäußert: So besteht für boyd/Crawford 
(2013, S. 189) das Phänomen „Big Data“ nicht nur im Zusammenspiel von Technik 
und Analyse, sondern auch aus „Mythologie“: „Damit einher geht der weitverbreitete 
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Glaube, dass große Datensätze uns Zugang zu einer höheren Form der Intelligenz 
und des Wissens verschaffen, die neue, bislang unmögliche Einsichten generieren, 
Einsichten, die eine Aura der Wahrheit, der Objektivität und der Genauigkeit umgibt.“ 
Wenn sich mit Big Data der Rahmen verändert, „in dem wir die entscheidenden Fra-
gen über die Verfasstheit des Wissens, über Forschungsprozesse, die Natur und die 
Kategorien der Realität sowie darüber stellen, wie wir mit Informationen umgehen 
sollen“ (boyd/Crawford 2013, S. 193), dann bleibt dies nicht ohne Auswirkungen auf 
Bildungsprozesse im Allgemeinen und die Medienbildung im Besonderen.
These 2: Die Medienbildung sieht sich vor die Aufgabe gestellt, Big Data Analytics zu 
entmythologisieren und über Chancen, Grenzen und Risiken aufzuklären. Um diese 
Aufgabe zu erfüllen, bedarf es transdisziplinärer Übersetzungsleistungen, welche 
die generellen Wirkungsweisen von Algorithmen und ihre technischen, ethischen, 
rechtlichen u.a. Konsequenzen anschaulich darstellen und allgemeinverständlich 
vermitteln. Zugleich kommt die pädagogische Vermittlung schnell an ihre Grenzen, 
wenn es um die Komplexität der internen Prozesse und dahinter liegende mathe-
matische Modelle im Einzelnen geht. Hier Transparenz und Vertrauen zu schaffen, 
wird Aufgabe professionalisierter, unabhängiger Kontrolle und Regulierung7 sein – 
politische Herausforderungen, die weit über Bildungsanstrengungen hinausreichen.
1.5 Werkzeug und Medium
Bevor abschließend einige zentrale Herausforderungen für eine Medienbildung in 
der Medienkatastrophe benannt werden, soll zunächst die Entgrenzung des traditi-
onellen Medienkompetenzbegriffs (Gapski 2001, 2002) in diesem Zusammenhang 
angesprochen werden:
Medientheorie und Technikphilosophie sind reich an Begriffskonzepten zur Beschrei-
bung des Wechselwirkungsverhältnisses zwischen Mensch, Gesellschaft und (Medi-
en-)Technik (Hillgärtner 2008; Krämer 1998). Auf zwei Interpretationsperspektiven 
von Technik soll an dieser Stelle hingewiesen werden: Aus einer Werkzeugperspektive 
betrachtet, verstärkt Technik bestimmte Leistungen menschlichen Handelns. Aus der 
Perspektive eines Mediums erzeugt die Technologie in ihrer gesellschaftlichen Einbin-
dung neue Welten. Diese „welterzeugende“ Wirkung geht über eine bloße Verstärkung 
und Leistungssteigerung hinaus. Die mediale Sicht auf Technik ist anschlussfähig an 
eine systemisch-ökologische Interpretation, denn sie trägt den dynamischen Wechsel-
wirkungsprozessen zwischen gesellschaftlich-kultureller und technologischer Ebene 
stärker Rechnung als ein individuelles Werkzeughandeln. Mit dem Satz „Menschen 
sind heute nicht mehr Werkzeugbenutzer, sondern Schaltmomente im Medienver-
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bund” provoziert Norbert Bolz (1993, S. 116) das Menschenbild von der digitalen 
Selbstbestimmung und Souveränität. Was meint „Medienverbund“ mit Blick auf Big 
Data, Internet der Dinge und mobile Vernetzung? Muss der werkzeugbenutzende 
Mensch im digitalen Humanismus neu positioniert werden?
Die Medienpädagogik – und natürlich auch die Mediendidaktik – macht sich die Werk-
zeugperspektive zu eigen, wenn sie zurecht den praktischen Umgang mit IT hinterfragt 
und beispielsweise Handlungsempfehlungen im Sinne einer „digitalen Selbstverteidi-
gung“ gibt: Der E-Mail-Dienst Gmail gilt als problematisch, zu empfehlen ist Threema 
statt Whatsapp oder Verschlüsselung mit Tor statt ungeschütztem Surfen. „Diese Werk-
zeuge sind zwar wunderbar, sie wirken aber auch wie Ohrstöpsel gegen die stets an-
schwellende Geräuschkulisse der Moderne: Offensichtlich ist eine andere Art von tief 
greifenden, strukturellen und explizit politischen Interventionen gefordert“ (Morozov 
2015, S. 7). Wenn mit der gesamtgesellschaftlichen Durchdringung von Big Data die Ge-
räuschkulisse zu ohrenbetäubendem Lärm anwächst, ist eine werkzeugorientierte und 
allein auf das Individuum ausgerichtete Medienkompetenz8 längst nicht hinreichend. 
These 3: Die Allgegenwärtigkeit der Datenerfassung, ihre Vernetzung und die Infor-
matisierung unserer Lebenswelt führen zu einer Auflösung des Werkzeughandelns: IT-
Infra strukturen sind integraler Teil des soziotechnischen Systems Gesellschaft – immer 
und überall. Um dieser Auflösung und Entgrenzung Rechnung zu tragen, sollte auch 
der medien- und Big Data-orientierte Kompetenzbegriff nicht am Werkzeughandeln des 
Einzelnen ausgerichtet sein, sondern ökologisch erweitert und auf verschiedenen sys-
temischen Ebenen verortet werden. Der subjektgebundene Medienkompetenzbegriff 
kommt an seine Grenzen und sollte systemisch re-interpretiert bzw. erweitert werden, 
um dieser gesamtgesellschaftlichen Reichweite Rechnung zu tragen.
2 Zuschreibungen und Konfrontationen
Die oben genannten Treiber (1.2) und die vorhandenen gigantischen Datenbestände 
(1.3) führen zu dem, was der Blogger und Medienkulturwissenschaftler Michael See-
mann (2014, S. 38) als „Das Neue Spiel“ bezeichnet: „Daten, von denen wir nicht 
wussten, dass es sie gibt, finden Wege, die nicht vorgesehen waren, und offenbaren 
Dinge, auf die wir nie gekommen wären.“ Wie kann die Medienbildung in diesem neu-
en, intransparenten und entgrenzten Spiel verantwortungsbewusst „mitspielen“? 
Zum Einstieg in die Diskussion sollen einige herausfordernde Zuschreibungen und 
Verdachtsmomente skizziert werden, mit denen Maßnahmen medienpädagogi-
schen Handelns im Zusammenhang mit Big Data konfrontiert sind:
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Digitale Selbstverteidigung und Bequemlichkeit: Wie bereits angesprochen, gibt es 
verschiedene Werkzeuge zum Schutz der Privatsphäre, die im Rahmen der Digitalen 
Selbstverteidigung empfohlen werden: Open Source Software (z.B. Linux) oder alter-
native Suchmaschinen (z.B. ixquick) einsetzen, Anonymisierungsnetzwerke (z.B. Tor) 
nutzen, Tracker-Blocker (z.B. Ghostery) installieren und E-Mails verschlüsseln (z.B. mit 
OpenPGP). Der Einsatz dieser Techniken setzt selbst Vertrauen in Dienste voraus und 
erzeugt paradoxerweise „weitere Datenaufkommen, und diese wieder weitere Abhän-
gigkeiten, und so vergrößern sie ihrerseits die Welt der Big Data“ (Grimm 2015, S. 147) 
oder tragen zu einer unerwünschten Monetarisierung9 von Nutzungsdaten bei. Nicht 
selten endet das konsequente Befolgen der Regeln zur Digitalen Selbstverteidigung 
in frustrierende Praxiserfahrungen und einer „schwierigen Aufwand/Nutzen-Abwä-
gung“10. Hinzu kommt der soziale Erwartungsdruck, bestimmte Kommunikationswerk-
zeuge, wie z. B. WhatsApp zu nutzen, weil eben dort – und nicht bei der datenschutz-
technisch besseren Alternative – die Mehrheit der Freunde angemeldet ist. 
Omnipotenzverdacht und Sinnfrage: ‚Die NSA beobachtet alles‘ und ‚Google weiß 
alles‘. Diese wiederholt zu vernehmende generelle Unterstellung der Allmacht von 
Geheimdiensten und Internetkonzernen stellt die Wirksamkeit und Sinnhaftigkeit 
medienpädagogischer Maßnahmen in diesem Bereich grundsätzlich in Frage (vgl. 
zur Perspektive Jugendlicher den Beitrag von Brüggen, Kap. 2.1 in diesem Band). 
Hinzu kommt ein weiteres Verdachtsmoment: Werde ich paradoxerweise gerade 
dadurch auffällig, also nicht-anonym, weil ich ein Anonymisierungstool benutze? 
Verfolgt und „trackt“ der eingesetzte Tracker-Blocker mein Surfen im Internet? Ins-
gesamt führt dies zu einer fatalistischen Grundhaltung: Wozu noch digitale Selbst-
verteidigung, wenn Privatheit im digitalen Raum ohnehin nicht mehr zu halten ist? 
Sinnvoll wäre hier die Förderung einer differenzierten und abgestuften Datenschutz-
kompetenz ohne falsche Erwartungen an eine absolute Datensicherheit zu wecken. 
Trotz Totalüberwachung und Kontrollverlust gibt es alltagspraktisch auf mehreren 
Ebenen weiterhin völlig unsichere, aber auch etwas sicherere Praktiken des Um-
gangs mit Daten. Es lohnt, über differenzierte Handlungsstrategien nachzudenken. 
Datensparsamkeit im Datenüberfluss: Medienpädagogisch angeleitete Datenspar-
samkeit oder gar Medienaskese wirkt angesichts der Datenmassen, die im Überfluss 
schon automatisch generiert werden (vgl. Prozess-Daten 2), als anachronistische 
Verhaltensweise. Letztlich wäre die Konsequenz, digitale und vernetzte Geräte und 
Dienste überhaupt nicht zu nutzen – eine Option, die im Internet der Dinge zuneh-
mend weltfremd wird und einem gesellschaftlichen Totalausstieg gleichkommt. Hier 
stellt sich die Frage, welchen Daten auch tatsächlich von wem in welcher Weise ein-
sehbar und analysierbar sind. Unterhalb der vermeintlichen Omnipotenzebene der 
Geheimdienste gibt es abgestufte Zugriffsmöglichkeiten: für die Internet-Provider, 
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für den Plattformbetreiber, für andere Nutzer usw., die mit einer abgestuften und 
reflektierenden Privatheits- und Datenschutzkompetenz korrespondieren sollte. Be-
zogen auf Inhalte-Daten (1) in bestimmten Anwendungskontexten stellt Datenspar-
samkeit durchaus eine Handlungsoption dar. Wenn zukünftig Versicherungen oder 
Kreditinstitute bestimmte Social Media- oder Selftracking-Aktivitäten ihrer Kunden 
erwarten, damit diese als Kunden aufgenommen oder in den Genuss bestimmter 
Tarife kommen, dann greifen diese algorithmisierten Prozesse in das Wertegefüge 
einer Gesellschaft ein (vgl. den Beitrag von Selke in diesem Band). Lösungen in die-
sem Kontext dürfen indes nicht allein von der Medienbildung erwartet werden. Dies 
käme einer Übererwartung und Verantwortungsverschiebung an den datenkompe-
tenten Nutzer gleich. Es geht um gesellschaftliche Werteverschiebungen, rechtliche 
Regulierungen und technische Gestaltungsfragen (privacy by design), die jenseits 
von medienpädagogischen Maßnahmen liegen. Die Forderungen nach Alternativen, 
nach erhöhter Wachsamkeit für die Bedeutung von Privatheit im politischen Kontext 
sind aber durchaus Themen für die Medienbildung.
Daten über Dritte und das Ende der belanglosen Daten: Die Besonderheit der 
Big Data-Analyse ist die Zusammenführung von Daten auf Grundlage von mathe-
matisch-statischen Modellen, um Muster und Korrelationen herauszuarbeiten und 
Prognosen zu stellen. Daher nutzt es in Zeiten von Big Data nichts, wenn ein Einzel-
ner zu einem bestimmten Aspekt keine Daten über die eigene Person ins Netz gibt, 
denn diese können mit einer bestimmten Wahrscheinlichkeit aus den Daten ande-
rer geschlossen werden: So können aus hunderten Likes von facebook-Nutzern (z. 
B. für Musik, Produkte oder Restaurants) mit großer Wahrscheinlichkeit sexuelle Ori-
entierung, Intelligenz oder politische Ansichten abgeleitet werden, ohne dass diese 
Daten explizit angegeben worden sind (Kosinskia/Stillwella/Graepelb 2013). Diese 
Wahrscheinlichkeitsberechnungen können an Dritte auch ohne ihr Wissen übertra-
gen werden. Aus Kombination tausender Datenpunkte kann etwa die Kreditwürdig-
keit oder Arbeitsplatztauglichkeit11 von Individuen errechnet werden. Kernpunkt ist 
dabei, dass die analysierten, z. T. öffentlichen Daten keinen direkten, kausalen Wir-
kungsbezug zur Zielaussage haben müssen. Es gibt keine belanglosen Daten mehr. 
Alle Daten können relevant werden. Bezogen auf die Sicherung der Privatsphäre 
und den medienpädagogischen Umgang sind „alle Daten“ aber nicht handhabbar, 
und die sie bearbeitenden Algorithmen bleiben in mehrfacher Hinsicht sogar für die 
Programmierer unzugänglich bzw. undurchsichtig: “the privacy problems of predicti-
ve algorithms are often themselves unpredictable, and their effects may not even be 
fully understood by their programmers“ (Crawford/Schultz 2014, S. 99).
Normalisierung und Gewöhnung: Die Medienberichterstattung konstruiert gesell-
schaftliche Wirklichkeit mit Themen der geheimdienstlichen Überwachung und des 
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Kontrollverlusts, allerdings ohne dass nach den Enthüllungen von Edward Snowden 
Massenproteste den öffentlichen Diskurs geprägt hätten. An das Thema ist man in-
zwischen gewöhnt. Fiktionen in Literatur, Film und Fernsehen und Computerspielen 
gehen ein Stück weiter und normalisieren den Aufenthalt in einer dramaturgisch 
und futuristisch angereicherten „Big Data-Gesellschaft“: Referenzen zum Kinofilm 
„Minority Report“ und dem Predictive Policing Ansatz oder zu dem Computerspiel 
„Watch Dogs“ mit individualisierter Totalüberwachung und Hacking als Spielstra-
tegie lassen das entgrenzte Potenzial von Big Data auf einer vorreflexiven Ebene 
als schon bekannt und vertraut erscheinen. Nicht selten werden diese und ande-
re Medienbeispiele in den kritisch-aufklärenden Diskurs über Big Data zur Veran-
schaulichung eingewoben. Wünschenswert wäre das reflektierte Bewerten, eine 
„Meta-Medienkritik“ und Abgleichen mit dem gegenwärtigen Stand der Technik und 
der datenschutzrechtlichen Grundlagen, ohne zukünftige Gefahren, wie sie Science 
Fiction zum Teil realistisch projizieren, auszublenden.
Informationskapitalismus und Marketing: In der globalen Internetökonomie zeigt 
sich eine hohe Datenkonzentration auf einige wenige US-amerikanische Unterneh-
men („Internet Big Five“). Diese gestalten ihre Hard- und Software bzw. Online-Pro-
dukte so, dass Anwender angeregt werden, innerhalb eines digitalen Ökosystems 
zu bleiben. So ermöglicht die unternehmensstrategische Einzäunung umfassende 
Datenerhebungen zu den Nutzern und ihren Konsumaktivitäten. Die Medienkritik 
als Dimension der Medienkompetenzförderung könnte die Potenziale und Risiken 
des Data-Driven-Marketings deutlicher herausarbeiten, wenn sie die Seiten wech-
selt (vgl. Brüggen in diesem Band): Nicht als Konsumenten auf zu akzeptierende 
Datenschutzeinstellungen fokussieren (B2C), sondern als simulierter Medienanbie-
ter in der Business-to-Business-Kommunikation (B2B) mitagieren. Wie weit kann 
das Micro-Targeting beim Schalten von Werbung auf facebook getrieben werden? 
Was lerne ich in der praktischen Medienarbeit über das „soziale“ Netzwerk, wenn 
Zielgruppen für meine Werbung nach Kriterien wie Einkommen, Verhaltensweisen, 
Freunde, bevorstehende Ereignisse wie Geburtstage oder neue Arbeitgeber, zusam-
mengestellt werden können? Die Förderung von Medienkompetenz muss sich mit 
den informationskapitalistischen Mechanismen von Big Data auseinandersetzen. 
Manipulationsverdacht und Rationalitätsverdacht: Medienkritik stellt in der Begriffs-
tradition von Medienkompetenz eine wichtige Dimension dar. In der klassischen 
Medienlandschaft, im Rundfunksystem, richtet sich die pädagogische Medienkritik 
häufig auf die Bearbeitung des Manipulationsverdachts. Schließlich ist „kritisch“ zu 
hinterfragen, warum Akteure im Mediensystem beispielsweise gerade diese Nach-
richt in dieser Art und Weise präsentieren und welche ökonomischen oder politi-
schen Interessen und Ideologien dahinterstecken. Im Kontext von Big Data stellt 
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sich neben dem Code-gebundenen Manipulationsverdacht ein neopositivistischer 
Rationalitätsverdacht: Zahlreiche Beispiele dokumentieren den außerordentlichen 
Erfolg von Prognosen auf Basis von Big Data-Analysen. Die errechneten Aussagen 
und Prognosen stimmen sehr häufig. Selbstlernende Algorithmen steigern die Tref-
ferquoten weiter. Folgt nach der Überwindung der „Tyrannei der Sender“ (Flusser 
1974) im Rundfunksystem nun eine „Diktatur der Daten“ (Mayer-Schönberger/
Cukier 2013)? Greifen in dieser Diktatur Formen „rationaler Diskriminierung“ (vgl. 
Selke in diesem Band)? Mündet das Vertrauen in algorithmisierte Rationalitäten 
in eine Technokratie, wenn soziale Entscheidungsprozesse den Algorithmen über-
lassen werden? Medienbildung in Zeiten von Big Data muss die Frage nach dem 
Menschen – die vierte Kantsche Frage – in einem soziotechnischen System stellen 
und somit ethisch argumentieren: Welche Souveränität, welche Kreativität, welche 
Freiheit hat der Mensch in einem vorberechneten Handlungsraum? 
Literacys und Bindestrichkompetenzen: Als Antwort auf die Herausforderungen werden 
neue Kompetenzbündel auf individueller Ebene geschnürt: „Data Literacy“ und „Code 
Literacy“ werden gefördert und eine „digitale Staatsbürgerkunde“ (Dreyer/Heise/John-
sen 2013) soll vermitteln, wie Algorithmen soziale Prozesse und Entscheidungen ab-
bilden, welche kommerziellen oder politischen Entscheidungen darin eingeschrieben 
sind, was Korrelationen von Kausalzuschreibungen unterscheiden und inwieweit Codes 
informationelles Handeln prägen. Die „Privacy Literacy“ oder Privatheitskompetenz ent-
larvt die Äußerung „Ich hab‘ ja nichts zu verbergen“ (Morozov 2015) als „hoch riskant“ 
(vgl. den Beitrag von Grimm und Kimmel in diesem Band). Den Bedeutungen von Big 
Data-Korrelationen muss eine – in den Folgen auch politische – Reflexionskompetenz 
entgegengesetzt werden, die kritisch nach kausalen und historischen Zusammenhän-
gen fragt und normativ hinterfragt. Eine Kompetenz, die im pädagogischen Kontext bei-
spielsweise durch die Methode des forschenden Lernens gefördert werden könnte.
3 Fazit 
Die Medienbildung befindet sich inmitten einer Medienkatastrophe und muss sich 
einer neuen digitalen und gesellschaftlichen Transformationsstufe stellen. Dazu 
muss sie die veränderten Verhältnisse von Subjekt und Technologie neu reflektieren 
und medienpädagogische Maßnahmen neu entwickeln. Mag dieses Vorgehen bei 
vielen Medieninnovationen in der Vergangenheit erfolgreich verlaufen sein, so geht 
es im Hinblick auf Big Data gleich um mehrere Verschiebungen und Entgrenzungen: 
Die „Medien“ der Medienbildung und somit ihre „Werkzeuge“ verflüchtigen sich in 
informationelle Umwelten. Vorhandene Werkzeuge der digitalen Selbstverteidigung 
kommen im Einsatz an paradoxe und handlungspraktische Grenzen. Gleichzeitig 
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Christopher Koska
Zur Idee einer digitalen Bildungsidentität
In diesem Beitrag wird das Konzept einer digitalen Bildungsidentität skizziert und 
grundlegende Anforderungen formuliert, die aus einer informations- und medien-
ethischen Perspektive mit einem solchen Konzept verbunden sind. Im Zentrum 
steht dabei der Begriff der Autonomie1, vordergründig, um auf einige Schwierigkei-
ten in der aktuellen Big Data-Debatte hinzuweisen, in letzter Konsequenz jedoch 
mit dem Ziel, die Idee einer digitalen Bildungsidentität weiterzudenken und eine 
Diskussion über die Kriterien für solch ein Projekt anzuregen.
1 Zur Notwendigkeit einer digitalen Bildungsidentität
Selbstverständlich kann man die Ansicht vertreten, dass die Notwendigkeit, die ich 
an dieser Stelle proklamiere, keine zwingende Notwendigkeit für die klassischen 
Lern- und Bildungskonzepte darstellt, die seit dem 18. Jahrhundert in Europa ent-
standen sind. Denn eine digitale Bildungsidentität ist keine konstitutive Bedingung 
für eine vielseitig und facettenreich gebildete Persönlichkeit. Ganz im Gegenteil. 
Zuweilen steht sie dem traditionellen Bildungsideal sogar (noch) im Weg, wie wir 
im zweiten Kapitel sehen werden. Die Notwendigkeit, auf die ich mir hier beziehe, 
ist eine kausale Bedingung, der wir uns stellen müssen, wenn wir den Bildungs-
begriff im Big Data-Kontext verstehen und als Prozess der Selbstkonstruktion wei-
terentwickeln wollen. Sie ergibt sich, wenn wir nicht dem Aufruf von Hans Magnus 
Enzensberger („Wer ein Mobiltelefon besitzt, werfe es weg“, Enzensberger 2014) 
folgen wollen, nicht den Wert von innovativen Kulturtechniken abstreiten und auf 
den Spuren des Luddismus von der industriellen in die digitale Revolution wandeln 
wollen. Nur unter der Voraussetzung, dass wir uns aus dem Modus der pauschalen 
Furcht und Ablehnung befreien, unsere Verantwortung wahrnehmen und in den Ge-
staltungsprozess aktiv eingreifen, besitzt die Entwicklung einer digitalen Bildungsi-
dentität eine normativ-ethische Dimension.
1.1 Was ist eine digitale Bildungsidentität?
Eine digitale Bildungsidentität ist ein virtuelles Abbild von dem Kenntnisstand einer 
Person in Bezug auf bestimmte Wissensdomänen, ein individualisiertes Lern- oder 
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Forschungsprofil, welches Maschinen beziehungsweise Empfehlungstechnologien 
ermöglicht, weiterführende Lern- oder Forschungsinhalte auf der Grundlage des 
jeweiligen Bildungsniveaus zu filtern und personalisiert bereitzustellen. Analog zu 
den Interessensprofilen, die Internetdienste wie Google oder Facebook erstellen, 
um zielgruppenspezifische Werbung auf Internetseiten einzublenden, zeichnen 
sogenannte Tracking-Technologien unter der Motorhaube der Benutzeroberfläche 
ein möglichst umfangreiches Bild der Anwender (user- and usage mining)2 auf – 
allerdings mit dem Ziel, einen kontextsensitiven Zugang zu bisher unbekannten Bil-
dungsinhalten (longtail content) zu schaffen.
Der virtuelle Raum ist übervölkert von „virtuellen Zombies“3, das heißt Nutzerprofi-
len, auf die der Nutzer selbst keinen Zugriff hat und von dessen Existenz er in aller 
Regel überhaupt keine Kenntnis besitzt. Das hier intendierte Konzept unterscheidet 
sich unter anderem in dieser Eigenschaft von den kommerziellen Interessen der 
werbetreibenden Internetindustrie.
1.2 Warum eine digitale Bildungsidentität?
Die Notwendigkeit einer digitalen Bildungsidentität kann aus einer pragmatischen 
Perspektive durch ein epistemologisches Argument begründet werden. In diesem 
ersten Kapitel werde ich zunächst diese Sichtweise kurz umreißen, um sie dann (im 
zweiten Kapitel) mit einer medienethischen Perspektive zu erweitern. Setzen wir also 
zunächst unser Erkenntnisvermögen in ein Verhältnis zur (technischen) Realität, die 
uns hier und heute umgibt. Mit der digitalen Vermessung der Welt nimmt auch die 
Menge an Forschungs- und Bildungsinhalten exponentiell zu. Gedächtnisarchive, wie 
Museen und Bibliotheken, digitalisieren ihre vorhandenen Objekte und Inhalte.4 Zu-
gleich verändern sich die Voraussetzungen unter denen neue Inhalte geschaffen wer-
den, beispielsweise durch Bewegungen wie „Open Science“ oder „Science 2.0“. Hin-
zukommt die steigende Anzahl an Netzwerkgeräten und Objekten (internet of things), 
die mit dem Internet verbunden sind und über eingebettete Sensoren Informationen 
sammeln und aggregieren. Vor dem Hintergrund der immer größer und schneller an-
wachsenden Datenberge wird der richtige Zugang zu Informationen deshalb immer 
entscheidender. Das Phänomen „Big Data“ lässt sich mit einem maximal dichten In-
formationspunkt vergleichen: Ohne technische Hilfsmittel, wie algorithmischen Filtern, 
zerstört es das Denken. Denn für Menschen ist in großen Datenbergen gleichzeitig zu 
viel und zu wenig Information enthalten. Die maximale Informationsdichte ist sozu-
sagen identisch mit der maximalen Abwesenheit von Information – maximal helles 
Licht oder Dunkelheit führen zum selben Ergebnis: In beiden Fällen sieht man nichts. 
Wenn man also versucht den gesamten Massepunkt an Informationen herunterzu-
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laden, kommt nichts beim Einzelnen an. Deshalb benötigen wir im Big Data-Zeitalter 
maschinelle Filter, das heißt algorithmische Gatekeeper, um relevante Informationen 
für den Einzelnen überhaupt erst sichtbar zu machen (vgl. Koska 2015). Die Sozial- 
und Medienwissenschaftlerin danah boyd und die Microsoft-Forscherin Kate Crawford 
bringen diese Tatsache folgendermaßen auf den Punkt: “Taken out of context, Big 
Data loses its meaning” (boyd/Crawford 2012, S. 670f).
1.3 Wie funktioniert eine semantische Kontextualisierung?
Die Funktionsweise von Empfehlungstechnologien lässt sich auf einer abstrakten 
Ebene über die semantische Kontextualisierung von Informationen veranschau-
lichen (siehe Abbildung 1). Vor dem Hintergrund einer digitalen Bildungsidentität 
könnte ein Anwendungsszenario so aussehen, i) dass ein Schüler einen Artikel über 
Leonardo Da Vinci gelesen hat, beispielsweise um ein kleines Referat vorzubereiten 
oder um ganz konkrete Aufgaben in einem Lernmanagementsystem (LMS) zu lösen. 
Wenn der Artikel Zeit und Fachgebieten zugeordnet ist, kann über die Metadaten 
des Artikels abgeleitet werden, welche Künstler den Leser zusätzlich interessieren 
könnten. Recherchiert der Schüler ein bestimmtes Werk und die Metadaten des 
Werks geben Auskunft über dessen Ausstellungsort5, könnte er ii) aber auch eine 
entsprechende Empfehlung zu einem späteren Zeitpunkt bekommen, beispielswei-
se bei einem vorübergehenden Aufenthalt in Florenz.
Für den ersten Fall (i) ist in aller Regel bereits ein temporäres Interessensprofil des 
Nutzers (short-term user profile) ausreichend, welches auf den extrahierten Infor-
mationen einer bestimmten Sequenz von Nutzeraktivitäten (session) basiert. Bei-
spielsweise werden Nutzeraktivitäten, wie das Klick- und Suchverhalten erfasst, 
die Browser-Historie ausgelesen, Schlüsselbegriffe aus einem gelesenen oder on-
line-selbst-verfassten Text extrahiert (named entity extraction) und vieles mehr.6 Um 
Nutzern auf der Grundlage von zurückliegenden Aktivitäten, wie im zweiten Fall (ii), 
passende Empfehlungen zu einem späteren Zeitpunkt anbieten zu können, werden 
hingegen langfristige Interessensprofile benötigt, die über eine einzelne „User-Ses-
sion“ hinausreichen (long-term user profile). Durch das automatisierte Zusammen-
führen diverser Momentaufnahmen lassen sich Auswahlkriterien für die Selektions-
mechanismen eines längerfristigen Nutzerprofils bestimmen und anschließend, 
beispielsweise über kollaborative Filter, weiter trainieren.7
So entstehen „kontextsensitive Fenster“, das heißt unterschiedliche Perspektiven 
auf die zahlreichen und in ihrer Gesamtheit nicht mehr zu überblickenden Datenber-
ge. Eine digitale Bildungsidentität bestünde, um in diesem Bild zu bleiben, dann aus 
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personalisierten Fenstern – von der bündelnden Linse (Mikroskop und Fernrohr) bis 
hin zu weiträumigen Panoramafenstern (beispielsweise im Cockpit eines Helikop-
ters). In Kombination mit einem narrativen Bildungskonzept, etwa durch die Integ-
ration in ein Lern-Management-System (LMS), könnten die Lern- oder Forschungs-
profile einer digitalen Bildungsidentität individuell verwaltet und auf bestimmte 
Lernziele oder Themenschwerpunkte hin ausgerichtet werden. Vom Vorschulalter 
bis hin zum sogenannten Silversurfer könnte eine digitale Bildungsidentität die pas-
sende Antwort für die zunehmende Informations- und Datenflut bereitstellen und 
wäre zugleich eine Basistechnologie für ein lebenslanges Lernen.
2 Medienethische Anforderungen
In dem vorangegangenen Kapitel habe ich versucht, den Mehrwert beziehungsweise 
die Notwendigkeit von Personalisierungs- und Kontextualisierungstechnologien in Zei-
ten von Big Data herauszuheben. Vor diesem Hintergrund wurde die Idee einer digitalen 
Bildungsidentität holzschnittartig skizziert, die als kontextsensitiver Filter ein lebenslan-
ges Lernen unterstützen könnte. Solch ein Ansatz birgt eine Vielzahl an Problemen und 
Gefahren, beispielsweise das Problem der „Filterblase“8 und die damit verbundenen 
Abbildung 1: Semantische Kontextualisierung (Koska 2014)
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Gefahren der Verengung und Verstärkung von bestimmten Sichtweisen (Pariser 2012), 
welches dem eingangs erwähnten Verständnis (von vielseitig und facettenreich gebil-
deten Persönlichkeiten) diametral entgegensteht. Da vielen dieser Probleme aber eine 
essentiellere Frage vorausgeht, werde ich in diesem Beitrag das Schlaglicht auf ein Kri-
terium werfen, bei dem es keinen Konsens darüber gibt, wie es bestimmt werden kann, 
welches im Rahmen einer medienethischen Bewertung von Big Data-Technologien aber 
unentbehrlich zu sein scheint: Die personale Autonomie der Anwender und Nutzer.
2.1 Autonomie in Zeiten von Big Data
Über einen Verlust an personaler Autonomie wird vor dem Hintergrund der Digita-
lisierung und Datafizierung, insbesondere seit dem Bekanntwerden der Überwa-
chungs- und Spionageaffäre durch Edward Snowden, umfangreich berichtet und 
diskutiert. Vieles deutet daraufhin, dass die Idee der personalen Autonomie von der 
digitalen Revolution überrollt wird (siehe zum Beispiel: Pauen und Welzer 2015). Im 
Wesentlichen verweisen die kritischen Zeugen dieser Entwicklung dabei auf den 
zunehmenden Kontrollverlust von Konsumenten, der mit dem massenhaften Daten-
sammeln und der intransparenten Auswertung personenbezogener Daten verbun-
den ist (unter anderem: Bunz 2012, Filipović 2015, Hofstetter 2014, Larnier 2014, 
Mayer-Schönberger 2014, Morozov 2013, Pariser 2012, Seemann 2014). Noch ge-
steigert wird die skeptische Analyse der aktuellen Situation in Hinblick auf einen 
zeitlichen Fluchtpunkt, der von den Apologeten des technischen Fortschritts als 
Transhumanismus und Singularität gefeiert wird (Kurzweil 2014), von dem Kritiker 
aber behaupten, dass dieser Punkt mit dem Ende des Menschen als eigenständige 
und selbstbestimmte Person gleichzusetzen wäre.
Der Autonomiebegriff ist also ein elementarer (möglicherweise sogar der zentralste) 
Fixpunkt für eine medienethische Auseinandersetzung mit der digitalen Revolution. Im 
Kontext der Digitalisierung wird Autonomie oft synonym für (informationelle) Selbstbe-
stimmung, Souveränität, Freiheit, Selbstbeherrschung, Selbstkontrolle und auch Selbst-
schaffung (self-creation) benutzt. Auch andere Werte, wie Sicherheit oder Privatsphäre, 
werden im Kontext von Big Data-Technologien oftmals unter dem Begriff der Autonomie 
verhandelt oder letztlich wieder auf diesen Begriff zurückgeführt. Ein zentrales Kriterium 
bei der Bewertung von Big Data-Technologien findet sich deshalb in der Weise, wie die-
se Technologien personale Autonomie ermöglichen, bewahren oder aber korrumpieren. 
Eine Bewertung der Frage (ob eine Technologie die personale Autonomie der Anwender 
gewährleistet) ist allerdings nur zielführend, wenn sichtbar ist, welches Autonomiekon-
zept dieser Bewertung zu Grunde liegt. Das ist in der aktuellen Debatte, insbesondere 
im transatlantischen Dialog, wie zu zeigen ist, aber selten der Fall.
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2.2 Kriterien für Autonomie
Was macht eine Handlung autonom – als Teilelement einer der ethischen Idee der 
menschlichen Freiheit verpflichteten Informations- und Medienethik? Diese Frage 
ist der Schlüssel zur Formulierung von Bedingungen, die dargelegt werden sollten, 
um die Verträglichkeit einer Technologie in Bezug auf den Autonomiebegriff zu be-
werten.9 Um die Kritik an Big Data-Technologien nachzuvollziehen, aber auch die 
Widersprüche in der aktuellen Debatte aufzuzeigen, möchte ich das exemplarisch 
anhand von den folgenden Minimalbedingungen veranschaulichen:
• Transparenzbedingung
• Kontrollbedingung
• Authentizitätsbedingung.
Die zweite und dritte Bedingung sind nach Betzler (2013) ganz grundlegende Intu-
itionen, die wir mit personaler Autonomie verbinden: „Wer autonom ist, kontrolliert 
seine unmittelbar gegebenen Motive beziehungsweise kontrolliert sich selbst durch 
selbst gewählte Ziele, indem er sie akzeptiert, billigt, sich mit ihnen identifiziert, 
sie wertschätzt oder aber verwirft, sie nicht wirksam werden lässt, sie missbilligt 
und sich von ihnen distanziert“ (Betzler 2013, S. 12). Die Authentizitätsbedingung 
ergänzt, dass das, „was eine Person billigt und wodurch sie sich selbst kontrolliert, 
etwas sein soll, das ihr wirklich ,eigen‘ ist und sie selbst ,wirklich auszeichnet‘“ 
(ebd., S. 13). Im Kontext von Big Data-Technologien und intransparenten Filterme-
chanismen liegt es nahe, zusätzlich zu diesen beiden Bedingungen, eine Trans-
parenzbedingung einzufordern. Das heißt, dass die Filterkriterien der Algorithmen 
(Selektoren) auch für die Anwender sichtbar sein sollten, da es sonst nicht möglich 
wäre, zu kontrollieren, ob die Filterkriterien auch wirklich den eigenen Motiven und 
selbst gesetzten Zielen entsprechen. Um die Schwierigkeiten besser zu fassen, die 
mit der Forderung nach Transparenz in diesem Kontext verbunden sind, schlage ich 
vor, zwischen zwei Arten von Transparenz zu unterscheiden: i) Eine maximale Trans-
parenzbedingung wäre dann erfüllt, wenn ein Einblick in alle personenbezogenen 
Daten für die betroffene Person jederzeit möglich ist, ii) eine minimale Transparenz-
bedingung wäre erfüllt, wenn die Datenprofile, die aus Rohdaten mit unzähligen Kor-
relationen bestehen, für den Anwender so aufbereitet sind, dass er mit diesen Infor-
mationen auch etwas sinnvolles anfangen kann. Der maximale Transparenzbegriff 
(i) scheidet aus den Kandidaten der ernstzunehmenden Maßnahmen aus, da die 
Komplexität dieser Informationsräume – zum Beispiel in mehrdimensionalen Vek-
torenmodellen10 – nicht nur das Fassungsvermögen von Datenwissenschaftlern,11 
sondern bisweilen auch die Rechenleistung und Organisationskraft von Maschinen 
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übersteigt.12 Bei einem minimalen Transparenzbegriff (ii) stellt sich zunächst die 
Frage, wie komplexe Zusammenhänge allgemeinverständlich visualisiert werden 
können: „Wer“ oder „was“ (im Falle von selbstlernenden Systemen) bestimmt nach 
welchen Auswahlkriterien die Parameterräume für die Selektionsmechanismen der 
Datenfilter? Wer überprüft, dass im Hintergrund kein verstecktes Agenda-Setting 
stattfindet (persuasive technologies)?
Eine maximale Transparenzbedingung ist also keine hinreichende Bedingung, um 
Datenprofile für Anwender sichtbar zu machen, da man dann erneut Gefahr läuft, 
im eigenen Datennebel zu versinken (siehe Kapitel 1.2). Die Kontrollbedingung lässt 
sich einerseits auf dem Abstraktionslevel verorten, auf dem Transparenz für die Nut-
zer hergestellt werden kann. Vor diesem Hintergrund darf auch eine verbesserte 
Zugangsmöglichkeit durch eine minimale Transparenzbedingung nicht darüber hin-
wegtäuschen, dass eine Person viel mehr als bisher, kaum merklich, von außen 
(heteronom) gesteuert werden könnte. Die Kontrolle über das eigene Datenprofil 
ist allerdings „nur“ eine Kontrollbedingung erster Stufe. Solange die Möglichkeit für 
Personen weiterhin besteht, nach eigenen Maßgaben zu entscheiden und zu han-
deln (Kontrollbedingung zweiter Stufe), sei es, indem man auf den Gebrauch von 
technischen Hilfsmitteln komplett verzichtet, Smartphones oder andere intelligente 
Geräte vorübergehend abschaltet, die angebotenen Handlungsoptionen reflektiert 
und immer wieder kritisch hinterfragt etc., ist sie aber keine konstitutive Bedingung 
für die Autonomie einer Person.
2.3 Ethik für Algorithmen
Im Kontext einer Algorithmen-Ethik macht es deshalb Sinn, zunächst zu klären, wel-
che Konzeption von Autonomie die Verteidiger oder Gegner einer bestimmten Tech-
nologie bemühen. Denn auch die neoliberale Technikelite aus dem Silicon Valley 
nimmt für sich ein Recht auf Autonomie in Anspruch. So verweisen beispielsweise 
Befürworter der Singularität auf eine Konzeption der Autonomie, der eine bestimmte 
Intuition der Selbsterschaffung (self creation) zugrunde liegt. Transhumanisten, wie 
der deutsche Informatiker und Gründer der Bildungsplattform „udacity“ und des For-
schungslabors „Google X“, Sebastian Thrun, stellen sich die Frage, „wer sagt, dass 
wir nicht tausend Jahre leben können […]?“ (Schulz 2015), und beziehen sich dabei 
auf einen maximalen Autonomiebegriff, dem ein starker Wunsch der Selbst-Verbes-
serung zugrundeliegt. Gegner solcher Maßnahmen beziehen sich stattdessen auf 
eine bestimmte Intuition der Treue zu sich selbst. Deshalb ist ihrer Meinung nach 
eine – durch technisches Enhancement – veränderte Persönlichkeit nicht mehr 
die der Person eigene (Authentizitätsbedingung). Im Zusammenhang von Herstel-
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ler-Kunden-Beziehungen wird Autonomie zumeist als informierte Zustimmung ver-
standen, die sich auf einen minimalen Autonomiebegriff bezieht. Er beschränkt sich 
darauf, dass ein Kunde ein Produkt nur dann nutzen soll, wenn er über die Natur 
des Produkts und mögliche Konsequenzen ausreichend informiert ist, indem er die 
Allgemeinen Geschäftsbedingungen akzeptiert.13 Insofern die meisten liberalisti-
schen Positionen den Autonomiebegriff zudem (im Gegensatz zu Kant) konsequent 
vom Moralbegriff abgrenzen (auch ein Serienmörder handelt demnach autonom, 
wenn er sich mit seinen eigenen Wünschen und Motiven identifiziert), stellt sich 
die Frage, ob der Begriff der Autonomie, zugunsten von anderen Begriffen, im Hin-
blick auf eine Algorithmen-Ethik, nicht ganz vermieden werden sollte. Eine Ethik für 
Algorithmen könnte beispielsweise zunächst Standards für eine minimale Transpa-
renzbedingung bestimmen, welche die Kontrolle und den Schutz der eigenen Daten 
verbessert (Kontrollbedingung erster Stufe). Die Einhaltung dieser Standards sollte 
von einer unabhängigen Expertenkommission überprüfbar sein, um sicherzustellen, 
dass Big Data-Technologien nicht für Propagandazwecke missbraucht werden und 
zu einer verdeckten Manipulation der Bevölkerung führen. Aus medienethischer 
Perspektive sollte zudem dafür Sorge getragen werden, dass die Bevölkerung durch 
zusätzliche Bildungsmaßnahmen von einem minimalen Transparenzverständnis ih-
rer digitalen Identität (möglichst dicht) an ein maximales Transparenzverständnis 
herangeführt wird. Außerdem sollten Freiräume geschaffen werden, in denen sich 
Menschen bewusst von der Technologie entkoppeln können (unplug yourself) – 
ohne mit wirtschaftlichen Konsequenzen oder sonstigen Repressalien rechnen zu 
müssen. Ansonsten laufen wir Gefahr, dass ganz grundlegende menschliche Fä-
higkeiten verloren gehen könnten, beispielsweise die Fähigkeit zur Selbstreflexion 
(Kontrollbedingung zweiter Stufe).14
3 Schluss
Intelligente Technologien setzen bis zu einem gewissen Grad immer schon einen 
Kontrollverlust erster Stufe voraus. Letztlich ist es ja genau das Ziel intelligenter 
Systeme, dass sie uns Aufgaben abnehmen, dass wir komplexe Rechenoperati-
onen und monotone Tätigkeiten an Maschinen delegieren können, um schneller 
zum Wesentlichen vorzustoßen. Um in diesem Anwendungskontext einem starken 
Autonomiebegriff Geltung zu verschaffen, sind Expertenrunden, die das bewusste 
Fernhalten von Informationen durch intransparente Prozesse kritisch hinterfragen, 
eine notwendige, aber keine hinreichende Bedingung. Die Verwaltung digitaler Pro-
file darf aber nicht vollständig an Experten ausgelagert werden, sonst werden die 
Selektionsmechanismen für die einzelnen Bürger zwangsläufig zur Blackbox. Einige 
Unzulänglichkeiten ergeben sich zudem aus prinzipiellen Einschränkungen, die Da-
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tenwissenschaftler selbst in bester Absicht nicht umgehen können. Beispielsweise 
sind bereits die Rohdaten, der Rohstoff der Nutzerprofile, die von den Sensoren 
aufgezeichnet werden, eine Abstraktion der Wirklichkeit, ein digitaler Schatten der 
Realität. Auch der Kontext einer Person ist ein Konstrukt (vgl. Seaver 2015). Er wird 
Initial von einem Entwickler konzipiert, indem festgelegt wird, welche Daten gesam-
melt werden, nach welcher Methode sie strukturiert, klassifiziert und gewichtet wer-
den. Die statistischen Verfahren, die beim Zusammenführen der Nutzerprofile mit 
externen (meist heterogenen) Datenquellen eingesetzt werden, ermöglichen primär 
Zugang zu komplexen Informationsräumen, sie können aber die Interpretations- 
und Beurteilungsprozesse von Informationen in Relation zu unseren eigenen Inten-
tionen, Zielen und Werten nicht ersetzen (Kontrollbedingung zweiter Stufe). Hierfür 
müssen die Nutzer durch entsprechende Maßnahmen sensibilisiert werden.
Eine digitale Bildungsidentität könnte unter bestimmten Voraussetzungen zu ei-
nem zentralen Bestandteil solcher Sensibilisierungsmaßnahmen werden. Richtig 
verfasst, kann sie (wie in Kapitel 1 skizziert) die Informationsrecherche auf ein 
neues Level heben und dem Wunsch vieler Mediennutzer nach intelligenteren und 
zugleich sicheren Technologien, die zudem auch eine selbstbestimmte Informati-
onsnavigation ermöglichen (Münchner Kreis 2013, S. 184ff),15 gerecht werden. Als 
anwendungsbezogene Komponente eines grundlegenden Medienbildungsprozes-
ses, beispielsweise als praktischer Bestandteil einer digitalen „Staatsbürger- und 
Gemeinschaftskunde“ (Dreyer/Heise/Johnsen 2013, S. 355), die Bürger „über die 
Grundlagen codebasierter Steuerung informieren“ (ebd.), könnte eine digitale Bil-
dungsidentität schließlich dazu beitragen, die Autonomie der Menschen im Umgang 
mit ihrem digitalen Profil ganz wesentlich zu verbessern (wie das im Einzelnen gelin-
gen kann, würde den Rahmen dieses Beitrags sprengen und muss deshalb an ande-
rer Stelle weiter ausgeführt werden). Da „das Selbstverständnis moderner pluralisti-
scher Demokratien […] darauf baut, dass Menschen selbstbestimmt, also autonom, 
handeln und entscheiden können“ (Plauen/Welzer 2015, S. 11), gibt es keine Al-
ternative zu einer schrittweisen Befähigung des Einzelnen. Konkret bedeutet das, 
dass die Bürger die Möglichkeit haben sollten, ihre digitale Identität zu schützen, sie 
selbst zu verwalten, Herr über ihre personenbezogenen Daten zu werden, ohne auf 
den Mehrwert von Big Data-Technologien verzichten zu müssen.
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Stefan Selke
Lifelogging und die neue Taxonomie des Sozialen
Trotz vieler euphorischer Einschätzungen sind mit dem Boom digitaler Selbstver-
messung auch Risiken für Bürgerinnen und Bürger verbunden. Die Vermessung des 
Menschen erzeugt im Kern ein negatives Organisationsprinzip des Sozialen, das 
auf zunehmender Abweichungssensibilität und ständiger Fehlersuche beruht. Das 
Phänomen der ‚rationalen Diskriminierung’ wird als Pathologie der Quantifizierung 
verortet sowie in seinen Folgen analysiert.
1 Streifzüge durch die Welt der digitalen Aura
In diesem Beitrag behaupte ich, dass sich durch die Praktiken der digitalen Selbst-
vermessung unsere kulturelle Matrix derart verändert, dass eine neue Taxonomie 
des Sozialen entsteht, die sich prinzipiell auf alle Lebensbereiche auswirkt. 
1.1 Lifelogging als disruptive Technologie
Ziel dieses Beitrages ist es nicht, eine vollumfängliche Analyse eines Trends zu 
liefern,1 für den hier der Begriff Lifelogging genutzt wird, auch wenn in Debatten 
meist von Self-Tracking oder Quantified Self gesprochen wird. Stattdessen wird Life-
logging (zu deutsch: „Lebensprotokollierung“) als Sammelbegriff bevorzugt, weil er 
umfassender und zugleich anwendungsoffener ist und von Gesundheitsmonitoring 
über die Ortserfassung bis hin zur Leistungsvermessung am Arbeitsplatz reicht. 
Life logging bedeutet, menschliches Leben in Echtzeit zu erfassen, indem Körper-, 
Verhaltens- und Datenspuren digital aufgezeichnet und zum späteren Wiederauf-
ruf vorrätig gehalten werden (Selke 2010, S. 107f., Selke 2014b). Auf diese Weise 
entsteht nach und nach eine „digitale Aura“ der Person (Hehl 2008), die je nach 
Vorliebe Daten zu Gesundheit, Aufenthaltsorten, Produktivität, Finanzen oder Hor-
monwerten umfassen kann. 
Menschen, so die hier vertretene These, können sich dabei immer seltener den 
damit verbundenen kollektiven Zurechnungsprozessen entziehen: Der Phänotyp 
Mensch wird immer strikter nach Nützlichkeitskriterien des Genotyps beurteilt wer-
den. Damit sind weitreichende Fragestellungen verbunden: Wie lebt es sich in der 
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Gesellschaft von Daten und in einer versachlichten Realität? Ist der vermessene 
Mensch automatisch schon der verbesserte Mensch? 
1.2 Zwischen Zeitgeist und Zukunftsangst
Der Biohacker Tim Cannon2 repräsentiert eine mögliche Zukunft.3 Cannon implantierte 
sich Sensoren in den eigenen Körper und steuert damit zahlreiche Kreisläufe, z.B. die 
Heizung seines Hauses. Mensch und Maschine verschmelzen. So sehen es auch die 
Gründer der organisierten Selbstvermessungsbewegung Quantified Self. Gerry Wolf, 
Autor des Manifests The Data-Driven Life kritisiert subjektive Verzerrungen und blinde 
Flecken bei unserer Selbstwahrnehmung. Seine Forderung lautet daher konsequent: 
“We need the help of machines” (Wolf 2010). Sein Partner, Kevin Kelly, argumentiert 
hingegen als einer der zentralen Ideengeber des Neoliberalismus. Mit seinem Buch 
„Neue Regeln für die New Economy“ legte er jene Prinzipien fest, die gegenwärtig in 
der Big Data-Idee aufgehen. Der bemerkenswerte erste Satz darin lautet: „Niemand 
entgeht dem verwandelnden Feuer der Maschine“ (zit. n. Schirrmacher 2013, S. 283). 
Lifelogging soll Menschen dazu bringen, ihr eigenes Leben marktfundamentalistisch 
zu organisieren. Schließlich prognostiziert Jim Gemmell, Software-Architekt bei Micro-
soft-Research und Gründer der Thing-Logging Plattform Trōv, gar den Anbruch einer 
neuen Ära, des „Lifelogging-Jahrzehnts. [...] Die Welt, wie wir sie kennen, wird sich [...] 
komplett ändern“ (Bell/Gemmell 2010, S. 4).
Wer hinhört, kann aber auch besorgte Stimmen vernehmen. Die ehemalige DDR-Eis-
kunstläuferin Katarina Witt (Witt 2015) kritisiert den Selbstvermessungstrend: „Ich 
finde es gefährlich, dass es Leute gibt, die wissen, was du isst, wie viele Schritte du 
am Tag gehst, was für einen Puls du hast – und dieses Wissen zu Geld machen.“ Mit 
diesen Befürchtungen ist sie nicht allein, wie aktuelle Studien zeigen. Die meisten 
der Befragten in einer Studie des Marktforschungsunternehmens yougov haben ein 
Gespür für die Schattenseiten der Selbstvermessung: 73 Prozent ahnen, dass bei 
einer Verschlechterung des Gesundheitszustandes mit einer Beitragserhöhung zu 
rechnen ist. Und sogar 81 Prozent glauben, dass ihre Daten für andere Zwecke ver-
wendet werden. Die IT-Sicherheitsfirma Symantec untersuchte in ihrer Studie “How 
safe is your quantified self?” Angebote zur Selbstvermessung und kam zum Ergeb-
nis, dass Datenschutz und Nutzersicherheit einer Vielzahl von Anbietern egal ist und 
diese private Daten an Marketingfirmen verkaufen.4
Trotzdem kommt die Techniker Krankenkasse in ihrem ‚Monitor’-Bericht sogar zu 
der Einschätzung, dass die Phase der technischen Experimente vorbei sei und nun-
mehr digitale Selbstvermessung verlässlich zu eigenverantwortlichem Umgang mit 
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Gesundheit beitragen könne.5 Gesundheits-Apps (so die alltagstaugliche Umschrei-
bung der Lifelogging-Technologien) würden zukünftig einen festen Platz in der Prä-
vention und Chroniker-Versorgung einnehmen. 
Lifelogging bringt zweifellos Chancen mit sich. Chronisch Kranke können auf Platt-
formen wie PatientsLikeMe oder CureTogether Daten teilen, sich von der Experten-
macht der Ärzte sowie der Pharmaindustrie emanzipieren. Doch es gibt auch Patho-
logien der Selbstvermessung. Selbst die Technikerkrankenkasse räumt ein, dass es 
den meisten Gesundheits-Apps noch an „Qualität“ und „Nachhaltigkeit“ mangele.
1.3 Ausweitung der Kampfzone
Die Zone der Selbstvermessung weitet sich stetig aus. Eine mittlerweile unüber-
schaubare Anzahl von Anbietern vermarktet Technologien, die Lifelogging ermög-
lichen. Die Sensorik verbirgt sich mittlerweile in „intelligenten“ Textilien (Ambiotex) 
oder Socken (Footfalls and Heartbeats). Kaum ein Körperteil und kaum eine Kör-
perfunktion werden ausgelassen. Viele Anwendungen fokussieren dabei chronische 
Krankheiten, so z. B. Dexcom G4, ein System zur kontinuierlichen Glukosemessung 
im Unterhautfettgewebe.6 Mit Scanadu Scout, einem Sensor, den man sich einfach 
an die Stirn hält, werden gleich mehrere Vitalparameter vermessen.7 Das Spektrum 
ist umfangreich und reicht von Sleep-, Mood-, Baby-, Senioren-, Sex-, über Work- bis 
hin zum Death-Logging (vgl. Leipold 2015; Selke 2014a.) Wohin führt diese Entgren-
zung?
2 Versachlichte Realität – Pathologien der Quantifizierung
Wir leben inzwischen in einer „Always-On-Gesellschaft“ (Kimpeler 2010, Henning 
2015) in der Daten fast unbegrenzte Wertigkeit und Autorität zugesprochen wird. So 
werden Zahlen zu umfassenden sozialen Indikatoren. 
2.1  Privatisierte Kontingenzreduktion – Die Welt kleiner machen, 
als sie ist
Die neue Lust an der Selbstverdatung korrespondiert dabei perfekt mit dem An-
wachsen von Komplexität sowie der Angst vor Kontrollverlust in modernen Gesell-
schaften. Wir finden es mehr und mehr „natürlich“, Gefahren in (berechenbare) Ri-
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siken und (erwartbare) Sicherheiten zu zerlegen, um so eine Beherrschbarkeit der 
Welt zu suggerieren. 
Die Nachfrage nach diesem Schutz durch Berechenbarkeit ist eine der vielen Reak-
tion auf die „flüssige Moderne“ (Baumann 2012), in der Individuen ständig Verände-
rungen und Unsicherheiten hinnehmen müssen, die sie nicht beeinflussen können. 
Aus dem Verlangen, Kontrolle zurück zu gewinnen, resultiert der Rückzug auf die 
Maßstabsebene des Beherrschbaren – und das ist vor allem der eigene Körper, der 
durch Monitoringmaßnahmen in den ‚sorgenden Blick’ genommen wird. Diese pri-
vatisierte Kontingenzreduktion (Krause 2005) bewirkt, dass der Glaube daran, mit 
Zahlen das Chaos bändigen zu können, ansteigt und die Illusion der Beherrschbar-
keit wiedergewonnen wird. Der Philosoph Giorgio Agamben weist zudem darauf hin, 
dass dies auch aus der Ablösung des politischen Denkens durch das ökonomische 
Denken herrührt: „In Ermangelung historischer Aufgaben ist das biologische Leben 
zum letzten politischen Auftrag [...] erklärt worden“.8 Dem Verlust politischer Utopi-
en und metaphysischer Geborgenheit setzen Selbstvermesser vertrauensvoll bunte 
Balkendiagramme und deskriptive Statistiken entgegen. 
2.2 Kennzahlengläubigkeit und Kommensuration –  
Das Ganze und seine Teile
„Erhebend ist das Gefühl, die Linien in der grafischen Darstellung sich verschmel-
zen zu sehen“, so eine Journalistin im (poetisch angehauchten) Selbsttest, „also 
eine Übereinstimmung vom subjektiven Selbstbild und Realbild zu haben“ (Pauk 
2014, S. 43; Hervorhebung durch den Autor). Diese Aussage ist symptomatisch. 
Lifelogging basiert auf Kennzahlengläubigkeit einerseits und der Verwechslung des 
Ganzen mit seinen Teilen andererseits. Das Problem der Kommensuration – also 
der Fehler, qualitative Eigenschaften in quantitative Werte zu transformieren um sie 
damit messbar und vergleichbar zu machen – ist allgegenwärtig. Die Verfahrens-
logik der Vermessung erzwingt, dass völlig heterogene Daten zu einem Gesamtbild 
zusammengesetzt werden, was oft genug im Widerspruch zu lebenspraktischen 
Bezügen steht. Die technisch mögliche Kategorisierung äußerer und selbst innerer 
Zustände macht deutlich, dass prinzipiell alle biologischen Zustände entkontextu-
alisiert und dadurch sozial vergleichbar gemacht werden können. Jede Form der 
digitalen Spurensicherung erweist sich damit als Form des vermeintlich rationalen 
Umgangs mit dem Körper. Was dabei allerdings schnell in den Hintergrund gerät, 
ist die Tatsache, dass Durchschnittswerte und Lebenswirklichkeit meist nicht viel 
miteinander zu tun haben. Ein eher literarisches Beispiel soll dies versinnbildlichen: 
Als Goethe, hochbetagt, gefragt wurde, ob er ein glückliches Leben gehabt hatte, 
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antwortete der Dichter: „Ja, ich hatte ein sehr glückliches Leben. Aber ich kann mich 
an keine einzige glückliche Woche erinnern“ (zit. n. Baumann 2014, S. 66). 
2.3 Investition in Körperkapital und marktkonforme  
Selbstkonfiguration 
Durch den Rückzug auf die Maßstabsebene des Beherrschbaren erhält der eigene 
Körper fast automatisch einen neuen Status. Er wird zur Baustelle und die an ihn ge-
bundene Gesundheit zur Ersatzreligion. Zwischen Medizinprodukten und Life style-
Anwendungen ist dabei immer weniger trennscharf zu unterscheiden, wie Netamo 
June verdeutlicht.9 Dabei handelt es sich einerseits um einen UV-Sensor, der die 
Sonneneinstrahlung misst, vor zu hoher Sonneneinstrahlung warnt und Empfehlun-
gen zu Kopfbedeckung und Sonnencreme gibt. Gleichzeitig ist June ein modisches 
Schmuckstück, das von Frauenzeitschriften beworben wird. 
Die Umwandlung des Körpers kann anhand des Konzepts des ‚korporalen Kapitals’ 
analysiert werden (Schröter 2014, S. 32). Leben wird zum Investitionsprojekt, des-
sen Körperkapital gesteigert werden muss, um der eigenen Austauschbarkeit vor-
zubeugen. Die Soziologin Nina Degele nennt dies ‚Schönheitshandeln’ und weist 
dieser Tätigkeit instrumentalen Charakter zu: Wer schön sein will, muss erfolgsori-
entiert und kompetent vorgehen, um die entsprechende Außenwirkung zu erzielen 
(Degele 2004, S. 10). 
Und dabei ist Selbstvermessung eine gute Grundlage. In einer Gesellschaft, der die 
Erwerbsarbeit ausgeht, wird vor allem der Erhalt der Gesundheit zur Arbeitsform 
(v)erklärt. Der Einzelne wird zum Manager seiner Gesundheit, so wie er auch schon 
zum Unternehmer seiner selbst geworden ist (vgl. Bröckling 2007). Dass man in sei-
nen Körper investiert, erkannte aber schon 1929 der Soziologe Siegfried Kracauer 
in der Beobachtung der neu eröffneten Schönheitssalons in Berlin. In seinem Klas-
siker Die Angestellten (Kracauer 2013, S. 25) resümiert er über die Ursachen des 
Booms: „Der Andrang zu den vielen Schönheitssalons entspringt auch Existenzsor-
gen [...]. Aus Angst, als Altware aus dem Gebrauch zurückgezogen zu werden, färben 
sich Damen und Herren die Haare, und Vierziger treiben Sport, um sich schlank zu 
erhalten.“ Den Zeitgenossen Kracauers ging es vor allem um den Erhalt der eige-
nen Marktfähigkeit.10 Der natürliche Körper wird deshalb zu einem bearbeitbaren 
Material, das anhand von Bedien- und Reparaturanleitungen behandelt wird. In der 
Selbstvermessungsszene finden sich in der Tat viele mechanistische und funktiona-
listische Bilder eines in Einzelteile zerlegbaren Körpers, der bei Defekten ‚einfach 
selbst’ repariert wird. Auf holistisches Deutungswissen und alternative Lesarten 
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wird immer weniger Rücksicht genommen, je häufiger die selbst erhobenen Daten 
auf eHealth-Plattformen zum Vergleich bereit stehen und sich dezentrale, selbstre-
gistrative Datenpraktiken mit zentralen, administrativen Sozial-, Gesundheits- oder 
Konsumstatistiken vermischen (Kuhn 2014). 
2.4 Konkrete Ökonomie – Kommerzialisierung der Daten und 
Umwandlung des Menschen zur Ware
Einer der Treiber der digitalen Selbstvermessung ist das unter Kostendruck stehen-
de Gesundheitswesen. „Digital Health Consultants“ prophezeien, dass die Vermes-
sung von Gesundheits- und Körperwerten fester Bestandteil der Präventionslogik 
werde. Vertreter der Consultingbranche jubeln, dass neue „Business-Cases“ zur 
Förderung der „Joint-Value-Creation“ entstehen, die im Kern darauf beruhen, aus 
den durch die Sensorik der Selbstvermesser zur Verfügung gestellten Informationen 
adäquate Verhaltensänderungen abzuleiten – die sich u.a. in neuen Konsumakten 
manifestieren sollen (Scheuch 2014, S. 23).
Statt einer Sinnorientierung folgen die Selbstvermessungsprojekte also latent 
ökonomischen Logiken. Strategien wie Effizienzsteigerung und Selbstoptimierung 
pervertieren dabei zum Dopingmittel Wettbewerbsfähigkeit. In meritokratischen 
Gesellschaften, die (noch) dem Mythos Leistungsgerechtigkeit folgen (Distelhorst 
2014) agieren wir ständig als ‚Lebendbewerbung’, d.h. in tendenziell marktförmigen 
Situationen versuchen wir uns anzupreisen. Da inzwischen fast alles marktförmig 
organisiert ist, lernen wir immer häufiger, anhand von Kennwerten in spezifischen 
Märkten zu navigieren. Der Rationalitätsmythos zahlenbasierter Objektivität nährt 
so den fast alternativlosen Glauben an „Scores“ und „Rankings“. Wo mit Vorteilen 
gelockt wird, liefern Selbstvermesser Daten sogar „freiwillig“ ab, etwa im Bereich 
von Rabattprogrammen von Autoversicherungen, die Fahrverhalten loggen.11 
Unter modernen Wohlstandsbedingungen zu leben bedeutet also, sich unter Wett-
bewerbsbedingungen selbst so zu konfigurieren, als wäre man eine Maschine, die 
optimal funktionieren soll. Vermarktbare Leistung wird in allem gesucht, was quanti-
fizierbar ist: „Joggen wird zur Leistung, ebenso wie Sightseeing oder das verfügbare 
Repertoire an Sexpositionen“ (Distelhorst 2014). Berechenbarkeit gilt als idealty-
pischer Ausdruck leistungsgerechter Lebensführung. Derart erklärt sich auch die 
Leitformel der Quantified-Self Bewegung („Self-knowledge trough numbers“) als Tri-
umph des neoliberalen Denkens im Alltag (Stark 2014). 
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Durch die Konvergenz der Vermessungsmöglichkeiten kommt es zum Eingriff in den 
Vollzug des Lebens selbst: Ständig und überall müssen wir unser Leben ‚unter Beweis’ 
stellen. Wieder einmal kann das Gesundheitswesen als Treiber dieser Entwicklung he-
rangezogen werden. Die Meldung12, dass Generali (einer der größten Erstversicherer 
in Deutschland) ein Incentive-Programm auflegt, rief Kritik von Verbraucherschützern 
hervor. Die Versicherung kündigte an, ein Rabattprogramm für Kunden anzubieten, 
die dazu bereit sind, selbst vermessene Gesundheitsdaten transparent zu machen.13 
Der Preis für das Leben als (potenziell) störanfälliger und zugleich nach Rabatten su-
chender Mensch besteht darin, die Vorstellung darüber, was (noch) „normal“ ist, an 
Software zu delegieren und gleichzeitig die sozialen Folgen zu verdrängen. Lifelogging 
schafft damit ein horizontales Kontrollregime, das auf der Abweichung von „Sollwer-
ten“ basiert und Abweichungen von der Norm sanktioniert. 
3.1  Übersetzte Erwartungen und gesteigerte  
Abweichungssensibilität
Durch soziale Kontextualisierungen werden aus deskriptiven Daten normative Da-
ten. Die Nutzung einer „Black Box“ mit digitalen Lebensspuren verwandelt ‚neu-
tral-beschreibende’ Daten in ‚normativ-sortierende’ Daten. Normative Daten sind 
solche, die soziale Erwartungen an „richtiges“ Verhalten, „richtiges“ Aussehen, 
„richtige“ Leistung usf. in Kennzahlen und Listen „übersetzen“ und damit ein be-
stimmtes, sozial erwünschtes Verhaltensrepertoire einfordern. 
Diese Daten sind letztlich metasoziale Kommentare. Durch die Allgegenwart von 
Vermessungsmethoden kommt es zu ständiger Fehlersuche, sinkender Fehlertole-
ranz und gesteigerter Abweichungssensibilität anderen und uns selbst gegenüber. 
Ein schönes Beispiel dafür ist Freeletics, eine Tracking-App, die das Arbeiten am 
eigenen Körper erleichtern soll. Die „Athleten“ nehmen ihre Trainingseinheiten auf, 
erstellen Statistiken und setzen sich in Form von Motivationsvideos in Szene. Jeder 
Trainingserfolg wird in Punkte umgerechnet und in das eigene Profil eingetragen. 
Das Ziel besteht darin, ein „Level“ höher zu steigen.14
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Menschen werden also zunehmend über die (negative) Abweichung von Idealwerten 
sozial wahrgenommen. Damit setzt sich ein defizitorientiertes und quantifizierendes 
Organisationsprinzipien des Sozialen durch, in dem Menschen zu numerischen Ob-
jekten degradiert werden.15 Diese Betonung des Messbaren wird gegenwärtig selbst 
maßlos und bringt zugleich das Gesamtphänomen Mensch zum Verschwinden: Wir 
beginnen uns anders zu sehen, wenn wir uns gegenseitig beobachten.
3.2 Funktionsprinzip rationaler Diskriminierung
Unter dem Begriff rationaler Diskriminierung wird ein negativ konnotiertes und auf 
Abweichungssensibilität basierendes Organisationsprinzip des Sozialen verstan-
den. Der erste Begriffsanteil betont hierbei die Methode, der zweite die Folgen. 
Rational heißt diese Form der Diskriminierung, weil sie davon ausgeht, dass prin-
zipiell alles ergründbar und erklärbar ist. Aus wissenschaftlichen (oder zumindest 
proto-wissenschaftlichen) Selbstexperimenten werden dabei vermeintlich objektive 
Daten abgeleitet, wobei vordergründig keine irrationalen oder destruktiven Abwer-
tungsmotive handlungsleitend sind. Es handelt sich gleichwohl um eine Form der 
Diskriminierung, die sich zwischen sozialer16 und statistischer17 Diskriminierung ein-
ordnen lässt, weil einerseits Einzelwerte mit Gruppenwerten abgeglichen werden 
(Aspekt der statistischen D.), anderseits Vorab-Definition des Normalen (Aspekt der 
sozialen D.) festgelegt und somit Konformität erzeugt wird.18 So wie man sich Zeit-
normen nur um den Preis sozialer Ächtung entziehen kann, standardisieren Daten 
unsere Lebenswelt. Ich möchte nun Beispiele aus sehr unterschiedlichen Bereichen 
anführen, um das Spektrum deutlich zu machen. 
3.3 Beispiele rationaler Diskriminierung
Das erste Beispiel thematisiert die Arbeitswelt. Gegenwärtig werden Rationalisie-
rungsformen noch weiter rationalisiert (Wilson 2013, S. 9). Supermarktketten wie 
Tesco oder der Internetgigant Amazon sind Beispiele für Unternehmen, die Lauf-
strecken ihrer Mitarbeiter detailliert vermessen und die Mitarbeiter im Bedarfsfall 
kündigen. Der Geograf Jerome Dobson (Dobson 2003) spricht daher von „Geosla-
very“ und meint damit die Praxis, den Aufenthaltsort und die Leistung eines anderen 
Menschen (heimlich) zu überwachen. An dieser Stelle muss auch daran erinnert 
werden, dass wir als Verbraucher genau diese Praktiken durch unseren Konsum 
stillschweigend gutheißen. 
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Das zweite Beispiel zeigt, dass gerade auch Sicherheitsversprechen rationale Dis-
kriminierungen zur Folge haben können. Immer häufiger finden technische Assis-
tenzsysteme im Bereich der Pflege älterer Menschen Anwendung. Diese gehen ei-
nerseits mit der Erhebung von Daten der pflegebedürftigen Personen einher. Ein 
Beispiel dafür ist Safewander19, eine Socke mit einem integrierten Sensor, der er-
kennen soll, wenn sich Demenzkranke aus ihrem „geschützten“ Wohnbereich ent-
fernen. Andererseits weitet sich das Vermessungsspektrum bis hin zum Monitoring 
ganzer Wohnräume aus. In „intelligenten“ Häusern dokumentieren sogenannte 
„Smart Meter“ den Verbrauch eines Haushaltes bis auf die Ebene einzelner Ge-
räte. Damit kann festgestellt werden, seit wann eine Person nicht mehr geduscht 
hat, wann sie ins Bett gegangen und aufgestanden ist und ob sie sich wie gewöhn-
lich einen Kaffee gekocht hat. Berührungsempfindliche Badematten oder Teppiche 
messen, ob jemand (noch) steht oder (schon) liegt und aufwendige Video-Monito-
ringsysteme erkennen softwaregesteuert Stürze. Anbieter wie JustChecking20 oder 
RWE  Smarthome 21 überprüfen auf Wunsch den Aufenthalt von Personen in Räumen 
und lösen im Falle eines Unfalls eigenständig einen Alarm aus – die assistive Ko-
lonialisierung der Lebenswelt ist in vollem Gange. Deutlich wir, dass sich das Ver-
anwortungsgefüge in Richtung sozio-technischer Systeme verschiebt. Menschliche 
Zuwendung und soziale Interaktion wird in das Feld der Technik ausgelagert. Der 
Soziologe Zygmunt Baumann spricht in diesem Zusammenhang von „Adiaphorisie-
rung“ (Baumann/Lyon 2013, S. 165) und meint damit die Befreiung des eigenen 
Handelns von moralischen Bedenken. Wo früher Menschen für Menschen Entschei-
dungen getroffen haben, tun dies heute Sensoren.
Das dritte Beispiel verdeutlicht, dass horizontale Kontrolle durch Selbstvermessun-
gen zur Erosion von Solidarität beiträgt und gleichzeitig die Grenzen zwischen Frei-
willigkeit und Zwang verschiebt. Rationale Diskriminierung findet u.a. dort statt, wo 
im betrieblichen Gesundheitsmanagement der Druck ganzer Belegschaften auf ein-
zelne Mitarbeiter weitergegeben wird, weil durch das individuelle normabweichende 
Verhalten ein „Health-Score“ verschlechtert wird. So basiert z.B. das Geschäfts-
modell von dacadoo auf dem Service, aus individuellen Werten einzelner Mitarbei-
ter einen kollektiven „Health-Score“ von Firmen zu errechnen, aus dem sich dann 
der Versicherungsbeitrag für die Betriebskrankenkasse ergibt. Die Normativität der 
Daten mündet schließlich im Zerfall des Solidaritätsgefüges bzw. der „Korruption“ 
der Ideen von Solidarität überhaupt (vgl. Sandel 2012).
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3.4 Folgen rationaler Diskriminierung
Zunächst erschaffen die Anbieter der Vermessungstechnologien völlig neue Katego-
rien zur Beschreibung (und Normierung) des Menschen. Mit der Maßeinheit Nike-
Fuel können generalisierbare Aussagen über den Fitnesszustand gemacht werden. 
Und die Versicherung Generali schafft mit dem Vitality-Alter eine eigene Kategorie 
zur ‚Eichung’ ihrer Kunden. Wer aber soziale Kategorien schafft, verfügt über Macht 
und verändert damit die kulturelle Matrix. Lifelogging kann hierbei als ‚disruptive’ 
Technologie (Coupette 2014) verstanden werden, also als eine Technologie, die in 
sehr kurzer Zeit massiv in das Wertegefüge unserer Kultur eingreift. Dieser Eingriff 
erzeugt neue strukturelle Bedingungen für soziale Abwertungen, die sich zusehends 
in vielfältigen Praxisfeldern institutionalisieren.
Rationale Diskriminierung basiert zwar auf vermeintlich objektiven und rationalen 
Messverfahren. Dennoch werden mit den Vermessungsmethoden digitale Versager 
und Gewinner produziert.22 Vor allem kommt es zu einer Renaissance vormoderner 
Anrufungen von „Schuld“ im modernen Gewand der Rede von der „Eigenverantwor-
tung“. Mehr noch: Daten machen aus Menschen abstrakte Zahlenkörper mit denen 
in sozialen Kontexten viel rücksichtsloser und gleichgültiger verfahren werden kann. 
Verschwinden die persönlichen Umrisse durch die Quantifizierung, bedeutet dies auf 
lange Sicht die Ausschaltung der differenzierten Persönlichkeit und die Etablierung 
eines eindimensionalen Menschenbildes. Aus dieser Entpersönlichung resultiert 
letztlich eine Verdinglichung des Sozialen: Die Frage nach dem „richtigen Maß des 
Lebens“ verschiebt sich immer weiter hin zur Frage nach dem „Wert des Menschen“. 
Selbstvermessung legt gerade die Lupe auf jene Eigenschaften, für die eine Nach-
frage in den Märkten angenommen wird oder versucht vorhandene Eigenschaften in 
eine Warenform zu bringen. Die leistungsfixierte Ökonomie beschafft sich so direkt 
oder indirekt das für sie geeignete „Menschenmaterial“ (Lutz 2014, S. 11). 
4  Lifelogging als Bürgerpflicht?  
Leben mit Entscheidungsmaschinen
Rationale Diskriminierung ist die Grundlage für die Konstruktion neuer Kategorien 
und die Etablierung neuer sozialer Sortierungen, die Abweichungen, Verdächtigun-
gen, Risiken, Defizite und v.a. Kostenfaktoren in den Mittelpunkt stellen. Letztlich 
entsteht eine generalisierte Ideologie der Ungleichwertigkeit. Wird dies zu einem 
unhinterfragten Element der Gesellschaft entstünde die Notwendigkeit zur Umkehr 
der Beweislast – die default-Situation wäre die „Verdächtigung“. Der Mensch würde 
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primär als Risiko, als Fehler, als Störfall angesehen. Erst ausgehend davon müsste 
die eigene Nützlichkeit, Ungefährlichkeit etc. nachgewiesen werden. 
Das Risiko steigt, je mehr wir gewillt sind, unsere Entscheidungsautonomie aufzuge-
ben. Selbstvermesser werden zu Konformisten, blind für die Möglichkeiten eigenen 
Denkens und eigener Entscheidungen. Für das Leben in der Perfektionskolonie wer-
den immer raffiniertere Helfer entwickelt. Eltern verlassen sich z.B. beim Baby-Logging 
mit Owlet23 auf die Kontrolle die Software („monitor you baby from your smartphone“). 
Dabei stellt sich die Frage, wann die Maschinen uns erstmals auch ethische Entschei-
dungen, z.B. solche über Leben und Tod abnehmen werden (Rauner/Schröder 2015). 
Es ist aber auch möglich, andere Prioritäten zu setzen. Gegenbewegungen wie Digital 
Detox oder Mindfullness regen dazu an, Abhängigkeiten von Technologien zu reduzie-
ren und Entscheidungsautonomie zurück zu gewinnen. Damit besteht die Herausfor-
derung für einen medienpädagogischen bzw. medienpolitischen Zugang zum Thema 
darin, das TINA-Syndrom („There is no alternative“) aus den Köpfen zu verbannen. Die 
wesentliche Kompetenz, die Bürgerinnen und Bürger benötigen, um mit den Heraus-
forderungen der Zukunft zurecht zu kommen, ist der Wille, sich (endlich wieder) selbst 
zu entscheiden – und die Fähigkeit, die Konsequenzen dieser Entscheidungen auch 
selbst zu tragen. Neben Aufklärung im Bereich Datenschutz (und anderen wichtigen 
Initiativen) braucht es zudem wieder ein Bewusstsein dafür, dass Zonen der Intrans-
parenz wichtig für die Entwicklung der eigenen Persönlichkeit sind und dass es im 
Leben nicht darum geht, perfekt zu sein. Zwanghafte Perfektion ist der Imperativ, der 
uns von den Selbstvermessungstechnologien in die kulturelle Matrix eingeschrieben 
wird. Selbstvermessung bedeutet das Durchlaufen hochspezifischer Trainingseinhei-
ten zum Erlernen und Erwerb kulturell prämierter, sichtbarer und marktkompatibler 
Eigenschaften und die schier grenzenlose Selbstrationalisierung der eigenen Lebens-
führung. Aber: Um in der neuen versachlichten Realität zu leben, braucht es ein erwei-
tertes Kompetenzspektrum, dass auch ‚Zweisprachigkeit’ beinhaltet.24 Erzählen statt 
nur Zählen, Ermessen statt nur Messen. Denn das Angemessene lässt sich gerade 
nicht vermessen. Darauf weist der Philosoph Hans-Georg Gadamer hin, indem er 
den zeitgenössischen Begriff Maß vor dem Hintergrund eines platonischen Dialogs 
kritisiert: „Dort ist davon die Rede, es gebe ein Maß, mit dem man nicht an etwas 
herantritt, sondern das etwas in sich selbst hat. (...) Es gibt nicht nur das durch ein 
angelegtes Maß Gemessene, sondern auch das Angemessene.(...) Das Angemessene 
hat seinen wahren Bedeutungssinn gerade darin, daß es etwas meint, das man nicht 
definieren kann“ (Gadamer 2003, S. 167; Hervorhebung durch den Autor). Gerade 
das aber ist in den Trainingseinheiten der Selbstvermessung nicht mehr vorgesehen: 
das Erlernen des Umgangs mit Überraschungen, Geheimnissen, Intuitionen und Kon-
tingenz, letztlich also mit sich selbst. Hier gilt es, Bewährtes wieder neu zu entdecken.
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Petra Grimm, Birgit Kimmel
Big Data und der Schutz der Privatsphäre – 
Medienethik in der medienpädagogischen Praxis
Big Data und der Schutz der Privatsphäre
Mit der digitalen Durchdringung fast aller Lebensbereiche stellt sich die Frage, wie 
ein gelingendes Leben im digitalen Zeitalter aussehen kann. Big Data und die zu-
nehmende Vernetzung der Umwelt (Internet der Dinge) führen dazu, dass unsere 
Lebensgewohnheiten zunehmend transparent und kalkulierbar sind. Wie in der me-
dienpädagogischen Praxis Privatheitskompetenz (privacy literacy) gefördert werden 
kann und mittels einer medienethischen Roadmap die Folgen der Datafizierung der 
Privatsphäre reflektiert werden können, zeigt der vorliegende Beitrag. 
1 Digitalisierung der Lebenswelt 
Die Veränderungen, die die Digitalisierung der Gesellschaft mit sich gebracht hat, 
sind tiefgreifend und unumkehrbar. Sie sind in ihren Auswirkungen vergleichbar mit 
den Umwälzungen der Industrialisierung im 19. Jahrhundert oder der Erfindung des 
Buchdrucks im 16. Jahrhundert. Mit der Digitalisierung verändern sich unser Alltag, 
unsere Arbeitswelt und unsere Beziehungen. Soziale Handlungen und Interaktionen 
werden bequemer, leichter und dynamischer. Insbesondere das Internet der Dinge 
(z. B. Smart Home, Smart Car, Smart TV) wird einen weiteren Schub der Digitalisie-
rung unserer Lebenswirklichkeit mit sich bringen. So wird die digitale Durchdringung 
der analogen Welt durch das Internet der Dinge – das heißt die Vernetzung physikali-
scher Objekte mit dem Internet, so dass Gegenstände selbstständig mit dem Internet 
kommunizieren können − weiter voranschreiten. Mit der Digitalisierung verknüpft ist 
das Phänomen Big Data: Damit kann eine nahezu unbegrenzte Menge an unstruk-
turierten Informationen aus verschiedenen Datenquellen mit hoher Geschwindigkeit 
verarbeitet, miteinander in Beziehung gesetzt und ausgewertet werden. 
Beispielhaft gibt folgende Tabelle eine Übersicht über Datensammler in den Räu-
men des Netzes, der analogen Welt und der vernetzten Umwelt (Internet der Dinge):
Durch Big Data werden schützenswerte Daten erfasst, die sich in folgende Grup-
pen unterscheiden lassen: (1) mentale Daten wie Einstellungen und Gefühle, (2) 
Basis-Nutzerdaten wie E-Mail, Telefonkontakte, Browserverhalten, (3) Daten des 
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„Netz-Raum“ „Analoger Raum“ „Vernetzte Umwelt“
Soziale Medien
Computer-Betriebssysteme
Suchmaschinen
Cookies/ 
Canvas Fingerprinting
Online-Shopping
Handy/Tablet
Apps
Cloud-Computing
Musik-Streamingdienste
...
Staatliche Stellen
Kundenkarten
Kreditkarten
Gesundheitskarte
Video-Überwachung
Navigationsgerät
Flugdaten
Barbiepuppen
...
Smart Home 
Self-Tracking Devices  
(Fitnessarmbänder)
Vernetztes Auto (Smart Car) 
Smart Clothes
Smart TV
...
Tabelle 1: Übersicht über Datensammler
privaten, häuslichen Lebens, (4) Bewegungsdaten, (5) beziehungsbezogene Daten, 
(6) Konsumdaten, (7) Daten zu Gesundheit und Körper, (8) Daten über Arbeitsleis-
tung und (9) biometrische, mimische und kinesische Daten.1 
Die Folge dieser Sammlung personenbezogener Daten ist, dass jede Einzelperson 
im hypervernetzten „Onlife“ (Floridi 2014) identifizierbar, transparent und de-ano-
nymisiert ist. Weit weniger transparent sind die Big Data-Anwendungen, Nutzungs-
bedingungen und Datenschutzregelungen der Software- und Diensteanbieter. So 
besteht eine Informationsasymmetrie zwischen Nutzer und Datensammler: Weder 
wissen die Nutzer, welche Daten in und aus welchem Kontext genutzt werden, noch 
ist ihnen der Algorithmus bekannt, mittels dessen sie klassifiziert werden. Die von 
den Nutzern oftmals freiwillig gegebenen (oder auch von den Anbietern geforderten) 
privaten Daten werden zu einem Digitalen Double korreliert und auf der Grundlage 
intransparenter Formeln „interpretiert“, um Prognosen über zukünftiges Verhalten 
auf der Basis von Wahrscheinlichkeitsrechnungen zu erzielen.
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2 Der Wert der Privatsphäre
2.1 Neue Rahmenbedingungen
Nach zehn Jahren Web 2.0 lässt sich rückblickend erkennen, dass sich die Rahmen-
bedingungen für die Privatsphäre verändert haben. Niemals zuvor war die potenziel-
le Erfassung persönlicher bzw. privater Informationen größer, da die Voraussetzung 
für die Teilhabe im Social Web die Preisgabe von persönlichen Informationen ist. Um 
Anknüpfungspunkte für die soziale Interaktion im Netzwerk zu bieten und so die Vor-
teile der Anwendung nutzen zu können, ist es notwendig, private Informationen zu 
Interessen, Meinungen und Erfahrungen bereitzustellen. Zudem stößt die Darbietung 
privater Details auf Reaktionen von anderen Nutzern, was zusätzlichen Anreiz bietet.
Anders als in der verbalen Face-to-Face-Kommunikation existieren für die Kommu-
nikation im Internet bzw. im Social Web veränderte Rahmenbedingungen: Die preis-
gegebenen Informationen werden hier quasi veröffentlicht und liegen zudem digital 
vor. Das bedeutet, sie sind also nicht mehr flüchtig, sondern beständig und langfris-
tig verfügbar; sie sind mithilfe von Suchmaschinen auffindbar und auf diese Wei-
se auch aggregierbar; sie lassen sich beliebig vervielfältigen und damit aus ihrem 
ursprünglichen Kontext lösen und in einen anderen übertragen und sie sind bspw. 
durch Verlinkungen potenziell für eine große Anzahl von Nutzern – eine unsichtbare 
Öffentlichkeit – zugänglich. (Vgl. Boyd 2008, S. 27)
Neben der freiwilligen Preisgabe privater Informationen über soziale Medien stellt 
inzwischen vor allem diese unkontrollierbare Verwendung von privaten Daten – die 
wir über die Nutzung digitaler Dienste und Endgeräte unablässig (meist unbewusst) 
hinterlassen und generieren – durch kommerzielle Datensammler die weitreichen-
dere Gefährdung für unser Privatsphäre dar. Denn wenn insbesondere unser Ver-
halten im Netz permanent verfolgt, aufgezeichnet und ausgewertet wird, verkehrt 
sich das Internet als vermeintliches Instrument der Freiheit, der Teilhabe und der 
Transparenz in sein Gegenteil: zum Instrument der Überwachung. 
2.2 Folgen der Datafizierung 
Der Preis, den der Einzelne für die Errungenschaften einer digitalisierten Welt zahlen 
muss, ist die Datafizierung seiner Privatsphäre. Damit verbunden ist die Einschrän-
kung seiner Entscheidungs- und Handlungsfreiheit. So können z. B. Versicherungen, 
Banken, Unternehmen ihre Kunden raten, scoren, taxieren und deren zukünftiges 
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Verhalten bzw. Befinden prognostizieren. Bereits anhand von vier Bezahlvorgän-
gen mit Informationen über den Ort und den Zeitpunkt war es möglich, 90 Prozent 
der Personen in einer anonymisierten Liste zu identifizieren, wie de Montjoye et al. 
(2015) anhand von Kreditkarten-Metadaten demonstriert haben. Wie „erfolgreich“ 
Prognosen für zukünftiges Verhalten sein können, veranschaulicht die Studie von 
Kluemper/Rosen/Mossholder (2012), bei der die aus Profilen von Sozialen On-
line-Netzwerken gewonnenen Daten bessere Ergebnisse über die Leistungsfähigkeit 
von Job-Bewerbern vorhersagen konnten als klassische Eignungs-Tests.
Menschen werden bei der Datensammlung auf der Basis von Korrelationen als Di-
gitales Double klassifiziert mit der Folge, dass ihnen bestimmte Angebote und Op-
tionen unterbreitet oder ggf. auch vorenthalten werden. Die Nutzer werden dabei 
nicht als Individuen erfasst, sondern als ein Daten-Puzzle, das quantifizierbar und 
kapitalisierbar ist. 
Aus ethischer Sicht stellt sich die Frage, ob die Objektivierung und Kapitalisierung 
des Menschen als Digitales Double mit dem Würdekonzept des Menschen verein-
bar ist. So steht „Würde“ nach Kant in Gegensatz zu „Preis“. Während Dinge einen 
Preis haben und ausgetauscht werden können, hat der Mensch einen Wert, der 
über jeden Preis erhaben ist: „Im Reich der Zwecke hat alles entweder einen Preis 
oder eine Würde. Was einen Preis hat, an dessen Stelle kann auch etwas anderes, 
als Äquivalent, gesetzt werden; was dagegen über allen Preis erhaben ist, mithin 
kein Äquivalent verstattet, das hat eine Würde“ (Kant 1786/1999, S. 61).
Grundlegende ethische Fragen, die mit dem Digitalisierungsprozess verbunden 
sind, sind Folgende: (1) Warum sollen wir Privatsphäre weiterhin wertschätzen und 
schützen? (2) Was hat Privatsphäre mit Autonomie und Freiheit zu tun? (3) Welche 
Folgen hat die Datafizierung der Privatsphäre für den Einzelnen und unsere demo-
kratisch verfasste Gesellschaft? (4) Welche Handlungsoptionen gibt es?
2.3 Privatsphäre – was ist das?
„Privat“ wird meist in Opposition zu „öffentlich“ verwendet. Doch so eindeutig, wie 
es scheint, ist diese Trennung nicht. Sofern es sich um die Privatsphäre von Perso-
nen handelt, kann sie nicht nur Räumen oder Orten zugeschrieben werden, sondern 
auch „Handlungen, Situationen, (mentalen) Zuständen (...) und Gegenständen“ 
(Rössler 2001, S. 17). In räumlicher Hinsicht kann man sich die Verwendungswei-
sen von „öffentlich“ und „privat“ wie die Schichten einer Zwiebel vorstellen. Im In-
nersten liegt der Bereich der persönlichen (körperlichen) Intimität und Privatheit, 
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demgegenüber alles andere öffentlich ist. Die zweite Schicht ist die des klassischen 
Privatbereichs: die Familie oder andere intime Beziehungen. Repräsentiert wird 
die Privatsphäre hier meist durch private Räume wie die Wohnung. Bezogen auf 
Handlungen oder Entscheidungen kann man aber auch in der Öffentlichkeit „privat“ 
sein: Ob ich zu einer Demonstration oder in die Kirche gehe, ist ebenso meine Privat-
sache wie das Gespräch, das ich mit einem Freund im Café führe. Privates Wissen 
bzw. private Informationen können z. B. meine politische Einstellung, mein Gesund-
heitszustand oder meine Partnerschaft sein. Das heißt: „privat“ können sowohl 
Räume, Handlungen und Verhaltensweisen sowie ein bestimmtes Wissen sein. 
Für das Verständnis von Privatsphäre in einer digitalen, vernetzten Welt ist eine Defi-
nition von Beate Rössler (2001) hilfreich: „als privat gilt etwas dann, wenn man selbst 
den Zugang zu diesem ‚etwas‘ kontrollieren kann“ (S. 23). Die Kontrolle bezieht sich 
hierbei nicht nur auf das Räumlich-Körperliche, sondern ist auch metaphorisch ge-
meint und lässt sich daher sehr gut auf Informationen anwenden. Privatheit ist zu ver-
stehen „in dem Sinn, dass ich Kontrolle darüber habe, wer welchen ‚Wissenszugang‘ 
zu mir hat, also wer welche (relevanten) Daten über mich weiß; und in dem Sinn, dass 
ich Kontrolle darüber habe, welche Personen ‚Zugang‘ oder ‚Zutritt‘ in Form von Mit-
sprache- oder Eingriffsmöglichkeiten haben bei Entscheidungen, die für mich relevant 
sind“ (Rössler 2001, S. 24.). Das bedeutet, man sollte selbstbestimmt darüber ent-
scheiden können, wer was wann und in welchem Zusammenhang über einen weiß. 
3 Digitale Ethik und Medienkompetenz
3.1 Digitale Ethik
Medienethik befasst sich mit der menschlichen Kommunikation via Medien (Inter-
net, Smartphone, Fernsehen, Zeitungen/Zeitschriften, Hörfunk, Filme, Bücher etc.) 
und deren Folgen für den Einzelnen und die Gesellschaft. Im Zuge der Digitalisierung 
und damit der Durchdringung der analogen Welt durch computergestützte Medien 
erweitert sich der Anwendungsbereich der Medienethik: Gegenstand einer Digitalen 
Ethik sind alle Lebensbereiche, die durch digitale Technologie bzw. computergestützte 
Medien geprägt werden (z. B. Big Data, Internet der Dinge). Ihre Aufgabe ist es, medial 
bzw. digital vermittelte Kommunikation und die mit dieser Technologie verbundenen 
ethischen Implikationen zu reflektieren und als „Navigationsinstrument“ zu fungieren. 
Die Digitale Ethik, eine Erweiterung der angewandten Medienethik,2 versteht sich 
als Reflexionstheorie. Diese befasst sich zum einen mit den konzeptionellen Vorstel-
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lungen vom Selbst, die sich durch die zunehmende Digitalisierung verändern.3 Zum 
anderen analysiert sie individuelles Handeln, organisationale Interessen und gesell-
schaftliche Leitlinien. Darüber hinaus reflektiert sie, wie ein gelingendes Leben im 
digitalen Zeitalter aussehen kann.4 
Ziel einer angewandten Digitalen Ethik ist es, den Erwerb einer wertebezogenen 
Medienkompetenz zu fördern. Damit ist die Befähigung verbunden, Medien bzw. 
mediales Handeln bewerten, Folgen abschätzen und verantwortungsbewusst han-
deln zu können. Nukleus einer so verstandenen wertebezogenen Medienkompetenz 
ist die Befähigung zu medienethischem Reflektieren und Handeln. 
3.2 Ethische Dimension der Privatsphäre
Van den Hoven (2010) nennt vier moralische Gründe für den Schutz persönlicher 
Daten:
1. die Schädigung durch Informationen („information-based harm“), 
2. die informationelle Ungleichheit („informational inequality“), 
3. die informationelle Ungerechtigkeit („informational injustice“) sowie 
4. die moralische Autonomie („moral autonomy“) und Identifikation („moral iden-
tification“).
Schädigung durch Informationen
So geht er davon aus, dass in der Informationsgesellschaft ein neues Verletzungs-
risiko durch die Verfügbarkeit digitaler persönlicher Daten entstanden sei. Als 
Gefahren beschreibt van den Hoven nicht nur kollektive Schäden (z. B. durch Cy-
berkriminalität), sondern auch individuelle, wie Identitätsdiebstahl, Betrug, ernste 
Reputationsschäden (die z. B. die Karriere behindern) sowie Chancenminimierung 
(z. B. bezüglich eines Jobs), die durch die Klassifizierung identitätsrelevanter Daten 
möglich geworden seien.
Informationelle Ungleichheit
Nach van den Hoven (2010, S. 313) ist das Verhältnis zwischen Konsumenten und 
Anbietern nicht gleichberechtigt und fair gestaltet, da erstere nicht die Implikationen 
abschätzen könnten, wenn sie einen Vertrag zur Nutzung identitätsrelevanter Daten 
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abschließen würden. Deshalb fordert er Waffengleichheit, Transparenz und einen 
fairen Markt für persönliche Daten. Er geht davon aus, dass die Nutzer nicht grund-
sätzlich gegen eine kommerzielle Verwendung ihrer Daten sind, allerdings sollte es 
faire Regeln für die Nutzung personenbezogener Daten geben. Daraus lassen sich 
einfache Forderungen für die Datensammler ableiten: Sie müssten den Nutzern je-
derzeit auf Anfrage und unkompliziert mitteilen, welche Daten erhoben, weiter ver-
arbeitet und an Dritte weitergegeben worden sind, sowie verständlich erklären, in 
was die Nutzer konkret einwilligen, wenn sie den AGBs der Anbieter zustimmen. Es 
bedarf also einer Quid-pro-quo-Transparenz.
Informationelle Ungerechtigkeit 
Für van den Hoven (1999: 143-144) sind Informationen als soziale Güter zu verste-
hen. Er fordert in Anlehnung an Walzers Theorie der Gerechtigkeit, dass der Informa-
tionsaustausch zwischen den Sphären der Gesellschaft (z. B. medizinische, rechtli-
che, politische, kommerzielle, familiäre etc.) zu blockieren sei und die Informationen 
innerhalb einer Sphäre versiegelt und nicht miteinander vermischt werden sollten. 
Informationelle Ungerechtigkeit entstünde demnach, wenn die Grenzen der Sphä-
ren und des Zugangs nicht respektiert würden. 
Autonomie
Moralische Autonomie zu sichern bedeutet im Sinne van den Hovens (2010, S. 317), 
selbst darüber bestimmen zu können, wie man sich moralisch definiert und dar-
stellt, ohne dem Normativitätsdruck der Anderen zu unterliegen. Um die moralische 
Autonomie des Subjekts zu garantieren, müssten die Versuche der Anderen (z. B. 
der Anbieter oder andere Netzwerknutzer), das Profil und die Identität des Subjekts 
mittels Stereotypisierung sowie Tools und Techniken des Identitätsmanagements 
zu definieren, eingeschränkt werden. Der Verlust moralischer Autonomie könne zur 
Beschädigung der eigenen Identität führen, wenn die Fähigkeit und das Bedürfnis, 
Kontrolle über die Selbstdarstellung zu haben, durch die Veröffentlichung privater 
Daten beeinträchtigt werde.
Des Weiteren würde durch die Erfassung identitätsrelevanter Daten eine inadäqua-
te moralische Identifizierung („moral identification“) der Nutzer erfolgen, da die 
Komplexität moralischer Einstellungen und Haltungen nicht in „statistical terms“ 
erfasst werden könne. Ebenso würde die digitale Datenerfassung nicht die dyna-
mische Entwicklung der eigenen moralischen Biografie berücksichtigen und dem 
gerecht werden, was eine Person ausmache (vgl. a. a. O., S. 319).
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Selbstbestimmte Identität
Zu den bisher aufgeführten Gründen lässt sich noch ein weiterer ergänzen: das 
Recht auf eine selbstbestimmte Identität, das eng mit Rösslers Autonomie-Konzept 
und van den Hovens Idee einer sich entwickelnden moralischen Biografie verbun-
den ist. Das Bedürfnis, selbst bestimmen zu dürfen, welche biografischen Ereignis-
se man anderen zur moralischen Beurteilung zugänglich machen möchte, beruht 
auf der Idee, frei entscheiden zu können, welche Lebensentwürfe, Rollen und Werte 
als die ‚richtigen‘ erkannt werden. Dies kann als das Recht auf Lebensexperimente 
beschrieben werden. Aufgrund der typischen Merkmale von Daten – Langlebigkeit, 
Durchsuchbarkeit, Reproduzierbarkeit und Skalierbarkeit – ist alles, was jemand 
in seinem Leben zum Zeitpunkt t1 veröffentlicht hat, auch noch zu einem späte-
ren Zeitpunkt t2 auffindbar, so dass im Grunde Vergangenes und Gegenwärtiges 
synchronisiert wird. Sich persönlich zu entwickeln heißt, auch Fehler zu machen 
und entscheiden zu dürfen, inwieweit diese anderen zur Beurteilung offenbart oder 
verheimlicht werden sollen. Gerade in der Jugendphase ist es wichtig, seine Gren-
zen auszuloten, sich zu orientieren und Rollen auszuprobieren. Was Jugendliche in 
dieser Phase äußern und auf ihre Profilseite stellen, kann möglicherweise ein paar 
Jahre später (oder auch schon früher) nicht mehr ihrer Lebensauffassung und ihrem 
Wertesystem entsprechen. Nutzern das Recht auf Vergessenwerden und selbstbe-
stimmte Erinnerung zu nehmen, heißt, sie in ihrer Rollenfindung und moralischen 
Entwicklung zu behindern. 
Normierung und Selbstzensur
Wie bereits im Volkszählungsurteil erwähnt wurde, kann die Tatsache der ständigen 
Datenerfassung Menschen dazu veranlassen, sich in ihrem Verhalten einzuschrän-
ken, nicht aufzufallen bzw. sich an vermeintlich Normatives zu halten: „Wer unsicher 
ist, ob abweichende Verhaltensweisen jederzeit notiert und als Information dauer-
haft gespeichert, verwendet oder weitergegeben werden, wird versuchen, nicht 
durch solche Verhaltensweisen aufzufallen.“5 Sich nur stromlinienförmig zu verhal-
ten und zu äußern bzw. die eigene Meinung zu verschweigen oder gar den Kontakt 
zu Menschen unterbinden, die sich politisch kritisch äußern, hätte fatale Folgen für 
eine auf Meinungsfreiheit und Autonomie begründete Demokratie. Es würde sich 
damit im digitalen Zeitalter eine selbstzensorische Schweigespirale in Gang setzen.
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3.3 Privatheitskompetenz
Um eine Balance zwischen den Errungenschaften der Digitalisierung und dem 
Schutz der Privatsphäre – also ein gelingendes Leben im digitalen Zeitalter – zu 
ermöglichen, bedarf es der Förderung von Privatheitskompetenz. Das Verständnis 
für die Bedeutung der Privatsphäre und ihre Wertschätzung ist im Bildungssystem 
(Schule, Hochschule etc.) und im öffentlichen Diskurs nachhaltig zu verankern. Im 
Wesentlichen geht es darum, die häufig geäußerte Meinung „Ich hab‘ ja nichts zu 
verbergen“ als hoch riskant zu outen. 
Allerdings kann der Schutz der Privatsphäre nicht individuell ohne den dafür nötigen 
rechtlichen und politischen Rahmen gesichert werden. Dass Problem, wie persön-
liche Daten geschützt werden sollen, kann nicht auf den Schultern des Einzelnen 
abgeladen werden. Die Förderung von Privatheitskompetenz ist zwar notwendige 
Voraussetzung für eine Sensibilisierung im Umgang mit den digitalen Medien, hin-
reichend für den Schutz der Privatsphäre ist sie nicht. Letztlich bedarf es regulatori-
scher Schritte und eines politischen Willens, um ein verantwortungsvolles Konzept 
der Privatheit und entsprechende technische Lösungen zu entwickeln.
Wie in der medienpädagogischen Arbeit eine Sensibilisierung für die Folgen der 
Datafizierung der Privatsphäre aussehen könnte, soll an einem Projektbeispiel im 
Folgenden näher skizziert werden. 
4  Big Data und Privatsphäre: Ansätze für die  
medienpädagogische Arbeit
Medienpädagogik und Medienethik beschäftigen sich aus unterschiedlichen Per-
spektiven mit Fragestellungen zur Wertekonstruktion und -orientierung der Nutzer 
sowie deren Motive für ihr Verhalten im Netz. Ebenso interessieren sich beide Seiten 
für die Wirkungen moralisch relevanter Inhalte im Internet und die Folgen medialer 
Handlungen für die Nutzer. Die Medienpädagogik und die Medienethik zusammen-
zuführen und von den Erfahrungen und Erkenntnissen beider Seiten zu profitieren, 
war Ziel der Zusammenarbeit der beiden Kooperationspartner EU-Initiative klicksafe 
und Institut für Digitale Ethik (IDE). 
Im Kontext von (medien-)pädagogischer Kompetenzförderung ist die Auseinander-
setzung mit Werten und darauf aufbauenden Haltungen grundlegend, um eigene 
Verhaltensweisen zu reflektieren. Im Rahmen der Medienkompetenzförderung 
spielen deshalb ethische Fragestellungen eine immer größere Rolle. Denn es geht 
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nicht nur um eine theoretische Auseinandersetzung mit ethischen Werten und mo-
ralischem Handeln, sondern auch um deren praktische Anwendung im Umgang mit 
Medien. Durch die allgemeine Zugänglichkeit und schwere Kontrollierbarkeit des 
Internets sind moralische Normen nur beschränkt wirksam. klicksafe und das Insti-
tut für Digitale Ethik (IDE) haben sich deshalb damit auseinandergesetzt, wie eine 
wertebezogene Medienkompetenz gefördert werden kann und welche Unterstüt-
zung Jugendliche konkret benötigen, um Haltungen zum verantwortlichen Handeln 
im Netz entwickeln zu können.6 Es folgt ein Einblick in die grundlegenden Ansätze 
dieses Kooperationsprojekts.
4.1 Privatsphäre und Öffentlichkeit aus der Sicht von Jugendlichen
Digitale Technologien verkomplizieren die soziale Dynamik, mit der Jugendliche kon-
frontiert sind, durch ihre Langlebigkeit, Sichtbarkeit, Verbreitbarkeit sowie Auffind-
barkeit. Die US-amerikanische Medienwissenschaftlerin und Sozialforscherin Danah 
Boyd setzte sich in ihrer Untersuchung über das Leben von Jugendlichen in Sozialen 
Netzwerken7 mit deren Verständnis von Privatsphäre auseinander und konnte damit 
interessante Ergebnisse für die medienpädagogische Arbeit mit Jugendlichen liefern. 
Sie stellte fest, dass Jugendliche sehr wohl an der Wahrung ihrer Privatsphäre inter-
essiert sind; wie sie diese verstehen und erleben, unterscheidet sich aber oft von der 
Logik der Erwachsenen. Boyd stellt dar, wenn Jugendliche Privatsphäre suchen, dann 
tun sie das vorrangig in Beziehungen zu Personen, die Macht über sie haben. Dies 
bedeutet vor allem gegenüber Erwachsenen, wie beispielsweise Eltern und Lehrkräf-
ten. Jugendliche wollen am öffentlichen Leben teilhaben und sie wollen sich vor allem 
außerhalb des Zugriffs der Eltern bewegen, das heißt ohne elterliche Überwachung. 
Dabei entwickeln sie ausgeklügelte Techniken zur Steuerung der Kontexte und zur 
Selbstdarstellung, um von der von ihnen anvisierten Zielgruppe richtig interpretiert zu 
werden. Darüber hinaus müssen sie Strategien zur Bewältigung der ständigen Über-
wachung durch Erwachsene aus ihrem Umfeld aufbauen. Zusätzlich müssen sie mit 
den unsichtbaren Zuhörern und Zuschauern und kollidierenden Kontexten umgehen 
lernen. Der Aspekt der unsichtbaren Nutzer ist für Jugendliche besonders schwer 
nachvollziehbar, da sie sich oft nicht vorstellen können, wer sich außerhalb des eige-
nen Umfelds für ihre Aktivitäten im Netz interessieren sollte. 
Aus der Perspektive von Jugendlichen sind diese vernetzten Öffentlichkeiten, in de-
nen sie sich bewegen, nicht öffentlich – sie sind aus ihrer Sicht privat –, da sie 
sich in ihrem Peer-Umfeld wähnen. Jugendliche erwarten von ihrer Familie und ihren 
Freunden, dass verschiedene Kontexte verstanden und respektiert werden. Nach 
Boyd haben Jugendliche im Social Web häufig mit der Handhabung von sozialen 
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Normen zu kämpfen. Da diese Möglichkeit der Teilnahme am öffentlichen Leben 
aber viele Chancen für sie bietet, sind sie der Meinung, dass diese Chancen die 
möglichen negativen Konsequenzen ausgleichen.8
Aus den Ergebnissen der Arbeiten von Danah Boyd ergeben sich deshalb wesent-
liche Schlussfolgerungen für das (medien)pädagogische Handeln. In erster Linie 
ist es von besonderer Bedeutung, mit Jugendlichen in einen Diskurs zu gehen und 
ein Verständnis zu erarbeiten, was es bedeutet, öffentlich und zugleich in der Öf-
fentlichkeit zu sein. Jugendliche benötigen dahingehend Unterstützung, dass sie 
die Möglichkeit erhalten, Fähigkeiten zu entwickeln, soziale Kontexte besser ver-
stehen und definieren zu können. Sie brauchen dabei aber den Rückhalt und die 
Hilfe von Erwachsenen, die ihnen Angebote machen, damit sie Perspektiven und 
Fertigkeiten entwickeln können, um die Komplikationen des Lebens in vernetzten 
Öffentlichkeiten zu bewältigen. Privatheitskompetenz hat in diesem Zusammen-
hang eine Schlüsselfunktion inne.
4.2  Orientierungen für den Anbahnungsprozess von  
Privatheitskompetenz
Privacy Paradox
Obwohl allgemein bekannt ist, dass man im Netz vorsichtig sein soll mit der Preisga-
be persönlicher Informationen, und die NSA-Affäre das Thema Datenschutz zusätz-
lich in das öffentliche Bewusstsein katapultiert hat, existiert nach wie vor das so-
genannte Privacy-Paradox. Dies ist kein Phänomen, das ausschließlich bei Kindern 
und Jugendlichen anzutreffen ist, sondern es zeigt sich in ähnlicher Weise ebenso 
bei vielen Erwachsenen. 
Mit dem Privacy Paradox wird das Phänomen beschrieben, dass die Nutzer den 
Schutz ihrer Privatsphäre zwar generell für wichtig halten, dies aber nicht unbedingt 
auf ihr Handeln übertragen. Es gibt einige mögliche Erklärungen für dieses paradoxe 
Verhalten: So könnte mangelndes Wissen über vorhandene Schutztechniken oder 
Probleme im Umgang mit diesen die Ursache sein. Oder aber das genaue Gegen-
teil: Eine digital sozialisierte Generation glaubt, „die digitale Selbstdarstellung unter 
Kontrolle zu haben. Dass man also das komplexe Gesamtbild, das man von sich 
digital mosaikhaft zusammensetzt, steuern könne.“9 Ein wesentliches Motiv könnte 
auch die starke Gewöhnung an den Komfort der digitalen Dienste und Geräte sein, 
die bis hin zur Abhängigkeit gehen kann. Vielleicht existiert aber auch grundsätzlich 
ein mangelndes Bewusstsein gegenüber den Folgen der digitalen Datenpreisgabe, 
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weil die Probleme zu komplex sind, um sie einer größeren Öffentlichkeit verständlich 
zu machen?10
4.3 Dimensionen von Privatheitskompetenz
Das Phänomen des Privacy Paradox macht noch einmal mehr die Relevanz von 
Privatheitskompetenz deutlich sowie auch die Bedeutsamkeit, diese Kompetenzen 
frühzeitig anzubahnen. Um sich die Fähigkeiten anzueignen, die im Zusammenhang 
mit Privatheitskompetenz benötigt werden, gibt es verschiedene Dimensionen, die 
berücksichtigt werden müssen. Sich diese Befähigungen anzueignen, ist komplex 
und kein leichtes Unterfangen und muss sukzessiv aufgebaut werden. Die Anbah-
nung der einzelnen Dimensionen sollte sich am Alter und am Entwicklungsstand der 
Zielgruppe orientieren.
In summa gehören zur Privatheitskompetenz (privacy literacy) folgende Fähigkeiten:
• die Reflexionsfähigkeit, warum Privatheit und Anonymität als schützenswert 
einzustufen sind (ethische Kompetenz), 
• das Wissen, wer private Daten zu welchem Zweck erhebt, verarbeitet und wei-
tergibt (strukturelle Kompetenz), 
• die Abschätzung der Folgen, die sich aus der Veröffentlichung privater Daten 
ergeben könnten (Risikokompetenz), 
• das Wissen über mögliche (Selbst-)Schutzmaßnahmen und Privatheit schüt-
zende Kommunikationsmedien (Handlungskompetenz) sowie 
• die Befähigung, über Machtaspekte der Digitalisierung – kurz Big Data, Big 
Power und Big Money – zu reflektieren (systemische Analyse und politisches 
Wissen).11
5 Werte, Haltungen, Ethos – wie ist der Zusammenhang?
5.1 Die Entwicklung einer Haltung ist ein sozialer Lernprozess
In der soziologischen und psychologischen Werteforschung werden den Werten be-
stimmte Funktionen zugeschrieben. So können Werte Handlungen und Verhaltens-
weisen steuern: „Wert ist eine explizite oder implizite, für ein Individuum oder eine 
Gruppe charakteristische Konzeption des Wünschenswerten, welche die Auswahl 
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unter verfügbaren Handlungsarten, -mitteln und -zielen beeinflusst.“ Zugleich steu-
ern sie die Wahrnehmung der Welt und deren Beurteilung: „Wert wird (...) als ein 
inneres bzw. internalisiertes Konzept verstanden, das mitbestimmt, wie wir die Welt 
sehen und uns in ihr verhalten.“12
Werte sind also als Vorstellungen, Ideen oder Ideale zu verstehen. Werte bezeichnen, 
was wünschenswert ist – sie sind bewusste oder unbewusste Orientierungsstan-
dards und Leitvorstellungen. Aus Werten lassen sich bestimmte Vorgaben ableiten, 
die als Normen gelten. Diese ethischen Normen und Werte erwachsen generell aus 
dem Zusammenleben von Menschen und werden in einem Aushandlungsprozess 
immer wieder geprüft. Dies ist ein Prozess ständiger Rückbesinnung und Bewer-
tung, aus dem sich neue Perspektiven entwickeln können. Solche Aushandlungs-
prozesse sind immer auch von Machtverhältnissen und Interessen geprägt. Damit 
diese Prozesse reflektiert und differenziert verlaufen, muss ein Bewusstsein für die 
eigenen Normen und Werte vorhanden sein, das sich im Verhalten des Menschen 
ausdrückt. Eine Haltung kann gefestigt sein, aber auch unsicher oder ambivalent. 
Die Entwicklung einer Haltung ist ein sozialer Lernprozess und findet statt durch die 
Auseinandersetzung mit den eigenen Erfahrungen, im Dialog mit anderen und in 
der Anleitung, das Handeln zu prüfen und gegebenenfalls zu verbessern. Damit dies 
ermöglicht wird, braucht es Lernumgebungen, die Raum zur Sensibilisierung, Refle-
xion, Bewertung und der Auseinandersetzung mit Wertekonflikten bieten, damit eine 
eigene Haltung entwickelt oder weiterentwickelt werden kann.13
5.2 Die medienethische Roadmap und Wertekonflikte
Sich mit den „Settings“ bzw. Lernräumen für die Entwicklung von Haltungen ausei-
nanderzusetzen, war das Ziel, welches mit dem Kooperationsprojekt von klicksafe 
und dem Institut für Digitale Ethik (IDE) über das Handbuch „Ethik macht klick – 
Werte-Navi für das digitale Leben“ verfolgt wurde. Mit den Anregungen im gemein-
sam entwickelten Arbeitsmaterial sollen Denkprozesse zum moralischen Urteilen 
und Handeln angestoßen werden, die Schülerinnen und Schüler dazu befähigen, 
ein gelingendes Leben im Umgang mit digitalen Medien zu führen und eine eigene 
Haltung zu entwickeln – ein Ethos.
Zu diesem Zweck wurden Prozessphasen (medienethische Roadmap) entwickelt, 
die sieben unterschiedliche Schritte vorsehen. Die Schritte eins bis vier sind im Kon-
text medienpädagogischer Arbeit bekannt, da sie Sensibilisierung, Wissensvermitt-
lung und Reflexion in den Mittelpunkt stellen. Zuerst wird die Situation analysiert, 
indem die wissenschaftlichen Erkenntnisse zum jeweiligen Themengebiet sowie die 
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Beteiligten aufgezeigt werden: Wer ist wovon betroffen? Welche Interessen treffen 
aufeinander (Schritte 1 und 2)? Sodann werden mögliche Auswirkungen des Han-
delns analysiert und reflektiert: Wie würden die Folgen des Handelns aussehen? 
Gibt es Handlungsalternativen (Schritte 3 und 4)? 
Mit dem fünften bis siebten Schritt wird ein „neuer“ Weg eingeschlagen, hier geht 
es  – aufbauend auf den Schritten 1-4 – um die Auseinandersetzung mit den eige-
nen Werten und der Entwicklung von „neuen“ Handlungsmöglichkeiten und Haltun-
Abb. 1: Die medienethische Roadmap
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gen. Kern dieser Prozessphasen ist das Arbeiten mit Wertekonflikten, bzw. morali-
schen Dilemma-Situationen.
Wertekonflikte„Wasistmirwichtigundwarum?“
Ein moralisches Dilemma ist ein Entscheidungskonflikt, in dem sich (mindestens) 
zwei gleichrangige Werte oder Prinzipien gegenüberstehen, die der Handelnde ein-
zeln normalerweise nicht verletzen würde. Er befindet sich also in einer Zwickmühle. 
„Ihm stehen bei einer Entscheidung zwei Handlungsmöglichkeiten zur Verfügung, 
die beide moralisch plausibel erscheinen, die sich jedoch gegenseitig ausschließen. 
Gleich, welche Wahl man trifft, man verletzt einen moralischen Grundsatz. Ein Di-
lemma enthält also einen Widerspruch, mit dem man sich in der Regel nicht abfin-
den will. Um überhaupt eine Entscheidung treffen zu können, muss man versuchen, 
eine Abwägung zugunsten der einen oder der anderen Seite zu treffen. Am Ende 
dieser Abwägung gelangt man zu einer Entscheidung, bei der eine der beiden Hand-
lungsmöglichkeiten höher gewichtet wird als die andere. Für diese wird sich dann in 
der Regel entschieden. Ein moralisches Dilemma ist kein Gedankenspiel, sondern 
ein stetig wiederkehrendes Problem der alltäglichen Praxis, das unmittelbar unter 
Entscheidungsdruck setzt und für den Entscheidenden tatsächliche Konsequenzen 
nach sich zieht.14
Diese Reflexion von Wertekonflikten und das Sammeln von Begründungen für die 
unterschiedlichen Auffassungen fördern die Werteentwicklung von Kindern und Ju-
gendlichen, indem sie Probleme in Dilemma-Geschichten gemeinsam diskutieren. 
So werden sie zum „lauten Denken“, zum Erkennen bisher noch nicht bedachter 
Aspekte sowie zu überlegten Begründungen angeregt. Als methodische Instrumente 
werden erfundene Fallgeschichten oder Rollenspiele eingesetzt, welche an der Le-
benswelt der Kinder- und Jugendlichen anknüpfen. Diese sollen über das „Eintreten 
in die Fußstapfen einer anderen Person“ einen Perspektivenwechsel anregen und 
verschiedene Sichtweisen und Konsequenzen beleuchten. Denn die Voraussetzung, 
um eine eigene Haltung zur jeweiligen Situation zu entwickeln, ist neben der Fä-
higkeit zur Folgenabschätzung insbesondere die Analyse und Reflexion der Werte-
konflikte (Dilemmata): Welche Werte, Maßstäbe und Normen werden angewendet? 
Welche Werte stehen sich dabei widersprüchlich gegenüber? Welche sollten Priori-
tät haben – und warum (Schritte 5 und 6)? Zum Abschluss werden im letzten Schritt 
Handlungsmöglichkeiten für den Einzelnen, eine Gruppe (z. B. eine Schulklasse) 
oder die gesamte Gesellschaft aufgezeigt: Was kann ich tun bzw. was kann getan 
werden (Schritt 7)? 
Petra Grimm, Birgit Kimmel: Big Data und der Schutz der Privatsphäre
5.3  Die Stufen der medienethischen Roadmap zu Privatsphäre 
und BigData
• Verständnis für die Bedeutung von Privatheit schaffen
-
• Sensibilisierung für die Datenpreisgabe und die Datensammlung
• Auseinandersetzung mit den Risiken von Big Data
• -
-
• 
-
• Ethos der Privatheit entwickeln
-
• -
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Gerda Sieben
Big Data – ein Thema für die Jugendmedienarbeit 
Verhindern, dass wir Datenspuren hinterlassen, können wir nicht, und Kontrolle 
über unsere Daten haben wir nur in sehr beschränkten Umfang. Offensichtlich müs-
sen wir die Auflösung oder zumindest die Einschränkung von Privatheit, wie meine 
Generation sie noch beim Volkzählungsboykott in den achtziger Jahren verteidigen 
wollte, hinnehmen. Weder Cryptopartys noch die Datenabstinenz einiger Weniger 
werden das Rad zurückdrehen. Wie also sollen wir als verantwortliche (Medien-) Pä-
dagog(inn)en mit der Entwicklung umgehen? Im jfc Medienzentrum Köln haben wir 
versucht, Antworten auf diese Fragen zu finden. Ergebnis dieses Prozesses ist die 
Arbeitshilfe „Big Data für die Jugendarbeit“, die in diesem Beitrag vorgestellt wird.
1 Ein Thema für die Medienpädagogik?
Die Medienpädagogik möchte Jugendliche nicht nur zu kompetenten Mediennut-
zer(inne)n erziehen, die die Regeln im Netz beachten und Medien für ihre Interessen 
einsetzen können, sondern sie fördert auch „Bewusstsein für die kulturell-kommuni-
kative, ökonomische und politische Bedeutung, die Medien in globalisierten Gesell-
schaften haben, [...] sie fördert Medienkritik, die sich sowohl auf die gesellschaftli-
che Medienentwicklung als auch die (selbstreflexive) Mediennutzung und die eigene 
Gestaltung mit Medien bezieht“1. 
Als Erziehende fühlen wir uns jedoch oft schlecht informiert und verstehen erst 
bruchstückhaft, was „Big Data“ bedeutet. Denn neben den Risiken gibt es ja zwei-
fellos auch Chancen, aus der Auswertung großer Datenmengen Nutzen zu ziehen, 
z.B. in den Bereichen Kommunikation, Gesundheit oder Umweltschutz. Anders als in 
vielen klassischen Medienprojekten haben wir keine erprobten und gut durchdachten 
Positionen und Argumente zur Hand. Darum schien es uns wichtig, Informationen 
zusammenzustellen, um dann weiterführende Fragen stellen zu können: Wenn Da-
ten das „Rohöl der Zukunft“ sind, wem gehören die Daten und die Gewinne daraus? 
Wenn jede Person in unserem Land eine digitale Spur hinterlässt, was bedeutet das 
für die Demokratie? In welchem Verhältnis steht unser Bedürfnis nach Sicherheit 
und Bequemlichkeit zu unserem Wunsch nach Freiheit? Wenn die Digitalisierung 
immer mehr menschliche Arbeit ersetzt, wie sichern wir dann die sozialen Systeme? 
Wie können wir den Staat ermutigen, unsere Persönlichkeits- und Urheberrechte vor 
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internationalen Konzernen und „befreundeten“ Ländern zu schützen? Wie kann der 
soziale Wert des Teilens – eine der Utopien des „freien Internet“ – von der Enteig-
nung durch Google, Facebook und Co. unterschieden werden? 
Die klassischen Ansätze im Bereich des Jugendmedienschutzes beziehen sich vor 
allem auf die bewusst eingegeben Daten z.B. in sozialen Netzwerken, sie schützen 
Jugendliche vor allem vor anderen Nutzern. Noch kaum entwickelt sind Methoden, 
die dazu beitragen, die wirtschaftlichen und politischen Implikationen von Big Data 
für Jugendliche durchschaubarer zu machen. Im Sinne von aktueller Medienkritik 
und -reflexion sollten wir uns damit auseinandersetzten, dass sich mit den vernetz-
ten Medien durch vielfältige Endgeräte immer genauere Profile individueller Perso-
nen und Nutzergruppen anlegen lassen; Profile, die ausgewertet und in relevanten 
gesellschaftlichen Zusammenhängen genutzt werden. Ob zu unserem Nutzen oder 
Schaden, gilt es zu reflektieren und demokratisch zu entscheiden. 
Im Sinne der Vermittlung von Mediennutzungs- und Medienproduktionsfähigkeiten 
sollten wir aber auch fragen, wie Jugendliche Chancen, die sich durch die Auswer-
tung großer Datenmengen ergeben, nutzen können. 
2 Die Arbeitshilfe „Big Data für die Jugendarbeit“
Ausgehend von diesen Gedanken entstand das Konzept für eine Arbeitshilfe: Big 
Data für die Jugend(medien)arbeit. Wir gingen davon aus, dass sowohl Pädago-
g(inn)en als auch junge Menschen mehr Hintergrundinformationen brauchen, um 
Big Data nicht nur aus der individuellen Perspektive (Wie verhalte ich mich richtig?), 
sondern auch aus einer politischen Perspektive (Welche Interessen stecken hinter 
den Datensammlungen und Algorithmen? Welche Chancen und Konsequenzen hat 
ihre systematische Auswertung?) zu betrachten. Die entstandene Arbeitshilfe glie-
dert sich in vier Teile, die hier kurz vorgestellt werden. 
2.1 Was ist Big Data?
Im ersten Teil werden die wichtigsten Aspekte des Themas dargestellt: Wie Daten 
aus unterschiedlichen Quellen über vernetzte Geräte gesammelt und miteinander 
verknüpft werden können (Big Data Mining). Wie Algorithmen und andere Auswer-
tungsverfahren aus den Daten neue Informationen generieren, wie die Ungenauig-
keit der Einzeldaten durch die große Zahl und den intelligenten Abgleich mit vielen 
Daten kompensiert werden und oft zu sehr genauen Aussagen führen. 
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2.2 Welche Auswirkungen hat Big Data?
Hier hat uns die Recherche schnell von einem zum nächsten Bereich geführt, an 
dem die Auswertung großer Datenmengen derzeit relevant wird. Vermutlich gibt es 
nur wenige Bereiche der Gesellschaft, wo diese Möglichkeiten jetzt oder in naher 
Zukunft nicht genutzt werden. Wir stellen in der Arbeitshilfe neun Bereiche vor, von 
denen wir glauben, dass sie auch für Jugendliche relevant sind:
• Gesundheit
•  Verkehr und Reisen
•  Shopping
•  Journalismus und die „Filter Bubble“
•  Partizipation und Demokratie
•  Social Media
•  Bildung
•  Kriminalität
•  Arbeit und Beruf 
2.3 Wie können wir auf die Herausforderung Big Data reagieren?
Mit der Arbeitshilfe möchten wir anregen, mit Jugendlichen darüber ins Gespräch zu 
gehen, was Big Data bedeutet, welche der Entwicklungen man begrüßen und unter-
stützen kann, welche man bekämpfen oder politisch gestalten sollte. Dazu haben 
wir recherchiert, welche Reaktionen es auf die Herausforderungen gibt. Auseinan-
dergesetzt haben wir uns mit einigen derzeit bekannten Strategien: 
Abstinenz 
Kann man noch aussteigen? Welche Möglichkeiten gibt es und welche Konsequen-
zen hat es? Der Komplettausstieg aus der digitalisierten Umwelt erschien uns als 
keine realistische Alternative, die man Jugendlichen empfehlen kann. Doch muss 
es nicht gleich der komplette Ausstieg sein. Selektive Abstinenz ist möglich, also 
z.B. ein Boykott der bekanntermaßen datenschürfenden Dienste und die Nutzung 
sichererer Alternativen. 
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Datensparsamkeit
In der pädagogischen Debatte wird derzeit meist empfohlen, Kinder und Jugendliche 
zur Datensparsamkeit zu erziehen: weg vom „Oversharing“ aller Alltagsdetails, Ver-
meidung der Preisgabe des vollen Namens, der Adresse oder Handynummer. Gerade 
bei Kindern macht diese Empfehlung Sinn u.a., um sie beispielsweise vor sexueller 
Belästigung zu schützen.2 Die JIM-Studie3 2014 zeigt, dass dies viele Jugendliche be-
reits praktizieren.
Digitale Selbstverteidigung
Nach Edward Snowdens Enthüllungen im Sommer 2013 erlebte der Begriff „digitale 
Selbstverteidigung“ einen Boom, wurde u.a. vom Digitalcourage e.V. und von der Pira-
tenpartei aufgegriffen. Anfang 2013 erschien in Deutschland das Buch „Mich kriegt 
ihr nicht! Gebrauchsanweisung zur digitalen Selbstverteidigung“ von Steffan Heu-
er und Pernille Tranberg. Sie schlagen verschiedene Verhaltensweisen vor, die das 
Sammeln und Re-Identifizieren unserer Daten erschweren sollen (Cookies löschen, 
mehrere Browser verwenden etc.). In dieser Logik argumentieren auch Aktivisten von 
CryptoParties: Sie organisieren Events, bei denen in unterhaltsamer Form (möglichst) 
abhörsicher verschlüsselte Kommunikationsformen vorgestellt werden. Für informati-
kaffine Jugendliche ist das ein großer Spaß, doch sind hier nicht alle zu begeistern. Ob 
es mit diesen Ansätzen gelingt, die Anforderungen und Bequemlichkeiten des Alltags 
vernetzter Kommunikation individuell zu regulieren, muss sich zeigen. Es ist sicher 
sinnvoll, mit Jugendlichen Selbstversuche digitaler Selbstverteidigung zu starten und 
zu reflektieren, wo und warum Probleme bei der Umsetzung auftauchen.
Kompetente Nutzung und Selbermachen
Handlungsorientierte Ansätze werden oft als Königsweg der Medienpädagogik ge-
nannt: Was man selbst macht, kann man leichter durchschauen. Doch wie kann das 
bei einem so komplexen Thema gelingen? Bereits die „Digitale Selbstverteidigung“ 
fordert eine intensive Auseinandersetzung mit der eigenen Software. Mit interes-
sierten und technisch versierten Jugendlichen könnte man noch einen Schritt weiter 
gehen und z.B. mit der freien Software Apache Hadoop eigene Big Data-Analysen 
auf Basis im Internet frei verfügbarer Datenbestände durchführen. Doch das ist ver-
mutlich nur mit stark an Informatik interessierten Jugendlichen möglich. 
Offener und mit unterschiedlichen Gruppen von Jugendlichen umsetzbar scheint 
uns die Kombination von spielerischen, künstlerischen und technischen Ansätzen: 
Unter dem Motto FUN HACKING, BIG DATA & PIXEL ART experimentieren wir aktuell 
-
-
-
-
-
gen geschehen.
-
. 
Gerda Sieben: Big Data – ein Thema für die Jugendmedienarbeit 
-
Open Data-Projekte
-
-
Politisches Engagement
-
-
 2DieArbeitshilfe„BigDatafürdieJugendarbeit“
137
2.4 Materialien
Im letzten Teil der Arbeitshilfe werden Informationen, Materialien und Methoden 
zusammengestellt, mit denen das Thema Big Data mit Jugendlichen aufgegriffen 
werden kann: 
• „Spüren, was man teilt“: Methoden, wie man mit Jugendlichen nachvollziehen 
kann, wo welche Daten über jeden Einzelnen im Netz gefunden werden können.
• „Mein Tag in Datenspuren“: Ideen, wie man Bewusstsein dafür schärfen kann, 
wo überall man im Alltag Datenspuren hinterlässt.
• Spiele: Hier werden mehrere Spiele vorgestellt, u.a. Smart Home, DataDealer 
und das bereits erwähnte Spiel „Start-up in Datarryn“.
• Online-Einführungen (Videos, Interviews, Literatur): Hier haben wir gute Videotuto-
rials, Hintergrundtexte, filmische Dokumentationen und Interviews zusammenge-
stellt. Die unterschiedlichen Medien können je nach Alter der Beteiligten und The-
menschwerpunkt zusammengestellt werden. Besonders interessant und hilfreich 
ist die im April 2015 gestartete Online-Dokumentation „Do not track“, eine „perso-
nalisierte Web-Serie über das Geschäft mit unseren Daten“7. In kurzen Episoden, 
im Mischformat aus Videosequenzen und interaktiven Abfragen und Grafiken kann 
der Betrachter bzw. die Betrachterin erfahren, auf welche Weise er oder sie von 
bevorzugten Websites „getrackt“, also durchs WWW verfolgt und erfasst wird und 
was im Zuge von Big Data Mining mit seinen oder ihren Daten angestellt werden 
kann. Die Web-Serie bietet einen Einstieg, der auch mit Jugendlichen genutzt wer-
den kann und erleichtert die Fokussierung auf einzelne Aspekte. 
• Tools: Einzelne Angebote sind bei der Arbeit mit Jugendlichen hilfreich, um die Wir-
kung von Big Data sichtbarer machen, beispielsweise „Panoptiklick“8. Hier kann man 
den „Fingerabdruck“ des eigenen Browsers überprüfen, den jede besuchte Websi-
te abrufen kann; und es wird berechnet, wie einzigartig dieser „Fingerabdruck“ ist, 
sprich: ob man allein aufgrund der eigenen Browsereinstellungen eindeutig identifi-
zierbar ist. Das von Amnesty International und anderen NGOs entwickelte Tool „De-
tekt“9 scannt Rechner nach „Staatstrojanern“ und ähnlicher Überwachungssoftware.
• Filmliste: Viele der mit Big Data verbundenen Fragen sind gesellschaftspoliti-
scher und philosophischer Natur. Will man sie nicht abstrakt diskutieren, son-
dern konkret und beispielhaft, dann helfen Spielfilme. Mein Kollege Joachim 
Steinigeweg hat eine Filmliste zusammengestellt, die genutzt werden kann, um 
einen Einstieg in das Thema zu finden, z.B. gesellschaftliche und philosophi-
sche Fragen dazu mit dokumentarischen und fiktiven Filmen zu vertiefen. Hier 
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sind sowohl die emotionalisierenden wie analytischen Einsatzmöglichkeiten der 
Filme eine große Unterstützung. 
Wir möchten die Arbeitshilfe schrittweise mit weiteren Methoden, die sich aus der 
Vertiefung von einzelnen thematischen Aspekten ergeben, weiterentwickeln und 
freuen uns auf einen Austausch über medienpraktische Erfahrungen dazu. 
3  Pädagog(inn)en mit Erfahrungen treffen zukunftsoffene 
Jugendliche
Während es vielen Erwachsenen eher gruselt, wenn sie sich vorstellen, was mit der 
Auswertung großer Datenmengen möglich ist und wie gut das für Überwachung und 
Manipulation taugt, wachsen Jugendliche in eine digitalisierte Umwelt hinein, die 
ihnen diese Erwachsenengeneration vorbereitet hat. Für sie scheint klar, dass die 
digitalisierte Umwelt unumkehrbare Realität und ihre Zukunft ist. 
Wolfgang Schindler stellte schon 2006 in seinem Text „Mit Netz und doppeltem 
Boden“ die These auf, dass jugendliche Selbstpräsentation im Netz eine effektive 
Vorbereitung auf eine von der Elterngeneration noch ungesehene Zukunft sei, eine 
„intuitiv gelungene Anpassung junger Menschen an die ‚future values’“ (Schindler 
2007, S. 9). Mit dieser Intuition, so Schindler, reagieren sie auf die Aufweichung 
der Grenzen in vernetzten globalisierten Gesellschaften, die die alten Vorstellungen 
von abgrenzbaren privaten, nationalstaatlichen, familiären, etc. Räumen ablöst und 
einer „liquid modernity“ (Bauman 2000) Platz macht. 
Jugend(medien)arbeit zu diesem Thema wird ein Balance-Akt bleiben: Zwischen 
bekannten Gefahren und theoretisch möglichen Schadensmöglichkeiten einerseits, 
und den Chancen, Potenzialen, Bequemlichkeiten der kostenfreien Online-Dienste, 
neuen Präventionsstrategien und individualisierten Waren und Dienstleitungen an-
dererseits; der Verteidigung der Privatsphäre und dem Streiten um die demokrati-
sche Kontrolle der Datennutzung. 
Doch gerade weil die Auswirkungen von Big Data ambivalent und schwer einschätz-
bar sind, sollten Jugendliche und Erwachsene gemeinsam Fragen stellen. Ge-
braucht wird sowohl der Zukunftssinn der Jugendlichen, ihre Intuition für das, was 
die Zukunft für sie offen hält und von ihnen verlangen wird, als auch die Erfahrung 
der Erwachsenen mit ihrem politischen Denken, Erinnerungen an den Umgang der 
Nazis und der DDR mit Daten, mit Begriffen, die gesellschaftliche Zusammenhänge 
analysieren helfen, wie „Macht“ und „Interesse“, mit der Fähigkeit, ihr Verhalten 
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