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Abstract 
Let ~ be a nonlinear boolean connective with equal number of zero and unit entries in its 
table. We study an iterative process of combining randomly chosen boolean functions from 
some starting set G via the connective ~. We suppose that all functions in G are defined on the 
same finite nonempty domain M. We are interested in the situations, when the process 
converges to the uniform distribution on {0, 1} M. We classify the boolean connectives ~ accord- 
ing to the asymptotic rate of this convergence. 
Although the probability of any function in our process converges to (±)tul, there are some 2 
differences in the terms of lower order of magnitude. If M is the boolean cube of an even 
dimension and G is the set of all linear boolean functions of n variables and the connective 
belongs to the class of the lowest possible rate of convergence in the above-mentioned 
classification, we can express the main nonconstant term of the asymptotic expansion of the 
probability of occurring of a single function fthrough the Fourier transform of f. Using this, we 
prove that the bent functions achieve asymptotically the minimal probability of occurring 
among all boolean functions. At the same time, the linear functions achieve asymptotically the 
maximal probability. 
1. Introduction 
Let k ~> 2 be a natural  number and ~: {0, 1}* ~ {0, I} be a boolean connective. Let 
M be a nonempty finite set and let G be a nonempty set of functions M ~ {0, 1). By 
combining functions randomly chosen from G via the connective ~, one may obtain 
a probabi l ist ic distr ibution on a larger set of functions M ~ {0, 1 } than G. This step 
may be repeated iteratively. We are interested in the situations when this process 
converges to the uniform distr ibution on all functions M --* {0, 1 }. 
In [7] this process is studied part icularly for M = {0, 1}", the boolean cube, and 
G = {0, 1,xl . . . . .  x,,--qx~ . . . .  ,--qx,} for a natural  number n. The main result of the 
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cited paper is that for this particular G the process converges to the uniform 
distribution if and only if ~ is balanced (Definition 2.2 below) and nonlinear. It 
appears however that the proof of the 'if' part of this result applies immediately to 
a more general choice of G. 
In the present paper we study the process for this more general choice of G and for 
balanced nonlinear connectives. These conditions imply that the process converges to 
the uniform distribution on the set of all functions M ~ {0, 1}. Our goal is to prove 
more detailed results on the asymptotic behaviour of the process than the study of its 
limit. Several statements from [71 are used without giving the proof. 
We introduce a notion of a degree of a connective. It is the minimum number of 
variables of the connective that must be set in order to obtain a nonbalanced 
subfunction. Since we are studying balanced connectives, the degree of our connect- 
ives is always at least 1. We prove that the asymptotic rate of the convergence of the 
process described above to the uniform distribution depends ubstantially on the 
degree of ct. The higher is the degree, the faster is the convergence. The precise 
formulation may be found in Theorems 4.7 and 4.8. Some combinatiorial properties of 
the degree may be found in Section 3. 
In our situation the difference between the distribution in the ith step of the process 
and the uniform distribution tends to zero if i tends to infinity. We study in Section 5 
the asymptotic behaviour of this difference if ~ is nonlinear and of degree one. In 
this case the difference may be approximated up to the terms of lower order of 
magnitude using the behaviour of the restrictions of the functions in G only to subsets 
of M of a small fixed size. The contributions of individual subsets are limits of 
iterations of some nonlinear ecurrence relations. We have no closed simple formula 
expressing these limits. Hence, we introduce one more assumption. Namely, we 
suppose that G is a linear code, i.e. it is closed under addition modulo 2. Under this 
assumption, there is only one 'unexpressible' real constant in the resulting asymp- 
totic formula. 
In [6] Rothaus introduced a class of boolean functions which are called bent 
functions. These functions are defined using their discrete Fourier transform. A func- 
tion is bent if and only if all coefficients of its Fourier transform have the same 
absolute value. Besides other results, Rothaus proved that such functions exist, that 
they have always an even number of variables and that they have the maximal 
possible Hamming distance from the set of linear boolean functions, i.e. the distance 
2"-  1 _ 2n/2 - 1, where n is the number of variables. The last property can also be used 
as a definition of the bent functions. There are several infinite classes of bent functions 
given in [6]. More detailed information on bent functions can be obtained in [6] 
mentioned above and also in the book [5]. A simple characterization f all bent 
functions is not known. 
Recently, there are some attempts to find generating and counting procedures for 
bent functions, see [I, I 1]. There are also several symmetric bent functions. These 
functions and their generalization were used in [3] to separate the class of polynomial 
threshold functions from the class of functions computable by depth 2, unbounded 
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fan-in polynomial size circuits of linear threshold gates. All the symmetric bent 
functions are characterized in [8]. 
In Section 6 we apply the approximation of the distribution derived in Section 5 to 
the case when M is the boolean cube of an even dimension and G is the set of all 
linear boolean functions of n variables. The main result of Section 6 is as follows: if ~ is 
nonlinear and of degree 1 and i is large enough then the probability that the random 
function obtained in the ith step of the studied process is equal to a given bent function 
is less than the probability of any given nonbent function. Moreover, the linear 
functions, the functions from the set G itself, have probability greater than any other 
function. 
2. Preliminaries and the degree of a connective 
Let g be a positive real function defined on natural numbers. We denote by f2(g) an 
arbitrary functionfsatisfying lim inf~ ~f(i)/g(i) > 0. Moreover, we denote by O(g) an 
arbitrary function f satisfying f= O(g) and f= t2(g). 
For every finite set X, let ~x = {0, 1} x and let 0x be the zero function on the set X. 
In particular, ~k = {0, 1} k. Ifu e ~x then lul denotes the weight of u, i.e. the number of 
positions of u which are equal to 1. If u, v e ~x  then u ~< v means that u(x) <~ v(x) for 
all x e X and u < v that u ~< v and u # v. We denote by @ the addition modulo 2 and 
by (u, v) the scalar product of u and v modulo 2. 
Let M be an arbitrary nonempty finite set and let ~:~k ~ {0, 1}, k >1 2 be a nonlin- 
ear boolean connective. The elements of ~ will be called boolean functions, or 
simply, functions. Let G be an arbitrary nonempty finite subset of ~M. The set G will 
be called the starting set. 
We suppose for simplicity that ~, M and G are fixed in the rest of this section. The 
symbols f, g, u, v, w possibly with indices are used to denote functions from ~M. The 
symbol ~ is an abbreviation for [v~ ..... vk] and analogously for f instead of v. 
Definition 2.1. (a) Let go be a random variable with the uniform distribution on the 
starting set G. 
(b) For every i~> 0, let ~i.1 = ~(~1,1 ..... Oi,k), where Oi,~ are independent realiz- 
ations of gi. 
(c) For everyf~ ~M, let Pi(f) = P(gi =f) .  
It is easy to see that Oi can also be obtained in the following way: take a formula 
constructed from the connective ctsuch that the inputs of the formula are all of depth 
i and substitute the independent realizations of 9o for the inputs. Hence, 0i corres- 
ponds to a random boolean formula of depth i. The reader is referred to [10] for more 
information on boolean formulas. 
We are interested in the situations when p~, the distribution of gi, tends to the 
uniform distribution on ~M. If Oi tends to the uniform distribution and a e M, then 
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both Oi(a), Oi+~(a) take the values 0 or 1 with probability ~ + o(1). Hence, it is an easy 
consequence of (b) in Definition 2.1 that • must be balanced in the following sense. 
Definition 2.2. The connective ~is balanced if I{t E ~k I ~(t) = 1}1 = 2 k- 
Remark. There is no binary balanced nonlinear connective. There are such ternary 
connectives, e.g. xy~z,  T3(x ,y ,z )=xy  v yz v xz and sel(x,y,z) defined as 
sel (O,y,z)=y and sel (1 ,y ,z)=z.  This may be verified by a straightforward 
computation. 
For the study of Pi we use its discrete Fourier transform defined by the following 
relations: 
Ai(w) = ~ P i ( f ) ( -  1) <~'f>, (1) 
f egJM 
1 ~-~ 1)<~,i>. P'( f )  = ~ i  /~ A i (w) ( -  (2) 
WE~M 
Since Pi(f)  >>- 0 for al l fand the sum ofp~(f) over allfis equal to 1, we have Ai(Ou) = 1 
and ]Ai(w)] ~< 1 for all w and i/> 0. Notice that ifw 4: 0U, then E f (  -- 1) <w'I> = 0. It 
follows from this and the formulas (1) and (2) that the distribution p~ tends to the 
uniform distribution on ~u if and only if A~(w) tends to zero for all nonzero w. 
Moreover, the following bounds hold. 
Lemma 2.3. For all i >1 0 we have 
(½)m, max IAi(w)[ <. max IPi(f) - (½)roll <<. max IAi(w)l. 
W ~ OM f~M W ¢ OM 
(3) 
Proofi It is an easy consequence of the following two facts. 
For every w ~ 0U, 
Ai(w) = ~. (P i ( f ) -  (})IMI)(_ 1)<w,¢>, 
featM 
and for everyf~ ~M, 
1 l)(w,f ) P i ( f ) -  (½)IMI = 2 ~ E Ai(w)(-- 
w~OM 
[] 
Using this, we may obtain the estimates of the difference between p; and the uniform 
distribution on ~'U. In order to do it, we shall also derive a system of recurrence 
relations for Pi and A~. 
Due to the independency of 01.j in the definition of 0~+1 we have 
Pi(f)  = ~'. P i( f l )""  Pi(fk), 
a( f l  ..... f k )=f  
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where the summation is over all k-tuples [ f l  . . . . .  fk] satisfying the condition below the 
summation symbol. Using (1) and (2) we can transform this recurrence relation for 
p~(f) into a recurrence relation for Ai(w). We give only the resulting formula in 
Theorem 2.6. The complete derivation can be found in [7]. 
Definition 2.4. (a) For every r e ~k, let 
x¢~k 
(b) For every w and ~ let 
S,(~(a)) if vj~<w for j= l  .. . . .  k, 
otherwise. 
To get some necessary estimates of the numbers S,(r) we shall use the follow- 
ing facts. For a detailed proof, see [7, Lemma 4.7]. Let r denote an arbitrary element 
of ~k. 
Lemma 2.5. (a) y,, S i r )  2 = 1. 
(b) • is balanced if and only if S~(OR) = O. 
(C) ~t is nonlinear if and only if for all r we have IS,(r)l < 1. 
(d) I f  ~ is nonlinear then ~lrl= 1 S~(r) 2 < 1. 
Theorem 2.6. For all w and i >~ 0 we have 
Ai+ 1 (w) = 2 Q~((~, w)z~i(V l ) . . .  Ai(Vk)" 
Vl , ..., Vk ~w 
(4) 
Since z~i+ I(W ) only depends on Ai(v) for v ~< w in the formula (4), we can study the 
asymptotic behaviour of the sequence Ai(w) for i --* ~ by induction on I w I. For this 
purpose we shall distinguish in formula (4) the terms containing at least one factor 
Ai(v), where v satisfies 0M < V < W and the other terms containing only several 
occurrences of A~(w) and Ai(0M). The former terms will be estimated using the 
induction hypothesis. The latter terms, since A~(OM) = 1, form a polynomial in A~(w) 
with constant coefficients. For the separation of these two types of terms in (4), we 
shall use the following notation. 
Definition 2.7. (a) For every m/> 1 and j  >t 0, let Tj(m) = ~j,l=jS,(r)'. For an arbit- 
rary nonzero function w we shall abbreviate TAIwl) as TAw). 
(b) Hw={~e~lv j~<w for all j= l  .. . . .  k and there exists j such that 
¢ {o., w} }. 
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Theorem 2.8. I f  ~ is balanced then for every nonzero w and every i >>. 0 we have 
k 
3,+,(w) = ~ Ti(w),~,(w)J + Z Q,(v, w)A,Iv,)... 3,(v~). 
j= 1 H~ 
(5) 
Proof. We shall prove (5) on the base of (4). By the definition of Hw, it is sufficient o 
prove that the first sum in (5) is equal to the sum of those terms of (4) satisfying 
v~ ~ {0M, W} for all j = 1 .... .  k. Since w # 0M, these terms are in one to one corres- 
pondence with ~k, the term corresponding to a particular e ~k being determined as 
follows: v~ = w ¢~, rj = 1. For the term corresponding to some r ~ ~k and for a ~ M 
satisfying w(a) = 1, we obtain b(a) = r, Hence, 
Q,(f, w)3i(Vl) ... 3i(vk) = S~,(r)dWl 3~(w) Irl • 
Since ~ is balanced and Iw[ > 0, the term corresponding to r = Ok is zero. The other 
terms form the sum 
k 
~, ~ S~(r)lWlAi(w) j = ~ Tj(w)Ai(w) i.
j= l  Irl=j j= l  
[] 
If di(w) is small, then the greatest term in the first sum in (5) is its least degree term, 
i.e., the term with the minimal j such that Tj(w) # O. I fw # 0 is such that Ai(v) = 0 for 
all 0M < V < W and di(w) # 0 for all i >~ 0, then this least degree term determines the 
rate of convergence of Ai(w) to zero. To get estimate of the rate of convergence of A~(w) 
for an arbitrary w, we shall introduce the following notion. 
Definition 2.9. Let deg(~), the degree of a connective ct, be the minimal weight of 
r e ~k satisfying So(r) # 0. 
Notice that for every nonzero w the following holds. I f j  < deg(c0 then Tj(w) = O. 
On the other hand, i f j  is equal to the degrees and Iw[ is even then Tj(w) > O. 
3. A combinatorial characterization of the degree 
We shall characterize the degree of ~t in a more transparent way. Let r, s, t, x denote 
elements of ~k throughout this section. 
Theorem 3.1. The degree of c~ is equal to the minimal number of the arguments of a which 
must be set to 0 or 1 in order to obtain a nonbalanced connective (as a subfunction) on the 
remaining arguments. 
Proof. Let s,r ~ ~k be such that s ~< r. Let ~' be the (k - [ r l ) -a ry  connective arisen 
from c~(x) by setting xj to sj if rj = 1. We shall call ~' the s, r-restriction of ~. Since the 
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domain of 0t' consists o fx  e ~k satisfying x ^ r = s, the s, r-restriction of~ is balanced if
and only if 
( - 1) "(x) = O, 
x Ar - - s  
where /x is applied to all coordinates of its arguments. For a fixed r e ~k, we shall 
rearrange the formula defining S~(t) for an arbitrary t ~< r using the following two 
facts. First, the sum over all x e ~k can be divided into the sum over all s ~< r of the 
sums over all x satisfying x/x r = s. Second, i fx/x r = s and t ~< r then ( t ,x )  = ( t ,s ) .  
We obtain 
S~(t) ---- (½)k ~(_  1)<t.s> ~ (_  1)~(x,. 
$ ~r  x Ar=s  
I f r  e ,~k is fixed, the numbers ( - 1) <''*> for all t ~< r and s ~< r form a 2 I'1 by 2 t'l matrix, 
which is regular, since it is a Hadamard matrix (Sylvester matrix in particular, see [5]). 
Consequently, the following two statements are equivalent: 
(a) S=(t) = 0 for all t ~< r; 
(b) the s, r-restriction of ct is balanced for all s ~< r, 
Hence, the minimal weight of r satisfying S,(r) 4:0 is equal to the minimal weight of r, 
for which such a vector s exists that the s, r-restriction of ct is not balanced. [] 
We shall present wo examples of connectives of an arbitrary given degree. For the 
first one we need the following property of the balanced connectives. 
Lemma 3.2. Let ~l -= o~2 (~ ~3 and let ot 2 and ct3 depend on disjoint subsets of variables 
of ~l. Then oq is balanced if and only if at least one of the two connectives ct2 and ~3 is 
balanced. 
Proof. Let i" be a random assignment of variables of ~x. Clearly, ~i is balanced if and 
only if 
E l (  -- 1) ~(h] -- O. 
Since the expected value of the product of two independent random variables is the 
product of the expected values of the two random variables, we have 
E [ ( -  1) ";~h] = E[ ( -  1) ~(~)~'~(7)] = E( -  1)'~(7)]- E l (  - 1)'~(7)]. 
The desired result is a simple consequence. [] 
Theorem 3.3. Let otj for j = 1 .. . . .  s be nonconstant connectives depending on pairwise 
disjoint sets of variables. I l l  <~ d <, s and ~j is balanced for j = l, ...,d, then the degree 
of oq ~ ... O) ~ is at least d. 
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Proof. We shall use the characterization f the degree through the setting variables to 
constants from Theorem 3.1. Since ~j forj  = 1 ..... d are nonconstant connectives, any 
of them depends at least on one variable. These variables are pairwise distinct. If we 
set any d - 1 variables to constants, there is some 1 ~ j ~< d such that ~j is left 
unchanged by this setting. Hence, ~ ~) ... ~) ~s is balanced by Lemma 3.2. It follows 
that deg(~) is greater than d - 1. [] 
Example 3.4. The degree of  x lx2 O)x3 O) "'" ~ Xd is d -- 2. 
Proof. Since the variables are balanced connectives, the degree is at least d - 2 by the 
last theorem. On the other hand, any setting of variables x3 ..... xa to any constants 
leads to either x~x2 or x~x2 ~ 1. Both of these connectives are not balanced. Hence, 
the degree is at most d -  2. [] 
The following examples hows that the combining functions by addition modulo 
2 is not the only possible way to construct a connective of an arbitrarily high degree. 
Recall that sel, the selection function, satisfies: sel(0, y, z) = y and sel(1, y, z) = z. 
Example 3.5. Let d >~ 1 and ~ = sel(x, yl t~ ... ~ ya,zl O)"" • za). The degree of  ~ is 
d. Moreover, if  ~ = ~1 ~ ~t2 and both ~1 and ~t2 depend on disjoint sets of  variables, then 
one of  these two connectives i identically equal to a constant. 
Proof. If we set YI . . . . .  Ya = 0, the connective ~is changed to sel(x, 0, zl ~9 ... ~ Zd). 
It easy to see that this connective takes the value 1 with the probability 1/4 on 
a random assignment of its variables. Hence, it is not a balanced connective and the 
degree of ~ is at most d by Theorem 3.1. 
On the other hand, let ~ ~ {x, y l ,  . . . ,ya ,z l  . . . . .  Zd} and I~1 < d. Let ~'be a random 
assignment of variables of ~ such that all variables in ~ are set to some constants 
and all the remaining variables are set to independent random values. Let 
~r = Y~ ~ "'" ~ Ya and ~z = z~ @ ... @ Zd. Since I~1 < d, both ~r(~') and ~z(f) take the 
value 1 with the probability ½. Let x(~') be the value of the variable x in the assignment 
f. Since x(f), ~y(?) and ~z(t) are mutually independent, we obtain 
P(ct(?)  = 1) = P (~r (? )  = 1)P (x ( i ' )  = O) + P(ot~(~') = 1)P(x(~')  = 1) 
= ½(t ' (x (~ ' )  = O) + e(x(~) = 1) )  - ½. 
It follows that any setting of variables in ~ to constants transforms ~into a balanced 
connective. Hence, the degree of ~ is at least d. 
Let ~ = ~ ~ ~2, where al and ~2 depend on disjoint sets of variables of~. Let ~i  be 
the set of variables ~i depends on. Without loss of generality, we may assume that 
X ~ ~i~l .
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Let us assume for a moment hat zj ~ ~2 for somej  = 1 ... . .  d. In this case, ~ does 
not depend on zj. Let us set all the variables yz for all l ~< d and zz for all l 4: j to zero. 
By this setting, ct is converted to xzj, while ~ and ~2 are converted to connectives 
depending only on one variable, x and z j, respectively. Hence, ~ • ~2 is converted to 
c~x ~ c2zj • c3 for appropriate constants Cl ,c2,c3 ~ {0, 1}. Since xzj is not a linear 
connective, it is a contradiction. 
By a similar way, we can disprove any of the hypothesis yj e ~2 for anyj  = 1, ...,d. 
In this case, we set all the variables with the exception of x and yj to zero. Conse- 
quently, ct is converted to (--qx)y~ and ~ ~ ~2 to a linear function as in the previous 
case. Again, it is a contradiction. Hence, ~2 is empty and ~2 is a constant. [] 
4. Asymptotic estimate for an arbitrary degree connective 
Let M, G and ct be the same as in Section 2. All of the computations of the 
asymptotic properties of p~ are done using Ai. On the other hand, the results and the 
assumptions of the theorems are more understandable in terms of the probabilities of 
some events depending on ~. Hence, some of the properties of the distribution p~, 
which are relevant o our considerations, are formulated in two equivalent ways 
and we establish the translation between the language of probabilities and the 
language of Ai. 
We shall often use the restriction of ~ on subsets of M. If A ~_ M, then we denote 
the restriction of gi on A as gilA" 
The distribution of ~ [A is uniform if and only if the events ~(a) = 1 are independent 
for all a E A and have the probability ½. Let us assume that Oi satisfies this property. 
Recall the fact that ~+ 1 arise from k independent copies of ~ by combining via ~. 
Since ct is a balanced connective, the probability of gi ÷ 1 (a) = 1 is again equal to ½ for 
every a e A. Moreover, since the value of~i+ ~(a) for a given a e A only depends on the 
values of ~.j(a) for j = 1 ..... k and these k-tuples of values are independent for all 
a e A, the values ~i÷ l(a) are again independent for all a ~ A. 
It follows that if the distribution of gOIA is uniform on ~A, SO is the distribution of 
gi IA for all i >~ 0. 
Definition 4.1. Let rank(G) be the size of the smallest nonempty A ~ M such that the 
distribution of ~o Ia is not uniform. If go IA has the uniform distribution on ~A for all 
nonempty subsets A of M, rank(G) is undefined. 
It can easily be seen from the relations defining the Fourier transform that gi has the 
uniform distribution if and only if for all nonzero functions w, Ai(w) = 0. Analogously, 
the restriction Oi IA has the uniform distribution on ~A if and only if A~(w) = 0 for all 
nonzero functions w which are zero everywhere outside A. The following lemma 
follows from this and from the fact that the uniform distribution is preserved by 
combining via ~. 
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Lemma 4.2. (i) rank(G) is equal to the minimal Iwl, where w # OM and Ao(W) ~ O. 
(ii) For every w such that 0 < Iwl < rank(G), and for every i >>. 0 Ai(w) = O. 
We get a consequence that if Iwl = rank(G) then the second sum in the recurrence 
formula (5) can be dropped and the following formula takes place in this situation: 
k 
di+l(W) = ~, Tj(w)Ai(w) j.  (6) 
j=l 
Any sufficient condition for the convergence ofpi to the uniform distribution should 
imply Ai(w)~ 0 for all nonzero w and hence, in particular, for pw] = rank(G). If 
Iwl = 1 then the recurrence relation (6) may have other fixed points besides A~(w) = O, 
and the fixed point A~(w) = 0 may not be stable for some c~. For these reasons, we have 
no simple sufficient condition for the convergence ofpi to the uniform distribution if
rank(G) = 1. 
Hence, we always assume rank(G)/> 2. Notice that this condition is equivalent to 
the following one: for every a e M P(Oo(a) = 1) = ½. The starting set G satisfying this 
property will be called unbiased. 
Definition 4.3. The starting set G will be called degenerate, if there are a, b e M, a # b 
such that eitherf(a) - f (b )  for a l l fe  G or f (a)  #f(b)  for a l l fe  G. 
If f (a)=f(b)  for all fe  G then, of course, combining functions in G via any 
connective cannot lead to functions satisfying f (a )#f (b) .  On the other hand, if 
f(a) #f(b)  for all fe  G then, for many connectives ~, the set of all combinations of 
functions in G via • contains both the functions atisfyingf(a) =f(b)  and the functions 
satisfying f(a) #f(b). However, if ct is self-dual (i.e ~ satisfies ~(~t)  = ~( t )  for all 
t e ~'k) or ct satisfies ~(~t )= ~(t) for all t e ~k then the set of all combinations of 
functions from G via ~ is again degenerate. In order to obtain results for connectives 
including self-dual connectives and the connectives satisfying ~(~ t) = ct(t), we restrict 
ourselves to nondegenerate G. 
The condition that G is unbiased and nondegenerate, is sufficient condition for the 
convergence ofPl to the uniform distribution, which applies to all balanced nonlinear 
connectives. This follows from Lemma 4.6 below. 
The properties of being unbiased and nondegenerate can simply be reformulated in 
terms of do(W). 
Lemma 4.4. The starting set G is 
(i) unbiased if and only if for every function w of weight [w[ = 1, Ao(w) = O, 
(ii) nondegenerate if and only if Jbr every function w of weight [w[ = 2, Ao(w) < 1. 
Proof. Statement (i) follows from Lemma 4.2. If [w[ = 2, then there exist elements 
a, b e M such that w(a) = w(b) = 1 and for any other element c ~ M, w(c) = 0. Since, 
Ao(w) = E[ ( -  l)°°(")°o°{b}], the statement (ii) follows. [] 
P. Savickfi / Discrete Mathematics 147 (1995) 211-234 221 
Notice that Lemma 4.4 allows us to generalize the properties of being unbiased and 
nondegenerate from starting sets to an arbitrary distribution Po and ~.  In fact, all 
the proofs of the present section apply to this more general case as well. 
Now, we shall continue transforming the recurrence formula for di(w) into the form 
suitable for deriving asymptotic estimates. We shall use the formula (5) and all the 
notation and assumptions applying to it. 
Lemma 4.5. Let w 4:0 and let for all i >~ O, 
k 
bi = Y~ L(w)~i(w)~-' ,  
j= l  
hi = ~ Q~(~, W)di(Vl)"" di(Vk). 
H~ 
Then for all i >~ 0, 
i -1  i -1  
~i(wt = Z hr" l-I 
j=O re=j+ 1 
is satisfied. 
i -1  
b~ + do(W)- IF] b. 
n l=O 
Proof. By comparing the formulas defining bl and hl with (5), we can see that the 
following holds for all i>~ 0: Ai+~(w)= biAi(w)+ hi. The statement of the lemma 
follows from this by a simple induction argument. [] 
Lemma 4.6. Let :t be balanced and nonlinear. Let G be unbiased and nondegenerate. 
Then there exists positive c < 1 such that di(w) = O(c i) for all nonzero w e ~M and 
i--* oo. 
Proof. Since G is unbiased, rank(G) is at least 2. Hence, if IwL = 1, then Ai(w) = 0 for 
all i ~> 0 by Lemma 4.2 and there is nothing to prove. 
Further, we shall proceed by induction on Iwl. Let Iwl/> 2 and let the statement be 
true for all v satisfying 0M < v < w. Then there exists a < 1 such that Ai(v) = O(a i) 
simultaneously for all v in consideration. 
We shall derive an upper bound on the absolute value of the quantities hl and bi 
appearing in the previous lemma. Every term in the sum defining hl contains at least 
one term which is O(al). Since IAi(v)l ~< 1 for all v and there is only a finite number of 
terms in the sum, hi = O(ai). 
In the next step, we show that there exists b < 1 such that Ibil < b for all i ~> 0. There 
are two cases to be considered separately. 
Case 1: [wl = 2. If rank(G) > 2 then Ai(w) = 0 for all i ~> 0 by Lemma 4.2. Let us 
assume rank(G)=2.  Since Iw I is even, Tj(w)>~0 for all j=  1 ..... k and by 
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Lemma 2.5(a), k ~j= 1 Tj(w) = 1. By the properties of the Fourier transform, I hdw)l ~ 1 
for all i i> 0. It follows that Ibil ~< 1 for all i/> 0. In fact, hi = 0 holds for all i/> 0 in this 
case and then IAi(w)l ~< IAo(w)l holds for all i >~ 0 by Lemma 4.5. 
Let b = ~k= 1 Tj(w)JAo(w)l j -  t. Clearly, Ibil ~< b for all i >t 0. It remains to show that 
b < 1. Since G is nondegenerate, we have IAo(w)J < 1, and by Lemma 2.5(d) we get 
Tl (w)< 1. The computation can be finished as follows: b~< Tl(W)+ IAo(w)l 
Ek= 2 Ti(w) <~ Tx(w) + IAo(W)l(1 - Tt(w)) < Tt(w) + (1 - Tl(w)) = 1. 
Case 2: Iwl >f 3. Let 
k 
b = ~ I Tj(w)l. 
j=l 
Clearly, Ibil ~ b. Since a is nonlinear, there is at least one r e~k such that 
IS~(r)l e (0, 1). Hence, by definition of Tj(w), 
k k 
b = ~ I Tj(w)l < ~ Tj(2)= 1. 
j= l  j=1  
Now, we apply the bounds hi = O(a i) and Ibd ~ b < 1 to the bound, proved in 
Lemma 4.5 and we obtain the following: 
A~(w) = 0 b~- ~ a j + O(bi). 
j=O 
Let c < 1 be such that b < c and a ~< c. Then 
Ai(w) = O c i ~ (b/c) i - j  + O(c i) = O(ci). 
\ j=0  
The induction step is complete. [] 
Theorem 4.7. Let ~t be balanced and nonlinear and let d = deg(ct). Let G be unbiased and 
nondegenerate. Then there exists a positive constant c < 1 such that for every function 
f e ~u the following holds: 
O(c i) if d = 1, 
Pi(f) - (½)lul = ~ O(cd') if d >>, 2. 
Proof. By Lemma 4.6, for every nonzero w e ~u,  there is a positive constant a < 1 
such that Ai(w) = O(ai). There is only a finite number of the functions w. Hence, if c is 
the maximum of these numbers a, the corresponding estimate applies simultaneously 
to  all nonzero w. If d = 1, the proof can be finished by applying the upper bound 
from (3). 
If d t> 2, we shall use the formula (4). Let qi be the maximum of [Ai(w)[ for all 
nonzero w. Clearly, q~ ~< 1 for all i i> 0. By the first part of the proof, q~ tends to 0 if 
i tends to infinity. Since [Q,(~, w)l ~< 1 for all b and w, the absolute value of an arbitrary 
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term in the formula (4) corresponding to the k-tuple [v l , . . . ,  Vk-I. Notice that if l < d 
then S~(b(x)) = 0 for all x e M. Hence, i f /<  d and w :~ 0u then Q~(b, w) = 0. It follows 
that for every nonzero w and every i >/0 we have IA~+l(w)[ ~< mqf, where m is the 
number of the terms in (4). Hence, q~+ ~ <~ mqf for every i >~ 0. The last formula can be 
transformed into 
ml/~a- l~qi+ l <<- ( ml/(a- 1)qi)d" 
Since q~ ~ O, there exists io such that for 
b = ml/~d-l~qi o,
we have b < 1. It follows by induction on i that if i >~ io, then m~/~d-1)qi <<. b a .... . 
Hence, if c = b d- '°, we obtain qi = O(cd') • This estimate holds for Ai(w) for all nonzero 
w. Using (3) again, we obtain the desired result. [] 
Let us denote 
i, d=l ,  
(ha(i)= di ' d>>.2. 
The logarithm of the upper bound in Theorem 4.7 is a function of the type - O (q~a(i)), 
where d = deg(~). Moreover,  the classes of functions e-ot~,dti, form a strictly decreas- 
ing hierarchy of magnitude for d = 1, 2, 3 ... .  etc. In the following theorem we show 
that under a little stronger assumptions on G than before, we may obtain a lower 
bound on maxy~ M IP i( f)  - (½)lMII, which belongs to the same level of this hierarchy 
as the corresponding upper bound. Hence, the classification of the connectives 
according to the degree yields also a classification according to the asymptotic rate of 
convergence of Pi to the uniform distribution. 
Theorem 4.8. Let ct be balanced and nonlinear connective and let d = deg(0t). Let the 
starting set G be unbiased and nonde#enerate. Let rank(G) be even and there exists 
w e .~u such that Iwl = rank(G) and Ao(w) > O. Then 
max IPi(f) - (½)lMII = ~e -°~° if d = 1, 
y~a,¢, [e  -°~e'} if d/> 2. 
Proof. Let ~bd(i) be as above. By the definition of O, the statement of the theorem is 
equivalent o 
e -c2*d") ~< max IPi(f) - (½)lull <~ e -c '~")  
fe.~M 
for every sufficiently large i, where c~,c2 are some positive constants. The upper 
bound has been proved already in Theorem 4.7. 
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Let us turn to the rower bound. Let Iwl = rank(G) and Ao(w) > 0. The sequence 
di(w) satisfies the relation (6), where T~(w) >~ 0 for al l j  = 1 .. . . .  k and Td(W) is positive. 
It follows that if d = 1 then 
zJi+ l(w) >~ Tl(w)Ai(w) 
and if d/> 2 then 
Td(W) l/(d- 1)Ai + l(W) ~ (Td(W) 1/(d- 1) / l i(w))d . 
In the former case we obtain 
/ l i (w) ~ e In Ta(w)i+ln do(w) 
and in the latter one we obtain 
Td(w)l/(d- 1) Ai(w ) >>. e~l/~d- 1).n r.~w) + l.~otw))d' 
In either case we obtain 
Ai(w) >>- e -c'°"~i~ 
for some real number c2 > 0. Hence, by inequality (3), 
max IPi(f) - (½)lMII /> e -c'*"ti~-IMrl"z >>- e-C~4"ti~ 
f e~tM 
for some c3 > cz and sufficiently large i. [] 
5. The connectives of degree one 
For the connectives of degree one we shall prove a stronger result than that 
contained in Theorem 4.8. Namely, we shall compute the leading term of p i ( f )  - (½)lMI 
(Theorem 5.5 below). Let ~ be a nonlinear k-ary connective of degree 1. 
Let rank be a shorthand of rank(G). We assume throughout his section that rank is 
even. This assumption guarantees that Ta(rank) > 0. Then, we shall prove that for 
[w[ = rank we have Ai(w)= a(Ao(w))Tl(rank)i+ O(Tl(rank)2i), where a is a real 
function, depending on rank and ~. For Iw[ > rank we shall prove that di(w) = O(U~), 
where 0 < U < Tl(rank). Notice that by Lemma 2.5(d) T~(rank) < 1. Let us consider 
the expansion (2) ofp i ( f ) .  It follows that for large i, the terms satisfying Iw[ = rank are 
the leading terms ofp i ( f )  - (½)lMf, provided there is at least one w with Iw[ = rank and 
a(Ao(w)) ~ 0 and the terms corresponding to these w do not cancel out. 
The constant a(Ao(w)) is the limit of an infinite iterative process determined by 
Ao(W) and relation (6). By simple reasons, a(0) = 0, but for a nonzero d we are not able 
to express tr(d) explicitly. If A < 0, it makes troubles even to establish whether 
a(A) # 0 or not. Hence, it may be hard to use the asymptotic formula derived here in 
general case. We shall use it in the end of this section in the case that G is a linear code. 
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I f0  < Iwl < rank, then Lemma 4.2 implies Ai(w) = 0 for all i >/0. If Iwl = rank and 
Ao(w) = 0 then the same follows by induction from (6). The asymptotic estimate of 
A~(w) in the remaining cases will be done using the following technical emma. 
Lemma 5.1. Let xi, hi, bl be arbitrary sequences of real numbers satisfying Xi+l-~- 
bixi + hi for all i >~ O. Let hi = O(ai)for some real number a and let the sum oflbi - bl 
over all i >>. 0 be convergent for some real number b. Let Ibl <~ c and a < c. Then 
xi = O(ci). 
Proof. By a simple induction argument he following holds for all i ~ 0: 
i - I  
j=O 
Since [b.,[ ~< c 
follows: 
i -1  
By combining these two facts, we obtain 
xi = 0 ci-Ja j + O(ci). 
j=O 
It means that 
x~ = O " a/cp + O(c i) = O(f~). 
i - I  i -1  
hi" 1-[ b, .+ Xo" [ Ibm.  
m=j+l  m=O 
+ Ibm - bl, the products of b,. may be bounded for every i ~>j >t 0 as 
<<. c i -S  1 + - ~< c l - Jexp 
C C m=j m=O 
[] 
Lemma 5.2. Let ~ be balanced and nonlinear. Let G be unbiased, nondegenerate 
and let rank(G) be even. Then there exists a real function a such that for every w, 
Iwl = rank we have 
(i) A i(w) = a(Ao(W)) 7"1 (rank) / + O(T1 (rank) 2i) 
(ii) if, in addition, Ao(w) >>. 0 then a(Ao(w)) >1 Ao(w). 
Proof. Since rank is even, 1 > Tl(rank) > 0 and T~(rank)/> 0 for all j = 2,. . . ,  k, by 
definition of Tj(m) and by Lemma 2.5. Moreover, let [wl = rank. Then (6) takes place. 
By Theorem 4.7, Ai(w)= O(a i) for some 0< a< 1. Hence, the sum of 
1~=1 Tj(rank)Ai(w) j - l -  Tl(w)l over all i~>0 is convergent. It follows that the 
recurrence relation (6) satisfies the assumptions of Lemma 5.1 with hi = 0, x~ = Ai(w) 
and b = c = Tl(rank). We obtain Ai(w) = O(Tl(rank)i). 
Let zi = Ai(w)7"1 (rank) -i. Using relation (6) we obtain 
k 
zi+ 1 - zi = Tl(rank) - i -  1 ~ T~(rank)Ai(w)~ = O(Tl(rank)i). 
j=2  
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Hence, the sequence z~ is convergent. Let us denote its limit as a(Ao(w)). Clearly, 
zi = a(Ao(w)) -  ~ (z,,+l - z,,) = a(Ao(w)) + O(Tl(rank)i). 
m=i 
The proof of (i) may be finished using the definition of zi. 
If Ao(w)>~O, relation (6) implies A~+l(W)>>.Ai(w)T~(rank). Hence, A~(w)>. 
A o(w) 7"1(rank) ~. This and the part (i) of this lemma imply (ii). [] 
In order to show that the terms Ai(w)(- I) <w'y> for [w[ = rank are the leading terms 
of the expansion of p~(f), we need the following lemma. 
Lemma 5.3. I f  U >>. max(I Tl(rank + 1)l, Tl(rank + 2)) and Tl(rank) > U > Tl(rank) 2
then for all nonzero functions w with the weight at least rank + 1 we have 
A~(w) = O(U~). Moreover, the number U with these properties exists. 
Proof. The number Tl(m) is a sum of S~(r) rn for r ~ ~ and [r[ = 1. Since deg(~) = 1 
and • is nonlinear, 0 <max), I = 1 [S~(r)[ < 1. Hence, since rank is even, if rank < m then 
Tl(rank) > [Tl(m)]. Analogously, if rank + 2 ~< m then Tl(rank + 2)/> ]Tl(m)l. It 
follows that for all Iw[ >/rank + 1: 
Tl(rank) > max([ Tl(rank + 1)1, Tl(rank + 2))/-> Ta(w)l. (7) 
Since 1 > 7"1 (rank) > T~ (rank) z, it implies, in particular, that a number U satisfying 
the assumptions of the lemma exists. 
We shall prove the desired estimate of Ai(w) by induction on Iwl. Let Iwl/> rank + 1 
and let the induction hypothesis A~(v) = O(U ~) hold for all v satisfying [w[ > Ivl >/ 
rank + 1. Notice that the induction hypothesis i empty if Iwl = rank + 1. Let 
and 
H" = {~ ~ Hw]vj # w for j  = 1 ..... k} 
h} = ~_, Q,(f;, w)Ai(vl) ... Ai(vk). 
H~, 
We shall transform (5) into (8) in such a way that all terms containing at least one 
occurrence of Ai(w) are collected together. These terms are all the terms in the first sum 
in (5) and those terms from the second one, which are not included into H~. We shall 
take the term 7"l(w)Ai(w) without changes. The terms Tj(w)Ai(w) j wherej >~ 2 may be 
estimated as O(J)A~(w) for an appropriate  < 1 by Lemma 4.6. All terms in the sum 
over Hw in (5), which are not in h~, contain a factor Ai(w) and also Ai(v) for some 
nonzero vdifferent from w. By applying Lemma 4.6 again, we obtain that these terms 
are also O(ei)Ai(w) for an appropriate  < 1. Getting these facts together, we obtain 
Ai+1(w) = (Tl(w) + O(ei))Ai(w) + h~, (8) 
where e < 1 is properly chosen. 
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Now, we shall derive an estimate of hi by estimating all terms in the sum defining it. 
Let ~eH"  and Q~(~,w):~0. Then for all x~M satisfying w(x)- -1 we have 
S~(~, w)) ~ 0 and so ~(x) ¢: Ok for all these x. Since vj < w for allj -- 1 ..... k, there are at 
least two nonzero functions in ~. If the weight of one of them is less than rank then the 
corresponding term is equal to zero. If the weight of both is equal to rank then the 
whole term is O(Tx(rank) 2i) by Lemma 5.2. If one of the two functions is of weight 
rank and the other of weight at least rank + 1 then the whole term is O(TI (rank) ~ Ui), 
because of the induction hypothesis. Analogously, if both functions are of weight at 
least rank + 1 then the term is O(UEi). Since U < T~(rank), it follows that every term 
in the sum defining h~ is O(Tl(rank) 2i) and hence so is h~. 
Using this estimate of h'~, we can see that the recurrence relation (8) satisfies the 
assumptions of Lemma 5.1 with xi = Ai(w), a = Tl(rank) z, b = Tl(w) and c = U, 
provided [T~(w)l ~< U. This is true due to (7) and the assumptions of the lemma. 
Hence, we obtain Ai(w) = O(Ui). 
Under the assumption that rank ~> 4, we can simplify the assumptions of Lemma 
5.3. Namely, we can take U = max(lTl(rank + 1)1, T~(rank + 2)). In order to verify 
this, we apply the Cauchy inequality to the numbers S~(r) rank/2÷l and Sa(r) rank/2- 1 
for all r satisfying Irl -- 1. We obtain 
(l.l~=iS.(r)rank)2 <~ (lr~lS.'r)rank+2)'(irl~iS~(r)rank-2) • 
Since rank ~> 4 and ct is not linear, we can use Lemma 2.5 to prove that the 
rightmost sum in this inequality is strictly less than I. Hence, by reading the inequality 
in terms of 7"i (m), we obtain 7"i (rank) 2 < Tl(rank + 2) ~< U. 
Now, we shall express the leading term of pi(f) - (½))Ml. This term is a geometric 
sequence with the quotient TI (rank) and a coefficient which depends on the functionf. 
Definition 5.4. For all boolean functions f, let 
~(f)--  Y, ~(~o(W))(- I) <'':> 
lwl=rank 
Theorem 5.5. Let G be unbiased and nondegenerate and let ~ be a nonlinear connective 
of degree 1. Let U < TI (rank) be as in Lemma 5.3. Then for every boolean function 
f we have 
p~(f) = (½)lMl(1 + ~(f)T~(rank)~ + O(U')). 
Proof. By the relation (2) we have 
Pi(f)=(½)'M'( 1+ ~'w+oMAi(w)(-1)(~':>)" 
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Since Ai(w)= 0 if 1 < Iwl < rank(G), the desired result may 
Lemmas 5.2 and 5.3. [] 
be obtained using 
In order to simplify the expression o f~( f ) ,  we introduce one more assumption: G is 
a linear code over the two element field {0, 1 }, i.e. it is closed under ~.  We shall prove 
that this assumption guarantees that Ao(w) ~ {0, 1} for all w. Hence, there is only one 
possible nonzero value of tr(Ao(W)) for Iwl = rank, namely tr(1). 
If G is a linear code, the structure of Ao is completely described by the dual 
code G±= {wl(Vfe G)( fw)= 0}. This result follows from the treatment of the 
Fourier transform of general codes in [5, Ch. 5, Section 5]. For convenience, we give 
a complete proof. 
Theorem 5.6. Let G ~_ ~t .  Then the following two statements hold: 
(a) The statement G is a linear code if and only if for all functions w we have 
Ao(w) {o, 1}. 
(b) I f  G is a linear code then for all functions w we have Ao(w)= 1 if and only if 
w~G ±. 
Proof. Let G be a linear code. Ifw is fixed then (w, f )  is a linear mapping o f fe  G into 
{0, 1}. There are two possibilities: either (w , f )  = 0 for all fe  G or this is true for 
exactly one half of the functionsfe G. The former case takes place if w e G" and the 
latter one otherwise. Hence, 
1 2 1)<w,f >={1 if w~G ±, 
Ao(w)=~ ( -  0 i fwCG ±. 
feG 
It proves (b) and the left to right implication of (a). 
We shall prove the remaining direction of (a). Let us assume for a moment hat 
k = 2 and ~ = ~.  Then, by definition, 91 = 9o. 1 @ go, 2- We could use Theorem 2.6 to 
obtain an expression for d~(w), but in this particular case it may be done in a much 
simpler way. By the theorem on the expected value of the product of two independent 
real random variables, we obtain 
Al(w) = E[ ( -1 )  <w'°°.1~°°,2>] = El(  - 1)<w'°°.l>]'E[( - l) <w'°°.2>] = Ao(w) 2 
for all w. Hence, Ao(w) e {0, 1} for all w, then go and gl have the same distribution. 
Clearly, it implies that G is closed under @ and hence it is a linear code. [] 
Definition 5.7. Let d be the set of the minimum weight functions in G ±. 
Notice that Theorem 5.6 implies that the weight of the functions in z¢ is exactly 
rank(G). Moreover, if G is nondegenerate hen Ao(W)= 0 for Iwl--2 and hence 
rank(G) ~> 3. Since we assume that rank is even, it is at least 4. 
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Hence, for linear codes we have 
~( f )  = a(1) ~, ( -  1) <w'f>. 
Wed 
It means that we can compute @(f) up to a positive multiplicative constant without 
computing the exact value of ~(1). This is sufficient, for example, to study the functions 
f the probability pi(f) of which converge to (½)ml from above or from below, if i -~ oo. 
In the next section, we shall study such functions for some particular linear codes. 
Let ~ ' ( f )  = @(f)/a(1). Notice that @'(f) is a purely combinatorial characteristic 
of fwhich does not depend on ~ (we only need deg(a) = 1). Moreover, it is easy to see 
that ~ ' ( f )  ~< [d l  and that equality holds here if and only i f fe  s¢'.  The following 
theorem gives a concrete xample of this. 
Let n be a natural number and M = ~, .  Hence, ~M are the ordinary boolean 
functions of n variables. A Reed-Miiller code of order r and length 2", denoted as 
~(r, n), is the set of all boolean functions, which are expressible as polynomials of 
order r and n variables over the two element field {0, 1} (see [5]). 
Theorem 5.8. I f  M = ~.  and G is a Reed-Mfiller code ~(r, n), then 
2" ~ 2" - 2 j 
~ ' ( f )  ~< -2r+1 )-~o || 2r+1 - 2j 
and equality holds if and only if f e G. 
Proof. d is the set of the minimum weight functions in the dual code G 1. In this case, 
G ± = ~(n - r - 1, n). By the well-known results on the minimum weight functions in 
a Reed-Miiller code, see [5] for example, we obtain an expression of the size of J .  
This is the upper bound on ~' ( f ) .  Moreover, in the case of Reed-Mfiller codes, 
d generates G± and hence ~¢'z = (G±) ± = G. This implies the condition of equality, 
since ~ ' ( f )  = Id[  if and only i f fe  •±. 
6. The linear functions as the starting set 
Let n be a natural number and M = ~, .  Let G be the set of all the linear boolean 
functions of n variables, i.e. the functions Co O) clxl ~9 ... • c,x,, where c~ e {0, 1} for 
j = 0 ..... n. Hence, G is ~'(1,n), the first-order Reed-M/iller code (see [5]). In this 
particular case we shall compute the quantity ~ ' ( f )  (defined in the previous ection) 
upon which the asymptotic behaviour of the probability Pi(f) of a given function 
fdepends. We shall express ~ ' ( f )  through the Fourier transform of f  and using this we 
shall study the asymptotic behaviour of Pi(f) for part icularf 
The symbols x, y, z are used to denote the elements of ~, .  By subscripted variables 
we shall denote the coordinates of them, and by upper indices we shall distinguish 
different elements. Let w-l(1) = {x e ~,[w(x) = 1}. 
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Let x and y be nonzero and different elements of ~n- Then for every z • ~n and 
every function f•  G the following holds: 
f (z) (~ f (z E) x) ~ f (z ~9 y) ~ f (z ~ x ~ y) = 0. (9) 
The points z, z 0) x, z ~ y, z ~ x ~ y of ~n are pairwise distinct. Let w be a function, 
which is equal to 1 on each of these four points and to 0 elsewhere. By (9), (W, Oo) is 
zero with probability 1 and hence Ao(w) = I. It follows that rank(G) ~< 4. Clearly, if 
f •  G thenft~ 1 • G. If/wl is odd, then ( fw)  ¢ ( f~)  1, w). Hence, iflw] is odd, then 
IAo(w)[ < 1 and, by Theorem 5.6, Ao(w) = 0. It follows that rank(G) is even. Since the 
constant functions and all the projections xj are in G, the set G is nondegenerate. 
Hence, iflwl = 2, then IAo(w)l < 1 and, by Theorem 5.6, Ao(W) = 0. Getting these facts 
together, we obtain that rank(G) = 4. 
Now, we shall characterize the elements of ~¢, i.e., the functions of the minimum 
weight in G ±, in a form suitable for our consideration. 
Lemma 6.1. A function w is a minimum weight function in G ± if and only if 
w-1(1) = {z 1, z 2, z 3, z*}, where z j are pairwise distinct and z 1 O) .'. O)z 4 = On. 
Proof. In this proof, the symbol x~, which denotes thejth coordinate of x, is used also 
to denote the corresponding projection function defined on ~n. The projections xj 
together with the constant function 1 form a basis of G over the two element field 
{0, 1}. Hence, for every w we have w • G l if and only iflw{ is even and (w, xj)  = 0 for 
all j = 1 ..... n. Clearly, (w, xj)  = @~)= ~ x i. Hence, w • G l if and only if Iwl is even 
and 
@ x=On. 
w(x) = 1 
Since the minimum weight of G ± is 4, the statement is proved. [] 
For the computation of ~ ' ( f )  we shall use the discrete Fourier transform of the 
boolean function f. We shall use the notation from [5]. 
Definition 6.2. Let fbe  a boolean function. Then for every x, y • ~n, let F(x) = ( -  1) Itx) 
and 
if(y) = ~ F(z)(-  1) <y'~>. 
Notice that if(y) = 2"Ss(y). The particular structure of d allows to express ~ ' ( f )  
in the following way. 
Lemma 6.3. Let G be the set of the linear boolean functions. Then for every boolean 
function f we have 
~'( f )  = 3 2 "+3 P (YP  - + " 
P. Savickf,/ Discrete Mathematics 147 (1995) 211-234 231 
Proof. Notice that if w-~(1)= {z ~ .. . .  ,z 4} and the elements z j are distinct, then 
( -  1) <~':> = F(z ~) ..... F(z4). By Lemma 6.1, ~ ' ( f )  is a sum over all unordered four 
tuples {z ~ .. . . .  z 4} satisfying Oz  ~ = 0,. We shall express this sum using the sum over 
all ordered four tuples satisfying the same condition, but the elements of which are not 
necessarily distinct, Notice that if O z~ = 0, and z ~ = z j for some i :~ j, then one of the 
four following situations takes place: z l=z  24 :z  3=z  4, z ~=z 3 4=z 2=z  4, 
z 1 = z 4 ~ z 2 = z 3, z I = z 2 = z 3 = z 4. There are 3.2"(2" - 1) + 2" of such ordered four 
tuples. For all of them, we have F(z~)... F(z 4) = 1. Every element w ~ ~/cor responds  
to 24 ordered four tuples satisfying Oz J  = 0.. Hence, we obtain 
Since 
(~z =On 
( -  1)<~' ~~"r> = { 20" 
yell. 
if z l~ . . .~z  4=0. ,  
otherwise, 
(lO) 
we can write the inner sum in (10) in the form 
(½)" ~. ~ F(zI)...F(z4)(-1) <z'~*z''r> 
yE~n z 1 . . . . .  z4  E~lln 
=(½)"r~.  z .F(z)(-1)<z'Y> =(½)"y~.  ~ /~(y)4. 
This completes the proof. U] 
The following notion is introduced in [6]. 
Definition 6.4 (Rothaus [6]). A boolean function f of n variables is called bent if for 
all y ~ 8 .  we have [f(Y)l = 2"/2. 
Remark.  The Hamming distance of an arbitrary boolean function of n variables from 
the set of all the linear functions of n variables is 2"-1 _ maxy~,  Iff(y)[/2, where f is 
its Fourier transform. Bent functions achieve the maximum of this distance, since 
every boolean function satisfies IF(y)[ >~ 2 n/2 for at least one y ~ 8 , .  For the proof and 
for more details on the bent functions we refer to [6] or [5]. 
Using bent functions, we can characterize the extremal points of ~ ' ( f )  if n is even. 
For n odd, only the upper bound is tight. 
Theorem 6.5. For every boolean function f of n variables the following inequalities hold: 
- ~z 2"(2" - 1) ~< ~' ( f )  ~< ~2"(2" - 1)(2" - 2). 
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Moreover, the lower bound is attained if and only if n is even and f is bent. The upper 
bound is attained if and only if f is linear. 
Proof. By a straightforward computation using the definition of if(y) for y • 9~,, one 
can verify that 
if(y)2 = 22.. 
ye,~n 
Hence, it follows from the Cauchy inequality that 
24"= 1.P(y) 2 2" Ply) 
Y n y~n 
and that equality holds here if and only if I/~(y)] is equal for all y e 9~,, i.e. if 
I ff(y)] = 2 "/2 for all y. By substitution of the above estimate of the sum of i (y)  4 into 
Lemma 6.3, we obtain the lower bound on ~'( f )  and, by comparing with the 
definition of the bent functions, we obtain also the condition of equality. In the case of 
equality, n is even, because i (y)  is always a rational number. 
The upper bound and the corresponding condition of equality follows from 
Theorem 5.8 for the order r = 1. It may also be proved by the observation that the 
sum of i (y)  4 over all y • 9~, attains its maximum if and only if [i(t)[ = 2" for some 
t •~' ,  and i (y)  = 0 for all y 4: t. [] 
The properties of ~ ' ( f )  proved above have the following consequence oncerning 
the behaviour of p~(f) for large i. 
Theorem 6.6. Let G be the set of the linear boolean functions of n variables and let ct be 
a nonlinear connective of degree 1. Then there exists io such that for all i >/io we have 
(a) if n is even, f l  is bent andre is not bent then Pi(fl) < Pi(f2); 
(b) if f3 is linear and f4 is not linear then Pi(f3) > Pi(f4). 
Proof. It follows by combining Theorem 6.5 and 5.5. [] 
Notice also that, since ~iP i ( f ) -  1, Theorem 6.6 implies the following weaker 
statement: for all i large enough Pi ( f )> (½)2- for any linear function f and 
&(f)  < (½)2- for any bent function f, where n is the number of variables of the 
function f 
7. Open problems 
In Theorem 4.8 we were not interested in the values of the constants appearing in 
the symbol ®. It would be interesting to find estimates of the corresponding lower and 
upper bounds as near as possible. 
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All the results of the present paper are only asymptotic. Namely,in Theorem 4.7 we 
proved an estimate of max i Ip i ( f ) -  (½)lMll when i, the number of iterations of our 
process, tends to infinity. It would be very interesting to obtain an estimate of this for 
a particular number i of iterations. If i is smaller than lOgk (I M I/log2 [ G I) then there are 
functions fsuch that pi(f)  = 0, since the number of realizations of ~ is smaller than 
the number of all the functions m ~ {0 1 }. If/decreases below 1Ogk (DM l/log2 [G I) the 
number of realizations of~i decreases rapidly and we may expect hat for all functions 
feither Pi(f) = 0 or Pi(f) ~> (½)lMI. Hence, in this case, we should estimate maxj.pi(f) 
rather than maxiIPi( f  ) -(½)1~11. 
Recently, a partial solution of this problem for particular connectives ~ was 
obtained. The estimate obtained in this partial solution implies a close relation 
between sup~ pi(f) for an arbitrary boolean functionfand the formula size complexity 
o f f  see [9]. 
The idea of obtaining estimate of the leading term of Pi(f) - (½)lMi in Section 5 
(Theorem 5.5) takes the advantage of the assumption that ~ is of degree 1 substan- 
tially. Namely, we used this assumption to establish (Lemma 5.2 and 5.3) which of the 
terms of (2) are the leading terms. If ~ is of degree at least 2 we are not able to do it at 
present. Hence, it would be interesting to find methods of finding functionsfsatisfying 
pi(f) < (½)lul (or the converse inequality) for all/ large enough which apply also to the 
case of connectives of the degree at least 2. 
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