Hydroinformatics as a term was first coined by Prof. Mike Abbott back in his seminal 1991 publication of the same title. With its origins in computational hydraulics, hydroinformatics was established as a technology born out of the beneficial integration of numerical modelling and the collection and processing of data. The term itself is very broad and encompasses the application of communication and information technologies to solve water-related problems. It therefore has both a technological and a social dimension, the latter of which is clearly illustrated in the current research of Abbott and colleagues (Abbott & Anh, 2004; Abbott et al., 2006) .
Hydroinformatics has since matured, starting with the establishment of a Section on Hydroinformatics by the International Association for Hydraulic Research (IAHR) in 1993. The International Water Association (IWA) then established a Specialist Group on Hydroinformatics in 1998. The International Association of Hydrological Sciences (IAHS) joined IAHR and IWA forming the IAHR-IWA-IAHS Joint Committee on Hydroinformatics. The first international Hydroinformatics conference was held at IHEDelft in 1994 and is now a successful bi-annual conference series hosted around the world (Zürich, Copenhagen, Iowa City, Cardiff, Singapore, Nice, and onwards to Chile in 2009). Hydroinformatics has also become established as a Hydrological Sciences Sub-Division of the European Geosciences Union (EGU) since 2005. In the April 2007 meeting of the EGU, the Hydroinformatics Session had the largest number of papers compared to any other individual session in the Hydrology Section. This clearly reflects the increasing interest or perhaps, more accurately, the fascination that researchers have with this field. After establishment of the first Hydroinformatics Masters programme at UNESCO-IHE Institute for Water Education in 1991, similar post-graduate programmes are now starting to appear at other universities.
During the last 15 years, research in hydroinformatics has largely focused on the technological dimension, in particular on empirical or data-driven modelling techniques. Many of these approaches are derived from computational intelligence (CI) and machine learning, e.g. neural networks, fuzzy logic, evolutionary algorithms, decision trees, as well as hybrid combinations of different approaches. Another area of increasing interest is the use of modular or multi-model approaches into which ensemble modelling falls. The borrowing of technologies from other fields has, nevertheless, brought with it a technical language of its own. Hydrologists may talk about model calibration, while users of a neural network refer to the training of a model. Since there are many terms that have an equivalent meaning in both fields, more effort should be made to ensure that the language barrier does not widen the gap between the two communities.
Another key obstacle to the acceptance of hydroinformatics within the larger hydrological community is the use of models that are perceived to be "black box". It is assumed that these models do not add any scientific knowledge or improved understanding to the field of hydrology. It is certainly true that hydroinformatics techniques were not originally conceived to deepen the physical analysis of hydrological processes, but rather to take advantage of advances in information and communication technology as applied to water-related issues. However, there is an increasing trend towards opening up the black box and trying to understand how these models work and, more importantly, how we can relate them to process knowledge. For example, Wilby et al. (2003) showed how the hidden neurons in a neural network specialise and can be related to different flow regimes or hydrological drivers. The work by Elshorbagy et al. (2007) in this special issue uses the promising technique of genetic programming (GP), which can be used to formulate equations from an input data set. These equations are interpretable and have the potential to provide us with new hydrological knowledge.
Despite these attempts at knowledge extraction, many hydrologists are still skeptical about the physical content of such analyses, viewing the formulation of equations from an input data set as a computational exercise, because the derivation is not related to physical principles and mathematical reasoning. Skeptics also regard hydroinformatics as a field that is difficult to define, with exotic jargon borrowed from disciplines such as biology to denote simple mathematical concepts. (e.g. neural, genetic, offspring, etc.), which raises many further questions. For example, why is it hydroinformatics to use an existing, commercial neural network software package, but not when using a conceptual hydrological model? Why is it hydroinformatics to use a genetic optimization method, but not when applying a classical optimization algorithm on its own? Why does the use of a fuzzy-theoretical framework constitute hydroinformatics, but not when a rigorous probabilistic approach is applied to the same problem? (D. Koutsoyiannis & Z. Kundzewicz, personal communications). Such questions and criticisms may be not easy to respond to, but may prove useful if we are to clarify and advance the field of hydroinformatics and to define its limitations.
Hydrological Sciences Journal (HSJ) has been an excellent vehicle in the past for publishing papers that fall firmly within the field of hydroinformatics. Some examples of early papers include the use of artificial neural networks (ANNs) for rainfall-runoff modelling (Minns & Hall, 1996; Dawson & Wilby, 1998; See & Openshaw, 1999; Hu et al., 2001; Rajurkar et al., 2002; Campolo et al., 2003) , and the calibration of rainfall-runoff and groundwater models using genetic algorithms (Franchini, 1996) and other optimization methods (Solomatine et al., 1999) . Since then the published contributions have continued to grow. In 2005 and 2006 alone, there were 15 related papers published in HSJ. These papers cover a range of different techniques including: neural networks (Hu et al., 2005; Kişi, 2005; Panagoulia, 2005; Giustolisi & Laucelli, 2005) , fuzzy rule-based systems (Yu & Chen, 2005) , genetic algorithms (Cheng et al., 2005) , support vector machines (Lin et al., 2006) , as well as combinations of these approaches (Shouyou & Honglan, 2005; Keskin et al., 2006) . The application areas are also diverse, e.g. flood forecasting (Yu & Chen, 2005) , estimation of evaporation (Kişi, 2006) and infiltration (Sy, 2006) , as well as groundwater modelling (Giustolisi & Simeone, 2005) . These papers include two previous winners of the IAHS Tison Award (Linda See and Özgür Kişi). It is now possible to find hydroinformatics papers appearing in all of the main hydrological and water resources journals, as well as the dedicated Journal of Hydroinformatics, the official Journal of the IAHR-IWA-IAHS Joint Committee on Hydroinformatics, published by IWA Publishing.
This Special Issue on Hydroinformatics consists of 12 papers that span a range of diverse research areas within this field. All of the papers, but one, were presented in the Hydroinformatics Sessions at the EGU meeting held in Vienna from 2 to 7 April 2006. Authors were then invited to expand their contributions into full papers for inclusion in this Special Issue. These contributions cover both data-driven and conceptual approaches to rainfall-runoff modelling and model calibration, as well as other areas of hydrological relevance, such as reservoir inflow modelling, evaporation modelling, drainage network extraction and rainfall assimilation. The data-driven approaches used include a range of different ANNs, fuzzy logic, machine learning, genetic programming, cellular automata, as well as a diverse set of optimization algorithms, some traditional and others more AI-based (e.g. evolutionary algorithms, swarm particle optimization, etc.).
The Special Issue begins with a paper by de Vos & Rientjes (2007) who undertook a multi-objective calibration comparison between an ANN and the conceptual HBV rainfall-runoff model using the NSGA-II algorithm. A combination of three objective functions was used, one for low flows, one for high flows and a derived function related to the shape and timing of the hydrograph. For a small forecast lead time, the ANN outperformed the HBV model on the first two objective functions for low and high flows, but not on the third one which was related to shape and timing. The HBV model, however, outperformed the ANN on all objective functions at longer lead times. These types of comparisons between data-driven and conceptual modelling are critical for understanding the limitations and capabilities of both modelling types. Abrahart et al. (2007) used ANNs to investigate the timing error problem in rainfallrunoff modelling that has been observed in many previous studies using data-driven approaches. The authors optimized the internal weights using a neuro-evolutionary approach in which the objective function can be easily varied. The ANN models were calibrated using a combined root mean squared error and timing correction method that penalised models with poor hydrograph timing. The application of the correction procedure improved the timing at shorter forecasting horizons, as well as producing better low flow estimates. At longer forecasting horizons, little or no improvements in timing were observed but improved estimates at higher magnitudes did result.
The next two papers both deal with a comparison of different methods for the calibration of conceptual rainfall-runoff models. Goswami & O'Connor (2007) calibrated the conceptual SMAR (Soil Moisture Accounting and Routing) rainfall-runoff model for two catchments using the following methods: a genetic algorithm, particle swarm optimization, Rosenbrock's technique, shuffled complex evolution of the University of Arizona, simplex search, and simulated annealing. For both catchments, simulated annealing produced models with the smallest variability in parameter values in successive tests, and the lowest MRE verification scores. Shoemaker et al. (2007) compared seven optimization algorithms for 14-parameter and 8-parameter model calibration problems: the shuffled complex evolution (SCE), the differential evolution (DE), an evolutionary algorithm that used a radial basis function (RBF) approximation (ESGRBF), and four types of local optimization methods coupled with the Multi-Level Single Linkage (MLSL) multistart procedure. The results showed that the ESGRBF was the most effective algorithm on both calibration problems. The next best algorithm was one of the local methods. The paper proposes some promising alternatives to the current most widely used methods of calibration, which did not perform as well on the two catchments concerned. Stravs & Brilly (2007) applied the M5 model tree machine learning method to model low flow for seven tributaries of the Sava River in Slovenia at a lead time of 7 days. Models were developed with both a constant and a variable streamflow recession coefficient, where the model with a variable coefficient showed better results. Examination of the M5 regression equations clearly shows that the streamflow recession dynamics are influenced by both the flow rate at the time when the forecast is issued as well as the flow rate decrease in the last 24 hours.
Fuzzy logic modelling is the approach reported in Casper et al. (2007) , who developed a rainfall-runoff model based on soil moisture. Four soil moisture probes from a site in the Black Forest in Germany were selected, each of them representing a different runoff generation process (i.e. saturation excess flow, infiltration excess flow, slow and fast interflow and return flow). Their fuzzy logic model was calibrated and showed good performance, indicating that soil moisture at representative locations could be used to represent actual system state. Corzo & Solomatine (2007) deal explicitly with the problem of incorporating hydrological knowledge into the modelling process. They divided an historical flow data set into different hydrological regimes using three partitioning schemes: automatic classification based on clustering, temporal segmentation of the hydrograph based on an adapted baseflow separation technique, and an optimized baseflow separation filter. Models were then built on each subset of the data and linked via a modular structure. The modular approach was shown to be more accurate than traditional ANNs developed on the entire data set, indicating that incorporation of hydrological knowledge can improve data-driven models. Muluye & Coulibaly (2007) used four different types of neural network to forecast seasonal reservoir inflows for the Churchill Falls watershed in northeastern Canada: Bayesian neural networks (BNN), recurrent multilayer perceptrons (RMLP), timelagged feed-forward networks (TLFN), and conventional multilayer perceptrons (MLP). The selected data-driven methods provided very competitive performances for models developed on historical flow series. However, in comparison with the conventional MLP, the other three neural networks showed improved performance with the addition of a climate variability indicator (the El Niño-Southern Oscillation).
The use of a probabilistic model to assist decision makers in selecting the best reservoir operation strategy during flash floods is demonstrated in Mediero et al. (2007) . The model involves the use of Bayesian networks, calibrated on the results of a rainfall-runoff model that is coupled to a reservoir operation model. During real-time operations, recorded rainfall is used to make probabilistic predictions of inflow discharge into the reservoir with a rainfall-runoff Bayesian network. The reservoir Bayesian network takes these probabilistic discharge values as inputs and provides probabilistic outflow discharge and water level at future time steps for different opera-tional strategies, from which the best strategy for the operation of the floodgate can be selected, based on the probability of maximum discharge downstream of the reservoir and risk of damage to the dam. The methodology was tested on the real-time operation of a reservoir located in the south of Spain, which illustrated its usefulness as a decision-making tool. Elshorbagy et al. (2007) have developed a different kind of decision-making tool, which can be used for assessing the short-and long-term performance of reconstructed watersheds for the mining industry. An object-based simulation environment was used to develop and calibrate a conceptual lumped system dynamics watershed model, which combines both physically-based and empirical formulations to mathematically replicate the hydrological system. The results show that the model is capable of simulating various hydrological processes (soil moisture, evapotranspiration and runoff) with good accuracy. The use of a system dynamics approach along with visual tools means that the approach can be used by decision makers for learning as well as for prediction.
Moving to a different application area, the paper by Parasuraman et al. (2007) addresses the use of GP and ANNs to develop models of evapotranspiration. The authors modelled eddy-covariance-measured latent heat as a function of net radiation, ground temperature, air temperature, wind speed and relative humidity for two case studies with different climatic and topographic conditions. The results from their study showed that both the GP and ANN models performed better than the physically-based Penman-Monteith method. Moreover, examination of the equation generated by the GP showed that it was both parsimonious and understandable, indicating that net radiation and ground temperature were the most important variables in that relationship.
In the final paper, Coppola et al. (2007) used cellular automata (CA) for drainage network extraction and rainfall data assimilation as part of a distributed grid-based operational hydrological model. The algorithms were implemented and tested on a large number of different catchments.
The editors and the authors hope that this HSJ Special Issue on Hydroinformatics provides a wide overview of the potential of these innovative techniques for solving water-related problems. Many of these techniques can complement physical modelling, and knowledge extraction from black-box models is now becoming an area of increasing interest. We hope that this issue will contribute to the diffusion of hydroinformatics to all fields of hydrology in the future.
