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は じ め に
我々はこれまで、インターネットを利用して、学習者の理解度を考慮したCAIシステムのプ
ロトタイプモデルを試作して学習実験［１］～［６］を行ってきた。このシステムでは、学習者個別の
学習履歴データ、現在の学習状況、学習課題への理解度などをデータベースとして累積し、そ
れを利用してダイナミックに学習内容を変更し、学習者のモチベーションを維持向上させよう
としている。そのため、学習を始める際に、学習者の個人認証が必要となるとともに、学習中
の学習者の様子を把握する必要がある。これを実現するための基礎的実験として、これまでに、
カメラに映し出された画像から対象とする人物の顔画像の自動検出について実験を行ってき
た［７］～［１０］。また、理解度を測る一つの手段として、落ち着き具合を推測するために、顔の向き
を自動認識する実験を行ってきた。
顔画像の自動検出には、色空間における肌色画素の分布を示すヒストグラムと、Sobelフィ
ルタで得たエッジ画像のヒストグラムを利用した。色空間として、LUV、YCCなどを使用し
たが、安定した肌色領域を与える表色系としてYCC表色系を推奨した。YCCで顔領域を抽出
するとともに、欠落部をエッジ画像を用いて補完した。また、基準となる平均顔画像（辞書画
像）から主成分分析により固有空間を作成し、求める顔画像の固有空間内における位置から顔
の方向を決定した。
肌色画素を利用した顔画像の抽出についてはかなり良い結果が得られたが、顔の方向認識で
は、大きな誤差を生じるもの（特に横顔に多く見られる）もあった。顔の方向認識には、１５°間
隔で１３パターンの辞書画像を用いたが、角度によっては顔画像にあまり変化がみられなかった
り、逆に目や口、鼻などの部品の位置やあごのラインなどが著しく変化したりするものもあっ
た。また、髪型に大きく左右される傾向があった。
このような結果から、顔の方向認識を行う際に、固有空間のみから角度を求めるのではなく、
髪や肌色の分布から左、右、正面と大きく分類し、その後、顔領域と目、口などの顔部品の位
置関係から詳細な角度認識を行えば効率がよいのではないかと考え、顔部品の抽出について検
討を行った。これらの結果について報告する。
＊ 中部大学
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図１ オリジナル画像
図２ 肌色画素のヒストグラム
顔の方向認識と顔部品の存在位置の特定について
  顔画像領域の抽出
顔の方向認識や顔部品の抽出を行うためには、入力画像中のどの位置に顔領域が存在するか
を特定し、顔領域を抽出する必要がある。顔領域抽出のための主な手がかりとしては、皮膚の
色、顔の形状などの情報が考えられ、多くの研究が行われているが［１１］～［１４］、本研究では皮膚
の肌色情報を用いた。
肌色の識別には、YCC表色系を用い、Cb値とCr値の範囲指定による方法を採用した。YCC
表色系は，RGB値から線形変換で求めることができ、日本人であれば個人によらず安定して
肌色抽出することができる。また、Cb値、Cr値の範囲による抽出法のため、画像の大きさに
依らない抽出が可能である。
具体的には、オリジナル画像のRGB値をYCC表色系のY値、Cr値、Cb値に変換し、得られた
各画素のCr値、Cb値から、肌色の画素を抽出した。肌色画素を抽出するためのCr値、Cb値は
それぞれ以下の通りである。
７７≦Cr≦１２７ 
１３３≦Cb≦１７３ 
こうして得られた肌色画素の分布を示すヒストグラムを描き、そこから顔が存在する領域を
絞り込んだ。
図１はオリジナル画像、図２は肌色画素を抜き出した画像および肌色画素の分布を示すヒス
トグラムの例である。図中のラインは肌色の存在領域の上下・左右の端を示す。
頭頂部の決定には、画素の明度の分布を利用した。黒髪や濃い茶髪の場合、肌色に比べて明
度を表すＹ値が低い。そこで、横軸方向にＹ値の低い（Ｙ＜５０）画素の画素数の累積を求めた。
そしてその分布を示すヒストグラムを作成して、ヒストグラムの最上部を頭頂部とした。図３
は濃い茶髪の例であり、オリジナル画像からＹ＜５０の部分を抜き出した画像である。また図４
は、Ｙ＜５０の画素の分布を表すヒストグラムを利用した頭頂部探索の結果の例である。ただし、
本手法は髪の明度が肌色よりも低い場合に限定され、髪の薄くなった頭や金髪など肌色と明度
名古屋女子大学紀要 第５０号（人文・社会編）
－１４６－
図３ Ｙ＜５０の画像 図４ 明度のヒストグラムを利用した頭頂
部検索
図５ 明度Ｙの縦方向の累積を示すヒストグラム画像
が異ならない場合には適用できないため、除外している。
 顔の向きの推測
図５は、縦軸方向の低明度画素の累積を示すヒストグラムの例である。ヒストグラム中の縦
のラインは顔の肌色領域の左右両端を示している。
顔が正面を向いている場合では、肌色領域の左右両端付近にほぼ同程度の山を描いている。
また、肌色領域の内側では画素数が減少していることがわかる。顔が左右どちらかを向いてい
る場合では、肌色領域がヒストグラムの左右どちらかに偏っていることがわかる。このような
ヒトグラムの特徴を利用し、顔が正面、左、右のどの方向を向いているのかをおおまかに推測
することができる。
 顔部品（目、口）の存在位置の特定
目、口など顔の部品の存在位置の特定には、肌色画素の分布を示すヒストグラムとエッジ画
像のヒストグラムを用いた。２種類のヒストグラムの形状から、部品の存在位置の目安をつけ、
テンプレート・マッチングを使用して位置を特定した。
テンプレート・マッチングで用いるテンプレートは、図６に示すように左右それぞれに真横
の場合、左右それぞれ４５°の場合、真正面の場合の５つのパターンについて、右目、左目、口
の平均画像を４名分の画像の平均を求めて作成した。それらを判定されたおおまかな顔の向き
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図７ 肌色画像ヒストグラムと画像のヒストグラムによる目の位置の検出
表１ 顔の向きの判定
被 験 者
角度 Ａ Ｂ Ｃ Ｄ Ｅ
０ Ｌ Ｌ Ｌ Ｌ Ｌ
１５ Ｌ Ｌ Ｌ Ｌ Ｌ
３０ Ｌ Ｌ Ｌ Ｌ Ｌ
４５ Ｌ Ｌ Ｌ Ｌ Ｌ
６０ Ｃ Ｌ Ｌ Ｌ Ｌ
７５ Ｃ Ｃ Ｃ Ｃ Ｃ
９０ Ｃ Ｃ Ｃ Ｃ Ｃ
１０５ Ｃ Ｃ Ｃ Ｃ Ｃ
１２０ Ｃ Ｃ Ｃ Ｒ Ｒ
１３５ Ｒ Ｒ Ｒ Ｒ Ｒ
１５０ Ｒ Ｒ Ｒ Ｒ Ｒ
１６５ Ｒ Ｒ Ｒ Ｒ Ｒ
１８０ Ｒ Ｒ Ｒ Ｒ Ｒ
によって使い分けた。
図６ 顔部品（目、口）のテンプレート
また、肌色画像のヒストグラムとエッジ画
像のヒストグラムの凹凸から目の縦軸方向の
位置を検出できることがあり、その場合には
テンプレート・マッチングの探索領域の絞込
みができるようになる。図７は、検出できた
結果の例である。
結 果
表１に、顔の向きの判定結果を示す。顔の角度は、真正面を９０°とし、真正面から９０°左向き
を０°、９０°右向きを１８０°とした。０°から１８０°まで、１５°間隔で１３パターンの画像について顔の
向きの判定を行った結果、被験者によって多少異なるものの、７５°から１０５°の向きを正面（Ｃ）、
６０°以下を左向き（Ｌ）、１２０°以上を右向き（Ｒ）とおおまかに判別することができた。
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図９ 顔の部品抽出（左右）
図８は、正面と判別された画像での部品の抽出結果である。上段は表１の被験者Ａの結果で
あり、下段は被験者Ｂの結果である。上段は左から６０°、９０°、１２０°での部品の抽出結果であり、
下段は左から７５°、９０°、１２０°での部品の抽出結果である。９０°（真正面）の場合は目、口の位置
を正確に捉えることができているが、それ以外では目や口の位置が少しずれてしまうことがあ
る。
また、図９は、左または右向きと判定された顔画像での部品の抽出結果である。正面から９０°
右または左を向いている場合には、目、口ともに正確に抽出することができた。
図１０は４５°の場合での顔部品の抽出結果である。４５°は、顔の向きは左と判定されたため、左
向き用のテンプレートが使用され、左側の図のように左目が抽出できていなかった。しかし、
中央の図のように、肌色画像において抽出された目とほぼ同じ高さに目の候補領域が発見でき
たため、改めてこの領域に限ったテンプレート・マッチングが行われ、最終的には図１０の右側
のように左右両眼と口を抽出している。
図８ 顔の部品抽出（正面）
個人認証のための顔画像抽出と顔方向の自動認識
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図１０ 顔の部品抽出（４５°の場合）
ま と め
肌色の分布を示すヒストグラムと、Sobelフィルタで得たエッジ画像のヒストグラムによっ
て顔の領域を抽出した。また、明度の値が抽出した髪の分布を示すヒストグラムから、顔の向
きを左、正面、右とおおまかに特定することができた。さらに、顔の向きにあわせたテンプレ
ートを用いたテンプレート・マッチングを行って、顔の部品抽出を行った。
目、口など顔の部品の特定はおおむね良好であったが、正面より少し左または右向き加減の
画像では、口や目の位置が必ずしも正確ではなかった。目、口など顔の部品の位置関係から顔
の角度を割り出すためには、さらに正確な位置を捉える必要があると考える。
今後は、より正確な顔部品位置の特定と、詳細な顔の方向認識を行うことを課題とし、検討
していかなければならない。
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