Abstract: Soil organic carbon stock plays a key role in the global carbon cycle and the precision agriculture. Visible and near-infrared reflectance spectroscopy (VNIRS) can directly reflect the internal physical construction and chemical substances of soil. The partial least squares regression (PLSR) is a classical and highly commonly used model in constructing soil spectral models and predicting soil properties. Nevertheless, using PLSR alone may not consider soil as characterized by strong spatial heterogeneity and dependence. However, considering the spatial characteristics of soil can offer valuable spatial information to guarantee the prediction accuracy of soil spectral models. Thus, this study aims to construct a rapid and accurate soil spectral model in predicting soil organic carbon density (SOCD) with the aid of the spatial autocorrelation of soil spectral reflectance. A total of 231 topsoil samples (0-30 cm) were collected from the Jianghan Plain, Wuhan, China. The spectral reflectance (350-2500 nm) was used as auxiliary variable. A geographically-weighted regression (GWR) model was used to evaluate the potential improvement of SOCD prediction when the spatial information of the spectral features was considered. Results showed that: (1) The principal components extracted from PLSR have a strong relationship with the regression coefficients at the average sampling distance (300 m) based on the Moran's I values. (2) The eigenvectors of the principal components exhibited strong relationships with the absorption spectral features, and the regression coefficients of GWR varied with the geographical locations. (3) GWR displayed a higher accuracy than that of PLSR in predicting the SOCD by VNIRS. This study aimed to help people realize the importance of the spatial characteristics of soil properties and their spectra. This work also introduced guidelines for the application of GWR in predicting soil properties by VNIRS.
Introduction
Soil is an important global reservoir for soil organic carbon (SOC), which plays a key role in the global carbon cycle [1] . Soil holds the largest terrestrial storage of organic carbon. Slight changes on between the explanatory and explained variables can be evidently shown by the spatially varied correlation coefficients of GWR [26] . Thus, GWR can be used to explore the spatial variation relationships between the soil properties and the auxiliary variables in different geographical locations. GWR has been used to construct prediction models using environmental factors as auxiliary variables. Nevertheless, this method is seldom used in predicting soil properties through VNIRS [27, 28] . In contrast to PLSR, GWR can capture the spatial variability of SOCD and its varied relationships with VNIR spectral reflectance. This achievement is due to the flexibility of GWR in modeling relationships over locations [29] . Consequently, the spatial autocorrelation of SOCD can be considered through the flexible bandwidths and the varied spatial weights in constructing the local spatial regression models. The non-stationarity of the influence degree between the VNIR spectral data and SOCD can be shown by the GWR coefficient maps in different geographical locations. Therefore, the potential of GWR in predicting soil properties by VNIR spectral reflectance should be explored. The necessity for spatial autocorrelation in constructing the soil spectral models should also be discussed.
The Jianghan Plain, located in the middle and south of Hubei Province, is an alluvial plain and an important food grain region in China. The rapid and accurate prediction of SOCD can help obtain further information on the status and change in soil fertility. A total of 231 top soil samples (0-30 cm) were collected from the Jianghan Plain. GWR was used to predict the SOCD by VNIRS, and PLSR was utilized as the reference model. The present study aimed to (1) determine the feasibility of predicting SOCD by VNIRS; (2) discuss the necessity of spatial autocorrelation in predicting SOCD by VNIRS; and (3) show the variable relationships among soil components, spectral reflectance, and SOCD.
Materials and Methods

Study Area
Chahe Town, which is located at the center of Jianghan Plain (29.39 • -30.12 • N latitude, 113.7 • -114.05 • E longitude), was selected as the study region ( Figure 1 ). The Jianghan Plain, an alluvial plain with main land use types of non-irrigated and paddy lands, is an important food grain region in China. Chahe Town experiences a subtropical humid monsoon climate with evident features of continental climate. The weather is relatively moderate with an annual average temperature of 16.6 • C. The rainfall is abundant with a mean annual precipitation of 1154 mm. The main soil parent materials of this study region are river alluvium and lacustrine deposits. This area is also appropriate and suitable for various crops. The soils are diverse and categorized into various Chinese soil taxonomy classifications [30] , including paddy, moisture, dark-yellow-brown, and yellow-brown soils. Their approximate World Reference Base of Soil Resources classification are Stagnic Anthrosols, Eutyic Cambisols, Humic Cambisols, and Alfisol [31] .
The geographical area of Chahe Town is approximately 153 km 2 , and the elevation ranges from 2 m to 35 m. The geostatistical range of soil organic matter was 100-1000 m based on experiential knowledge [32] . A total of 231 topsoil samples (0-30 cm) were collected from the roads by the random sampling method in June 2013 to guarantee the full coverage of Chahe Town. The distances between each sampling site range from 100 m to 1459 m, and the shortest distance from the soil samples to the road is 100 m. For each soil sample, five soil subsamples taken within 1 m 2 were collected and thoroughly mixed to obtain a representative sample. The surface soils (0-30 cm) were collected after removing plants and debris covering the soil surface. The soil samples were first air dried in the laboratory at 20-25 • C for 14 days. Subsequently, the dried soil samples were gently crushed in a porcelain mortar to break down large aggregates and sieved using a 0.25 mm stainless-steel sieve. The sieved dry soil samples can remove the influence of the soil texture and the soil moisture, and then reflect the spectral characteristics of the soil samples. One part of the soil sample was used to measure the SOC in the laboratory. Another part was used to measure the VNIR spectral reflectance. Three parallel tests for each soil sample were processed to measure the SOC content through the potassium dichromate method [33, 34] . A cutting ring with a volume of 100 cm 3 was used to measure the weight of the wet soil. This test was repeated three times to calculate the mean value. At the same location, three aluminum specimen boxes were used to measure the soil moisture content [35] . The soil bulk density was calculated on the basis of the weight of the wet soil and the soil moisture using the Pedotransfer function developed by Calhoun, et al. [36] (R 2 = 0.56).
The SOCD content was calculated in accordance with the function of Thompson and Kolka [37] :
where ρ SOC is the SOCD (kg m −2 ) of the top soil (0-30 cm), i is the soil horizon (1, 2, 3, . . . , n), θ i % is the gravel concentration (>2 mm) in the ith horizon, p i is the soil bulk density of the rock-free soil in the ith horizon (g cm −3 ), C i is the SOC content (g kg −1 ) measured by the potassium dichromate method, and T i is the soil thickness (cm).
ISPRS Int. J. Geo-Inf. 2017, 6, 308 4 of 16 then reflect the spectral characteristics of the soil samples. One part of the soil sample was used to measure the SOC in the laboratory. Another part was used to measure the VNIR spectral reflectance. Three parallel tests for each soil sample were processed to measure the SOC content through the potassium dichromate method [33, 34] . A cutting ring with a volume of 100 cm 3 was used to measure the weight of the wet soil. This test was repeated three times to calculate the mean value. At the same location, three aluminum specimen boxes were used to measure the soil moisture content [35] . The soil bulk density was calculated on the basis of the weight of the wet soil and the soil moisture using the Pedotransfer function developed by Calhoun, et al. [36] (R 2 = 0.56). The SOCD content was calculated in accordance with the function of Thompson and Kolka [37] :
where SOC is the SOCD (kg m −2 ) of the top soil (0-30 cm), i is the soil horizon (1, 2, 3, …, n), % is the gravel concentration (>2 mm) in the ith horizon, is the soil bulk density of the rock-free soil in the ith horizon (g cm −3 ), is the SOC content (g kg −1 ) measured by the potassium dichromate method, and Ti is the soil thickness (cm). 
Laboratory Measurements and Spectral Pre-Processing
The spectral reflectance of soils was recorded in the VNIRS range (350 nm to 2500 nm) with spectral resolutions of 3 nm from 350 nm to 1000 nm and 10 nm from 1000 nm to 2500 nm using a ASD FieldSpec3 (Analytical Spectral Devices, Longmont, Colorado, USA) portable spectral radiometer (http://www.asdi.com). The spectral readings were acquired in 1 nm increments over the wavelength range. The soil sample was placed in a 10 cm diameter Petri dish at a thickness of approximately 15 mm. The spectra of the soil samples were recorded in a dark room with a 50 W halogen lamp as the light source that was positioned 0.3 m away from the samples with a 158° zenith angle; the optical probe was installed approximately 0.15 m above the sample [38] . The correction using a standardized white Spectralon panel with 100% reflectance was made before the first scan and after every 10 samples (http://www.labsphere.com/). The average value of 10 spectral measurements for each sample was calculated as the final spectral reflectance.
Given the variations in soil structural properties and working conditions of the spectroradiometer, the spectral reflectance inevitably exhibits many problems, including multicollinearity, random noise, baseline drift, and multiple scattering effect, which may affect the robustness and accuracy of the calibration models [14] . Therefore, spectral pre-processing was conducted during chemometric modeling. The robust principal component analysis method was 
The spectral reflectance of soils was recorded in the VNIRS range (350 nm to 2500 nm) with spectral resolutions of 3 nm from 350 nm to 1000 nm and 10 nm from 1000 nm to 2500 nm using a ASD FieldSpec3 (Analytical Spectral Devices, Longmont, Colorado, USA) portable spectral radiometer (http://www.asdi.com). The spectral readings were acquired in 1 nm increments over the wavelength range. The soil sample was placed in a 10 cm diameter Petri dish at a thickness of approximately 15 mm. The spectra of the soil samples were recorded in a dark room with a 50 W halogen lamp as the light source that was positioned 0.3 m away from the samples with a 158 • zenith angle; the optical probe was installed approximately 0.15 m above the sample [38] . The correction using a standardized white Spectralon panel with 100% reflectance was made before the first scan and after every 10 samples (http://www.labsphere.com/). The average value of 10 spectral measurements for each sample was calculated as the final spectral reflectance.
Given the variations in soil structural properties and working conditions of the spectroradiometer, the spectral reflectance inevitably exhibits many problems, including multicollinearity, random noise, baseline drift, and multiple scattering effect, which may affect the robustness and accuracy of the calibration models [14] . Therefore, spectral pre-processing was conducted during chemometric modeling. The robust principal component analysis method was used to detect and eliminate the outliers from the original datasets. The reflectance spectra were first reduced to 400 nm-2350 nm to eliminate the noise at the spectral edges. Then, the reflectance curves were smoothed to further eliminate noise with a moving window of 15 nm using the Savitzky-Golay smoothing method. The continuum removal technique was used to isolate particular absorption features in diffuse reflectance spectra. The continuum-removed spectrum of each group was obtained to highlight the spectral absorption features. Finally, standard normal variate was used as a typical example of scatter-corrective methods to remove, to some extent, the undesired scatter or particle-sized information from spectral reflectance [39] . These methods were implemented in the PLS toolbox (Version 7.9.3, Eigenvector Research, Inc., Wenatchee, WA, USA) operated in MATLAB ® (R2008a, MathWorks, Inc., Natick, MA, USA).
PLSR and GWR
PLSR is a modeling technique often used in chemometric and quantitative spectral analyses. PLSR is based on linear transition from a large number of original descriptors to a new variable space based on a small number of orthogonal factors [40] . The PLSR algorithm selects successive orthogonal factors that maximize the covariance between predictors (x spectra) and the response variable (y, e.g., SOCD data). The PLSR model contains a parsimonious set of factors and latent variables selected in a manner such that their correlations with the response variable are maximized. Additional details on the PLSR algorithm can be referred to the study of Harald and Paul [41] . The PLSR formulas were as follows:
whereẐ PLSR (x i , y i ) is the SOCD content at geographical location (x i , y i ) estimated by the PLSR model; q k (x i , y i ) is the transferred components from the spectral reflectance of soil samples at location (x i , y i ) by PLSR, and no linear relationship exists between any two q k (x i , y i ).β k comprises the estimated drift model coefficients in the PLSR model. p is the suitable number of principal components (PCs) transformed from PLSR. m is the total number of spectral wavelength. l j is the eigenvector in the PLSR model. Finally, l j × l j = 1, and X j (x i , y i ) is the spectral reflectance of the soil sample. The PLSR was implemented using the PLS toolbox (Version 7.9.3, Eigenvector Research, Inc., Wenatchee, WA, USA) operated in MATLAB ® (R2008a, MathWorks, Inc., Natick, MA, USA). In this paper, the PCs extracted from PLSR were used as the auxiliary variables of GWR. GWR extends the traditional regression framework by considering the geographical locations of parameters [24, 42, 43] . The GWR model can be expressed as follows:
whereẐ GWR (x i , y i ) is the SOCD content at the geographical location (x i , y i ); q k (x i , y i ) is the PCs of spectral reflectance transformed by the PLSR model; β 0 (x i , y i ) is the intercept of local GWR model at geographical location (x i , y i ); β k (x i , y i ) are the coefficients of different components; p is the suitable number of PCs that will be used to construct the prediction models; q k (x i , y i ) comprise the PCs transformed from the spectral reflectance of soil samples at location (x i , y i ) (Equation (3)); ε(x i , y i ) is the error term generally assumed to be independent and normally distributed with zero means and constant variance σ 2 ; and n is the total number of soil samples. The regression coefficients of this equation were estimated at each location. Data were used to fit the regression in accordance with their spatial locations. This action resulted in large weights to the points closest to the prediction location. Furthermore, GWR can determine the spatial variations of soil properties and spectral reflectance. The optimal bandwidth allocation is the critical part in GWR. This study employed the corrected Akaike information criterion (AICc), which is fixed by the maximum likelihood principle, to determine the optimal bandwidth. Hurvich, et al. [44] used the AICc in selecting the smoothing parameters in nonparametric regressions. Brunsdon, Fotheringham, and Charlton [24] applied the AICc to select the bandwidth in GWR. AICc is calculated as follows:
whereθ L is the maximum likelihood estimator and q is the number of unknown parameters. The greater the likelihood function is, the better the estimator. Thus, AICc with a minimum value indicates that the model is optimized. The GWR was implemented by the spatial statistics modules in ArcGIS (Version 10.4.1, Esri Inc., Redlands, CA, USA).
Model Evaluation
The accuracy of the models for each test was evaluated based on the validation dataset by calculating the root mean square error (RMSE) and R 2 of the calibration model (RMSE C and R 2 C ) and the prediction model (RMSE P and R 2 P ) and the ratio of percentage deviation (RPD) [45] .
where n is the sample number, y i is the measured value for the soil sample,ŷ i is the predicted value, and y is the mean measure value. The RPD is defined as the ratio of the standard deviation (SD) of the validation dataset and the RMSE P , which indicates the predictive performance of the calibration models. RPD was interpreted by 
Results
Basic Statistics of SOCD
A total of 231 soil samples (0.33-10.16 kg·m −2 ) were divided into a calibration dataset (n = 161, 70%; 0.33-10.16 kg·m −2 ) and a validation dataset (n = 70, 30%; 2.47-8.27 kg·m −2 ) on the basis of the Kennard-Stone method [46] . The calibration dataset showed a wider range (9.84 kg·m −2 ), a smaller minimum value (0.33 kg·m −2 ), and a larger maximum value (10.16 kg·m −2 ) than those of the validation dataset (5.80, 2.47, and 8.27 kg·m −2 , respectively) ( Table 1) . Consequently, the SOCD values of the validation dataset were included in the calibration dataset to ensure the accuracy of the classification. The mean values of the calibration, validation, and entire datasets were 5.37, 4.81, and 5.20 kg·m −2 with a standard deviation of 1.96, 1.62, and 1.88 kg·m −2 , respectively. The basic statistics of the calibration and validation datasets were similar to those of the entire dataset. This similarity indicates that the calibration and validation datasets could effectively represent the entire dataset. The coefficient of variation (CV) was used to interpret the variability of soil attributes. Soil attributes were classified into most (CV > 35%), moderate (CV: 15-35%), and least (CV < 15%) variable classes as proposed by Buchmann [47] . The CV values of SOCD were 36.53%, 33.65%, and 36.12% for the calibration, validation, and entire datasets, respectively. The SOCD of the entire and calibration datasets exhibited a strong variation, whereas that of the validation dataset exhibited a moderate variation in the study area. The coefficients of skewness of the calibration, validation, and entire datasets were 0.12, 0.48, and 0.25, respectively, and their coefficients of kurtosis were −0.41, −0.79, and −0.45, respectively. These values indicate that all of these datasets displayed a normal distribution and can be used to construct the SOCD models indirectly. Additionally, the basic statistics of soil moisture and SOC were showed in Table 1 . 
Pretreatment of the Spectral Features
The original and the transformed spectral reflectance of the soil samples are shown in Figure 2 . Three SOCD values were selected as representatives of the SOCD contents (high (10.16 kg·m −2 ), median (5.25 kg·m −2 ), and low (0.33 kg·m −2 )) to illustrate the relationship between SOCD and spectral reflectance. In Figure 2 , the highest SOCD showed the lowest spectral reflectance, whereas the lowest SOCD presented the highest spectral reflectance in the entire wavelength. Soil samples generally exhibited four deep and large absorption features at 400-600, 1455, 1915, and 2210 nm. The first spectral absorption feature in the visible wavelengths (400-600 nm) was due to electronic transitions, such as the Fe oxides of the hematite (Fe 2 O 3 ) and goethite (FeOOH) [39] . The dominant absorption near 1455 nm is related to the first overtone of an O-H stretching vibration of water (H-O-H) or metal-O-H vibration [7] . The feature near 1915 nm was related to the combinations of the vibrational processes of water, where H-O-H bends and OH stretches. The absorption near 2210 nm was due to O-H stretching combination vibrations [39] . The absorption features of the transformed spectra were stronger than those of the original spectra at these wavelengths. The drift of the spectra was removed along the entire wavelength (Figure 2b ). This result was the same with those of many other studies. That is, the continuum removal technique pretreatment can highlight the absorption features of the spectral reflectance in different wavelengths and subsequently improve the prediction accuracy of the soil spectral models [48, 49] .
Spatial Characteristics of the Spectral Reflectance
The first five PCs, which were extracted from the soil spectra by PLSR, were selected as the suitable auxiliary variables based on the leave-one-out cross-validation. A large value of the percent of variance results in a considerable amount of information extracted from the original data [50] . The total percent of variance of the first five PCs was 80.57%. This value implies that the PCs can explain 80.57% of the information to the original spectral reflectance. The basic statistics of the five PCs were used to analyze the global characteristics of the spectral information ( Table 2 ). The percentages of variance of the five PCs were 58.65%, 7.14%, 3.69%, 8.95%, and 2.14%. PC1 showed the largest percent of variance, and PC5 exhibited the least value. The range of five PCs were 39.69, 17.54, 10.18, 16.81, and 9.74, respectively, and their standard deviation values were 8.43, 2.94, 2.12, 3.29, and 1.61, respectively. This result shows the dispersion degrees of the PCs from their average. PC1 displayed the highest range and standard deviation, which indicate that the data points were distributed over a large range of values. PC5 exhibited the lowest range and standard deviation, which signify that the data points were close to the mean value. When the percent of variance of one PC was larger than those of the other PCs, a large amount of soil information regarding soil physical structure, mineral composition, composition, and organic matter was included in this PC and revealed its significant difference. This finding implies the global non-stationarity of the PCs in the study region. Moran's I is a measure of spatial autocorrelation, which is characterized by a correlation in a signal among nearby locations in space [51] . The values of Moran's I range from −1 to 1. Negative values indicate negative spatial autocorrelation, and positive values indicate positive spatial autocorrelation. A zero value indicates a random spatial pattern [52] . In this paper, Moran's I index was used to validate the spatial autocorrelation of SOCD and PCs in different sampling distances (Figure 3 ). In the global trend, the Moran's I values of SOCD and PCs decreased with increased sampling distance. The highest Moran's I value of SOCD was 0.37 at 100 m. The value indicates that positive spatial autocorrelation existed in the SOCD. The highest of Moran's I values of PC1, PC3, PC4, and PC5 were 0.87, 0.38, 0.58, and 0.35, respectively, at 100 m and that of PC2 was 0.54 at 300 m. These results show that a positive spatial autocorrelation also existed in the input variables (SOCD and the spectral reflectance) of the soil spectral models. Therefore, one spatial model relative to the traditional non-spatial model should be constructed. PC1 was the strongest, PC2 and PC4 were the second, and PC3 and PC5 were the least. This order was the same as that of the percentages of variance of the PCs in PLSR. When the percent of variance was large, the obtained soil information was also large. When one PC contained a considerable amount of soil information, the spatial characteristics of the soil samples were easily correlated with the PC. Thus, PC1 showed the strongest spatial autocorrelation for the greatest soil information, whereas PC5 exhibited the weakest spatial autocorrelation for the lowest soil information. Moran's I is a measure of spatial autocorrelation, which is characterized by a correlation in a signal among nearby locations in space [51] . The values of Moran's I range from −1 to 1. Negative values indicate negative spatial autocorrelation, and positive values indicate positive spatial autocorrelation. A zero value indicates a random spatial pattern [52] . In this paper, Moran's I index was used to validate the spatial autocorrelation of SOCD and PCs in different sampling distances (Figure 3 ). In the global trend, the Moran's I values of SOCD and PCs decreased with increased sampling distance. The highest Moran's I value of SOCD was 0.37 at 100 m. The value indicates that positive spatial autocorrelation existed in the SOCD. The highest of Moran's I values of PC1, PC3, PC4, and PC5 were 0.87, 0.38, 0.58, and 0.35, respectively, at 100 m and that of PC2 was 0.54 at 300 m. These results show that a positive spatial autocorrelation also existed in the input variables (SOCD and the spectral reflectance) of the soil spectral models. Therefore, one spatial model relative to the traditional non-spatial model should be constructed. PC1 was the strongest, PC2 and PC4 were the second, and PC3 and PC5 were the least. This order was the same as that of the percentages of variance of the PCs in PLSR. When the percent of variance was large, the obtained soil information was also large. When one PC contained a considerable amount of soil information, the spatial characteristics of the soil samples were easily correlated with the PC. Thus, PC1 showed the strongest spatial autocorrelation for the greatest soil information, whereas PC5 exhibited the weakest spatial autocorrelation for the lowest soil information. 
Prediction of SOCD by PLSR and GWR
In PLSR model, the first five PCs were selected to construct the SOCD prediction model with the aid of the spectral reflectance. These five PCs were also used as the auxiliary variables to construct the GWR model. The basic statistics of the parameters of PLSR and GWR are shown in Table 3 . The coefficients of PCs were constant in PLSR, which showed that the influence degree of one PC on SOCD was the same as in the total study region. The coefficients of these five PCs were 0.089, 0.415, 0.339, 0.125, and 0.342. The coefficients of these PCs were positive, which implied the positive correlations between PC and SOCD. Given the different PCs, including different spectral information related to different soil components, the PC coefficients were influenced by the units of different soil components. Thus, the PC coefficients should be standardized to remove the differences of the PC units. The Z-score method was used to standardize the coefficients of PCs, and the standardized coefficient (SC) was used to label the new coefficient. SC can show which of the PCs exerted a remarkable effect on SOCD in soil spectral models. The SCs of these five PCs were 0.384, 0.623, 0.366, 0.210, and 0.280. The descending order of these coefficients was PC2 > PC1 > PC3 > PC5 > PC4. PC2 showed the most significant effects on SOCD, whereas PC4 exerted the least significant effects. The t-and p-values, which showed the significance of PCs in predicting SOCD by PLSR, are presented in Table 3 .
GWR is a local spatial model that allows the flexible coefficients of auxiliary variables in different geographical locations. The basic statistics of the coefficients of PCs in the GWR are shown in Table  3 . The ranges of the coefficients of the PCs in descending order were PC5 (0.093), PC2 (0.042), PC4 (0.037), PC3 (0.015), and PC1 (0.010). The range of the coefficient of PC5 was wider than those of the other PCs. This range showed the largest uncertainty of the PC5 coefficient in the different geographical locations. The influence degrees of PCs on SOCD were described by the SCs, and the spatial distribution characteristics of SCs are shown in Figure 4 . The descending order of the mean values of SCs was PC2 (0.620) > PC1 (0.383) > PC3 (0.373) > PC5 (0.265) > PC4 (0.188) ( Table 3 ). This 
GWR is a local spatial model that allows the flexible coefficients of auxiliary variables in different geographical locations. The basic statistics of the coefficients of PCs in the GWR are shown in Table 3 . The ranges of the coefficients of the PCs in descending order were PC5 (0.093), PC2 (0.042), PC4 (0.037), PC3 (0.015), and PC1 (0.010). The range of the coefficient of PC5 was wider than those of the other PCs. This range showed the largest uncertainty of the PC5 coefficient in the different geographical locations. The influence degrees of PCs on SOCD were described by the SCs, and the spatial distribution characteristics of SCs are shown in Figure 4 . The descending order of the mean values of SCs was PC2 (0.620) > PC1 (0.383) > PC3 (0.373) > PC5 (0.265) > PC4 (0.188) ( Table 3) . This order was similar to that of PLSR where PC2 exerted the most significant influence, and PC4 presented the least significant effect. Such result was due to the percent of variance and the valuable spectral information of PCs. The percent of variance can influence the total content of the spectral information of PC, but a large percent of variance does not imply a large amount of valuable spectral information. Furthermore, the valuable spectral information can influence the degree of correlation between a PC and SOCD. Thus, the SCs can also show which PCs play important roles in predicting the SOCD. Afterward, the soil components related to the PCs can be further explored.
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Model Validation and Evaluation
Detailed information on the evaluation indexes is presented in Table 4 . According to the classification of Chang, et al. [53] , the RPD values of PLSR and GWR were 1.646 and 1.702, respectively, which were located between 1.4 and 2.0. This result showed that PLSR and GWR 
Detailed information on the evaluation indexes is presented in Table 4 . According to the classification of Chang, et al. [53] , the RPD values of PLSR and GWR were 1.646 and 1.702, respectively, which were located between 1.4 and 2.0. This result showed that PLSR and GWR exhibited good prediction accuracy in predicting SOCD by VNIRS. Thus, the potential ability of VNIRS in predicting SOCD was high, and PLSR and GWR can guarantee a feasible and reliable prediction accuracy. The predicted values of SOCD by GWR and PLSR were also drawn in the scatter plot ( Figure 5) . Most of the predicted values were distributed around the 1:1 line, thereby showing a high prediction accuracy of PLSR and GWR in predicting SOCD by VNIRS. Moreover, the evaluation indexes shown in Table 4 revealed that GWR presented a superior modeling and predicting ability to that of PLSR because GWR possessed smaller RMSE C and RMSE P and higher R 2 C, R 2 P , and RPD than those of PLSR. This result was due to the finding that SOCD and PCs exhibited a spatial autocorrelation. In addition, the GWR considered their spatial autocorrelation in constructing the prediction models. In conclusion, VNIRS showed a significant potential in predicting SOCD, and the spatial autocorrelation of VNIRS played an important role in the soil spectral models. GWR exhibited a better modeling performance and prediction accuracy than those of PLSR. exhibited good prediction accuracy in predicting SOCD by VNIRS. Thus, the potential ability of VNIRS in predicting SOCD was high, and PLSR and GWR can guarantee a feasible and reliable prediction accuracy. The predicted values of SOCD by GWR and PLSR were also drawn in the scatter plot ( Figure 5 ). Most of the predicted values were distributed around the 1:1 line, thereby showing a high prediction accuracy of PLSR and GWR in predicting SOCD by VNIRS. Moreover, the evaluation indexes shown in Table 4 revealed that GWR presented a superior modeling and predicting ability to that of PLSR because GWR possessed smaller RMSEC and RMSEP and higher R 2 C, R 2 P, and RPD than those of PLSR. This result was due to the finding that SOCD and PCs exhibited a spatial autocorrelation. In addition, the GWR considered their spatial autocorrelation in constructing the prediction models. In conclusion, VNIRS showed a significant potential in predicting SOCD, and the spatial autocorrelation of VNIRS played an important role in the soil spectral models. GWR exhibited a better modeling performance and prediction accuracy than those of PLSR. 
Discussion
Spatial Autocorrelation and Nonstationarity of PCs
The relationships between VNIRS, PCs, and SOCD played important roles in guaranteeing the prediction accuracy and the stability of the soil spectral models. Eigenvectors can be used to quantify the relationships between VNIRS and PCs ( Figure 6 ). Furthermore, the regression coefficients can be used to quantify the relationships between PCs and SOCD (Table 3) . Spatial autocorrelation exists in soil properties [54] , and the spectral reflectance is the response of the physical and chemical properties of soil. Thus, spatial autocorrelation also existed in the VNIRS and PCs. Moran's I can be used to show the degree of the spatial autocorrelation of the PCs in different sampling distances (Figure 3) . The spatial autocorrelation is a characteristic attribute of thematic maps. That is, the polygons on a map represent zones where the internal variation is small relative to that of the 
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Spatial Autocorrelation and Nonstationarity of PCs
The relationships between VNIRS, PCs, and SOCD played important roles in guaranteeing the prediction accuracy and the stability of the soil spectral models. Eigenvectors can be used to quantify the relationships between VNIRS and PCs ( Figure 6 ). Furthermore, the regression coefficients can be used to quantify the relationships between PCs and SOCD (Table 3) . Spatial autocorrelation exists in soil properties [54] , and the spectral reflectance is the response of the physical and chemical properties of soil. Thus, spatial autocorrelation also existed in the VNIRS and PCs. Moran's I can be used to show the degree of the spatial autocorrelation of the PCs in different sampling distances (Figure 3) . The spatial autocorrelation is a characteristic attribute of thematic maps. That is, the polygons on a map represent zones where the internal variation is small relative to that of the variation in the map as a whole. Furthermore, the random spatial autocorrelation would exhibit no apparent spatial pattern and thus appear as white noise [55] . Additionally, the strong spatial autocorrelation also implies the abundant spatial and spectral information when the Moran's I is close to 1. Meanwhile, the random spatial autocorrelation indicates the weak spatial and spectral information when the Moran's I is close to 0 [56] . In the present study, the descending order of the regression coefficients of PCs was PC2, PC1, PC3, PC5, and PC4. This order was similar to that of Moran's I values when the sampling distance was 300 m, which was the average distance between different soil samples. PC2 contained the most abundant spectral and spatial information. Hence, PC2 exhibited the strongest relationships with the SOCD. Many white noises existed in PC4 and suggest the PC's weak role in predicting the SOCD. Therefore, the spatial autocorrelation and the regression coefficients can show the spatial and spectral information of PCs, as well as the influence degrees of the PCs to the SOCD. The average distance of the soil samples is one important parameter that connects the relationships between Moran's I values and the regression coefficients.
The absorption and reflection spectral features of VNIRS were influenced by different physical and chemical characteristics of soil. These attributes include the color, mineral content, soil moisture, and soil texture. The spectral reflectance can show the spectral characteristics of the soil in different wavelengths, and the continuum removal method can strengthen the absorption features relative to the original spectra (Figure 2 ). The eigenvectors can show the relationships between the spectral reflectance and the PCs in different wavelengths ( Figure 6 ). Comparison of the differences between the spectral reflectance after transformation and the eigenvectors in different wavelengths show that large wave ranges of the eigenvectors appeared at the soil absorption features. These ranges included 400-600, 1400, 1800-2000, and 2200 nm. These absorption features displayed strong relationships with organic matters and minerals. Consequently, the first five PCs can reflect the main information of the spectra, and they exhibited strong relationships with the organic matters and minerals in soil. The different chemical and physical materials of soil exerted different influence degrees to SOCD at different geographical locations. The SCs of PCs can also show these relationships (Figure 4) . Thus, the GWR model can offer further information to understand and explore the relationships between PCs and SOCD. The spatial autocorrelation and nonstationarity of PCs should also be considered when constructing soil spectral models. variation in the map as a whole. Furthermore, the random spatial autocorrelation would exhibit no apparent spatial pattern and thus appear as white noise [55] . Additionally, the strong spatial autocorrelation also implies the abundant spatial and spectral information when the Moran's I is close to 1. Meanwhile, the random spatial autocorrelation indicates the weak spatial and spectral information when the Moran's I is close to 0 [56] . In the present study, the descending order of the regression coefficients of PCs was PC2, PC1, PC3, PC5, and PC4. This order was similar to that of Moran's I values when the sampling distance was 300 m, which was the average distance between different soil samples. PC2 contained the most abundant spectral and spatial information. Hence, PC2 exhibited the strongest relationships with the SOCD. Many white noises existed in PC4 and suggest the PC's weak role in predicting the SOCD. Therefore, the spatial autocorrelation and the regression coefficients can show the spatial and spectral information of PCs, as well as the influence degrees of the PCs to the SOCD. The average distance of the soil samples is one important parameter that connects the relationships between Moran's I values and the regression coefficients. The absorption and reflection spectral features of VNIRS were influenced by different physical and chemical characteristics of soil. These attributes include the color, mineral content, soil moisture, and soil texture. The spectral reflectance can show the spectral characteristics of the soil in different wavelengths, and the continuum removal method can strengthen the absorption features relative to the original spectra (Figure 2 ). The eigenvectors can show the relationships between the spectral reflectance and the PCs in different wavelengths ( Figure 6 ). Comparison of the differences between the spectral reflectance after transformation and the eigenvectors in different wavelengths show that large wave ranges of the eigenvectors appeared at the soil absorption features. These ranges included 400-600, 1400, 1800-2000, and 2200 nm. These absorption features displayed strong relationships with organic matters and minerals. Consequently, the first five PCs can reflect the main information of the spectra, and they exhibited strong relationships with the organic matters and minerals in soil. The different chemical and physical materials of soil exerted different influence degrees to SOCD at different geographical locations. The SCs of PCs can also show these relationships (Figure 4) . Thus, the GWR model can offer further information to understand and explore the relationships between PCs and SOCD. The spatial autocorrelation and nonstationarity of PCs should also be considered when constructing soil spectral models. 
Advantages of GWR
The SOCD levels are often associated with environmental factors (e.g., climate, parent material, biology, terrain, and time) and human activities (e.g., land use types and tillage management) [57] . In neighboring soil samples, soil types share similar environmental factors and human activities. This sharing results in the spatial dependence of soil properties. Additionally, the differences in these auxiliary factors influence the spatial heterogeneity of soil properties. Moran's I values showed that spatial autocorrelation existed in SOCD and its PCs. The values further revealed the order of the spatial autocorrelation degrees of PCs. Thus, the spatial autocorrelation of the SOCD and PCs should be considered when soil samples are gathered in one small-scale study region. GWR, as a local spatial regression model, considers the spatial autocorrelation of explanatory variables (spectra or environmental factors) and explained variables (soil properties). This method reflects the variation of the spatial weights of PCs to the SOCD in different geographical locations [22] . The predictive ability of GWR outperforms that of traditional regression models because these models contain no spatial information on the input variables. Moreover, the influence degrees of explanatory variables on the explained variables are constant in the study region. Kumar, et al. [58] used 1424 georeferenced soil profiles and a total of 20 variables, including terrain attributes, climate data, bedrock geology, and land use data to map the SOCD by GWR and MLR. Song, et al. [28] used GWR and MLR to predict the SOC content in the Heihe River Basin in China by environmental covariates. All of these studies showed an excellent estimation and explanation of GWR relative to MLR and the spatial non-stationarity of environmental covariates in predicting SOCD. Although the auxiliary variables were environmental factors, the spatial autocorrelation of SOCD and the spatial nonstationarity of explanatory variables played important roles in constructing soil models.
VNIRS directly responds to the chemical and physical structures of soil. Valuable spectral information was extracted from the original spectra to compose the new auxiliary variables (PCs). The existence of spatial dependence in soil was proven. Therefore, spatial dependence also played an important role in soil spectra and PCs. VNIRS technique is a rapid, nondestructive, and cost-effective method to predict soil properties. However, most of these methods do not consider the spatial dependence of soil properties and VNIRS in the modeling processes [11, 38] . Many scholars also realized the importance of spatial characteristics of soil spectra in constructing soil spectral models [16, 21, 59 ]. The linear mixed effect model was used by Conforti et al. [21] . Meanwhile, the ordinary kriging was used by Ge et al. [16, 21] to weaken the influence of the spatial autocorrelation of spectral reflectance on the prediction accuracy of soil spectral models. Guo et al. [22] also showed that GWR can consider the spatial autocorrelation of soil properties and spectral reflectance to improve its prediction accuracy over that of PLSR. These investigations offered important theoretical basis to explore the application of spatial autocorrelation in predicting one complicated composition (SOCD). The present study showed that the prediction accuracy of GWR in predicting SOCD by spectral reflectance was higher than that of PLSR. Furthermore, the spatial nonstationarity of PCs in predicting SOCD was shown by the coefficient map of GWR. GWR was advantageous because it considered the spatial dependence of input variables in constructing soil models and explained the ability of the spatial variable relationships between PCs and SOCD in different geographical locations.
Although GWR exhibited advantages relative to PLSR in constructing soil spectral models, many other uncertain factors existed and influenced the prediction results. These factors included the scale of the study area, the density of the soil samples, and the preprocessing methods of the spectra. The spatial autocorrelation of the spectral reflectance was calculated by the discrete soil samples. The soil samples were used to measure the spectra after a series of preprocessing methods. Consequently, considerable amount of time and labor were needed to prepare the soil samples. Additionally, the discrete spectral data cannot reflect the total spatial characteristics of the soil in the study region. Therefore, numerous technical details and factors should be considered in future studies when using GWR to predict soil properties by soil spectra. The continuous hyperspectral images can also be used to construct the spatial models.
Conclusions
This study explored the need for the spatial dependence of SOCD and soil spectra in predicting SOCD. This need was investigated by the local spatial regression model (GWR) and the traditional linear regression model (PLSR). Spatial dependence and spatial heterogeneity existed in both the soil attributes and spectral reflectance. Thus, spatial information played an important role in guaranteeing the efficiency and accuracy of the soil spectral models. In the prediction models, the evaluation indexes showed that GWR exhibited a better prediction accuracy (RPD = 1.702) than that of PLSR (RPD = 1.646) for SOCD. This result was mainly attributed to that the spatial autocorrelation of PCs. This autocorrelation can offer valuable auxiliary information to strengthen the relationships between neighboring soil samples. Moreover, Moran's I index verified that spatial autocorrelation existed in the SOCD and its PCs. Such correlation also displayed strong positive relationships with the regression coefficients of the prediction models at the average sampling distance (300 m). The PC eigenvectors were influenced by the absorption features of the spectral reflectance due to the soil's different physical and chemical attributes. The coefficient maps of GWR showed that the influence degrees of PCs on the SOCD varied with geographical location. This study contributed in further understanding the underlying mechanism why soil spectra exhibit spatial dependence and how spatial models should be applied in predicting soil properties in future research.
