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The essential tool in statistical quality control is the control 
chart. In spite of the apparent simplicity of the control chart, most 
engineers, production men, and inspectors find that its use calls for an 
entirely new point of view. The power of t his technique lies in its 
ability to separate out assignable causes of quality variation. This 
makes possible the diagnosis and correction of many production troubles 
and often brings substantial improvements in product quality and reduc-
tion of spoilage and rework. The control chart tells when to leave a 
process alone and thus prevents unnecessarily frequent adjustments that 
tend to increase the variability of the process rather than to decrease 
it. It also permits better decisions on engineering tolerances and 
better comparisons between alternative designs and between alternative 
production methods. 
The central line, upper control limit, lower control limit, ini-
tial sample size and subgroup size are important parts in computing 
control charts. In most books there are no quantitative techniques to 
establish the size of the initial sample used to calculate the control 
limits. 
A feature of the control chart method is the drawing of inferences 
about the production process on the basis of samples drawn from the 
production line. The success of the technique depends upon grouping 
observations under consideration into subgroups or samples, within which 
a stable system of chance causes is operating, and between which the 
variations may be due to assignable causes whose presence is suspected 
or considered possible. Generally speaking, subgroups should be selec-
ted in a way that makes each subgroup as homogenous as possible and 
that gives the maximum opportunity for variation from subgroup to 
another . We can say that it is preferable that all samples be of equal 
size. There has been a great deal of discussion concerning the best 
size of subgroup to be used with a control chart, see for example 
Cowden (1), Grant (3), Schrock (6) and Shewhart (7). These results 
2 
are based primarily on argument with l i ttle quantita t iv e j ustification. 
There are two errors associated with control charts 1) corresponding to 
type I error in hypothesis testing, is calling a process out of control 
when it is in control, and 2) corresponding to a type II error, is 
calling a process in control when it is actually out of control. Both 
errors may lead to unnecessary and expensive actions and so both should 
be considered. The usual method of setting control limits neglects the 
second error. By specifying an upper bound on the probability of the 
second error relative to a given shift in the process aver a ge the sample 
size may be determined. 
The main purpose of this paper is to present a method for deter-
mining the subgroups size given the values P and d1 where: 
d1 : The amount of a shift in the process mean to be detected. 
P: The probability of detecting a shift of d1 in the process 
average. 
The scope of this paper is: 
1. To use quantitative techniques to decide what size sample 
should be taken for subgroups. 
2. Opinions and recommendations about how to select a subgroup 
size will be discussed and summarized. 
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3. The effect of initial sample size on the subgroup is discussed. 
Some recommendations on the use of confidence limits is given in connec-
tion with initial sample size. 
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CHAPTER II 
OPINIONS ON THE SELECTION OF A SUBGROUP SIZE 
It is usually said that it is better to take a large number of 
small samples than a small number of large samples. But there is a 
limit to how small a sample should be. On the basis used for calculat-
ing control limits any sample size of 2 to 14 is allowable. Cowden (l)s 
Grant (3), Schrock (6) and Shewhart (7) stated that four is the ideal 
subgroup size. Because if the sample departs widely from the normal 
form, the distribution of means of small samples may depart too far from 
normal to justify using the normal curve tables in determining probabil-
ities. The skewness of a distribution of means is 
Y1 
Y 1 (x) = 
/N 





Thus, if the sample size is 4, the skewness of the distribution of 
means is only one-half that of the distribution of items, while the 
kurtosis is only one-fourth that of the distribution of items. One 
advantage in using a group size of four instead of some larger number is 
that points are plotted more frequently and indications of lack of 
control thereby caught more quickly. This is partly offset by the fact 
that smaller group sizes are less sensitive to small shifts in process 
levels than are larger groups. This follows from the formula: 
a cS- = ---
x f"N 
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in which ox is the standard deviation of group averages, a is the 
standard deviation of the parent population, and N is the sample size 
(group size). In other words, the variability of group averages varies 
inversely as the square root of the sample size. Figure 1 illustrates 
the relationship. Another advantage is the fact that a small group size 
will be more likely to contain only inherent variability than a larger 
group. Still the control limits for individuals can be very easily 
computed, since they are exactly twice as far from the central line as 
the control limits for averages of four. Schrock (6) said that it is 
desirable to avoid group sizes of two or three because it requires too 
frequent computation of group averages and ranges, and if the parent 
distribution is markedly non-normal the distribution of group averages 
of two's or three's will also be definitely non-normal; whereas for 
group sizes of four or more the distribution of group averages is 
essentially normal, virtually without regard to the shape of the parent 
distribution. Thus for group sizes of four or more, the three sigma 
limits for averages are valid even though the parent population is 
definitely non-normal. 
In the industrial use of the control chart, five seems to be the 
most common size. Because the essential idea of the control chart is 
to select subgroups in a way that gives minimum opportunity for varia-
tion within a subgroup, it is desirable that subgroups be as small as 
possible. Still sample groups of five have the advantage that the 
average of the five numbers observed can be very easily obtained. All 
that is necessary is to add the five numbers, multiply by two and shift 
the decimal point one place to the left as follows: 
N=4 
341' OF AREA ABOVE 
UPPU CONTROl LI MIT 
Assume that the process level and variability on individuals (x) 
are established as shown on the left. In both of the above cases a 
subsequent shift in process level of one standard deviation of indivi-
duals is shown. When the sample size is 4 it will be noted that the 
probability of a sample average (x) now following above the upper 
control limit is 0.34. When the sample size is 9 this probability is 
increased to 0.50. 
N:9 
O" OF AREA ABOVE 
UPPER CONTROL LIMIT 







305~ sum of the five observations 
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305~adding the same figure is equivalent to multiplying by two 
610 
61. 0--;,, average obtained by shifting decimal point one place to left 
One company uses this procedure to advantage on a tape-printing 
machine. On each run of data there are first printed as non-add numbers 
the identifying order, part, or chart number, and date. Then the five 
observations are recorded and subtotaled. The subtotal is then recorded 
again and a grand total recorded. Now all that is necessary is to shift 
the decimal point one place to the left and the average is obtained. 
Next, the highest value in the group is listed. The tape then forms 
a permanent record for future reference (6, 7). 
Conclusion 
From the above literature, we know that 4 and 5 are usually recom-
mended subgroup size. In general, it is also recommended that group 
sizes be kept as small as practicable except that groups of two or three 
should be avoided. 
It has been noted that the subgroup size is very important in 
determining the probability of a type II error. Therefore a large part 
of the success that any quality control engineeer will have depends upon 
how effectively he plans the grouping for his control charts be taken. 
We should have any reason or any quantitative techniques to judge why 
we use this particular subgroup size for the control chart. The recom-
mendations in this chapter are not in general very good because they 
guard against a type I error but essentially ignore the type II error. 
(Both type I and type II errors may lead to unnecessary and expensive 
actions.) In the next chapter a quantitative technique is described 
which accounts for both the type I and type II errors. 
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CHAPTER III 
METHOD OF DETERMINING THE SUBGROUP SIZE 
The information given by the control chart 
depends on the selection of subgroups 
One possible view of a control chart is that it provides a 
statistical test to determine whether the variation between subgroups 
9 
is consistent with the variation within the subgroups. If it is desired 
to determine whether or not a group of measurements is statistically 
homogeneous (i.e., whether they appear to come from a constant system 
of chance causes), subgroups should be chosen in a way that appears 
likely to give the maximum chance for the measurements in each subgroup 
to be alike and the maximum chance for the subgroups to differ one from 
the other. 
A decision to use relatively wide limits, such as 3-sigma, ensures 
that type I errors will be rare. This is true regardless of subgroup 
size. A type I error is serious because it means that effort is 
expended to find a source of error when none exists. However, the 
larger the subgroup, the narrower the limits on the X chart and the 
greater the sensitivity of the X chart to shifts in X. In other words, 
an increase in subgroup size reduces the frequently of type II errors 
without the penalty of too frequent type I errors. Cases sometimes 
arise where relatively large subgroup sizes are justified by the need 
for prompt detection of small shifts in X. 
Every process has a "natural" variation. If this variation is 
small compared with the product tolerances, a very small proportion of 
10 
the product will be outside of the tolerances, i.e., unacceptable. In 
such cases moderate shifts in the process mean are not of great conse-
quence. If, however, the natural variation is large (or the tolerances 
are tight), a small shift in the process mean may result in a suffi-
ciently large proportion of unacceptable product to make production 
uneconomical. For this case the standard method of statistical quality 
control using small subgroups does not provide adequate control. The 
following method may be used to increase management efficiency by 
insuring that the quality inspection procedure gives appropriate control. 
Notation 
In order to facilitate the development of the procedure, the 
following notation will be used. Let X be the measured quality 
characteristic of the product in consideration. Let ].1 
0 
represent the 
true optimum mean and µ the true mean of the characteristic X. 
Define a = ].1 - J.1
0
, the "natural" variance is given by a and is assumed 
to be known. Let the specified tolerances beµ ± y and let X be the 
0 i;; 
measured characteristic. Then 
].1 .... -I;; ].1 + i;; 
P(µ -?,;;<X<µ +i;;) = P( o . < Z < _o_) 
o o a a 
= P ( - £_ <Z< 1.) = P a a. 
The proportion of defective items produced will be 1-P when the 
process is in control. This information can be used to determine 
whether or not it is economical to produce. Suppose it is economical to 
produce the item if P > P and uneconomical if P < P and let 
p (- ~ < z < .f ) = p 
d a 
Since s is the acceptable tolerance for the product, the accept-
able range of X is µ - s < X < µ + s 
0 - 0 
µ = 




Let P be the proportion of acceptable items being producted. Then 
P (µ - I'; < X < µ + s) • P (1) 
lJ O - - 0 
Where P (µ -s < X < µ +~)mea ns the probability that(µ-~< X < µ +r;) µo - -o o - -o 
when the process mean is µ Let P be the proportion of good items 
when the process is in control. Thus 




Let P' be the ' 'break even" proportion, i. e ., the proportion of 
acceptables below which production is uneconomical. 
Method of determining subgroup size 
The procedure will be developed first from a theoretical view. 
Following this development, an example is presented to illustrate the 
method as it might be used in application. 
The key to this procedure rests in the following logic. It 
seems reasonable that a shift in the process mean is suff i cient to 
produce defectives in the proportion 1-p' is at least as serious as the 
problems encountered when a type I error is made. Thus such a shift 
should be detected with approximately the same probability as that used 
to protect against a type I error. If the sanctity of the time honored 
3a limits is preserved, this probability is 0.9974. 
The allowable shift (&) in the process mean is computed using 
equation (1) by writing 
-c:-6 tl 




Where Z is the standard normal random variable. The value O can be 
assumed to be positive without loss of generality. Then the inequality 
1-P' < P( -z:-o < Z < .£::.2_) 
- a - - a, < 
holds. Thus 
or o; r - az '-, 1-p' 





, is value of a standard normal variable such that 
-p 
P(Z < Z ,) = 1-P' 
- 1-p 
Using 3cr limits, the required sample size n is found as the 
solution to 
P,, +o (µo- 3crr;- ~ X < µ +3cr!f-;;) < 0.00 26 
~
0 
- o n 
or 






P(-orn -3 < z < -om +3) 
a - - a 
- o J~ + 3 - - 2 • 8 0 
a 
n = ( 5.80 a 
0 
< P(Z < -om + 3) 
a 0.0026 
(3) 
Now substituting (2) into (3), the complete solution for n is 
n = ( 5. 80 a 
l',;-0Zl I -p 
Example 1. Suppose a 
(4) 
company is engaged in manufacturing a casting for 
which the machine width of 2.5+0.001 inches is specified. From an 
initial large sample it is found that the standard deviation of the 
width is a= 0. 0003 inches. Suppose that if 20% of the castings are 
defective no profit is made. Then from (4) where Z = 0.842 
1-p I 
n = 5.80 (0.0003) 2 [0.001-(0.0003)(0.842) ] - 6 
Example 2. Consider the same situation as Example l; however, suppose 






Example 3. Again consider the situation of Example 1. Now suppose that 






0.0006154] - 7 
Example 4. A rheostat knob produced by plastic molding contained a 
metal insert purchased from a vendor. A particular dimension determined 
the fit of this knob in its assembly. This dimension, which was 
influenced by the size of the metal insert as well as by the molding 
operation, was specified by the engineering department as 0.14(}+0.003. 
Many molded knobs were rejected on 100% inspection with a go and no-go 
gage for failure to meet the specified tolerances. From an initial 
large sample it is found that the standard deviation of the dimension 
is cr = 0.00095, and there is approximately 31% defective. 
From Example 4, where Z = 0.52, P' = 0.31 
1-p' 




= ( 0.002506) - 5 
Example 5. Consider the same situation as Example 4; suppose now that 
a = 0.0019. Then the subgroup size is 
n = 5.80(0.0019) 2 
<0.003-(0.0019)(0.52)) 
2 
= ( 0.01102) 
0.00202 -
25 
From the above examples it can be seen that the sample size is 
very sensitive to cr Therefore, it is important that the estimate 
of a be accurate. In the next chapter a method is discussed which 
aids in determining the adequacy of the initial sample size. 
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CHAPTER IV 
THE INITIAL SAMPLE SIZE 
From Chapter III we know that the subgroup size is very sensitive 
to a Therefore, it is important that the estimate of a be 
accurate. Some method of determining the adequacy of a is needed. 
The best estimate of o2 is considered to be: 
- 2 
E(Xi - x) 
N - 1 
15 
The term "best" is used because s2 is unbiased and has minimum variance 
2 
among unbiased estimator of O • Since this estimate is unbiased it may 
be either too large or too small in an unpredictable manner. Thus it 
might be considered useful to use a conservative estimate which is 
biased. An upper confidence bound might be used in place of the best 
estimate of a . If this is done, there is very little chance of 
detecting a shift in the process mean, especially if the initial sample 
size is small. Therefore, it is not recommended that the upper confi-
dence bound be used. However, by comparing the subgroup sizes calcula-
ted from both the upper confidence bound and the best estimate of a , 
an intuitive judgment as to the adequacy of the initial sample size is 
possible. The examples which follow illustrate the technique. 
2 
A confidence interval on a is derived using the following: 
"If s2 is the variance of a random sample of size n from the normal 
population N(X; µ ,o2 ) , then (n-1) s o/ o2 has a chi-square distribution 
with n-1 degrees of freedom (ostle). We can, thus, assert with a 
16 
probability of 1- a that the random variable, (n-1) / 1 o 2 assumes a 
value greater than x2a, n-1 or with a degree of confidence of 1-a that 




2N n-1 < (n-l)S2 u,, 2 
2 
0
2 < (n-l)S 
o 
2 x a, n-1 
The last equation is defined to be a level (1-a ) confidence bound 
02 • 
Here we can study the relation of the sample size with the o 
Example 4.1. Consider the situation in Example 1. The confidence level 
is 0.95 s=0.0003 let a=0.05 so when n=Sl 
2 X a, 
When n=6 
n-1 2 50 = . 34.6 = X 0. 05, 
2 (51-1) (0. 0003) 
2 
a = 34.6 
2 0.0000045 
CJ = 34.6 
a = 0.0003 





0 < 1.145 
a < o. 0006 
2 
Now we use the confidence bound on a as two separate estimates 
2 
of a 
From Example 4.1 when n=6 Zl I =0.842 -p l; =0.001. 
When o =O. 006 an upper bound confidence estimate of the subgroup 
size is 
n = 5.80(0.0006) 2 <o.001-(0.0006)(0.842)) 





The subgroup size calculated from the two estimates are very 
different, so it seems the initial sample size of 6 is too small. 
If n=51 0=0.0003 an upper bound confidence estimate of the 
subgroup size is 
n = (5. 80) (O. 0003) 2 <o.001-(0.0003)(0.842)) 
= ( 0.001740 )2 
0.0007474 
2 = (2.1) = 4.41 - 4 
The two subgroup sizes are very close together, so it seems that 
the initial sample size of 51 is sufficient. 
From the Example 4.1 we know that the estimate CJ when n=6 the 
two subgroup sizes are very different, but the estimate a when n=51 
the two subgroup sizes are very close together; so we know that the 





The control chart is an important tool in statistical quality 
control. By using the control chart it is possible to not only detect 
that trouble exists but also to locate its cause. It has been noted 
that the type II error has been essentially ignored in the result 
quality control method. Also the detection of a shift in the process 
mean relies directly on the probability of a type II error. Thus, the 
subgroup size is very important. 
18 
In most books there is a great deal of discussion concerning the 
subgroup size to be used with the control chart. However, no quantita-
tive technique to calculate the size of subgroup has been given. 
Grant (3) had discussed these two type errors, but there is no method 
given to determining the subgroup size. In Chapter III a formula is 
developed which used 30 limits to reduce the type I error; also, we 
use the probability of detecting a shift in the process average to 
determine the subgroup size. 
The problem may arise that the recommended subgroup size to detect 
the desired shift is too large. In that case it is possible to reformu-
late the problem in such a way that the quality control engineer can 
evaluate the effectiveness of the subgroup size he is willing to use. 
Using the magnitude of shift he has indicated that he wants to detect 
and the subgroup size given, it is possible to determine the probability 
of detecting the shift. 
Example: Suppose the following data is presented for determination of 
d
1 
= .0003. By using the formula of 
Chapter III, the subgroup size is found to be 26. Suppose that the 
sample size-- a = • 0006, 
19 
engineer feels this is too expensive and says he can go no larger than 
6. Then the probability of detecting a shift of size o is 
PC-oln - 3 < z < -o/n + 3) < P(z < -o/; + 3) 
a - - a - a 
r:::-;-
P ( Z < -0.0003,26 
0.0006 
+ 3) = P(Z < -
= P(Z -2_ 0.45) = 0.67 
0.0003(5.1) + 3) 
0.0006 
P(Z -2_ -2.55 +3) 
With this information the engineer can evaluate the costs relative 
to the type II error in order to determine whether or not the sample 
size of 6 gives him adequate protection (i.e., 33% of the time he will 
not be able to detect a shift of o ) • He may wish to increase his 
sample size, or he may find that the d1 he picked was not realistic and 
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Appendix B. Ar ea s under the normal curve 
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Appendix B. Continued 
¥ 0.00 0 .01 0 .02 0.03 o.o, I 0.05 0.00 0.07 ~-08 0.09 ------,-- -
+o.o o.5000 
1
0.5040 ?~o~o ,o.s:zo !o.s:~o 10 . .s:'') 
1
0.51:, o.~2n :°"sJt!l i°-s~s'J 
+0.1 O.S3':l8
1
o.sn8 1c .,4,3 10.s.,11 ,o.s.,.,1 i°-5.;9tl 1o.sn.,n :0.oG75 ,0.571-l 1
o 5,s:i 
+0.2 o . 5,?3 o.ssJ2 .0 .53 71 ,o.s'J10 ;o.sa-is !°-5~s7 1o.eo-~8 ,0 .G0G4 lo.s10J o.Gl4t 
+o.3 0.61,9 o.6211 j'o.c zss _o.ezn 0.6331 ,o. 6:68 !0.6406 o_r,443 lo .6480 10 .G.;11 
+o., 0.655i 0.65')1 0.6628 ;o .6G64 10.6700 I0.6735 :o .6 772 :0 .6S08 lo.6SH O CS79 
+o-6 0.6015 0.6950 0.69851°'7019 0 .70541°'70681°"7123 !0.71 57 r,190 o.n:, 
+o.& o. 7257 o. ,2<J1 lo. 732i ·o. ;357 o . 738!1 
1
o . 7422 
1
o. 745< lo. 7480 o. 151,. o. 7549 
+o.7 o.7560 0 .1611 10.,042 :o.;e,3 0.1,0-1. !°.773-4 ,0 .776-4 o.,794 lo.1s23 ,0.7852 
+o.a o.7881 0.1010 
1
o.,n, /o.19r,1 ,o. ,?')5 
1
0.60::i :o so5t 1o so79 io.s10G !o.s133 
+o.; o.815') o.s186 
1
0.a212 10 . s23s :o .s25-1, 1
0 . 62s? 'o.&J 1s lo . SJ40 
1
o.sJ65 ,o.S3S !l 
+1.0 0.15413 0.8-t33 rs-101 i0.8165 lo.ssos 10.8531 j°-855\ ,0.8577,0.85'.)9 ,0.8021 




0 8770 10. 1,100 o .ss 10 
1
o.!l330 
+1.2 0.8649 0 . 8669 io ~SS-~ !0.000 7 !o.S·J:.; jO.~'.lH 10.SOG:! iO 8%0 !0 . 8097 ,o.•;.115 
+1.3 0 .9032 O.IJ049 .t' . '.>%1\ ,n .oos2 jo oon !0.011.~ 
1
o.n3t :0 .0111 ;O !1102 
1
0.'.lt77 
+1., 0.01n 0.0201 
1
0. 0::22 ·o 9z3,; 
1
0.~~:;1 :o.02Gs 0.9Z79 !o_g:n io.noc 1o 03rn 
+1~ o.n~2 o.g315
1
o.'.lJ.)7 1o.9J7 C' ·,o.93s2 ,o . 9J94 o.940o lo_q.ns ,0.0 ~2'1 ,O.'HH 
+1.e o . ;452 o.9463 o .<:itH !0 _94~1 o.911Js o.9sos o.9s1s o .oszs o 9535 o n4s 
+t.7 o.955-1 0 .9 5o4 10.'.) .;;3 ·o 9.;5z 'o.%n ;o .9~99 o .~r,os !o . !lu16 10_91;z5 ;o %33 
+1.a 0.96,41 o .%~~ ·o .%56 'o.%r,~ '.o.%71 ·o.oG78 .O.OF,!l5 :o .9G'J3 j0 .%99 ;0 .97<,r. 
+1.9 o.9713 o.9719 
1
0.9726 ·0.013~ ;0.0139 !o. 97-H lo .9;50 ;o.'.l7.5G 1o.'.1761 :o.nG·1 
+:.o 0 . 9773 u.07i& 1°"()7S3 i'.l.9iS3 :Q.'l7!l3 '0.979 8 ;o.9S03 !C.':>SOS j0-98:2 I0 .981 7 
+2 .1 o.9S21 0.0~ ?6 :o.9810 II) 9'l3 4 !0_9s1s !o.n31z !o.,s~6 lo.9s::;o !o.oss-1 !a .f/857 
+2.2 0.9 S6 ! O.'JS~~ :o 05C,5 I) 037! ,0.98,j j0 .%,3 ,o .<:15.'lt ,0 ':>3S~ il.%S7 ;o.9, ')0 " 
+2.3 0.9603 0 .95',r:i ,o ,s ·n 0.3C•Ot ,0.9')04 "/) _')'.)% _0.'.l'JO'.} 'O.'.l')i! 1o .!l'Jt3 !0.9'316 
+2.4 0.9 91 8 0.9020 :O.!Vi22 'J 9'.lZ3 ·o.9927 •0.~'.J~J ,0.9 •)31 10.%32 0.9 "J34 10 . ':1935 
+2.~ 0.~93S 0.9940
1
,')_'J~-11 i°"'J 9t31 .0.90 -IS ,0.99 -IG r9~481°"99-19 l°.o'.l:;t ,O.?'.l52 
· +2.& o.o!ls3 o .9%5 0 .0')~1; :o.935, !o.o'J~o o.<:>%0 :o.9°,;i 10. gvr,2 10.9963 ,o 9954 
+2.1 o.99ts o.9%6 
1
0 .0•,1;1 :o.9%8 .0.9%9 10 ,9 0:0 o.n'.lrt 1o 9'J7~ :o. 9973 !0.9974 +2.s o.9074
1
0 .9975 ·O. '.l'.)7.; .o 'J'.J,7 :o_g,;; 
1
o . !l'.l,~ :o.9'J7'.l 0.0-;rn lo. 9oso :o . 'Jnt 
+2.9 0.9~St 0 .095~ 
1
0.0'•'3 "•).~'J'53 °0.')081 .0.90SI '0.9'.lS5 '<j,9985 ,0.?'.iSG lo.~?55 
+3 .0 0. t'%!l-y, 9•SG'lr 9~S, 41°" ':l957S
1
0 . 9'.le32( 9'.JSSG;a-':l'J8S!l
1
0 . ,'.lS9 3iO. 99S'.lGi°" %%0 
+3.1 o. 9~903
1
0. 99}or, 'J. 'JD?IO ::i. 99·} tJ o. '.l'l0 l 5 o . " 9~1,; o. 90 n 1,o . 99921 ,0 . '.l9'J2tl o . 990: 9 
+3.2 0. 99'JJ l lO. 90')J I 0 . '.'9'.IJG'O. 99'.'35 0 '.''J0 i•J I) 9~·', t~ 0. f199-1-l'!J. ')')0.;, ·u 'J~'.ltS 0. 99950 
+3 .3 0 .9')J.!:! 10 .~0"5J 0. ')1J'):; .-, Ii ~.~·~P,i ,O.1.100:i~ 0 tJ'.) (11):) 0 . 0~0Gl 0.~'YJG2.Q ?·J)U-l 0.00!16.:i 
+3.4 o. 939oti 'o. 00001 .0. 000, :3 o r•·n,o o . (l'.J·J, 1 o . 91" ,:' 1J. 9'JC•7J o. q0 ·Jn o 9'.l9i ~ o. 99976 
+3.5 o. o~n.
1
10 . 1J,ns·o. ?9'.l,S o. ,~0:9
1
0. 30'.lSI) o.'.l'J981 •
1
o. 9Ja&l 10. 9993 ·2 o. 00'.iSJ o . 99983 
I I i I I I 
23 
LITERATURE CITED 
1. Cowden, D. J. Statistical methods in quality control. Englewood 
Cliffs, New Jersey. 1957. 234-236 pp. 
2. Freund, J. E. Mathematical statistics. Englewood Cliffs, New 
Jersey. 
3. Grant, E. L. Statistical quality control, 2nd edition. McGraw-
Hill Book Company, Inc., New York. 1952. 3 p. 
4. Graybill, F. A. Determining sample size for a specified width 
confidence interval. Annals of Mathematical Statistics, Vol. 29. 
1958. 282-287 pp. 
24 
5. Owen, L. D. Statistical methods in research and production. 1949. 
211-236 pp. 
6. Schrock, E. M. Quality control and statistical methods. Reinhold 
Publishing Corporation. 1950. 34-37 pp. 
7. Shewhart, W. A. (edited by W. E. Deming). Statistical method from 
the viewpoint of quality control. The Graduate School, Washington. 
1939. 
