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a b s t r a c t
An efficient construction of two non-classical families of orthogonal polynomials is
presented in the paper. The so-called half-range Chebyshev polynomials of the first and
second kinds were first introduced by Huybrechs in Huybrechs (2010) [5]. Some properties
of these polynomials are also shown. Every integrable function can be represented as
an infinite series of sines and cosines of these polynomials, the so-called half-range
Chebyshev–Fourier (HCF) series. The second part of the paper is devoted to the efficient
computation of derivatives and multiplication of the truncated HCF series, where two
matrices are constructed for this purpose: the differentiation and the multiplication
matrix.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Orthogonal polynomials are a very important andwidely used tool in numerical analysis and elsewhere. Classical families
of orthogonal polynomials such as Hermite, Laguerre and Jacobi polynomials were extensively studied and used in a variety
of different fields and methods in contemporary mathematics. It is not our intention to provide a review of orthogonal
polynomials, which can be found elsewhere [1–4], but to examine two families of non-classical orthogonal polynomials,
which were first introduced by Huybrechs in [5], the so-called half-range Chebyshev polynomials of the first and second kinds.
The reason for this name lies in the fact that they have the same weight functions as the classical Chebysev polynomials of
the first and second kinds, but they are orthogonal on a smaller interval.
These polynomials, likewise the classical Chebyshev polynomials of the first and second kinds, can be used in different
applications: approximation, solving differential equations via a spectral method and others. For these purposes we need
an efficient algorithm to compute these polynomials and some basic tools for manipulations of the so-called half-range
Chebyshev–Fourier series, such as derivation and multiplication.
The paper is organized as follows. In Section 2we review some basic definitions ofmoment theory and some properties of
Legendre polynomials. Furthermore, we review the three-term recurrence relation and the modified Chebyshev algorithm.
Section 3 is devoted to the introduction and construction of the half-range Chebyshev polynomials of the first and second
kinds and analysis of their properties. In Section 4 an orthogonal basis for the function space is presented, whichwill be used
in subsequent computations. In the following, functions represented as HCF series are dealt with. Section 5 is devoted to
the computation of such operations with HCF series as derivation and multiplication. These operations are performed using
matrices, which are constructed in this section—the differentiation and the multiplication matrix respectively. Section 6
concludes the paper.
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2. Preliminaries
2.1. Moment functional, moment sequence and Legendre polynomials
A useful approach to orthogonal polynomials is via moment sequence and moment functionals, see [3]. Let us introduce
some basic definitions and properties.
Let {µk}∞k=0 be a sequence of complex numbers, called moment sequence, and V be the vector space of all polynomials.
The linear function L : V → C that satisfies L(xk) = µk for every k is called the moment functional. From this definition
follows immediately, that for a polynomial p(x) =∑nk=0 ckxk we haveL(p(x)) =∑nk=0 ckµk. A sequence {pk(x)}∞k=0 is called
an orthogonal polynomial sequence with respect to a moment functional L if for all k, ℓ ≥ 0pk(x) is a polynomial of degree
k,L(pℓ(x)pk(x)) = 0 for ℓ ≠ k andL(p2k(x)) ≠ 0.
A standard example of a moment functional is an integral
L(f (x)) :=
∫ b
a
f (x)w(x) dx, (1)
where f is an integrable function over the interval (a, b) andw is an integrable nonnegative function over the interval (a, b),
called the weight function.
The moment approach allows us to compute the values of a moment functional (1) without computing integrals.
As an example we take one of the classical families of orthogonal polynomials: the Legendre polynomials Pk(x) (see [1,3]
or [4]) which are orthogonal with respect to the weight functionw(x) = 1 on the interval [−1, 1], and normalized such that
Pk(1) = 1. They satisfy the three-term recurrence relation
(k+ 1)Pk+1(x) = (2k+ 1)xPk(x)− kPk−1(x),
with P0(x) = 1 and P1(x) = x. The polynomial Pk(x) is of order k. Polynomials P2j(x) are even and P2j+1(x) are odd for every
j = 0, 1, 2, . . .. We observe that Pk(−1) = (−1)k for every k. The moment functional for these polynomials is
L(f (x)) :=
∫ 1
−1
f (x) dx,
with moment sequence
µk =

0, k odd;
2
k+ 1 , k even.
2.2. Three-term recurrence relation and modified Chebyshev algorithm
For the stable construction of a family of orthogonal polynomials we need for every k the recursion coefficients αk and
βk in the three-term recurrence relation formula (π−1(x) = 0, π0(x) = const):
π˜k+1(x) = (x− αk)πk(x)− βkπk−1(x), (2)
where
αk =
∫ 1
0
x(πk(x))2w(x) dx, (3)
βk =
∫ 1
0
xπk(x)πk−1(x)w(x) dx (4)
and
πk+1(x) = π˜k+1(x)‖π˜k+1(x)‖ . (5)
Here the polynomials πk are orthogonal polynomials with the weight functionw(x).
Unfortunately, the computation of the recursive coefficientsαk andβk via the formulas (3) and (4) is numerically unstable
and with the usage of standard finite-precision arithmetic we lose all accuracy starting from a small value of k (i.e. k = 12).
There are at least two possibilities to overcome this problem. The first is to use a symbolic computation package and increase
the number of digits which we do not recommend, since for a reasonably small value of k we need a large number of
additional digits which is growing with k. The other possibility is the implementation of the stable modified Chebyshev
algorithm for the computation of recursion coefficients that works fine for standard finite-precision arithmetic.
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The modified Chebyshev algorithm was first described by Sack and Donovan in [6] in 1972. Wheeler in [7] in 1974
presented an alternative, efficient O(N2) algorithm, equivalent to the one introduced in [6]. Much about this algorithm
can be find in several works in [8–13], by Fisher and Golub in [14] and in [15].
The goal is to compute the first N recursion coefficients αj and βj defining the three-term recurrence relation formula:
π−1(x) ≡ 0
π0(x) ≡ 1
πj+1(x) = (x− αj)πj(x)− βjπj−1(x), j = 0, 1, 2, . . .
for a family of monic orthogonal polynomials πj over the interval (a, b), satisfying the orthogonality conditions∫ b
a
πk(x)πℓ(x)w(x) dx = 0, k ≠ ℓ.
The main idea for the construction of the first N orthogonal polynomials is to use the first 2N modified moments
νj =
∫ b
a
pj(x)w(x) dx, j = 0, 1, . . . , 2N − 1, (6)
instead of the first 2N power moments
µj =
∫ b
a
xjw(x) dx, j = 0, 1, . . . , 2N − 1. (7)
Herew(x) is the weight function of the orthogonal family for which we are seeking the coefficients. The polynomials pj are
orthogonal polynomials over the same interval (a, b) as the family of πj we are constructing and with a different weight
function. They satisfy a recurrence relation
p−1(x) ≡ 0
p0(x) ≡ 1
pj+1(x) = (x− aj)pj(x)− bjpj−1(x), j = 0, 1, 2, . . .
where the coefficients aj and bj are known explicitly.
In the following we present the algorithm given by Wheeler in [7], based on a set of intermediate quantities
σk,ℓ =
∫ b
a
πk(x)pℓ(x)w(x) dx, k, ℓ ≥ −1. (8)
From the orthogonality conditions follows σk,ℓ = 0 for ℓ < k. The input data are the known recursive coefficients aj and bj
and themodifiedmoments νj which should be computed accurately. The output data are the recursive coefficients αj and βj.
Algorithm. Initialize:
α0 = a0 + ν1
ν0
, β0 = ν0;
σ−1,ℓ = 0, ℓ = 1, 2, . . . , 2N − 2;
σ0,ℓ = νℓ, ℓ = 0, 1, . . . , 2N − 1.
For k = 1, 2, . . . ,N − 1 compute:
σk,ℓ = σk−1,ℓ+1 − (αk−1 − aℓ)σk−1,ℓ − βk−1σk−2,ℓ + bℓσk−1,ℓ−1, ℓ = k, k+ 1, . . . , 2N − k− 1;
αk = ak + σk,k+1
σk,k
− σk−1,k
σk−1,k−1
;
βk = σk,k
σk−1,k−1
. 
The normalization factors can be computed as
‖π0‖2 = ν0,
‖πj‖2 = βj‖πj−1‖2, j = 1, 2, . . . .
Since our two families of orthogonal polynomials are notmonic,we compute the recursive coefficients for the normalized
polynomials as:
α∗j = αj, j = 0, 1, . . . (9)
β∗j = βj
‖πj−1‖
‖πj‖ , j = 1, 2, . . . . (10)
The two formulas (9) and (10) are obtained easily by comparing the three-terms recurrence relations for monic and
normalized polynomials.
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3. Construction of the half-range Chebyshev polynomials
Huybrechs in [5] introduced two non-classical families of orthogonal polynomials:
Definition 1. Let T hk (x) be the unique normalized sequence of orthogonal polynomials satisfying∫ 1
0
T hk (x)x
ℓ 1√
1− x2 dx = 0, ℓ = 0, . . . , k− 1, (11)
4
π
∫ 1
0
(T hk (x))
2 1√
1− x2 dx = 1. (12)
Then the set {T hk (x)}∞k=0 is called half-range Chebyshev polynomials of the first kind.
Definition 2. Let Uhk (x) be the unique normalized sequence of orthogonal polynomials satisfying∫ 1
0
Uhk (x)x
ℓ

1− x2 dx = 0, ℓ = 0, . . . , k− 1, (13)
4
π
∫ 1
0
(Uhk (x))
2

1− x2 dx = 1. (14)
Then the set {Uhk (x)}∞k=0 is called half-range Chebyshev polynomials of the second kind.
Polynomials defined above have the same weight functions as the classical Chebyshev polynomials of the first and
second kinds, but are orthogonal on the interval [0, 1] rather than on the interval [−1, 1]. The orthogonal polynomials
are guaranteed to exist, because the weight functions are positive and integrable, see [3] or [2]. The norm of both families
of polynomials is ‖T hk (x)‖2 = ‖Uhk (x)‖2 = π4 for every k.
3.1. Half-range Chebyshev polynomials of the first kind
Let us turn our attention first to the half-range Chebyshev polynomials of the first kind. Those polynomials are orthogonal
on the interval [0, 1]with the weight function 1/√1− x2. The appropriate moment functional for this family of orthogonal
polynomials is
LT (π(x)) :=
∫ 1
0
π(x)
1√
1− x2 dx (15)
and the power moment sequence µk := LT (xk) is characterized as:
Lemma 1. The power moments of the moment sequence for the half-range Chebyshev polynomials of the first kind are
µ2k =

2k
k

π
22k+1
, k = 0, 1, . . . (16)
µ2k+1 = (2k)!!
(2k+ 1)!! , k = 0, 1, . . . . (17)
Proof. (i) For n = 2k, k = 0, 1, . . .: (x = cos t, dx = − sin t dt,√1− x2 = sin t)
µ2k =
∫ 1
0
x2k√
1− x2 dx =
∫ π
2
0
cos2k t dt =
√
πΓ

k+ 12

2Γ (k+ 1) =

2k
k

π
22k+1
.
(ii) For n = 2k+ 1, k = 0, 1, . . .: (x = cos t, dx = − sin t dt,√1− x2 = sin t)
µ2k+1 =
∫ 1
0
x2k+1√
1− x2 dx =
∫ π
2
0
cos2k+1 t dt =
√
πΓ (k+ 1)
2Γ

k+ 32
 = (2k)!!
(2k+ 1)!! . 
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Fig. 1. Modified moments νk for the half-range Chebyshev polynomials of the first kind.
Fig. 2. Plots of the first five half-range Chebyshev polynomials of the first kind. T h0 is plotted with a solid, T
h
1 with a short dashed, T
h
2 with a dotted, T
h
3 with
a dot–dashed and T h4 with a long dashed (gray) line.
For the construction of the recursion coefficients with the modified Chebyshev algorithm we use the shifted Legendre
polynomials on the interval [0, 1] as a known family of orthogonal polynomials pk. Since the polynomials for the modified
Chebyshev algorithm should be monic, the set of pk’s is
pk(x) = (k!)
2
(2k)!Pk(2x− 1). (18)
The recursion coefficients in the recurrence relation for the shifted monic Legendre polynomials are
ak = 12 , k = 0, 1, . . . (19)
bk = 14(4− k−2) , k = 1, 2, . . . . (20)
Themodified moments νk defined by (6) are computed using a symbolic computation package from the power momentsµk
given in (16) and (17) and are plotted in Fig. 1.
The modified Chebyshev algorithm returns the recursion coefficients αk and βk for the monic half-range Chebyshev
polynomialsπk(x) of the first kind and the norms of this polynomials.We are now able to compute the recursion coefficients
αk and βk of the half-range Chebyshev polynomials T hk (x) of the first kind defined above via the formulas (9) and (10).
First five half-range Chebyshev polynomials of the first kind are (see Fig. 2):
T h0 (x) =
√
2
2
T h1 (x) =
πx− 2√
π2 − 8
T h2 (x) =
(6π2 − 48)x2 − 4πx+ 32− 3π2√
9π4 − 160π2 + 704
T h3 (x) =
(540π3 − 5280π)x3 + (6144− 648π2)x2 + (4032π − 405π3)x+ 414π2 − 4096√
18 225π6 − 477 576π4 + 4 106 880π2 − 11 534 336
T h4 (x) =

(567 000π4 − 9 313 920π2 + 36 700 160)x4 + (4 792 320π − 486 000π3)x3 + (−567 000π4 + 9 846 720π2
− 41 943 040)x2 + (383 400π3 − 3 784 704π)x+ 8 388 608− 1 549 440π2 + 70 875π4 /
30 700 426 231 808− 14 110 892 752 896π2 + 2 403 264 556 800π4 − 180 150 480 000π6 + 5 023 265 625π8.
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3.2. Half-range Chebyshev polynomials of the second kind
Similarly, we construct the half-range Chebyshev polynomials of the second kind. Those polynomials are orthogonal
on the interval [0, 1] with the weight function √1− x2. The appropriate moment functional for this family of orthogonal
polynomials is
LU(π(x)) :=
∫ 1
0
π(x)

1− x2 dx (21)
and the power moment sequence µk := LU(xk) is characterized as:
Lemma 2. The moments of the moment sequence for the half-range Chebyshev polynomials of the second kind are
µ2k =

2k
k

π
22k+2(k+ 1) , k = 0, 1, . . . (22)
µ2k+1 = (2k)!!
(2k+ 3)!! , k = 0, 1, . . . . (23)
Proof. (i) For n = 2k, k = 0, 1, . . .: (x = cos t, dx = − sin t dt,√1− x2 = sin t)
µ2k =
∫ 1
0
x2k

1− x2 dx =
∫ π
2
0
cos2k(t)(1− cos2 t) dt =
√
πΓ (k+ 12 )
2Γ (k+ 1)

1− k+
1
2
k+ 1

=

2k
k

π
22k+2(k+ 1) .
(ii) For n = 2k+ 1, k = 0, 1, . . .: (x = cos t, dx = − sin t dt,√1− x2 = sin t)
µ2k+1 =
∫ 1
0
x2k+1

1− x2 dx =
∫ π
2
0
cos2k+1(t)(1− cos2 t) dt =
√
πΓ (k+ 1)
2Γ

k+ 32
 1− k+ 1
k+ 32

= (2k)!!
(2k+ 3)!! . 
For the construction of the recursion coefficients with themodified Chebyshev algorithmwe again use themonic shifted
Legendre polynomials (18) on the interval [0, 1]with coefficients (19) and (20) as a known family of orthogonal polynomials
pk. The modified moments νk defined by (6) are computed using a symbolic computation package from the power moments
µk given in (22) and (23) and are plotted in Fig. 3.
The modified Chebyshev algorithm returns the recursion coefficients αk and βk for the monic half-range Chebyshev
polynomials πk(x) of the second kind and the norms of this polynomials. We are now able to compute the recursion
coefficients αk and βk of the half-range Chebyshev polynomials Uhk (x) of the second kind defined above via the formulas
(9) and (10).
First five half-range Chebyshev polynomials of the second kind are (see Fig. 4):
Uh0 (x) = 1
Uh1 (x) =
6πx− 8
9π2 − 64
Uh2 (x) =
(180π2 − 1280)x2 − 144πx+ 512− 45π2
2025π4 − 33 984π2 + 139 264
Uh3 (x) =
(63 000π3 − 609 280π)x3 + (655 360− 72 000π2)x2 + (317 440π − 31 500π3)x+ 26 400π2 − 262 144
62 015 625π6 − 1 594 080 000π4 + 13 391 052 800π2 − 36 507 222 016
Uh4 (x) =

2 147 483 648− 388 953 600π2 + 17 364 375π4 + (136 710 000π3 − 1 350 041 600π)x
+ (−15 032 385 536+ 3 580 819 200π2 − 208 372 500π4)x2 + (2 431 385 600π − 246 960 000π3)x3
+ (16 911 433 728− 4 454 553 600π2 + 277 830 000π4)x4

/
(1 715 308 508 074 737 664− 806 759 435 966 873 600π2 + 140 026 143 882 240 000π4 − 10 665 532 521 000 000π6 + 301 521 519 140 625π8).
3.3. Properties of the half-range Chebyshev polynomials
The following theorems state some properties of these two families of non-classical polynomials.
Theorem 1. The half-range Chebyshev polynomials of the first and second kinds satisfy
T hk (0) ∼ (−1)k
√
k, T hk (1) ∼ 1, Uhk (0) ∼ (−1)k
√
k, Uhk (1) ∼ k,
for k →∞.
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Fig. 3. Absolute values of modified moments |νk| for the half-range Chebyshev polynomials of the second kind.
Fig. 4. Plots of the first five half-range Chebyshev polynomials of the second kind. Uh0 is plotted with a solid, U
h
1 with a short dashed, U
h
2 with a dotted, U
h
3
with a dot–dashed and Uh4 with a long dashed (gray) line.
The proof of this theorem can be found in [5].
Theorem 2. The recursion coefficients αk and βk in the three-terms recurrence formula (2) for the half-range Chebyshev
polynomials of the first (T hk (x)) and second (U
h
k (x)) kinds satisfy
αk → 12 , βk →
1
4
, k →∞.
Proof. The proof of this theorem follows immediately from Theorem 12.7.1 and formulas (3.2.1) and (3.2.2) in the book by
Szegö in [4] (pp. 307–308), when shifting the interval [−1, 1] to the interval [0, 1]with the appropriate change of variables
t = (x+ 1)/2. 
We can observe from formulas (19) and (20) that for monic shifted Legendre polynomials it holds that αk = 12 and
βk → 116 , k →∞. After normalization we obtain a corresponding result for shifted Legendre polynomials as in Theorem 2:
αk = 12 and βk → 14 , k → ∞. Similarly, for the shifted Chebyshev polynomials of the first and second kinds hold αk = 12
and βk = 14 , k →∞with the exception of β1.
In the Figs. 5 and 6 can be observed the asymptotic behavior of the recursion coefficients for both families of non-classical
polynomials.
4. Orthonormal basis and an approximation problem
In his paper [5] Huybrechs discussed the following problem.
Problem 1. For T > 1, let Gn be the space of 2T -periodic functions of the form
g ∈ Gn : g(x) = a02 +
n−
k=1
ak cos
πkx
T
+ bk sin πkxT .
The Fourier extension of f , defined on the interval [−1, 1], to the interval [−T , T ] is the solution to the optimization problem
gn := argmin
g∈Gn
‖f − g‖L2[−1,1] .
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Fig. 5. Plots of the coefficients αk (left panel) and βk (right panel) for the half-range Chebyshev polynomials T hk (x) of the first kind.
Fig. 6. Plots of the coefficients αk (left panel) and βk (right panel) for the half-range Chebyshev polynomials Uhk (x) of the second kind.
The solution of this problem for T = 2 was done using half-range Chebyshev polynomials of the first and second kinds
(see [5]). Let us define
Dn := Cn ∪ Sn,
where
Cn =

1√
2

∪

cos
πkx
2
n
k=1
, Sn =

sin
πkx
2
n
k=1
.
Note that the set Cn consists of an even and the set Sn of odd functions. The function space is the span of Dn. It was
proved by Huybrechs in [5] that the set {T hk (cos πx2 )}nk=0 is an orthonormal basis for Cn := span(Cn) on [−1, 1] and the set
{Uhk (cos πx2 ) sin πx2 }n−1k=0 is an orthonormal basis for Sn := span(Sn) on [−1, 1]. Here the functions T hn andUhn are the half-range
Chebyshev polynomials introduced in Section 3.
The sets Cn and Sn consist of even and odd functions respectively. According to this, we can expand an arbitrary function
f ∈ L2[−1,1] into a so called half-range Chebyshev–Fourier series
f (x) =
∞−
k=0
akT hk

cos
πx
2

+
∞−
k=0
bkUhk

cos
πx
2

sin
πx
2
. (24)
Huybrechs in [5] proved that the solution to the Problem 1 is a truncated half-range Chebyshev–Fourier series.
Theorem 3. For a given f ∈ L2[−1,1], the solution to the Problem 1 is
gn(x) =
n−
k=0
akT hk

cos
πx
2

+
n−1
k=0
bkUhk

cos
πx
2

sin
πx
2
(25)
where
ak =
∫ 1
−1
f (x)T hk

cos
πx
2

dx, (26)
bk =
∫ 1
−1
f (x)Uhk

cos
πx
2

sin
πx
2
dx. (27)
B. Orel, A. Perne / Journal of Computational and Applied Mathematics 236 (2012) 1753–1765 1761
It is possible to reorganize the HCF series (24) given in terms of half-range Chebyshev polynomials of the first and second
kinds into the standard Fourier series. The coefficients ak and bk given in (26) and (27) can be therefore computed using
fast Fourier transform (FFT). However, the transformation between coefficients of both half-range Chebyshev–Fourier and
standard Fourier series includes summation of double sums.
Convergence of the HCF series (24) was extensively studied by Huybrechs in [5] where the following theorem and its
corollary are stated and proved.
Theorem 4. Let the domain D(R) be the ellipse with major semiaxis length R and with foci 0 and 1mapped by x = 2
π
cos−1 y. If
f is analytic in the domain D(R), with R > 12 , then the solution gn to the Problem 1 satisfies
‖f − gn‖ ∼ ρ−n
with
ρ = min

3+ 2√2, 2R+

4R2 − 1

,
unless f is analytic and periodic on [−2, 2].
Corollary 1. Under the conditions of Theorem 4, the coefficients ak and bk of gn in the form of (25)–(27) satisfy ak, bk ∼ ρ−n.
5. Derivatives and multiplications of series
We are interested in the development of spectral methods for the solution of differential equations using half-range
Chebyshev–Fourier series. For this purpose we need efficient methods for computing coefficients of derivatives of these
series, as well as computing the coefficients for the product of two such series. These operations will be performed using
matrices: the differentiation and the multiplication matrix respectively.
The differentiation matrix D is the transformation matrix between the coefficients ak and bk of the truncated series for
the function and the coefficients a′j and b
′
j of the truncated series for the first derivative of this function.
The multiplication matrix F transforms the coefficients ak and bk of the truncated series for a given function f (x) to the
coefficients a˜j and b˜j of the truncated series of the multiplication of some known function g(x) with f (x). In the case g is a
constant function this matrix is just a scalar matrix, but in the case of an arbitrary function g this matrix is dense.
5.1. Differentiation matrix
Let us start with a truncated HCF series of an arbitrary function f ∈ L2[−1,1].
f (x) ≈ fN(x) =
N−
k=0
akT hk

cos
πx
2

+
N−1−
k=0
bkUhk

cos
πx
2

sin
πx
2
. (28)
Here, N is the truncation number and for a given value of N we use 2N + 1 orthogonal polynomials: N + 1 half-range
Chebyshev polynomials of the first and N half-range Chebyshev polynomials of the second kind.
We commence by computing the first derivative dfNdx (x) of the truncated series fN(x) in (28).
dfN
dx
= −π
2
N−
k=0
akT˙ hk

cos
πx
2

sin
πx
2
+ π
2
N−1−
k=0
bk

Uhk

cos
πx
2

cos
πx
2
− U˙hk

cos
πx
2
 
1− cos2 πx
2

(29)
= π
2

N−1−
k=0
bk

k+1−
j=0
qkj T
h
j

cos
πx
2

+
k+1−
j=0
skj T
h
j

cos
πx
2

−
k−1
j=0
rkj T
h
j

cos
πx
2

−
N−
k=0
ak

k−1
j=0
pkj U
h
j

cos
πx
2

sin
πx
2

(30)
=
N−
j=0

π
2
N−1−
k=max{j−1,0}

qkj + skj − rkj

bk

T hj

cos
πx
2

+
N−1−
j=0

π
2
N−
k=j+1
−pkj ak

Uhj

cos
πx
2

sin
πx
2
(31)
=
N−
j=0
a′jT
h
j

cos
πx
2

+
N−1−
j=0
b′jU
h
j

cos
πx
2

sin
πx
2
(32)
Here, in line (29) we denote the first derivatives of the orthogonal polynomials T hk and U
h
k with T˙
h
k (t) = ddt T hk (t) and
U˙hk (t) = ddtUhk (t) (t = cos πx2 ) respectively. In line (30) we expand the polynomials T˙ hk (cos πx2 ) into a truncated series
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of polynomials Uhj (cos
πx
2 ) and the polynomials U˙
h
k (cos
πx
2 )(1 − cos2 πx2 ) and Uhk (cos πx2 ) cos πx2 into a truncated series of
polynomials T hj (cos
πx
2 ) as is described in formulas (33)–(36). The coefficients p
k
j , q
k
j , r
k
j and s
k
j defined in (33)–(36) are
computed from the orthogonality conditions as follows:
T˙ hk (t) =
k−1
j=0
pkj U
h
j (t), p
k
j =
4
π
LU(T˙ hk (t)U
h
j (t)), (33)
U˙hk (t)t
2 =
k+1−
j=0
qkj T
h
j (t), q
k
j =
4
π
LT (t2U˙hk (t)T
h
j (t)), (34)
U˙hk (t) =
k−1
j=0
rkj T
h
j (t), r
k
j =
4
π
LT (U˙hk (t)T
h
j (t)), (35)
Uhk (t)t =
k+1−
j=0
skj T
h
j (t), s
k
j =
4
π
LT (tUhk (t)T
h
j (t)). (36)
In line (31) there is a change of order of summation, where we tacitly assume that the coefficients r jj and r
j−1
j are zero.
Besides, we note that q0j are zero. Finally, in line (32) the coefficients of the truncated series of
dfN
dx (x) are denoted with a
′
j
and b′j and computed as follows:
a′j =
π
2
N−1−
k=max{j−1,0}

qkj + skj − rkj

bk, k = 0, 1, . . . ,N, (37)
b′j =
N−
k=j+1
−pkj ak, k = 0, 1, . . . ,N − 1. (38)
Eqs. (37) and (38) are linear and can be represented in a matrix form
u′ = D · u, (39)
where u = (a0, . . . , aN , b0, . . . , bN−1)T and u′ =

a′0, . . . , a
′
N , b
′
0, . . . , b
′
N−1
T . Since the coefficients a′j depends only on
coefficients bk an coefficients b′j only on coefficients ak, the differentiation matrix D ∈ R(2N+1)×(2N+1) is block-antidiagonal
D = π
2
[
0 H1
H2 0
]
,
where H1 ∈ R(N+1)×N and H2 ∈ RN×(N+1). The elements of these two matrices are
H1 = [h1jk]j,k, h1jk =

qk−1j−1 + sk−1j−1 − rk−1j−1 , k > j,
qk−1j−1 + sk−1j−1 , j− 1 ≤ k ≤ j,
0, k < j− 1,
H2 = [h2jk]j,k, h2jk =
−pk−1j−1 , k > j,
0, k ≤ j.
An example for N = 3:
H1 =

q00 + s00 q10 + s10 − r10 q20 + s20 − r20
q01 + s01 q11 + s11 q21 + s21 − r21
0 q12 + s12 q22 + s22
0 0 q23 + s23
 , H2 =
0 −p10 −p20 −p300 0 −p21 −p31
0 0 0 −p32
 .
We conclude this subsection with some comments on the numerical calculation of the coefficients pkj defined in (33).
We use a recursive approach where we compute the basis of the recursion using power moments defined in (16), (17), (22)
and (23).
We define coefficients ℓpkj := 4πLU(tℓT˙ hk (t)Uhj (t)), j = 0, . . . , k− 1, ℓ = 0, . . . , k− j− 1, where pkj =0 pkj . Consider we
are on k-th level. First we compute and store coefficients ℓpk0 = 4πLU(tℓT˙ hk (t)) using power moments (22) and (23) with a
symbolic computation package. All other coefficients are computed recursively, using standard finite-precision arithmetic,
via the three-term recurrence relation (2) for half-range Chebyshev polynomials Uhj of the second kind:
Uhj (t) =
1
nj−1

(t − αj−1)Uhj−1(t)− βj−1Uhj−2(t)

, (40)
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where nj−1 = ‖(t − αj−1)Uhj−1(t)− βj−1Uhj−2(t)‖. Using Eq. (40) we obtain recursion formulas
ℓpk1 =
1
n0
ℓ+1
pk0 −
α0
n0
ℓ
pk0, ℓ = 0, . . . , k− 2,
ℓpkj =
1
nj−1
ℓ+1pkj−1 −
αj−1
nj−1
ℓpkj−1 −
βj−1
nj−1
ℓpkj−2, ℓ = 0, . . . , k− j− 1.
We use a similar approach for the computation of the coefficients qkj , r
k
j and s
k
j defined in (34)–(36). Since here are
several classes of coefficients to compute and this material is mostly technical, we provide only formulas for computing
the coefficients pkj . Note that these coefficients need to be computed only once.
5.2. Multiplication matrix
Let us commence with the truncated expansion (28) with coefficients ak and bk for an arbitrary function f ∈ L2[−1,1]. As
before we denote the coefficients vector as u = (a0, . . . , aN , b0, . . . , bN−1)T . We are seeking for coefficients a˜j and b˜j of a
truncated expansion for themultiplication of truncated series fN(x) for f (x) and gN(x) for a known function g(x)with known
coefficients ci and di:
g(x) ≈ gN(x) =
N−
i=0
ciT hi

cos
πx
2

+
N−1−
i=0
diUhi

cos
πx
2

sin
πx
2
. (41)
We begin by performing the multiplication.
fN · gN =

N−
k=0
akT hk

cos
πx
2

+
N−1−
k=0
bkUhk

cos
πx
2

sin
πx
2

×

N−
i=0
ciT hi

cos
πx
2

+
N−1−
i=0
diUhi

cos
πx
2

sin
πx
2

(42)
=
N−
k=0
N−
i=0
akci
min{k+i,N}−
j=0
Pkij T
h
j

cos
πx
2

+
N−1−
k=0
N−1−
i=0
bkdi
min{k+i,N}−
j=0
Rkij T
h
j

cos
πx
2

−
N−1−
k=0
N−1−
i=0
bkdi
min{k+i+2,N}−
j=0
Skij T
h
j

cos
πx
2

+
N−
k=0
N−1−
i=0
akdi
min{k+i,N−1}−
j=0
Q kij U
h
j

cos
πx
2

sin
πx
2
+
N−1−
k=0
N−
i=0
bkci
min{k+i,N−1}−
j=0
Q ikj U
h
j

cos
πx
2

sin
πx
2
(43)
=
N−
j=0

N−
k=0
ak

N−
i=max{j−k,0}
ciPkij

+
N−1−
k=0
bk

N−1−
i=max{j−k,0}
diRkij −
N−1−
i=max{j−k−2,0}
diSkij

T hj

cos
πx
2

+
N−1−
j=0

N−
k=0
ak

N−1−
i=max{j−k,0}
diQ kij

+
N−1−
k=0
bk

N−
i=max{j−k,0}
ciQ ikj

Uhj

cos
πx
2

sin
πx
2
(44)
=
N−
j=0
a˜jT hj

cos
πx
2

+
N−1−
j=0
b˜jUhj

cos
πx
2

sin
πx
2
. (45)
In line (42) we multiplicate sums using formula sin2 πx2 = 1 − cos2 πx2 . Later, in line (43) we expand the polynomials
T hk (cos
πx
2 )T
h
i (cos
πx
2 ) and U
h
k (cos
πx
2 )U
h
i (cos
πx
2 )(1 − cos2 πx2 ) into a truncated series of polynomials T hk (cos πx2 )Uhi (cos πx2 )
and T hi (cos
πx
2 )U
h
k (cos
πx
2 ) into a truncated series of polynomials U
h
j (cos
πx
2 ) as is described in formulas (46)–(49). The
coefficients P ijk ,Q
ij
k , R
ij
k and S
ij
k defined in (46)–(49) are computed from the orthogonality conditions as follows (t = cos πx2 ):
T hk (t) · T hi (t) =
min{k+i,N}−
j=0
Pkij T
h
j (t), P
ki
j =
4
π
LT (T hk (t)T
h
i (t)T
h
j (t)), (46)
T hk (t) · Uhi (t) =
min{k+i,N−1}−
j=0
Q kij U
h
j (t), Q
ki
j =
4
π
LU(T hk (t)U
h
i (t)U
h
j (t)), (47)
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Uhk (t) · Uhi (t) =
min{k+i,N}−
j=0
Rkij T
h
j (t), R
ki
j =
4
π
LT (Uhk (t)U
h
i (t)T
h
j (t)), (48)
Uhk (t) · Uhi (t)t2 =
min{k+i+2,N}−
j=0
Skij T
h
j (t), S
ki
j =
4
π
LT (t2Uhk (t)U
h
i (t)T
h
j (t)). (49)
In line (44) there is a change of order of summation and in line (45) the coefficients of the truncated series of fN(x) · gN(x)
are denoted with a˜j and b˜j and computed as follows:
a˜j =
N−
k=0
ak

N−
i=max{j−k,0}
ciPkij

+
N−1−
k=0
bk

N−1−
i=max{j−k,0}
diRkij −
N−1−
i=max{j−k−2,0}
diSkij

, k = 0, 1, . . . ,N, (50)
b˜j =
N−
k=0
ak

N−1−
i=max{j−k,0}
diQ kij

+
N−1−
k=0
bk

N−
i=max{j−k,0}
ciQ ikj

, k = 0, 1, . . . ,N − 1. (51)
Eqs. (50) and (51) are linear and can be represented in a matrix form
u˜ = F · u, (52)
u˜ =

a˜0, . . . , a˜N , b˜0, . . . , b˜N−1
T
denote the vector of the transformed coefficients a˜j and b˜j. The multiplication matrix
F ∈ R(2N+1)×(2N+1) is a block matrix
F =
[
G1 G2
G3 G4
]
,
where G1 ∈ R(N+1)×(N+1),G2 ∈ R(N+1)×N ,G3 ∈ RN×(N+1) and G4 ∈ RN×N . The elements of these matrices are
G1 = [g1jk]j,k, g1jk =
N−
i=max{j−k,0}
ciP
k−1,i
j−1 , j = 1, . . . ,N + 1, k = 1, . . . ,N + 1,
G2 = [g2jk]j,k, g2jk =
N−1−
i=max{j−k,0}
diR
k−1,i
j−1 −
N−1−
i=max{j−k−2,0}
diS
k−1,i
j−1 , j = 1, . . . ,N + 1, k = 1, . . . ,N,
G3 = [g3jk]j,k, g3jk =
N−1−
i=max{j−k,0}
diQ
k−1,i
j−1 , j = 1, . . . ,N, k = 1, . . . ,N + 1,
G4 = [g4jk]j,k, g4jk =
N−
i=max{j−k,0}
ciQ
i,k−1
j−1 , j = 1, . . . ,N, k = 1, . . . ,N.
An example for N = 2:
G1 =
c0P000 + c1P010 + c2P020 c0P100 + c1P110 + c2P120 c0P200 + c1P210 + c2P220c1P011 + c2P021 c0P101 + c1P111 + c2P121 c0P201 + c1P211 + c2P221
c2P022 c1P
11
2 + c2P122 c0P202 + c1P212 + c2P222
 ,
G2 =
d0(R000 − S000 )+ d1(R010 − S010 ) d0(R100 − S100 )+ d1(R110 − S110 )−d0S001 + d1(R011 − S011 ) d0(R101 − S101 )+ d1(R111 − S111 )
−d0S002 − d1S012 −d0S102 + d1(R112 − S112 )
 ,
G3 =
[
d0Q 000 + d1Q 010 d0Q 100 + d1Q 110 d0Q 200 + d1Q 210
d1Q 011 d0Q
10
1 + d1Q 111 d0Q 201 + d1Q 211
]
,
G4 =
[
c0Q 000 + c1Q 100 + c2Q 200 c0Q 010 + c1Q 110 + c2Q 210
c1Q 101 + c2Q 201 c0Q 011 + c1Q 111 + c2Q 211
]
.
We conclude with a remark on the numerical calculation of the coefficients P ijk ,Q
ij
k , R
ij
k and S
ij
k defined in (46)–(49). As
in the case of the differentiation matrix, we propose the use of a combination of a direct and recursive approach. For the
basis of the recursion we do a direct computation again using powermoments defined in (16), (17), (22) and (23). Recursion
formulas are in this case more complicated and very technical. For this reason we skip any further details.
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6. Conclusions
Based on the paper of Huybrechs [5] we first discussed the stable construction via the modified Chebyshev algorithm
and some properties of the half-range Chebyshev polynomials of the first and second kinds. Afterwards, we turned our
attention to the half-range Chebyshev–Fourier series. Approximation with such series was already studied by Huybrechs
in [5]. We are interested in the construction of a spectral method for the solution of ordinary as well as time-dependent
partial differential equations based on these series. Our intention is to solve such equations in a coefficient space. Therefore
we need some computational aspects for these series, like derivatives and multiplications, which were studied in the form
of matrices—the differentiation and the multiplication matrix respectively. The construction of such spectral methods will
be discussed in a subsequent paper.
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