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Abstract 
Takada, Y., Learning semilinear sets from examples and via queries, Theoretical Computer Science 
104 (1992) 207-233. 
Semilinear sets play an important role in parallel computation models such as matrix grammars, 
commutative grammars, and Petri nets. In this paper, we consider the problems of learning 
semilinear sets from examples and via queries. We shall show that (1) the family of semilinear sets is 
not learnable only from positive examples, while the family of linear sets is learnable only from 
positive examples, although the problem of learning linear sets from positive examples seems to be 
computationally intractable; (2) if for any unknown semilinear set SU and any conjectured semilinear 
set S’, queries whether or not SU LS and queries whether or not S’&SU can be made, there 
exists a learning procedure which identifies any semilinear set and halts, although the pro- 
cedure is time-consuming; (3) however, under the same condition, for each fixed dimension, 
there exist meaningful subfamilies of semilinear sets learnable in polynomial time of the mini- 
mum size of representations and, in particular, for any variable dimension, if for any unknown 
linear set Lu and any conjectured semilinear set S’. queries whether or not Lu r S’ can be made, the 
family of linear sets is learnable in polynomial time of the minimum size of representations and 
the dimension, 
1. Introduction 
One of the major subjects in recent computer science is to formalize and analyze 
parallel computation of concurrent systems and, for this purpose, several formal 
models have been proposed. Matrix grammars [14], commutative grammars [S], and 
i ., *This is a part of the work in the major R&D of the Fifth Generation Computer Project, conducted 
under a program set up by MITI. A preliminary version of this paper appeared in the Proceedings of the 
First International Workshop on Algorithmic Learning Theory (Tokyo, Japan, October 1990). 
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Petri nets [13] are the most successful models, for which substantial theories and 
analysis techniques have been developed enough to apply them to many practical 
concurrent system organization. Although decision problems have been well investi- 
gated for these models, there have been few studies up to now from the learning point 
of view, which may be one of the advanced and important subjects in computer 
science. In this paper, we shed light on the problem of learning these parallel 
computation models. 
A concept which plays an important role in these models is a semilinear set: a subset 
of lattice points is said to be linear if and only if it is a coset of finitely generated 
subsemigroups of the set of all lattice points with nonnegative coordinates, and a finite 
union of linear sets is said to be semilinear. For example, for any equal matrix 
language [lS] and simple matrix language [l 11, an image set on Parikh mapping is 
semilinear. Also, a reachability set of any weakly persistent Petri net [lo, IS] is 
semilinear. The semilinearity provides effective solutions for some decision problems 
on these models. 
In this paper, we shall consider semilinear sets from the learning point of view. We 
consider the problem of learning semilinear sets, that is, the problem of finding 
a representation of an unknown semilinear set from given examples in the sense of 
[3, 91, and via queries in the sense of [4]. There are two major models of learning in 
recent computational learning theory, “PAC-learning model” and “exact-learning 
model” (cf. [4]). In PAC-learning model, the target concept is said to be probably 
approximately correctly identified if a representation of either the target concept or 
a concept slightly different from the target one is found. On the other hand, in the 
exact-learning model, the target concept is said to be exactly identified only if its 
representation is found. In PAC-learning model, Abe [l] has studied the polynomial 
PAC-learnability of semilinear sets. He has shown that the class of semilinear sets of 
dimensions 1 and 2 is polynomial PAC-learnable but the problem of learning 
semilinear sets of higher dimensions is hard. Generally, the learning problem in 
exact-learning model may be harder than the problem in PAC-learning model, 
especially on the time efficiency. In the exact-learning model, to reduce the time 
complexity, various types of queries could be used. In this paper, we investigate 
the problem of learning semilinear sets in the exact-learning model and show the 
learnability and nonlearnability from positive examples and via various types of 
queries. 
We shall show the following: 
l The family of semilinear sets is not learnable only from positive examples, while the 
family of linear sets is learnable only from positive examples, although the prob- 
lem of learning linear sets from positive examples seems to be computationally 
intractable. 
l If for any unknown semilinear set S, and any conjectured semilinear set S’, queries 
whether or not S, c S’ and queries whether or not S’s S, can be made, there exists 
a learning procedure which identifies any semilinear set and halts, although the 
procedure is time-consuming. 
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l However, under the same condition, for each fixed dimension, there exist meaning- 
ful subfamilies of semilinear sets learnable in polynomial time of the minimum size 
of representations. In particular, for any variable dimension, if for any unknown 
linear set L, and any conjectured semilinear set S’, queries whether or not L, ES’ 
can be made, the family of linear sets is learnable in polynomial time of the 
minimum size of representations and the dimension. 
These results provide partial solutions to the problem of learning parallel computa- 
tion models. 
In Section 2, the family of linear sets and the family of semilinear sets are formally 
defined. In Section 3, we define a special finite set and according to it, define a special 
representation for each semilinear set. These special sets and representations shall 
play important roles in the problem of learning semilinear sets. In Section 4, we show 
learnabilities from positive examples for the family of linear sets and the family of 
semilinear sets. It is proved that the family of linear sets is learnable only from positive 
examples but this property is not preserved under finite unions; therefore, the family of 
semilinear sets is not learnable only from positive examples. In Section 5, we consider 
the problem of learning linear sets from positive examples. It is shown that the 
problem of finding the minimum size representation of a linear set consistent with the 
given positive examples is computationally intractable. This gives us a strong partial 
evidence that the problem of learning linear sets from positive examples seems to be 
computationally intractable. In Section 6, we assume that there exists an ideal teacher 
who answers queries whether or not S, L S’ and queries whether or not S’c S, for any 
unknown semilinear set S, and any conjectured semilinear set S’. We present a learn- 
ing procedure for semilinear sets via such queries. Although our procedure is time- 
consuming for the whole family of semilinear sets, it is efficient for the problem of 
learning meaningful subfamilies of semilinear sets, called t-periods semilinear sets, and 
the family of linear sets. For each fixed dimension, the families of t-periods semilinear 
sets is learnable in polynomial time of the minimum size of the representations via 
those queries. In particular, for any variable dimension the family of linear sets is 
learnable in polynomial time of the minimum size of representations and the dimen- 
sion via only queries whether or not L, G S’ for any unknown linear set L, and any 
conjectured semilinear set S’. Furthermore, we show exponential lower bounds on the 
number of queries for various types of queries. This should be contrasted with our 
result on the efficient learning method. 
Finally, in Section 7, we apply our results to the problem of learning some parallel 
computation models and a syntactic pattern recognition. It is shown that for some 
matrix languages, commutative languages, and Petri nets, there are subfamilies 
learnable only from positive examples and they are efficiently learnable via queries on 
inclusions. Also, our results provide some solutions for the problem of learning 
pictures coding in an appropriate scheme. 
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2. Preliminaries 
Let N denote the set of all nonnegative integers. For each integer k> 1, let 
fqk=N x . . . x N (k times) and for each EN, nk =(n, . . . . n), that is, the value of each 
coordinate is n. We regard N k as a subset of the vector space of all k-tuples of rational 
numbers over the rational numbers. Thus, for elements u=(ui, . . . . uk) and 
u=(ul ,..., Vk)inNk,andninN,u+u=(u,+u, ,..., uk+rk),~-r=((ul-~l ,..., n,&-uk), 
and n11= (nui ) . ) at&). 
Let < be the relation on Nk defined by udu for elements u=(ul,...,uk) and 
u=(q, . ..) uk) if and only if Ui < Vi for each i. In particular, we shall write u < u if u < u 
and u # u. The relation d is a partial order on N k. Thus, we may speak of minimal 
elements in a subset of N k. The condition for two elements (ul, . . . , uk) and (vi, . . . , ok) in 
Nk to be incomparable is the existence of i and j such that Ui<Ui and Uj>uj. 
A subset L of N k is said to be linear if and only if there exist an element c and a finite 
subset P of Nk such that 
c is called the constant and each pi is called a period of L(c; P). A subset S of Nk is said 
to be semilinear if and only if S is a finite union of linear subsets of PUk. Note that the 
empty set is semilinear, being the union of zero linear sets. We may also call a linear 
subset and a semilinear subset of Nk a linear set and a semilinear set of the dimension 
k, respectively. 
For any linear set L, if L = L(c; P) then we call L(c; P) a representation of L. Let 
S = L1 u ... u L, be a semilinear set such that for each linear set Li (1 did n), L(ci; Pi) 
is a representation of Li. Then, we denote a representation of S by 
L(cl;Pl)u... u L(c,; P,,). We note that any linear set and, therefore, any semilinear set 
might have more than one representation in terms of constants and periods. There- 
fore, we should distinguish between semilinear sets themselves and their representa- 
tions, although we may regard a representation as a semilinear set itself if the context 
is clear. 
To define sizes of representations, we assume that each nonnegative integer is 
represented as a string over the alphabet (0) by the usual unary coding. Then, for each 
nonnegative integer y1 the size of n is defined by n + 1. For each representation L(c; P) 
of a linear subset L of N k, we define its size by Cf= 1 Ci + &p I:= 1 pi. Also for each 
representation L(c,; P,) u ... u L(c,; P,) of a semilinear subset S of N k, we define its 
size by Cr=1 (size of L(ci;Pi)). 
We summarize the closure properties on Boolean operations and the properties on 
the inclusion relation of semilinear sets. The reader may find the formal proofs in [8], 
for example. 
Proposition 2.1 (Ginsburg and Spanier [S]). The family of semilinear subsets of Nk is 
efectiuely closed under union, intersection, and complement. 
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Corollary 2.2 (Ginsburg and Spanier [S]). It is eflectively solvable to determine for 
arbitrary semilinear subsets S1 and S2 of Nk, whether (1) S1 s Sz, (2) S1 =S2. 
3. Characteristic sets and canonical representations 
A finite subset E of a semilinear set S is said to be descriptive for S if and only if 
there is a representation L(cl;P,)u ... uL(c,; P,,) of S such that E includes the set 
~~=l((ci}u{ci+PIP~~i}). 
Definition 3.1. Let S be a semilinear set. A characteristic set of S is a finite subset C(S) 
of S such that 
(1) C(S) is descriptive for S, and 
(2) for any proper subset E of C(S), E is not descriptive for S. 
Lemma 3.2. Let S1 and S2 be semilinear subsets of Nk. The set of minimal elements of 
S, - S2 is finite and eflectively found. 
Proof. From Proposition 2.1, S’ = S1 - Sz is a semilinear set and its representation 
L(cI;P,)u ... u L(c,;P,) is effectively found from representations of S1 and S2. Let 
C be the set of minimal elements of {ci, . . . . c,}. It is easy to verify that C is the set of 
minimal elements of S’. 0 
Lemma 3.3. For any linear set L, the characteristic set C(L) of L is unique and can be 
eflectively found from any representation of L. 
Proof. Since L is a linear set, there exists the unique minimum element c of L, which is 
the constant of any representation of L. Let PO=@, EO = {c>, and i= 1. Repeat the 
following procedure. Let D be a set of minimal elements of L- L(c; Pi- 1). By Lemma 
3.2, D is finite and can be effectively found. Then, let Pi = Pi_ 1 u {d-c 1 deD} and 
Ei = Ei_ 1 u D. If L = L(c; Pi) then let C(L) = Ei and halt. Otherwise, continue the step 
i + 1. We note that the equivalence problem for semilinear sets is effectively solvable. 
Since L is a linear set, this procedure halts and outputs a finite set C(L). The 
construction of this procedure ensures that C(L) is descriptive for L. 
Clearly, any representation of L has as a constant the unique minimum element c of 
L. On each step i (i 3 l), for any element dED, d-c must be a period of any 
representation of L. Otherwise, there is some finite subset R = (rl, . . , rm} of Et such 
that ridd for any ri~R and d=nl(r,-c)+...+n,(r,-c) for positive integers 
nl, . . . . n,. However, the construction of the procedure ensures that R E L(c; Pi- 1), so 
d$ D, a contradiction. Therefore, for any element qEC(L) - {c}, q-c must be a period 
of any representation of L. Hence, any descriptive subset E for L must contain all 
elements of C(L). This completes the proof. 0 
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Definition 3.4. A representation L(cl; P,)u...uL(c,; P,) of a semilinear set S is said 
to be canonical if and only if the set uFE1((ci} u{ci+p INEPT}) is the characteristic 
set of S. 
Lemma 3.5. For any linear set L, a representation L(c; P) of L is canonical ifand only if 
each period is not a linear sum of the other periods. 
Proof. Let L(c; P) be a representation of a linear set L and let C(L) be the set 
{c} u {c+p IPEP}. Then, since the constant c is the unique minimum element of L and 
P is a finite subset of fVk, the set C(L) is the characteristic set of L if and only if each 
period is not a linear sum of the other periods. 0 
From Lemmas 3.3 and 3.5, for any linear set L, a canonical representation L(c; P) is 
unique and is effectively found from any representation of L. Also, this implies that 
a canonical representation is the minimum size representation. However, there exists 
a semilinear set such that a characteristic set is not unique; therefore, a canonical 
representation is not unique and is not the minimum-size representation. For 
example, consider two semilinear subsets S1 and S2 of N 2, whose representations are 
U(O,O);@uL(U,O); {(l,O),(O, 1))) and U(O,O);{(l,O)})uU(l, l);((l,O),(O, l)}), re- 
spectively. It is easy to verify that S1 =S2 and sets C(S,)= {(0,0),(1,0),(2,0),(1, l)} and 
C(S,)={(O,O),(l,O),(l, 1),(2,1X(1,2)) are characteristic sets. Therefore, these repre- 
sentations are canonical. 
We also note that given the characteristic set C(L) of a linear set L, the canonical 
representation of L is effectively found. That is, the constant c is the unique minimum 
element of C(L) and then the set of periods is {pJqi_cc, qiE(C(L)-{c})}. 
4. Learnabilities from positive examples 
In this section, we consider learnabilities of families of semilinear sets from positive 
examples. We show that although the family of linear sets is learnable only from 
positive examples, this learnability is not preserved under finite unions; therefore, the 
family of semilinear sets is not learnable. 
On learning of formal languages, Angluin [3] presented a necessary and sufficient 
condition for languages to be learnable from positive examples. Note that Angluin’s 
results require only the recursiveness of languages and the recursive enumerability of 
the family of languages. Hence, all of them are applicable to the problem of learning 
a recursive enumerable family of recursive sets, straightforwardly. In the sequel, we 
apply them to the problem of learning semilinear sets. 
Let k be a fixed positive integer and R be a nonempty recursive subset of Nk. We 
may assume that each nonempty recursive set has a finite representation such as 
recursive membership functions. Let “+” and “-” be special symbols. A positive 
example of R is a pair ( +, q) such that qE R and a negatiue example of R is a pair (-, q) 
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such that qE Nk - R. A presentation of R is an infinite sequence o = sl, s2, s3, . . . of 
positive and negative examples such that any element of N k appears in CJ at least once. 
A positive presentation of R is an infinite sequence c = sl, s2, sj, . . of positive examples 
such that any element of R appears in CJ at least once. 
A learning procedure is defined to be an effective procedure M whose input is 
a (positive) presentation of a recursive subset R of N k and output is a finite or infinite 
sequence WI, W2, W,) . . . of finite representations of recursive subsets. Each element 
W in an output sequence of M is called a conjecture of M. 
Let (T be a (positive) presentation of a recursive subset R of Nk and M be a learning 
procedure. M is said to identify R from (positive) examples if and only if for every 
(positive) presentation r~ of R there exists a positive integer n such that W, is 
a representation of R, and M outputs W, and halts, or outputs W,, W,, 1, W,+ 2, . . , 
suchthat W,= Wn+I= WntZ=..., forever. In particular, we call the latter identification 
criterion an identijcation in the limit. A recursively enumerable family 9 of nonempty 
recursive subsets of Nk is learnable from (positive) examples if and only if there exists 
a learning procedure which identifies R from (positive) examples for every REB. 
Condition 1. A recursively enumerable family 9 of nonempty recursive subsets of N k 
satisfies Condition 1 if and only if there exists an effective procedure which on any 
input REP enumerates a set T such that 
(1) T is finite, 
(2) T E R, and 
(3) for all R’S&!, if TG R’ then R’ is not a proper subset of R. 
The next lemma shows that Condition 1 is a necessary and sufficient condition for 
a recursively enumerable family of nonempty recursive subsets of Nk to be learnable 
from positive examples. 
Lemma 4.1 (Angluin [3]). A recursively enumerable family of nonempty recursive 
subsets of Nk is learnable from positive examples zfand only zfit satisfies Condition 1. 
The following condition is simply Condition 1 with the requirement of effective 
enumerability of T dropped. 
Condition 2. We say a recursively enumerable family 9 of nonempty recursive subsets 
of N k satisfies Condition 2 provided that, for every RE& there exists a finite set T G R 
such that for every R’EB?, if TC R’ then R’ is not a proper subset of R. 
Lemma 4.2 (Angluin [3]). If 9 is a recursively enumerable family of nonempty recur- 
sive subsets of Nk that is learnable from positive examples, then it satis$es Condition 2. 
This lemma may be used to show that a family of semilinear sets is not learnable from 
positive examples. 
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In the rest of this section, we shall show learnabilities of families of semilinear sets 
according to Angluin’s results. 
Lemma 4.3. Let L be a linear subset of N k and C(L) be the characteristic set of L. Then, 
for any linear subset L’ of N k, zf C(L) G L’ then L G L’. 
Proof. Let L(c; P) be the canonical representation of L. Suppose that L’ is a linear 
subset of N k such that C(L) G L’ and L(c’; {pi, . . ,pi}) is the canonical representation 
of L’. Since C(L) G L’, for each qj of C(L), qj=c’+nj,p; + ... +nj,pi. Therefore, for 
each period pi of L(c;P), pi=qi-~=(ni, -n,,)p\ + . ..+(ni.-n+)p:. Hence, for each 
qE L, there exist m, , . . . ,m,EN such that q=c’+m,p; + . ..+rn.pi. 0 
Theorem 4.4. For any positive integer k, the family of linear subsets of Nk is learnable 
from positive examples. 
Proof. Let L(cI; PI), L(cz; P2), L(c3; P3), . . be an effective enumeration of the canoni- 
cal representations of all linear subsets of Nk. It is obvious that there exists an effective 
procedure which on any input i3 1 enumerates a characteristic set Ci of a linear set 
L(ci;Pi). By the definition of characteristic sets of linear sets, Ci is finite and 
Ci E L(ci;Pi). Moreover, by Lemma 4.3, for allja 1, if Ci c L(cj;Pj) then L(Cj;Pj) is 
not a proper subset of L(Ci;Pi). Therefore, the family satisfies Condition 1 and by 
Lemma 4.1 the proof is completed. 0 
Thus, the family of linear sets is learnable from positive examples. On the other 
hand, this learnability is not preserved under finite unions. To show this, we define the 
following special subfamilies of semilinear sets. 
Definition 4.5. Let n be a positive integer. An n-linear set S is a semilinear set which is 
a union of exactly IZ linear sets but cannot be expressed by a union of i linear sets for 
any i<n. 
Lemma 4.6. For any positive integer k > 2, the family of 24near subsets of N k is not 
learnable from positive examples. 
Proof. At first, we show the case k = 2. Consider the 2-linear set S = L1 v Lz, where 
L1 = L((O,O);@) and L2 = L((1,l); {(l,O),(O, 1))). Lisa 2-linear subset of N2 (see [6], for 
example). 
Let T={q,, . . . . q,,,} be any nonempty finite subset of S. Consider the 2-linear set 
ST = Lr u Lz (cf. Fig. l), where 
LT=L((l, 1); {qi-(1, l)Iqi=(l,S)ET}), 
LT=L((O,O); {qj Iqj=(ql, q2)E T, ql# I}). 
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LT = L((l,l); {PI,}) 
. . . . L: = L((O,O); IP*11P22>P2J)) 
. . . . 
I’ pz’ 
Cl,?) PI, . . . 
t b Pi2 PZ3 . (1,l) (2,l) * * qM 
6 0) 
(O>O) 
s ST 
Fig. 1. The construction of S’. 
Canonical representations of LF and L: are effectively found from the above repre- 
sentations. Clearly, TC ST and it is easy to verify that ST G S. For each qiE T let 
qi = (qi,, qi2). Let qMl be the maximum integer of ql,, . , qm,. Then, qM = qM, + 1,1) is in 
S but not in ST, so ST is a proper subset of S. Thus, Condition 2 fails. The cases k> 2 
are proved by similar arguments. 0 
The following theorem is proved by a simple extension of the proof of Lemma 4.6. 
Theorem 4.7. For any kb2 and any n32, the family of n-linear subsets of Nk is not 
learnable from positive examples. 
Proof. Let n be an integer greater than 2. Consider the n-linear set S = L1 u ... u L, of 
N2,wherefori(1<i<n-l),Li=L((i-l,O);@and L,=L((n-1,1);{(1,0),(0,1)}).It 
is easy to verify that S is an n-linear subset of N2. 
Let T={q,, . . . . qm} be any nonempty finite subset of S. Consider the n-linear set 
ST=Lru...uL,T, where 
LT=L((i-l,O);@) for 1 <i<n-2, 
L,T_l=L((n-l,l);{qj-(n-l,l)~qj=(n-l,S)~T}), 
L,T=L((n-2,0);{qj-(n-2,0)Iqj=(q,,q2)ET, 41#n--1)). 
Then, a canonical representation of each LT is effectively found from the above 
corresponding representation. From the proof of Lemma 4.6, it is easy to verify that 
T G ST and ST is a proper subset of S. Thus, Condition 2 fails. 0 
This theorem implies that the learnability from positive examples for linear sets is not 
preserved under finite unions. 
Corollary 4.8. For any integer k 3 2, the family of nonempty semilinear subsets of N k is 
not learnable from positive examples. 
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This corollary also follows from Gold’s result [9] because the family of all (nonempty) 
semilinear subsets of Nk is so-called superjinite. 
5. Intractability of learning from examples 
One of the problems which plays an important role in learning from examples is the 
problem of finding a minimal-size representation consistent with the given examples. 
If this problem were solvable efficiently, one could construct an efficient learning 
procedure. 
Abe [l] has shown that the problem of finding a minimal representation of 
a semilinear set consistent with the given positive and negative examples is computa- 
tionally intractable. In this section, we consider the problem of finding minimum size 
representations of linear sets consistent with the given positive examples and show 
that this problem is also computationally intractable unless P=NP. This gives us 
a strong partial evidence that the problem of finding optimal representations is hard 
even for linear sets and that although the family of linear sets is learnable only from 
positive examples (Theorem 4.4), the problem of learning linear sets from positive 
examples seems to be computationally intractable. 
We consider the following problem. 
Find minimum-size representations (FMR) 
Instance: A finite subset E of Nk. 
Question: Find the minimum-size representation of a linear set which contains all 
elements of E. 
If there were a polynomial-time algorithm to solve this problem FMR, then we could 
construct a learning procedure which makes a conjecture in polynomial time for each 
time and identifies any linear set in the limit only from positive examples in the 
following way. For each time t, the learning procedure makes a conjecture w by 
executing the algorithm which solves FMR on input {sl, s2, . . . , s,}. It is easy to verify 
that this learning procedure identifies L, in the limit because for any positive 
presentation of an unknown linear set L,, there exists a positive integer i such that the 
set {sl, s2, , si j includes the characteristic set of L, and then the conjecture is the 
canonical representation of L,. However, if P # NP then there is no polynomial-time 
algorithm which solves FMR. 
Theorem 5.1. If P # NP, then there is no polynomial-time algorithm which solves the 
problem FMR. 
Proof. Suppose that there exists an algorithm AF that runs in polynomial time and is 
such that for any subset E of N k, AF on input E outputs the minimum size 
representation L(c; P) of a linear subset of l+J k which contains all elements of E. We 
shall use AF to construct a polynomial-time algorithm to decide whether qcL(c;P) 
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for an arbitrary element qefWik and the canonical representation L(c; P). Since the 
membership problem of linear sets is NP-complete shown in [ 171 and independently 
described in [l], this will imply P=NP, proving the theorem. 
Let q be an element in N k and L(c; P) be the canonical representation of a linear 
subset of F+J k. We may construct the characteristic set C of L(c; P) in polynomial time 
of the size of this representation. Run AF on input Cu {q} and denote the output by 
L(c’; P’). Since for any linear set the minimum-size representation is the unique 
canonical representation, if c’ = c and P = P’ then qeL(c; P); otherwise, q$L(c; P). We 
may test whether c = c’ and P = P’ in polynomial time, and we complete the proof. 0 
6. Learning semilinear sets via queries 
As we have shown in the previous section, the problem of learning from examples 
seems to be computationally intractable even for linear sets. One of the common 
learning methods for improving the computational efficiency is using various types 
of queries. In this section, we consider the problem of learning semilinear sets via 
queries. 
In previous sections, we had no assumption on the source presenting examples. 
Here, we assume that there exists an ideal teacher who can answer questions of 
a learning procedure and the learning procedure gets information from the teacher. 
We consider the following types of queries of learning procedures. Let Y denote 
a (sub)family of semilinear sets which a learning procedure should learn and X denote 
a set of representations which a learning procedure outputs as conjectures. 
(1) Membership queries. We denote this type of queries by MEM(Y). For any 
unknown semilinear set S,EY, a learning procedure can ask whether or not qES, for 
any qENk and a teacher answers yes if qES, and no if q$S,. 
(2) Equivalence queries. We denote this type of queries by EQ(Y,X). For any 
unknown semilinear set S,E.Y, a learning procedure can ask whether or not S, = H for 
any representation HE&“ and a teacher answers yes if S, = H and no otherwise. If the 
answer is no, the teacher also gives the learning procedure an element 
qE(S,-H)u(H-S,). 
(3) Subset queries. We denote this type of queries by SUB(Y,X). For any un- 
known semilinear set S,EY, a learning procedure can ask whether or not H E S, for 
any representation HEX and a teacher answers yes if H G S, and ~to otherwise. If the 
answer is no, the teacher also gives the learning procedure an element qE H - S,. 
(4) Superset queries. We denote this type of queries by SUPER(Y,%‘). For any 
unknown semilinear set S,EY, a learning procedure can ask whether or not S, G H 
and a teacher answers yes if S, E H and no otherwise. If the answer is no, the teacher 
also gives the learning procedure an element qEQ - H. 
For queries other than membership queries, the returned element is called 
a counterexample. We shall also consider restricted versions of equivalence, subset, 
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and superset queries, for which the answers are just yes and no, with no counter- 
example provided. We denote the restricted versions with the subscript r such as 
EQ,(Y, X), SUB@‘, X), SUPER,(Y, X). 
A learning procedure is said to identify an unknown semilinear set S via types of 
queries t 1, . . . , t, if and only if it identifies S making any query whose type is one of 
t1, . . . , t, and halts. A family of semilinear sets is said to be learnable via types of queries 
t1, . . . . t, if and only if there exists a learning procedure which identifies any semilinear 
set of the family via tl,...,tn. 
6.1. Learning via restricted subset queries and restricted superset queries 
Let .4p denote the family of semilinear subsets of Nk, and Ye, denote the set of all 
representations of semilinear subsets of Nk. We first show that there exists a learning 
procedure for Y via SUB,(Y, ~9~) and SUPERJY, Xs). 
Let S be a semilinear set. For each i (0 < i), we define an ith slice Di of S recursively: 
(1) &=@, 
(2) Di= {q /q is a minimal element of S- u$Z& Dj}. 
Then, each Di is finite and for each distinct i and j, Di and Dj are disjoint. 
Definition 6.1. A representative set of a semilinear set S is a finite subset 
R(S)= viz0 Di of S constituted from t slices such that 
(1) R(S) is descriptive for S, and 
(2) for any nonnegative integer j such that j< t, u;=. Di is not descriptive for S. 
Note that for any semilinear set its representative set is a superset of its characteristic 
set. 
Lemma 6.2. For any semilinear set S, the representative set R(S) of S is unique and can 
be eflectively found. 
Proof. Let W= 0, Ee =@ and i= 1. Repeat the following procedure. Let D be a set of 
minimal elements of S - Ei_ 1 and let Ei = Ei_ 1 u D. From Lemma 3.2, D is finite and 
can be effectively found. For each q6D, 
(1) for each L{cj;Pj) in W, if c<q and L(c;Pju{q-c})ES, then add 
L(Cj; PjU (4-C)) t0 W, 
(2) add L(q;@ to W. 
Let W be a set of representations of linear sets obtained with the above modifi- 
cations. If UL(e,..p,)EWL(~j; Pj) is a representation of S, then let R(S)=Ei and halt. 
Otherwise, continue the step i+ 1. 
We note that the inclusion problem is effectively solvable for semilinear sets. 
On each step i, the construction of the procedure ensures that for any linear subset 
L of S for which Ei is descriptive, W has a representation of L. Therefore, there exists 
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some t such that E, is descriptive for S, so the procedure outputs E = E, and halts. 
Then, obviously, for any s such that s < t, E, is not descriptive for S. 0 
We note that a representation constructed by the procedure in the proof of Lemma 
6.2 may have representations L(ci ; P,) and L(cZ; P2) of linear sets such that Pi G Pz. 
Then, L(ci ; PI ) is redundant. We can effectively eliminate such redundant representa- 
tions of linear sets. 
Lemma 6.3. Let S be a semilinear subset of N k. Let n be the number of representations of 
linear sets, p be the maximum number of periods of the linear sets, and q be the maximum 
integer appearing in the periods in the minimum size representation of S. Then the 
cardinality of the representative set R(S) is bounded by nqP. 
Proof. We first note that the proof of Lemma 6.2 ensures that the constructed 
representation by the procedure in the proof has all representations of linear sets 
appearing in the minimum size representation of S. 
Let Pmin be the minimum nonzero integer appearing in the periods of the minimum 
size representation. Also, let pmax be the period having q in some coordinate and 
Pmin be the period having pmin in some coordinate. 
For some positive integer i, if ip,i, > q for any k then the ith slice must containp,,,. 
Since Pmina 1, i<q, that is, R(S) constituted from at most q slices. Then for each 
L(c; {Ply . ..J&)) in the minimum size representation of S, R(S) may have any 
q=c+nIp, + . ..+n.p,, where ni<q for each i(1 <i<r); therefore, R(S) has at most qr 
elements of L(c; { pl, . . . ,p*}). Since the maximum number of periods of the linear sets 
is p, R(S) has at most nqP elements of S. 0 
The learning procedure for semilinear sets, described in the following, identifies 
a semilinear set based on the procedure described in the proof of Lemma 6.2. 
Let S, be an unknown semilinear subset of Nk. We denote by e[i] an element of Nk 
which has 1 as the value of the ith coordinate and 0 as the value of the other 
coordinates, and denote by P, the set {e[i] 1 1 bid k}. 
Let S’ be any proper semilinear subset of S. On input S’, the procedure FP, 
illustrated in Fig. 2, finds a set of the minimal elements of S, -S’ via SUPER,(Y, yi”,). 
The procedure FP begins queries whether S, E (E u CJ u L(q + e[ 11; P,)) with U = 8 
and q = Ok (cf. Fig. 3a). For each i (1 < i < k), FP continues queries until ith value of 
q is greater than the minimum ith value in the minimal elements which have 
not been found yet (cf. Fig. 3b, where i= 1). Then, FP adds L(q+e[i];P,) 
to U and continues queries for i+ 1 coordinate (cf. Fig. 3c, where i= 1). This U 
guarantees that any minimal element whose value of the ith coordinate is greater 
than the one of q is contained in U. In this way, FP finds the value of each ith 
coordinate. 
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Procedure FP 
Input: A representation of a. semilinear subset S’ of N’ 
Output: A finite subset D of N”. 
Query: SUPER,(S,H,). 
D := 0; 
E := S’; 
Do 
Begin 
i:z 1. 
II; q:=o; 
u := 0; 
While z < k do 
Begin 
.4sk t/z tCOChEl. zollether s,, c (E” u ” L(q + C+]; P.)); 
If tile AIISweL is 110 
then u := u u L(q + e[z]; P,); 
7.z7+1; 
else q := q + e[z]; 
End; 
D := D u {q}; 
E := E u L(q; P,); 
End; 
Fig. 2. The procedure FP. 
0 
91 = (2,4) ‘-- -92 = (492) 
q = (O,O) 
u=0 
(a) 
q = (TO) 
cl=0 
t 
t 
q = (X,4) 
u = {L((3,0); PC)} 
(b) 
Fig. 3. How FP finds minimal elements 
(cl 
Lemma 6.4. Let S, be a semilinear subset of Nk and S’ a proper semilinear subset of S,. 
On input S’, the procedure FP makes at most nk(m+ 1) restricted superset queries and 
outputs a jnite set D of minimal elements of S, - S’, where m is the maximum integer 
appearing in the elements of D and n is the cardinality of D. 
Proof. Let < be the relation on Nk defined as follows. Let u =(u,, . . . , uk) and 
u=(v1, . ..) uk) be elements of N k. Suppose that i is the minimum index such that Uj = Uj 
for any j less than i. Then, u<u if and only if ui < Di. The relation < is a lexicographical 
order on Nk. 
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Assume that D = (d, , . . . , d,,,} is a totally ordered set with respect to <. We shall 
show that procedure FP finds all elements of D from dl to d,. 
Suppose that d=(dl , . . . , dk) is a minimum element of D which is not found yet. At 
first, we show that in the While loop, for each i (1~ i < k), the teacher answers no to the 
query S, E (Eu UuL(di; P,)) if and only if di=(d,, . . . . di-l,di+ l,O, . . . . 0). 
Let q=(ql, ...) qi,O, . . . . 0) be any element of N k such that qj < dj for each j (1 <j d i). 
Furthermore, let Y = (rl, . . . , rk) be any element of S, - E. There are the following three 
cases of r which we should consider: 
(1) q>r, 
(2) qdv, and 
(3) q and r are incomparable. 
Since d is a minimum element of S, - E, there is no element Y of S, - E such that q > Y. 
If q d Y, then rEL(q; P,). If q and Y are incomparable, then there is some r (1~ t < i) such 
that r,<q, and qsdrs for any s (SC t) (we note that any minimal element d’ such that 
d’<d is already found). Then, from the construction of FP, U should already include 
a linear set L((cl, . . . . c,_ 1,0, . . . , 0); P,) such that cj<rj for each j< t, SO rE U. There- 
fore, for any q=(q1, ...) qi,O, ...) 0) such that qjddj for each j (1 <j< i), the teacher 
must answer yes for a query S, G (E u U u L(q; P,)). 
From the assumption, S’ does not contain d and, from the construction of FP, any 
linear set added to U by FP contains only elements which are incomparable to d. 
Therefore, for each i, the teacher must answer no to the query S, c (E u U u L(di; P,)) 
if and only if di =(d, , . , di_ 1, di + l,O, . . . ,O), SO the procedure FP finds d. Since 
S’u {L(d; P,) ) dED} contains all elements of S,, when all elements of D are found, the 
teacher must answer yes, so FP outputs D and halts. 
For each i (1 d i < k), FP makes queries at most m + 1 times, so for each element of 
D, FP makes queries at most k(m + 1) times. In the sequel, FP makes at most nk(m + 1) 
queries. This completes the proof. 0 
The learning procedure ID, illustrated in Fig. 4, runs the procedure FP repeatedly, 
finds slices, and constructs a representation in the same way described in the proof of 
Lemma 6.2. 
Proposition 6.5. The procedure ID identijies any semilinear set via SUB,(Y,Afs) and 
SUPER,(Y, ss). 
Proof. Let R(S,) = U tzo Di be the representative set of an unknown semilinear set S,. 
By running the procedure FP repeatedly, from Lemma 6.4, ID finds each slice Di and 
in the sequel, finds R(S,). Then, by Lemma 6.2, ID constructs a representation of S,, 
so the teacher must answer yes for the query whether or not S, c U Lte,.P,jE wL(ci; Pi). 
This completes the proof. 0 
We note that a constructed representation may have redundant representations of 
linear sets. However, such representations can be removed in the obvious way via 
SUPERJY, X&. 
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Procedure ID 
output: A representation of an unknown semilinear subset S, of Nk 
Query: SUB,(S,Tfi,) and SUPER(S,XH,). 
w := 0; 
R(S”) := 0; 
Run Procedure FP on input fX(S,) mtl get an output D; 
R(S,) := R(L) U D: 
While U is not empty do 
Begin 
II’ := IV u L(d; 0); 
End; 
End: 
Fig. 4. The procedure ID 
Thus, the learning procedure ID identifies any semilinear set via restricted subset 
and restricted superset queries and halts. However, ID is time-consuming. Let m be 
the minimum size of representations of S,. ID may make ~2~~~ conjectures in the 
worst case, where x is the cardinality of the representative set R(S,) of S,, which is at 
most mm+’ . Therefore, the total running time of ID is bounded by an exponential of m. 
Although ID is time-consuming in the general case, there exists a meaningful 
subfamily for which ID is efficient. 
Definition 6.6. Let t be a positive integer. A t-periods semilinear set S@) is a semilinear 
set which has a representation L(c,;P,)u ... uL(c,;P,,) such that the cardinality of 
Pi is at most t for any i (1 <i<n). 
As Abe [2] has shown, the Parikh-image1 of any language accepted by a commutative 
deterministic finite automaton is a k-periods semilinear set, where k is the cardinality 
of the alphabet. 
Let Yt be the family of r-periods semilinear subsets of Nk, and JC~ be the set of all 
representations of t-periods semilinear subsets of Nk. 
Theorem 6.7. Let k be a jixed dimension. The procedure ID identijes any t-periods 
semilinear set S@) and halts via SUB,(Sq, pi) and SCJPER,(Yt, pi) where ifk < t, i = t, 
’ For the definition, see Section 7. 
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otherwise i= k. The total running time of ID is bounded by a polynomial of m, where m is 
the minimum size of representation of S@). 
Proof. Let R(S@)) be the representative set of S@). Then the number of representations 
of linear sets constructible from R(S(‘)) is 
’ (x+i-l)! c i= 1 i!(x- l)! <tX’+‘, 
where x is the cardinality of R(P)), which is x =m”’ from Lemma 6.3 because the 
number of representations of linear sets in the minimum size representation of S(I) and 
the maximum integer appearing in the periods are bounded by m. Therefore, the 
number of restricted subset queries is bounded by a polynomial of m. The number of 
restricted superset queries used by FP is bounded by a polynomial of the cardinality 
of R(S”‘), the maximum integer appearing in R(S”‘), and the dimension k by Lemma 
6.4. Also, the number of restricted superset queries used by ID for the final check is 
bounded by a polynomial of m. Therefore, the total number of queries is bounded by 
a polynomial of m. 
Since representations the procedure FP outputs for queries have k-periods 
semilinear sets, if k> t then some representations ID outputs are not in Xt but 
in Zk. 0 
We note that the size of constructed representation is bounded by a polynomial of m. 
Finally, we consider the case of learning linear sets. Let 2 be the family of linear 
subsets of Nk and X( be the set of all representations of linear subsets of Nk. Also let 
Xe be the set of representations {L(c,; P,)u ... uL(c,; P,) 1 cigNk}. 
Theorem 6.8. There exists a learning procedure which identijies any linear subset L, qf 
Nk in polynomial time of the dimension k and the minimum size m of representations of 
L, via SUPER, (2, %J u Z”,). 
Proof. We modify ID in the following way. At first, the modified ID executes FP on 
input the empty set. Then FP outputs a constant c of L,. Given a representation of 
a linear subset L’ of L, instead of a finite set of elements of L,, FP outputs a finite 
subset D of minimal elements in L, -L’. It is easy to verify that d-c must be a period 
of L, for each dcD and, in the sequel, the modified ID finds a representation of L,. 
Then, the set of all elements found by FP is the characteristic set of L,, so the found 
representation is canonical. 
Since the number of restricted superset queries used by FP is bounded by a poly- 
nomial of the maximum integer appearing in the characteristic set C(L,) of L, and the 
cardinality of C(L,), which are bounded by a polynomial of m, the number of queries 
used by the modified ID is bounded by a polynomial of m. 0 
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We note that since FP makes queries for k-periods semilinear sets, the learning 
procedure for linear sets makes queries on semilinear sets. However, the time com- 
plexity of this learning procedure is bounded by a polynomial even if we consider the 
dimension k as a parameter. 
6.2. Lower bounds for queries 
In [4], Angluin has presented lower-bound techniques for queries. According to her 
techniques, we show exponential lower bounds of the number of queries needed for 
learning semilinear sets via queries in the case where the dimension k is considered as 
a parameter. These should be contrasted with the results in the previous section and 
Abe’s results [ 11. In particular, we show that any procedure that identifies any linear 
subset of N k and halts via membership, equivalence, and subset queries must make at 
least 2k- 1 queries in the worst case. This should be contrasted with Theorem 6.8. 
We denote by Y the family of semilinear subsets of N k and by 3 the family of linear 
subsets of N k. We also denote by yi”, the set of all representations of semilinear subsets 
of N k and by &Y/ the set of all representations of linear subsets of N k. Let C be a finite 
set of all elements in Nk such that the value of each coordinate is 0 or 1. Let 
Yi={{c)lc~C} b e a subfamily of linear subsets of Nk. Also, let Yz = {C - (c} I CEC} 
be a subfamily of semilinear subsets of N k. Then, clearly, I Spi I= 1 Yz I = I C I= 2k and 
each linear set in Y1 is disjoint, where JSI denotes the cardinality of the set S. The 
family Yi consists of linear sets and the family of Sp, consists of semilinear sets. 
Proposition 6.9. Any procedure that identiJies any semilinear subset of Nk and halts via 
MEM(Y), EQ,(9’, J?~), and SUB(sP, yi”,) must make at least 2k - 1 queries in the worst 
case,for a given dimension k. 
Proof. Consider the following teacher. For a restricted equivalence query with the 
conjecture L,, the answer is no, and the (at most one) Li such that L, = Li is removed 
from Y1. For a membership query with the element q, the answer is no, and if qcC 
then the (at most one) Li such that qELi is removed from Y1. For a subset query with 
the conjecture L,, if L, =@ then the answer is yes. Otherwise, the answer is no and any 
element q in N k is selected as the counterexample. If the counterexample q is in C then 
the (at most one) element Li such that qELi is removed from Y1. 
At any point, for each Li~Yl, Li is compatible with the answers to the queries so far. 
A procedure which identifies a semilinear set and halts must reduce the cardinality of 
Yr by at most one. Since each query removes at most one element from the set Yi, to 
identify any LiEYr, at least 2k- 1 queries are required in the worst case. This 
completes the proof. 0 
This proposition should be contrasted with the fact of Theorem 6.7 that our learning 
procedure runs in polynomial time for a fixed dimension k. 
Since the empty set is not a linear set, with a minor modification of the proof of 
Proposition 6.9, we have the following proposition. 
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Proposition 6.10. Any procedure that identifies any linear subset of Nk and halts via 
MEM(Y), EQ(p,Xl), and SUB(9, z&‘/) must make at least 2k- 1 queries in the worst 
case for a given dimension k. 
Proof. The proof of Proposition 6.9 may be modified as follows. The answers to 
queries are the same, except that a counterexample must be provided when an 
equivalence query is answered no. Let Li be a conjecture. Since 0 is not a linear set, 
Lif0. The counterexample is any element q in L,. The (at most one) element L, is 
removed from Y1. 0 
This proposition should be contrasted with the fact of Theorem 6.8 that the time 
complexity of our learning procedure is bounded by a polynomial even if we consider 
k as a parameter. 
For the family of semilinear sets, we show the dual result of Proposition 6.9: 
Proposition 6.11. Any procedure that identifies any semilinear subset of Nk and halts via 
MEM(Y), EQ,(Y,Zs), and SUPER(Y,Xs) must make at least 2k- 1 queries in the 
worst case for a given dimension k. 
Proof. Consider the following teacher. For a restricted equivalence query with the 
conjecture S,, the answer is no, and the (at most one) Si such that S, = Si is removed 
from Y2. For a membership query with the element q, the answer is no, and if qeC 
then the (at most one) Si such that qESi is removed from Y1. For a superset query with 
the conjecture S,, if C c S, then the answer is yes. Otherwise, the answer is no and any 
element q in N k is selected as the counterexample. If the counterexample q is in C then 
the (at most one) element Si such that q$Si is removed from 9,. 0 
7. Applications to parallel computation models 
Semilinear sets are closely related to some parallel computation models via Parikh 
mappings. For examples, image sets on Parikh mappings of equal matrix languages 
[lS], simple matrix languages [ll], and weakly persistent Petri nets [lS] are 
semilinear sets. In this section, we consider the problem of learning these models based 
on our methods described above. 
7.1. Learning strictly bounded equal matrix languages and picture languages 
Let C be an alphabet, i.e., a finite set of symbols and C* the set of all strings over 
C containing the null string h. A language M over C is a subset of C*. For a string w, 
w”=h and wi=wi-l w for each integer i> 1, and w* = {wi 1 i>O}. 
A language M over an alphabet C is said to be strictly bounded if and only if 
M c ar...az where Z= {al, . . . , ak}. In general, a language M over C is said to be 
bounded if and only if there exist words w 1, . . . . w~EC* such that M G w? . wz. 
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Let k be a positive integer. An equal matrix grammar of order k, abbreviated EMGk, 
is a (k + 3)-tuple G =(N,, . . . . Nk, C, 17, S). NI, . . . . Nk are finite nonempty pairwise dis- 
joint sets of nonterminals. S is not in Nr u ... u Nk u C and is called the start symbol. Il is 
a finite nonempty set of the following three types of matrix rules: 
(1) initial matrix rules of the form [S--+urA, . . ukAk], 
(2) nonterminal matrix rules of the form [A, +ul B1 , . . . , Ak+ukBk], and 
(3) terminal matrix rules of the form [A, +ur, , Ak-+uk], 
where for each i (1 <i< k), A,, Bi are in Ni and Ui~C*. An equal matrix grammar, 
abbreviated EMG, is an equal matrix grammar of any Jinite order k. 
We denote CuNu(S} by V. 
Let G = (Nr , . . . , Nk,C,Il,S) be an EMGk. We denote N,u~~~uN,uCu{S} by V. 
We define the relation j between strings in V*. For any x, YE V*, x+y if and only if 
either 
(1) x is the initial symbol S and the initial matrix rule [S+y] is in IZ, or 
(2) there exist strings ur, . . ..uk over Z such that x=u,.4,...~~.4~, y=ulzl...ukzk, 
and the matrix rule [A 1 +zl, . . . , Ak+zk] in Il. 
For any x, YE V*, we write xsy if either x=y or there exist x0, . . . . X,E V* such that 
x=x0, y=x,, and XiJxi+ 1 for each i. The sequence x0, . . . . x, is called a derivation 
(from x0 to x,) and is denoted by 
The language generated by G, denoted as M(G), is the set 
M(G)= {weC* 1 Ssw}. 
A language M is said to be an equal matrix language of order k, abbreviated Elk, 
if and only if there exists an EMGk G such that M = M(G) holds. 
The family of EMLs contains some context-sensitive languages. For example, the 
context-sensitive language {anbncn / n& 1) is an EML3. Also, there exists a context-free 
language which is not an EMLk for any k [l 11. For example, consider the language 
M=ui~O{a”b”l n 3 1) i. M is a context-free language but it is not an Elk for any k. 
We shall consider the learning problem for a strictly bounded equal matrix language 
(abbreviated SB-EML). Again, the family of SB-EMLs contains some context-sensi- 
tive languages and there exists a context-free language not in the family. 
The Parikh mapping defined as follows connects EMLks with semilinear subsets 
of FUk. 
Definition 7.1. Let Z= {C.I~, . . , ak} be an alphabet. The Parikh mapping I,!I(~,, ,, nrJ or 
$ when (aI, .., uk) is understood, is the function from C* into Nk defined by 
$(w)=( #.,(w), . ., #,,(w)), where #,,(w) is the number of occurrences of a, in w. 
Thus,$(~ti)=Okand$(wI...w,)=C;=l$(wi)f or each w,cC*. For any Elk M, we call 
a subset $(M)= {$( )) w WE M} of Nk the Parikh-image of an EMLk M. 
The following theorem is due to Siromoney [1.5]. 
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Theorem 7.2 (Siromoney [Ml). Let C=(a,, . . . . ak} be an alphabet. For any strictly 
bounded language M over C, M is generated by an EMGk G if and only if the 
Parikh-image of M is a semilinear subset S of Nk. Moreover, the EMGk G is eflectively 
found from a representation of S and vice versa. 
For any semilinear subset S of Nk, an EMGk G which generates an SB-EMLk is 
effectively constructed from a representation of S in the following manner. It is enough 
to show the case that S is a linear set. Let L(c; {pl, . . ..pr}) be a representation of 
the linear subset L of Nk. Also, let c=(ci, . . . . ck) and pi=(p!, ...) pi). Then 
G = (Ni, . , Nk, C, II, S), where C = {al, . . , ak}, each Ni = (Ai}, and Z7 consists of the 
following matrix rules: 
[S+af’A,...a;“A,], 
[AI+& . . . . Ak-+,?], 
[AI+a$A,, . . . . Ak+akP:Ak] for each i (1 bidr). 
Obviously, the time complexity of the construction of an EMGk from a representation 
of a semilinear set is a polynomial time. 
From Theorem 7.2, we may regard the learning problem for SB-EMLs as the 
learning problem for semilinear sets. 
According to Theorem 7.2, we consider meaningful subfamilies of SB-EMLs. 
Definition 7.3. For each positive integer n, an SB-EML M is said to be n-SB-EML if 
and only if $(M) is an n-linear set. 
Thus, a l-SB-EML is an SB-EML whose Parikh-image is a linear set and an 
n-SB-EML is an SB-EML whose Parikh-image is an n-linear set. 
Consider the problem of learning SB-EMLs. In this case, a learning procedure 
should find an EMG which is consistent with the given strings. As described above, via 
a Parikh mapping, an element of Nk can be constructed from a given string and an 
EMGk can also be constructed from a representation of a semilinear subset of Nk. 
Therefore, for the Parikh mapping $, 
is an indexed family of l-fold SB-EMLks. Then, from Theorems 4.4 and 7.2, the family 
of l-SB-EMLks is learnable from positive examples. On the other hand, from 
Theorems 4.7 and 7.2, for the family of l-SB-EMLks, the learnability from positive 
examples is not preserved under finite unions. Therefore, for each positive integer 
n such that n > 1, the family of n-SB-EML,s is not learnable from positive examples. 
From Proposition 6.5, there exists a learning procedure which identifies any 
n-SB-EML and halts via restricted subset and restricted superset queries. From 
Theorem 6.7, for each fixed positive integer k, there exists an efficient learning 
procedure via restricted subset and restricted superset queries for the family of 
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SB-EMLk whose Parikh-images are t-periods semilinear sets for some fixed t. Further- 
more, from Theorem 6.8, there exists a procedure which identifies any l-SB-EML in 
polynomial time and halts via restricted superset queries on SB-EMLs. 
Siromoney et al. [16] have presented a syntactic method for pattern recognition 
using EMGs. In their method, patterns are encoded as strings of chain codes which 
consist of 8 symbols (cf. Fig. 5). A pattern is encoded starting from its northwest 
corner. When there is more than one direction to be followed in encoding a pattern, 
the order of priority is e r, e ne, e,, enw, ef? esw, ed, and ese, that is, anticlockwise, starting 
from right. Thus, the English letter “T” will be encoded as “ererepeded (cf. Fig. 6) and 
the representation of “T” of any size is encoded as “e:e:ejei”“, where n is an integer 
greater than 0. The EMG, generating “T” is given by G = (N1, . . . , N,, C, II, S), where 
N,={A},Nz={B},N~={C},N4={D},N5={E},~={e,,e~,ed),and~consistsofthe 
following matrix rules: 
[S+ABCDE], 
[A+e,, B-+e,, C-+e/, D-+e,, E+ed]. 
esw ed ese 
Fig. 5. Chain codes. 
Fig. 6. An encoded letter “T” 
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This grammar generates the language MT = {e:e:e;e,2” 1 n 2 1} representing “T” of all 
sizes. If we regard the representation of “T” as e:,e:,el,e&e& other than e:e:ejei” 
then we have l-SB-EML, instead of EML,. Thus, the language representing “T” is 
learnable only from positive examples by our result. Also, our results suggest that this 
representation is learnable via restricted superset queries on SB-EML5s in poly- 
nomial time. In the same way of encoding, the six English letters 
“H”, “K”, “U”, “V”, “X”, and “Y” are learnable only from positive examples although 
three letters “D”, “F”, and “P” are not learnable. Also, these letters are learnable via 
restricted subset and restricted superset queries on SB-EMLs. 
A similar encoding method can be applied to some simple pictures. Consider the 
problem of describing polygons, illustrated in Fig. 7, in similar representations. They 
can be encoded as illustrated in Fig. 8. Then, these representation have the same form 
a;l...a$=, where each symbol Ui denotes a unit line. For example, a set of squares is 
described as the language Ms= {u;u~u;u~ 1 n2 l}, so it is an SB-EML. 
On pictures described in strings over the symbols, which denote unit lines from the 
Cartesian plane considered as a square grid, Maurer et al. [12] have studied the 
various properties. 
Fig. 7. Polygons. 
I u2 
222222 
u1”2u3u4u5u6 
Fig. 8. Polygons described in string languages. 
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For the problem of learning this kind of encoded pictures, our results suggest that 
each concept of polygons described in SB-EMLs is learnable from positive examples, 
while mixed concepts of them are not so. For example, consider the concept “square” 
is the language Ls= {u;u!ju$u~ 1 n3 l}. The Parikh-image of Ls is a linear set 
*C U,,U2rl13,U4)(LS)={(l, 1, 1, l)+n(l, 1, 1, l)ln~N}. Therefore, Ls is a l-SB-EML and 
learnable from positive examples. On the other hand, “rectangle in which vertical 
lines are two or three times longer than horizontal lines” is the language 
L2.3’1 u; ~22”~; u:’ 1 n 2 l} u {u; u~“u~ 2” 1 n 3 l}. The Parikh-image of Lz, 3 is 
a semilinear set $(U,,UZ,U3,U4j (~,,,)={(1,~,1,~)+~(1,~~1,~)1~~~}~{(1,3,I,3)+ 
n(l,3, 1,3) I ne N}, so it is not learnable from positive examples. This matches with our 
intuition. 
Also, our results suggest that these concepts are learnable via restricted subset and 
restricted superset queries. In particular, there exists a learning procedure which 
identifies any single concept via restricted superset queries on mixed concepts. 
7.2. Commutative grammars and Petri nets 
Commutative grammars are closely related to Petri nets and also to matrix 
grammars [S]. 
Let C be an alphabet. Then, let Z@ denote the free commutative monoid generated 
by C with the unit element h. Each element in C @ is called a commutative word. If 
C={al,..., a,}, then a commutative word ocC@ will be written in the form 
~=a?...&, where iI, . . . . ikeN. 
A commutative grammar (abbreviated CC) is a 4-tuple G,=(N,C, Il,,S), where 
(1) N is a finite nonempty set of nonterminals, 
(2) Z17, is a finite nonempty set of productions of the form a-p, where MEN @ - {h} 
and /I@NuC)@‘, and 
(3) S is a special nonterminal called the sturt symbol. 
We denote by V the set N UC. 
Let G, = (N, C, ZI,, S) be a CC. We define the relation $ between elements in V@. 
For any al,a2~V@, c(~ 2xc2 if and only if ai = /?y, c(~ = PS, and y+6 is a production in 
J17, for some /IE V@. 5 denotes the reflexive and transitive closure of 2. The language 
generated by G,, denoted by CL(G,), is the set 
CL(G,)= {co&Y@ I S+}. 
A commutative language (abbreviated CL) is a language generated by a CC. 
Definition 7.4. A k-bounded CC is a CC G, = (N, C, II,, S) such that each production in 
17, is of the form 
(1) S+aA,...Ak, where Ai, . . . . &EN-{S} and cx~Z@), or 
(2) A,...Ak~aB1...Bk,whereeachA,andB,isinN-{S}foreachi(l~i~k)and 
CXECQ. 
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A k-bounded CC may be regarded as a model of the interaction of k numbers of 
sequential machines. Also, Crespi-Reghizzi and Mandrioli [S] have shown that k- 
bounded CC may represent a synchronization process in a modular CC, which may 
be regarded as a model of modular Petri nets. 
The Parikh mapping of k-bounded CLs is defined in the same way as for EMLs. Let 
c=(ul, . ..) uk} be an alphabet. The Parikh mapping Gc is the function from Co into 
Nk defined by $,(w)=(ii,..., ik), where w=u!l . ..a.. Note that $c is a one-to-one 
mapping. 
The following proposition is due to Crespi-Reghizzi and Mandrioli [S]. 
Proposition 7.5. For any k-bounded CL C, $,(C) is a semilinear set. 
Also, we have the converse. 
Proposition 7.6. Given a positive integer k, an alphabet C, and a representation 
L(cl;Pl)u...uL(c,;P,)} of a semilinear subset S of Nk, a k-bounded CC G, such that 
$,(CL(G,)) = S is effectively found. 
Proof. It is enough to show the case that S is a linear set. Let C = {al, . . . . &} be an 
alphabet and L(c; { pl, . . ,pr }) be a representation of S. Then define G, =(N, C, L17,, S) 
as follows: 
(l) N={S,A1, ...,Ak}, 
(2) for c=(ci, . ..) ck), S+af’ . ..af”Ai . ..Ak is in n,, 
(3) for each pi=(iI, . . . . ik)EP, AI . ..Ak+uF . ..&A. . ..Ak is in n,, and 
(4) for each Ai (1 <i<k), Ai-+ is in n,. 
It is easy to verify that $c(CL(G,))=S. 0 
It is easy to verify that given an alphabet and a representation of a semilinear set, we 
can construct a l-bounded CC. 
We consider the learning problem of k-bounded CLs. In this case, a learning 
procedure should find a k-bounded CC which is consistent with the given com- 
mutative words. By similar arguments in the case of EMLs, the family of k-bounded 
CLs whose Parikh-images are linear is learnable from positive examples while families 
of k-bounded CLs whose Parikh-images are n-linear (n> 1) are not learnable from 
positive examples. Furthermore, there exists a learning procedure for k-bounded CLs 
via restricted subset and restricted superset queries. In particular, for the family of 
k-bounded CLs whose Parikh-images are linear, there exists a learning procedure 
which identifies in polynomial time any k-bounded CL whose Parikh-image is linear 
via restricted superset queries on any k-bounded CLs. 
Given a commutative grammar, we can effectively construct a Petri net as described 
in [S]. We simply illustrate in Fig. 9 a Petri net corresponding to a 2-bounded 
CC G,=(N,C,n,,S), where N={S,A1,Az}, C=(u,b}, and Z17,={S+uA1Az, 
AI.4+ubbA1A,, A1A2+h}. Then, $,(CL(G,))=L((1,0);{(1,2)}). 
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=O 
b 
Fig. 9. A Petri net corresponding to a 2-bounded commutative grammar. 
8. Concluding remarks 
We have shown that the family of semilinear subsets of Nk is not learnable from 
positive examples, while the family of linear subsets is learnable from positive exam- 
ples. Also, we have presented a learning method for semilinear sets via restricted 
subset and restricted superset queries. In the case of linear sets, this method is efficient. 
For parallel computation models such as commutative grammars and Petri nets, 
the semilinearity is a “semantical” property or “behavioral” property. If there is an 
effective method to construct representations of models from representations of 
semilinear sets and vice versa, then our learning methods for semilinear sets provide 
the learning methods for them (any parallel computation models dealt with here is one 
of such cases). However, to solve the problem of constructing representations from 
semantic representations, we may need to study from a different point of view. For 
example, reachability sets of weakly persistent Petri nets are semilinear, but it seems 
difficult to reconstruct a representation of a given weakly persistent Petri net from 
a representation of its semilinear reachability set. This is one of further research 
problems. 
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