Abstract: Identification of dynamic networks has attracted considerable interest recently. So far the main focus has been on linear time-invariant networks. Meanwhile, most real-life systems exhibit nonlinear behaviors; consider, for example, two stochastic linear time-invariant systems connected in series, each of which has a nonlinearity at its output. The estimation problem in this case is recognized to be challenging, due to the analytical intractability of both the likelihood function and the optimal one-step ahead predictors of the measured nodes. In this contribution, we introduce a relatively simple prediction error method that may be used for the estimation of nonlinear dynamical networks. The estimator is defined using a deterministic predictor that is nonlinear in the known signals. The estimation problem can be defined using closed-form analytical expressions in several non-trivial cases, and Monte Carlo approximations are not necessarily required. We show, that this is the case for some block-oriented networks with no feedback loops and where all the nonlinear modules are polynomials. Consequently, the proposed method can be applied in situations considered challenging by current approaches. The performance of the estimation method is illustrated on a numerical simulation example.
INTRODUCTION
In recent years, system identification of dynamical models in complex networks (dynamical networks) has gained an increasing attention, mainly due to the increased complexity of modern applications. Nowadays, dynamical networks can be found in many domains, for example, in systems biology, economic systems, and engineering applications such as smart power grids and transportation systems, to name a few. They play an important role in understanding complex real-life systems, but also as a modeling tool for the operation and design of complex technological systems; see Lamnabhi-Lagarrigue et al. [2017] .
So far, the focus of the system identification community has been mostly on dynamical networks of Linear TimeInvariant (LTI) systems. The problem of identifying the interconnection structure (topology) of LTI networks has been considered under different assumptions in Materassi and Innocenti [2010] , Sanandaji et al. [2011] , Materassi and Salapaka [2012a,b] , Materassi et al. [2013] . A framework for consistency-based identification of a single module in an LTI network with known interconnection structure has been introduced in Van den Hof et al. [2013] . In that framework, it is assumed that all the nodes are observed and classical closed-loop identification methods [Van den Hof et al. 1992, Forssell and Ljung 1999] were generalized to the LTI dynamical networks scenario. In a related contribution, Dankers et al. [2016] considered the selection problem of variables to be used as inputs to obtain a consistent estimate of a specific module. Everitt et al. [2016] introduced an alternative approach for the identification of a single module via nonparametric modeling of the rest of the network. The identification of dynamical networks with unobserved nodes has been considered in Linder and Enqvist [2017] . Moreover, conditions for identifiability of LTI dynamical networks have been studied in Weerts et al. [2015 Weerts et al. [ , 2016 and more recently in Gevers et al. [2017] .
On the other hand, contributions on the identification of nonlinear dynamical networks are so far limited to very special cases. See, for example, Giri and Bai [2010] and Schoukens et al. [2014] for the identification of blockoriented nonlinear models. Apart from the very specific interconnection structure, these models have only two nodes (inputs and outputs) and they are meant to represent a single isolated system. Furthermore, in almost every case (additive) noise is only allowed at the output node (i.e., only deterministic systems are considered). The presence of unobserved stochastic processes at the input of a nonlinear module (block) renders the commonly used estimation methods analytically intractable. In recent years, there has been a growing interest in the problem of consistent estimation in these situations. Most of the available methods are based on Monte Carlo approximations of the Maximum Likelihood Estimator or the optimal Mean-Square Error (MSE) predictor in a prediction error method. See, for example, Durbin and Koopman [1997] , Abdalmoaty and Hjalmarsson [2016] for methods based on importance sampling, as well as Ninness et al. [2010] , Schön et al. [2011] , Wills et al. [2013] , Lindsten [2013] , Schön et al. [2015] for methods based on sequential Monte Carlo (SMC a.k.a. particle filters) algorithms and (particle) Markov Chain Monte Carlo ((p)MCMC) algorithms. Under some conditions, these methods are asymptotically efficient and some have been shown to provide interesting results on several benchmark examples. However, their application is so far limited to cases where fundamental difficulties, such as the sample degeneracy problem (see Doucet and Johansen [2009] ), can be avoided. It is also known that their convergence can be slow; for example, when the latent processes have small variances.
In this contribution, we introduce a consistent prediction error method (PEM) based on a computationally attractive one-step ahead predictor [Abdalmoaty 2017 ]. We assume that the interconnection structure of the dynamic network (the network's topology) is given, and that only a subset of the network's nodes is measured. It is also assumed that all the nodes are disturbed by unobserved stationary stochastic disturbance, and that the modeled network has no feedback loops. The proposed predictor can then be seen as an extension of the Output-Error predictor of linear models [Ljung 1999 ] to a general class of nonlinear models where the measured outputs have a finite mean value. It only relies on the first moment of the measured nodes, and the computation of the likelihood function is not required; this is a great computational advantage. We show that in the case of block-oriented networks, where the modules are either linear time-invariant (LTI) or polynomial nonlinearities, the predictor and the estimation problem may be defined using closed-form expressions. Furthermore, when standard ergodicity assumptions on the data hold, consistency of the proposed PEM estimator can be established whenever the parameterization of the network is identifiable via the mean of the measured nodes. The price paid for by-passing the likelihood function computation is a loss of accuracy. A detailed account of the asymptotic analysis will be considered in a future contribution by the authors. The paper's outline is as follows. In Section 2, we set the notations, the assumptions and formulate the main problem. In Section 3, we introduce the Output-Error-type predictor, which is then used in Section 4 to construct a consistent PEM. In Section 5, the performance of the estimation method is demonstrated on a numerical simulation example. Finally, the paper is concluded in Section 6.
PROBLEM FORMULATION
We extend the framework used in Van den Hof et al. [2013] as follows. We consider parametric dynamical networks consisting of L ∈ N internal variables, called nodes and denoted z
t . The dynamics of each node is defined by the relation
are external deterministic known signals, and w (i) t are unobserved zero mean strictly stationary process disturbances. Here, J i ⊂ {1, . . . , L}\{i} is the set of nodes connected to the i th node through LTI systems, and K i ⊂ {1, . . . , L} \ {i} is the set of nodes connected to the i th node through static nonlinear functions.
In this paper, we will assume that the interconnection structure of the nodes is given, and that the network has no feedback loops. Furthermore, we only assume that a strict subset M of the nodes are measured, and stack the measured variables in a column vector y t . Similarly, let us stack the external known signals in a column vector u t , and assume that a data set D N := {(y t , u t ) : t = 1, . . . , N }, N ∈ N, corresponding to a realization of the network's nodes, is given. Our objective is to formulate an identification method in a prediction error framework; in particular, we are interested in consistent estimators of θ
• .
A PREDICTOR OF THE NETWORK'S MEASURED NODES
An essential component of any prediction error method is the one-step ahead predictor used to define the prediction errors. It is usually the case that the optimal mean-square error (MSE) predictor, given by the conditional mean, is used. However, as pointed out in Section 1, the optimal MSE predictor is analytically intractable in general; and, so far, approximate computations based on Monte Carlo methods can be computationally expensive or infeasible.
Fortunately, PEMs do not necessarily require an optimal predictor in order to construct consistent estimators; the used predictors do not have to be defined based on the exact full probabilistic structure of the data. A onestep predictor can be defined in several ways that may even include some ad hoc non-probabilistic arguments; see Section II.B in Ljung [1978] and Section 3. 3 Ljung [1999] .
Consider, for instance, a stochastic stable LTI rational model y t = G(q; θ)u t + H(q)ε t where ε t is a zero mean stochastic process. Then, it is wellknown that if the data is collected in open-loop and when standard conditions hold, the PEM estimator
based on the Output-Error (OE) predictor y t (θ) = G(q; θ)u t is consistent [Ljung 1999, Theorem 8.4 −→ denotes almost sure convergence of random variables. Observe that the knowledge of the exact noise model or the exact full distribution of ε t were not required to obtain a consistent estimate; the only used information regarding the probabilistic structure of the data is the mean of the model's output.
It is therefore possible to generalize the above observation to a large class of dynamical models whose output posses a finite mean value; and we define what we call the OutputError-type (OE-type) predictors. Definition 1. (OE-type Predictor [Abdalmoaty 2017] ). The OE-type predictor of a measured process y t is defined as the deterministic quantitŷ
(1) in which U t := [u 1 . . . u t ] is a vector containing the history of known signals influencing y t , and θ is a vector of parameters that may contain some nuisance parameters (e.g., variances/moments of latent disturbances).
The expectation in (1) is with respect to the common underlying probability space of the basic stochastic processes (all disturbances and measurement noise). A major advantage of the OE-type predictor is its simplicity; it is much easier to compute compared to the conditional mean, because no marginalization integrals have to be computed. The OE-type predictor may in fact be given in terms of a tractable or closed-form expression in several non-trivial cases.
To clarify this idea, consider the network shown in Figure  1 . It is defined by interconnecting five nodes using three LTI systems and two static nonlinearities; there is only one external known scalar signal: u t , and only one node is measured: y t . This network may, for instance, be a part of a bigger and more complicated network where it can be seen as a nonlinear module; the effect from other modules in the bigger network can be modeled using the disturbance signals w t . An alternative representation of Fig. 1 . An example of a block-oriented dynamical network with no loops. Only y t is measured and all the other nodes are latent variables.
the same network is shown in Figure 2 , where it is clear that the network is acyclic; i.e., has no feedback loops. However, due to the existence of the nonlinear links, the optimal predictor of y t and the likelihood function are analytically intractable.
It is important to stress here that the computations of the OE-type predictor do not require the specification of the full distribution of w t (it does not need to be Gaussian). However, it is assumed that the signals w t are centered strictly stationary processes. Furthermore, we assume that the nonlinearities f 1 and f 2 are either polynomials or can be approximated well using polynomials. For all x ∈ R, let us define Fig. 2 . Node-and-Link visualization of the network in Figure 1 . Blue links denotes LTI modules, and green links represents nonlinear modules. Only the shaded node is measured
for some F 1 , F 2 ∈ N and real coefficients {f 1k } F1 k=1 and {f 2k } F2 k=1 . Then, it is straightforward to see that
where symbols m k denote the k th moments of the random variables z
respectively. These are known functions of the known signals {u t }, the parameter θ, and the moments of the disturbances w t . Thus, the OE-type predictor of y t is given in terms of a closed-form expression; it is parameterized by θ as well as any unknown moments of w t .
For general nonlinearities or more complicated topologies (e.g., those with feedback loops), Monte Carlo integration methods may be used to evaluate the expectation defining the OE-type predictor. Notice that even in these scenarios, the required computations are simpler than those of the optimal MSE predictor because there are no marginalization integrals to compute.
A CONSISTENT PREDICTION ERROR METHOD
Once the predictors of the measured nodes of the network are defined, a PEM estimator of the network's parameters can be defined. Here, we define a PEM based on the OEtype predictor as follows. Definition 2. (OE-PEM estimator). The OE-type PEM estimator of the network's parameters θ is defined aŝ
is the OE-type predictor defined in Definition 1.
Notice that the objective function of the OE-PEM problem is given in terms of closed-form expressions in all cases where the OE-type predictor has a closed-form expression.
However, similar to PEMs in a linear setting, the resulting optimization problem is in general nonlinear in θ, and iterative numerical minimization methods are needed to solve the problem.
Under standard ergodicity assumptions on the data, it may be shown that
as N → ∞, in which e t (θ) = y t −ŷ t (θ) is the prediction error process. Furthermore, whenever the identifiability condition
holds for all sufficiently large t ∈ Z, the OE-PEM estimator will be consistent and it holds that θ N a.s.
−→ θ
• as N → ∞. The identifiability condition depends on the experimental circumstances and the parameterization of the network. A detailed asymptotic analysis will be given in a future contribution.
NUMERICAL EXAMPLE
In this section, we apply the OE-PEM estimator defined above to the nonlinear dynamical network shown in Figure 3 . The network is defined by interconnecting three stochastic linear time-invariance models and two static nonlinear blocks. The linear modules of the network have the following representations:
To simplify the exposition, the static nonlinear blocks of the network are defined, for all x ∈ R, by the functions
The basic stochastic processes ε
(1) t and ε
t are assumed independent and mutually independent stationary Gaussian white noise with unit variance. The disturbance models are t } are given; they are independent realizations of u
t ∼ N (0, 4) for all values of t, and the independent process v t ∼ N (0, 1), ∀t represents measurement noise. The output of the network for a given parameter θ can then be written as 
, where
and the deterministic signals x
(1)
t (θ) and x
t (θ) are defined in (3). Observe that we used the assumption that the signals w t are Gaussian, and therefore their moments are given in terms of their variances.
The OE-PEM estimator is then given bŷ
Observe that we also minimize (jointly) over the unknown variances of the disturbances w t , which can be seen as nuisance parameters.
To demonstrate the consistency of the resulting PEM estimator, we ran simulation studies for different values of N between 100 and 6000. For each value of N , the estimator is computed for 3000 independent realizations (over the inputs, the process disturbances and the measurement noise) using the Levenberg-Marquardt algorithm 1 . To help avoid possible local solutions, the true value θ
• was used to initialize the algorithm in all cases.
The simulations results are summarized in Figures 6, 5 and Table 1 . Figure 6 shows the average bias for different values of N; it is clear that the OE-PEM estimator is asymptotically unbiased. The average MSE of the estimator is shown using a log-log scale in Figure 5 ; the simulation results indicate the consistency of the OE-PEM estimator. Moreover, Table 1 shows the average and the standard deviation of the parameter estimates when N = 600.
CONCLUSIONS
In this contribution, we proposed a consistent PEM for the identification of dynamical networks involving nonlinear modules. The method is based on an OE-type predictor 1 as implemented by the Matlab function lsqnonlin. that is nonlinear in the known external signals. The major advantage of such a predictor is its simplicity; we showed that it is possible to obtain closed-form expressions in nontrivial cases. This is a great computational advantage. The performance of the proposed estimation method was illustrated on a numerical simulation example. The simulation results clearly indicate the consistency of the proposed PEM estimator. A detailed account of the convergence and consistency of the method will be considered by the authors in a future contribution. 
