We extend the Horn-Schunck model of ow eld computation to incorporate incompressibility for tracking uid motion. This is expressed as a weak form of zero-divergence constraint in the variational problem and implemented with a multigrid approach for e cient computation. The resulting feature displacement velocity eld provides the basis for higher level abstraction and representation of the data for data mining. A robust and e cient algorithm, based on the Jordan curve index, for detecting vortices and saddle points in feature displacement elds derived from sequences of satellite-derived SST elds is presented.
Introduction
The detection and tracking of coherent ow features in oceanographic data, especially vortices such as Gulf Stream rings, are an important scienti c tasks because these features are e cient transport and mixing mechanisms for salt/freshwater, heat, plankton communities, and nutrients (e.g., Iselin 10 ]; Ichiye 9] ; Nowlin 17 ]; Lai and Richardson 13] ; Richardson 20] ; Olson 18] ). Earlier studies relied on detecting thermal and/or salinity anomalies in hydrographic surveys (Lindstrom and Taft 15] ). Other studies detected rotary motion in the trajectories of surface drifters/subsurface oats (Kirwan et al. 12 ]; Richardson 21] ), identi ed well-de ned anomalies in satellite images (Brown et al. 4] ), or calculated feature displacement velocities using a sequence of images and then manual identi cation of coherent circulation features (Kelly 11] ; Emery et al. 6] ). Here, we introduce a new formulation of ow eld computation that incorporates a weak constraint for incompressibility for tracking uid motion. The proposed technique is then implemented through a multigrid representation to reduce the computational complexity. Coherent features in the ow eld, such as vortices and saddle points, are automatically identi ed using the Jordan curve index.
Results using sequences of satellite-derived sea surface temperature elds are presented. These data are processed, calibrated, composited, and derived from AVHRR data from the NOAA satellites at the University of Miami and then sent to Berkeley for feature analysis. In Section 2, we review previous work in ow elds computation and subsequent feature extraction. Section 3 provides the details of our approach, including ow computation, feature detection, and experimental results on real data. Section 4 concludes the paper.
Previous Work
This section brie y reviews previous research in tracking of uid motion and related work in feature extraction from the vector eld. Measurement and analysis of feature velocities are often referred to as computation of optical ow in the imaging literature. Review and enhancement of these techniques can be found in 3, 14] . However, tracking uid motion poses additional constraints that have been addressed by only a few papers. In this context, we are not interested in tracking compressible uid that focuses on clouds and images obtained from turbulent ows 16, 23] . These systems pose an a ne model over the time-varying imagery and ignore the inherent incompressibility constraint.
Cohen and Herlin 5] proposed a nonquadratic regularization technique for solving the optical ow constraint equation and applied it to oceanographic images. Their approach applies to irregularly spaced images with missing data. The regularization problem was solved by nite di erence methods with ner tessellation near the motion boundary. Their method does not incorporate any constraints imposed by the uid motion. Amini 1] extended the Horn-Schunck equation to include uid X-ray images of contrast velocity in arteries. This was expressed in terms of zero divergence of ow eld to simplify the solution. A major drawback of his approach is that the corresponding partial di erential equations are of a higher order.
Raw oceanic data consist of satellite swath data and artifacts introduced by clouds. Modern oceanic processes perform cloud removal and time-space interpolation to produce dense data for daily, regional, and global elds. These data are then calibrated with in-situ measurements to produce a dense temperature map at each point on the oceanic grid. Dense oceanic data are the starting point for the proposed analysis that should satisfy the uid incompressibility constraint. Additionally, because the data reside in the spherical coordinate system, special treatment is needed. Our formulation operates on dense data, does not require solution of higher order PDEs, and it has been implemented in a multigrid framework for better computational e ciency.
With respect to feature extraction from the vector eld, previous approaches rely on eigenvalue analysis from the local Jacobian 19, 22] . Our experience indicates that feature extraction is highly dependent on the smoothness of ow computation. If the ow eld is regularized (as it is in our case), then events of interest can be easily localized. We will present an elegant approach for detection of vortices and saddle points that has proved to work e ectively in our data sets.
Approach
In this section, we will describe a set of algorithms to compute feature velocities from consecutive images of sea surface temperature data and to localize singular events (saddle points and vortices) from velocity vectors. 
Computation of feature velocities
which can be solved using nite di erence approximation. The algorithm is iterative and converges to a local minimum solution, satisfying smoothness and a zero-divergence weak constraint. The solution to the above equations is achieved through multigrid technique to reduce the computational complexity. Let h be the window size where nite di erences are computed. Then by setting h = 2 K ; 2 K?1 ; ; 1 successively, we can propagate from coarse to ne grid through simple linear interpolation and re nement.
Multigrid approach
The solution to the above equations is achieved through multigrid technique to reduce the computational complexity. Let h be the window size where nite di erences are computed. Then by setting h = 2 K ; 2 K?1 ; ; 1 successively, we can propagate from coarse to ne grid through simple linear interpolation and re nement. Linear interpolation is used because motion is locally smooth. It simply sets an initial condition for higher resolution computation to take place. This multigrid method can be described as follows: Note that in STEP 1, all the pixels are updated asynchronously and not simultaneously. Why is the asynchronous iteration faster than the synchronous? An intuitive explanation is that the pixels that have been updated will be used to update their neighborhood. Even though this idea is rather simple, it can speed up the convergence greatly. In fact, it is a deterministic version of the classic Gibbs sampler 7].
Evaluation of feature velocities
Both and of the regularization parameters are important for correct measurement of feature velocities. The corresponding di erence operators are weighted to take into account the fact that observed values are in the spherical, Our method has been applied to AVHRR data at 18 Km spatial and 48 hours temporal resolution. We have processed all the data from 1986 to 1998. The feature based statistical analysis will soon be published in a companion paper. The average execution time for computing feature velocities, vortices, and saddle points is about 2 minutes per image on a Sun Ultra 60 running at 330 MHz. The code was written in C++, and it can be further optimized.
Detection of vortices and saddle points
Singularities in the ow eld can provide a compact abstraction in the velocity eld. This issue has been addressed in literature 19] , where an algorithm based on the analysis of local Jacobian was proposed. Their approach is complex because the ow eld is not regularized. Here, we propose an alternative method for robust estimation of event detection and subsequent tracking of singularities.
Let F = (u; v) be a vector eld and J be a Jordan curve with no critical point on it. The index of J is de ned by Index(J) = 1 2
At each point P , we choose a small circle J P around P and compute Index(J P ). The ow eld (u; v) can then be classi ed according to:
1. The index of a vortex is equal to +1 (the classi cation of singular points in a vector eld is given in 19]), and 2. The index of a saddle point is equal to ?1.
There is no node in the vector eld because of the zero-divergence constraint, but singularities do occur. Recall that a point (x; y) is singular i u(x; y) = 0 and v(x; y) = 0. However, using this condition to localize singularities leads to computational instability. A better approach is to exploit the inherent local minimum velocity volume to simplify the problem. Thus,
Step 1: Find all local minima of the velocity eld, i.e., p u(x; y) 2 + v(x; y) 2 Step 2: 8(x; y) 2 S:
(1) Let R = An example of saddle points, observed in the Paci c, is shown in Figure 1 . This image indicates that saddle points are not rare and that they occur often in the oceanic ow. One important characteristic of vortex is its \size." Here, we propose a simple de nition. If a point (x; y) is a vortex, then its size R (x; y) can be de ned as:
R (x; y) = maxfRjIndex(J R (x;y) ) = 1g (6) that is to say, R (x; y) is the largest R such that the index of J R (x;y) remains 1. Fig. 2 shows the feature velocities, vortices, and saddle points corresponding to a pair of SST data on day 200 of the year 1992. The arrows show the direction of feature velocities, the underlying intensity shows the magnitude of velocity, vortices and their size are indicated by a red block and blue circle, and saddle points are shown with a green block. It is interesting to note that saddle points are an integral component of the oceanic dynamic. 
Conclusions
In this paper, we formulated motion computation in oceanographic images as a constrained variational problem with incompressibility constraint, which is a generalization of Horn-Schunck's original work. A robust technique for detection of singularities (vortices and saddle points) in the velocity eld was proposed, implemented, and shown on real data. We showed the e ectiveness of our approach at mesoscale. Our aim is to continue using these events for high level representation of large-scale geophysical data, reconstruction of high-resolution SST data, and subsequent data mining. 
