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a b s t r a c t
In this work the solution of the Volterra–Fredholm integral equations of the second kind
is presented. The proposedmethod is based on the homotopy perturbation method, which
consists in constructing the series whose sum is the solution of the problem considered.
The problem of the convergence of the series constructed is formulated and a proof of the
formulation is given in the work. Additionally, the estimation of the approximate solution
errors obtained by taking the partial sums of the series is elaborated on.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The homotopy perturbationmethod is an effective solutionmethod for awide class of problems [1–5]. It has been applied,
for example, for solving the ordinary differential equations and partial differential equations [6–9], as well as for solving
inverse problems [10–14]. The homotopy perturbation method has also been used for finding the exact and approximate
solutions of the linear and nonlinear integral equations and their systems [15–17], the integro-differential equations [18,19],
and the Volterra–Fredholm integral equation [20]. To solve the Volterra–Fredholm integral equation some other methods
have also been used, for example the collocation and the fixed point methods [21,22], the moving least squares method [23]
and the Taylor expansion method [24].
Sufficient conditions for the convergence of the homotopy perturbation method in the case of the partial differential
equations and systems of them are given in papers [25,26]. The convergence of the homotopy perturbation method with
so-called convex homotopy, for Fredholm and Volterra integral equations of the second kind, is discussed in the paper [15].
The authors of the paper [27] prove the convergence of and give the estimation of the errors for the piecewise homotopy
perturbation method used for solving the weakly singular Volterra integral equations. The convergence conditions for the
homotopy perturbation method for the Fredholm and Volterra integral equations of the second kind are formulated and
proved in paper [28]. Moreover, the formulas for estimation of the errors of approximate solutions are elaborated on in this
work.
In this work the application of the homotopy perturbation method for solving the Volterra–Fredholm integral equations
of the second kind is presented. However, the main objective of this work is to give a condition of convergence for the
method and estimation of the errors for approximate solutions defined as partial sums of series.
2. A Volterra–Fredholm integral equation of the second kind
Let us consider the Volterra–Fredholm integral equation of the form
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u(x) = f (x)+ λ1
 b
a
K1(x, t) u(t) dt + λ2
 x
a
K2(x, t) u(t) dt, (1)
where x ∈ [a, b], functions K1, K2 ∈ C([a, b] × [a, b]) and f ∈ C[a, b] are known, whereas the function u is sought.
In order to use the homotopy perturbation method (for details see, for example, [28]), operators L and N have to be
determined. For Volterra–Fredholm integral equation (1) appropriate operators could be defined in the following way:
L(v) = v, N(v) = −λ1
 b
a
K1(x, t) v(t) dt − λ2
 x
a
K2(x, t) v(t) dt. (2)
Using the above definitions we obtain the homotopy operator for the equation considered:
H(v, p) = v(x)− u0(x)+ p

u0(x)− λ1
 b
a
K1(x, t) v(t) dt − λ2
 x
a
K2(x, t) v(t) dt − f (x)

, (3)
where p ∈ [0, 1] is the so-called homotopy parameter, v(z, p) : Ω × [0, 1] → R, and u0 defines the initial approximation
of the solution of Eq. (1). For p = 0 the solution of operator equation H(v, 0) = 0 is equivalent to the solution of a trivial
problem v(x) − u0(x) = 0. On the other hand for p = 1 the solution of operator equation H(v, 1) = 0 is equivalent to the
solution of Eq. (1). The solution of operator equation H(v, p) = 0 is searched for in the form of a power series:
v(x) =
∞
j=0
pj vj(x). (4)
If the above series possesses a radius of convergence not smaller than 1 and the series
∞
j=0 vj(x) is absolutely convergent,
then according to Abel’s Theorem the solution of Eq. (1) is obtained: u(x) = limp→1− v(x) =
∞
j=0 vj(x).
The equation H(v, p) = 0 takes the form (with the assumption that the series (4) is convergent, which will be discussed
later)
∞
j=0
pj vj(x) = u0(x)+ p (f (x)− u0(x))+
∞
j=1
pj λ1
 b
a
K1(x, t) vj−1(t) dt +
∞
j=1
pj λ2
 x
a
K2(x, t) vj−1(t) dt. (5)
Comparison of the expressions with the same powers of parameter p gives the relations leading finally to the solution:
v0(x) = u0(x), (6)
v1(x) = f (x)− u0(x)+ λ1
 b
a
K1(x, t) v0(t) dt + λ2
 x
a
K2(x, t) v0(t) dt, (7)
vj(x) = λ1
 b
a
K1(x, t) vj−1(t) dt + λ2
 x
a
K2(x, t) vj−1(t) dt, j ≥ 2. (8)
The relations above have been obtained with the assumption of the convergence of series (4). The conditions for such
convergence are discussed in the following theorem:
Theorem 1. Let the functions K1, K2 and f , appearing in Eq. (1), be continuous in the respective domains, i.e. K1, K2 ∈
C([a, b] × [a, b]) and f ∈ C[a, b]. If additionally the following inequality:
|λ1|M1 + |λ2|M2 < 1b− a (9)
is satisfied and as the initial approximation u0, a function continuous in the interval [a, b] is chosen, then series (4), in which the
functions vj are determined by means of relations (6)–(8), is uniformly convergent in the interval [a, b] for each p ∈ [0, 1].
Proof. Certainly, K1, K2 and f are bounded; this means that there exist the positive numbersM1,M2 and N1 such that
|K1(x, t)| 6 M1 ∧ |K2(x, t)| 6 M2 ∧ |f (x)| 6 N1 ∀ x, t ∈ [a, b]. (10)
Let u0 ∈ C[a, b]. Therefore there exists a positive number N0 such that
|u0(x)| 6 N0 ∀ x ∈ [a, b].
The assumptions made imply the following estimations:
|v0(x)| = |u0(x)| 6 N0,
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|v1(x)| =
f (x)− u0(x)+ λ1  b
a
K1(x, t) v0(t) dt + λ2
 x
a
K2(x, t) v0(t) dt

6 |f (x)| + |u0(x)| + |λ1|
 b
a
|K1(x, t)||v0(t)|dt + |λ2|
 x
a
|K2(x, t)||v0(t)|dt
6 N0 + N1 + N0 (b− a) (|λ1|M1 + |λ2|M2) =: B,
|v2(x)| =
λ1  b
a
K1(x, t) v1(t) dt + λ2
 x
a
K2(x, t) v1(t) dt
 6 B (b− a) (|λ1|M1 + |λ2|M2) ,
where B := N0 + N1 + N0 (b− a) (|λ1|M1 + |λ2|M2). In general we have
|vj(x)| 6 B (b− a)j−1 (|λ1|M1 + |λ2|M2)j−1 , x ∈ [a, b], j > 1.
In this way, for the series considered, (4), we get, for p ∈ [0, 1],
∞
j=0
pj vj(x) 6
∞
j=0
|vj(x)| 6 a0 +
∞
j=1
aj
where a0 = N0, aj = B (b − a)j−1 (|λ1|M1 + |λ2|M2)j−1 for j > 1. The last series in the above estimation is the convergent
geometric series possessing the common ratio q = (|λ1|M1 + |λ2|M2) (b− a) < 1 (we recall assumption (9)). Hence, series
considered, (4), is uniformly convergent in the interval [a, b] for each p ∈ [0, 1]. 
Remark 1. In the theorem presented the interval [a, b] can be replaced by intervals (a, b), (a, b] or [a, b), whereas the
condition of continuity of functions Ki and f in the appropriate regions Ω1 and Ω must be strengthened by adding the
assumption of boundedness of these functions. Moreover, the conditions Ki ∈ C([a, b]×[a, b]) or ∥Ki∥ 6 Mi can be replaced
by some weaker condition, for example by the Lebesque integrability of Ki on the set [a, b] × [a, b] and by the inequality
(see [29]) b
a
|Ki(x, t)|dt 6 Mi (b− a).
If it is difficult or impossible to determine the sum of series (4) (for p = 1), then as an approximate solution of the
equation considered the partial sum of this series can be accepted. The first n + 1 components of series (4) in the limit for
p → 1 create the so-called nth-order approximate solution in the form
un(x) = n
j=0
vj(x). (11)
The solutionun is burdened with errors whose level can be estimated on the basis of the following theorem:
Theorem 2. The error of the nth-order approximate solution can be estimated in the following way:
En 6 B
(|λ1|M1 + |λ2|M2)n (b− a)n
1− (|λ1|M1 + |λ2|M2) (b− a) , (12)
where En := supx∈[a,b] |u(x)−un(x)|, M1, M2 and B are the constants determined in Theorem 1 and in the proof of this theorem.
Proof. By using the estimations of functions vj we get for any x ∈ [a, b],
|u(x)−un(x)| =
 ∞
j=0
vj(x)−
n
j=0
vj(x)
 =
 ∞
j=n+1
vj(x)
 6 ∞
j=n+1
|vj(x)|
6 B
∞
j=n+1
(|λ1|M1 + |λ2|M2)j−1 (b− a)j−1=B (|λ1|M1 + |λ2|M2)
n (b− a)n
1− (|λ1|M1 + |λ2|M2) (b− a) . 
Example. With the use of the method presented, it is possible to solve the equation
u(x) = 1
80
(8 x5 + 80 x2 + 5)− 1
4
 1
0
t u(t) dt − 1
2
 x
0
t2 u(t) dt. (13)
Its exact solution is known and it is the function ud(x) = x2.
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Table 1
Errors of the exact solution approximations.
n ∥ud−un∥ δ (%) n ∥ud −un∥ δ (%)
1 0.083058 11.373220 6 0.000018 0.002486
2 0.015276 2.091705 7 3.372788 10−6 0.000462
3 0.002833 0.387958 8 6.264777 10−7 0.000086
4 0.000526 0.072065 9 1.163650 10−7 0.000016
5 0.000098 0.013386 10 2.161419 10−8 2.959644 10−6
a b
Fig. 1. Plot of the errors of the exact solution approximations for n = 6 (a) and n = 10 (b).
Webeginwith verifyingwhether themethod described can be applied for solving the given equation. Since the functions
K1, K2 and f are obviously continuous, we therefore need to check only the fulfilling of inequality (9). In the example
considered we have |λ1| = 14 , |λ2| = 12 and
M1 = max
x,t∈[0,1]
|K1(x, t)| = 1, M2 = max
x,t∈[0,1]
|K2(x, t)| = 1.
Hence
3
4
= (|λ1|M1 + |λ2|M2) < 1b− a = 1,
which means that the method can be certainly used if we select as u0 a function continuous in the interval [0, 1].
Let us set u0(x) = 0. Then, calculating the successive functions vj determined by relations (6)–(8) we obtain successively
v0(x) = u0(x) = 0,
v1(x) = 180 (8 x
5 + 80 x2 + 5),
v2(x) = − 3314480 +
1
2

− x
3
48
− x
5
5
− x
8
80

,
v3(x) = 7249537600 +
1
2

331x3
13440
+ x
6
576
+ x
8
80
+ x
11
1760

,
....
We do not manage to find the general form of function vj, but we could focus on the approximate solutionun determined
by means of partial sums (11). Because of the existence of the exact solution, the accuracy of the nth-order approximate
solutions can be evaluated.
Table 1 presents the absolute errors (∥ud −un∥ = ( 10 (ud(x)−un(x))2dx)1/2) and relative errors (δ = ∥ud −un∥/∥ud∥ ·
100%) with which the nth-order approximate solutions reconstruct the exact solution. A plot of the error distribution in the
entire interval [0, 1] is displayed in Fig. 1. The results presented indicate that the method is rapidly convergent and that the
calculation of just a few components of the series ensures a very good approximation of the exact solution.
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