In this paper, a novel descriptive feature parameter extraction method from synthetic aperture radar (SAR) images is proposed. The new approach is based on region covariance (RC) method which involves the computation of a covariance matrix whose entries are used in target detection and classification. In addition the region co-difference matrix is also introduced. Experimental results of object detection in MSTAR (moving and stationary target recognition) database are presented. The RC and region co-difference method delivers high detection accuracy and low false alarm rates. It is also experimentally observed that these methods produce better results than the commonly used principal component analysis (PCA) method when they are used with different distance metrics introduced.
INTRODUCTION
Automatic recognition and classification of man-made objects in SAR images have been an active research area because SAR sensors can produce images of the scenes in all weather conditions at any time of the day which is not possible with infrared and optical sensors [1, 2] . There are many areas of application where the recognition of a target or texture signal is important including military combat identification, meteorological observation, battlefield surveillance, mining, oceanography, classification of earth terrain etc.
A typical and complete automatic target recognition (ATR) system includes five stages: detection, discrimination, classification, recognition, and identification ( Figure 1 ). In some systems, only some of the above stages are available. In general, a typical SAR ATR system fulfils three functions: detection, recognition and identification. The use of the region covariance approach in a SAR ATR system is investigated in this paper. This method can be used in detection or discrimination stage of a SAR ATR system. The SAR images are first processed using a simple detector based on the amplitude information to determine regions of interest (ROIs). In ROIs, region covariance method is used to extract feature parameters.
The region covariance method is used to describe an image region with a covariance matrix in order to extract features for detection and classification problems. In recent years, region covariance is successfully used in face, human and various objects detection and classification problems [3, 4] . In this work, this method is applied to SAR images to detect man-made objects.
To detect an object, covariance matrices are compared to each other using a distance metric providing robust detection and classification. There are several advantages of using covariance features. First is that these features have small dimension and they are invariant to rotation, scale and illumination as these characteristics are all absorbed within the covariance matrix. In addition, the computation of covariance provides an average filter to filter out the speckle noise corrupting SAR images. In this work, a new region co-difference matrix is also introduced for object detection and classification which replace the covariance matrix in the novel RC method.
REGION COVARIANCE (RC) MATRIX
In this paper, to detect a man-made object on SAR images the area of interest is held as one region with one covariance feature. As in [4] , it is assumed that a single covariance feature is enough to discriminate in between distributions. For each pixel in the ROI, a seven-dimensional feature vector z is computed as, (1) where, k is the label of a pixel, (x , y) is the position of a pixel, I is intensity of a pixel (as gray scale images are used in Let the feature vector z be defined as:
where, i is the index of the feature vector. After gaining this feature vector, a fast method for computing the covariance matrices by using integral images is applied. This method features same calculation complexity for all window sizes after computing the integral images as provided in [5] . The 7 by 7 covariance matrix C R of a ROI R is defined by the fast covariance matrix computation formula: (3) where, n is the total number of pixels in the ROI and c R (i,j) is the (i, j) th component of the covariance matrix.
In order to match two regions these calculated covariance matrices are compared to each other using a distance metric based on generalized eigenvalues. Two images (or two ROIs R 1 and R 2 ) have a distance ρ calculated with their covariance matrices using the following formula [3] :
where C 1 , C 2 are the covariance matrices of regions R 1 and R 2 , respectively and λ i is the i th generalized eigenvalue and p is the number of eigenvalues found which is 7.
SAR image classification and detection is carried out using the distance metric defined in Equation (4) . The covariance matrix of given ROI is compared to the covariance matrix of the target and clutter images in the training set. The image producing the smallest distance value determines the outcome.
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REGION CO-DIFFERENCE MATRIX
Computational cost of a single covariance matrix for a given image region is not heavy. However, computational cost becomes important when scanning a big region at different scales and all locations is wanted. Furthermore, many video processing applications require real-time solutions. In order to decrease the computational cost, the RC matrix definition in Equation (3) is modified to obtain the co-difference equation as in Equation (5). (5) where the scalar multiplication is replaced by an additive operator ⊕ . The operator ⊕ is basically a summation operation but the sign of the result behaves similar to the multiplication operation.
for real numbers a and b. Above equation can be expressed also as follows:
Since a ⊕ b = b ⊕ a, the co-difference matrix is also symmetric as the RC matrix. Co-difference matrix behaves similar to the region covariance function. If two variables tend to vary together, co-difference function produces positive results as the covariance. When two variables tend to vary inversely, co-difference equation gives negative results. On the other hand, replacing the multiplication operation with summation operation decreases computational cost.
The operator ⊕ satisfies totality, associativity and identity properties; therefore it is a monoid function. In other words it is a semigroup with identity property. Similar statistical methods are used in [8] . Another similar statistical function is the average magnitude difference function (AMDF), which is widely used in speech processing to determine the periodicity of voiced sounds.
EXPERIMENTAL STUDIES

Database
MSTAR SAR image database [6] is used in this work, which consists of three military target and clutter images. These targets, which refer to man-made (metal) objects in this work, are BMP-2 and BTR-70 armored personal carriers, and T-72 main battle tank. Examples of these images are shown in Figure 2 . Each target image has a size of 128 by 128. Several of the clutter images of size 128 by 128 are also shown in Figure 2 . They are cropped from MSTAR images whose actual sizes are 1476 by 1784.
Clutter image examples Using MSTAR database, training and test sets are constructed with two classes containing targets and clutter respectively. Table 1 shows the number of samples corresponding to each category: As inputs to the various methods presented below, these 128 by 128 images are used along with 64 by 64 image chips cropped from these images capturing the targets as demonstrated in Figure 3 . These chips provide reduction in the size of the data. 
Targets
Experimental Results
The performance of the detection is determined according to two parameters: detection accuracy = (number of correctly detected target images) / (number of total target images) and false alarm = (number of clutter images detected as target images) / (number of total clutter images). Results delivering these values of the whole and target focused 64 by 64 images for the methods described are summarized in Tables 2, 3 , 4, 5 and 6 in exact ratio and percentages form. Finally the target detection and classification simulation results for the former PCA method are presented in Table 7 .
The following table shows the results in detection and classification of targets in SAR images using the region covariance (RC) matrix with the distance metric defined in (4). The database is also used to acquire the performance rates for detection and classification of targets in SAR images using region co-difference matrix and the distance metric defined in (4), i.e. the original distance metric. Following table presents the results. The studies with the database are expanded such that new distance metrics are defined for comparison of the region covariance and co-difference matrices in order to improve the performance. The first modified distance metric is defined as the square root of the sum of the logarithmic square of the differences between respective eigenvalues of C 1 and C 2 as follows:
where, C 1 , C 2 are the covariance matrices of regions R 1 and R 2 , respectively and λ i is the i th eigenvalue of C 1 , C 2 separately and p is the number of eigenvalues for C 1 and C 2 . The resulting performance rates using this distance metric is as follows: A new distance metric is also defined which is based on the distance between the trains' and tests' region covariance matrix values rather than the eigenvalues. This distance metric is defined by the following equation:
where, C 1 , C 2 are the covariance matrices of regions R 1 and R 2 , respectively. For this case, R 1 is the region acquired from the test images, whereas R 2 is the region acquired from the train images. Using no eigenvalues and only looking to the sum of difference in between the test and train covariance matrix values significantly reduces the computational cost. Since the pixel intensity values and their derivatives have different scales of values, normalization is required to compare the covariance values of the two regions. The target detection and classification results of SAR images using this distance metric with region covariance matrices are shown in the following table: Table 5 . Detection accuracy and false alarm rates achieved using RC and region co-difference matrix method with the distance metric defined in (9) The new distance metric finds distance between two ROIs according to the normalization by only the covariance matrix of the training regions. This metric is also modified such that the normalization is made by contribution of both train and test images' covariance matrices. This metric is defined as in the following equation:
Input images
where, C 1 , C 2 are the covariance matrices of regions R 1 (from test images) and R 2 (from train images), respectively. The normalization is done again by the diagonal values of the covariance matrices. The target detection and classification results using this metric is as follows: Table 6 . Detection accuracy and false alarm rates achieved using RC method and co-difference matrix method with the distance metric defined in (10) Finally, the commonly used principal component analysis (PCA) method is also applied to the MSTAR database. PCA is basically an eigenvector-based multivariate analysis method which involves extracting a smaller number of uncorrelated variables named principal components from a number of possibly correlated variables [9] . This method is widely applied in many types of analysis such as neuroscience, face recognition, image compression due to its simple, non-parametric nature and ability to reduce a data of high dimension to a lower dimension.
The implementation of PCA includes the following phases: First a dataset as an M by N matrix is formed from the training images of the database, where M is the number of samples and N is the vector length, i.e. data dimension of each sample. The mean is subtracted from each data dimension. The covariance of this new M by N matrix is calculated. Next the eigenvectors and eigenvalues of the covariance matrix are computed. Finally the determined number of principal components is selected to form a feature vector. The number of the principal components, which also corresponds to the length of the feature vector, is important and can be adjusted based on the dataset and performance results. Increasing the number of principal components may degrade the performance. In this work, using more than 8 principal components slightly reduce the target detection and classification performance. The best performance is achieved with 8 principal components, as listed in Table 7 .
The support vector machine (SVM) is used in order to classify in between the feature vectors extracted from the training and test images of the database to detect and classify targets in SAR images. SVM is a supervised machine learning method based on the statistical learning theory and approach developed by Vladimir Vapnik. SVMs have been applied to SAR target classification problems and they have given superior performance measures than the other classifiers [10] . There exist many parameters corresponding to different SVM kernels. In this study, polynomial SVM kernel acquired from [11] which provided the highest performance is used with default parameters (Table 7) .
The best target detection and classification performance results of PCA method are presented in Table 7 . These results are important to make comparisons in between our new method and the traditional PCA method. 
CONCLUSION
In this paper, a descriptive feature parameter extraction method from synthetic aperture radar (SAR) images is proposed. The new approach is based on region covariance (RC) and co-difference methods. Experimental results of object detection in MSTAR (moving and stationary target recognition database) are presented. The RC method delivers high detection accuracy and low false alarm rates. It is experimentally observed that the co-difference matrix reaches to better performance than the RC matrix with high target detection and classification performance in SAR images. Furthermore, the experimental results showed that the best detection and classification performance is achieved when the normalized distance measure between co-difference matrices are used to match regions instead of computing eigenvalues. Consequently, the region co-difference method and normalized distance metric approach introduced in this work delivered the highest target detection and classification in SAR images over the other methods including PCA.
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