There is substantial interest in developing machine-based methods that reliably distinguish patients from healthy controls using high dimensional correlation maps known as functional connectomes (FC's) generated from resting state fMRI. To address the dimensionality of FC's, the current body of work relies on feature selection techniques that are blind to the spatial structure of the data. In this paper, we propose to use the fused Lasso regularized support vector machine to explicitly account for the 6-D structure of the FC (defined by pairs of points in 3-D brain space). In order to solve the resulting nonsmooth and large-scale optimization problem, we introduce a novel and scalable algorithm based on the alternating direction method. Experiments on real resting state scans show that our approach can recover results that are more neuroscientifically informative than previous methods.
INTRODUCTION
There is substantial interest in establishing neuroimagingbased biomarkers that reliably distinguish individuals with psychiatric disorders from healthy individuals [1] . Functional connectomes (FC's) generated from resting state fMRI has emerged as a mainstream approach, offering robust ability to characterize the network architecture of the brain [2, 3] . FC's are typically generated by parcellating the brain into hundreds of distinct regions, and computing cross-correlation matrices [4] . However, even with a relatively coarse parcellation with several hundred regions of interest (ROI), the resulting FC contains nearly a hundred thousand connections or more, presenting critical statistical and computational challenges.
In the high dimensional setup, sparsity is a natural assumption that arises in many applications [5, 6] . Indeed, most existing methods address the dimensionality of FC's by applying some form of a priori feature selection (e.g., t-test) before invoking some "off-the-shelf" classifier (e.g., nearestneighbor, support vector machine (SVM), LDA) [3] . Sparsity promoting regularizers such as Lasso [7] and Elastic-net [8] may also be considered. However, all these methods above have a major shortcoming: outside of sparsity, the structure of the data is not taken into account.
Recently, there has been strong interest in the machine learning community in designing a convex regularizer that T.W. and C.D.S.'s work was supported by NIH grant P01CA087634, and C.S.S.'s work was supported by NIH grant K23-AA-020297.
promotes structured sparsity [9, 10] . Indeed, spatially informed regularizers have been applied successfully for decoding in task-based fMRI, where the goal is to localize in 3-D space the brain regions that become active under an external stimulus [11, 12] . FC's exhibit rich spatial structure, as each connection comes from a pair of localized regions in 3-D space, giving each connection a localization in 6-D space (referred to as "connectome space" hereafter). However, no framework currently deployed exploits this spatial structure.
Based on these considerations, the main contribution of this paper is two-fold: (1) to account for the 6-D spatial structure of FC's, we propose to use the fused Lasso regularized SVM (FL-SVM) [13] , and (2) we introduce a novel scalable algorithm based on the alternating direction method [14] for solving the nonsmooth, large-scale optimization problem that results from FL-SVM. To the best of our knowledge, this is the first application of structured sparse methods in the context of disease prediction using FC's. Experiments on real resting state scans demonstrate that our method can identify predictive features that are spatially contiguous in the connectome space, offering an additional layer of interpretability that could provide new insights about various disease processes.
METHODS
FMRI data consist of a time series of three dimensional volumes imaging the brain, where each 3-D volume encompasses around 10, 000100, 000 voxels. The univariate time series at each voxel represents a blood oxygen level dependent (BOLD) signal, an indirect measure of neuronal activities in the brain. Traditional experiments in the early years of fMRI research involved task-based studies, but after it was discovered that the brain is functionally connected at rest, resting state fMRI became a dominant tool for studying the network architecture of the brain. As such, we used the time series from resting state fMRI to generate FC's, which are correlation maps that describe brain connectivity.
More precisely, resting state FC's were produced as follows. First, 347 spherical nodes are placed throughout the entire brain over a regularly-spaced grid with a spacing of 18 ¢ 18 ¢ 18 mm; each of these nodes represent an ROI with a radius of 7.5 mm, which encompasses 30 voxels (the voxel size is 3 ¢ 3 ¢ 3 mm). Next, for each of these nodes, a single representative time series is assigned by spatially averaging the BOLD signals falling within the ROI. Then, a cross-correlation matrix is generated by computing Pearson's correlation coefficient between these representative time series. Finally, a vector x of length 347 2¨ 60, 031 is obtained by extracting the lower-triangular part of the cross-correlation matrix; this vector is the FC that serves as the feature vector for disease prediction.
Fused Lasso Support Vector Machine (FL-SVM)
Our goal is to learn a linear decision function sign pxx, wyq given a set of training input/output pairs tpx i , y i qu n i1 , where can be used for automatic feature selection [7, 8] , but these approaches do not account for the spatial structure of the FC's. To address this issue, we employ the fused Lasso [13] .
Fused Lasso was originally designed to encode correlations among successive variables in 1-D, but can be extended to other situations where there is a natural ordering among the feature coordinates. This is the case with our 6-D FC's due to the grid pattern in the nodes, and the FL-SVM problem reads:
where C R e¢p denotes the 6-D differencing matrix, and }Cw} 1 °p j1°kNj |w j ¡ w k | is a spatial penalty that accounts for the 6-D structure in the connectome by penalizing deviations among the nearest-neighbor edge set N j . Note that e indicates the total number of unordered pairs of adjacent coordinates. To gain a better understanding of N j , let us denote px, y, zq and px I , y I , z I q the pair of 3-D points in the brain that define the 6-D connectome coordinate j. Then, the first-order neighborhood set of j can be written precisely as
Optimization: ADMM algorithm
Solving the optimization problem (2) is challenging since the problem size p is large and the three terms in the cost function are each non-differentiable. To address these challenges, we propose a novel and scalable algorithm based on the alternating direction method of multipliers (ADMM) [14] . (6) where t denotes the iteration count, u R c is the (scaled) dual variable, and ρ ¡ 0 is a user defined parameter. The convergence of the ADMM algorithm has been established in Theorem 1 of [16] , which states that if matricesĀ andB are full column-rank and the problem (3) is solvable (i.e., it has an optimal objective value), the iterations (4)-(6) converges to the optimal solution. While the parameter ρ ¡ 0 does not affect the convergence property of ADMM, it can impact its convergence speed. We set ρ 1 in our implementations.
In order to convert the FL-SVM problem (2) into an equivalent constrained problem with the ADMM structure (3), we apply variable splitting [17] . Before we introduce our variable splitting scheme, we note that as it stands, our algorithm will require us to invert a matrix involving the Laplacian matrix C T C R p¢p , which is prohibitively large. Although this matrix is sparse, it has a distorted structure due to the irregularities in the coordinates of x (see Fig. 1 ). These irregularities arise from two reasons: (a) the nodes defining x are only on the brain, not the entire rectangular field of view, and (b) x lacks a complete 6-D representation since it only contains the lower-triangular part of the cross-correlation matrix.
To address this issue, we introduce an augmentation matrix A Rp ¢p , whose rows are either the zero vector or an element from the trivial basis te j u C Rp ¢p has a special structure known as block-circulant with circulant-blocks (BCCB) (see Fig. 1 ), which has important computational advantages. Finally, by introducing a diagonal masking matrix B t0, 1up ¢p , we have }B r C r w} 1 }Cw} 1 . Note that this masking strategy was adopted from the recent work of Allison et al. [18] , and has the effect of removing artifacts introduced from data augmentation when computing the spatial penalty norm }¤} 1 . This allows us to write out the FL-SVM 
We propose the following variable splitting scheme to convert problem (7) into an equivalent constrained problem: min w,v1 v2,v3,v4 The closed form solutions for these are provided in Algorithm 1, which outlines the complete ADMM algorithm. We now demonstrate these updates can be carried out efficiently.
The inverse H ¡1 for the w update (line 4 Alg. 1) can be converted into an pn ¢ nq inversion problem using the matrix inversion Lemma, where n is on the order of a hundred in our is the soft-threshold operator, and Prox τ ptq is the proximal operator [19] corresponding to the hinge-loss:
Prox τ ptq :
Finally, the update for v 4 (line 8 Alg. 1) can be computed efficiently using the fast Fourier Transform (FFT). To suppress notations, let us define Q : r As stated earlier, the Laplacian matrix r C T r C is a BCCB matrix, and consequently, the matrix Q is BCCB as well. It is well known that a BCCB matrix can be diagonalized as Q U H ΛU , where U is the (6-D) DFT matrix and Λ is a diagonal matrix containing the (6-D) DFT coefficients of the first column of Q. As a result, the update for v 4 can be carried out efficiently using the (6-D) FFT
where fft and ifft denote the (6-D) FFT and inverse-FFT operation, φ is a vector containing the diagonal entries of Λ, and indicates elementwise division. We note that the ADMM algorithm was also used to solve FL-SVM in [20] under a different variable splitting setup. However, their application focuses on 1-D data, where the Laplacian matrix corresponding to their feature vector is tridiagonal with no irregularities present. Furthermore, the vari-able splitting scheme they propose requires an iterative algorithm to be used for one of the ADMM subproblems. In contrast, the variable splitting scheme and the data augmentation strategy we propose allow the ADMM subproblems to be decoupled in a way that all the updates can be carried out efficiently and non-iteratively in closed form.
EXPERIMENTS
In our experiments, we used the Center for Biomedical Research Excellence dataset made available by the Mind Research Network [21] . We analyzed resting state scans from 121 individuals consisting of 67 healthy controls and 54 schiozophrenic subjects. For preprocessing details, we refer the readers to the extended version of our paper [22] .
We compared the performance between the Elastic-net regularized SVM (EN-SVM) and FL-SVM; EN-SVM was also solved by ADMM, although the variable splitting and the optimization steps vary slightly from FL-SVM. The algorithms were terminated when the relative infeasibilitȳ 5 or the algorithm reached 400 iterations, and 10-fold cross-validation (CV) was used to evaluate the generalizability of the classifiers. All variables were initialized at zero.
A common practice for choosing the regularization parameters is to select the choice that gives the highest prediction accuracy. However, since our goal is the discovery and validation of imaging-based biomarkers, we need a model that offers not only good classification accuracy but also interpretability (i.e., sparsity). We found that the classifiers achieved a good balance between accuracy and sparsity when approximately 4% of the features (2, 400) were selected out of p 60, 031. More specifically, EN-SVM and FL-SVM achieved classification accuracies of 71.1% and 74.4% when the regularization parameters λ, γ were set at 2 9 , 2 5 and 2 9 , 2 12 , and averages of 2180 and 2387 features were used across the CV folds. Hence, we further analyzed the classifiers obtained from these regularization parameters.
During CV, we learn a different weight vector for each partitioning of the dataset. In order to obtain a single representative weight vector, we re-trained the classifier using the entire dataset (121 subjects). For visualization and interpretation, we grouped the indices of these weight vectors according to the network parcellation scheme proposed by Yeo et al. in [23] (see Table 1 ), and reshaped them into 347 347 symmetric matrices with zeroes on the diagonal. Furthermore, we generated trinary representations of these matrices in order to highlight their support structures, where red, blue, and white denotes positive, negative, and zero entries respectively. The resulting matrices are displayed in Fig. 2 .
From these figures, one can observe that EN-SVM yields features that are scattered throughout the connectome space, which can be problematic for interpretation. On the other hand, FL-SVM recovered much more systematic sparsity pat- Table 1 : Network parcellation of the brain proposed in [23] .
terns with multiple contiguous clusters, indicating that the predictive regions are compactly localized in the connectome space (e.g., see the rich connectivity patterns in the intravisual and intra-cerebellum network). Moreover, FL-SVM recovers multiple highly connected hubs, which is an example of a spatially contiguous cluster in the connectome space. In order to emphasize this point, the bottom row in Fig. 2 also plots the degree of the nodes, i.e., the number of connections a node make with the rest of the network. This degree plot indicates that the frontoparietal network and cerebellum (among other regions) exhibited increased node degree, indicating diffuse connectivity alterations with other networks. Interestingly, these networks are among the most commonly implicated in schizophrenia [24] .
CONCLUSION
We introduced a classification framework that explicitly accounts for the 6-D spatial structure in the FC via the fused Lasso SVM, which is solved using a novel alternating direction algorithm. We demonstrated that our method recovers sparse and highly interpretable feature patterns while maintaining predictive power, and thus could generate new insights into how psychiatric disorders impact brain networks.
