The Hecke algebras of finite reductive groups
The standard reference for this section is Chapter 1 of [Carter:1972] .
Let G be the group of F q -rational points on a Zariski-connected reductive group defined over F q . By a well known theorem of Serge Lang, it possesses a Borel subgroup B. A natural and classical question is, how does the representation of G on the space C[B\G] of C-valued functions on the flag manifold B\G decompose into irreducible components?
The first step in answering this is to describe the ring of operators on I = C[B\G] commuting with G.
Frobenius reciprocity tells us that
Hom G (I, I) ∼ = Hom B (I, C) .
The space on the right may be identified with functions in H(G//B), the space of complex-valued functions on G that are bi-invariant with respect to B. It is sometimes called the Hecke algebra of G with respect to B, for not very adequate historical reasons. Explicitly, F in H(G//B) corresponds to the operator L F where
This makes sense since the summand depends only on the image of x in B\G.
The ring H(G//B) has convolution as its multiplication, and L F1F2 = L F1 L F2 . The characteristic function char B is the multiplicative identity. The following is immediate: Lemma 1.1. The map taking F to L F is an identification of H(G//B) with the commutator of the right action of G in End C [B\G] .
If (π, V ) is any representation of G, then H(G//B) acts on the subspace V B of vectors fixed by B:
In the case above, π is the left-regular representation of G on itself.
Let T be a maximal torus contained in B, W the corresponding Weyl group N G (T )/T . For w in W the double coset BwB is well defined, and the Bruhat decomposition asserts that G is the disjoint union of these as w ranges over W . If τ w is the characteristic function char BwB of BwB, then the τ w make up a basis of H(G//B). How can we compute the product τ x τ y as a linear combination of the τ w ? Lemma 1.2. I BxB is the disjoint union of right cosets x i B and ByB is that of the y j B, then
Here what I mean by xychar B is char xyB . 
Lemma 1.3. Suppose G to have semi-simple rank one. Let N be the unipotent radical of B, and let
Proof. The Weyl group in this case has two elements, 1 and s. Let w be a representative in N G (T ) of the non-trivial element s. If y = 1 the product wyw lies in B, and the terms with y = 1 therefore contribute q G τ 1 to the product. But if y = 1 we have wyw = n y w * b y , with n y ∈ N , b y ∈ B. Proving this reduces to an explicit calculation in one of the two possible semi-simple groups of rank one over
The terms with y = 1 therefore contribute (q G − 1)τ s .
Let ∆ be the set of simple roots α determined by B and T . If T α is the kernel of α in T , its centralizer G α in G is a reductive group of semi-simple rank one containing T . The Weyl group of T in G α contains a non-trivial involution s α . The group W is a Coxeter group, generated by the s α .
A representation of w as a product of s α is said to be reduced if it is of minimal length ℓ(w). This is the same as the number of positive roots taken into negative ones by w. I write ws > w if ℓ(ws) = ℓ(w) + 1 and similarly sw > w if ℓ(sw) > ℓ(w).
Let q α = |N α |. It only depends on the W -orbit of α, or equivalently on the conjugacy class of s α in W . Proposition 1.4. Suppose w to be in W , s = s α one of the simple generators. Then
Since W is generated by the s α , these formulas determine completely the multiplication in H(G//B).
I'll sketch the Proof. Half of these claims follow from the more general claim that
For each root λ let N λ be the unipotent subgroup whose Lie algebra is the T -eigenspace g λ , isomorphic to F q . Let N be the unipotent radical of B, which is isomorphic to the direct product
The product may be taken in any order, according to Lemme 3.3 of [Borel-Tits:1965] . Let N be the opposite subgroup, corresponding to negative roots. For any w in W we have the direct product factorization
Since N/(wN w −1 ∩ N ) ∼ = N w , we now have the very explicit formula
Let Λ w be the set of all positive roots λ such that w
so the product map is a bijection of N x × xN y x −1 with N xy . The number of roots in Λ w is the same as the length of w −1 . But then τ x τ y = Nx×Ny (n x x)(n y y)B = Nx×Ny (n x ) (xn y x −1 ) xy)B = Nxy nxyB = τ xy which proves the first assertion in the Proposition.
It remains to compute τ ws when ws < w. If ws < w then w = ws·s with ℓ(w) = ℓ(ws) + 1, so by the first part
s τ ws so both formulas we want follow from the single equation
which is Lemma 1.3.
The use of associativity here in setting (τ ws τ s )τ s = τ ws (τ s τ s ) will be significant later on.
Knowing the structure of the Hecke algebra H(G//B) is only a first basic step. Understanding the decomposition of C[B\G] as a representation of G requires much more, eventually the theory of [Kazhdan-Lusztig:1979] . Similar algebras, called Iwahori-Hecke algebras, arise in the theory of unramified representations of a p-adic reductive group. For these, affine Weyl groups replace W .
In the theory of Kazhdan and Lusztig, as well as in answering other questions in representation theory, it is important to know that the prime powers q α in the definition of the Hecke algebra may be replaced by variables. This is not so surprising, since the formulas for multiplication are polynomials in the q α that do not depend on the particular value of q but only on the root structure of G. It ought not to be too surprising,
either, that the Hecke algebras may also be defined for Kac-Moody groups or, in other words, crystallographic Coxeter groups. What is really remarkable is that a Hecke algebra may be defined for any Coxeter group, even the ones like H 3 or H 4 (the symmetry groups of the regular icosahedron and its four-dimensional analogue)
that are not crystallographic and do not correspond to any algebraic group. This is the simplest example of the general rule that arbitrary Coxeter groups deserve to be treated as nicely as crystallographc ones. A more complicated one is that Kazhdan-Lusztig polynomials may be defined for all Coxeter groups, and truly astonishing is the conjecture that they always have non-negative coefficients.
The rest of this paper will present a new proof of the construction of the polynomial Hecke algebras for an arbitrary Coxeter group.
Coxeter groups
The standard references for this section are [Humphreys:1990] and [Bourbaki:1968] .
Definition. Suppose S to be any finite set. A Coxeter matrix indexed by S is a symmetric matrix M = (m s,t ) with entries in {1, 2, 3, . . . ,
The Coxeter group W defined by these data is that with involutive generators in S and relations
This last is called a braid relation. These relations imply, and are implied by, the relations (st) ms,t = 1 for all s, t.
Geometric realization. Let (α s ) be a basis of the vector space V = R S . Define on it an inner product:
In particular, α s • α s = 1, and for s = t we have α s • α t ≤ 0. For each s in S define the linear transformation of V :
It is an orthogonal reflection, and the map s → r s determines a homomorphism from W to GL(V ). Let [Tits:1968] .) The simple geometric fact underlying this is that if sw < w then the path of neighbouring chambers C, sC, ss 1 C, ss 1 s 2 C, . . . , swC first crosses and later recrosses the hyperplane α s = 0.
Coset representatives. For this section, see §5.12 of [Humphreys:1990] .
Given any subset T ⊆ S, let W T be the subgroup generated by the s in T . It, too, is a Coxeter group, and cosets of W T \W have special representatives in
Every w in W may be written uniquely as w T w T with w T ∈ W T , w T ∈ [W T \W ], and ℓ(w) = ℓ(w T ) + ℓ(w T ). Similarly every double coset in W T \W/W U possesses an element w of minimal length such that tw > w for all t in T , wu > w for all u in U .
Tits' equivalence theorem. According to the definition of a Coxeter group, two words in S give rise to the same element of W if and only if one of them can be obtained by a sequence of (a) deletion of a pair s ⋄ s; (b) insertion of a pair s ⋄ s; (3) replacement of one side of a braid relation inside a word by the other side. This criterion can be made somewhat more practical. The descendants of a word are all those obtained from it just by deletions and braid relations. Finding all descendants is a lengthy but finite process. The main result of [Tits:1968] is that two words are equivalent if and only their descendants overlap. This is discussed in §2. Since a reduced word is not equivalent to a shorter one, two reduced words give rise to the same group element if and only if one can be obtained from the other by a sequence of braid relations. This is proven directly in the course of the proof of Tits' proof in [Tits:1968] . This result does not lead to a practical algorithm for telling whether two elements of W , expressed as products from W , are the same are not, but nonetheless it ought to be considered one of the fundamental results about Coxeter groups.
There do exist very efficient algorithms for computing in Coxeter groups. The best ones are purely combinatorial, and are based on the main theorem of [Brink-Howlett:1994] , which asserts that a Coxeter group is automatic.
The Hecke algebra of a Coxeter group
Let (W, S) be any Coxeter group, say with Coxeter matrix (m s,t ). Suppose assigned to each s in S a parameter q s . This assignment will be called consistent if q s = q t whenever s and t are conjugate in W . Consistency is relatively easy to check, because s and t will be conjugate in W if and only if they are conjugate in the dihedral group W s,t generated by them ( [Bourbaki:1968] , p. 12). More explicitly, they will be conjugate if and only if m s,t is odd.
The proof of the next result is based on a practical algorithm, which requires that every element of W be assigned a unique expression as a product of elements of S. There is one most frequently used, its ShortLex expression. Assume S to be ordered. The expression w = s 1 s 2 . . . s n is said to be in ShortLex form if s 1 is the least s in S such that sw < w and the expression s 2 . . . s n is the ShortLex form for s 1 w. Such an expression is as short as possible, and lexicographically least among reduced expressions for w. Every w can be represented uniquely by its ShortLex expression, so this offers a purely combinatorial way to represent elements of W in a computer program. Every strict subexpression of a ShortLex word is also a ShortLex word.
Theorem 3.1. If s → q s is an assignment of parameters in a ring R, then there exists an associative algebra H(W, S) which is free over R with basis T w , indexed by elements of W , and identity T 1 , such that
if and only if the parameters are consistent. It is unique up to isomorphism.
Induction then implies T x T y = T xy if ℓ(xy) = ℓ(x) + ℓ(y).
Proof. Necessity first. The elements s, t in S are conjugate in W if and only if m s,t is odd and hence tw = ws w = (st) (ms,t−1)/2 , with sw = wt > w. But then s(sw) = w = (wt)t so that assuming the formulas of the Theorem to be true
The more difficult half is sufficiency.
Let H = H(W, S) be the free module over R with basis T w (w ∈ W ). Define a product on H by an inductive formula. First of all, let T 1 be the multiplicative identity. Next I define multiplication by T s (s ∈ S) on the left by the formulas
To define products T w T x in general, I use a notion arising in computation with Coxeter groups. Suppose x in W , with ShortLex expression x = s 1 . . . s n = (say) s 1 y. Define recursively
The last step is by Lemma 3.3, since the hypotheses imply that ℓ(vus) = ℓ(v) + ℓ(us) and ℓ(vu) = ℓ(v) + ℓ(u).
The following is a special case of associativity, and the crux of the proof of associativity in general.
Proof. For any u in S let W u = {1, u}. The group W decomposes into a disjoint union of double cosets W s wW t , on each of which the product W s × W t acts by left and right multiplication. There are two kinds of cosets, according to what the isotropy group is. Suppose w to be of minimal length in the coset (as in [Bourbaki:1968] , Exercice 3 of IV.1). In one case, the isotropy group is trivial, and the coset is {w < sw, wt < wst} . In the otehr, it has two elements and the coset is {w < sw = wt}.
Let λ s be left multiplication by T s , ρ t right multiplication by T t . Associativity means that λ s and ρ t commute. On {w, sw, wt, swt} this is straightforward. On a double coset {w, sw = wt} the calculation is also straightforward, using the consistency of the parameters and the previous lemma.
From this to a full proof of associativity is a straightforward induction argument. Proof. Immediate from Lemma 3.3 and the braid relations in W .
Generators and relations
It is important in representation theory to know that the Hecke algebra is defined by the equations in Theorem 3.1.
Define now H(W, S) to be the associative algebra defined by generators τ s (s ∈ S) with relations τ 2 s = (q s − 1)τ s + q s τ 1 τ s τ t . . . = τ t τ s . . .
(m s,t terms on each side) .
The map τ s → T s defines a homomorphism from H(W, S) to H(W, S). Proof. From Tits' result, we can derive an algorithm to express any product τ s1 . . . τ sn as a linear combination of such products for which the sequence is ShortLex. First of all, we repeatedly apply braid relations to make a list of all products of the same length. If the product is reduced, then by Tits' theorem one of them will be the ShortLex expression. If the product is not reduced, then by Tits' theorem at least one of them will include a duplication τ s τ s , which may be reduced to a sum of two products of lower degree. So an induction argument will work.
Tits' result does not give us a practical algorithm for finding a ShortLex expression, but of course here that doesn't matter. 
