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Abstract: We discuss the conditions under which Higgs and confining regimes in
gauge theories with fundamental representation matter fields can be sharply distin-
guished. It is widely believed that these regimes are smoothly connected unless they
are distinguished by the realization of global symmetries. However, we show that
when a U(1) global symmetry is spontaneously broken in both the confining and Higgs
regimes, the two phases can be separated by a phase boundary. The phase transition
between the two regimes may be detected by a novel topological vortex order param-
eter. We first illustrate these ideas by explicit calculations in gauge theories in three
spacetime dimensions. Then we show how our analysis generalizes to four dimensions,
where it implies that nuclear matter and quark matter are sharply distinct phases of
QCD with an approximate SU(3) flavor symmetry.
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1 Introduction
In gauge theories with fundamental representation matter fields, one can often dial
parameters in a manner which smoothly interpolates between a Higgs regime and a
confining regime without undergoing any change in the realization of global symme-
tries [1, 2]. In the Higgs regime gauge fields become massive via the usual Higgs phe-
nomenon, while in the confining regime gauge fields also become gapped (or acquire
a finite correlation length) due to the non-perturbative physics of confinement, with
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an approximately linear potential appearing between heavy fundamental test charges
over a finite range of length scales which is limited by the lightest meson mass. In this
paper we examine situations in which the Higgs and confining regimes of such theories
can be sharply distinguished.
This is, of course, an old and much-studied issue. In specific examples, when both
regimes have identical realizations of global symmetries, it has been shown that confin-
ing and Higgs regimes can be smoothly connected with no intervening phase transitions
[1, 2]. These examples, summarized as the “Fradkin-Shenker theorem,” have inspired
a widely held expectation that there can be no useful gauge-invariant order parameter
distinguishing Higgs and confining phases in any gauge theory with fundamental rep-
resentation matter fields.1 But there are physically interesting situations in which the
Fradkin-Shenker theorem does not apply. We are interested in systems where no local
order parameter can distinguish Higgs and confining regimes and yet the conventional
wisdom just described is incorrect. We will analyse model theories, motivated by the
physics of dense QCD, where Higgs and confining regimes cannot be distinguished by
the realization of global symmetries and yet these are sharply distinct phases necessarily
separated by a quantum phase transition in the parameter space of the theory.
We will consider a class of gauge theories with two key features. The first is that
they have fundamental representation scalar fields which are charged under a U(1)
global symmetry. Second, this U(1) global symmetry is spontaneously broken in both
the Higgs and confining regimes of interest. In this class of gauge theories, we argue that
one can define a natural non-local order parameter which does distinguish the Higgs and
confinement regimes. This order parameter is essentially the phase of the expectation
value of the holonomy (Wilson loop) of the gauge field around U(1) global vortices;
its precise definition is discussed below. We will find that this vortex holonomy phase
acts like a topological observable; it is constant within each regime but has differing
quantized values in the two regimes.2 We present a general argument — verifying it by
explicit calculation where possible — that implies that non-analyticity in our vortex
holonomy observable signals a genuine phase transition separating the U(1)-broken
Higgs and U(1)-broken confining regimes.
The Higgs-confinement transition we discuss in this paper does not map cleanly
onto the classification of topological orders which is much discussed in modern con-
1By a useful order parameter we mean an expectation value of a physical observable whose non-
analytic change also indicates non-analytic behavior in thermodynamic observables and correlation
functions of local operators. For a rather different take on these issues, see Refs. [3–6].
2This statement assumes a certain global flavor symmetry. In the absence of such a symmetry,
the phase of the vortex holonomy is constant in the U(1)-broken confining regime and changes non-
analytically at the onset of the Higgs regime.
– 2 –
densed matter physics [7–10]. The basic reason is that the topological order classifica-
tion is designed for gapped phases of matter, while here we focus on gapless phases.
Some generalizations of topological order to gapless systems have been considered in the
condensed matter literature, see e.g. Refs. [11, 12], but these examples differ in essen-
tial ways from the class of models we consider here. Our arguments also do not cleanly
map onto the related idea of classifying phases based on realizations of higher-form
global symmetries [13–19], because the models we consider do not have any obvious
higher-form symmetries. But there is no reason to think that existing classification
ideas can detect all possible phase transitions. We argue that our vortex order param-
eter provides a new and useful way to detect certain phase transitions which are not
amenable to standard methods.
Let us pause to explain in a bit more detail why the Fradkin-Shenker theorem does
not apply to theories of the sort we consider. The Fradkin-Shenker theorem presupposes
that Higgs fields are uncharged under any global symmetry. This assumption may seem
innocuous. After all, if Higgs fields are charged under a global symmetry, it is tempting
to think that this global symmetry will be spontaneously broken when the Higgs fields
develop an expectation value, implying a phase transition associated with a change in
symmetry realization and detectable with a local order parameter. In other words, a
typical case lying within the Landau paradigm of phase transitions.
But such a connection between Higgs-confinement transitions and a change in
global symmetry realization is model dependent. In the theories we consider in this
paper, as well as in dense QCD, these two phenomena are unrelated. Our scalar fields
will carry a global U(1) charge, but crucially, the realization of all global symmetries
will be the same in the confining and Higgs regimes of interest. Consequently, the
Fradkin-Shenker theorem does not apply to these models and yet the confining and
Higgs regimes are not distinguishable within the Landau classification of phases. Nev-
ertheless, we will see that they are distinct.
The basic ideas motivating this paper were introduced by three of us in an earlier
study of cold dense QCD matter [20]. We return to this motivation at the end of this
paper in Sec. 4, where we generalize our analysis to cover non-Abelian gauge theories in
four spacetime dimensions and explain why it provides compelling evidence against the
Schäfer-Wilczek conjecture of quark-hadron continuity in dense QCD [21]. The bulk of
our discussion is focused on a simpler set of model theories which will prove useful to
refine our understanding of Higgs-confinement phase transitions.
We begin, in Sec. 2, by introducing a simple Abelian gauge theory in three space-
time dimensions in which Higgs and confinement physics can be studied very explicitly.
In Sec. 3 we introduce our vortex order parameter and use it to infer the existence of
a Higgs-confinement phase transition. Sec. 4 discusses the application of our ideas to
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four-dimensional gauge theories such as QCD, while Sec. 5 contains some concluding
remarks. Finally, in Appendices A–C we collect some technical results on vortices,
discuss embedding our Abelian model within a non-Abelian theory, and consider the
consequences of gauging of our U(1) global symmetry to produce a U(1)×U(1) gauge
theory.
2 The model
We consider compact U(1) gauge theory in three Euclidean spacetime dimensions. Let
Aµ denote the (real) gauge field. Our analysis assumes SO(3) Euclidean rotation sym-
metry, together with a parity (or time-reversal) symmetry. Parity symmetry precludes
a Chern-Simons term, so the gauge part of the action is just a photon kinetic term,
Sγ =
∫
d3x
1
4e2
FµνF
µν . (2.1)
The statement that the gauge group is compact (in this continuum description) amounts
to saying that the Abelian description (2.1) is valid below some scale ΛUV, and that the
UV completion of the theory above this scale allows finite action monopole-instanton
field configurations whose total magnetic flux is quantized [22]. Specifically, we demand
that the flux through any 2-sphere is an integer,∫
S2
F = 2pik , k ∈ Z , (2.2)
where F ≡ 1
2
Fµν dx
µ ∧ dxν is the 2-form field strength. Condition (2.2) implies charge
quantization and removes the freedom to perform arbitrary field rescalings of the form
A → A′ ≡ (q′/q)A. As shown by Polyakov, the presence of monopole-instantons,
regardless of how dilute, leads to confinement on sufficiently large distance scales [22].
2.1 Action and symmetries
We choose the matter sector of our model to be comprised of two oppositely-charged
scalar fields, φ+ and φ−, plus one neutral scalar φ0. We assign unit gauge charges q = ±1
to the charged fields, making them analogous to fundamental representation matter
fields in a non-Abelian gauge theory.3 We require the theory to have a single zero-form
3The fact that our charged matter fields have minimal charges of ±1 is an essential difference
from a similar model recently studied by Sachdev [12] in a condensed matter context. The model of
Ref. [12] has a U(1) global symmetry and fields with charges −1 and +2 under an emergent U(1) gauge
symmetry. The existence of non-minimally charged matter fields allowed Sachdev to use topological
order ideas to delineate distinct phases. That approach does not work in our model.
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global U(1) symmetry4 under which the fields φ± both have charge assignments of −1
while φ0 has a charge assignment of +2. These charge assignments, summarized here:
φ+ φ− φ0
U(1)gauge +1 −1 0
U(1)global −1 −1 +2
(2.3)
are chosen in a manner which will allow independent control of the Higgsing of the U(1)
gauge symmetry (or lack thereof) and the realization of the U(1) global symmetry by
adjusting suitable mass parameters. This is the essential structure needed to examine
the issues motivating this paper in the context of a model Abelian theory.
The complete action of our model consists of the gauge action (2.1), standard scalar
kinetic terms, plus a scalar potential containing interactions consistent with the above
symmetries,
S =
∫
d3x
[
1
4e2
F 2µν + |Dµφ+|2 + |Dµφ−|2 +m2c
(|φ+|2 + |φ−|2)+ |∂µφ0|2 +m20 |φ0|2
−  (φ+φ−φ0 + h.c.) + λc(|φ+|4 + |φ−|4)+ λ0|φ0|4
+ gc
(|φ+|6 + |φ−|6)+ g0|φ0|6 + · · ·+ Vm(σ)] . (2.4)
The mass dimensions of the various couplings are [e2] = [λc] = [λ0] = 1, [] = 3/2, and
[gc] = [g0] = 0. The ellipsis (· · · ) represents possible further scalar self-interactions,
consistent with the imposed symmetries, arising via renormalization. The term Vm(σ)
describes the effects of monopole-instantons, and is given explicitly below.
The cubic term  φ+φ−φ0 ensures that the model has a single U(1) global symmetry,
not multiple independent phase rotation symmetries. From here onward, we will denote
the U(1) global symmetry by U(1)G. The simplest local order parameter for the U(1)G
symmetry is just the neutral field expectation value 〈φ0〉. This order parameter has a
charge assignment (2.3) of +2 under the U(1)G symmetry; there are no gauge invariant
local order parameters with odd U(1)G charge assignments.
In addition to the U(1) gauge redundancy and the U(1)G global symmetry, this
model has two internal Z2 discrete symmetries. One is a conventional (particle ↔
antiparticle) charge conjugation symmetry,
(Z2)C : φ± → φ∗± , φ0 → φ∗0 , Aµ → −Aµ . (2.5)
4A zero-form global symmetry is just an ordinary global symmetry which acts on local operators.
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The other is a charged field permutation symmetry,
(Z2)F : φ+ ↔ φ− , Aµ → −Aµ . (2.6)
A conserved current jµmag ≡ µνλFνλ associated with a U(1) magnetic global sym-
metry is also present if monopole-instanton effects are neglected. But for our compact
Abelian theory this symmetry is not present. The functional integral representation
of the theory includes a sum over finite-action magnetic monopole-instanton configura-
tions with all integer values of total magnetic charge. These induce corrections to the
effective potential (below the scale ΛUV) of the form [22]
Vm(σ) = −µ3UV e−SI cos(σ) . (2.7)
Here SI is the minimal action of a monopole-instanton, and σ is the dual photon field,
related to the original gauge field by the Abelian duality relation5
Fµν =
ie2
2pi
µνλ ∂
λσ . (2.8)
With this normalization the dual photon field is a periodic scalar, σ ≡ σ + 2pi, with
the Maxwell action becoming the kinetic term 1
2
(
e
2pi
)2
(∂σ)2. The parameter µUV is
a short-distance scale associated with the inverse core size of monopole-instantons.
The U(1) magnetic transformations act as arbitrary shifts on the dual photon field,
σ → σ + c. Such shifts are clearly not a symmetry, except for integer multiples of
2pi. Consequently, the U(1)G phase rotation symmetry is the only continuous global
symmetry in our model.
In summary, the faithfully-acting internal global symmetry group of our model is
Ginternal =
[U(1)G o (Z2)C]× (Z2)F
Z2
. (2.9)
The quotient by Z2 ⊂ U(1)G : φ± → −φ± is necessary because it also lies in the gauge
group U(1).
When the charged scalar mass squared, m2c , is sufficiently negative this theory has
a Higgs regime in which the charged scalar fields are “condensed.” In this regime gauge
field fluctuations are suppressed since the photon acquires a mass term,(|〈φ+〉|2 + |〈φ−〉|2)AµAµ ≡ m2A
2e2
AµA
µ , (2.10)
5Expression (2.7) relies on a dilute gas approximation, valid when the instanton action is large,
SI  1. The duality relation (2.8) appears when one imposes the Bianchi identity for Fµν by adding a
Lagrange multiplier term i
∫
d3x σ4pi 
µνλ ∂µFνλ to the Euclidean action. Relation (2.8) is the resulting
equation of motion for Fµν , and integrating out Fµν gives the Abelian dual representation of Maxwell
theory.
– 6 –
(to lowest order in unitary gauge).6 Monopole-instanton–antimonopole-instanton pairs
become bound by flux tubes with a positive action per unit length Tmag.7
In contrast, for sufficiently positive m2c our model should be regarded as a confining
gauge theory. Recall that in the context of QCD, the confining regime is character-
ized by a static test quark–antiquark potential which rises linearly with separation,
Vqq¯ ∼ σr, for separations large compared to the strong scale, r  Λ−1QCD. But such a
linear potential is only present for separations where the confining string cannot break,
which requires that σr < 2mq, with mq the mass of dynamical quarks. So confinement
is only a sharply-defined criterion in the heavy quark limit, mq  σ/ΛQCD = O(ΛQCD).
Nevertheless, it is conventional to speak of QCD as a confining theory even with light
quarks, as this is a qualitatively useful picture of the relevant dynamics. This sum-
mary applies verbatim to our compact U(1) 3D gauge theory with massive unit-charge
matter, with ΛQCD replaced by an appropriate non-perturbative scale which depends
(exponentially) on the monopole-instanton action SI [22].
Finally, we note that in the absence of monopole-instanton effects, oppositely
charged static test particles in 3D Abelian gauge theory would experience logarith-
mic Coulomb interactions which grow without bound with increasing separation. Such
a phase could be termed “confined,” but for our purposes this terminology is not help-
ful. We find it more appropriate to reserve the term “confinement” for situations where
the potential between test charges is linear over a significant range of distance scales.
With this terminology, 3D compact U(1) gauge theory with finite-action monopole-
instantons and very heavy charged matter is confining, while the non-compact version
of the theory, which does not have a regime with a linear potential between test charges,
is not confining.
2.2 Analogy to dense QCD
Our 3D Abelian model is designed to mimic many features of real 4D QCD at non-zero
density. Explicitly,
1. Both theories contain fundamental representation matter fields and are confining
in the sense described above. Of course, the gauge groups are completely different:
SU(N) versus U(1).
6Our charged scalar fields may be viewed as analogs of the electron pair condensate in a Ginsburg-
Landau treatment of superconductivity, in which case mA is the Meissner mass whose inverse gives
the penetration length of magnetic fields.
7On sufficiently long length scales when the flux tube length L & 2SI/Tmag, these magnetic flux
tubes can break due to production of monopole-instanton–antimonopole-instanton pairs. This is com-
pletely analogous to the situation in the confining regime, discussed next, where electric flux tubes
exist over a limited range of scales controlled by the mass of fundamental dynamical charges.
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2. QCD with massive quarks of equal mass has a vector-like U(Nf )/ZN internal
global symmetry. The quotient arises because ZN transformations are part of the
SU(N) gauge symmetry. In our model, the corresponding global symmetry is
[(Z2)F × U(1)G]/Z2. The (Z2)F × U(1)G symmetry is analogous to U(Nf ), while
the discrete quotient arises for the same reason as in QCD.
3. The scalar fields in the 3D Abelian model may be regarded as playing the role
of color anti-fundamental diquark operators which acquire non-zero vacuum ex-
pectation values in high density QCD, see Ref. [23] for a review. The symmetry
group U(1)G is analogous to quark number U(1) ⊂ U(Nf ), while U(1)G/Z2 is
analogous to baryon number U(1)B. Note one distinction in the transformation
properties of the scalar fields in our Abelian model and the diquark condensates
in QCD; the former have charge 1 under our U(1)G group whereas the latter
have charge 2 under quark number. The (Z2)F permutation symmetry of our
3D Abelian model is analogous to the ZNf ⊂ U(Nf ) cyclic flavor permutation
symmetry of 4D QCD.
4. Since the charged scalars φ± are analogous to anti-fundamental diquarks in three-
color QCD, φ†+φ
†
− is akin to a dibaryon. This means that φ0 can also be interpreted
as a dibaryon interpolating operator, and the condensation of φ0 in our model is
directly analogous to the dibaryon condensation which occurs in dense QCD.
5. In QCD, the Vafa-Witten theorem [24] implies that phases with spontaneously
broken U(1)B symmetry can only appear at non-zero baryon density, while in our
Abelian model U(1)G-broken phases can appear at zero density. This difference
reflects the fact that QCD contains only fermionic matter fields, while our Abelian
model has fundamental scalar fields.
2.3 Symmetry constraints on the phase structure
We begin analyzing the phase structure of the model (2.4) using the Landau paradigm
based on realizations of symmetries with local order parameters. We will consider the
phase diagram as a function of the charged and neutral scalar masses, m2c and m20.
We focus on the regime where quartic and sextic scalar self-couplings are positive, the
cubic, quartic and gauge couplings are comparable, /e3, |λc|/e2 and |λ0|/e2 are all
O(1), and the dimensionless sextic couplings are small, gc, g0  1. The simplest phase
diagram consistent with our analysis is sketched in Fig. 1.
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Trivial gapped phase
(Polyakov mechanism)
U(1)G-broken
confining phase
Higgs phase
U(1)G-broken
NE
SE
NW
SW
m20/e
4
m2c/e
4−∞ +∞
−∞
+∞
Figure 1. A sketch of the simplest consistent phase diagram of our model as a function of
the charged and neutral scalar mass parameters m2c and m20. The four corners correspond to
weakly-coupled regimes in parameter space; curves in the interior of the figure represent phase
transitions. These phase transition curves are robust: they cannot be evaded by varying any
parameters of the model which are consistent with its symmetries.
Interpreting Fig. 1 as if it were a map, let us refer to the four weakly-coupled
corners of parameter space by their compass directions:
NW : {−m2c  e4, m20  e4}, NE : {m2c  e4, m20  e4}, (2.11a)
SW : {−m2c  e4, −m20  e4}, SE : {m2c  e4, −m20  e4}, (2.11b)
each of which we discuss in turn. In this section we explain the origin of the phase
transition curve (orange) separating the NE region from the W side of Fig. 1, as well as
the (blue) curve separating the NE and SE regions. The bulk of the paper is dedicated
to understanding the origin of the phase transition curve (green) separating the SE
region from the W side of Fig. 1.
First, consider region NE where m2c , m20  e4. In this regime our model has a
unique gapped vacuum state and no broken symmetry. To see this, one may integrate
out all the matter fields and observe that the resulting tree-level effective action is
Seff =
∫
d3x
[
1
4e2
F 2µν + Vm(σ)
]
. (2.12)
The monopole potential Vm(σ) has a unique minimum for the dual photon σ and induces
a non-zero photon mass m2γ = 4pi2(µ3UV/e2) e−SI . Hence, the vacuum is gapped and
unique. Both the continuous U(1)G and the discrete (Z2)C and (Z2)F global symmetries
are unbroken, and hence region NE may be termed “confining and unbroken.”
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Now consider the entire E side where m2c  e4 while the neutral mass m20 is
arbitrary. Then one may integrate out the charged fields and the effective action
becomes
Seff =
∫
d3x
[
1
4e2
F 2µν + Vm(σ) + |∂µφ0|2 +m20|φ0|2 + λ0|φ0|4 + g0|φ|6 + · · ·
]
. (2.13)
This is a 3D XY model plus a decoupled compact U(1) gauge theory. The photon is
still gapped by the Polyakov mechanism. If we take m20  |λ0|2, then we come back
to the discussion of the previous paragraph. If we take −m20  |λ0|2, then φ0 develops
a non-vanishing expectation value, the U(1)G/Z2 symmetry is spontaneously broken,
and there is a single massless Nambu-Goldstone boson. So region SE is “confining and
U(1)G symmetry broken.” The discrete (Z2)F symmetry is unbroken in this region, as is
a redefined (Z2)C symmetry which combines the basic (Z2)C transformation (2.5) with a
U(1)G transformation that compensates for the arbitrary phase of the condensate 〈φ0〉.
This symmetry-broken regime must be separated from the symmetry-unbroken regime
by a phase transition depending on the value of m20/λ20. If we take our quartic and
sextic couplings to be positive, this is just the well-known XY model phase transition,
which is second order in three spacetime dimensions.
Next, consider what happens on the W side where −m2c  e4 while m20 is arbitrary.
In this case the charged scalar fields φ± will acquire non-zero expectation values (using
gauge-variant language), with vc ≡ |〈φ±〉| = O(|mc λ−1/2c |).8
This has several effects. First, since these fields transform non-trivially under the
U(1)G symmetry, this global symmetry is spontaneously broken leading to a massless
Nambu-Goldstone excitation. Second, the U(1) gauge field becomes Higgsed, as dis-
cussed above, with the photon acquiring a mass mA. Writing φ± = (vc +H±/
√
2) e−iχ,
up to an arbitrary U(1) gauge transformation, the resulting effective action has the
form
S =
∫
d3x
[
1
4e2
F 2µν +
1
2
m2AAµA
µ + |∂µφ0|2 +m20|φ0|2 + λ0|φ0|4
+ 2v2c (∂µχ)
2 − 2v2c Re (e−2iχφ0) +
∑
i=±
[
1
2
(∂µHi)
2 + 1
2
m2HH
2
i
]
+ · · ·
]
, (2.14)
where χ is the U(1)G Nambu-Goldstone boson and H± are real Higgs modes with
mass mH . This regime, extending inward from the W boundary of the phase diagram,
8In this and subsequent parametric estimates, we neglect the cubic coupling and sextic couplings.
For the sextic couplings this is justified by our assumption that they are small. We have dropped
-dependence purely for simplicity: taking it into account is straightforward but results in much more
cumbersome expressions.
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may be termed “Higgsed and U(1)G symmetry broken.” The discrete symmetries re-
main unbroken in the same manner as in region SE. Regardless of the sign of m20,
the neutral scalar φ0 acquires a non-zero vacuum expectation value whose phase, 2χ,
is set by the phase of the Higgs condensate. As m20 is varied from large positive to
large negative values, the magnitude |〈φ0〉| varies from a small O(v2c m−20 ) value to
a large O(m0λ−1/20 ) value, while always remaining non-zero. Throughout this Higgs
regime monopole-instanton–antimonopole-instanton pairs become linearly confined by
magnetic flux tubes as noted earlier.
The fact that the U(1)G symmetry is spontaneously broken in this Higgs regime
means that the entire W region of parameter space with −m2c  e4 must be separated
by a phase transition from the trivially gapped region NE where m2c and m20 are large
and positive. But the pattern of global symmetry breaking throughout the W side Higgs
regime of −m2c  e4 is identical to that in region SE where m2c  e4 and −m20  λ20.
This raises the central question in this paper:
Are the Higgs and confining U(1)G-breaking regimes smoothly connected, or are
they distinct phases?
As summarized in the introduction and sketched in Fig. 1, we will find that the Higgs
and confining U(1)G-breaking regimes must be distinct phases, separated by at least
one phase transition, even though there are no distinguishing local order parameters.
Before leaving this section, we pause to consider the nature of the  → 0 limit.
Sending  → 0 is a non-generic limit of the model, as an additional global symmetry
which purely phase rotates the charged fields, φ± → eiα φ±, is present when  = 0;
we denote this symmetry as U(1)extra. The  = 0 theory has four distinct phases
distinguished by realizations of the U(1)G and U(1)extra symmetries. There is a phase
where only the U(1)extra symmetry is spontaneously broken, with one Nambu-Goldstone
boson. This phase is not present at non-zero . At  = 0, the U(1)G-broken Higgs
phase in Fig. 1 becomes a phase with two spontaneously broken continuous global
symmetries, U(1)G and U(1)extra, and has two Nambu-Goldstone bosons. This is a
distinct symmetry realization from the U(1)G-broken confining regime with only a
single Nambu-Goldstone boson implying, by the usual Landau paradigm reasoning, at
least one intervening separating phase transition.
When  is non-zero but very small compared to all other scales, there is a paramet-
rically light pseudo-Nambu-Goldstone boson with a mass mpNGB ∝
√
 in the Higgs
regime. Determining whether the U(1)G-broken Higgs and confining regimes remain
distinct for non-zero values of  is the goal of our next section in which we examine the
long-distance behavior of holonomies around vortices. In this analysis, it will be impor-
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tant that the holonomy contour radius be large compared to microscopic length scales —
which include the Compton wavelength of the pseudo-Goldstone boson, m−1pNGB. There
is non-uniformity between the large distance limit of the holonomy and the → 0 limit,
and consequently the physics of interest must be studied directly in the theory with
 6= 0.
3 Vortices and holonomies
3.1 The order parameter OΩ
Consider the portion of the phase diagram in which the U(1)G symmetry is spon-
taneously broken. Then the field φ0 has a non-vanishing expectation value and the
spectrum contains a Nambu-Goldstone boson. The Goldstone manifold has a non-
trivial first homotopy group, pi1(U(1)G) = Z. This implies that there are stable global
vortex excitations, which are particle-like excitations in two spatial dimensions. As
with vortices in superfluid films, these vortex excitations have logarithmic long range
interactions. A single vortex, in infinite space, has a logarithmically divergent long
distance contribution to its self-energy. Nevertheless, vortices are important collective
excitations and, in any sufficiently large volume, a non-zero spatial density of vortices
and antivortices will be present due to quantum and/or thermal fluctuations. From
a spacetime perspective, vortex/antivortex world lines, as they appear and annihilate,
form a collection of closed loops.
Vortex excitations may be labeled by an integer winding number w indicating the
number of times the phase of 〈φ0〉 wraps the unit circle as one encircles a vortex. More
explicitly, one may write the winding number as a contour integral of the gradient of
the phase,
w =
1
2pi
∮
C
dxµ uµ , (3.1)
with9
uµ ≡ −i∂µ (〈φ0〉/|〈φ0〉|) . (3.2)
Consider the gauge field holonomy, Ω ≡ ei
∮
C A, evaluated on some large circular
contour C surrounding a vortex of non-zero winding number k, illustrated in Fig. 2,
which we denote by 〈Ω(C)〉k. Let r denote the radius of the contour C encircling
the vortex. We are interested in the phase of the holonomy, but as the size of the
contour C grows, short distance quantum fluctuations will cause the magnitude of the
expectation 〈Ω(C)〉k to decrease (with at least exponential perimeter-law decrease). To
9Using the language of a superfluid, uµ is the superfluid flow velocity, and the winding number w
is the quantized circulation around a vortex.
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CFigure 2. A contour C (red dashed curve) which links a vortex world-line (solid black curve).
Of interest is the gauge field holonomy Ω ≡ ei
∮
C A for contours C far from the vortex core.
compensate, we consider the large distance limit of a ratio of the holonomy expectation
values which do, or do not, encircle a vortex of minimal non-zero winding number,
OΩ ≡ lim
r→∞
〈Ω(C)〉1
〈Ω(C)〉 . (3.3)
Here, the numerator should be understood as an expectation value defined by a con-
strained functional integral in which there is a prescribed vortex loop of characteristic
size r and winding number 1 linked with the holonomy loop of size r, with both sizes,
and the minimal separation between the two loops, scaling together as r increases. The
denominator is the ordinary unconstrained vacuum expectation value.
The quantity OΩ measures the phase acquired by a particle with unit gauge charge
when it encircles a minimal global vortex. Or equivalently, it is the phase acquired by
a minimal global vortex when it is dragged around a particle with unit gauge charge.
Our analysis below will demonstrate that OΩ cannot be a real-analytic function of
the charged scalar mass parameter m2c/e4. We will also show that non-analyticities in
the topological order parameter OΩ are associated with genuine thermodynamic phase
transitions.
A quick sketch of the argument is as follows. Since the vacuum is invariant under
the (Z2)C charge conjugation symmetry, the denominator of OΩ must be real and at
sufficiently weak coupling is easily seen to be positive.10 In the constrained expectation
10One may equally well appeal to reflection symmetry, as this reverses the orientation of a reflection
symmetric contour like a circle, and hence maps the holonomy on a circular contour to its complex
conjugate. This alternative will be relevant for our later discussion in Sec. 4 of dense QCD and related
models with non-zero chemical potential, where charge conjugation symmetry is explicitly broken by
the chemical potential but the ground state remains invariant under reflections.
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value in the numerator of OΩ, the (Z2)C symmetry is explicitly broken by the unit-
circulation condition that enters the definition of 〈Ω(C)〉1. But the unit-circulation
condition does not break (Z2)F permutation symmetry (2.6), which also flips the sign
of the gauge field.11 Therefore the numerator of OΩ must be invariant under (Z2)F,
and hence real. We will see below that it is negative deep in the Higgs regime, but is
positive deep in the U(1)G-broken confining regime. In the large-r limit defining our
vortex observable OΩ, the magnitudes of the holonomy expectations in numerator and
denominator will be identical. Hence, our vortex observable OΩ obeys
OΩ =
{
−1 , U(1)G-broken Higgs regime;
+1 , U(1)G-broken confining regime,
(3.4)
and therefore cannot be analytic as a function of m2c/e4.
In the remainder of this section we support the above claims. We study the prop-
erties of vortices in the Higgs and confining U(1)G-broken regimes in Secs. 3.2 and 3.3,
respectively. Then in Sec. 3.4 we show that non-analyticities in our topological order
parameter are associated with genuine thermodynamic phase transitions. Finally, in
Sec. 3.5 we extend the treatment and consider the effects of perturbations which ex-
plicitly break the (Z2)F symmetry. We find that OΩ remains a non-analytic function of
the charged scalar mass parameter(s) even in the presence of such perturbations. This
shows that the phase transition line separating the Higgs and confining U(1)G-broken
regimes is robust against sufficiently small (Z2)F-breaking perturbations.
3.2 OΩ in the Higgs regime
We first consider OΩ deep in the Higgs regime, −m2c  e4 and, to begin, neglect quan-
tum fluctuations altogether. So the holonomy expectation values in the definition (3.3)
of OΩ just require evaluation of the holonomy in the appropriate energy-minimizing
classical field configurations.
As always, the holonomy Ω(C) is the exponential of the line integral
∮
C
A (times
i) which, in our Abelian theory, is just the magnetic flux passing through a surface
spanning the curve C. For the ordinary vacuum expectation value in the denominator
of OΩ, vacuum field configurations have everywhere vanishing magnetic field and hence
〈Ω(C)〉 = 1.
For the constrained expectation value in the numerator, one needs to understand
the form of the minimal vortex solution(s). Choose coordinates such that the vortex
11The (Z2)F symmetry cannot be spontaneously broken due to the presence of a vortex because
the vortex worldvolume is one-dimensional, and discrete symmetries cannot break spontaneously in
one spacetime dimension. (The exception to this statement involving mixed ’t Hooft anomalies [25] is
irrelevant in our case.)
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lies at the origin of space and let {r, θ} denote 2D polar coordinates. For a vortex
configuration with winding number k, the phase of the neutral scalar φ0 must wrap k
times around the unit circle as one encircles the origin.
There exist classical solutions which preserve rotation invariance, and we presume
that these rotationally invariant solutions capture the relevant global energy minima.
Such field configurations may be written in the explicit form
φ+(r, θ) = vc f+(r) e
iν+θ , φ0(r, θ) = v0 f0(r) e
ikθ , (3.5a)
φ−(r, θ) = vc f−(r) eiν−θ , Aθ(r) =
Φh(r)
2pir
. (3.5b)
Here v0 and vc are the magnitudes of the vacuum expectation values of φ0 and φ±,
determined by minimizing the potential terms in the action. The angular wavenumbers
ν+, ν−, and k must be integers to have single valued configurations and k, by definition,
is the winding number of the vortex configuration. For non-zero values of k and ν± the
radial functions f0(r) and f±(r) interpolate between 0 at the origin and 1 at infinity.
Similarly, to minimize energy the gauge field must approach a pure gauge form at large
distance, implying that h(r) may also be taken to interpolate between 0 and 1 as r goes
from the origin to infinity. The associated magnetic field is
B(r) =
(rAθ(r))
′
r
=
Φh′(r)
2pir
. (3.6)
The gauge field in ansatz (3.5) is written in a form which makes the coefficient Φ equal
to the total magnetic flux,
ΦB ≡
∫
d2x B = 2pi
∫ ∞
0
r dr B(r) = Φ
∫ ∞
0
dr h′(r) = Φ . (3.7)
To avoid having an energy which diverges linearly with volume (relative to the
vacuum), the phases of φ0, φ+ and φ− must be correlated in a fashion which minimizes
the cubic term in the action. Below we will suppose that the coefficient of the cubic
term  > 0, but essentially the same formulas would result if  < 0. (The singular
point  = 0 must be handled separately, see the discussion at the end of Sec. 2.3.)
Minimizing the cubic term in the action forces the product φ0 φ+ φ− to be real and
positive, implying that
ν+ = n− k , ν− = −n , (3.8)
for some integer n.
After imposing condition (3.8), there remains a logarithmic dependence on the
spatial volume caused by the scalar kinetic terms which, due to the angular phase
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variation of the scalar fields, generate energy densities falling as 1/r2. Explicitly, this
long-distance energy density is
E(r) = v
2
c
r2
[(
n− k − Φ
2pi
)2
+
(
−n+ Φ
2pi
)2]
+
v20 k
2
r2
+O(r−4) . (3.9)
Minimizing this IR energy density, for given values of k and n, determines the magnetic
flux Φ, leading to
ΦB = Φ = (2n− k) pi , (3.10)
and an IR energy density E(r) = (1
2
v2c + v
2
0) k
2/r2 +O(r−4).
The explicit form of the radial functions is determined by minimizing the remaining
IR finite contributions to the energy. These consist of the magnetic field energy and
short distance corrections to the scalar field kinetic and potential terms, all of which
are concentrated in the vortex core region. Semi-explicitly,
E = 2pi
∫
r dr
[
h′(r)2
8e2r2
(2n−k)2 + v
2
c f+(r)
2
4r2
[(2n−k)(1−h(r))− k]2
+
v20 k
2f0(r)
2
r2
+
v2c f−(r)
2
4r2
[(2n−k)(1−h(r)) + k]2
+ v2c
[
f ′+(r)
2 + f ′−(r)
2
]
+ v20f
′
0(r)
2 + (potential terms)
]
. (3.11)
Minimizing this energy leads to straightforward but unsightly ordinary differential
equations which determine the precise form of the radial profile functions, see Ap-
pendix A. Qualitatively, the gauge field radial function h(r) approaches its asymptotic
value of one exponentially fast on the length scale min(m−1A , m˜
−1), where mA = 2evc
and m˜2 ≡ 4λcv2c + 2v0. The scalar field profile functions f0(r) and f±(r) approach
their asymptotic large r values with 1/r2 corrections on the length scales set by the
corresponding masses m0 and mc.
For a given non-zero winding number k, the above procedure generates an infinite
sequence of vortex solutions distinguished by the value of n, or more physically by the
quantized value of the magnetic flux (3.10) carried in the vortex core. The minimal
energy vortex, for a given winding number, is the one which minimizes this flux. For
even winding numbers, this is n = k/2 and vanishing magnetic flux. In such solutions,
the phases of the two charged scalar fields are identical with ν± = −k/2.
For odd winding number k there are two degenerate solutions with n = (k ± 1)/2
and magnetic flux Φ = ±pi. In these solutions, the charged scalar fields have differing
phase windings with ν+ = −(k ∓ 1)/2 and ν− = −(k ± 1)/2. For minimal |k| = 1
– 16 –
Figure 3. There are four distinct minimal energy vortex solutions, with winding number
k = ±1 and magnetic flux Φ = ±pi. The (Z2)F and (Z2)C discrete symmetries relate these
vortices as shown.
vortices, one of the charged scalars has a constant phase with no winding, while the
other charged scalar has a phase opposite that of φ0.
The gauge field holonomy surrounding a vortex, far from its core, is simply ±1
depending on whether the magnetic flux is an even or odd multiple of pi and this, in
turn, merely depends on whether the vortex winding number k is even or odd,
〈Ω(C)〉k = eiΦ = (−1)k . (3.12)
The net result is that there are four different minimal energy vortex solutions,
illustrated in Fig. 3, having (k,Φ) = (1, pi), (1,−pi), (−1, pi), and (−1,−pi). As indicated
in the figure, the (Z2)F symmetry interchanges vortices with identical winding number
and opposite values of magnetic flux, while the (Z2)C symmetry interchanges vortices
with opposite values of both winding number and magnetic flux. Therefore, all these
vortices have identical energies. For our purposes, the key result is that the long
distance holonomy is the same for all minimal vortices, namely 〈Ω(C)〉k=±1 = −1.
Consequently, we find
OΩ = −1 at tree-level. (3.13)
We now consider the effects of quantum fluctuations on this result. Using standard
effective field theory (EFT) reasoning, as one integrates out fluctuations below the UV
scale ΛUV, the action (2.4) will receive scale-dependent corrections which (a) renormal-
ize the coefficients of operators appearing in the action (2.4), and (b) induce additional
operators of increasing dimension consistent with the symmetries of the theory. But
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the result (3.13) follows directly from the leading long-distance form (3.9) of the en-
ergy density whose minimum fixes the vortex magnetic flux equal to ±pi for minimal
winding vortices. Because this 1/r2 energy density leads to a total energy which is
logarithmically sensitive to the spatial volume, short distance IR-finite contributions
to the energy cannot affect the flux quantization condition (3.10) in the limit of large
spatial volume. Only those corrections which modify this 1/r2 long distance energy
density have the potential to change the quantization condition.
In effective field theory one expands the Wilsonian quantum effective action in
powers of fields and derivatives. Any term in the EFT action with more than two
derivatives will produce a contribution to the energy density which falls faster than 1/r2
when evaluated on a vortex configuration, and hence cannot contribute to the O(1/r2)
long distance energy density (3.9). Similarly, terms with less than two derivatives
also do not contribute to the O(1/r2) long distance energy density (3.9). Hence the
only fluctuation-induced terms that might affect the long distance vortex holonomy are
those with precisely two derivatives acting on the charged scalar fields. Consequently,
the portion of the effective action that controls holonomy expectation values around
vortices can be written in the form
Seff, U(1) holonomy =
∫
d3x
{
f1(φ0, φ+, φ−)
(|Dµφ+|2 + |Dµφ−|2)
+ f2(φ0, φ+, φ−) [φ0 (Dµφ+)(Dµφ−) + h.c.]
}
, (3.14)
with coefficient functions f1, f2 depending on the fields φ0, φ± (but not their derivatives)
in U(1)G and (Z2)F invariant combinations. In typical EFT applications one would
expand these coefficient functions in a power series (or transseries12) but we have no
need to do so. The f1 term represents wavefunction renormalizations which simply
modify the overall normalizations in the energy density (3.9), and have no effect on the
flux quantization condition (3.10). The f2 term produces a 1/r2 contribution to the
energy density of the form
f2 [φ0(Dµφ+)(D
µφ−) + h.c.] ∝ v0 v
2
c
r2
(
n− k − Φ
2pi
)(
−n+ Φ
2pi
)
, (3.15)
but the extremum of this term (with respect to Φ) lies at exactly the same point,
Φ = (2n−k)pi, identified in the tree-level analysis. In other words, fluctuation-induced
corrections to the effective actions have no effect on the flux quantization condition
(3.10).
12For a concrete example of the use of transseries expansions in EFT see, e.g., the review [26]
discussing the Euler-Heisenberg effective action for quantum electrodynamics.
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This shows that the minimal vortex expectation value 〈Ω(C)〉1 at large distance
remains real and negative to all orders in perturbation theory, provided that the fluc-
tuations are not so large that they completely destroy the Higgs phase. The size
of quantum fluctuations in this model is controlled by the dimensionless parameter
e2/mA = O(eλ1/2c /|mc|) = O(e2/|mc|), where we have assumed λ1/2c ∼ 1/3 ∼ e and
g0, gc  1 for simplicity, and hence this conclusion about a negative value of 〈Ω(C)〉1
holds exactly whenever m2c/e4 is sufficiently negative to put the theory into the Higgs
phase.
As discussed earlier, quantum fluctuations do suppress the magnitude of holonomy
expectation values leading to perimeter law exponential decay. By construction, this
size dependence cancels in our ratio OΩ = 〈Ω(C)〉1/〈Ω(C)〉. Unbroken (Z2)F symmetry
(or (Z2)C, or reflection symmetry) in the vacuum state guarantees that the ordinary
expectation value 〈Ω(C)〉 in the denominator is real. It is easy to check that it is positive
at tree level, and sufficiently small quantum fluctuations cannot make it negative. So
OΩ is determined by the phase of the vortex state holonomy expectation value in the
numerator. The net result from this argument is that within the Higgs phase,
Higgs phase: OΩ = −1 , (3.16)
holds precisely. The next subsection gives useful alternative perspectives on the same
conclusion.
3.2.1 Vortex junctions, monopoles, and vortex flux quantization
In the preceding section we analyzed the physics of vortices using effective field theory
in the bulk 3-dimensional spacetime. This analysis showed that the minimal energy
vortices carry quantized magnetic flux ±pi, and the phase of the holonomy around
vortices is quantized, leading to result (3.16). We now reconsider the same physical
questions from the perspective of an effective field theory defined on the vortex world-
line. This will lead to a discussion of vortex junctions, their interpretation as magnetic
monopoles, a connection between vortex flux quantization and Dirac charge quantiza-
tion, and finally to distinct logically independent arguments for the result (3.16).
The (0+1) dimensional effective field theory describing fluctuations of a vortex
worldline includes two gapless modes arising from the translational moduli representing
the spatial position of the vortex. The vortex effective field theory must include an
additional real scalar field which may be chosen to equal the magnetic flux Φ carried
by a vortex configuration. This field will serve as a coordinate along field configuration
paths which interpolate between distinct vortex solutions. The field Φ appears in the
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1D worldline EFT in the form
Svortex EFT =
∫
dt
[
cK (∂tΦ)
2 + cV V (Φ)
]
+ · · · . (3.17)
Here t is a coordinate running along the vortex worldline, Φ is dimensionless, cK and
cV are low-energy constants with dimensions of inverse energy and energy, respectively,
and the ellipsis represents terms with additional derivatives or couplings to other fields
on the worldline.
The potential V (Φ) in expression (3.17) obeys two important constraints. First,
since (Z2)F symmetry acts on Φ by Φ→ −Φ, V (Φ) is an even function. Second, Dirac
charge quantization in the underlying bulk quantum field theory further constrains the
possible minima of V (Φ). To see this, suppose that V (Φ) has a minimum at Φ = Φmin 6=
0. Since V (Φ) is an even function, it must also have a distinct minimum at Φ = −Φmin.
For generic values of the microscopic parameters, the potential V is finite for all finite
values of Φ. This means that there exists a solution to the equation of motion for Φ in
which Φ interpolates between −Φmin and Φmin as the worldline coordinate t runs from
−∞ to +∞. This tunneling event has finite action.13 What is its interpretation in bulk
spacetime? It has unit U(1)G circulation at all times, but also possesses a “junction”
at some finite time where the magnetic flux changes sign. The magnetic flux through
a 2-sphere surrounding the junction is Φmin − (−Φmin) = 2Φmin. Comparing this to
the Dirac charge quantization condition in (2.2) implies that Φmin ∈ piZ.14 This means
that unbroken (Z2)F symmetry and Dirac charge quantization together imply vortex
flux quantization.
In the preceding section, we saw that in the Higgs phase minimal-energy unit-
circulation vortices carry magnetic flux ±pi at tree-level. The vortex flux quantization
argument in the paragraph above implies that quantum corrections cannot change
this result, again leading to result (3.16). We also learn that a junction between two
minimal-energy unit-circulation vortices with flux pi and −pi can be interpreted as a
magnetic monopole carrying the minimal 2pi flux consistent with Dirac charge quanti-
zation, as illustrated in Fig. 4. This is the Higgs phase version of a single monopole-
instanton, discussed earlier, when the φ0 condensate has unit winding.
As noted earlier near the end of Sec. 2, Higgs phase monopole–antimonopole pairs
are connected by magnetic flux tubes (which can break at sufficiently large separation
13Since the tunneling event can be interpreted as a monopole-instanton, the value of its action
depends on the UV completion of our compact Abelian gauge theory. Appendix B describes an
explicit SU(2) gauge theory which reduces to our U(1) gauge theory at long distances, and where
SI ∼ mW /e2 with mW the W -boson mass.
14If (Z2)F symmetry is explicitly broken, Dirac charge quantization alone leads to the conclusion
that any two distinct minima Φ1,Φ2 of V (Φ) must satisfy Φ1 − Φ2 ∈ 2piZ.
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Figure 4. A junction between the two minimal energy unit-winding vortex worldlines is a
magnetic monopole with flux 2pi.
due to monopole–antimonopole pair creation). This is true in the absence of any vor-
tices carrying unit U(1)G winding. But in the presence of a unit circulation vortex,
a monopole–antimonopole pair can bind to the vortex, with the monopole and anti-
monopole then free to separate arbitrarily along the vortex worldline.15 This is illus-
trated in Fig. 5. To see this, note that for fixed separation L between monopole and an-
timonopole, the action will be lowered if the monopole and antimonopole move onto the
vortex line, provided they are oriented such that adding the monopole–antimonopole
flux tube to the vortex magnetic flux has the effect of merely flipping the sign of vor-
tex magnetic flux on a portion of its worldline. This eliminates the cost in action of
the length L flux tube initially connecting the monopole and antimonopole. As noted
above, the (Z2)F symmetry guarantees that the vortex action per unit length is inde-
pendent of the sign of the magnetic flux. Once the monopole and antimonopole are
bound to the vortex worldline, there is no longer any cost in action (neglecting ex-
ponentially falling short distance effects) to separate the monopole and antimonopole
arbitrarily. In summary, the monopole–antimonopole string tension vanishes on the
vortex, and magnetic monopoles are deconfined on minimal Higgs phase vortices.16
One can also regard the monopole–antimonopole pair as an instanton–antiinstanton
15Deconfinement of magnetic monopoles on both local and semilocal vortices with and without
supersymmetry has been extensively studied previously. In our model the vortices are global but the
monopole deconfinement mechanism described here is essentially identical to previous discussions in,
for example, Refs. [27–35].
16Provided monopoles and antimonopoles alternate along the vortex worldline. There is a direct
parallel between this phenomenon and charge deconfinement in 2D Abelian gauge theories at θ = pi,
see for example Refs. [36–42].
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Figure 5. Monopole–antimonopole pairs with minimal magnetic flux 2pi are confined in
bulk spacetime, but such pairs are attracted to the worldline of a minimal global vortex where
they become deconfined.
pair in the worldline EFT (3.17).17 We now argue that this perspective leads to yet
another derivation of the result (3.16). The existence of degenerate global minima with
flux ±Φmin means that the (Z2)F symmetry is spontaneously broken on the worldline
to all orders in perturbation theory. But non-perturbatively, the finite-action worldline
instantons connecting these minima will proliferate and restore the (Z2)F symmetry.
As is familiar from double-well quantum mechanics, the unique minimal energy vortex
state will be a symmetric linear combination of Φmin and −Φmin configurations.
From our previous two arguments we know that Φmin = pi, so that both of these
vortex configurations have the same −1 long distance holonomy, and none of this non-
perturbative physics has any effect on the validity of the result (3.16) regarding Higgs
phase vortices. But suppose that we did not already know that Φmin = pi. The existence
of finite-action tunneling events connecting the two Φ minima directly implies that the
minimal energy vortex state with a given winding number is unique and invariant under
(Z2)F. Unbroken (Z2)F symmetry in turn implies that the holonomy expectation value
in the minimal vortex state is purely real. Therefore, on symmetry grounds alone, our
observable OΩ is quantized to be either +1 or −1. Our analysis in the weakly coupled
regime serves to establish that in the Higgs phase the value is −1, and we again arrive
at result (3.16).
3.3 OΩ in the U(1)G-broken confining regime
We now turn to a consideration of holonomies around vortices in the U(1)G-broken
confining phase. Once again, it is useful to consider the appropriate effective field
17The deconfinement of magnetic monopoles on unit-circulation vortices corresponds to the fact that
the separation of an instanton–antiinstanton pair is a quasi-zero mode.
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theory deep in this regime, near the SE corner of the phase diagram of Fig. 1.
Suppose that m2c  e4. Given the scale separation, it is useful to to integrate out
the charged fields. The resulting effective action retains the gauge field and neutral
scalar φ0 and has the form
Seff =
∫
d3x
[
1
4e2
F 2µν + Vm(σ) + |∂µφ0|2 + V (|φ0|) +
a
m2c
|φ0|2F 2µν + · · ·
]
, (3.18)
where the ellipsis denotes higher dimension terms involving additional powers of fields
and derivatives. The dimension five term shown explicitly, with coefficient a, is the
lowest dimension operator coupling the gauge and neutral scalar fields. This term
describes “Raleigh scattering” processes in which photons scatter off fluctuations in the
magnitude of φ0. Within this EFT, the (Z2)F symmetry simply flips the sign of the
gauge field and hence forbids all terms involving odd powers of the gauge field strength.
When m20 is sufficiently negative so that the U(1)G symmetry is spontaneously
broken and φ0 condenses, the leading effect of the |φ0|2F 2 coupling is merely to shift
the value of the gauge coupling by an amount depending on the condensate v0 ≡ 〈φ0〉,
1
e2
→ 1
e′ 2
≡ 1
e2
+
4a |v0|2
m2c
. (3.19)
This is a small shift of relative size O(e4/m2c) within the domain of validity of this
effective description. The (Z2)F symmetry (or parity) guarantees that the neutral scalar
condensate cannot source the gauge field strength, so the magnetic field B ≡ 1
2
ijF
ij
(i, j = 1, 2) must have vanishing expectation value.
Within this U(1)G broken phase, there are vortex configurations in which the con-
densate 〈φ0〉 has a phase which winds around the vortex, while its magnitude decreases
in the vortex core, vanishing at the vortex center. As far as the gauge field is concerned,
one sees from the effective action (3.18) that the only effect this has is to modulate
the gauge coupling, effectively undoing the shift (3.19) in the vortex core. But such
coupling renormalizations, or dielectric effects, do not change the fact that the effective
action is an even function of magnetic field which is minimized at B = 0. In other
words, even in the presence of vortices, the neutral scalar field does not source a mag-
netic field. And consequently, both the vacuum state and minimal energy vortex states
are invariant under the (Z2)F symmetry.
Once again, invariance of the both the vacuum and vortex states under the (Z2)F
symmetry implies that holonomy expectation values in both states are real, and hence
our observable OΩ must be either +1 or −1. The Abelian gauge field holonomy is, of
course, nothing but the exponential of the magnetic flux, Ω(C) = ei
∮
C A = ei
∫
S B = eiΦB
(with contour C the boundary of disk S). The above EFT discussion shows that deep in
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the confining U(1)G-broken phase the influence of a vortex on the magnetic field is tiny
and hence 〈Ω(C)〉1 is positive, implying that OΩ = +1. And once again, by analyticity,
this result must hold throughout the confining U(1)G-broken phase. In summary,
U(1)G-broken confining phase: OΩ = +1 , (3.20)
is an exact result within this phase.
3.4 Higgs-confinement phase transition
We have seen that OΩ has constant magnitude but changes sign between the Higgs and
confining, U(1)G-broken regimes; it cannot be a real-analytic function of m2c . Hence,
there must be at least one phase transition as a function ofm2c . A single phase transition
would be associated with an abrupt jump of OΩ from −1 to 1 at some critical value of
m2c . If instead OΩ equals −1 for charged mass-squared below some value, m2c < (m2c)A,
equals +1 above a different value (m2c)B < m2c , and continuously interpolates from
−1 to +1 in the intervening interval (m2c)A < m2c < (m2c)B, this would indicate the
presence of two phase transitions bounding an intermediate phase in which the (Z2)F
symmetry is spontaneously broken. (This follows since, as discussed above, unbroken
(Z2)F symmetry implies that OΩ must equal ±1.)
In much of parameter space, phase transitions in our model occur at strong coupling
and are not amenable to analytic treatment. But the theory becomes weakly coupled
when the masses |m2c | and |m0|2 are sufficiently large. Specifically, we will assume that
the dimensionful couplings |λc|, |λ0| and e2 are all small relative to the masses |mc| and
|m0|, the cubic coupling obeys   min(|mc|3/2, |m0|3/2), and the sextic couplings are
small, gc, g0  1. If a first order transition lies within this region, then simple analytic
arguments suffice to identify and locate the transition.
A first-order transition involving a complex scalar φ with U(1) symmetry requires
multiple local minima in the effective potential viewed as a function of |φ|. In four
dimensions, a renormalizable scalar potential is quartic and, as a function of |φ|, has at
most a single local minimum. So to find a first-order phase transition in a weakly cou-
pled four-dimensional U(1) invariant scalar theory one must either be abnormally sen-
sitive to higher order non-renormalizable terms (and thus probing cutoff-scale physics),
or else reliant on a one-loop or higher order calculation producing non-analytic terms
like |φ|2 log |φ|. This is illustrated by the classic Coleman and Weinberg analysis [43].
But in three spacetime dimensions, renormalizable scalar potentials are sextic, and U(1)
invariant sextic potentials can easily have multiple local minima. Consequently, a tree-
level analysis can suffice to demonstrate the existence of a first-order phase transition,
in a renormalizable theory, without any need to consider higher-order corrections.
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Figure 6. Contour plots of the tree-level scalar effective potential at three different values of
m2c in the vicinity of the first-order Higgs-confinement phase transition. We have used gauge
and global symmetries to choose the phases of the scalar fields such that the potential can be
interpreted as a function of φc ≡ φ+ and φ0, with φ− = |φ+|. We have set m20 = −200 e4,
 = 40 e3, λc = λ0 = −5 e2, and gc = g0 = 0.04. Decreasing values of the scalar potential are
colored with darker colors, and global minima are marked with red dots. Note that the global
minimum is degenerate when m2c ≈ 360 e4, and the location of the global minimum jumps
as m2c crosses this value, from a point where the charged fields are condensed to one where
they are not condensed. This shows the presence of a strong first-order Higgs-confinement
phase transition, with the U(1)G global symmetry spontaneously broken on both sides of the
transition.
Let us see how this works in our model. Consider the region where m20, λc, and
λ0 are all negative. For simplicity, let us also suppose that e2  |λc|, |λ0|, and  
e3  min(|mc|3/2, |m0|3/2). In Fig. 6 we show contour plots of the scalar potential as a
function of φc ≡ φ+ and φ0, with φ− = |φ+|, as m2c/e4 is varied. The figure shows that
the potential has multiple local minima with relative ordering that changes as m2e/e4
is varied with all other parameters held fixed. With the parameter choices given in the
caption of Fig. 6, the figure shows the existence of a strong first-order phase transition
between U(1)G-broken confining and U(1)G-broken Higgs states in the regime where
m20/e
4 is large and negative and m2c/e4 is large and positive. Correspondingly, the
change in the derivative of the energy density with respect to the charged scalar mass
squared in units of e2, e−2∆(∂E/∂m2c), is large across the transition. For the parameter
values used in Fig. 6 one finds e−2∆(∂E/∂m2c) = 2∆φ2c/e2 ≈ 127  1. This behavior
is generic. The effective masses (i.e., curvatures of the potential) at the minima are
comparable to the input mass parameters, so there are no near-critical fluctuations and
the phase transition is reliably established at weak coupling.
Finally, the analysis of the previous subsections shows that our vortex holonomy or-
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der parameter OΩ changes sign across this phase transition, confirming that the abrupt
change in this “topological” order parameter is associated with a genuine thermody-
namic phase transition.
As one moves into the interior of the (m20,m2c) phase diagram, out of the weakly-
coupled periphery, we certainly expect this direct correlation between a jump in our
vortex order parameter and a thermodynamic phase transition to persist. But one
may contemplate whether this association could cease to apply at some point in the
interior of the U(1)G spontaneously broken domain. In general, a line of first order
phase transitions which is not associated with any change in symmetry realization can
have a critical endpoint (as seen in the phase diagram of water). Could our model have
such a critical endpoint, beyond which the first order transition becomes a smooth
cross-over as probed by any local observable? If so, there would necessarily remain
some continuation of the phase transition line across which our topological observable
OΩ continues to flip sign, but all local observables remain smooth. Is this possible?
The answer is no. The magnetic flux carried by vortices can change in steps of 2pi
due to alternating monopole-instanton fluctuations appearing along the vortex world-
line, but such processes do not affect the sign of the holonomy around a vortex. At
the transition between the Higgs and confining phases the magnetic flux carried by
minimal-winding vortices changes by pi (modulo 2pi). Such a sudden change in the
vortex magnetic flux will surely imply non-analyticity in the IR-finite core energy of
a vortex, or equivalently the vortex fugacity. Whenever the U(1)G symmetry is spon-
taneously broken, the equilibrium state of the system will contain a non-zero density
of vortices and antivortices due to quantum fluctuations. If the minimal vortex energy
is non-analytic this will in turn induce non-analyticity in the true ground state energy
density. (This argument ceases to apply only when the vortex density reaches the point
where vortices condense, thereby restoring the U(1)G symmetry.) In other words, our
vortex holonomy observable functions as a useful order parameter, identifying thermo-
dynamically distinct gapless phases.
This concludes our argument for the necessity of at least one phase transition curve
separating the SE and W regions of Fig. 1.
3.5 Explicit breaking of flavor permutation symmetry
We now generalize our model to include operators which break the (Z2)F symmetry
explicitly. The simplest such term is just a mass perturbation giving the two charged
fields φ+ and φ− distinct masses m+ and m−. Let
m2avg ≡
1
2
(m2+ +m
2
−) , ∆ ≡
1
e4
(m2+ −m2−) , (3.21)
– 26 –
denote the average mass squared and a measure of their difference, respectively. We
will examine the dependence of physics on m2avg/e4 with ∆ > 0 held fixed.
If ∆ is sufficiently large then there are two seemingly different regimes where no
global symmetries are spontaneously broken: one where no scalar fields are condensed,
and another where only φ− is condensed. The latter regime is not a distinct phase
as condensation of the charged field φ−, by itself, does not imply a non-vanishing
expectation value of any physical order parameter. In fact, these two regimes are
smoothly connected to each other and are trivial in the sense that they have a mass
gap and a vacuum state which is invariant under all global symmetries.
The more interesting regimes of the model are those with spontaneously broken
U(1)G symmetry. The cubic term in the action φ0φ+φ−+h.c. ensures that there is no
regime where φ0 and only one of the two charged fields are condensed. Hence we only
need to consider two regimes with spontaneously broken U(1)G symmetry: one where
all scalar fields are condensed, another where only the neutral scalar φ0 is condensed.
3.5.1 Higgs regime
Consider the Higgs regime where −m2avg  e4 and all scalars are condensed. The
tree-level long-distance energy density that determines the holonomy around a U(1)G
vortex of winding number k is given by an obvious generalization of Eq. (3.9),
E(r) = v
2
+
r2
(
n− k − Φ
2pi
)2
+
v2−
r2
(
−n+ Φ
2pi
)2
+
v20 k
2
r2
+O(r−4) . (3.22)
Due to the explicit breaking of (Z2)F, the magnitudes of the charged scalar expectation
values v+ and v− are no longer equal; let us denote their average by vavg. For given
values of k and n, minimizing the above energy density yields
Φ =
(
2n− k v
2
+
v2avg
)
pi, (3.23)
and E =
(
1
2
v2+v
2
−
v2avg
+ v20
)
k2/r2 + O(r−4). Due to the explicit breaking of (Z2)F, there
are no longer two degenerate minimal-winding vortices at tree-level. Suppose v2− <
v2+ without loss of generality. Then the unique minimal energy unit-winding vortex
(corresponding to k = 1, n = 1) carries magnetic flux
Φ =
v2−
v2avg
pi , (3.24)
which is no longer quantized in units of pi. This means that the holonomy encircling a
vortex, 〈Ω(C)〉1 = eiΦ, is no longer real.
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The ordinary holonomy expectation value in the denominator of OΩ necessarily
remains real and positive due to the continuing presence of unbroken (Z2)C symmetry.
Consequently, in this tree-level analysis, our nonlocal order parameter OΩ is a non-
trivial phase which differs from both −1 and +1. Small quantum corrections cannot
bring the vortex magnetic flux (3.24) to 0, so this conclusion must hold generically
throughout the phase which extends inward from the weakly coupled regime. In par-
ticular,
Higgs phase without (Z2)F symmetry: OΩ 6= 1 . (3.25)
Following the analysis in the next subsection, we will see that one can actually interpret
the condition (3.25) as a gauge-invariant criterion defining the Higgs phase.
3.5.2 U(1)G-broken confining regime
Now consider the regime where neither charged scalar field is condensed. When m2avg
is large (compared to other scales) one may integrate out both charged fields and the
effective description of the theory is given by Eq. (3.18), with mc now defined as the
mass of the lightest charged field, mc = min(m+,m−), plus additional higher dimension
operators which are no longer forbidden by the (Z2)F symmetry. Writing out the lowest
dimension such term explicitly, we have
Seff =
∫
d3x
[
1
4e2
F 2µν + Vm(σ) + |∂µφ0|2 + V (|φ0|) +
a
m2c
|φ0|2F 2µν +
b
m2c
SµνF
µν + · · ·
]
,
(3.26)
where the “polarization” Sµν ≡ i2
[
(∂µφ
†
0)(∂νφ0)− (∂νφ†0)(∂µφ0)
]
. To examine the effect
of this new dimension-5 (Z2)F-odd term S · F in the presence of vortices, it will prove
helpful to integrate by parts and rewrite it as direct coupling between the gauge field
and a current,
∫
d3xAµJ
µ
eff , with the current built out of gradients of the neutral scalar
φ0,
Jµeff =
2b
m2c
∂νS
µν . (3.27)
This current is automatically conserved, ∂µJµeff = 0, as required by gauge invariance.
18
18Alternatively, one might be tempted to eliminate this term, which induces mixing between Sµν and
Fµν , by making a suitable redefinition of the gauge field. But for our purposes such a field redefinition
is unhelpful as it complicates the evaluation of holonomies, effectively introducing a current-current
interaction between the U(1)G current and the current associated with a heavy electrically-charged
probe particle used to measure the holonomy.
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Now consider the minimal vortex configuration where the neutral scalar has a
spatially varying magnitude and phase, φ0 = v0 f0(r) eiθ. This induces a non-zero
antisymmetric Sµν with
Srθ = v
2
0
f0(r)f
′
0(r)
r
. (3.28)
This polarization is localized on the vortex core (with an O(r−4) power-law tail). The
associated current Jµeff has an azimuthal component, J
θ
eff(r) = 2b v
2
0 ∂r
[
f0(r)f
′
0(r)/r
]
.
As in any solenoid, this current sources a magnetic field which is also localized within
the vortex core, i.e., r . |m0|−1, up to an O(r−4) tail.
What does all of this mean for holonomies around vortices? There are several
distinct physical length scales in the U(1)G-broken confining phase. Recall that the
non-perturbative monopole-instanton induced contribution to the action depends on the
classical action SI of a monopole-instanton and the scale µUV which is set by the inverse
length scale of the monopole core, Smonopole =
∫
d3xVm(σ) = −
∫
d3xµ3UV e
−SI cos(σ).
This term is responsible for linear confinement with a string tension T ∼ e2mγ ∼√
e2µ3UV e
−SI/2. Suppose that T 1/2  mc, as is the case in the weakly coupled portion
of the phase. The possibility of charged scalar pair production implies that sufficiently
long strings can break. The string-breaking length,
Lbr ≡ 2mc/T , (3.29)
characterizes the length scale beyond which string-breaking effects cannot be neglected.
Hence, linear confinement and area law behavior for Wilson loops only holds for inter-
mediate distance scales between T−1/2 and Lbr.
For our purposes, the quantity of primary interest is the holonomy for a circular
contour around a vortex when the contour radius r exceeds the largest intrinsic scale
of the theory, r  Lbr. However, let us work up to this case by considering holonomies
calculated on circles of progressively increasing size.
Consider a circular contour C with a unit-winding φ0 vortex at its center. To
begin, suppose that the radius r of the contour C is large compared to the coherence
length ξ ∼ 1/|m0| but small compared to T−1/2, the inverse dual photon mass. Then
confinement and monopole effects can be ignored, and a calculation of the magnetic
flux using Eqs. (3.26)–(3.28) gives
〈Ω(C)〉1 = e−2pirµ′ eiΦ , ξ  r  T−1/2 , (3.30)
where µ′ is a scheme dependent renormalization scale and the flux is given by
Φ = 2pib
(e v0
m
)2
. (3.31)
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So, for contours encircling vortices in this “inner” distance regime (but still far outside
the vortex core), we find that
〈Ω(C)〉1
〈Ω(C)〉 = e
iΦ , ξ  r  T−1/2 . (3.32)
Next, suppose that the contour radius satisfies T−1/2  r  Lbr. The dual photon
mass term is important in this regime. To compute the behavior of the Wilson loop,
we recall the usual prescription of Abelian duality, see e.g. Ref. [22, 44]: an electric
Wilson loop along a contour C maps to a configuration of the dual photon with a 2pi
monodromy on curves that link C. A very large Wilson loop in the x-y plane can be
described by a configuration of σ which, well inside the loop, is purely t-dependent,
with σ vanishing as t→ ±∞ while having a 2pi-discontinuity at t = 0. In the Abelian
dual description, the effective action (3.26) then takes the form
Seff =
∫
d3x
[
|∂φ0|2 + V (|φ0|) + e
2
8pi2
(∂σ)2
(
1− 4a e
2
m2c
|φ0|2
)
− µ3UV e−SI cos(σ)
+
ib e2
2pim2
µνρ Sµν ∂ρσ + · · ·
]
. (3.33)
On the vortex configuration, the final b term becomes
ib e2
2pim2
µνα Sµν ∂ασ =
ib
pi
(ev0
m
)2 f0(r)f ′0(r)
r
∂tσ . (3.34)
Since the vortex configuration is time-independent, the integral of this term only re-
ceives a contribution from the 2pi discontinuity in σ at t = 0. Evaluating the effective
action (3.33) on this solution gives a result for the holonomy expectation value of
〈Ω(C)〉1 = e−2pirµ′e−Tpir2eiΦ , T−1/2  r  Lbr , (3.35)
showing area-law decrease in magnitude together with the same phase (3.31) appearing
in smaller holonomy loops. Of course, without a vortex the b term vanishes and the
holonomy expectation shows pure area-law decrease with no phase,
〈Ω(C)〉 = e−2pirµ′e−Tpir2 , T−1/2  r  Lbr . (3.36)
Consequently, for this “intermediate” range of circle sizes we again find
〈Ω(C)〉1
〈Ω(C)〉 = e
iΦ , T−1/2  r  Lbr . (3.37)
Now we are finally ready to consider the most interesting regime of holonomy
contours, those with r  Lbr. First, consider the unconstrained vacuum expectation
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value. Due to the presence of heavy dynamical charged excitations, Wilson loop ex-
pectation values contain a sum of area-law and perimeter-law contributions, but the
perimeter-law contribution dominates in the long-distance regime,
〈Ω(C)〉 = e−2pirµ′(e−Tpir2 + e−2pirmc) ∼ e−2pir(mc+µ′) , Lbr  r , (3.38)
(Here, irrelevant prefactors are neglected.) Physically, this Wilson loop expectation
describes a process where a unit test charge and anticharge are inserted at some point,
separated, and then recombined after following semicircular worldlines (in Euclidean
space) forming two halves of the contour C. The second perimeter-law term arises from
contributions in which dynamical charges of massmc are pair-created and dress the test
charge and anticharge to create two bound gauge-neutral “mesons”. These mesons have
physical size of order `meson ∼ min(T−1/2, (e2mc)−1/2), and experience no long range
interactions.19 Once the loop size exceeds Lbr, pair creation of dynamical charges of
mass mc and the associated meson formation becomes the dominant process.
Finally, suppose that this very large contour C encircles a minimal vortex. Then
the area-law contribution to the holonomy expectation acquires the phase Φ, in exactly
the same manner described above. In contrast, the perimeter-law contribution arises
from fluctuations of the charged fields within distances of order of `meson from any
point on the contour C. The amplitude for such screening fluctuations, and consequent
meson formation, must be completely insensitive to the presence of a vortex very far
away at the center of the loop. Consequently, in the presence of a vortex the two
different contributions to the holonomy expectation value have different phases,
〈Ω(C)〉1 = e−2pirµ′
(
e−Tpir
2
eiΦ + e−2pirmc
)
. (3.39)
Once again, in the long distance regime, r  Lbr the string-breaking or perimeter-law
term dominates.
Combining the vortex holonomy expectation (3.39) with the vacuum expectation
(3.38), we find that their ratio, in the long distance regime, equals 1 up to exponentially
small corrections,
〈Ω(C)〉1
〈Ω(C)〉 = 1 +O
(
e−Tpir
2(1−Lbr/r) (eiΦ − 1) ) . (3.40)
Hence, the large r limit defining our vortex observable OΩ exists and yields the simple
result:
U(1)G-broken confining phase without (Z2)F symmetry: OΩ = +1 . (3.41)
19When mc  T 1/2/e2 the dressed test charges are analogous to charmed B mesons in QCD, and
can be described as 2+1D Coulomb bound states, see e.g. Ref. [45].
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Being strictly constant (i.e., with no dependence whatsoever on microscopic param-
eters), this result must hold exactly throughout the phase connected to the weakly-
coupled confining U(1)G-broken regime. Any deviation from OΩ = +1 must signal a
phase transition.
3.5.3 Summary
Let us take stock of what we have learned about the relation between the Higgs and
confining U(1)G-broken regimes in the absence of the (Z2)F symmetry. So long as the
U(1)G global symmetry is spontaneously broken, there is no way to distinguish the
Higgs and confining regimes within the Landau paradigm using local order parameters.
But our vortex holonomy order parameter does distinguish them! Consider the theory
with large positive m2avg, in its regime where U(1)G is spontaneously broken due to the
dynamics of the neutral scalar sector, and imagine progressively decreasing m2avg/e4.
Initially, for large positive m2avg/e4, the gauge field holonomy calculated on arbitrarily
large circles around U(1)G vortices is trivial, dominated by perimeter-law contributions,
and our order parameter OΩ = +1. But oncem2avg/e4 decreases sufficiently, the charged
scalars condense. Then the holonomy around vortices acquires a non-trivial phase, with
OΩ first deviating from 1 at some critical value of m2avg/e4. The same reasoning as in
Sec. 3.4 implies that this non-analytic behavior in OΩ must also signal a genuine phase
transition.
4 QCD and the hypothesis of quark-hadron continuity
A central topic in strong interaction physics is understanding the phase structure of
QCD as a function of baryon number density, or equivalently as a function of the chemi-
cal potential µB associated with the U(1)B baryon number symmetry. (For reviews see,
for example, Refs. [23, 46].) At low (nuclear) densities, or small µB, it is natural to de-
scribe the physics in terms of nucleons, while at large µB a description in terms of quark
matter is appropriate thanks to asymptotic freedom. Are “confined” nuclear matter and
“deconfined” quark matter sharply distinct phases of matter, necessarily separated by
at least one phase transition, or might they be smoothly connected, similar to the gas
and liquid phases of water?
Following Schäfer and Wilczek [21], we focus on the behavior of QCD with three
flavors of quarks having a common mass mq, so that there is a vector-like SU(3) flavor
symmetry. We ignore the weak, electromagnetic, and gravitational interactions. Some
readers may wonder why it is especially interesting to consider the limit of QCD with
SU(3) flavor symmetry. Physically there are, of course, six quark flavors in the Standard
Model. But the three heaviest quark flavors (charm, bottom and top) are so heavy that
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it is an excellent approximation to ignore them entirely when considering the possible
continuity between nuclear matter and quark matter. The three lightest quark flavors
(up, down and strange) have distinct masses in nature, so there is no exact global
SU(3) symmetry acting on the light quark fields. However, in practice the strength of
SU(3) flavor symmetry breaking is not terribly large, since none of the three lightest
quarks are heavy compared to the strong scale ΛQCD. So one motivation to study the
SU(3) flavor symmetric limit of QCD is that the physics is simplest in this limit, and
at the same time it is a useful starting point for much phenomenology.
There is also a more theoretical justification for focusing on the SU(3) flavor sym-
metric limit. Suppose that the up and down quarks are approximately degenerate in
mass, but SU(3) flavor symmetry is broken because the strange quark is heavier, as
is the case in nature. In dense QCD, the effective strength of SU(3)-flavor breaking
effects due to unequal quark masses depends on the mass differences relative to µB. At
sufficiently large µB, or high density, SU(3) flavor breaking effects are negligible and
one is always in the so-called CFL regime, described below. However, when the strange
quark mass is made large enough compared to the light quark mass scale, one can show
reliably that at intermediate values of µB the theory lies in a different regime called
2SC. The 2SC regime is known to be separated by phase transitions from both nuclear
matter and high density CFL regimes, because the realizations of global symmetries in
the 2SC phase differ from those in both confined nuclear matter and the CFL phase
[23, 47]. The open issue is to understand what happens to the phase structure of QCD
near the SU(3) flavor limit.
Let us briefly review what is known about the behavior of the SU(3) flavor sym-
metric QCD as a function of µB. There is a critical value of µB, which we denote by
µsatB , at which the baryon number density nB jumps from zero to a finite value known
as the nuclear saturation density, nsatB .20 For µB above but close to µsatB , the ground
state of QCD may be thought of as modestly compressed nuclear matter, by which we
mean that a description in terms of interacting nucleon quasiparticles is useful. It is
believed that U(1)B is spontaneously broken for any µB > µsatB due to condensation of
dibaryons, so SU(3)-symmetric nuclear matter is a superfluid (see, e.g., Refs. [48, 49]).
In real nuclear matter neutron pairs condense, while in SU(3) symmetric QCD it is
flavor singlet H-dibaryons which condense. Nuclear matter should be regarded as a
“confined phase” of QCD, with quark confinement defined in the same heuristic fash-
ion as at zero density. (The infamous difficulties of making the notion of confinement
precise in theories like QCD are reviewed in, e.g., Ref. [50].)
In contrast, when µB  µsatB it becomes natural to describe the system in terms of
20For physical values of quark masses, nsatB ∼ 0.17 fm−3 and µsatB ∼ 920MeV.
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interacting quarks rather than interacting nucleons. Cold high density quark matter
is known to feature “color superconductivity.” Attractive gluon mediated interactions
between quarks near the Fermi surface lead to quark pairing and condensation, analo-
gous to phonon-induced Cooper pairing of electrons in conventional superconductors.
The condensing diquarks in SU(3) flavor-symmetric three-color QCD have the quan-
tum numbers of color-antifundamental scalar fields with charge 2/3 under U(1)B. The
condensation of these diquark fields spontaneously breaks U(1)B to Z2. At the same
time, the color SU(3) gauge group is completely Higgsed, while the flavor SU(3) sym-
metry is unbroken. The unbroken symmetry transformations consist of common global
SU(3) rotations in color and flavor space, and as a result the high density regime of
three-flavor QCD is called the “color-flavor-locked” (CFL) phase. The term “color su-
perconductivity” for this phase is something of a misnomer as there are no physically
observable macroscopic persistent currents or related phenomena analogous to those
present in real superconductors. It is far better to think of this phase as a baryon
superfluid in which the SU(3) gauge field is fully Higgsed.
Consequently, as µB is increased from µsatB to values that are very large compared
to max(ΛQCD,mq), the ground state of flavor symmetric QCD evolves from a confining
regime with spontaneously broken baryon number symmetry to a Higgs regime which
also has spontaneously broken U(1)B. The realization of all conventional global sym-
metries is identical between the low and high density regimes. One may also confirm
that ‘t Hooft anomalies match and the pattern of low energy excitations in the different
regimes may be smoothly connected [21, 51, 52].
So a natural question is whether there is a phase transition between the nuclear
matter and quark matter regimes of flavor-symmetric QCD [21]. If one can argue
that such a phase transition is required, then “confined” nuclear matter and “Higgsed”
or “deconfined” quark matter become sharply distinct phases of QCD, and one would
obtain some insight into the meaning of the loosely defined term “confinement” in QCD.
This question was the subject of the well-known conjecture by Schäfer and Wilczek
[21]. Based on the matching symmetry realizations and other points noted above, they
argued that no phase transition is required between the Higgsed (quark matter) and
confined (nuclear matter) regimes of SU(3) flavor symmetric QCD, a conjecture known
as “quark-hadron continuity.” It should be noted that this conjecture is more general
than its name suggests. The arguments in favor of this conjecture do not rely on the
existence of fermionic fundamental representation matter fields, and apply just as well
to gauge theories with fundamental scalar fields and analogous symmetry structures.
The Schäfer-Wilczek conjecture can be summarized as the statement that if one con-
siders a gauge theory with gauge group G, fundamental representation matter, a U(1)
global symmetry, and parameters that allow one to interpolate between a “confining”
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regime where the U(1) global symmetry is spontaneously broken, and a regime where
the gauge group G is completely Higgsed and the U(1) global symmetry is also spon-
taneously broken, then these regimes are smoothly connected (i.e., portions of a single
phase) at zero temperature.21
Apart from its intrinsic theoretical interest, the status of quark-hadron continuity
is also of experimental interest, at least to the extent that the flavor symmetric limit
of QCD is a decent approximation to QCD with physical quark masses. If phase
transitions between nuclear matter and quark matter do occur, then the interiors of
neutron stars may reach densities where the equation of state and transport properties
are strongly affected by such transitions, leading to signatures that might be detectable
via multi-messenger observations of neutron stars [53–67].
4.1 Status of the Schäfer-Wilczek conjecture
In the two decades since Shäfer and Wilczek hypothesized quark-hadron continuity in
flavor symmetric QCD, based on compatible symmetry realizations and other necessary
but not sufficient correspondences, their conjecture has reached the status of a highly
plausible folk theorem. The expectation of quark-hadron continuity has been used as
the starting point for a large number of further conjectures and developments, see e.g.,
Refs. [62, 68–82].
Recently, however, three of the present authors argued that a change in particle-
vortex statistics between the Higgs regime (quark matter) and the confined regime
(nuclear matter) should be interpreted as compelling evidence for invalidity of the
Schäfer-Wilczek conjecture [20].22 We showed that color holonomies around minimal
circulation U(1)B vortices have non-trivial phases of ±2pi/3 in high density quark mat-
ter, noted that these holonomies should have vanishing phases in the nuclear matter
regime, and used this sharp change in the physics of topological excitations to argue
that the nuclear matter and quark matter regimes of dense QCD will be separated by
a phase transition.
Subsequent work by other authors [73, 87] offered some objections to the arguments
in our Ref. [20]. Let us address these objections, starting with Ref. [73] by Hirono and
Tanizaki. Changes in particle-vortex statistics are a commonly used diagnostic for
phase transitions in gapped phases of matter, see e.g., Refs. [88, 89]. In gapped phases,
changes in particle-vortex statistics are connected to changes in intrinsic topological
order, which in turn can be related to changes in the realization of higher-form global
21This may sound similar to the Fradkin-Shenker theorem [2] but, as discussed in the introduction,
the Fradkin-Shenker theorem does not apply in situations where the Higgs field is charged under global
symmetries, while the Schäfer-Wilczek conjecture concerns precisely such situations.
22For other examinations of vortices in dense quark matter, see also Refs. [31, 32, 83–86].
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symmetries [16]. Reference [73] tacitly assumed that these statements also hold in gap-
less systems, and misinterpreted our work [20] as proposing that the zero temperature
high density phase of QCD is topologically ordered. Reference [73] then argued that
this is not the case by discussing the realization of a putative low-energy “emergent”
higher-form symmetry in a gauge-fixed version of Nc = 3 Yang-Mills theory coupled to
fundamental Higgs scalar fields. Besides relying on a non-manifestly gauge invariant
approximate description to suggest some higher form symmetry, this discussion missed
the central points of Ref. [20] for two reasons. First, Ref. [20] already explicitly em-
phasized that the CFL phase of QCD is not topologically ordered according to the
standard definition of that term, so arguing that the CFL phase does not have topo-
logical order in no way contradicts the analysis of Ref. [20]. Second, while Ref. [73]
agreed with us that in the flavor-symmetric limit, CFL quark matter features non-
trivial color holonomies around U(1)B vortices, it did not address the key question of
how this could be consistent with the expected behavior of color holonomies in the
nuclear matter regime. Without addressing this crucial question, one cannot conclude
that quark-hadron continuity remains a viable scenario in QCD.
Reference [87] by Alford, Baym, Fukushima, Hatsuda and Tachibana accepted the
main result of Ref. [20], namely that in the flavor-symmetric limit color holonomies
around vortices take sharply different values in the nuclear matter and quark matter
phases. These authors then considered (straight) minimal-circulation vortices in a
setting where the density varies along the direction of a vortex. Ref. [87] invoked
the center-vortex model of confinement [50] to argue that it is not necessary for a
“boojum” (i.e., a junction or special defect at points where vortices pass through the
interface between distinct superfluid phases) to form on the interface between quark
and hadron regimes. Along the way, Ref. [87] assumed that such a boojum should
involve three quark-phase vortices joining together at the interface (perhaps inspired
by similar conjectures in Refs. [83, 85]), and argued that this is not necessary because
color flux is screened in the nuclear matter regime. But there is no reason for a boojum
at the interface between quark matter and nuclear matter to necessarily involve multiple
vortices joining together.23 Instead, given the behavior of the holonomies, it is entirely
consistent for the interface to be a genuine boundary between distinct thermodynamic
phases, with minimal-energy boojums involving just one minimal circulation vortex on
either side.
In our view, the key limitations of our work in Ref. [20] were that we could not
23For example, one can consider a gedanken situation involving a rotating bucket of density stratified
quark/nuclear matter when the quantized superfluid circulation equals unity on every cross-section
of the bucket. There must then be a single minimal circulation vortex threading both phases and
crossing the interface between them.
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explicitly compute expectation values of color holonomies in the superfluid nuclear
matter regime and demonstrate that they have trivial phases, nor could we give a
proof that a change in the behavior of gauge field holonomies around vortices must
be associated with a bulk thermodynamic phase transition. (Although we did give
physical arguments for this which we believe are convincing.)
In the preceding sections of the present paper, we have analyzed a 3D model which
was deliberately constructed to be analogous to dense QCD, and to which Schäfer and
Wilczek’s continuity conjecture applies and predicts that no phase transition separates
the U(1)G-broken Higgs and confining regimes. This allowed us to examine both of these
earlier limitations in the context of this instructive model, and find that continuity does
not hold. The Higgs and confining U(1)G-broken regimes of the 3D theory are distinct
phases of matter characterized by a novel order parameter.
4.2 Higgs versus confinement in 4D gauge theory
In earlier sections we focused on our 3D Abelian model because this provided the
simplest setting in which to examine the issue of Higgs-confinement continuity within
superfluid (or spontaneously broken U(1)) phases, with good theoretical control in
both regimes. It is, of course, of interest to understand how the relevant physics might
change when one turns to 4D gauge theories which are more QCD-like.
To that end, we now consider an SU(3) gauge theory coupled to three antifunda-
mental representation scalar fields, as well as an additional gauge-neutral complex scalar
field φ0. We will build a model with SU(3) flavor symmetry, and write the charged
scalar fields as a 3× 3 matrix Φ which transforms in the bifundamental representation
of SU(3)flavor × SU(3)gauge,
Φ→ F ΦC† , F ∈ SU(3)flavor, C ∈ SU(3)gauge . (4.1)
We also assume the theory has a U(1) global symmetry, which acts as
U(1)G : Φ→ e2iα/3 Φ, φ0 → e2iα φ0 , (4.2)
and assume that there exist (or could exist) heavy ‘baryon’ test particles with unit
charge under the U(1)G global symmetry. Since U(1)G phase rotations which lie within
Z3 coincide with the action of SU(3) gauge transformations, the faithfully acting U(1)
global symmetry is U(1)G/Z3.
The action defining this model is given by
S =
∫
d4x
[
1
2g2
trF 2µν + tr (DµΦ)
†DµΦ + |∂µφ0|2 +m2Φ trΦ†Φ +m20 |φ0|2
+ λ0|φ0|4 + λΦ tr (Φ†Φ)2 +  (φ†0 det Φ + h.c) + · · ·
]
. (4.3)
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As usual, DµΦ = ∂µΦ + iΦAµ is the covariant derivative in the antifundamental rep-
resentation, and the ellipsis denotes possible further scalar self-interactions which are
invariant under the chosen symmetries. The field strength Fµν ≡ F aµνta, with Hermitian
SU(3) generators satisfying tr tatb = 1
2
δab.
This 4D model is very similar to the scalar part of the effective field theory that
describes high-density three-color QCD in the CFL quark matter regime [23], with
U(1)G/Z3 playing the role of U(1)B in QCD. The matrix-valued scalar Φ represents
three color-antifundamental diquark fields, so that det Φ has the quantum numbers of
flavor-singlet dibaryons, which are condensed in both the CFL phase and the SU(3)-
symmetric nuclear matter phases. Due to the  coupling between the gauge-neutral
scalar φ0 and det Φ, one can think of φ†0 as a (dynamical) source for flavor-singlet
dibaryons. Explicitly introducing the neutral scalar φ0 allows the model (4.3) to de-
scribe both the Higgs regime and a regime where dibaryons are light, but the gauge
and charged scalar fields can be integrated out.
Of course, the effective action for dense QCD in the CFL regime is rotation-
invariant but not Lorentz invariant, and also includes heavy fermionic excitations, in
contrast to the purely bosonic Lorentz-invariant theory defined by Eq. (4.3). These
differences are not relevant to our discussion, and we expect the phase structure of
the model (4.3) to mimic the phase structure of QCD with approximate SU(3) flavor
symmetry.
Consider the Higgs regime of the model (4.3) where (in gauge-fixed language) Φ
has an expectation value of color-flavor locked form, 〈Φ〉 = vΦ 13, and there is a residual
unbroken SU(3)global symmetry acting as Φ → UΦU †, with U ∈ SU(3). The U(1)G
global symmetry is spontaneously broken implying, as always, the existence of vortex
topological excitations. To describe a straight “superfluid” vortex, using cylindrical
coordinates with r = 0 at the center of the vortex, one may fix a gauge in which the
vortex configuration has Φ diagonal and Aµ taking values in the Cartan subalgebra,
φ0(r, θ) = v0 f0(r) e
ikθ , (4.4a)
Φ(r, θ) = vΦ diag
(
f1(r) e
i(n+k)θ, f2(r) e
i(m−n)θ, f3(r) e−imθ
)
, (4.4b)
Aθ(r) =
a h8(r)
2pir
t8 +
b h3(r)
2pir
t3 . (4.4c)
Here k,m, n ∈ Z, with k the vortex winding number, t8 ≡ 12√3 diag(1, 1,−2) and
t3 ≡ 12 diag(1,−1, 0) are the usual diagonal SU(3) generator matrices, and the radial
profile functions {fi} and {hi} approach 1 as r → ∞. Minimizing the long-distance
energy density of the vortex configuration determines the gauge field asymptotics. One
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finds,
a = − 2pi√
3
(k + 3m) , b = −2pi(k + 2n−m) . (4.5)
The minimal energy vortex with unit circulation (k = 1) corresponds to n = m = 0
(with physically equivalent forms related by Weyl reflections), in which case
a = − 2pi√
3
, b = −2pi , (4.6)
and
Φ(r, θ) = vΦ diag
(
f(r) eiθ, g(r), g(r)
)
, Aθ(r) =
h(r)
3r
diag(−2, 1, 1) . (4.7)
Here, we have set f1(r) = f(r), f2(r) = f3(r) = g(r), and h3(r) = h8(r) = h(r).
The minimal-energy vortex configuration (4.7) preserves an SU(2) × U(1) symmetry
(cf., Ref. [90]). Hence, these minimal energy unit-winding vortices have zero modes
associated with the moduli space
SU(3)
SU(2)× U(1) = CP
2 . (4.8)
Consequently, the worldsheet effective field theory for a vortex contains a CP2 non-
linear sigma model [32, 34, 91]. But the CP2 model in two spacetime dimensions (with
vanishing topological angle θ) has a mass gap and a unique ground state angle, see
e.g., Refs. [92, 93]. So, despite the appearance of the classical configuration (4.4), the
SU(3)global symmetry is unbroken both in the vacuum and in the presence of vortices.
Now consider the behavior of our vortex holonomy order parameter in this theory.
The gauge field holonomy is now a path-ordered exponential around some contour C,
Ω(C) ≡ P(ei
∫
C A), and defines an SU(3) group element. The natural non-Abelian
version of our vortex order parameter involves gauge invariant traces of holonomies,
OΩ ≡ lim
r→∞
〈trΩ(C)〉1
〈trΩ(C)〉 , (4.9)
where in the numerator the circular contour C encircles a minimal vortex in the same
direction as the circulation of the U(1)G current.24 Both expectations in the ratio
(4.9) have perimeter-law dependence on the size of the contour C arising from quan-
tum fluctuations on scales small compared to r, but this geometric factor cancels by
construction in the ratio. Unbroken charge conjugation symmetry implies that the de-
nominator is real, and it must be positive throughout any phase connected to a weakly
24Once again, the numerator is defined by a constrained functional integral with a prescribed vortex
world-sheet, with the size of that world-sheet and the minimal separation between the vortex world-
sheet and the holonomy contour C scaling together as the contour radius r increases.
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coupled regime. So as in our earlier Abelian model, the behavior of OΩ is determined
by the phase of the vortex expectation value in the numerator.
A trivial calculation (identical to that in Ref. [20]) shows that at tree-level, far
from the vortex,
1
3
〈trΩ(C)〉tree1 = e2pii/3 . (4.10)
demonstrating that OΩ = e2pii/3 at tree-level. An effective field theory argument, anal-
ogous to that given in section 3.2 (see also Appendix B), shows that this result is
unchanged when quantum fluctuations are taken into account, as long as they are not
so large as to restore the spontaneously broken U(1)G symmetry. To see this, consider
the form of the effective action generated by integrating out fluctuations on scales small
compared to r. Only terms in the effective action with two derivatives acting on the
charged scalar field Φ can contribute to the O(1/r2) holonomy-dependent part of the
energy density, and hence affect the gauge field asymptotics (4.6) which determines the
expectation value of holonomies far from the vortex core. Consequently, the portion of
the effective action which controls the holonomy expectation value far from a vortex
may be written in the form
Seff, SU(3) holonomy =
∫
d4x
{
Tr
[
f1(Φ, φ0)(DµΦ)
†f2(Φ, φ0)(DµΦ)
]
+ Tr
[
f3(Φ, φ0)Φ
†(DµΦ)
]
Tr
[
f4(Φ, φ0)(DµΦ)
†Φ
]
+
[
ABCIJK φ
†
0 f5(Φ, φ0)
I
A(DµΦ)
J
B(D
µΦ)KC + (h.c.)
]}
, (4.11)
where A,B,C are color indices and I, J,K denote flavor. The five coefficient functions
{fi} depend on the fields φ0 and Φ, but not on their derivatives, only in combinations
which are are invariant under U(1)G. The functions f1, f3 and f4 are a color adjoint
and flavor singlet (like Φ†Φ), f2 is color singlet and flavor adjoint (like ΦΦ†), while f5
is antifundamental in color and fundamental in flavor (like Φ itself). Plugging in the
configuration (4.4), one can easily verify that the second line of (4.11) is independent
of a, b while the terms in both first and third lines of (4.11) have extrema, with respect
to the asymptotic gauge field coefficients a and b, at the same location (4.6) regardless
of the form of the functions {fi}. Therefore small quantum corrections do not perturb
the gauge field asymptotics far from a vortex, and hence cannot shift the phase of the
vortex holonomy expectation 〈trΩ(C)〉1 away from 2pi/3. Hence, we learn that
U(1)G-broken Higgs phase: OΩ = e2pii/3 , (4.12)
holds exactly throughout the phase connected to the weakly coupled Higgs regime.
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Alternatively, when m2Φ & Λ2, with Λ the strong dynamics scale of the theory,
we can recycle the arguments of Sec. 3.5 to understand the behavior of OΩ. In this
regime, due to the presence of heavy dynamical charged excitations, the expectation
values of large fundamental representation Wilson loops are (exponentially) dominated
by a perimeter-law contribution. Physically, a Wilson loop describes a process where
a fundamental representation test particle and antiparticle are inserted at some point,
separated and then recombined as they traverse the contour C. The perimeter law
behavior arises from configurations in which dynamical fundamental representation
excitations of mass mΦ are pair-created and dress the test charge and anticharge to
create two bound gauge-neutral “mesons.” These mesons have physical size of order
`meson ∼ min (Λ−1, (αsmΦ)−1), and experience no long range interactions. Once the
Wilson loop size exceeds the string breaking scale∼ 2mΦ/Λ2, pair creation of dynamical
charges of mass mΦ and the associated meson formation becomes the dominant process
contributing to fundamental Wilson loop expectation values.
The perimeter law contribution to large fundamental representation Wilson loop
expectation values arises from fluctuations of the gauge-charged fields within distances
of order of `meson from any point on the contour C. The amplitude for such screening
fluctuations, and consequent meson formation, must be completely insensitive to the
presence of a vortex very far away at the center of the loop. This means that the
holonomy expectations in the numerator and denominator of the vortex observable
(4.9) will be identical (up to exponentially small corrections vanishing as r → ∞),
leading to the conclusion that
U(1)G-broken confining phase: OΩ = 1 . (4.13)
Once again, the differing results (4.12) and (4.13), each strictly constant within their
respective domains, implies that OΩ cannot be a real-analytic function ofm2Φ. Adapting
the arguments in Sec. 3.4 regarding the impact of abrupt changes in the properties of
vortex loops on the ground state energy, we see that OΩ functions as an order parameter
that distinguishes the U(1)G-broken Higgs and U(1)G-broken confining phases of this
four-dimensional SU(3) gauge theory with SU(3) flavor symmetry.25
25Further evidence that changes in our non-local order parameter signal genuine phase transitions
in non-Abelian gauge theories may be gained by considering other calculable examples. One such case
is described in Appendix B. A different example which is closer to the model discussed in this section
consists of a version of the theory (4.3) in three spacetime dimensions, with gauge group SU(2) and
two flavors of SU(2) antifundamental scalar fields, with a global flavor symmetry containing an SU(2)
factor. Generalizing the analysis in Sec. 3.4 to this non-Abelian model, we have checked that there
is a set of parameters (essentially identical to the ones in Sec. 3.4) for which the phase transition
between the U(1)G-broken confining and Higgs regimes is strongly first-order as a function of the
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Finally, if the SU(3) flavor symmetry of this theory is explicitly broken by a small
perturbation, a simple generalization of the analysis leading to the gauge field asymp-
totics (4.7) implies that the phase of OΩ will now deviate slightly from 2pi/3. But in
the U(1)G-broken confined phase, OΩ remains exactly 1 due to the confinement and
string breaking effects discussed above. This implies that the U(1)G-broken Higgs and
U(1)G-broken confining regimes of our 4D SU(3) scalar theory (4.3) must remain sepa-
rated by a quantum phase transition even when the SU(3) flavor symmetry is explicitly
broken. Most importantly, essentially the same argument applies to dense QCD.
Before leaving this section, we note that one may consider our original 3D model
(2.4), or the 4D non-Abelian generalization (4.3), with the addition of a non-zero chemi-
cal potential for the U(1)G symmetry. Such a chemical potential explicitly breaks charge
conjugation symmetry, just like the baryon chemical potential in dense QCD. In our
earlier discussion we used unbroken charge conjugation symmetry to conclude that the
ground state expectation value of the holonomy must be real. But, as noted in footnote
10, for a reflection-symmetric holonomy contour (such as a circle), reflection symme-
try is an equally good substitute. Consequently, all of our arguments demonstrating
that the phase of the holonomy encircling a vortex at large distance serves as an order
parameter distinguishing “confining” and “Higgs” superfluid phases go through without
modification in the presence of a non-zero chemical potential.
In summary, we have shown that consideration of our new order parameter implies
that there is a phase transition between nuclear matter and quark matter in dense
QCD near the SU(3) flavor limit. This means that the confining nuclear matter regime
of QCD (at least with approximate SU(3) flavor symmetry) has a sharp definition as
a phase of QCD where the expectation values of color holonomies around superfluid
vortices are positive, while quark matter — a Higgs regime — can be defined as the
phase of QCD where these holonomy expectation values become complex. Given the
notorious difficulties in giving a sharp definition for confining and Higgs regimes in
gauge theories with fundamental representation matter (see Ref. [50] for a review),
this is a satisfying result in the theory of strong interactions. Our results are also
encouraging for observational searches for evidence of quark matter cores in neutron
stars, see e.g. Refs. [53–67], because our results imply that hadronic matter and quark
matter must be separated by a phase transition as a function of density.
mass of the antifundamental scalars. The fact that the transition is strongly first-order allows the
existence of the phase transition to be reliably established despite the fact that the gauge sector is
strongly coupled within the U(1)G-broken confining phase. It is easy to check in this example that our
vortex observable OΩ jumps from +1 to −1 across the transition, and serves as an order parameter
distinguishing distinct phases, even when the transition is no longer strongly first-order. Finally, it is
easy to check that these statements generalize to N = Nf > 2 gauge theories.
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5 Conclusion
We have explored the phase structure of gauge theories with fundamental representa-
tion matter fields and a U(1) global symmetry. Motivated by the physics of dense QCD,
we considered both Higgs and confining portions of the phase diagram in which the
U(1) global symmetry is spontaneously broken, and hence the theory is gapless due to
the presence of a Nambu-Goldstone boson. These two regimes cannot be distinguished
by conventional local order parameters probing global symmetry realizations, nor do
they naturally fit into more modern classification schemes based on topological order
and related concepts. Nevertheless, using a novel vortex order parameter introduced
in Sec. 3, we found that U(1)-broken confining and Higgs regimes are sharply distinct
phases of matter necessarily separated by at least one phase transition in parameter
space, as illustrated in Fig. 1. In Secs. 2 and 3 (and Appendix B) we examined in-
structive parity-invariant Abelian (and non-Abelian) gauge theories in three spacetime
dimensions illustrating this physics. Then in Sec. 4 we considered related theories with
a U(1) global symmetry in four spacetime dimensions, and explained how our consid-
erations serve to rule out the Schäfer-Wilczek conjecture of quark-hadron continuity in
cold dense QCD.
Why are these results interesting? First, we have added to the toolkit of techniques
for diagnosing phase transitions in gauge theories, and shown that it predicts previ-
ously unexpected phase transitions in theories with fundamental representation matter
fields. Second, our analysis implies a phase transition between quark matter and nu-
clear matter in dense QCD near the SU(3) flavor limit, with possible implications for
observable properties of neutron stars. Third, our analysis provides a sharp distinction
between a confined nuclear matter regime of QCD and dense quark matter. In other
words, it provides sharp answers to some basic questions about strong dynamics:
• “What is the confined phase of QCD?” Our work shows that this question has a
sharp answer when the U(1)B baryon number symmetry is spontaneously broken.
The confined phase of QCD with spontaneously broken U(1)B symmetry can be
defined as the phase of QCD where the expectation values of color holonomies
around minimal-circulation superfluid vortices are positive.
• “What is cold quark matter?” Our analysis shows that cold quark matter can be
defined as the phase of QCD where the expectation values of color holonomies
around minimal-circulation superfluid vortices have non-vanishing phases.
Our results raise a number of other interesting questions that we hope can be addressed
in future work. These include:
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• What is the nature of the point in Fig. 1 where the three different phase transition
curves intersect?
• What can be said in general about the order of the phase transition(s) separating
U(1)-broken confining and Higgs phases in the theories we have considered? As
discussed in Sec. 3.4, for some ranges of parameters there is a single first order
phase transition. Is this always the case, or is there a range of parameters where
the transition becomes second-order? How does the answer depend on the space-
time dimension? These issues are of more than just theoretical interest, because
the properties of the nuclear to quark matter phase transition(s) in dense QCD
can have observational impacts for the physics of neutron stars.
• Relatedly, when the transition is first order what is the physics on an interface
separating coexisting phases? This is also directly connected to potential neutron
star phenomenology.
• What happens to the phase structure of the class of theories we have considered,
in both three and four spacetime dimensions, at non-zero temperature?
• How should the modern classification of the phases of matter be generalized when
considering transitions between gapless regimes? Is there a natural embedding
of the constructions in this paper into some more general framework? In Ap-
pendix C we gauge the U(1)G symmetry of our 3D Abelian model and show
that the resulting gapped theory (which flows to TQFTs at long distances) has a
phase transition analogous to the Higgs-confinement phase transition studied in
the body in the paper. But we also argue that, by itself, this cannot be used to
infer the existence of a phase transition in the original model with a global U(1)G
symmetry.
• Can our construction be generalized to gauge theories where the U(1)G global
symmetry is explicitly broken to a discrete subgroup Zk? Such theories would
contain domain walls, and the behavior of gauge field holonomies around domain
wall junctions could be used to identify phase transitions.
• Are there condensed matter systems which realize the physics of U(1)-broken
Higgs-confinement phase transitions?
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A Higgs phase vortex profile functions
Recall that the vortex configuration in our 3D model has the form given by Eqs. (3.5)
and (3.8), repeated here:
φ0 = v0 f0(r) e
ikθ, φ+ = vc f+(r) e
i(n−k)θ, φ− = vc f−(r) e−inθ, Aθ =
Φh(r)
2pir
,
(A.1)
with the radial profile functions h, f±, and f0 all approaching 1 as r → ∞. The
equation of motion for the gauge field profile h(r) is
Φ
2pi
(
d2h
dr2
− 1
r
dh
dr
)
= −2e2v2c
[(
n− k − Φh
2pi
)
f 2+ +
(
n− Φh
2pi
)
f 2−
]
, (A.2)
while the scalar field profile functions obey[
d2f+
dr2
+
1
r
df+
dr
− f+
r2
(
n− k − Φh
2pi
)2]
= −|m2c | f+ + 2λcv2c f 3+ − v0 f−f0 , (A.3a)[
d2f−
dr2
+
1
r
df−
dr
− f−
r2
(
n− Φh
2pi
)2]
= −|m2c | f− + 2λcv2c f 3− − v0 f+f0 , (A.3b)[
d2f0
dr2
+
1
r
df0
dr
− f0
r2
(k)2
]
= −|m20| f0 + 2λ0v20 f 30 − 
v2c
v0
f+f− . (A.3c)
As discussed in section 3.2 (cf. Eq. (3.10)) the minimal energy solution has Φ = (2n−
k)pi. Inserting this value and examining the resulting large r asymptotic behavior of the
profile functions, one finds that h(r) equals 1 up to exponentially falling corrections.
This will be demonstrated below. Neglecting such exponentially small terms, the scalar
profile functions satisfy[
d2f±
dr2
+
1
r
df±
dr
− k
2
4
f±
r2
]
= −|m2c | f± + 2λcv2c f 3± − v0 f∓f0 , (A.4a)[
d2f0
dr2
+
1
r
df0
dr
− k2 f0
r2
]
= −|m20| f0 + 2λ0v20 f 30 − 
v2c
v0
f+f− . (A.4b)
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Demanding that the scalar profile functions {fi} approach 1 as r → ∞ and requiring
that the resulting right-hand sides of Eq. (A.4) vanish determines the condensate mag-
nitudes v0 and vc. One finds v2c = (|m2c | + v0)/(2λc) with v0 the positive solution of
the cubic equation
4λ0λc v
3
0 − (2λc|m20|+ 2) v0 − |m2c | = 0 . (A.5)
One may then verify that the resulting scalar profile functions have the asymptotic
forms
f±(r) = 1− `
2
c
r2
+O(r−4) , f0(r) = 1− `
2
0
r2
+O(r−4) , (A.6)
with
`2c =
k2
4v2c
6λ0v
2
0 − |m20|+ 4v0
2λc(6λ0v20 − |m20|)− 2
, `20 =
k2
4v0
+ 8λcv0
2λc(6λ0v20 − |m20|)− 2
. (A.7)
The large r power-law tails in scalar field profile functions are characteristic features
of global vortices. But since we are in a Higgs phase, the gauge field should have
exponential fall-off. To verify this, we parallel the treatment of Ref. [32] and rewrite
the coupled equations in terms of sums and differences of the charged field profiles. Let
h = 1 +H , f+ = 1 + F +
G
2
, (A.8a)
f0 = 1 + F0 , f− = 1 + F − G
2
, (A.8b)
and then linearize the field equations in the deviations F0, F , G and H. The leading
behavior of F and F0 can be read off from Eq. (A.6). The linearized equations for G
and H do not involve F or F0 and read[
d2
dr2
+
1
r
d
dr
− m˜2 − k
2
4r2
]
G =
k (2n−k)
r2
H , (A.9a)
(2n−k)
[
d2
dr2
− 1
r
d
dr
−m2A
]
H = km2AG , (A.9b)
where m2A ≡ 4e2v2c and m˜2 ≡ 4λcv2c + 2v0. Taking, for simplicity, k = n = 1, one may
check that the two independent homogeneous solutions have the asymptotic forms
GI(r) ∼ m2A (mAr)−3/2 e−mAr , HI(r) ∼ (m˜2−m2A) (mAr)1/2 e−mAr , (A.10a)
GII(r) ∼ (m˜2−m2A) (m˜r)−1/2 e−m˜r , HII(r) ∼ m2A (m˜r)−1/2 e−m˜r . (A.10b)
The most general solution is a linear combination of solutions I and II. Depending on
whether mA or m˜ is smaller, either solution I or solution II dominates at large distance.
In either case, the gauge field profile function approaches its asymptotic value far from
the vortex exponentially fast.
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B Embedding in a non-Abelian gauge theory
Consider a parity-invariant SU(2) gauge theory containing one real adjoint represen-
tation scalar field ζ, one fundamental representation scalar Φ, and one SU(2)-singlet
complex scalar field φ0. We take the action of the theory to be
S =
∫
d3x
[ 1
2g2
trF2µν + |DµΦ|2 + tr (Dµζ)2 + |∂µφ0|2 +m2Φ|Φ|2 +m20|φ0|2
+ λΦ|Φ|4 + λ0|φ0|4 + λζtr
(
ζ2−1
4
v2ζ
)2
+ ε
(
φ0 Φ
T iσ2ζΦ + h.c.
)
+ · · ·
]
, (B.1)
where the covariant derivatives DµΦ ≡ ∂µΦ − iAµΦ and Dµζ ≡ ∂µζ − i[Aµ, ζ], the
gauge field Aµ ≡ Aaµ ta, and the SU(2) generators obey tr tatb = 12δab. The couplings ε,
λΦ, λ0, and λζ are assumed real and positive, and the ellipsis stands for further scalar
potential terms consistent with the symmetries imposed below.
In addition to parity (and gauge and Euclidean invariance), we assume the theory
has a U(1)G global symmetry acting as
U(1)G : Φ→ e−iαΦ, φ0 → e2iαφ0 . (B.2)
The Z2 subgroup generated by the α = pi sign flip is part of the SU(2) gauge symmetry,
so the faithfully-acting global symmetry is U(1)G/Z2. We also assume the existence of
a discrete global symmetry we will call (Z2)F, acting as
(Z2)F :
 ζΦ
Aµ
→
−U4 ζ U
†
4
−iU4 Φ
U4Aµ U †4
 , (B.3)
where U4 ≡ ( 0 ii 0 ) ∈ SU(2). This transformation leaves the action (B.1) invariant and
acts as a Z2 symmetry on gauge invariant observables.
We consider this model when v2ζ  g2, leading to Higgsing of the SU(2) gauge
group down to a U(1) Cartan subgroup. Choosing, for convenience, a gauge where
ζ = vζσ3/2, one sees that the “color” components A1 and A2 become massive while A3µ
remains massless. Writing Φ ≡ ( φ+φ− ), the component fields φ± transform with charge
±1/2 under the unbroken U(1) gauge group. To write the resulting low energy theory,
below the scale mW ≡ gvζ , in the most convenient form let e ≡ g/2 and Aµ ≡ 12A3µ.
This makes Aµ an Abelian gauge field with coupling e interacting with fields φ± having
charges ±1. The final term in the action (B.1) with coefficient ε becomes
ε
(
φ0Φ
T iσ2ζΦ + h.c.
)
= ε φ0 (φ+, φ−)
(
0 −vζ/2
−vζ/2 0
)(
φ+
φ−
)
+ h.c.
= −εvζ (φ0φ+φ− + h.c.) , (B.4)
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after setting ζ to its expectation value. If one now identifies  ≡ εvζ and m2c ≡ m2Φ,
then the resulting low-energy description of this non-Abelian model, now involving the
fields φ±, φ0, and Aµ, precisely coincides with our original Abelian model (2.4).
Now consider the behavior of the non-Abelian model (B.1) as the mass parameters
m2Φ and m20 are varied. To begin, suppose that m2Φ  g2v2ζ , so that the fundamental
scalar field Φ is not condensed. If m20 is sufficiently negative, the neutral scalar φ0 will
condense and the U(1)G symmetry will be spontaneously broken; otherwise U(1)G will
be unbroken. In either case, the SU(2) adjoint Higgs mechanism leads to the existence
of stable finite-action monopole-instantons [94, 95] whose stability is guaranteed by
pi2(SU(2)/U(1)) = Z. The Abelian magnetic flux (defined on scales large compared to
m−1W ) through a spacetime surface M2 has an SU(2) gauge-invariant definition
ΦB(M2) ≡ 1|vζ |
∫
M2
tr (ζF) , (B.5)
where F is the two-form field strength. We have normalized the flux ΦB (not to be
confused with the field Φ) so that when written in terms of the 2-form field strength
F of the Abelian gauge field Aµ, the flux has the conventional form ΦB =
∫
M2
F . Note
that ΦB is odd under the (Z2)F global symmetry. The minimal magnetic monopole-
instantons in SU(2) gauge theory have ΦB(S2) = ±2pi, where S2 is a spacetime two-
sphere surrounding the center of the monopole-instanton. If the center of the monopole
is at r = 0, then as r →∞, then at large distance from the monopole the SU(2) gauge
field and adjoint scalar approaches the asymptotic forms
(Aµ)a → 
aµν rˆν
r
, ζa → vζ rˆa , (B.6)
in “hedgehog” gauge, with rˆµ a radial unit vector. The action of a monopole-instanton
has the form
SI =
4pivζ
g
f
(
λζ
g2
)
, (B.7)
where the dimensionless and monotonically increasing function f varies between f(0) =
1 and f(∞) = 1.787 [96–98]. The associated monopole operator, characterizing the
effect of a monopole on long distance physics, has the form eiσe−SI , with σ the mag-
netic dual of the Abelian field strength F . As discussed in section 2, these monopole-
instantons generate a potential of the form e−SI cos(σ) for the dual photon of Aµ, leading
to a mass gap for the low energy Abelian gauge field and confinement of heavy test
charges.
Alternatively, if −m2Φ  g4 then the fundamental representation scalar Φ will
condense, leading to complete Higgsing of the SU(2) gauge symmetry, along with
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spontaneous breaking of the global U(1)G symmetry, regardless of the value of m20.
Monopole-instantons are now confined by magnetic flux tubes, and have negligible ef-
fect on long distance physics. All components of the SU(2) gauge field acquire mass
via the Higgs mechanism.
The question remains: are the confining (via Polyakov mechanism) and fully Hig-
gsed regimes, both with spontaneous U(1)G-breaking, smoothly connected? All of the
analysis of section 3 generalizes in a straightforward fashion to this non-Abelian model,
and shows that the answer is no. To see this, one may consider the natural general-
ization of our previous vortex holonomy observable (3.3) which replaces the Abelian
gauge field holonomy with the trace of the non-Abelian holonomy,26
O
SU(2)
Ω ≡ limr→∞
〈trΩ(C)〉1
〈trΩ(C)〉 . (B.8)
Just as in our original Abelian model, the holonomy expectation values in numerator
and denominator will have perimeter law decay of their magnitudes, but this size de-
pendence cancels in the ratio by construction. The denominator is guaranteed to be
positive in weakly coupled regimes because charge conjugation (or reflection) symmetry
requires it to be real, it is positive at tree level, and hence small quantum corrections
cannot turn it negative. So the ratio of expectations is determined by the phase of the
vortex expectation value in the numerator.
One can easily uplift the entirety of the analysis in section 3 to this non-Abelian
setting. In the Higgs phase, a unit-winding vortex configuration has the form
Φ(r, θ) = vΦ
(
f+(r) e
i(n−1)θ
f−(r) e−inθ
)
, φ0(r, θ) = v0 f0(r) e
iθ , Aθ(r) = a h(r)
2pir
σ3
2
. (B.9)
The resulting long-distance energy density, generalizing Eq. (3.9), is
E(r) = v
2
Φ
r2
[(
n− 1− a
4pi
)2
+
(
−n+ a
4pi
)2]
+
v20 k
2
r2
+O(r−4) . (B.10)
The minimum lies at a = 2pi(2n−1), leading to the tree-level result,
1
2
〈trΩ(C)〉1 = −1 , (B.11)
26Alternatively, one might consider writing the Abelian holonomy as the exponential of the magnetic
flux through a surface spanning the holonomy contour, and then insert the definition (B.5) of the
Abelian flux in terms of the underlying non-Abelian field strength. However, this generalization is
undesirable as it converts the original line operator into a surface operator, for which one can no longer
argue that the magnitude of the expectation value, in the large r limit, must be independent of the
presence of a vortex piercing the surface. With this generalization, the ratio of vortex and ordinary
expectation values of the surface operator need not be a pure phase.
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and a phase of 〈trΩ(C)〉1, at long distance, equal to pi.
To see that the phase of 〈trΩ(C)〉1 must remain at pi even when quantum fluc-
tuations are taken into account, one can adapt the effective field theory argument at
the end of Sec. 3.2. Integrating out fluctuations generates corrections to the tree-level
effective action. The only terms in the effective action that can affect expectation
value of holonomies along contours far from the vortex core are those with exactly two
derivatives acting on Φ, because only such operators can affect the O(1/r2) holonomy-
dependent part of the energy density. Given the symmetries of our SU(2) model, all
such terms may be written in the form
Seff, SU(2) holonomy =
∫
d3x
{
DµΦ
†f1(ζ,Φ, φ0)DµΦ
+
[
φ0(DµΦ)
T iσ2 ζf2(ζ,Φ, φ0)D
µΦ + h.c.
]}
. (B.12)
The functions f1 and f2, depending on the indicated fields but not their derivatives,
must be constructed so as to be invariant under the U(1)G symmetry, transform in the
adjoint representation of the SU(2) group, and be conjugated by U4 under the (Z2)F
symmetry (B.3). Just as in Sec. 3.2, one may verify that both terms, in the presence of
a unit-winding vortex, have an extremum at the value a = 2pi(2n−1) for the asymptotic
coefficient of the gauge field. Therefore, small quantum corrections cannot shift the
phase of the holonomy and we learn that:
Higgs phase: OSU(2)Ω = −1 . (B.13)
On the other hand, in the U(1)G-broken confining regime when m2Φ  g4, one may
reapply the arguments of Sec. 3.3 to show that:
U(1)G-broken confining phase: O
SU(2)
Ω = 1 . (B.14)
So, as claimed, OSU(2)Ω serves as an order parameter that distinguishes the U(1)G-broken
confining and Higgs phases in this SU(2) gauge theory.
C U(1)× U(1) gauge theory and topological order
Gauging the global U(1)G symmetry of our model (2.4), by adding a second dynami-
cal gauge field minimally coupled to the conserved current associated with the U(1)G
symmetry, converts the model into a U(1) × U(1) gauge theory. This process has the
effect of converting the massless Nambu-Goldstone boson associated with spontaneous
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breaking of the global U(1)G symmetry into the longitudinal component of a massive
gauge field, thereby producing a mass gap in the U(1) × U(1) gauge theory. Super-
fluid systems (gapless due to global symmetry breaking) and superconducting systems
(gapped due to the Meissner effect) are related in precisely this manner.
The U(1) × U(1) gauge theory produced by gauging the U(1)G symmetry of our
model (2.4) no longer has any continuous global symmetries and is expected to have
a non-vanishing mass gap at generic points within its parameter space. This makes it
easier to analyze than the gapless models considered in the body of the paper.27 The
long-distance physics of the U(1)× U(1) gauge theory can be described by topological
quantum field theories (TQFTs) at generic points in parameter space. The phase
diagram of the U(1) × U(1) gauge theory produced by gauging the U(1)G symmetry
of our model (2.4) turns out to be very similar to the phase structure of our original
model (2.4).
Let X and Y denote the gauge fields associated each of the U(1) factors of the
gauge group, which we henceforth denote as U(1)X × U(1)Y . Let FX and FY denote
the corresponding field strengths, and eX and eY the gauge couplings of the two different
gauge fields. The charge assignments of the scalar fields are:
φ+ φ− φ0
U(1)X +1 −1 0
U(1)Y −1 −1 +2
(C.1)
We assume the standard magnetic flux quantization condition holds for both FX and
FY , ∫
S2
FX = 2pikX ,
∫
S2
FY = 2pikY , kX , kY ∈ Z , (C.2)
and assume that finite action monopole-instantons preclude the existence of any mag-
netic U(1) global symmetries. We also assume that the fundamental representation
Wilson loop operators ΩX = ei
∫
C X and ΩY = ei
∫
C Y are genuine line operators in the
sense of Ref. [15].
The action is a simple extension of the original model (2.4),
S =
∫
d3x
[
1
4e2X
F 2X +
1
4e2Y
F 2Y + |Dφ+|2 + |Dφ−|2 + |Dφ0|2 −  (φ+φ−φ0 + h.c.)
+m2+|φ+|2 +m2−|φ−|2 +m20|φ0|2 + λ+|φ+|4 + λ−|φ−|4 + λ0|φ0|4 + · · ·
+ Vm(σX) + Vm(σY )
]
. (C.3)
27We thank Z. Komargodski for urging us to pursue the calculations described in this appendix.
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The Vm(σX) and Vm(σY ) terms describe the effects of monopole-instantons for the X
and Y gauge fields, respectively. The cubic  term ensures that there is no global U(1)
symmetry despite the presence of three charged scalar fields and only two gauge bosons.
Our model enjoys Euclidean (or Lorentz) invariance, including reflection and time-
reversal symmetry. We do not assume any discrete flavor symmetry permuting the
different scalar fields, nor any symmetry interchanging the two U(1) subgroups.28 Given
the charge assignments (C.1), the Z2 transformation (−1,−1) ∈ U(1)X × U(1)Y acts
trivially on all three scalar fields φ+, φ− and φ0. Consequently, the theory has a 1-form
symmetry, which we denote by (Z2)(1)XY , which acts on topologically non-trivial Wilson
loops as:
(Z2)(1)XY : ΩX → −ΩX , ΩY → −ΩY . (C.4)
Now consider the resulting phase diagram. When all three scalars have large posi-
tive masses, they can be integrated out resulting in a pure U(1)X×U(1)Y gauge theory,
which has a mass gap and a unique vacuum thanks to the Polyakov mechanism. If only
one of the fields φ± is condensed, then there is again a mass gap and a unique vacuum
thanks to a combination of the Higgs and Polyakov mechanisms. Other portions of the
phase diagram can be mapped out by considering: (i) the regime where φ0 is condensed
but the φ± fields are not condensed, and (ii) the regime where all three scalar fields,
φ± and φ0, are condensed. So long as the cubic coupling  6= 0, there is no separate
regime where the fields φ+ and φ− are condensed, but φ0 is not. Nor is there a regime
where, e.g., φ0 and φ+ are condensed but φ− is not.
φ0 condensed phase
Suppose that the φ± fields have large positive masses, so that they may be integrated
out. The U(1)X gauge field will be gapped, as usual, thanks to the Polyakov mechanism.
Condensation of φ0 causes Higgsing of the U(1)Y gauge field, showing that this regime
is (generically) gapped. Let us call the regime where only the φ0 field is condensed the
Y regime. Despite the fact that it is gapped, the Y regime is not become completely
trivial in the deep infrared because the emergent gauge group at long distances is Z2,
and the resultant physics is described by a non-trivial topological quantum field theory
(TQFT).29
Before discussing the TQFT description, let us consider the physics of the system
through a more direct approach. After integrating out φ+ and φ−, the resulting effective
28A nearly identical model to (C.3) with a Z2 flavor permutation symmetry was studied in Ref. [99].
29See, e.g., Refs [89, 100]. Reference [16] explains that the TQFT associated with a Z2 gauge theory
can be viewed as an effective field theory describing a spontaneously broken Z2 1-form symmetry.
Here, this one-form Z2 symmetry acts by flipping the sign of ΩY .
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action is
Seff =
∫
d3x
[
1
4e2X
F 2X +
1
4e2Y
F 2Y + |Dφ0|2 + V (|φ0|)
+
cX
m2
|φ0|2F 2X +
cY
m2
|φ0|2F 2Y +
bX
m2
SµνF µνX +
bY
m2
SµνF µνY + · · ·
]
, (C.5)
wherem = min(m+,m−), Dµ ≡ ∂µ−2iYµ, and Sµν ≡ i2 [(Dµφ0)(Dνφ†0)−(Dνφ0)(Dµφ†0)].
A minimal vortex configuration has the usual form, written as
φ0(r, θ) = v0 f0(r) e
iθ , Yθ(r) = ΦY h(r)/(2pir) , (C.6)
where v0 is the φ0 vacuum expectation value and the radial functions f0 and h inter-
polate between 0 and 1 as r goes from 0 to ∞. The asymptotic gauge field coefficient
ΦY is determined by minimizing the long-distance energy density,
E(r) = v
2
0
r2
(
1− ΦY
pi
)2
+O(r−4), (C.7)
which must vanish to prevent a logarithmic IR divergence in the vortex energy, implying
that ΦY = pi. One can prove that small quantum corrections cannot shift ΦY away
from this value by using the effective field theory analysis in 3.2. Hence, if C is a large
circular contour centered on the vortex, then the holonomy ΩY (C) has a phase of pi.
More physically, this means that a test particle with unit charge under U(1)Y picks up
a phase of pi when it moves around a unit-circulation vortex.
Next let us consider the behavior of X holonomies. Consider a test particle with
unit charge under U(1)X and zero charge under U(1)Y . What is the phase acquired
by such a test particle when it encircles the φ0 vortex? The answer is not immediately
obvious when the coupling bX is non-zero. (A non-zero value for bX may appear in the
absence of any flavor permutation symmetry which also flips the sign of FX .) In the
presence of a winding-k vortex, the antisymmetric tensor Sµν is non-vanishing with
Srθ = f(r)f
′(r)
r
[
k − ΦY
pi
h(r)
]
. (C.8)
When k = 1, we know that ΦY = pi. When bX 6= 0, the source (C.8) corresponds to an
azimuthal JX current encircling the vortex which, in turn, generates a magnetic field
BX =
1
2
ijF
ij
X localized on the vortex core. Just as in Sec. 3.5, due to confinement, the
extent to which this matters depends on size of the loop with which one probes the
system. Consider a spatial disk D with a φ0 vortex at its center and the ΩX holonomy
calculated along the boundary of D. When the radius of D is small compared to the
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string breaking scale, the magnetic flux through D is non-zero, and OΩX = eiΦ with
Φ ∝ bX . But for holonomies on large contours (with radius r  Lbr), string breaking
effects remove the sensitivity to bX , and we find OΩX = 1. So the expectation values
of X holonomies that encircle φ0 vortices on contours C = ∂D are positive in the limit
of large contour radius.
The information about holonomies around vortices is encoded into the TQFT de-
scription of the infrared limit of the system. The action for the topological field theory
describing the Y regime, which we denote as TQFTY , can be written using the K-
matrix formalism [88, 101–106]. In the regime we are considering, φ0 vortex excitations
cost finite energy and can be viewed as one type of probe excitation, while test particles
with unit charge under U(1)Y are another. Let JY denote the conserved U(1)Y current,
and JV the topologically conserved vortex number current. These currents couple to
two different one-form gauge fields, ai, with i = 1, 2, each obeying
∫
M2
dai ∈ 2piZ for
any closed 2-surface M2. Physically, we can identify a1µ = Yµ, while a2µ arises in the
derivation of the TQFT description as a Lagrange multiplier that enforces the condi-
tion that almost everywhere µνρ ∂ν∂ρφ0 = 0 while allowing
∮
dxµ ∂
µφ0 ∈ 2piZ. Then a
description of this Z2 TQFT is provided by the action
STQFTY =
∫
d3x
[
i
4pi
(KY )ij 
µνρ aiµ ∂νa
j
ρ + a
1
µ J
µ
Y + a
2
µ J
µ
V
]
, (C.9)
where the K-matrix and its inverse (times 2pi) are given by
KY =
(
0 2
2 0
)
, 2piK−1Y =
(
0 pi
pi 0
)
. (C.10)
The matrix element (2piK−1Y )ij gives the phase that an excitation of type i picks up
under braiding around one of type j. This TQFT has | detKY |g = 4g ground states on
compact spatial manifolds of genus g. Note that the X gauge field does not appear in
the TQFT description at all. In this way the TQFT (C.9) is implicitly consistent with
the above result that all X holonomies have trivial phases in the long-distance limit.
φ0, φ+, φ− condensed phase
Now consider the regime where all three scalar fields φ0, φ+, and φ− are condensed,
and the X and Y gauge fields are both Higgsed. We will call this the XY regime. The
infrared physics of the XY regime be described by a topological field theory which we
denote as TQFTXY .
Before discussing the TQFT description, it is again useful to explore the physics of
vortices directly. Consider the weakly coupled corner of the parameter space of the XY
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regime, and suppose that there is a vortex where φ+ winds by 2pin+ and φ− winds by
2pin− on contours encircling the vortex core. Such a field configuration has the form:
φ+(r, θ) = v+ f+(r) e
in+θ , Xθ(r) = ΦX g(r)/(2pir) , (C.11a)
φ−(r, θ) = v− f−(r) ein−θ , Yθ(r) = ΦY h(r)/(2pir) , (C.11b)
φ0(r, θ) = v0 f0(r) e
−i(n++n−)θ . (C.11c)
The radial functions f , g and h approach 1 as r →∞. The long-distance energy density
of this vortex configuration is
E(r) = 1
r2
[
v2+
(
n+ − ΦX−ΦY
2pi
)2
+ v2−
(
n− +
ΦX+ΦY
2pi
)2
+ v20
(
n++n− +
ΦY
pi
)2]
+O(r−4)
(C.12)
and, for given values of n+ and n−, E(r) is minimized when the X and Y magnetic
fluxes ΦX ,ΦY are
ΦX = (n+ − n−)pi , ΦY = −(n+ + n−)pi . (C.13)
Since the winding numbers n± are integers, these two fluxes are identical modulo 2pi.
The vortices with minimal winding and minimal magnetic flux correspond to:
n+ n− ΦX ΦY
V+ 1 0 pi −pi
V− 0 1 −pi −pi
(C.14)
The result (C.14) shows that test particles with unit charge under U(1)Y pick up a
phase of −pi when encircling either V+ or V−, while test particles with unit charge
under U(1)X pick up a phase of ±pi when encircling a V± vortex.
The discussion in the body of this paper implies that the XY and Y regimes cannot
be smoothly connected. Both phases contain vortices with flux ΦY = pi mod 2pi, but in
the XY regime any vortices that have ΦY = pi mod 2pi also have ΦX = pi mod 2pi. By
comparison, vortices in the Y regime only carry Y flux. The X flux carried by vortices
changes non-analytically as we go from one regime to the other. We can repeat the
logic in Sec. 3.4 to argue that such changes are associated with non-analyticities in
thermodynamic observables, showing that the Y and XY regimes are distinct phases
of matter. The phase transition between the Y and XY regimes is the parallel of the
confinement to Higgs phase transition discussed in the main part of this paper.
We now consider the TQFT description of the long-distance physics of the XY
regime. Given the charge assignments (C.1), the unbroken part of the gauge group in
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the XY regime is generated by the Z2 transformation (−1,−1) ∈ U(1)X × U(1)Y , and
the 1-form symmetry (Z2)(1)XY , acting as shown in Eq. (C.4), is spontaneously broken.
We can derive the appropriate TQFT describing this regime directly from the original
model (C.3) in the weakly coupled corner of parameter space of the XY regime. By
virtue of being topological, the resulting effective action will furnish a valid description
of the physics even away from the weak coupling limit. We follow a procedure similar to
that in Sec. 3.3 of Ref. [89]. In the weak coupling and long distance limits, we can freeze
the moduli of the scalar fields to their vacuum expectation values because all physical
fluctuation modes around the expectation values are gapped and can be integrated out.
Let us denote the phases of the three scalar fields by ϕ0, ϕ+, and ϕ−. Since we are
interested in the low energy form of the effective action, we note that minimizing the
cubic  term in model (C.3) implies that ϕ0 + ϕ+ + ϕ− = 0. With all this taken into
account, the relevant part of the effective action becomes just
LStückelberg = v2+ (∂µϕ+ −Xµ+Yµ)2 + v2− (∂µϕ− +Xµ+Yµ)2 + v20 (∂µϕ+ + ∂µϕ−+2Yµ)2 ,
(C.15)
where v0, v+, and v− are the magnitudes of the expectation values of φ0, φ+, and φ−,
respectively. We have dropped the Maxwell terms because we are interested in length
scales which are large compared to 1/e2X and 1/e2Y . The long distance TQFT is obtained
by dualizing ϕ+ and ϕ− and taking the low energy limit v0, v+, v− →∞. To this end,
we introduce one-form Lagrange multiplier fields a+ and a− satisfying
∫
M2
da± ∈ 2piZ
for any closed 2-manifold M2. Then the Lagrangian,
Ldual = LStückelberg + i
2pi
µνα a+µ ∂ν∂αϕ+ +
i
2pi
µνα a−µ ∂ν∂αϕ− , (C.16)
enforces µνρ∂ν∂ρϕ± = 0 almost everywhere while allowing
∮
dxµ ∂
µϕ± ∈ 2piZ. Using
the resulting equations of motion one finds
∂µϕ± = ±Xµ − Y µ − i
4pi
(v2∓ ± v20) µνρ ∂νa+ρ ∓ v20 µνρ ∂νa−ρ
v20v
2
+ + v
2
0v
2− + v2+v2−
, (C.17)
and
Ldual = i
2pi
µνρ
[
(Xµ − Yµ) ∂νa+ρ − (Xµ + Yµ) ∂νa−ρ
]
+O(v−2i ) . (C.18)
This Lagrangian (when the vi → ∞) describes a topological field theory, TQFTXY .
To write the result in a more useful form, denote the set of gauge fields by {aiµ} =
{Xµ, Yµ, a+µ , a−µ }. We also introduce a set of currents {J iµ}, which are respectively
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the U(1)X and U(1)Y Noether currents and the topological vortex number currents
associated with φ+ and φ− vortices. Then the action for TQFTXY can be written as
STQFTXY =
∫
d3x
[
i
4pi
(KXY )ij 
µνρ aiµ∂νa
j
ρ + a
i
µ (J
µ)i
]
, (C.19)
with K-matrix (and its inverse)
KXY =

0 0 1 −1
0 0 −1 −1
1 −1 0 0
−1 −1 0 0
 , 2piK−1XY =

0 0 pi −pi
0 0 −pi −pi
pi −pi 0 0
−pi −pi 0 0
 . (C.20)
This TQFT has | detKXY |g = 4g ground states on spatial manifolds of genus g in
accordance with expectations from the spontaneously broken (Z2)(1)XY symmetry.
It is possible to find an interesting relation between TQFTY and TQFTXY . Sup-
pose we add a new spectator field χ which has charge +1 under a new gauge field Zµ,
obeying standard flux quantization conditions, and assume that the microscopic theory
admits finite action Z monopole events. We further suppose that χ is condensed in the
Y regime, and has a large positive mass squared in the XY regime. Then the K-matrix
of TQFTXY remains unchanged, but the K-matrix of the Y regime is enlarged and
becomes
K˜Y =

0 2 0 0
2 0 0 0
0 0 0 1
0 0 1 0
 . (C.21)
The action of the Y regime is now
∫
d3x
[
i
4pi
µνρaiµ(K˜Y )ij ∂νa
j
ρ + a
i
µJ
µ
i
]
, with the set
of gauge fields {aiµ} = {Yµ, a0µ, Zµ, aχµ}. Here a0µ and aχµ are auxiliary gauge fields that
couple to the φ0 and χ vortex currents, respectively. Then one can verify the congruence
relation GTKXY G = K˜Y where G ∈ GL(4,Z) is the matrix
G =

−1 0 0 0
1 0 −1 0
0 −1 0 0
0 1 0 1
 . (C.22)
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This shows that the extended set of gauge fields in the Y regime are related to those
in the XY regime by the change of basis aY = GaXY, or explicitly
Y
a0
Z
aχ
→

−X
−a+
−X−Y
a++a−
 . (C.23)
We emphasize that the existence of the relation (C.23) does not contradict our assertion
above that the Y and XY regimes cannot be smoothly connected and must be separated
by a phase boundary.30
Phase transitions and un-gauging limits
Having just seen the U(1) × U(1) gauge theory has distinct gapped phases which are
necessarily separated by phase transitions, in a completely parallel fashion with what we
inferred by direct calculations in the original U(1) gauge theory with gapless phases, it
is natural to ask whether our direct study in the original U(1) gauge theory was really
necessary. In other words, can one presume that distinct phases present after one
weakly gauges a continuous global symmetry survive the limit of sending the coupling
of the artificially introduced gauge field back to zero? Alternatively, if two regimes
can be smoothly connected in a given theory with a dynamical gauge field, does this
necessarily remain true in the un-gauging limit? We argue that the answer to both of
these questions is no.
For systems with discrete symmetry groups, it has been established that phase
transitions detected by changes in particle-vortex statistics in gauged models imply
phase transitions in the parallel un-gauged models, see e.g., Refs. [107–109]. It may be
tempting to assume that the same should be true with continuous symmetries, and in
some simple examples this parallel between phases in gauged and un-gauged models
does hold. For instance, the phase structure of a theory of a single parity-invariant
complex scalar field in three spacetime dimensions with a U(1) global symmetry does
not change when the U(1) symmetry is gauged (provided there are no monopoles),
thanks to particle-vortex duality [110, 111]. Naively one might take this example as
part of a general pattern, and guess that phase transitions in the U(1)X ×U(1)Y gauge
theory necessarily imply phase transitions in U(1)X gauge theory obtained via the
“un-gauging” limit eY → 0.
30For an analogous example, recall that the high and low temperature regimes of the 2D Ising
model on a square lattice are related by Kramers-Wannier duality. Nevertheless, the high and low
temperature regimes are distinct phases separated by a phase transition at the self-dual point.
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But it is not correct to presume, in general, that the phase structure of a theory
with a continuous global symmetry must be identical to that of the gauged version
of the theory. It is quite possible that as the gauge coupling is sent to zero, a phase
boundary appears between two regimes which were smoothly connected in the gauged
model. Similarly, non-analyticities present in thermodynamic functions of the gauged
model may disappear when the gauge coupling is sent to zero.31
It is easy to find examples illustrating the above scenarios. First, consider again
a compact U(1) gauge theory with a single complex scalar with charge +1 in three
spacetime dimensions. Unlike the discussion above, suppose we specify a UV completion
of the theory that does admit finite-action monopole-instanton events with minimal
magnetic flux. Then the Higgs and confining regimes of the gauge theory are smoothly
connected. However, if we un-gauge the U(1) symmetry, we are left with the XY model
in 3D, which has U(1) global symmetry. The U(1) symmetry broken and unbroken
regimes of the XY theory are the limits of the Higgs and confining regimes of the gauge
theory. But these regimes are separated by a phase boundary in the 3D XY model.
An example of the second phenomenon is furnished by four free massless Dirac
fermions in 4D spacetime. Such a system has a global symmetry that includes SU(4)L×
SU(4)R. If we gauge the vector-like SU(2)V subgroup of this symmetry, introducing
a gauge coupling g, we obtain two-color two-flavor massless QCD. It has a SU(2)L ×
SU(2)R global symmetry, and an SU(2)A-breaking phase transition as a function of
temperature. The critical temperature has a non-perturbative dependence on g due
to dimensional transmutation. The phase transition exists for any non-zero value of
the SU(2) gauge coupling g, but disappears at g = 0 where the theory becomes free.
Another example is given by NcNf free massless Dirac fermions in 4D spacetime when
one gauges an SU(Nc) subgroup of the vector-like global symmetry, yielding massless
QCD with Nf massless quark flavors. In the large Nc limit with Nf/Nc and g2Nc fixed,
the model is known to go through at least two quantum phase transitions as a function
of Nf/Nc when g2Nc is fixed a non-zero, see e.g. Refs. [112, 113]. But there are no such
phase transitions at g = 0.
Similar concerns apply to the continuous Abelian gauge theories we focused on
in this paper. In the U(1)X × U(1)Y gauge theory (C.3), one can infer the existence
of phase transitions from the behavior of gauge field holonomies whose values become
quantized on large distance scales. Holonomy quantization only holds on distance scales
large compared to all relevant length scales. If one is interested in the behavior of the
31This subtlety does not arise in the case of gauged discrete symmetries studied in Refs. [107–
109], because gauging discrete symmetries introduces neither local degrees of freedom nor continuous
coupling constants.
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system with generic values of its physical parameters, then this is not a problem. But
the limit of vanishing gauge coupling, eY → 0, is a highly non-generic limit. In this
limit, in Higgs phases of the theory, the physical mass of a gauge boson goes to zero.
In other words, the gauge boson Compton wavelength diverges, and consequently the
length scale on which holonomy quantization holds also diverges. More formally, there
is non-uniformity between the limit eY → 0 and large distance limit implicit in defining
the vortex holonomy. And this means that one cannot simply infer the phase structure
of the theory exactly at eY = 0 from an analysis with eY > 0. In particular, the only
way to demonstrate that non-analyticities inferred by analysis of the gauged, gapped
theory survive to become corresponding observable non-analyticities in the original
gapless theory is to roll up one’s sleeves and examine the gapless theory of interest.
This, of course, was the main goal of this paper.
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