Abstract-It is well known that augmenting a standard linear regression model with variables that are correlated with the error term but uncorrelated with the original regressors will increase the asymptotic efficiency of the original coefficients. We argue that in the context of predicting excess returns, valid augmenting variables exist and are likely to yield substantial gains in estimation efficiency and, hence, predictive accuracy. The proposed augmenting variables are ex post measures of an unforecastable component of excess returns: ex post errors from macroeconomic survey forecasts, the surprise components of asset price movements around macroeconomic news announcements, or even the weather. These "surprises" cannot be used directly in forecasting-they are not observed at the time that the forecast is made-but can nonetheless improve forecasting accuracy by reducing parameter estimation uncertainty. We derive formal results about the benefits and limits of this approach and apply it to standard examples of forecasting excess bond and equity returns. We find substantial improvements in out-of-sample forecast accuracy for standard excess bond return regressions; gains for forecasting excess stock returns are much smaller.
I. Introduction
M ANY empirical papers in finance explore the predictability of excess returns using a simple regressionbased approach: estimate a regression for future excess returns based on current predictors and then measure the degree of predictive power of the estimated model. We derive a method to increase efficiency in the estimation step and show that this method can lead to substantial gains in measured forecastability.
The key idea is familiar from first-year econometrics. If we take any regression and augment it with regressors that are correlated with the error term but are known to be uncorrelated with the original regressors in population, we increase the asymptotic efficiency of the estimates of the original coefficients without compromising consistency. The augmenting variables are not of direct interest, but soak up some residual variance, increasing the precision of the estimates of the coefficients that are of interest. This idea is an example of the familiar principle that system estimation imposing correct cross-equation restrictions is more efficient than single equation estimation, 1 but we are not aware of systematic treatment of the sort we are proposing in a forecasting context.
We argue that forecasting excess returns provides an excellent opportunity for gains from this approach. The standard predictive regression is of the form, We thank Frank Diebold, Graham Elliott, Bruce Hansen, Art Goldberger, Atsushi Inoue, Ulrich Müller, Jack Porter, Shinichi Sakata, Jim Stock, Mark Watson, and two anonymous referees for their very helpful comments on earlier drafts of this paper. All remaining errors are our own.
1 As other examples, Hansen (1995) shows how to construct more powerful unit root tests by augmenting the autoregression with additional covariates that are known to be stationary, and Eichenbaum, Hansen, and Singleton (1988) show how the power of tests of moment restrictions in a GMM context can be enhanced by imposing other moment restrictions.
where y t is the excess return from t − h to t and the x t−h is observed at t − h. In classic applications, the excess return is for government bonds or equity portfolios, and the predictors are term spreads or dividend yields at t − h (Fama & Bliss, 1987; Fama & French, 1988; Campbell & Shiller, 1988 Cochrane & Piazzesi, 2005) . The variables in such regressions in practice have several distinct properties: excess returns are highly variable and have a large, unpredictable component. The predictors are smooth relative to the excess returns and much less variable. In short, we expect a large residual variance relative to the variance of the regressors. In finite samples, this is equivalent to saying that the coefficient standard errors will be large.
Our goal is to soak up some of the residual variance to improve the estimates of β. Formally, a valid augmenting variable, w t must satisfy what we call an identifying assumption of being uncorrelated with the regressors, x t−h . If w t is also correlated with ε t , then augmenting the estimated regression with w t will increase the asymptotic efficiency of the estimate of β.
We consider various sets of augmenting variables, in particular, the ex post errors in published macroeconomic forecasts and the surprise components of macroeconomic news announcements that are released between t − h and t. Whether these measures satisfy our identifying assumptions is an important question. We derive results about the implications of small violations of the assumption of unpredictability and present tests of this assumption. In the end, however, we argue that out-of-sample testing presents a stringent test of the empirical benefits of the approach.
Applying our approach to the prediction of excess returns, we show that the efficiency gain in pseudo out-of-sample prediction exercises can be quite substantial for excess bond returns-a 5% to 30% reduction in root mean square prediction error. Gains for forecasting excess stock returns are found in only some cases, and even then are very modest. We also consider forecasting returns on orange juice futures using the weather as an augmenting variable, finding that the technique increases the precision of the slope coefficient in this context too. In no case do we find that the method substantially degrades predictive performance.
In section II, we describe the econometric methodology in a stylized model, and section III lays out the specific inference procedures that we apply. Sections IV through VI report the application to excess bond returns, excess equity returns, and orange juice futures returns, respectively. Section VII concludes.
II. Methodology

A. The Baseline Case
This section sketches the formal logic of our idea in a simplified framework; the next section formally explores a more general case. The baseline data-generating process (DGP) is a linear model for the scalar variable to be forecast, y, a (p × 1) vector of predictors, x, and a (k × 1) vector of augmenting variables, w. We suppress any deterministic elements for simplicity. The DGP is then y t = β x t−1 + ε t ,
(1)
with t = 1, . . . , T . The variables y t , x t , and w t enter the information set at t; ε, v, and u are never directly observed. Assume that the process for x is stationary and that x 0 is known and fixed. The shock vector, (ε t , v t , u t ) , is independent and identically distributed (i.i.d.) with 2 + δ finite moments for some δ > 0, and its expectation conditional on x t−1 is 0. We assume that E(w t |x t−1 ) = 0, which implies that Γ = 0. Note that ε t and v t can be correlated, but ε t is independent of x s , s < t. Thus, x is predetermined but not strictly exogenous in equation (1). We can also write
where E(ξ t |w t , x t−1 ) = 0. For the augmenting variables to be correlated with the forecast error, φ must be nonzero. Without the restriction that Γ = 0, equations (1) to (3) form a classical case of seemingly unrelated regressions (SUR). Because the regressors in each equation of this system are identical, OLS and SUR estimates of β would coincide. But imposing the restriction that Γ = 0, it is straightforward to see that the SUR estimator of β is a Gaussian pseudo-maximumlikelihood estimator and is a different OLS estimator: the estimator of β in the augmented regression,
obtained by substituting equation (4) into equation (1) (Goldberger, 1970) . Letβ andβ be the OLS estimators of β in the unaugmented regression, equation (1), and the augmented regression, equation (5), respectively. Define Ω to be the variance covariance matrix of (ε t , v t , u t ) , and partition this matrix conformably as
Note that in equation (4), φ = Ω −1 uu Ω uε . Theorem 1 compares the asymptotic distributions ofβ andβ.
The proofs of the theorems are collected in the appendix. Theorem 1 implies that both estimators are consistent, regardless of the correlation between the elements of w t and ε t -even if w t is worthless, augmenting the regression does not affect consistency. If w t and ε t are correlated, however, thenβ is asymptotically more efficient thanβ. The relative efficiency Var(β) Var(β) is 1 − λ, where λ is the population R 2 in a regression of ε t on w t . In other words, the more variation of ε t that is explained by w t , the greater is the reduction in the asymptotic variance of the estimator. 2 Now consider forecast accuracy. The researcher observes x T and wishes to forecast y T +1 . The standard forecast in this work isβ x T . Our proposed alternative substitutesβ for β, giving the forecastβ x T . The unconditional mean square prediction error (MSPE) for either of these forecasts is
as T → ∞, where V (.) is the asymptotic variance-covariance matrix of the β estimate in question. 3 Note that the augmenting regressors are not used directly in forming the alternative forecast; they are used only at the estimation stage to improve the precision of the estimate of the projection coefficient of y t on x t−1 . Thus, the MSPE in both cases involves the variance of ε t . The advantage of the augmented estimator comes in the second term, which is that due to error in estimating β. This advantage of the augmented estimator diminishes asymptotically at the rate T .
Any advantage of the procedure comes from reduced variance in the estimate of β, reducing forecast error loss for the conventional mean-squared-error loss function. The gains will not necessarily carry over to other loss functions, especially nonsymmetric loss functions. Indeed, there is little basis for focusing on either the ordinary or augmented OLS estimates of β under more general forecast error loss functions.
The basic idea of our procedure is that the augmented regression soaks up a component of the error term, thereby reducing the error variance and giving more precise parameter estimates and, hence, better forecasts. This idea is related to recent work by Campbell and Yogo (2006) , who consider a system consisting of equations (1) and (2) alone, with a scalar x t . They note that if A is known, then v t (the innovations to x t ) are observed and that one can then obtain a more powerful test of the hypothesis β = β 0 by subtracting the component of ε t that is correlated with v t . More precisely, if β 0 = 0 and the errors are Gaussian with known variancecovariance matrix, they show that the optimal test reduces to the conventional t-statistic in a regression of y t − Ω vε Ω vv v t on x t−1 . 4 When the error variance-covariance matrix is not 2 It is tempting to regress w t on x t−1 and use these residuals instead as the augmenting variables. However, this would be equivalent to standard SUR estimation of equations (1) to (3), which would yield the OLS estimate of β and destroy the efficiency gains.
3 This is the unconditional MSPE as opposed to the conditional MSPE (see Phillips, 1979 for a discussion of the distinction). It could equivalently be thought of as the average conditional MSPE where the parameter is estimated over the first T periods and that fixed parameter estimate is then used for forecasting over a subsequent large sample. 4 This test is optimal in the sense that it is the uniformly most powerful (UMP) test in the system given by equations (1) and (2) Our setup is different. The A parameter need only be T 1/2 -consistently estimable. In this case, the system estimation of (1) and (2), as in Campbell and Yogo, would reduce to OLS. We posit an additional measured variable in equation (3), which allows us to form a more efficient system estimator.
The key requirements for the proposed method to give an improvement in one-step-ahead mean-squared prediction error in this baseline model are that the additional variable, w t , is uncorrelated with the predictor x t−1 but correlated with the error in the predictive regression. In this simplified case, we have also exploited the fact that the errors in the predictive regression are homoskedastic and serially uncorrelated.
B. The General Model
The baseline model is quite stylized. The general regression that we consider in this paper is the h-period-ahead forecasting regression,
where y h,t is a return from time t − h to time t, x t−h is a p × 1 vector of predictors, and w h,t is a k × 1 vector of augmenting variables. We make the following assumptions:
which can be partitioned conformably with ζ h,t = (ξ h,t , w h,t ) as
In this model, we allow for heteroskedasticity and serial correlation in the errors, with the latter being the norm in the case of overlapping forecasts, h > 1. Letβ h denote the OLS estimator of β h in equation (6), the standard estimator of a predictive regression. Letβ h denote the OLS estimator of β h in the augmented regression,
Bothβ h andβ h will be consistent; we derive their asymptotic distributions in the next theorem:
Theorem 2. Under assumptions a to e of the general model,
From theorem 2, a sufficient (but not necessary) condition for the augmented estimator,β h , to be more efficient than the OLS estimator,β h is that ω 12 = 0. In the one-step case, as in the baseline model, ω 12 = 0, so the baseline results carry over fairly directly. In part 1 of the Web appendix (available at http://www.mitpressjournals.org/doi/ suppl/10.1162/REST_a_00092), we provide other conditions implying that ω 12 = 0-these are that the xs are strictly exogenous or that there is in fact no predictability, that is, β h = 0-and in many contexts, one might expect that ω 12 would be small. A deeper finite-sample rationale for advocatingβ h , however, can be seen as follows.
We can see our estimators as GMM exploiting two moment conditions: E(x t−h ε h,t ) = 0 and E(x t−h ⊗ w h,t ) = 0. The OLS estimator,β h uses the identity weight matrix, 5 andβ h uses as the weight matrix the inverse of
where l t = (ε h,t , w h,t ) , iterating until convergence. Efficient GMM instead would use the inverse of a consistent estimate of
Call the efficient GMM estimator β * h . Under our assumptions, its limiting distribution is
where
22 ω 12 . Obviously, β * h is at least as efficient as both of the other two estimators. If ω 12 = 0,β h is equivalent to efficient GMM and more efficient than OLS.
Note that H AUG can be seen as a version of H EGMM in which we have shrunk to 0 all terms involving serial correlation in the moment condition errors. Thus, our progression from β * h toβ h toβ h can be seen as GMM imposing stronger and stronger shrinking restrictions to the weight matrix.
In our Monte Carlo simulations that follow, we compare the small-sample properties ofβ h ,β h , and β * h in models calibrated to match broad features of our return prediction applications. We find that the augmented estimatorβ h generally gives the most accurate estimate of β h . Consistent with much earlier evidence, the small-sample performance of the efficient GMM estimator, β * h , is quite erratic. In finite samples, a more constrained choice of the weight matrix may result in better performance of GMM (Altonji & Segal, 1996) .
Our advocacy of a less than fully efficient estimation on finite-sample grounds-parameter shrinkage-is completely consistent with the spirit of the return prediction literature and the forecasting literature more generally. Also, as is standard in this area, the assumptions that we have made in the general model do not completely specify the DGP. If we did specify the full DGP, then we could use the system estimator of β h , which would exploit a host of moment conditions involving the ws and xs. However, as has been widely discussed (West, Wong, & Anatolyev, 2009 ) small-sample issues or misspecification of the original system may make the full system estimator badly behaved. Indeed, it is for this reason that OLS on the simple forecasting regression has been a preferred approach. We are advocating modestly increasing the exploitation of information; the finite sample merits are to be found in simulations and out-of-sample prediction exercises.
C. Many Augmenting Variables: The Large k Case
There are two clear ways one could go awry in applying our approach: using a large number of augmenting variables that are of limited value and using augmenting variables that are in fact predictable. In this and subsection IID, we provide some results about these two problems. For this discussion, we revert to the baseline model.
Asymptotically, adding augmenting variables cannot cause an efficiency loss even if they are uncorrelated with ε t . However, in a finite sample, choosing a number of augmenting variables, k, that are large relative to T will reduce efficiency. To illustrate this intuition formally, we consider an alternative asymptotic nesting of our baseline model in which the number of extra regressors goes to infinity at the same rate as the sample size so that k/T approaches a fixed, positive limit.
As usual with such asymptotic nestings, it is not that we are taking a position about what we would do if someone gave us arbitrarily large samples. Rather, we hope this alternative asymptotic theory will give a better guide as to the finitesample distributions ofβ andβ in moderate sample sizes when k is fairly large relative to T .
We find that there still may be efficiency gains, but there may be losses, and the trade-off turns on how strongly the extra regressors are correlated with ε t .
Theorem 3. Take the assumptions of the baseline model with the alterations that k = αT and ζ t is Gaussian such that
Under this asymptotic formulation, the efficiency ofβ relative toβ falls as k/T rises. As before, efficiency rises with λ.
D. Small Violations of the Identifying Assumption
The assumption that w t and x t−1 are uncorrelated (Γ = 0) is central: the gains in efficiency come exclusively from imposing what we call our identifying assumption. If this assumption is not satisfied,β will not be consistent. Of course, it will often be difficult in practice to rule out small violations of the assumption. To illustrate the implications of such violations, we consider a variation on the baseline model in which Γ is not exactly zero but instead is local-tozero: 
When G = 0,β is biased, which will tend to degrade forecasting performance. It still may be true, however, that the mean square error ofβ is smaller than that ofβ. Thus, we have the sort of bias-variance trade-off that often arises in forecasting. Theorem 4 suggests that the balance can go either way. Both theorems 3 and 4 set out trade-offs, and one might seek to optimize these trade-offs to choose a number of augmenting variables, k, taking account of modest violations of the identifying assumption, G = 0. Following up this idea would require a much richer framework, and we do not pursue these lines. In the end, we believe that the case for using the augmented regression would be hard to make if we do not have a strong reason to believe that w t and x t−1 are very nearly uncorrelated and so we revert to our baseline model in which it is assumed that Γ = 0.
E. A Monte Carlo Simulation
We illustrate the potential gains or losses from using augmenting variables using a Monte Carlo simulation. The design of the experiment is
where β is normalized to 0 (without loss of generality), a = 0.9 (to capture the high degree of persistence that is common in the explanatory variables in the returns prediction exercises we take up below), and the sample size is T . The shocks v t and ε t are i.i.d. standard normal random variables with correlation δ. We set φ to be a constant times a k × 1 vector of 1s such that the population R 2 in the regression of ε t on w t is λ, while
Let y h,t = y t + y t−1 .. + y t−h+1 and define ε h,t and w h,t in the same way. In the regression
we can then consider the three estimators of β h described in section 2.2 (OLS, augmented OLS and efficient GMM). The true value of β h is 0 in this setting. If h = 1, then this reduces to a special case of the baseline model. Table 1 shows the simulated mean square errors ofβ h and β * h relative to those of the OLS estimatorβ h for various values of k, δ, λ, and T and for h = 1, 4. Entries less than 1 mean that the augmented OLS or efficient GMM estimators,β h or β * h , respectively, are doing better than the OLS estimator in a mean-square-error sense.
As expected, the higher is λ (the population R 2 in a regression of ε t on w t ), the better the augmented estimator,β h , fares, consistent with theorem 1. Meanwhile, other things being equal, the advantage of usingβ h rather than the OLS estimator declines as k increases relative to T , consistent with theorem 3. Indeedβ h can even give a larger mean square prediction error than OLS if k is very large relative to T or if λ is very small. But even with λ as small as 10%,β h is better than OLS in all the cases considered.
It is also true that β * h gives an improvement in mean square error provided that λ is not very small and k is not too large relative to T . However, the mean square error of β * h exceeds that ofβ h in nearly all cases, and there are indeed many cases in which β * h has a higher mean square error than OLS. This estimator appears to have a more erratic performance, which must owe to difficulty in estimating the weight matrix. From this point on, the estimators of predictive regressions that we consider in this paper are the OLS estimator,β h , and the augmented estimator,β h . Also, from this point on, we omit the h subscript denoting the horizon of the forecasting regression.
III. Our Specific Inference Procedures
There are three natural hypotheses of interest: a. Is the identifying assumption that the ws are unpredictable satisfied (H 1 : Γ = 0)? b. Are the augmenting variables irrelevant (H 2 : φ = 0)? c. Is the recursive out-of-sample root mean square prediction error of the augmented approach relative to the baseline OLS approach (RRMSPE) smaller than 1 (H 3 : RRMSPE = 1 against the one-sided alternative RRMSPE < 1)?
As we define it, RRMSPEs less than 1 indicate that the augmented approach has smaller errors. In the best case for the approach, we fail to reject the first hypothesis and reject the latter two. Unfortunately, all of these inferences are likely to be complicated by well-known problems arising from persistent variables.
For example, the natural way to test the identifying assumption that Γ = 0 and that the augmenting variables are worthless (φ = 0) is to simply use the relevant regression-based Wald test that the parameters of interest are 0. In our case, however, conventional asymptotics for evaluating marginal significance are known to provide a very poor approximation to behavior in relevant sample sizes. The main culprit here is that in our applications-as in most predictive regressions in finance-the predictors, the xs, are highly persistent. Meanwhile, the overlapping nature of the long-horizon returns we will be predicting implies that the appropriate augmenting variables will also be overlapping and, hence, persistent as well. Regressing persistent variables on each other poses severe challenges to small sample inference: the relationship between {w t } and {x t−h } is akin to a spurious regression (see, for example, Hodrick, 1992; Goetzmann & Jorion, 1993; Elliott & Stock, 1994; Stambaugh, 1999) . Thus, we expect that the conventional asymptotic p-values would be misleading. Various conventional bootstraps do not resolve the problem because the test statistics have nonpivotal distributions in the presence of roots that are local to unity (Basawa et al., 1991) . In some simple models, such as an AR(1), a grid bootstrap provides a workable alternative (Hansen, 1999) , but in more complicated models with local-to-unit roots, there is no widely accepted practical solution.
Kilian's (1998) bias-adjusted bootstrap provides a pragmatic alternative that, while not asymptotically valid in the local-to-unit root case, has been shown to have relatively small size and coverage distortions in the presence of nearunit roots. We adapt this approach to our problem and report a Monte Carlo simulation providing evidence that the approach has reasonable small sample properties in the current context.
For our bootstrap, we first use the bias-adjusted bootstrap of Kilian (1998) to fit a VAR(1) to 1-, 2-, 3-, 4-and 5-year zero-coupon interest rates. In each bootstrap sample, we draw interest rates from this VAR and then compute excess returns {y t } and predictors {x t−h }. Each replication of the bootstrap separately resamples from the ws, making them uncorrelated with both excess returns and the predictors. The details of how we resample the ws depend on the character of the ws and are described below. This resampling scheme ensures that Γ = 0 and φ = 0 by construction under the null, while preserving the persistence properties of the variables.
We use this resampling scheme to assess the statistical significance of tests of the hypotheses that Γ = 0 and φ = 0 by comparing the relevant Wald statistic to the bootstrap distribution of the test statistic. 6 We also use this method to 6 The Wald statistics are computed using Newey-West heteroskedasticity and autocorrelation consistent variance-covariance matrices with a truncation lag of h. test the hypothesis that the RRMSPE is equal to 1 by comparing the Diebold-Mariano statistic (Diebold & Mariano, 1995) to the bootstrap distribution in a one-sided test. 7 We assess whether our concerns with conventional asymptotics are warranted and whether our bootstrap approach overcomes the problems using a Monte Carlo experiment summarized here and reported in detail in part 2 of the Web appendix. This experiment varies the largest autoregressive root of interest rates in the range from 0.8 to 0.99. Using the 5% critical value from the asymptotic χ 2 distribution, we find that the actual sizes of the Wald tests of φ = 0 and Γ = 0 are about 20% and 50%, respectively. The well-known problems with inference in persistent data manifest themselves quite dramatically in this case. Meanwhile, the actual size of the nominal 5% bootstrap tests is between 2% and 8%. For the test of statistical significance of the RRMSPE, the empirical size of a nominal 5% bootstrap test is close to 5%. Thus, we conclude that our inference approach, although not theoretically justified in the local-to-unit root case, is nonetheless fairly well calibrated, even with roots that are very close to the unit circle.
IV. Predicting Excess Bond Returns
Regression-based excess return prediction is a natural application for our method. We expect these regressions to have very modest predictive power (if any) for excess returns, which are very volatile. These facts suggest that the relevant β may be difficult to estimate precisely. Further, the facts suggest that there will be a great deal of variance in the forecast error that could potentially be soaked up if we can find augmenting variables. These intuitions are examined in two widely studied areas: excess bond and equity return prediction.
Many regressions predicting excess bond returns are available, but we take as our baseline the influential work of Cochrane and Piazzesi (2005) . Their predictions are based on a regression of excess bond returns on the term structure of forward rates.
To describe the regressions, define P n,t to be the price of an n-month zero-coupon bond in month t; the yield on this bond is z n,t = − 1 n log(P n,t ), and the 12-month forward rate ending n months hence is f n,t = log(P n−12,t ) − log(P n,t ). The return from buying an n-month bond in month t −12 and selling it as an n−12-month bond in month t is log(P n−12,t )−log(P n,t−12 ), and the excess return from holding an n-month bond for 12 months over holding a 12-month bond for that same holding period is rx n t−12,t = log(P n−12,t ) − log(P n,t−12 ) − z 1,t−12 . 7 The hypothesis that we are effectively testing in this inference procedure is that the augmenting variables are strictly exogenous with respect to {y t } and {x t }. That is sufficient, but not necessary, for the augmenting variables to be irrelevant for forecasting. If there is feedback from w t to future values of x t , then w t is not strictly exogenous, but this is not necessarily of any help in prediction.
Cochrane and Piazzesi consider the regression of excess returns on forward rates at the first five annual horizons: rx n t−12,t = β 0,n + β 1,n z 12,t−12 + β 2,n f 24,t−12 + β 3,n f 36,t−12 + β 4,n f 48,t−12 + β 5,n f 60,t−12 + ε t−12,t
for n = 24, 36, 48, 60. They also estimate a restricted version of this model in which the coefficients on the forward rates are the same, up to a scaling factor, for each maturity n: (9). We focus on improving the precision of the estimates in equations (8) and (9). Our baseline regressions consist of equations (8) and (9) estimated using the CRSP Fama-Bliss data set of monthly zero coupon bond prices.
We consider several different sets of augmenting variables, each constructed as a sort of ex post forecast error from some forecast related to the macroeconomy:
A1. Ex post errors from the Survey of Professional Fore-
casters. Each quarter, in the middle of February, May, August, and November, the Survey of Professional Forecasters (SPF) reports analysts' predictions for several variables over the next four quarters. For each SPF back to the beginning of the survey in 1968Q4, we take the median forecast of nominal GDP growth, GDP deflator inflation, and the unemployment rate four quarters hence and then take the differences between these forecasts and the actual realized values to form the augmenting variables {w t }. 8 Because the survey data are available only at the quarterly frequency, regressions (8) and (9) are run using data only from each January, April, July, and October (just before the survey), for four observations per year. For example, we use the ex post forecast error from the forecast made in February as the augmenting variable for predicting 12-month excess bond returns starting in January. The timing ensures that only what forecasters learned after time t − 12 goes into the augmenting variables. 9 A2. Expanded SPF errors. Starting with the 1981Q3 survey, the SPF expanded the set of variables being predicted to include the CPI and some interest rates. Accordingly, for each SPF back to 1981Q3, we take the median predictions of the variables considered in A1 plus CPI inflation, short-term Treasury bill yields, and long-term Treasury bond yields and again construct realized forecast errors as described above. We then take the first three principal components of these six realized forecast errors to form the augmenting variables {w t }. 10 This is the fourth contract in the quarterly cycle and settles to the threemonth interest rate about one year hence.
11 Some announcements come out concurrently. In A3, A4, and A5, the slope coefficients were obtained from a single regression of the intraday change in the fourth eurodollar futures rate on the surprise components of all of the following announcements: capacity utilization, consumer confidence, CPI (total and core), durable goods orders, the employment cost index, factory orders, the advance release of GDP, hourly earnings, housing starts, initial jobless claims, industrial production, the index of leading indicators, the Michigan survey, NAPM, nonfarm payrolls, new homes sales, personal consumption expenditures, PMI, PPI (total and core), retail sales (total and ex autos), and unemployment. Each surprise was set to 0 whenever that particular announcement type did not come out or was missing from our data set. The regression was run over the period 1982 to 2006. 12 This is the one quarterly release that we consider. The monthly advance GDP surprise series is set to 0 in all months for which there was no advance GDP announcement.
13 This is the one weekly release that we consider. All surprises within a given month are cumulated to form the monthly claims surprise series. 
A6. Alternative aggregation of news index.
We take the first three principal components of the monthly surprises that go into the construction of the index in A5. We then cumulate these principal components over all months from t − h + 1 to t, inclusive, to form the augmenting variables w t .
The cumulative economic news indexes in A3, A4, and A5 are plotted in figure 1. If the SPF and MMS forecasts are predictions of upcoming releases and quarterly macroeconomic data, respectively, made by a rational forecaster who minimizes quadratic loss, then these forecasts must be efficient (that is, equal to the conditional expectation), and all the variables A1 to A6 must be orthogonal to everything in the information set at the time the forecasts were made, including x t−h . Evidence on the efficiency of SPF survey forecasts is mixed. Froot (1989) and Romer and Romer (2000) report evidence against the efficiency of survey forecasts, but Thomas (1999) , Mehra (2002) , and Ang, Bekaert, and Wei (2007) report more favorable evidence. Much of the discrepancy appears to relate to the sample period considered. In the 1970s and early 1980s the surveys appear to have had poor success in forecasting some variables, notably inflation, but have been more successful subsequently. Evidence on the efficiency of MMS survey forecasts (forecasts for a specific news release taken the previous Friday) is more uniformly favorable (see, for example, Balduzzi, Elton, & Green, 2001) .
In any case, forecast efficiency is a sufficient but not necessary condition for our identifying assumption. If the expectations are efficient but for an expectational error that is orthogonal to x t−h , then w t and x t−h will still be uncorrelated and the augmented estimator will be consistent for the population projection coefficient of y t onto x t−h . Our identifying assumption will fail only if the expectational error is correlated with x t−h , which seems unlikely to us but which we test.
With the sets of augmenting variables defined, we can now complete our description of the method for resampling from the augmenting variables for the bootstrap (owing to differences in the SPF versus news index variables, the resampling methods are slightly different in these two cases). The SPF data are for overlapping forecast periods, and to preserve this structure insofar as possible, we draw blocks of four-quarterahead SPF forecast errors with a block length of three years. For the news index, we have underlying monthly surprises, which are not overlapping and are arguably uncorrelated. Thus, we resample randomly from the monthly surprise indexes, and then, as with the actual data, we aggregate these monthly surprise data between t −h and t to form augmenting variables in each bootstrap sample. As a result, the augmenting variables in the bootstrap sample are by construction of no value in increasing efficiency (φ = 0 in equation (7)) and are uncorrelated with the predictors (Γ = 0).
A. Results
The results from estimating equation (8) using regressors A1 and A3 in the augmented estimator, as well as the results of the baseline OLS regression over the same sample periods for n = 24, 36, 48, and 60, are shown in table 2. The corresponding results for the estimation of equation (9) are also shown in table 2. The table reports estimates of β and asymptotic standard errors from the regressions, both baseline and augmented. Results using augmenting variables A2, A4, A5, and A6 are in part 3 of the Web appendix.
Consistent with the theory, the standard errors on the elements of β in the augmented regressions are typically, though not always, lower than in the baseline regressions. Often they are substantially lower. This is a preliminary indication that the inclusion of additional regressors may be improving efficiency.
Cochrane and Piazzesi emphasized a "tent" shape in the coefficients on the forward rates whereby the shortest-and longest-term forward rates have negative coefficients, while the intermediate-term forward rates have positive coefficients. In some cases, the inclusion of the additional regressors indicates a more pronounced tent shape than is found in the OLS regressions. Table 2 also gives the Wald test statistics testing the hypothesis that the coefficients on the augmenting regressors are jointly equal to 0 (φ = 0), which would imply that the augmenting variables are not correlated with the forecast error. For augmenting variables A1 to A5, this hypothesis is rejected at conventional significance levels, typically at levels between 0.001 and 0.05. For variables A6 (panels 2-6), the hypothesis is not rejected at the 10% level.
Finally table 2 gives p-values for testing our identifying restriction Γ = 0. This assumption is never rejected at conventional significance levels using the bootstrap p-values. It is true, however, that for variables A1, the result is borderline, with a p-value of about 0.12.
B. Pseudo-Out-of-Sample Forecasting
Perhaps the most stringent test of the practical usefulness of the proposed approach to prediction can be obtained in a standard recursive out-of-sample prediction exercise. Starting halfway through each of the respective estimation periods, we estimate equation (8) using all data back to the beginning of the sample period that would have been available in that month, and then construct predictions of excess bond returns over the subsequent year using benchmark and augmented regressions. We repeat this estimation and prediction exercise This table shows the root-mean-square prediction error for excess bond returns from the augmented model in which the augmenting regressors are predicted to be 0 divided by the root-mean-square prediction error from the baseline model. Bootstrap p-values for one-sided tests testing the hypothesis of equality in root-mean-square prediction errors are shown in italics. The models are as described in the notes to table 2 (but results are shown here for all six additional regressors). Models are either restricted or unrestricted. Restricted predictions impose a single return forecasting factor with a different loading for each bond maturity n. Predictions are pseudo-out-of-sample with the first prediction made halfway through the estimation period.
in each subsequent month, in each case using all data back to the start of the sample period. We compute the out-of-sample root-mean-square prediction error for each of the augmented regressions relative to the out-of-sample root-mean-square prediction error from the corresponding baseline regression model. The results are reported in table 3 for both the unrestricted (8) and restricted (9) models. A relative rootmean-square prediction error (RRMSPE) below 1 means that the augmented regression is giving better out-of-sample predictions of excess bond returns than the baseline.
As can be seen from the table, the relative root-meansquare prediction errors are mostly between 0.7 and 0.95, implying about a 5% to 30% reduction in root-mean-square prediction error. The best results obtain with the SPF regressors (additional regressors A1 and A2) and the news index that combines the largest number of announcements (additional regressors A5). The weakest results are found when using the three principal components of the surprises as additional regressors (A6).
The improvement in root-mean-square prediction error is significant at the 5% level for additional regressors A1, A2, and A5, and the p-values are between 5% and 20% for A3 and A4. Using the principal components of the surprises as additional variables (A6), the improvement in root-meansquare prediction error is not close to being significant at any conventional level. Thus, our new method leads to reductions in the estimated standard error of the estimator of β and improvements in out-of-sample RMSPE. One may well wonder, however, whether the improvements in RMSPE are plausibly due to the mechanism we describe. To shed some light on this, we did a back-of-the-envelope calculation. The expected relative RMSPE is approximately
, where σ 2 denotes the error variance, Σ x = E(x t x t ), λ is the population R 2 in the regression of the errors on the augmenting variables, Vˆβ is the estimated variance-covariance matrix of the parameter estimates, which is O p (T −1 ), and x t is the vector of predictors. We can form a crude estimate of the expected improvement by plugging in estimates of these parameters generated from our application. When we do this, we get estimated mean improvements in relative RMSPEs in the range of 0.92 to 0.95. 14 While our improvements are generally a bit larger than our estimate of the expected improvement, these crude estimates of expected improvement are broadly consistent with what we report for additional regressors A1 to A4 and A6.
V. Predicting Excess Stock Returns
The second predictive regression that we consider is the prediction of excess stock returns, following authors such as Fama and French (1988) , Campbell and Shiller (1988) , and . We use the following notation: the return on the CRSP value-weighted portfolio from month t − 1 to month t is R t−1,t = log , where P t denotes the price and D t denotes the dividend in month t. We define three-month excess stock returns as rx S t−3,t = Σ 2 j=0 R t−3+j,t−3+j+1 − z 1,t−3 , where z 1,t−3 is the three-month Fama-Bliss risk-free rate. Define the log dividend-price ratio in month t as dp t = log(Σ 11 j=0 D t−j /P t ). Summing the dividends over the past year deals with the seasonality in dividends. Finally, define the stochastically detrended shortterm interest rate asr is the three-month Fama-Bliss risk-free rate. We consider predicting excess stock returns with the following predictors: dp t alone,r RF t alone, and dp t andr RF t together in the following three regressions: rx S t−3,t = α 1,0 + α 1,1 dp t−3 + ε 1t (10)
rx S t−3,t = α 3,0 + α 3,1 dp t−3 + α 3,2r
As in section III, we take these regressions as the baseline prediction equations for excess stock returns, and our focus is on improving the precision of the estimates in equations (10), The baseline regressions show the estimated coefficients in regressions of 3-month excess stock returns (CRSP value-weighted returns less the Fama-Bliss risk-free rate) on the corresponding log dividend-price ratio and/or the stochastically detrended short term interest rate. The regressions are run on data from the first month of each quarter from 1968Q4 through 2006Q4. Asymptotic standard errors are shown in parentheses. The augmented regressions control for the additional variable A1 in panel A and A3 in panel B. The estimated coefficients on this additional variable are not reported, but the row Wald φ denotes the Wald statistic testing the hypothesis that it is equal to 0 along with the associated asymptotic and bootstrap p-values, constructed as described in the text. The row Wald Γ denotes the Wald statistic testing the hypothesis that Γ = 0, again along with the associated asymptotic and bootstrap p-values. These are the same for each regression in the table because they depend on only {xt } and {wt }.
(11), and (12). The horizon here is h = 3. We estimate these baseline regressions and augmented regressions including the augmenting regressors A1 to A6, where these news surprise measures are now cumulated over three-month rather than twelve-month horizons. Table 4 shows the coefficient estimates and Wald tests from the estimation of equations (10), (11), and (12) with and without the additional regressors. Exactly the same information is shown as for the corresponding excess bond return prediction equations. This table shows results only for augmenting regressors A1 and A3; results for augmenting regressors A2, A4, A5, and A6 are in part 4 of the Web appendix. With additional regressors A1 (SPF forecast errors), the standard errors in the augmented regressions are a bit lower than those in the baseline regressions. The Wald test testing the hypothesis that the additional variables are relevant is significant in equations (10), (11), or (12), using the bootstrap p-values. On the other hand, when additional regressors A3 (announcement surprise measures) are used, the standard errors in the augmented regressions are little changed from those in the baseline regressions, and the Wald test for the joint relevance of these extra regressors is not significant. This is quite different from what we found in the excess bond return prediction equations. It is perhaps not surprising since many authors have found that a considerably greater fraction of bond price movements can be explained by macroeconomic news announcements than is the case for stock prices (see Andersen et al. 2007 ).
For each of the augmented regressions in table 4, we recursively compute the out-of-sample mean-square prediction error relative to that from the baseline regression starting halfway through the sample period. The results are reported in table 5. Again, the results are different depending on whether one uses the SPF forecast errors or announcement surprise measures as additional variables. With the SPF forecast errors, the RRMSPE is a bit below 1, showing some improvement in root-mean-square prediction error. Using our bootstrap test, the improvement is statistically significant at least at the 10% level in all cases. The improvement is more modest than was obtained in forecasting excess bond returns with additional regressors A1 and A2. Meanwhile, with additional regressors A3 to A6, the RRMSPE is around 1 in all cases, and there are no cases in which the augmented regression gives a significant improvement in out-of-sample forecasting performance, as one might expect given that the announcement surprise measures do not have a significant association with quarterly excess stock returns.
VI. Predicting Returns on Orange Juice Futures
The final predictive regression that we consider in this paper is quite different: the prediction of returns on frozen orange juice concentrate futures over the course of the winter, using the weather as an augmenting variable. It is meant as an illustration of other contexts in which the methodology proposed in this paper may be useful. Let R t−1,t denote the returns to buying a March orange juice futures contract on the last day of the previous November and selling it on the last day of February. We consider regressions of these returns on two predictors that are commonly used in forecast commodity futures returns (see, for example, Bessembinder, 1992) . These are (a) the slope of the futures curve at the start of the holding period (the log difference between the prices of 9-month-ahead and front futures contracts at the end of November) and (b) the net long positions of speculators in This table shows the root-mean-square prediction error for excess stock returns from the augmented model in which the augmenting regressors are predicted to be 0 divided by the root-mean-square prediction error from the baseline model. Bootstrap p-values for one-sided tests testing the hypothesis of equality in root-mean-square prediction errors are shown in italics. The models are as described in the notes to table 4 (but results are shown here for all six additional regressors). The baseline regressions show the estimated coefficients in regressions of returns on holding March frozen orange juice concentrate futures from the last day of the previous November to the last day of February on either (a) the slope of the futures curve or (b) the net long speculative positions, at the end of November. The augmented regression control for the number of freezing degree days in December, January, and February at Orlando airport. Heteroskedasticity-robust standard errors are shown in parentheses. There is one observation per year. the orange juice futures market at the end of November from the Commitment of Traders reports of the Commodity and Futures Trading Commission. For the augmenting variable, w t , we use the total number of freezing degree days at Orlando airport during December, January, and February. This is calculated as the sum of the number of degrees that the minimum temperature fell below 32
• F, summed across all days in these three months that the temperature fell below freezing.
Our identifying assumption is that w t is unforecastable at the end of November. The augmenting variable will help with efficiency as long as the weather is correlated with orange juice futures returns, which seems very likely as frost is damaging to orange trees and central Florida is a major orange-growing area.
The results of the baseline and augmented regressions are shown in table 6. For both regressions, including the augmenting variable reduces the standard error on the predictor. Using the slope of the futures curve as the predictor, we do not reject the null of no predictability in either case. Using the net long speculative positions as the predictor, the t-statistic on the slope coefficient goes from 1.94 in the baseline regression to 2.71 in the augmented regression, and so controlling for the weather allows us to reject the null of no predictability.
VII. Conclusion
Researchers using a regressor x t−h to forecast excess returns, y t , conventionally regress the excess returns on x t−h and use the resulting coefficients for forecasting. However, if there exists a variable w t that is correlated with the regression error but not with x t−h , a more efficient approach to estimating the coefficient on x t−h in the forecasting regression is to augment the regression with w t . This may enable better forecasts to be constructed, because the coefficient on x t−h is more precisely estimated, even though w t is not observed at the time the forecast is made and so cannot be directly used in prediction.
In this paper, we demonstrate the merits of augmenting the estimation model for predictive regressions with ex post measures of any unpredictable component of variable being forecasted. This method is most likely to yield advantages in cases such as forecasting excess returns where there is a large, unforecastable component and precision of the coefficient estimates is likely to be a major issue. In the excess returns context, we argue that ex post SPF survey forecast errors and the surprise components of macroeconomic news announcements may satisfy the required conditions for augmenting variables.
We demonstrate the merits of the approach using canonical predictive regressions for excess bond and equity returns. The gains are quite pronounced in our extension of the Cochrane and Piazzesi (2005) study of excess bond returns. We find little, if any, gains in conventional equity returns regressions. Our goal in the empirical work was to show the benefits in well-known cases. We suspect further gains may be found in other cases and using other augmenting variables. Indeed, we present a small illustration for agricultural commodity future returns using the weather as an augmenting variable. Other possible augmenting variables include data revisions (Koenig, Dolmas, & Piger 2003) and oil supply shocks (as identified, for example, by Kilian, 2008) , though, at least for the oil supply shocks, we think that the case that these are uncorrelated with the predictors is relatively weak.
The approach could easily be misused, say, by searching over a large set of potential augmenting variables for those that give the greatest reduction in (in sample) standard errors. While out-of-sample tests can provide some protection against the sort of false inference this could promote, we believe that, in practice, our approach should be entertained only if the researcher has a strong belief that the identifying assumption is satisfied. In any case, we think our results suggest that the approach deserves serious consideration.
