Abstract. We introduce a game on graphs. By a theorem of Zermelo, each instance of the game on a finite graph is determined. While the general decision problem on which player has a winning strategy in a given instance of the game is unsolved, we solve the decision problem for a specific class of finite graphs. This result is then applied to a permutation sorting game to prove the optimality of a proportional bound under which TWO has a winning strategy.
The transformation gcds is applicable to any graph with a nonempty set of edges -not only to the overlap graph of a permutation. We introduce a two-player game based on gcds. For finite graphs Zermelo's theorem implies that one of the players has a winning strategy. We have not solved the decision problem 2 of which player has a winning strategy. However, in Theorem 5 we describe a class of graphs for which it is known which player has a winning strategy. Applying this new information to overlap graphs of permutations, we prove in Theorem 9 that for each n > 4 that is a multiple of 4 there is a permutation π of n symbols such that the strategic pile P has n − 1 elements and yet for some set A ⊆ P with A = P −3 4 + 1, player ONE has a winning strategy in the game CDS(π, A). This result shows that at least in one case the bounds we obtained from an end-game analysis cannot be improved.
Our paper is organized as follows: In Section 1 we establish basic terminology and notation. In Section 2 we record important features of the cycle graph of cds non-sortable permutations. In Section 3 we introduce the overlap graph of a permutation. In Section 4 we introduce the new graph transformation gcds. In Section 5 we introduce a gcds-based game on finite graphs. In Section 6 we identify a class of graphs for which we know which player has a winning strategy. The findings from Section 6 are used in Section 7 to prove Theorem 9.
Notation and Terminology
For n a positive integer the permutations in the symmetric group S n are the one-to-one functions from the set {1, 2, ⋯, n} to itself. For permutation α the notation α = [a 1 , ⋯, a n ] denotes that α maps a i to i. To define the context directed swap sorting operation, cds, we define the notion of a pointer: Consider the entry a i of α and suppose a i is the positive integer k. Then the head pointer, or simply head of a i is the ordered pair (k, k + 1), while the tail pointer, or simply tail, of a i is the ordered pair (k − 1, k). We use the notation α = [a 1 , a 2 , . . . , (k−1 ,k) a i(k, k+1) , . . . , a j , . . . , a n ] to emphasize pointer locations.
For pointers p = (x, x + 1) and q = (y, y + 1) of α we say that p and q interlock when p and q appear in the order p . . . q . . . p . . . q, or in the order q . . . p . . . q . . . p. We leave cds p,q (α) undefined when p and q do not interlock. If p and q interlock we define the permutation β = cds p, q (α) as follows: 
Pointers p and q no longer interlock in β. The symmetric group S n has n elements to which cds does not apply, namely the identity permutation and for each k < n, the permutation [k + 1, . . . , n − 1, n, 1, 2, . . . , k − 1, k]. These are the cds fixed points in S n .
As an example we perform cds (3, 4) , (6, 7) on β = [3, 6, 5, 2, 4, 8, 1, 7] : Label β with the relevant pointers: β = [3 (3, 4) , 6 (6,7) , 5, 2, (3,4) 4, 8, 1, (6, 7) 7]. Performing the swap yields δ = [3, 4, 8, 1, 5, 2, 6, 7] . Both 3 and 4 and 6 and 7 are now adjacent in δ and pointers (3, 4) and (6, 7) no longer interlock.
Cycle graphs and the strategic pile
. The cycle graph of a permutation α ∈ S n is constructed as follows: The vertices of the graph are the numbers 0 through n + 1. Directed dotted edges are drawn from i to i + 1 for i from 0 to n. Directed black edges are drawn from each entry in α to the entry immediately preceding it. Directed black edges are also drawn from n + 1 to the last permutation entry, and from the first permutation entry to 0. The cycle graph of the example β = [3, 6, 5, 2, 4, 8, 1, 7] is given in Figure 1 . A directed path in the cycle graph is said to be alternating if the edges in consecutive segments of the path alternate between being dotted or black. The set of edges of the cycle graph has a unique decomposition into edge disjoint alternating cycles. Consider the edges 0 1 and n n + 1: The strategic pile of the permutation α is defined to be the set of pointers {(i, i + 1) ∶ i i + 1 is an edge in the directed alternating path from n n + 1 to 0 1}. When these two edges belong to different cycles, then the strategic pile of α is empty. The notion of the strategic pile of a permutation was introduced and studied in [1] .
The cycle graph of the example β has only one alternating cycle, shown in Figure 2 . The strategic pile of β is nonempty: As the reader may verify, the strategic pile of β consists of all the pointers in β. Lemma 1. Let α be a permutation in S n .
(1 
Overlap graphs
Consider a permutation α ∈ S n . For a pointer p = (i, i + 1) in α, draw an arc from p to p as in Figure 3 : . Arcs between pointers of β. "t" and "h" denote the tail-and head-pointers.
The corresponding overlap graph, including edges, is given in Figure 5 (3,4) (2,3) (4,5) (1,2) An edge between two vertices of the overlap graph denotes that the pair of pointers connected by the edge interlock. We also refer to the overlap graph of a permutation as its cds-move graph.
The graph transformation gcds
We now define the graph transformation gcds. The reader could consult the examples in Figures 6 and  7 as illustrations of the graph transformation gcds. Let a graph G = (V, E) be given: V is its set of vertices and E is its set of edges. Let {x, y} ∈ E be given. Then the graph G ′ = (V, E ′ ) = gcds(G, {x, y}) is defined as follows:
(1) In gcds(G, {x, y}) both x and y are isolated vertices.
(2) Create a two-columned master list M(x, y):
The first column contains all vertices, except y, that in G are neighbors 3 of x, and the second column contains all vertices, except x, that in G are neighbors of y. For any pair of vertices p ≠ q in V ∖ {x, y}, determine whether {p, q} ∈ E ′ by using the following criterion:
Case a: If either p or q is not in the master list M(x, y), then {p, q} ∈ E ′ if, and only if, {p, q} ∈ E. Case b: If both p and q are in the master list, check if both appear in the same column of the master list. Subcase b.1 If not, then {p, q} ∈ E ′ if, and only if, {p, q} ∈ E. Subcase b.2 If they are in the same column of the master list and the number of times p and q occur in the master list is even, then {p, q} ∈ E ′ if, and only if, {p, q} ∈ E. Subcase b.3 If they are in the same column of the master list and the number of times p and q occur in the master list is odd, then {p, q} ∈ E ′ if, and only if, {p, q} ∈ E.
(c) After Figure 6 . An application of gcds(⋅, {v 1 , v 2 }) to a finite graph.
As seen in the example in Figure 6 , an application of gcds to a graph with edges always creates a new pair of isolated points. Figure 7 illustrates that applying gcds may create more than two new isolated points.
(c) After Figure 7 . Application of gcds(⋅, {v 2 , v 7 }) to a finite graph, creating four new isolated vertices.
Let M n be the set of graphs with vertices the set of n − 1 pointers associated with elements of S n . Let Γ n ∶ S n → M n be the map that associates with each permutation α ∈ S n its corresponding move graph. We now arrive at our main motivation for introducing gcds: Theorem 2. Let n be a positive integer. For any permutation α ∈ S n and for any interlocking pair of pointers p and q in α, Γ n (cds p,q (α)) = gcds(Γ n (α), {p, q}).
Proof. Let α be a permutation. Let x, (x + 1), y, (y + 1) be entries in α. Let p = (x, x + 1) be the common pointer of the entries x and x + 1; let q = (y, y + 1) be the common pointer of the entries y and y + 1. Assume that p and q interlock in α. Thus, {p, q} is an edge in Γ n (α).
Writing the pointers in α in their order of occurrence gives the structure
where the capital letters mark blocks of pointers. Doing the same with the pointers of α ′ = cds p,q (α) gives the structure
Let r and s be two pointers in α, where the first instance of r is to the left of the first instance of s. We will show that, regardless of the position of r and s relative to p and q in α, {r, s} is an edge in Γ n (cds p,q (α)) if, and only if, {r, s} is an edge in gcds(Γ n (α), {p, q}).
We treat the case when r and s interlock in α, leaving the other case to the reader. Thus, assume that r and s interlock in α. Thus, {r, s} is an edge in Γ n (α). Let r 1 , s 1 denote the left instances of r and s; let r 2 , s 2 denote the right instances of r and s. So these pointers appear in the form r 1 , . . . s 1 , . . . r 2 , . . . s 2 . There are seven relevant cases for how r and s relate to p and q:
In Cases I-III, s interlocks neither p nor q. So neither{p, s} nor {q, s} is an edge in Γ n (α). Therefore, {r, s} is an edge in gcds(Γ n (α), {p, q}).
Case I: r and s interlock neither p nor q. Therefore, r and s could be contained in two possible blocks of α: (a) All instances of r and s are found in A or E. (b) All instances of r and s are found in one block.
In both I(a) and I(b) rearrangement of the blocks B, C, and D does not affect the arrangement of r and s, and so in α ′ r and s still interlock. Thus, in Case I, {r, s} is an edge in Γ n (α ′ ).
Case II: s interlocks with neither p nor q, while r interlocks with p but not with q.
(a) r 1 is in A and r 2 is in B.
Blocks A, B, and E do not change order relative to each other, so in either situation r and s still interlock in α ′ .
(b) r 1 is in C and r 2 is in D. So s 1 is in D: Therefore s 2 is in D. As blocks C and D switch order, in α ′ r and s are arranged as follows: s 1 , r 2 , s 2 , r 1 . Then in Case II, r and s remain interlocked in α ′ , whence {r, s} is an edge in Γ n (α ′ ).
Case III: s interlocks with neither p nor q, while r interlocks with both p and q.
(a) r 1 is in A and r 2 is in C.
So s 1 and s 2 are in E.
Since the order of A, C, and E is unaffected by cds p,q (α), r and s interlock in α ′ .
Therefore, in Case III, r and s interlock in α ′ whence {r, s} is an edge in Γ n (α ′ ).
In Cases IV-VI, both r and s interlock p or q.
Case IV: both r and s interlock with p but both do not interlock with q. In Γ n (α) s and r both have an edge with p, but neither have an edge with q. So in gcds(Γ n (α), {p, q}), {r, s} will be an edge. Now in the permutation α we have one of the following two cases: (a) r 1 is in A and r 2 is in B. Case V: r interlocks with p but not q, and s interlocks with q but not p. In Γ n (α), {r, p} and {s, q} are edges, so r and s both appear in the masterlist. However, r and s do not appear in the same column of the master list, and so in gcds(Γ n (α), {p, q}), {r, s} is not an edge.
(a) r 1 is in A and r 2 is in B. 
Case VI: r interlocks with both p and q, while s interlocks with p but not q.
As {r, p}, {r, q} and {s, p} all are edges in Γ n (α), r and s appear an odd number of times and in both columns of the Masterlist of p and q. Therefore, {r, s} is not an edge in gcds(Γ n (α), {p, q}).
In the permutation α ∶ r 1 must be in A and r 2 must be in
′ , the order will be r 1 , s 2 , s 1 , r 2 .
Then in Case VI, r and s do not interlock in α ′ , and so {r, s} is not an edge in Γ n (α ′ ).
Case VII: Each of r and s interlocks both p and q. Then {r, p}, {r, q}, {s, p} and {s, q} all are edges in Γ n (α). Thus r and s appear an even number of times and in both columns of the Masterlist of p and q in Γ n (α). Therefore, {r, s} is still an edge in gcds(Γ n (α), {p, q}).
In the permutation α there are two possibilities for the placement of r: (a) r 1 is in A and r 2 is in C. So s 1 is in A or C. If s 1 is in A, then s 2 is in C. If s 1 is in C, then s 2 is in E. (b) r 1 is in C and r 2 is in E, so s 1 is in C and s 2 are in E. C does not change its order relative to E or A, so r and s interlock in α ′ . Thus, in Case VII, {r, s} is an edge in Γ n (α ′ ).
We find that in all cases {r, s} is an edge in Γ n (α ′ ) if, and only if, it is an edge in gcds(Γ n (α), {p, q}). This completes the proof of Theorem 2.
The gcds game on graphs
For expository convenience we now define the following modification gcds 2 of gcds: Let G = (V, E) be a fixed finite graph and let {a, b} be an edge of G. Compute the graph (V, E ′ ) = gcds(G, {a, b}). Delete a vertex v ∈ V if v appeared in the masterlist as not the only vertex in the master list, and is isolated after the application of gcds. Let V ′ be the remaining set of vertices. Then we define gcds 2 (G, {a, b}) ∶= (V ′ , E ′ ). To define the game GCDS(G, A), let A be a subset of the set of vertices of the graph G. Suppose after a number of rounds the current graph is C = (V ′ , E ′ ). Then the next player to play selects an edge {a, b} of C, and plays the move gcds 2 (C, {a, b}). The game starts with ONE making such a move for the initial graph G. The players alternate in making moves until there are no edges left.
Let G ′ denote the graph when the game ends
4
. If the set of vertices of G ′ is nonempty and a subset of A, then ONE wins. Else, TWO wins.
As an example, consider the game on the following graph G = (V, E):
4 G ′ has an empty set of edges.
• E = {{1, 2}, {1, 3}, {1, 4}, {1, 7}, {2, 3}, {2, 4}, {2, 6}, {3, 4}, {3, 6}, {4, 5}, {5, 6}, {6, 7}}. The set of vertices favorable to ONE is A = {1, 3, 5, 7}. Proof. This fact follows from Zermelo's classical theorem that in a finite win-loose two-player game of perfect information one of the players has a winning strategy [8] .
Theorem 3 raises the following decision problem:
GRAPH GAME GCDS:
INSTANCE: A finite graph G = (V, E) and a set A.
QUESTION: Does ONE have a winning strategy in the game GCDS(G, A)?
We solved only a special case of this decision problem. Towards describing this result we introduce the following terminology and notation: Graphs F 1 = (V 1 , E 1 ) and F 2 = (V 2 , E 2 ) are isomorphic if there is a bijective function f ∶ V 1 → V 2 such that for all x and y in V 1 , {x, y} ∈ E 1 if, and only if, {f (x), f (y)} ∈ E 2 .
Recursively define the graphs (G n ∶ n ∈ N) as follows:
where: V 1 = {1, 2, 3} and E 1 = {{1, 2}, {1, 3}, {2, 3}}. Assume that G n = (V n , E n ) has been defined with V n = {1, 2, ⋯, 2n + 1}, and define G n+1 = (V n+1 , E n+1 ) by V n+1 = V n ⋃{2n + 2, 2n + 3} and E n+1 = E n ⋃{{2n + 1, 2n + 2}, {2n + 1, 2n + 3}, {2n + 2, 2n + 3}}. Theorem 4. Let n > 1 be an integer. Let F be a graph isomorphic to G n . Let {u, v} be an edge of F . Then gcds 2 (F , {u, v}) is isomorphic to G n−1 .
Proof. The proof consists of examining the result of gcds 2 (G n , {j, k}) where {j, k} is any of the three edges of the dashed triangle displayed in the generic segment of the graph G n in Figure 10 , and also cases where the edge {j, k} is from the leading triangle or the trailing triangle of G n . Figures 11, 12 and 13 each illustrates the resulting graph when an edge of the triangle marked in dashed lines is targeted. We leave examination of the remaining cases to the reader. For a finite graph G = (V, E) and a set A the pair (G, A) is said to be a position. Two positions (F 1 , B 1 ) and (F 2 , B 2 ) are isomorphic if there is an isomorphism f from graph F 1 to graph F 2 such that A) is said to be a P-position if there is a winning strategy from this position for the player whose move produced this position. It is said to be a N-position if the next player to move has a winning strategy from this position. For each n define the set A n = {2} ⋃{k ≤ 2n + 1 ∶ k mod 4 = 0}, a subset of the set of vertices of G n . Figure  14 depicts a generic example of a position (G n , A n ), with members of A n marked in gray. From now on, we consider the class T of positions (F , B) for which there exists an n such that (F , B) is isomorphic to (G n , A n ). We seek to solve the decision problem 
GRAPH GAME GCDS(T ):
INSTANCE: A position (F , B) that is a member of T . QUESTION: Does ONE have a winning strategy in the game GCDS(F , B)?
Theorem 5. Let (F , B) be a position which, for some positive integer n, is isomorphic to (G n , A n ).
Proof. We prove the theorem by induction on n. Observe that for (G 1 , A 1 ) the graph G 1 is a triangle, and one vertex assigned to ONE, and two assigned to TWO.
The next player to move can remove all of the opponent's vertices. Note that this is also true in the case of two vertices assigned to ONE and one vertex assigned to TWO. Now consider (G 2 , A 2 ), depicted in Figure 15 . As an exhaustive verification shows, application of gcds 2 based on any edge of (G 2 , A 2 ) results in a position isomorphic to an N-position. Thus any position isomorphic to (G 2 , A 2 ) is a P-position. Now let n ≥ 2 be an integer and assume that for all k ≤ n it has been verified that if k is even, then
Case 1: n is even. Then n + 1 is odd. By Theorem 4 gcds 2 (G n+1 , {2(n + 1), 2(n + 1) + 1}) produces from the position (G n+1 , A n+1 ) a position isomorphic to (G n , A n ), which by the Induction Hypothesis is a P-position. It follows that (G n+1 , A n+1 ) is an N-position.
Case 2: n is odd. Then n + 1 is even, and we must show that (G n+1 , A n+1 ) is a P-position. We do this by showing that for each application of gcds 2 to G n+1 , there is a follow-up application of gcds 2 such that the resulting position is isomorphic to (G n−1 , A n−1 ) which, by the induction hypothesis, is a P-position. Thus each application of gcds 2 to G n+1 results in a N-position. This argument involves starting with (G n+1 , A n+1 ), considered as the current position after the previous player has moved. We then consider a move by the current player, followed by the previous player again. We consider two cases:
Case 2.A: The current player applies gcds 2 to an edge not belonging to {{1, 2}, {1, 3}, {2, 3}}.
In this event we zoom in on a pair of adjacent triangles, called a "Buddy Block" and marked in dashed edges in Figure 16 , that includes the one that contains the edge targeted by the current player's gcds 2 move. Observe that after these two gcds 2 moves the resulting graph is isomorphic to G n−1 . Moreover, by considering the cases where 2i + 4 or 2i + 6 is an element of A n+1 , we see that the resulting position is isomorphic to (G n−1 , A n−1 ). A similar analysis shows that for each move by the current player there is a countermove by the previous player so that the result of the two moves is a position isomorphic to (G n−1 , A n−1 ). This completes the argument for Case 1.
Case 2.B: The current player applies gcds 2 to an edge belonging to {{1, 2}, {1, 3}, {2, 3}}. In this case, we consider the first three triangles and follow the same strategy of removing an edge that results in the loss of one vertex from A n+1 and three vertices outside A n+1 . The resulting position is once again isomorphic to (G n−1 , A n−1 ). This completes the proof of the theorem.
Theorem 5 provides the following solution to the decision problem GRAPH GAME GCDS(T ):
Corollary 6. For each positive integer n ONE has a winning strategy in the game (G n , A n ) if, and only if, n is odd.
The permutation sorting game CDS(α, A)
The game CDS(α, A) was defined in the introduction, where we also mentioned the following result: P , then ONE has a winning strategy in CDS(α, A). (2) If P > 0 and A ≤ max{ 1 4 P − 2, 0}, then TWO has a winning strategy in CDS(α, A).
For the reader's convenience we outline a proof: Towards proving (1): We may assume that both P and P ∖ A are nonempty, otherwise there is nothing to prove. Consider a strategy of player ONE that calls in each round for removing an element of P ∖ A. Consider a play during which ONE followed this strategy. For nonnegative integers i let P i denote the elements of P not yet removed by the end of round i, let A i denote the set A ∩ P i and let B i denote P i ∖ A i . By convention P 0 = P, A 0 = A and B 0 = P ∖ A. In a round ONE's strategy may require also removing an element of A to remove an element of P ∖ A. Player TWO may be able to remove two elements of A whenever it is TWO's turn. By the cds Bounded Removal Theorem a player can remove at most two elements from the strategic pile in any round. Thus, per round, ONE may loose up to three elements from A while TWO looses only one element from P ∖ A. By the i-th round we have
P − 3i, so that the inequality 3 B i ≤ A i holds. By the Strategic Pile Removal Theorem a player may in any round remove any chosen element from the strategic pile, provided there is more than one element in the strategic pile. Thus, for any i such that B i > 0, applying ONE's strategy gives B i+1 < B i . Since the game started with a nonempty set B 0 there is a last i ≥ 0 with B i nonempty. For this i we have P i ≥ 4 B i , so that P i has at least four elements. In round i + 1 ONE's strategy removes all elements of B i . By the cds Bounded Removal Theorem, there are elements of A left after this move by ONE. Since α is not cds sortable, ONE wins the play.
Towards proving (2): Note that if
P + 2. ONE moves first, potentially removing two items belonging to TWO from the strategic pile. After this first move the new strategic pile P ′ has two fewer elements than P, and P ′ ∖ A has two fewer elements than P ∖ A. It follows that P ′ ∖ A ≥ 3 4 P ′ and from this point on TWO is the first player. Apply (1) to conclude that TWO has a winning strategy. A more detailed analysis of the end-game shows: Theorem 8. Let α be a permutation with strategic pile P.
(1) (a) If P mod 4 = j and j < 2 then for any A ⊆ P with A ≥ 3 4 ( P − j) + j, ONE has a winning strategy in CDS(α, A). (b) If P mod 4 = j and j ≥ 2 then for any A ⊆ P with A ≥ 3 4 ( P − j) + (j − 1), ONE has a winning strategy in CDS(α, A).
(2) If P mod 4 = j then for any A ⊆ P with P ∖ A ≥ 3 4 ( P − j) + j, TWO has a winning strategy in CDS(α, A)
In each case the strategy of removing as many strategic pile elements of the opponent per round as possible is a winning strategy of the winning player. The details of the arguments are similar to those outlined for Theorem 7, and are left to the reader. For j = 3 Theorem 8 (2) can be equivalently stated as follows:
If P mod 4 = 3 then for all A ⊆ P such that A ≤ 1 4 ( P − 3), TWO has a winning strategy in the game CDS(α, A). In the next theorem we prove that this bound on A is optimal:
Theorem 9. For each integer n > 4 that is a multiple of 4 there exists a permutation α n ∈ S n with a strategic pile P n , and a set A n ⊆ P n such that (1) P n mod 4 = 3, (2) A n = Pn −3 4 + 1, and (3) ONE has a winning strategy in the game CDS(α n , A n ). 
• The (k − 1, k) pointer interlocks with both the (k, k + 1) and the (k − 2, k − 1) pointer.
• The (k, k + 1) pointer interlocks with (k − 2, k − 1), (k − 1, k), (k, +1, k + 2) and (k + 2, k + 3) pointers.
• The (k + 1, k + 2) pointer interlocks with the (k + 2, k + 3) and (k, k + 1) pointer. Thus, we get get the partial overlap graph in Figure 20 .
Figure 20. The Buddy Block returns!
The full overlap graph O n of α n is isomorphic to the graph G n−1 and is depicted in Figure 21 . Let f ∶ G n−1 → O n be the isomorphism. Next observe that these permutations have a full strategic pile, so that every vertex in the move graph represents an element in the strategic pile. From the definition of α n we see that the segment 5→0 1→n n + 1→1 2→3 4→2 3⋯ is part of an alternating path in the cycle graph of α n . Thus the strategic pile is nonempty. We must show that for each n > 4 that is a multiple of 4, for each k with 1 ≤ k < n the edge k k + 1 is in this alternating cycle. For n > 8, continuing the alternating path from the entry 3 in α n shows that each of the edges (n − 2i) (n − 2i + 1) for 1 ≤ i ≤ (n 2 − 4) occurs in this alternating cycle. Since α n is of form [5, 7, 6, 9, 8, 11, 10 , ⋯] we see that this alternating cycle also contains ⋯→6 7→5 6→7⋯.
It follows, by continuing the alternating cycle following permutation α n 's entries, that each edge of form n − 2i − 1 n − 2i for 1 ≤ i < (n 2 − 4) is also in this alternating cycle. Examining the final segment of α n we see that this cycle continues as ⋯(n − 2)→(n − 1) n→4 5→0⋯ showing that the remaining edges i i + 1 are also in this alternating cycle. It follows that P n = {(i, i + 1) ∶ 1 ≤ i < n} is the strategic pile of α n . Thus P n is the vertex set of overlap the graph O n of α n . With f ∶ G n → O n the graph isomorphism, choose the subset B n = {f (a) ∶ a ∈ A n } of P n . Then (O n , B n ) is isomorphic to the position (G n−1 , A n−1 ). As n − 1 is odd, Corollary 6 implies that ONE has a winning strategy in the game GCDS(G n−1 , A n−1 ), and thus in the game GCDS(O n , B n ). By its definition A n−1 = Pn −3 4 + 1. By Theorem 2 ONE has a winning strategy in the game CDS(α n , B n ).
Note that by the end-game analysis given before Theorem 9, removing one point from B n creates an example where TWO has a winning strategy in the corresponding game. This illustrates that the bound in item (2) of the end-game analysis for player TWO is optimal.
Remarks and Questions
Can Theorem 9 be further improved? Theorem 9 gives examples in S n when n is a multiple of 4. This constraint on n seems to be an artifact of the proof technique, but at this time there is no indication that for other classes of n the corresponding tight bound might be achievable. One approach to this question may be to examine the corresponding problem for graphs that are the move graphs of permutations. This raises another interesting decision problem:
CDS MOVE GRAPH
INSTANCE: A finite graph F . QUESTION: Is there a permutation α with cds move graph isomorphic to F ?
It is of independent interest to determine the complexity of the CDS MOVE GRAPH decision problem. The fundamental facts exploited in Theorem 9 are (1) that there are connected finite graphs G = (V, E) and a set A ⊆ V such that V mod 4 = 3 and A = V −3 4 + 1 and yet ONE has a winning strategy in the game GCDS(G, A) and (2) these graphs are isomorphic to the cds move graphs of permutations with a full strategic pile. It is not clear that for connected graphs without an additional constraint such as (2) , there should be a threshold proportion such that for 8. Acknowledgements
