Abstract. Inspired by the algorithm of Barnsley's chaos game, we construct an open quantum system model based on the repeated interaction process. We shown that the quantum dynamics of the appropriate fermionic/bosonic system (in interaction with an environment) provides a physical model of the chaos game. When considering fermionic operators, we follow the system's evolution by focusing on its reduced density matrix. The system is shown to be in a Gaussian state (at all time t) and the average number of particles is shown to obey the chaos game equation. Considering bosonic operators, with a system initially prepared in coherent states, the evolution of the system can be tracked by investigating the dynamics of the eigenvalues of the annihilation operator. This quantity is governed by a chaos game-like equation from which different scenarios emerge.
Introduction
Soon after their popularization by Mandelbrot [1, 2] , fractals were the subject of intensive studies for their intrinsic mathematical interest [3, 4, 5] , for their scientific applications [6, 7] , and for the sheer joy of their aesthetic properties [8] .
The relationship between fractals and dynamical systems is profound, and a particularly beautiful illustration of this is found in Barnsley's chaos game, in which a simple random dynamical system known as an iterated function system (IFS) and based on three vertices produces the Sierpinski triangle [3] . In statistical mechanics, the Sierpinski triangle appeared in the study of self-organising systems and cellular automata [9] . The chaos game itself has found application in the field of genetics starting with [10] and continuing to the time of writing in, for example [11] . Fractals have also appeared in quantum mechanics in various ways, ranging from their appearance in the path integal formulation of quantum mechanics, implicit in [12] (though fractal terminology had not yet been developed), through the investigation of fractons [13] and even attempts to model quantum space-time [14] .
In this work, we will quickly review the rules defining the chaos game, focusing on two well known examples: the 1d case (with two vertices) leading to the Smith-VolterraCantor set and the 2d case (built around three vertices) leading to the Sierpinski triangle. With the chaos game algorithm in mind, we propose the construction of a model for open quantum system based on the repeated interaction process (section 3). In this model, the system and the bath are described by either fermionic or bosonic quadratic Hamiltonians (see sections 3.1 and 3.2). One can easily track the time evolution of the system's operators and follow the system's journey under the bath's influence. Studies for fermionic and bosonic cases are presented in sections 4 and 5.
The "Classical" Chaos Game
The chaos game is a mathematical game proposed by Michael Fielding Barnsley in 1988. It is defined by a set of rules, the (non-deterministic) algorithm which when repeated with appropriate parameter values leads to fractal structures. The game provides an introduction to iterated function systems (IFS) and their attractors. Here we only give a short presentation of the game. A full description of the problem and the mathematics behind it can be found in [3, 4] . We start with a set of preparation steps (1) before giving the actual playing rules (2): the algorithm. We will refer to the chaos game equation as
where c n are independent random variables taking values in {b j } M −1 j=0 , with equal probability. At this point, it is convenient to define the functions
Those are contractions on R 2 so that there exists a unique non-empty compact set C that is invariant under f j [5] . In other words C is the set satisfying C = j f j (C). The set C acts as an attractor: for almost all x 0 , the orbit {x n } n∈N approaches C. Defining, for any non-empty compact subset S, f (S) = j f j (S) we write f
In fact, the sequence f k (S) converges to C for any S. We call f k (S) a pre-fractal of C.
The 1d case and Smith-Volterra-Cantor set
Let us here restrict the chaos game to R instead of R 2 . We replace the M -gon by a 2-gon with b 0 = 0 and b 1 = 1. The functions f 0 and f 1 are defined from R → R. As an example let us consider 0 ≤ x < y ≤ 1 and write
is the union of two non-intersecting sets. It follows that f k ([x, y]) is the union of 2 k disjoint subsets. The series {f k (S)} k∈N converges towards a well known fractal set called the Smith-Volterra-Cantor set. For 0 < w < 1/2 one see that
is the unique invariant under f . No fractal is emerging from this range of parameter. However, we will investigate this situation in more details when presenting results for the quantum game.
The 2d case and Sierpinski triangle
Back in R 2 , the most famous chaos game example is obtained by considering a triangle (M = 3 and b j = (cos θ j , sin θ j ) with θ j = 2πj/3 for j = 0, 1, 2) together with w = 1/2. One observes that, for this system the set C is the Sierpinksi triangle. After a large number of iterations, independently of the starting point x 0 , the set {x n } n∈N is indeed attracted towards it. As in the 1d case for small values of w (by which we mean 0 < w < 1/3) the density of point appears to be continuous in the subset of R 2 delimited by the triangle (b 0 , b 1 , b 2 ).
The Quantum Chaos Game
In this section, we present the set-up (for fermionic and bosonic systems) leading to what we have called "the quantum chaos game". In both, the fermionic and bosonic scenarios, the set-up is based on a randomised version of the repeated interaction process [15, 16] . The latter process allows for the description of a quantum system open to interactions with an environment. The ensemble system plus environment is described as a closed quantum system. This approach has been the subject of an active line of research with various applications including quantum trajectories [17, 18, 19, 20] , relaxation, thermalization and transport in quantum systems [21, 22, 23, 24] . We will see how the starting point x 0 (in the classical chaos game) is associated (in the quantum chaos game) to the initial state of the system. Identically, all vertices b j of the Mgon are associated to the different initial states populating the environment. For both the fermionic and bosonic cases, the Hamiltonians describing the system-environment interaction are chosen to be quadratic. Apart from being different by the nature of the operators considered, the fermionic and bosonic scenarios differ in the choices of initial states in which different subsystems are prepared. Fermionic subsystems are prepared in one of the canonical states |1 , |0 with one or no particles, while bosonic subsystems are prepared in coherent states (eigenstates of the annihilation operator). We will show that for the fermionic case the quantum game is one-dimensional only. It perfectly maps onto the 2-vertex problem presented in the previous section. In the bosonic case we show how we recover the 2d chaos game for arbitrarily shaped M -gon. The following subsections presents the general set-up as well as the repeated interaction process for both particle types. We start with a detailed description of the system, the environment, and the initial state (see sections 3.1, 3.2 and 3.3). We pursue by describing the interaction between the system and the environment as well as the dynamics governing the evolution of the ensemble (see sections 3.4 and 3.5).
The system
Let us start by defining the system, with Hamiltonian:
with creation and annihilation operators (a † 0 and a 0 ) which are either bosonic or fermionic operators. We denote by H 0 the Hilbert space of the system and |φ 0 a state of this Hilbert space. When working explicitly with fermions or bosons we will use the notations
The environment
We continue by defining the environment as a bath made of an infinite collection of independent modes j (j ∈ N * ), with Hilbert space H j . We denote by |φ j a state of H j and write a j and a † j the associated annihilation and creation operators. Since the modes are independent the Hamiltonian of the environment is H B = j∈N * H j , with [H j , H i ] = 0 and
The total Hilbert space associated to the environment is B = j∈N * H j . Recall that the notation f j , f † j or b j , b † j will be adopted when working explicitly with fermions or bosons. ‡
The initial state
The system is prepared in a state |χ 0 0 , while all modes of the bath (j ∈ N * ) are prepared independently. To be more explicit we define M particular states of some mode as |β k for k ∈ {0, 1, 2, ..., M − 1} (in general we do not require those states to be orthogonal). In addition, we define the random variables γ j (for j ∈ N * ), each γ j taking value in {0, 1, 2, ..., M − 1}. We denote by |γ j j the initial state of the j th mode. It is defined to be one of the |β k states selected by the random variable γ j , so that
‡ Note that we have chosen the quanta of energy ω in the environment and the system to be identical. It is of course possible to consider an inhomogeneous set-up by defining ω j for all j ∈ N. with δ q,k = 1 if k = q and zero otherwise. Finally the initial state of the environment is simply |Γ B = j∈N * |γ j j and overall, the full initial state |I of the ensemble systemenvironment is |I = |χ 0 0 ⊗ |Γ B .
Hamiltonian
The dynamics is specified by the full Hamiltonian describing the interaction between the system and the environment using the repeated interaction process [15] . The Hamiltonian is time dependent and written H(t). We denote by τ the characteristic time of interaction. Over the time interval [(n − 1)τ, nτ [ the Hamiltonian H(t) is constant and defined by H(t) = H (n) with
and
Let us write N * n = N * \{n}. It is often convenient to write
T . We will use the notations
T for fermions and bosons respectively. §
The dynamics
We now define the time evolution operator U (n) (τ ) = exp(−iτ H (n) ) so that the evolution of the state for the ensemble system-environment is given by
where |I is the intial state defined in section 3.3. Note that
where the first part of the product is the time operator evolution acting on H 0 ⊗ H n , while the second part describes the "free" evolution of all other modes (the modes not interacting with the system at this time). It is convenient to define, for a given Hilbert space H j , the identity operator 1 j . Moreover, we write 1 B = j∈N * 1 j , and 1 Nn = 1 0 j∈N * n 1 j . To keep notation as compact as possible we will omit those identities when possible. For example: a 0 ⊗ 1 B ↔ a 0 , and identically a n ⊗ 1 Nn ↔ a n . § If the reader chooses to consider inhomogeneous ω values (as indicated before) a matrix T n needs to be defined: Figure 1 . Illustration of the quantum chaos game for fermionic particles. Each mode of the environment is prepared in one of the states |0 n , |1 n (indicated in red).
The Fermionic case
In this section we show how the fermionic case exactly maps onto the classical chaos game. Operators a j and a † j now become f j and f † j satisfying the anticommutation
Initially, the system is prepared in the vacuum state |0 0 such that f 0 |0 0 = 0. We restrict the random variable γ j to take values in {0, 1}. Each mode j of the environment is prepared in one of the states |β 0 j = |0 j and
Here |γ j j can be written explicitly in terms of the random variable γ j :
The action of f 0 on |nτ
Let us focus on the action of the annihilation operator f 0 on the state |nτ :
Analogously, we can define
It is not hard to show that (see appendix section 7.1)
where e −iτ T i,j are elements of the matrix e −iτ T with T given by equation (8) . It follows from (11) that
so that we can check nτ |f 0 |nτ = 0 (see appendix section 7.2 for details). If one wants to measure how the environment affects the system the next natural step is to evaluate nτ |f † 0 f 0 |nτ .
The average number of fermions in the system: N n
We define N n as the average number of fermions in the system at time t = nτ : N n = nτ |f † 0 f 0 |nτ . In fact N n allows for a full description of the system. Let us remind the reader that the ensemble system-environment is prepared in a pure state |I and evolves in time to be |nτ . However, restricting our attention to the system only, we can define the reduced density matrix ρ S , via the partial trace over the degrees of freedom of the environment, yielding ρ S (nτ ) = Tr B {|nτ nτ |}. Since nτ |f 0 |nτ = 0 we deduce that ρ S (nτ ) is Gaussian:
We show (see appendix section 7.3) that: = ie −iωτ sin(λτ ) and w = sin 2 (λτ ). This takes us back to the chaos game presented in section 2:
As a consequence, for λτ ∈]π/4, 3π/4[ (mod 2π) the set of points {N n |∀n ∈ N} converges towards the Cantor-Voltera fractal set. Since we have already understood the process leading to fractal sets when considering 1/2 < w < 1, we here focus on the point density for N n when 0 < w ≤ 1/2. The ergodic theorem for iterated maps [25, 26] allows us to reach the density distribution from two different points of view.
(i) Let us first define T n (x, y) as the total number of points N j , generated after n iterations, and such that x ≤ N j < y:
with
We divide [0, 1] in K intervals and write
T n (j/K, (j + 1)/K) = n + 1 taking the limit K → ∞. This allows us to define the density σ n (x) as σ n (x) = lim K→∞ K n+1
T n (j/K, (j + 1)/K) satisfying 1 0 dxσ n (x) = 1. In particular we are interested in σ * (x) = lim n→∞ σ n (x).
(ii) Assume that the starting point of the chaos game x 0 is randomly distributed according to the density distribution η 0 (x). We define η n (x) the distribution of points after n iterations. One can easily show that the latter quantity must obey the following equation:
Note that if
Once again, we write η * (x) = lim n→∞ η n (x). The latter equation allows us to write for any function h(x): 2 h(x) = h(x(1 − w)) + h(x(1 − w) + w) . Choosing h(x) = x n gives another derivation of the recursively defined moment formula already presented in [27, 28, 29] 
Alternatively, we can think of the chaos game as a random walk by rewritting the chaos game equation as x n+1 = x n + ∆ ± (x n ), where ∆ − (x n ) = −wx n and ∆ + (x n ) = w(1 − x n ) are the lengths of the left and right steps from position x n . In particular we see that |∆ + | + |∆ − | = w. In the statistical physics community, random walks with variable size steps have been considered in [30, 31] . To make the link between the chaos game and those studies more explicit, we start from the chaos game equation (1) (using x 0 = 0) and define σ j = 2c n−j−1 − 1 as spin variables (taking values in {−1, 1}). We show by induction
with σ i = 0 and σ i σ j = δ i,j . From the previous equation, we see that the distribution of the variable x n is determined by the distribution of the random variable Θ n = n−1 j=0w n σ n , withw = 1 − w. In the mathematical community, the distribution of Θ is known as Bernoulli convolutions [32, 33, 34, 35, 36, 37, 38, 39] . In 1935 Jessen and Wintner [33] proved that for 0 <w < 1 the distribution of Θ is either absolutely continuous or singular with respect to Lebesgue measure. Since then the challenge has been to identify the set ofw values for which the distribution is absolutely continuous or singular. Amongst the many noticeable results (see reviews [34, 35] ), P. Erdos [36] showed that the density is singular for allw ∈]1/2, 1[ such that 1/w is a Pisot number. No other than reciprocal Pisot numbers are known to be associated to a singular distribution [35] . On the other hand, the density is known to be absolutely continuous forw = 2 −1/m [37] . An exact expression of the probability distribution (in real space) forw = 2 −1/m with m = 1, 2, 3 can be found in [30] . It is continuous and piecewise polynomial of maximum order m − 1. Moreover, Solomyak [38] proved that the density is absolutely continuous almost everywhere forw ∈]1/2, 1[. In addition, P. Erdos [39] showed that the density is absolutely continuous forw sufficiently close to one. However, no explicit bound for the neighbourhood of one is given.
In figure 3 , we present numerical simulations for σ n (x) and numerical calculations for η m (x). Numerical results clearly confirms that both η m and σ n converge towards the same stationary distribution. We observe that the shape of the density function is strongly dependent on the w value. Up to a translation and dilatation, the plots presented here are similar to the ones in [30, 31] . For w = 1 − 1/φ with φ = (1 + √ 5)/2 (the golden ratio), a detailed analysis of the sefsimilar distribution was presented in [30] . For w = 1/2 one trivially verify that η * (x) = 1 (for all x ∈]0, 1[) and for w = w c = 1 − 1/ √ 2 (see figure 3 ) one has
For small w values, one can approximate η * (x) (around x = 1/2) with the Gaussian distribution characterised by mean x = 1/2 and variance Var = (w/2) figure 4) . However, we remind the reader that η * must satisfy η * (0) = η * (1) = 0. It follows that the Gaussian approximation fails for x close to the boundaries. For small x, one propose to estimate the behaviour of η * using equation (21) and η * (x) ∝ x α as an ansatz. Indeed, for x < w one has η * x−w 1−w = 0 so that we are left with 2(1 − w)η * (x) = η * (x/(1 − w)), which leads to
In particular, we recover α = 1 for w = w c in agreement with (24) . Inverting the last equation allows us to find w values for which one can expect a behaviour of the form x α . In particular for α = m integer, one recover all w values given by 1 − w = 2
for which the density is known to be absolutely continuous [37] . One should note that w = w c separates density distributions characterised by α < 1 (for w > w c ) and α > 1 (for w < w c ).
Entanglement Entropy
Let us once again insist on the fact that the system is described by a mixed state ensemble (the density matrix ρ S ), while the ensemble system-environment is in a pure state (|nτ ). This is in fact a direct signature of the entanglement which links the system and the bath. Starting from a factorised pure state |I = |0 0 ⊗ |Γ B the dynamics naturally entangles the system and bath states. In other words, at a later time t = nτ it is not possible to write |nτ as a direct product of the form |φ 0 ⊗ |ψ B . One should mention that, in the mathematical community, work on the entropy for Bernoulli convolutions have been considered in [40, 41] . However, in this context, the focus is quite different. Indeed, those studies are aimed to analyse the entropy associated to the random variable Θ n = n jw j σ j , defined in (23) . In our study we focus the average number of fermions N n which if related to Θ n (via (23)) is limited to only taking values 0 or 1 with probabilities 1 − N n and N n . One measure of entanglement is given by the Von Neumann entropy S n = −Tr {ρ S (nτ ) ln[ρ S (nτ )]}. In a sense it measures how far the density matrix of the sytem is to describing a pure state. One should mention that entanglement is a purely quantum property which has been the focus of an enormous number of studies. It plays a key role in quantum engineering and information processing [42, 43, 44, 45, 46, 47] . In relation to the repeated interaction process entropy production and entanglement have been studied in [48] and [49, 50] respectively. At a given time nτ , the entropy is
Focusing on the average entanglement entropy we performe numerical calculations of S * = lim n→∞ 1 n n j=1 S n for various values of w (see figure 5 ). Alternatively (using the property η * (x) = η * (1 − x)) we can write
One observes that the entanglement S n reaches its maximum S max = ln (2) for N n = 1/2. Moreover, for w > 1/2 the fractal structure does not allow N n to take values around 1/2 in the interval ]1 − w, w[. It follows that highly entangled states are forbidden by the dynamics. In contrast, for w < 1/2 highly entangled states are now accessible and even most probable. At this stage S * can be evaluate exactly for w = 1/2 and w = w c only, as in both case, η * (x) is known. For all other w value, we propose the following strategy. Starting from equation (26) , changing the variable x → 1 − x and using the Taylor expansion ln(1 − x) = − ∞ n=1 x n /n one can express S * as a sum over all moments x n (which recursively can be calculated exactly using (22) ):
Truncating the calculation to a given order K, we define
The comparison between S * obtained under numerical simulation of the chaos game with the approximation (28) for order K = 2, 3 and 5 is presented in figure 5 . One should note that the truncated approximation converges faster towards S * when w < 1/2.
The Bosonic case
When considering the bosonic scenario we write b j and b † j for the anihilation and creation operators. As we will see below, by preparing the system in a coherent state |χ 0 0 , we obtain a situation in which the Barnsley's 2d−chaos game arises. A coherent state is Figure 2 . Illustration of the quantum chaos game for bosonic particles. Each mode is prepared in one of three coherent states |β 0 n , |β 1 n and |β 2 n (indicated in red).
an eigenvector of the annihilation operator b 0 such that b 0 |χ 0 0 = χ 0 |χ 0 0 with χ 0 ∈ C:
where |n 0 is the state populated by n particles: b † 0 b 0 |n 0 = n|n 0 . We let the random variables γ j take values in {0, 1, 2, ..., M − 1} and define M coherent states |β j , for j ∈ {0, 1, 2, . . . , M − 1} parametrised by complex numbers β j which we can choose freely. Initially, every mode of the environment is prepared, at random, in one of the coherent states |β j with equal probability. The full initial state is |I = |χ 0 0 ⊗ |Γ B , with |Γ = j∈N * |γ j j and |γ j j = M −1 k=0 δ γ j ,k |β k j . Since |γ j j is one of the possible coherent state it is convenient to write b j |γ j j = β γ j |γ j j .
The action of b 0 on |nτ
As before, we focus on b 0 |nτ :
A derivation similar to the one presented for fermions leads to b 0,(n) (τ ) = e
b n . It follows that
The second term of the sum can be written as e −iω(n−1)τ β γn |(n − 1)τ . Starting with b 0 |I = χ 0 |I , we show by induction that |nτ is an eigenstate of b 0 : b 0 |nτ = χ n |nτ , with
The orbits of χ n
For simplicity one can write ωτ = Ω and λτ = Λ. The analogy with the chaos game now becomes obvious (though as yet imperfect): χ n+1 = (1 − W )χ n + Wβ n,γ n+1 , with
If Ω is a multiple of 2π, one perfectly recover the 2d chaos game as presented in section 2 with the position of the vertex being defined byβ j = i sin(Λ)β j /(1 − cos(Λ)). For example choosing Λ = π/3 and β j = e iθ j with θ j = 2πj/3 (for j = 0, 1, 2) leads to W = 1/2 and the Sierpinski triangle, with the position of the vertex of the triangle (in the complex plane) given byβ j = i √ 3β j (see figure 6 ). There are several other cases of potential interest, which we plan to investigate more closely in subsequent work.
(i) If Ω = π, there are two distinct pointsβ n,j for every β j (assuming β j = 0) such thatβ 2n,j = −β 2n+1,j . Effectively the chaos game is played between 2M vertices (see figure 6 ).
(ii) In general if Ω = πr/s (with r, s ∈ N and gcd(r, s) = 1) the quantum game is effectively a classical chaos game with sM or 2sM vertices if r is respectively even or odd (see figure 7 ).
(iii) If Ω/π is irrational, the pattern we observe is the result of a continuous rotation of the original fractal (see figure 7 ).
(iv) If Λ is a multiple of π (say Λ = πp) thenβ n,j = 0 ∀n ∈ N. It follows that regardless of the state of the subsystem the system interacts with, one has χ n = (−1) pn e −iΩn χ 0 . The χ n values are orbiting on the circle of radius |χ 0 |. The orbit is either discrete or continuous. If one consider Ω/π to be rational (say Ω = πr/s with r, s ∈ N and gcd(r, s) = 1) then ω/λ is rational as well. It follows that the set {χ n } is finite, with cardinality |{χ n }| = s or |{χ n }| = 2s if ps + r is respectively even or odd. However if Ω/π is irrational so is w/λ and χ n fall on a continuous orbit of radius |χ 0 | (see figure 8 ).
The absence of Entanglement
Our work has now lead us to the following dilemma. On one hand, we are working with coherent states which are often refered to as states with the most classical-like behaviour. On the other hand, just as in the fermionic study, we would like to investigate the evolution of entanglement which is said to be a purely quantum effect. This lead us to the following question: Can entanglement emerge from the quantum evolution of classical-like states? In the following we argue that under the conditions considered here (quadratic Hamiltonians and initially factorised coherent state), the quantum dynamics does not allow for entanglement between the system and the bath.
Let us remind the reader of the equation b 0 |nτ = χ n |nτ , reflecting the fact that the system is at any time in a coherent state. In fact, one can be more specific and show that at all time t = nτ the entire state can be written as a product of coherent states. Let us rewrite the state |τ generated after one iteration:
with |01(τ ) = e −iτ (H 0 +V 0,1 +H 1 ) |χ 0 ⊗ |γ 1 and |γ j (τ ) j = e −iτ H j |γ j j . It can be easily shown that |γ j (τ ) j is the coherent state parametrised by complex number e −iωτ γ j . Along the same lines, it is not hard to show that |01(τ ) is itself the product of two coherent states. We write |01(τ ) = |χ 1 1 ⊗ |γ 1 (τ ) , where χ 1 is given by equation (32) . Reasoning by induction, it follows that at all time t = nτ the ensemble systemenvironment remain in a product of coherent states. Even if the system and the bath influence each other, the states are not mixing, and only the parameters associated to each state is evolving. It follows that the system is and remains in a pure state at all times, leading to no entanglement.
Conclusion
In this paper, we have shown that repeated interactions of an appropriate quantum system with a bath provide a physical model of Barnsley's chaos game. We follow the evolution of the system after successive interactions with the subsystems of the environment. All subsystems are independent and randomly prepared in one of the predetermined |β j states. When considering fermionic particles, we are limiting the set of possible |β j s to the vacuum state |0 and the one particle state |1 . We verify that the system's reduced density matrix is at all time in a Gaussian state. The effect of the repeated interactions onto the system is tracked by following the evolution of the expected number of particles N n . This quantity is governed by the chaos game equation. It follows that for w = sin(λτ ) > 1/2 the expected number of fermions fall onto the Cantor-like set. However, for w < 1/2, N n takes continuous value in the interval [0, 1]. In this case, we investigate the density of points in the limit t → ∞. Up to a translation and a dilatation, the distribution of point is identical to the Bernoulli convolutions presented in [30, 31] , in the context a the random walk with variable size steps. We propose an ansatz for small x, which allows us to find the w values for which a x m behaviour is expected. Those w appear to be given by the values for which the distribution is known to be absolutely continuous. We track the evolution of entanglement between the system and the environment. Results from numerical simulations are compared to approximation using moment expansion. When considering bosonic modes, the |β j states are coherent states with parameters β j ∈ C. The effect of the bath on the system can be directly observed by following the evolution of the eigenvalues χ n of the annihilation operator b 0 at time t = nτ . The eigenvalue χ n is governed by a chaos gamelike equation. In fact for specific parameter values (such that Ω is multiple of 2π) the analogy with the chaos game is perfect. In the case of the Sierpinski triangle, the vertices of the triangle are not given by the β j values themselves, but by the transformationsβ j . Other interesting scenarios emerge for different parameter subspaces. Roughly speaking, one generally observe either discrete or continuous rotation of a classical chaos game pattern. Finally, the bosonic set up is such that no entanglement emerges. We argued that the system remained at all time, in a direct product of coherent states. For w = 1 − 2 −1/10 , comparison of density plots σ n (x) (black dotsgenerated by n = 5 × 10 8 iterations) with the Gaussian approximation (red -with mean x = 1/2 and variance (w/2) 2 /[1 − (1 − w) 2 ]) and the small x-approximation (green -η * (x) Ax 9 ). Linear-Linear plot on the left and Log-Log plot on the right. The Gaussian approximation is expected to give better results as w tends to zero. In particular, the Gaussian approximation fails to described the density for small x, where ρ * (x) ∝ x 9 . Figure 6 . Simulation of Quantum chaos game for bosonic particles. In both cases τ = 1 and λ = π/3. The coherent states are indicated by the three larger circles for coordinates β j = e iθj with θ j = 2πj/3 and j = 0, 1, 2. Black arrow takes us from every β j to its transformationsβ n,j . On the left ω = 2π, on the right ω = π. A few points outside the fractal structure can be seen. These points correspond to the χ n values for small n values, as the system converge towards the attractor from its initial state. Figure 7 . Simulation of quantum chaos game for bosonic particles. In both cases τ = 1 and λ = π/3. The coherent states are indicated by the three larger circles of coordinates β j = e iθj + 2(1 + i) with θ j = 2πj/3 and j = 0, 1, 2. On the left ω = 3π/5. The black arrow takes us from every β j to one of the transformationsβ n,j . On the right ω = 1. We only indicate two arrows pointing to theβ located at the edge of the orbit. A few points outside the fractal structure can be seen. These points correspond to the χ n values for small n values, as the system converge towards the attractor from its initial state. Figure 8 . Simulation of quantum chaos game for bosonic particles. In both cases τ = 1 and λ = 3π. The coherent states are indicated by the three larger circles of coordinates β j = e iθj + 2(1 + i) with θ j = 2πj/3 j = 0, 1, 2. Black arrow takes us from every β j to its transformationsβ n,j = 0. On the left ω = 7π/13, on the right ω = 1.
