Abstract. Using the notion of modular decomposition we extend the class of graphs on which both the TREEWIDTH and the MINIMUM FILL-IN can be solved in polynomial time. We show that if C is a class of graphs that are modularly decomposable into graphs that have a polynomial number of minimal separators, or graphs formed by adding a matching between two cliques, then both the TREEWIDTH and the MINIMUM FILL-IN on C can be solved in polynomial time. For the graphs that are modular decomposable into cycles we give algorithms that use respectively O(n) and O(n 3 ) time for TREEWIDTH and MINIMUM FILL-IN.
Introduction.
In this paper we consider the problems of computing the treewidth and minimum fill-in of a given graph, and give polynomial time algorithms for these problems on some special classes of graphs. These problems have drawn much attention due to applications in areas such as Gaussian elimination of matrix, VLSI-layout, gate matrix layout and algorithmic graph theory (see, e.g., [1] , [6] and [25] ). Both problems are NP-hard in general [2] , [28] , but polynomial time algorithms exists for many special graph classes such as permutation graphs [7] , circular arc graphs [27] , circle graphs [20] , distance hereditary graphs [12] , (q, q − 4)-graphs [3] and HHD-free graphs [11] . Bouchitté and Todinca [9] , [10] have shown that the treewidth and minimum fill-in of a graph can be computed in polynomial time if the graph has a polynomial number of minimal separators. This result generalizes several of the earlier results for special graph classes. In this paper we extend the class of graphs on which these two problems can be solved in polynomial time using the notion of modular decomposition as described below.
We now describe the context of our research in more detail. A graph is chordal if it does not contain a chordless cycle of length at least four as an induced subgraph. A triangulation of a graph is a chordal supergraph with the same vertex set. The clique number of a graph G is the maximum number of vertices of a clique in G. The treewidth of a graph G, denoted as treewidth (G) , is the minimum width of a tree decomposition (defined in Section 2), or, equivalently, the smallest clique number of all possible triangulations of G minus 1. The minimum fill-in of a graph G, denoted as min-fill-in (G) , is the minimum of |E(H ) − E(G)| taken over all triangulations H of G. The TREEWIDTH problem is to find treewidth(G) for a given graph G. The MINIMUM FILL-IN problem is to find min-fill-in(G) for a given graph G.
A set M of vertices of a graph G is called a module of G if every vertex outside M is either adjacent to all vertices in M or to none of them. The graph G and the singletons of G are called the trivial modules of G. A graph G is called prime if all the modules in G are trivial.
To ease presentation, we assume graphs are given with a numbering of the vertices. The ith vertex of graph G = (V, E) is denoted by v G i ; the superscript G will sometimes be dropped when it is clear from the context.
Let G = (V (G), E(G)) be a graph with r vertices and let H 1 , . . . , H r be disjoint graphs. We denote by G(H 1 , . . . , H r ) the graph G obtained from G by substituting the graph H i for the vertex v
We call this the modular composition operation. In general, we will perform this operation with G either a clique, a stable set or a prime graph, and thus we will call G "the prime graph" in the operation, and H 1 , . . . , H r the modules.
For the modular decomposition of G, we have a tree T (G). To each leaf of T (G) we associate a unique vertex of G. Each internal node x of T (G)
has an ordering on its children, and associated with it a graph H x with as many vertices as x has children. Now, we can associate with each node x of T (G) a graph G x , which is the graph formed by the modular composition, with modules the graphs associated with the children of x and with H x as the prime graph, i.e., notating G i = G v 
. , G |V (H x )| ).
G itself is the graph G r , associated with the root r of T (G). We require that every graph H x for all nodes x in T (G) is either a clique, a stable set or a prime graph, and has at least two vertices. When H x is a clique (resp. a stable set) x is called a series (resp. a parallel) node. Now, it is well known that, assuming that no series (resp. parallel) node has a series (resp. parallel) node son, every graph has a unique (up to permutations of orderings of the children of the nodes in T (G)) modular decomposition, and that this modular decomposition can be found in linear time [14] , [24] . For more details on the modular decomposition of graphs, see, for example, [13] , [14] , [16] and [24] . In the following text, we let π(G) denote the set of all prime graphs H x for all nodes x in T (G).
We say that a class of graphs C is modularly decomposable into a class of graphs D if every graph G ∈ C has a modular decomposition, such that all prime graphs H x associated with the nodes in T (G) belong to D. We denote by n and m the number of vertices and edges of a graph, respectively. We call a graph a clique-matching graph if it can be obtained by taking two cliques with the same number r of vertices and then adding a matching with r edges between the cliques.
Dahlhaus [15] has shown that the TREEWIDTH and the MINIMUM FILL-IN problems can be solved in polynomial time on a class of graphs which are modularly decomposable into chordal graphs. A result of a similar type is that TREEWIDTH [8] can be solved in linear time on cographs, i.e., on graphs modular decomposable into graphs with two vertices. In this paper we extend these results to a much larger class of graphs. In particular, we show: THEOREM 1. Let C c be a class of graphs for which there exists a constant c such that for every graph G ∈ C all the graphs in π(G) have at most n c minimal separators (where n is the size of G) or are a clique-matching graph. Then the TREEWIDTH and the MINIMUM FILL-IN problems on C can be solved in polynomial time.
We think the most interesting part of this theorem is where we deal with graphs with a polynomial number of minimal separators; we added the result on clique-matching graphs as these have exponentially many minimal separators to show that computing TREEWIDTH and MINIMUM FILL-IN with the help of the modular decomposition is not restricted to graphs with polynomially many minimal separators. In fact, what we show is that we can compute the treewidth (minimum fill-in) in polynomial time for a graph of the form G(H 1 , . . . , H r ), where G is a prime graph with r vertices and either has polynomially many minimal separators or is a clique-matching graph and for each module H i we are given the treewidth (minimum fill-in) of the subgraph induced by the module and the number of vertices of the module. We expect that there are more types of graphs that have this property; if this property is established for a set of graphs D, then Theorem 1 can be extended in the sense that we allow the graphs in π(G) also to belong to D. In addition, we can allow a prime graph H in our modular decomposition with only singleton vertices below it, such that we can compute the treewidth (minimum fill-in) of H in any way (e.g., it is a regular grid, or it is a graph of treewidth bounded by some constant).
Most of this paper is devoted to the problems: given a graph G with r vertices, and for graphs H 1 , . . . , H r their treewidth or minimum fill-in and their number of vertices, compute the treewidth or minimum fill-in of G(H 1 , . . . , H r ). When we have established polynomial time algorithms for these problems for graphs G that have polynomially many minimal separators or are clique-matching graphs, then Theorem 1 more or less directly follows; this is discussed in Section 3.
We define two new problems, called WEIGHTED INDEPENDENT TREEWIDTH and WEIGHTED INDEPENDENT FILL-IN, in short, WI-TREEWIDTH and WI-FILL-IN. These can be mainly seen to be reformulations of the problems described just above, see Theorems 12 and 50. The WI-TREEWIDTH problem is defined in Section 3. These reformulations may also be of use when one tries to extend the results of these papers: further algorithm studies for computing the treewidth or minimum fill-in of modular decomposable graphs may focus on WI-TREEWIDTH and WI-FILL-IN.
Sections 4-6 deal with solving the WI-TREEWIDTH problem. In Section 4 we show this problem is polynomial time solvable on graphs that have polynomially many minimal separators. In Section 5 we give a faster algorithm for cycles, and in Section 6 we give a polynomial time algorithm for clique-matching graphs; a class of graphs that have exponentially many minimal separators.
In Section 7 we consider the WI-FILL-IN problem, and obtain similar results for this problem as for the WI-TREEWIDTH problem. Several techniques are similar, but in several cases, details differ.
Some final remarks are made in Section 8.
Preliminaries.
Several definitions can already be found in Section 1. Some other definitions can be found here. The graphs we consider in this paper are undirected and loop-free. For a graph G we denote by V (G) (resp. E(G)) the set of vertices (resp. edges) of G. A graph H is a minimal triangulation of a graph G if H is a triangulation of G, and for any edge e in H , the graph H − e is not a triangulation of G.
For S ⊆ V , we say that S is a potential maximal clique in G if S is a maximal clique in some minimal triangulation H of G. We denote by indp(G) the set of all independent sets in G, by cc(G) the set of all connected components in G, by msep(G) the set of all minimal separators of G, by potm(G) the set of all potential maximal cliques in G and by univ(G) the set of all universal vertices in G.
The notion of treewidth was introduced by Robertson and Seymour in their work on graph minors [26] .
where {U i | i ∈ I} is a collection of subsets of V and T = (I, F) is a tree such that:
The width of a tree decomposition ({U i | i ∈ I}, T ) is max i∈I |U i | − 1. The treewidth of G (denoted as treewidth(G)) is the minimum width over all tree decompositions of G.
A tree decomposition ({U i | i ∈ I}, T ) with T a path (i.e., every node in T has degree at most two) is called a path decomposition. A path decomposition is often denoted by listing the successive sets
We say that a tree decomposition ({U i | i ∈ I}, T = (I, F)) is nice if for every edge {i, j} ∈ F, U i ⊆ U j and U j ⊆ U i . By contracting every edge {i, j} ∈ F for which U i ⊆ U j , we can make a tree decomposition nice without increasing the treewidth. For a proof of Lemmas 2-5 see [8] . F) ) be a tree decomposition of G, and suppose K ⊆ V (G) forms a clique in G. Then there exists an i ∈ I with K ⊆ U i . F) ) be a tree decomposition of G and let j ∈ I.
For disjoint graphs H and F we denote by H × F the graph G obtained by taking the union of H and F and connecting all vertices of H to all vertices of F:
treewidth(H × F) = min{treewidth(H ) + |V (F)|, treewidth(F) + |V (H )|}.
A chord in a cycle C in graph G = (V, E) is an edge that connects two vertices on C that are not successive in C. A graph G = (V, E) is chordal (or triangulated) if every cycle in G of length at least four has a chord. A triangulation of a graph G is a graph H that is chordal, has the same vertex set as G, and contains G as a subgraph. The following theorem is a reformulation of a classic result of Gavril [18] . See also Section 6 of [5] .
THEOREM 6. A graph G = (V, E) is chordal if and only if there is a tree decomposition
From this, we obtain the following alternative characterization of treewidth, first observed in [26] . 
Weighted Independent Treewidth.
In this section we define the notions of weighted independent treewidth and weighted independent fill-in, and show how these can be used to compute the treewidth or fill-in of graphs obtained by a modular composition.
For an independent set X ∈ indp(G), we define G : X to be the graph obtained from G by making each pair of neighbors of a vertex in X adjacent, and then removing all vertices in X . Suppose graph G = (V, E) is given with two weight functions w: V → Z + and t: V → Z + , associating positive integer weights w(v) and t (v) to every vertex v of G. The motivation for these weights is that when G is considered as a prime graph in a modular decomposition, then each vertex v of G corresponds to a module M(v) and w(v) and t (v) will be the size and the treewidth of the module M(v), respectively. For a set of vertices S we define w(S) = v∈S w(v).
The weighted width of a tree decomposition
The weighted treewidth wtw(G) of G is the minimum weighted width over all possible tree decompositions of G. Notice that wtw(G) depends just on w and not on t.
The following result can be proved similarly to Theorem 7. For a set X ∈ indp(G), the weighted treewidth of G with independent set X , denoted as wi(G, X ), is defined by
The weighted independent treewidth of G (shortly, the wi-treewidth of G), denoted as wi (G) , is defined by
For a set X ∈ indp(G) such that wi(G) = wi(G, X ) we say that X establishes the wi-treewidth of G. The WI-TREEWIDTH problem is to find wi(G) for a given graph G with weight functions w and t.
In the following text whenever we refer to wtw(G) we assume that the weights of the vertices of G are defined by a weight function w. Similarly, whenever we refer to wi(G) we assume that the w-weights and the t-weights of the vertices of G are defined by weight functions w and t, respectively. 
PROOF. Suppose we have a tree decomposition ({U
is a tree decomposition of G. We verify the second and third condition (the first is similar to the second one.) For every edge
is a tree decomposition of G. Its weighted width is at most k: for every
The following lemma shows that the problem of computing the treewidth of a graph formed by modular composition, assuming we know the treewidth and size for each of the modules, can be solved with help of an algorithm for the WI 
In other words, X consists of all vertices v j such that the set of vertices of the corresponding graph H j is not included in any of the sets U i of the tree decomposition T . Let P = V (G) − X . Without loss of generality, suppose that the vertices in P are "before" the vertices in X in the ordering of G, i.e.,
First we note that X is an independent set in G. For every edge {v j , v j } ∈ E(G), we have that each vertex in V (H j ) is adjacent to each vertex in V (H j ), and hence, by Lemma 3, either there is an i ∈ I with V (H j ) ⊆ U i or there is an i ∈ I with
be the set of vertices of the modules of the neighbors of v j . As each vertex in V (H j ) is adjacent to each vertex in Z j , and there is no i ∈ I with V (H j ) ⊆ U i , we have that there is an i ∈ I, with Z j ⊆ U i . So, T is also a tree decomposition of G + clique(Z j ) (Lemma 4). This latter graph contains H j × clique(Z j ) as a subgraph and hence, by Lemma 5, has treewidth at least
Repeating the argument above, we have that T is a tree decomposition of the graph obtained by adding for every v j ∈ X , edges to G that turns
In addition, we add for every v j ∈ P, edges to G that turns V (H j ) into a clique. Note that by Lemma 4 and the definition of P, T is a tree decomposition of the resulting graph. Call this resulting graph G . Now remove from G all vertices in a set V (H j ) with v j ∈ X , and let G be the final result. The treewidth of G is at most k, as a tree decomposition of G can be obtained by removing vertices from the tree decomposition T . G consists of the modules H 1 , . . . , H p , each turned into a clique and for every node in X , the modules of its neighboring nodes also form a clique. Thus, G can be written as (G : X )(clique(H 1 ), . . . , clique(H p )). By Lemma 9, the treewidth of G equals wtw(G : X ), so we have wtw(G : X ) ≤ k.
We have now established that wi(G, X ) ≤ k, and thus wi(G) ≤ k = treewidth(G 
PROOF. Suppose wi(G) = k and let X ∈ indp(G) be a set of vertices establishing
suppose that the vertices in P are "before" the vertices in X in the ordering of G, i.e.,
) be the tree decomposition obtained from T by replacing each vertex v j occurring in U i by the set of vertices V (H j ). In other words,
be the set of vertices of the modules of the neighbors of v j . It is easy to see that
of width at most k. By Lemma 2, there exist two nodes i * ∈ I * and i j ∈ I j such that Z j is included both in U * i * and in U j i j . We now define a new tree decomposition T which is obtained by hooking the two trees T * and T j to a new node z which is connected to the nodes i * and i j . In other words,
Now substituting T for T * and repeating the above argument for another vertex of
. . , Z r ) of width ≤ k. Thus, repeating the above argument for all the vertices in P, we finally obtain a tree decomposition of G +clique(Z p+1 , . . . , Z r ) of width ≤ k. Hence, treewidth(G ) ≤ k.
From the two lemmas above, we directly have:
. . , H r be disjoint graphs and let G = G(H 1 , . . . , H r ). Let w and t be the weight functions on the vertices of G defined by w(v
i ) = |V (H i )| and t (v i ) = treewidth(H i ), for 1 ≤ i ≤ r .
Then treewidth(G ) = wi(G).
Theorem 12 says that whenever we have a graph G formed by modular composition for which we know the treewidth and size of the modules and the weighted independent treewidth of the prime graph, we have the treewidth of G. It more or less directly implies: PROOF. Suppose G is modular decomposable into C. The treewidth of G can be determined as follows:
1. Construct the modular decomposition tree T (G) of G, using the algorithm of [14] or [24] . 2. Scan T (G) from the leaves to the root r . For each node x of T (G), we compute the number of vertices in G x , and the treewidth of G x . The former is trivial, and the latter is trivial for leaves of T . To compute the treewidth of G x for an internal node x of T (G), we use Theorem 12. Note that H x ∈ C, so processing a node
After we have scanned the tree till the root r , we have the treewidth of G = G r .
Computing the modular decomposition of a graph using [14] or [24] takes O(n + m) time, i.e., step (1) 
takes O(n + m) time. Noting that the number of nodes in T (G) is O(V (G)) and that
we get that step 2 takes at most O( f (n, m)) time.
Classes with a Polynomial Number of Separators.
For a class of graphs C, we say that C has a polynomial number of minimal separators if there exists a polynomial p(n) such that every graph in C with n vertices has at most p(n) minimal separators.
In this section we present an algorithm for solving the WI-TREEWIDTH problem on every class of graphs C which has a polynomial number of minimal separators. In particular, we prove Theorem 14.
THEOREM 14. Let C be a class of graphs which has a polynomial number of minimal separators. Then the WI-TREEWIDTH problem on C can be solved in polynomial time.
This section is divided into the following subsections: Section 4.1 introduces more notation and definitions; Section 4.2 presents an overview of the algorithm; Section 4.3 presents the algorithm, analyzes its complexity and adds several corollaries. Finally, Sections 4.4-4.7 prove Lemmas 15-18, respectively. For convenience, each of these lemmas is restated before its proof.
4.1. Notation. We first introduce notation that will be used throughout this section. We use the formulations of treewidth and weighted treewidth as given by Theorems 7 and 8, i.e., treewidth(G) is the smallest clique number over all possible triangulations of G minus 1. Similarly, the weighted treewidth of G, wtw(G), is the minimum over all triangulations H of G of the maximum weight of a clique in H minus 1. We say that a triangulation H of G establishes the weighted treewidth of G if the maximum weight of a clique in H minus 1 is equal to wtw(G).
Recall that wi(G), the wi-treewidth of a graph G, is defined as the minimum of wi(G, X ) for all independent sets X in G. In what follows we will often need to restrict the set of vertices which are allowed to be in the independent set X . In other words, we shall need the following notion of a "conditional" wi-treewidth. Let S be a set of vertices of G. We let wi S (G) denote the conditional wi-treewidth of G in which no vertex of S is allowed to be in the independent set. Formally,
We denote by G S the graph G + clique(S), i.e., G S is the graph obtained by adding edges to G such that all the vertices of S form a clique. For C, a connected component
For C, a connected component of G − S, we say that S is close to C if every vertex of S has a neighbor in C. In this case we also say that C is a full component of S.
For C, a connected component of G − S, we let N S (C) be the set of all vertices in S having a neighbor in C. Clearly, C is a full component of N S (C). For a vertex x of G which is not included in S, we say that x is universal to S in G if x is adjacent in G to all the vertices of S. We let univ(S) be the set of all vertices of G which are universal to S.
4.2.
Overview. Given a graph G ∈ C with weight functions w and t, the task of the algorithm is to calculate wi(G) in polynomial time. The first observation is that wi(G) can be calculated from the conditional wi-treewidth of smaller graphs. In particular,
LEMMA 15. For every graph G with weight functions w and t,
Thus, the wi-treewidth of G can be obtained from the conditional wi-treewidth wi S (G S (C)), for all pairs (S, C) such that S is a minimal separator in G and C is a connected component of G − S. For an arbitrary graph the number of such pairs may be exponential. However, for a graph G ∈ C the number of such pairs is polynomial in n, where n is the number of vertices in G. By [21] , the list of all such (S, C) pairs can be obtained in polynomial time. A faster algorithm for this problem can be found in [4] .
The second observation is that it is enough to consider all the (S, C) pairs such that S is a minimal separator in G and C is a connected component of G − S close to C (i.e, C is a full component of S). In particular,
LEMMA 16. Let S ∈ msep(G) and let C ∈ cc(G − S). Then N S (C) ∈ msep(G), N S (C) is close to C and
If G S (C) is a complete graph, then it follows directly from the definitions that wi S (G S (C)) is equal to min v∈C t (v) + w(S ∪ C − {v}).
Suppose now that G S (C)
is not a complete graph. The third observation is that wi S (G S (C)) can be calculated by considering all sets of vertices which are either potential maximal cliques of G containing S or equal to the neighborhood of some vertex x in C which is universal to S. In particular, LEMMA 17. Let S be a minimal separator of G and let C be a full component of S, such that G S (C) is not a complete graph, then
The fourth observation is that for each mentioned in (3), wi (G [S ∪ C]) can be calculated from the conditional wi-treewidth of the smaller graphs G i (C i ), where C i is a connected components of G S (C) − and i is the set of vertices of which has neighbors in C i . In particular,
LEMMA 18. Let S ∈ msep(G) and let C be a connected component of G − S. Let be a set of vertices mentioned in (3), i.e., is either a potential maximal clique of G such that S ⊂ ⊆ S ∪ C or is a neighborhood of a vertex x in C which is universal to S. Let C 1 , . . . , C t be the connected components of G S (C) − , and for 1 ≤ i ≤ t let i denote the set of all vertices in having a neighbor (in the graph G) in C i . Then (4) holds and for 1 ≤ i ≤ t either G i (C i ) is a complete graph or i ∈ msep(G) and
4.3. The Algorithm. Summarizing the above observations, we now present the main steps of the algorithm for calculating wi(G) for a given graph G ∈ C with weight functions w and t:
1. Compute and store in some data structure S the set of all pairs (S, C) such that S is a minimal separator in G and C is a connected component of G − S. 2. Compute and store in another data structure P the set of all pairs ( , C) such that is a potential maximal clique in G and C is a connected component of G − . 3. Order the elements in S with respect to increasing size of |S| + |C|. Now in this order calculate for the elements (S, C) in S the value of wi S (G S (C)) as follows:
using (3) by taking the minimum of wi (G [S ∪ C]) for all the 's indicated in this formula. Let Y denote the set of all these 's. To construct Y first add to Y the set of vertices = N (x), for each vertex x ∈ C which is universal to S. Then use the data structure P to find all the potential maximal cliques of G such that S ⊂ ⊆ S ∪ C, and add all these 's to Y . Now for each in Y , calculate the value of wi (G [S ∪ C]) using (4) .
Note that the values wi i (G i (C i )) on the right-hand side of (4) can be obtained immediately at this step, since by Lemma 18, either
using (1).
The correctness of the above algorithm follows from Lemmas 15-18. From the assumptions on C it is clear that the above algorithm has a polynomial time complexity. Thus, we have shown that Theorem 14 holds.
We now analyze the complexity of the above algorithm as a function of the following parameters:
• Let n and m denote the number vertices and edges in the input graph and assume that m ≥ n. Letm denote the number of edges in the complement of the input graph, i.e., m = 1 2
• Let s and p be the number of minimal separators and potential maximal cliques in the input graph, respectively. We assume that p ≥ n.
• Let the time complexity of the algorithms for listing all the minimal separators and all the potential maximal cliques of the input graph, be O(s ) and O( p ) respectively.
Constructing all the pairs (S, C) in the structure S can be done in O(max{sm, s }) time. The number of such pairs is O(sn). Similarly, constructing all the pairs ( , C) in the structure P can be done in O(max{pm, p }) time and the number of such pairs is O(pn). Ordering the elements in S with respect to the increasing size of |S| + |C| can be done easily in O(sn 2 ) time using bucket sort (i.e., putting the elements of S in buckets 1, . . . , n depending on their sizes). Now for each pair (S, C) in S the algorithm scans all the potential maximal cliques and for each potential maximal clique considers the pairs ( i , C i ) in P. Clearly, all these pairs can be constructed in O(pe C ), where e C denotes the number of edges in G [C] . Summarizing on all the connected components of S, we obtain that the total time spent by the algorithm for S is O(pm) and thus the total time spent for scanning all the pairs in S is O(spm). We obtain that the total time complexity of the algorithm is O(max{s , p , spm}). Note that s ≤ n 3 s [4] and that p ≤ n 2 ms 2 [10] . For the class of weakly chordal graphs, it was shown in [10] 
Note that this will be useful only when the G − K is disconnected, or else G − K has just one connected component C and G K (C) is equal to G.
Let X i be the set of all vertices of X which are either in C i or have a neighbor in C i . For i = j, X i ∩ X j = ∅ or else there is a path from C i to C j in G − K , a contradiction. Hence X 1 , . . . , X t form a partition of X . Since G [C i − X ] is connected, and for i = j no vertex of X has a neighbor both in C i and in C j , it follows that
Hence,
The following lemma shows that given a set of vertices S, with some special properties (as indicated in the lemma), the wi-treewidth of G can be obtained from the conditional wi-treewidth of the smaller graphs G S (C i ), where C i is a connected component of G − S,
LEMMA 23. Let X be an independent set in G establishing wi(G). Let S be a clique in a minimal triangulation Q of G : X that establishes wtw(G : X ). Let C 1 , . . . , C t be the connected components of G − S. Then
PROOF. Since X establishes wi(G) we have
Likewise, for every v ∈ X , the neighborhood of v in G is the same as the neighborhood of v in G S . Hence wi(G) = wi S (G) = wi S (G S ). Now the formula follows from Lemma 22.
The following lemma is due to [19] : The following lemma shows that a minimal separator S of G : X is also a minimal separator of G. Moreover, it shows how to obtain the connected components of G − S from the connected components of (G : X ) − S. 
PROOF. For i = j, X i ∩ X j = ∅, or else there exists an edge in G from some vertex in C i to some vertex in C j , a contradiction. Hence X 1 , . . . , X t , Z form a partition of X . Clearly, {v 1 }, . . . , {v l } are connected components of G − S. 
is not a connected component of G − S. Then there exist two vertices u ∈ C i ∪ X i and v ∈ C j ∪ X j , i = j, such that u and v are connected by a path P in G − S. If all the edges of P occur also in G − S, then C i is connected to C j in G − S, a contradiction. The edges of P which do not occur in G − S must be of the form {x, w}, {x, t} for some vertex x ∈ X i . These two edges can be replaced by the edge {w, t} occurring in G − S. Hence we can use P to construct a path connecting C i to C j in G − S, a contradiction.
Since S is a minimal separator in G by Lemma 24 there exist two connected components C i and C j such that S is close both to C i and to C j in G . Hence in G, S is close to C i ∪ X i and to C j ∪ X j . Thus, by Lemma 24, S is a minimal separator in G.
The following lemma is due to [22] . The following lemma shows that a minimal separator S of a minimal triangulation Q of G : X is also a minimal separator of G. Moreover, it shows how to obtain the connected components of G − S from the connected components of Q − S. 
Moreover, S is a minimal separator of G and the connected components of G
PROOF. By Lemma 27, S is a minimal separator of G and the connected components of G − S are C 1 , . . . , C t . By Lemma 25, S is a minimal separator of G and the connected
We are now ready to prove Lemma 15.
LEMMA 15. For every graph G with weight functions w and t,
PROOF. We show that the right-hand side of the above formula is less than or equal to wi(G) (the other direction is immediate). Let X be an independent set in G establishing wi (G) w(N (v) ). Hence, we assume that univ(G) ∩ X = ∅.
Suppose G is a complete graph. Let v be any vertex in X . Let S = N (v). Since v / ∈ univ(G) and G is a complete graph, S is a minimal separator in G. Clearly, G is triangulated. By Lemma 23, wi(G) 
Suppose G is not a complete graph. Let Q be a minimal triangulation of G that establishes wtw(G ). Clearly, Q is not a complete graph. Hence, there exists a minimal separator S in Q. By Lemma 28, S is a minimal separator in G. Since every minimal separator in a chordal graph is a clique [17] , S is a clique in Q. Hence, by Lemma 23, 
LEMMA 29. Let K be a clique in G and let C be a connected component of G
− K . Then wi K (G K (C)) = max{w(K ) − 1, wi N K (C) (G N K (C) (C))}.
LEMMA 16. Let S ∈ msep(G) and let C ∈ cc(G − S). Then N S (C) ∈ msep(G), N S (C) is close to C and
wi S (G S (C)) = max{w(S) − 1, wi (N S (C)) (G N S (C) (C))}.
PROOF. The claim that N S (C) ∈ msep(G) and N S (C)
is close to C was proved in [11] . The correctness of the formula follows from Lemma 29.
Proof of Lemma 17.
The following lemma is due to [9] (it follows from Theorem 3.15 of [9] when applied to a chordal graph G).
LEMMA 30. Let G be a chordal graph and let K be a maximal clique in G. Then K has no full component. In other words, for every connected component C of G − K , K is not close to C.
The following lemma is due to [23] .
LEMMA 31. Let S be a minimal separator of G, let C 1 , . . . , C t be the connected components of G − S, and let Q i be a minimal triangulation of G S (C
i ), for 1 ≤ i ≤ t. Then the graph i=t i=1 Q i is a minimal triangulation of G.
LEMMA 32. Let S be a minimal separator of G, let C be a connected component of G − S and let be a potential maximal clique of G S (C) such that ∩ C = ∅. Then is a potential maximal clique of G.
PROOF. Let C 1 , . . . , C t be the connected components of G − S. Assume without loss of generality that C = C 1 . Since is a potential maximal clique of G S (C 1 ), there exist a minimal triangulation Q 1 of G S (C 1 ) such that is a maximal clique in Q 1 . For 2 ≤ i ≤ t, let Q i be a minimal triangulation of G S (C i ). By Lemma 31, the graph Q = i=t i=1 Q i is a minimal triangulation of G. Since for i = j there is no edge in Q between a vertex in V (Q i ) − S to a vertex in V (Q j ) − S, it follows that is also a maximal clique in Q.
LEMMA 17. Let S be a minimal separator of G and let C be a full component of S, such that G S (C) is not a complete graph, then
PROOF. For convenience, we denote the formula stated in the lemma as (3). We first show that the left-hand side of (3) is less than or equal to the right-hand side of this formula. Let be a set of vertices of G reaching the minimum value for the right-hand side of (3), i.e.,
the right-hand side of this formula is equal to wi (G [S ∪ C]). Let X be an independent set establishing wi (G [S ∪ C]) and let H
The graph H can be obtained from the graph G S (C) : X by adding edges such that all the vertices in form a clique. Thus, every triangulation of H is also a triangulation of
G S (C) : X which implies that wtw(G S (C) : X ) ≤ wtw(H ). It follows that wi S (G S (C)) ≤ max wtw(H ), max v∈X t (v) + w(N (v)) = wi (G [S ∪ C]).
We now show that the right-hand side of (3) is less than or equal to the left-hand side of this formula. Let X be an independent set establishing wi S (G S (C)) and let
Suppose that X ∩ univ(S) = ∅. Let x be a vertex in X ∩ univ(S), let = N (x) and let
Since is a clique in F it follows that the graph F is equal to the graph F . Replacing F with F in the above formula we obtain that wi (G [S ∪ C]) ≤ wi S (G S (C)). Thus, we have shown that if X ∩ univ(S) = ∅, then the right-hand side of (3) is less than or equal to the left-hand side of this formula.
Suppose that X ∩ univ(S) = ∅. Let Q be a minimal triangulation of F establishing wtw(F). Let be a maximal clique of Q containing S and let
Since Q is a supergraph of F , wtw(Q) ≥ wtw(F ). Now since wtw(Q) = wtw(F), we get that wtw(F) ≥ wtw(F ). Replacing F with F in the above formula we obtain that wi (G [S ∪ C]) ≤ wi S (G S (C)).
In Claims 34 and 35 we show that S ⊂ and is a potential maximal clique of G. Thus, we have shown that if X ∩ univ(S) = ∅, the right-hand side of (3) is less than or equal to the left-hand side of this formula.
Thus, the proof of Lemma 17 is completed by proving the following three claims.
CLAIM 33. C − X is a full component of S in F.

PROOF. We first show that the graph F[C − X ] is connected. Let u and v be two vertices in C − X . Since C is a connected component of G − S, there exists a path P in G[C]
from u to v. Let P be the sequence of vertices obtained by omitting all the vertices of X from P. Since for every vertex x of P which is in X , its predecessor and its successor on P are not in X and are connected by an edge in F, it follows that P is a path from u
Let v be a vertex in S. Since C is a full component of S in G, there is a vertex u ∈ C such that v is adjacent to u in G. If u ∈ X , then let a be a vertex in C − X such that u is adjacent to a in G. Note that since X is an independent set and C contains more than one vertex (or else G S (C) will be a complete graph), such a vertex a must exist. Now since a and v are both adjacent to u in G and u ∈ X it follows that a and v are adjacent in F. We have shown that F[C − X ] is connected and that for every vertex v ∈ S there exists a vertex in C − X which is adjacent to v in F. Thus, C − X is a full component of S in F.
CLAIM 34. S ⊂ .
PROOF. By Claim 33, C − X is a full component of S in F.
Since Q is obtained by adding some edges to F, none of which connects C − X to other connected components of S in F, it follows that C − X is a full component of S in Q. By Lemma 30, no maximal clique of a chordal graph has a full component. Since Q is chordal, it follows that S is not a maximal clique in Q. Thus, S is a proper subset of the maximal clique in Q which contains S.
CLAIM 35.
is a potential maximal clique of G.
PROOF. Let Q be the graph obtained from Q by adding all the vertices of X and all the edges connecting the vertices of X and their neighbors in G, i.e., V (Q ) = V (Q) ∪ X and E(Q ) = E(Q) ∪ {{x, v} | x ∈ X and v ∈ N (x)}.
Since Q is chordal and for every vertex x ∈ X , N (x) forms a clique in Q, it follows that Q is chordal. Thus, Q is a triangulation of G S (C). Let Q be the graph obtained from Q by omitting edges which are not in G S (C) (chosen arbitrarily), such that Q is a minimal triangulation of G S (C).
Since Q is chordal, it is clear that its induced subgraph Q [V (F)] is also chordal. Thus Q [V (F)] ∪ F is a triangulation of F which is included in Q. Since Q is a minimal triangulation of F, it follows that Q [V (F)] ∪ F is exactly Q. Thus, every edge (say e = {u, v}) which is in Q and is not in Q , must be in F. Since e is in F and is not in G S (C), there exists a vertex x ∈ X which is adjacent in G S (C) (and therefore also in Q ) to both u and v. We have proved the following observation: for every two vertices u, v which are adjacent in Q and are not adjacent in Q , there exists a vertex x ∈ X which is adjacent in Q to both u and v. We now use this observation to show that is a clique in Q .
Let u and v be two vertices in . If u and v are adjacent in G S (C), then u and v are also adjacent in Q . Suppose now that u and v are not adjacent in Q . Since u and v are adjacent in Q, it follows from the above observation that there exists a vertex x ∈ X which is adjacent in Q to both u and v. Since we assume that x is not adjacent in G S (C) (and therefore x is not adjacent in Q ) to all the vertices of S, there exists a vertex y in S such that x is not adjacent to y in Q . We now show that the vertices x, y, u, v are on a chordless cycle (say B) in Q , a contradiction.
If y is adjacent in Q to both u and v, then B is equal to x, y, u, v. Suppose y is adjacent in Q to just one of the two vertices u and v (say u). By the above observation, there exists a vertex x ∈ X which is adjacent in Q to both y and v. If x is adjacent to u, then B is equal to x, x , u, v; otherwise, B is equal to x, x , u, v, y. The case when y is not adjacent in Q to both u and v can be handled similarly.
We conclude that u and v must be adjacent in Q , which implies that is a clique in Q . Now since Q is a minimal triangulation of G S (C), we obtain that is a potential maximal clique in G S (C). By Lemma 32, is also a potential maximal clique of G.
As mentioned above, this completes the proof of Lemma 17. 
LEMMA 18. Let S ∈ msep(G) and let C be a connected component of G − S. Let be a set of vertices mentioned in (3), i.e., is either a potential maximal clique of G such that S ⊂ ⊆ S ∪ C or is a neighborhood of a vertex x in C which
PROOF. The correctness of the above formula follows from Lemma 36. The claims that for 1 ≤ i ≤ t either G i (C i ) is a clique or i ∈ msep(G) and i ∪ C i ⊂ S ∪ C, follow immediately from Lemmas 37 and 39.
LEMMA 37. In the notation of Lemma 18, let be a potential maximal clique of G such that S ⊂ ⊆ S ∪ C. Then for 1 ≤ i ≤ t, i ⊂ and i ∈ msep(G).
PROOF. Let Q be a minimal triangulation of G such that is a maximal clique in Q. Suppose that = i for some 1 ≤ i ≤ t. It follows that C i is a full component of in Q. By Lemma 30, no maximal clique in Q has a full component, a contradiction. Thus, we have shown that for 1 ≤ i ≤ t, i ⊂ . A proof of the claim that i ∈ msep(G) is given in Lemma 3.14 of [9] . We now present a different proof of this claim. For 1 ≤ i ≤ t, let x i be some vertex in − i and let y i be some vertex in C i . Clearly, i is a minimal x i , y i separator in Q.
CLAIM 38.
i is a minimal x i , y i separator in G i .
PROOF. Since i is a minimal x i , y i separator in Q and Q is obtained by adding some more edges to G i , we get that i separates x i and y i in G i . Let a be a vertex in i . Since C i is a full component of i there is a path P 1 from a to y i such that besides a all the vertices of the path are in C i . We now show that there exists a path P 2 connecting a and x i such that besides a all the vertices of P 2 are not included in i ∪ C i . We use the property that the graph G i can be obtained from Q by removing the edges of E(Q) − E(G i ) one after the other (in an arbitrary order) such that each time an edge {u, v} is removed a new chordless cycle containing u and v is formed.
Since is a clique in Q, x i and a are adjacent in Q. If the edge {x i , a} belongs to G i , then we can take P 2 = {x, a}. Suppose that the edge {x i , a} does not belong to G i . Removing the edge {x i , a} from Q we obtain a graph Q such that there is a chordless cycle in Q containing {x i , a}. This cycle can be considered as two disjoint paths from x i to a. It follows that at least one of these two paths (say R ) does not include any vertex of i besides a. Since i separates x i from y i , it follows that R does not include any vertex of C i . Thus R is a path from x i to a in Q which does not include any vertex of i ∪ C i besides a. If all the edges of the path R are in G i , then we can take P 2 = R . Suppose not all the edges of the path R are in G i . Let {u, v} be any edge on R which is not in G i and let Q be the graph obtained from Q by removing the edge {u, v}. By a similar argument we can obtain a path R 1 connecting the vertices u and v in Q which does not include any vertex of i ∪ C i besides a. Thus, there exists a path R from x i to a in Q such that all the vertices of R are included in R 1 ∪ R . If all the edges of R are in G i , then we can take P 2 = R . Otherwise, we repeat the above process until we finally obtain a path R from u to v in G i which does not include any vertex i ∪ C i besides a, and we take P 2 = R. Note that the above process will terminate since, after each iteration, we remove from the considered graph one more edge of E(Q) − E(G i ) and thus (in the worst case) we will finally reach the graph G i .
Let P be the path obtained from the union of the paths P 1 and P 2 . Thus, P is a path in G i from x i to y i through a which does not include any vertex of i besides a. It follows that i − {a} does not separate x i and y i in G i . Since a was chosen as an arbitrary vertex in i , we obtain that i is a minimal x i , y i separator in G i .
By Claim 38, there exist two vertices x i and y i such that i separates x i and y i in G. Let a be any vertex in i . By Claim 38, there exists a path P from x i to y i through a in G i which does not include any vertex of i besides a. Since no edge of P connects two vertices of i , all the edges of P are included in G. Thus, i − {a} does not separate x i and y i in G. Since a was chosen as an arbitrary vertex in i , we obtain that i is a minimal x i , y i separator in G.
LEMMA 39. In the notation of Lemma 18, let be a neighborhood of a vertex x in C which is universal to S, i.e., x ∈ C ∩ univ(S) and = N (x). Then for 1 ≤ i ≤ t either G i (C i ) is a complete graph or i ∈ msep(G) and i ∪
is not a complete graph. Clearly, one of the connected components of G S (C) − is {x}. Let C j denote this connected component. Since G i (C i ) is not a complete graph we obtain that C i = C j (i.e., i = j). Thus, x is not in i ∪C i which implies that i ∪ C i ⊂ S ∪ C. Let y be any vertex in C i . We claim that i is a minimal x, y separator in G. Since C i is a connected component of G S (C) − it follows that any path from y to x in G must go through a vertex in . Suppose there is a path from y to x which does not go through any vertex in i . It follows that there exists a vertex z ∈ on this path adjacent to some vertex in C i . However, this implies that z must be in i , a contradiction. Thus, i is an x, y separator in G. Let a be any vertex in i . Since a ∈ i there is a neighbor w ∈ C i of a in G. Since G [C i ] is connected there is a path P 1 from w to y such that all the vertices of P 1 are in C i . Now the path P = x, a, P 1 goes in G from x to y through a and does not include any vertex in i besides a. It follows that i − {a} does not separate x and y in G. Since a was chosen as an arbitrary vertex in i , it follows that i is a minimal x, y separator in G.
Cycles.
In this section we show that the WI-TREEWIDTH problem can be solved in linear time on cycles. Hence, for the class of graphs C which are modularly decomposable into the class of cycles, the TREEWIDTH problem on C can be solved in linear time. Note that a polynomial (but not linear) time algorithm can be derived with the results of the previous section.
LEMMA 40. Let G be a weighted cycle with weight function w. Then
PROOF. Suppose v 0 , v 1 , . . . , v n−1 are the successive vertices in the cycle G, and, without loss of generality, suppose w(v 0 ) = min v∈V {w(v)}.
First, we give a construction that realizes the required weighted treewidth. Now, take a tree, that is actually a path, with successive nodes i 1 , i 2 , . . . , i n−2 , and take U i j = {v j , v j+1 , v 0 }. One can verify that this is a tree decomposition of G with weighted treewidth exactly w(v 0 ) + max {v,x}∈E(G) {w(v) + w(x)} − 1.
We now show that the weighted treewidth of G is at least
Clearly, v i and v j+1 must be included in U i for some i ∈ I. If there is no other vertex of G in U i , then it follows that the graph obtained from G after omitting the edge {v j , v j+1 } is disconnected, a contradiction (since G is a cycle). Thus U i must contain at least one more vertex u which implies that the weighted treewidth of G is at least
In the following lemmas, we assume that G is a cycle with vertices v 0 , v 1 , . . . , v n−1 and with edges {v i , v i+1 }, 0 ≤ i ≤ n − 1, where we identify v n with v 0 , and v −1 with v n−1 . We also assume we have weights w(v i ) and t (v i ) for the vertices of G. For shorter notation, we write w(i) for w(v i ) and t (i) for t (v i ). We assume that n ≥ 5. (This implies that for every independent set X ⊆ V (G), G : X is again a cycle: if n ≤ 4, then this is not necessary). For n ≤ 4, we can find wi(G) in constant time.
We now discuss how to compute wi(G). Suppose, without loss of generality, that w(0) = min 0≤i≤n−1 w(i). The following lemma states that we may assume that v 0 is not included in an independent set X establishing the wi-treewidth of G.
PROOF. By definition, there is an independent set
∈ X , we are done. Suppose v 0 ∈ X . We will prove the lemma by showing that wi(G, X ) ≥ wi(G, X − {v 0 }). It is sufficient to show that wtw(G :
{w(x) + w(y)} − 1, and
By assumption, r ≥ w(0). G : X and G : (X − {v 0 }) are cycles that only differ in a few edges: G : X has an edge {v n−1 , v 1 } and G : (X −{v 0 }) has edges {v n−1 , v 0 } and {v 0 , v 1 }.
Now, as w(n
, and the claim then follows. Now, assume v 0 / ∈ X . We now can write wi(G, X ) in more detail as
To find the independent set X ⊆ V (G) − {v 0 } for which this term is minimal, we use dynamic programming.
For i ≥ 1 and a set X ⊆ {v 1 , . . .
LEMMA 42.
PROOF. (i), (ii)
The only candidate for set X is the empty set.
We show first that A is at least the above term. For any independent set X ⊆ {v 1 , . . .
∈ X , and we have that h(
, as these terms appear in the definition of h(X, i). Hence, A is at least the above term. To show that A is exactly the above term we observe that for any independent set X ⊆ {v 1 , . . . , v i−3 } with h(X , i − 2) = h(i − 2), the set X ∪ {v i−1 } is an independent set and h(X
A similar analysis shows that the minimum value of h(X, i) over all independent sets X ⊆ {v 1 6. Clique-Matching Graphs. In the previous sections we have seen that WI-TREEWIDTH can be solved in polynomial time for graphs with a polynomial number of minimal separators. There are however also graph classes with an exponential number of minimal separators for which we also can solve the WI-TREEWIDTH problem, and hence that can be used as prime graphs in a modular decomposition for graphs for which we want to compute the treewidth. In this section we give a simple set of graphs of this type. We expect that it is possible to obtain similar results for much more general classes of graphs, but leave that here for further research.
Say a graph G is a clique-matching graph if it is isomorphic to a graph
, CM r is formed by taking two disjoint cliques of r vertices each, and then connecting the ith vertex in the first clique with the ith vertex of the second clique for each i, 1 ≤ i ≤ r . An example is given in Figure 1 .
First, we will show that we can compute the weighted treewidth of a clique-matching graph CM r given with a weight function w on its vertices. For a set of vertices S, we write w(S) = v∈S w(v). PROOF. As a path decomposition (U 1 , . . . , U s ) of CM r with U 1 = V r and U s = W r is also a tree decomposition of CM r , we have that the weighted treewidth is never larger than the weighted width of such a path decomposition.
Suppose we have a tree decomposition ({U i | i ∈ I}, T = (I, F) ) of CM r of weighted width . There must be a node i V ∈ I with V r ⊆ U i V , and a node i W ∈ I with W r ⊆ U i W . Let P be the path in T with endpoints i V and i W . For every edge {v j , w j } ∈ E r , there must be a node i on P with v j , w j ∈ U i . Thus, when we remove all nodes from I that do not belong to P, we still have a tree decomposition of CM r , and, as P is a path, this actually is a path decomposition. Add one additional node with set V r and make it adjacent to i V , and an additional node with set W r and make it adjacent to i W and we have the required path decomposition of CM r ; clearly, the weighted width of this path decomposition cannot be more than . Consider a path decomposition (U 1 , . . . , U s ) of CM r as in Lemma 45 of minimum weighted width, say . There must be an α,
If we have a path decomposition (U 1 , . . . , U s ) of CM r − {v j , w j } of minimum width with
is a path decomposition of CM r , again of the form as stated in Lemma 45 of weighted width at most max(
The lemma now follows.
Of course, when v j is the minimum weight vertex from W r ∪ V r , then
Note also that CM r − {v j , w j } is again a clique-matching graph. Thus, we can determine the weighted treewidth of CM r by repeatedly finding the vertex of minimum weight, removing this minimum weight vertex and its neighbor in the other clique, recursively computing the weighted treewidth of the resulting graph and then applying (5) Note that every independent set in a clique-matching graph either contains no vertices, a single vertex or one vertex in each of the two cliques, so there are O(n 2 ) independent sets in a clique-matching graph. Suppose we want to compute wtw(CM r : {v i }). Note that w i is universal in CM r : {v i }. The following lemma is well known for the unweighted case; its extension to the weighted case is trivial.
LEMMA 48. Let v be a universal vertex in a graph G. Then wtw(G) = wtw(G − {v}) + w(v).
As CM r : {v i } − {w i } is again a clique-matching graph, this directly gives an O(n log n) time algorithm to compute the weighted treewidth of a graph of the form CM r : {v i } or CM r : {w i }. Similarly, for i = i , v i and w i are universal in CM r : {v i , w i }, so we can also compute the weighted treewidth of these graphs in O(n log n) time. Actually, after we have an ordering of the vertices of CM r , we do not need to sort again the vertices of each of the graphs CM r : X , and thus for each of these, we can then compute its weighted treewidth in linear time. Hence, we have: The corresponding tree decompositions can be built with simple additional bookkeeping. A more detailed analysis of the choice of vertices in the independent set can possibly bring down the time for computing the WI-TREEWIDTH for clique-matching graphs.
Minimum Fill-In.
In this section we show that the results presented in the previous sections also hold for the MINIMUM FILL-IN problem. We start by introducing more definitions and notations. The minimum fill-in of a graph G, denoted by min-fill-in(G), is the minimum of
, is the number of edges that must be added to turn G into a complete graph:
The MINIMUM FILL-IN problem is to find min-fill-in(G) for a given graph G.
Let G be a graph with weight functions w, f and c. The weighted minimum fill-in of G (or, shorter, the weighted fill-in of G), denoted by wf (G), is defined as the minimum
Notice that wf (G) and wcf (G) depends just on w and not on f and c.
Recall that for a set of vertices S we define f (S) = v∈S f (v) and c(S) = v∈S c(v). For a set X ∈ indp(G), the weighted minimum fill-in of G with independent set X denoted as wif (G, X ) is defined as follows:
The weighted independent minimum fill-in of G (shortly, the wi-fill-in of G), denoted as wif (G), is defined by
For a set X ∈ indp(G) such that wif (G) = wif (G, X ) we say that X establishes the wi-fill-in of G. The WI-FILL-IN problem is to find wif (G) for a given graph G with weight functions w, f and c.
Let S be a set of vertices in G. We denote by wif S (G) the minimum wi-fill-in of G assuming that none of the vertices of S are in the independent set. Formally,
We omit the proof of Theorem 50, since it is similar to the proof of Theorem 12. Corollary 51 follows like Corollary 13. We now consider each of the graph classes mentioned in the previous sections.
Classes with a Polynomial Number of Minimal Separators.
In Section 4 we presented an algorithm for solving the WI-TREEWIDTH problem on any class of graphs C with a polynomial number of minimal separators. The algorithm is based on (1)- (4) . Using the same method we can solve the WI-FILL-IN problem on any class of graphs C with a polynomial number of minimal separators based on (7)-(10) below which correspond to (1)-(4), respectively.
We omit the proofs of Lemmas 52-59, since they are similar to the proofs of Lemmas 22 
LEMMA 53. Let K be a clique in G and let C be a connected component of G − K . Then 
LEMMA 55. Let X be an independent set in G establishing wif (G). Let S be a clique in a minimal triangulation Q of G : X that establishes wf (G : X ). Let C 1 , . . . , C t be the connected components of G − S. Then
LEMMA 56. For every graph G with weight functions w, f and c,
min S∈msep(G) 
c(S)+wcf (G[S])+
C∈cc(G−S) (wif S (G S (C))−c(S)) .
LEMMA 57. Let S ∈ msep(G) and let C ∈ cc(G − S). Then N S (C) ∈ msep(G), N S (C) is close to C and
wif S (G S (C)) = c(S) + wif (N S (C)) (G N S (C) (C)) − c(N S (C)).(8)
LEMMA 58. Let S be a minimal separator of G and let C be a full component of S, such that G S (C) is not a clique, then
and ∈ potm(G) or there exist x ∈ C ∩ univ (S) such that = N (x)}. 
As in Section 4, we now get the following result. Suppose X = ∅, i.e., there exists x ∈ X . Let v i and v j be the two neighbors of x in G. Now using a similar argument we can obtain that the right-hand side of (11) for these i and j is at most wif (G).
We omit the proof of the following lemma which is similar to the proof of Lemma 61.
We now order all pairs i, j such that 1 ≤ i ≤ j − 2 ≤ n by increasing order of j − i and calculate in this order wif {v i ,v j } (G(i, j)) and wif {v i ,v j } (G( j, i)) using (12) and (13 PROOF. Use induction to r . For r = 1 the lemma follows immediately since E(Q) = E(C). Suppose the lemma holds for r − 1. Let Q be a minimal triangulation of the graph CM r . Note that W is a full component of V , so by Lemma 30, V is not a maximal clique in Q. Hence there must be a vertex w i in W such that V ∪ {w i } forms a clique in Q. If v i is adjacent in Q to any vertex w j , j = i, then triangulation Q is not minimal. It follows that the graph Q , obtained by removing v i and w i and their adjacent edges from Q, is a minimal triangulation of CM r − {v i , w i }. Let be the ordering on W − {w i } such that E(Q ) = E(CM r − {v i , w i }) ∪ {{w i , v j } | w i w j , 1 ≤ i ≤ r, 1 ≤ j ≤ r, i , j = i}. Now, let be the ordering on W such that for all w j , w j ∈ W − {w i }, w j w j if and only if w j w j , and for all w j ∈ W , w i w j , i.e., we take ordering and add w i as the smallest element. One now easily sees that fulfills the condition of the lemma.
We also have that given an ordering of W , the edge set E r ∪ {{w i , v j } | w i w j , 1 ≤ i ≤ r, 1 ≤ j ≤ r, i = j} gives a triangulation of CM r . For an ordering of W , let the fill-in of the ordering be As in Section 6, we use that a clique-matching graph has independent sets of size at most two, and that for every w i ∈ X , v i is universal in CM r : X , and for every v i ∈ X , w i is universal in CM r : X . Moreover, we can use the following simple lemma.
LEMMA 68. Let v be a universal vertex in G. Then the weighted fill-in of G equals the weighted fill-in of G − v.
Thus, we can try all O(n 2 ) independent sets X of G, and as the graphs obtained after removing universal vertices from G : X are again clique-matching graphs, in each case use the algorithm to compute the weighted fill-in of each of these graphs. Note that we can reuse the orderings of the vertices, i.e., we need to sort the vertices only once for their values w(w i )/w (v i we have shown for a number of classes of graphs that for graphs in these classes these notions are computable, i.e., graphs in these classes can play the role of the graph G in the substitution operation when we want to compute the treewidth or minimum fillin. In particular, we looked at graphs with a polynomial number of separators (a fairly large class of graphs) and at clique-matching graphs (a rather restricted class of graphs introduced just to show that there are also solvable cases with an exponential number of separators). A natural question is how to solve the WI-TREEWIDTH and WI-FILL-IN problems on other interesting classes of graphs in polynomial time, for instance, the class of graphs of treewidth at most some fixed number k.
