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PREDUALS AND COMPLEMENTATION OF SPACES OF
BOUNDED LINEAR OPERATORS
EUSEBIO GARDELLA AND HANNES THIEL
Abstract. For Banach spaces X and Y , we establish a natural bijection be-
tween preduals of Y and preduals of L(X,Y ) that respect the right L(X)-
module structure. If X is reflexive, it follows that there is a unique predual
making L(X) into a dual Banach algebra. This removes the condition that X
have the approximation property in a result of Daws.
We further establish a natural bijection between projections that comple-
ment Y in its bidual and projections that complement L(X, Y ) in its bidual as
a right L(X)-module. It follows that Y is complemented in its bidual if and
only if L(X, Y ) is (either as a module or as a Banach space).
Our results are new even in the well-studied case of isometric preduals.
1. Introduction
Given a Banach space X , we study preduals of L(X) in relation to preduals
of X . The most satisfactory results in this direction are obtained when L(X) is
regarded not only as a Banach space, but as a Banach algebra (more precisely, as
a right L(X)-module). Thus, we will focus on preduals of L(X) for which right
multiplication is weak∗ continuous. One of our results implies that such preduals
are in one-to-one correspondence with preduals of X ; see Theorem A below.
In fact, the methods here developed apply equally well to analyzing preduals
of L(X,Y ), considered with its natural right L(X)-module structure. Moreover,
shifting attention from L(X) to L(X,Y ) clarifies the different roles that the domain
space X and target space Y play for properties of L(X,Y ). For example, and some-
what interestingly, it turns out that preduals of L(X,Y ) are induced by preduals
of Y , while preduals of X do not play any role. It is thus natural to address the
more general problem of studying preduals of L(X,Y ) compatible with the right
L(X)-action, in relation to preduals of Y .
A (concrete) predual of a Banach space Y is a closed subspace F ⊆ Y ∗ inducing
a canonical isomorphism between F ∗ and Y ; see Definition 2.4. If this isomorphism
is isometric, we call F an isometric predual. Existence and uniqueness of preduals
has been extensively studied in various settings; we refer to the survey article by
Godefroy, [God89], and the references therein. For instance, by Sakai’s theorem, a
C∗-algebra has an isometric predual if and only if it is a von Neumann algebra, and
the isometric predual of a von Neumann algebra is unique. Similarly, by Godefroy
and Saphar, [GS88, Proposition 5.10], if X is reflexive, then L(X) has an isometric
predual, which is moreover unique.
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Our focus is on preduals that are not necessarily isometric. Such preduals are not
as well-studied: results do not simply carry over from isometric to general preduals,
and new phenomena appear in the general setting. For example, Sakai’s theorem
is no longer true for not-necessarily isometric preduals, and neither is the above
mentioned result of Godefroy and Saphar; see Example 6.9. We will see that in
some situations, considering the (bi)module structure of L(X,Y ) is a suitable tool
to obtain results for general preduals.
Every predual F ⊆ Y ∗ induces a natural predual X⊗Y F of L(X,Y ), which
makes the right action of L(X) on L(X,Y ) weak∗ continuous; see Definition 5.1
and Theorem 5.6. We say that such a predual makes L(X,Y ) a right dual L(X)-
module; see Definition B.5. The converse is the main result of this paper:
Theorem A (See 5.7). Let X and Y be Banach spaces with X 6= {0}. Then
assigning to a predual F ⊆ Y ∗ the predual X⊗Y F ⊆ L(X,Y )
∗ induces a natural
one-to-one correspondence between:
(a) Concrete preduals of Y .
(b) Concrete preduals of L(X,Y ) making it a right dual L(X)-module.
We obtain this result by studying projections L(X,Y )∗∗ → L(X,Y ). In general,
considering Y as a subspace of its bidual Y ∗∗, it is folklore that there is a natural
one-to-one correspondence between preduals of Y and projections Y ∗∗ → Y with
weak∗ closed kernel; see Proposition 2.7. Every projection π : Y ∗∗ → Y induces a
natural projection rpi : L(X,Y )
∗∗ → L(X,Y ) that is a right L(X)-module map; see
Definition 4.1 and Lemma 4.2. The converse is the main result of Section 4 and the
foundation for most new results of this paper:
Theorem B (See 4.7). Let X and Y be Banach spaces with X 6= {0}. Then
assigning to a projection π : Y ∗∗ → Y the projection rpi : L(X,Y )
∗∗ → L(X,Y )
induces a natural one-to-one correspondence between:
(a) Projections Y ∗∗ → Y .
(b) Projections L(X,Y )∗∗ → L(X,Y ) that are right L(X)-module maps.
Moreover, the kernel of π is weak∗ closed if and only if so is the kernel of rpi.
Theorem A can be deduced from Theorem B by noticing that a predual of
L(X,Y )∗ makes it a right dual L(X)-module if and only if the associated pro-
jection L(X,Y )∗∗ → L(X,Y ) is a right L(X)-module map; see Proposition B.6.
Another interesting consequence of Theorem B is:
Corollary C (See 4.8). Let X and Y be Banach spaces with X 6= {0}. Then the
following are equivalent:
(1) Y is complemented in its bidual.
(2) L(X,Y ) is complemented in its bidual as a Banach space.
(3) L(X,Y ) is complemented in its bidual as a right L(X)-module.
In Section 6, we note some interesting applications of our results. We first charac-
terize reflexivity of Y in terms of properties of L(X,Y ); see Theorem 6.3. Following
Spain, [Spa15, Definition 4.1], we say that a Banach algebra A with a predual is a
left (right) dual Banach algebra if the left (right) multiplication by a fixed element
in A is weak∗ continuous. If A is both a left and a right dual Banach algebra, then
it is called a dual Banach algebra; see Definition B.1. Dual Banach algebras were
introduced by Runde in [Run02], and they have been extensively studied by Daws
in [Daw04b, Daw07, Daw11]. In the case X = Y , we obtain:
Corollary D (See 6.4). For a Banach space X, the following are equivalent:
(1) X is reflexive.
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(2) L(X) has a predual making it a (left) dual Banach algebra.
(3) L(X) is complemented in its bidual as a left L(X)-module.
(4) There exists a projection r : L(X)∗∗ → L(X) that is multiplicative for the
left (equivalentely, for the right, or for both) Arens product on L(X)∗∗.
The equivalence between (1) and (2) above was previously obtained by Daws
in [Daw04b], but the algebraic characterization of reflexivity of X in terms of the
existence of a multiplicative projection L(X)∗∗ → L(X) is new.
Next, we obtain uniqueness results for preduals of L(X,Y ) assuming that Y is
reflexive; see Theorem 6.5. Specializing to the case X = Y , we obtain:
Corollary E (See 6.6). If X is reflexive, then X⊗̂X∗ is the unique predual of
L(X) making it a right dual Banach algebra.
In particular, if X is reflexive, and if A is any right dual Banach algebra with a
(not necessarily isometric) Banach algebra isomorphism ϕ : L(X)→ A, then ϕ and
ϕ−1 are automatically weak∗ continuous. This improves a result of Daws, [Daw07,
Theorem 4.4], by removing an assumption while also strengthening the conclusion;
see the comments after Corollary 6.6.
The results in this paper are the foundations for two other works of the authors;
see [GT17] and [GT16].
The paper is organized as follows. In Section 2, we recall the general framework
of (not necessarily isometric) preduals of Banach spaces. In Section 3, we first
introduce the natural module structures on the spaces L(X,Y ), L(X,Y )∗∗ and
L(X,Y ∗∗). We define a natural product on L(X,X∗∗) turning it into a unital
Banach algebra; see Paragraph 3.9. We then show that L(X,Y ∗∗) has a natural
L(Y, Y ∗∗)-L(X,X∗∗)-bimodule structure; see Paragraph 3.10.
The object of study in Section 3 is the map αX,Y : L(X,Y )
∗∗ → L(X,Y ∗∗) from
Definition 3.16. The main result of this section is Theorem 3.22, where we show
that αX,Y is a contractive, weak
∗ continuous map that respects the different right
module structures on L(X,Y )∗∗ and L(X,Y ∗∗) in the sense that
αX,Y (F♦S) = αX,Y (F )αX(S)
for all F ∈ L(X,Y )∗∗, and all S ∈ L(X)∗∗. When X = Y , we conclude that the
map αX : L(X)
∗∗ → L(X,X∗∗) is multiplicative for the second Arens product on
L(X)∗∗; see Corollary 3.23.
In Sections 4, 5, and 6, we study projections L(X,Y )∗∗ → L(X,Y ), preduals of
L(X,Y ), and applications to the case of reflexive spaces. These sections contain
the main results and applications of this paper, which have been discussed above
as Theorems A and B and Corollaries C, D, and E.
For the convenience of the reader, we include two appendices with preliminary
material. In Appendix A, we survey the theory of (bi)duals of Banach algebras and
their modules. For this, we first recall the theory of Arens derived maps. Applied
to the product p : A × A → A of a Banach algebra A, one obtains two associative
operations p888 and p′′′ on A∗∗. These are also denoted  and ♦, and are called the
left and right Arens product on A∗∗; see Definition A.9. Given a left A-module E,
we observe that E∗∗ has both a left (A∗∗,)-module and a left (A∗∗,♦)-module
structure; see Remark A.15. In Appendix B, we survey basic results on preduals of
Banach algebras and modules. While much of the literature on this subject focuses
on isometric preduals, we consider general preduals throughout.
Acknowledgements. We thank Sven Raum for helpful discussions on Section 3.
We thank Matthew Daws, Gilles Godefroy, Bill Johnson, Philip Spain and Stuart
White for valuable electronic correspondence.
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Notation. Fix Banach spaces X and Y . We let L(X,Y ) denote the Banach space
of bounded, linear maps X → Y . We write K(X,Y ) and A(X,Y ) for the norm-
closed subspaces of L(X,Y ) consisting of compact and approximable operators,
respectively. Thus, A(X,Y ) is the norm-closure of the finite-rank operatorsX → Y .
We write L(X) for L(X,X), and similarly with K(X) and A(X). For x ∈ X , we
write evx : L(X,Y ) → Y for the evaluation map at x, that is, evx(f) = f(x) for
f ∈ L(X,Y ). We let X∗∗ denote the bidual of X , and we let κX : X → X
∗∗ denote
the canonical, isometric embedding. If X is a closed subspace of Y , a projection
from Y onto X is an element π ∈ L(Y ) satisfying π2 = π and π(Y ) = X .
2. Preduals of Banach spaces
Throughout this section, X and Y will denote Banach spaces.
Definition 2.1. Let X be a closed subspace of Y . Given λ ≥ 1, we say that X is
λ-complemented in Y if there exists a projection π : Y → X with ‖π‖ ≤ λ. Further,
X is complemented in Y if it is λ-complemented for some λ ≥ 1.
2.2. Denote by X ⊗ Y the algebraic (that is, uncompleted) tensor product of X
and Y . Recall that the projective cross norm of t ∈ X ⊗ Y is defined as
‖t‖pi = inf
{
n∑
k=1
‖xk‖‖yk‖ : t =
n∑
k=1
xk ⊗ yk
}
.
We have ‖x⊗ y‖pi = ‖x‖‖y‖ for every simple tensor x⊗ y ∈ X ⊗ Y . The projective
tensor product of X and Y , denoted X⊗̂Y , is defined as the completion of X ⊗ Y
in the norm ‖ · ‖pi. We refer to [Rya02] for details on the rich theory of tensor
products of Banach spaces.
It is well known that there is a natural, isometric isomorphism between (X⊗̂Y )∗
and L(X,Y ∗) given as follows: An operator a ∈ L(X,Y ∗) defines a functional on
X⊗Y , defined on simple tensors by 〈a, x⊗y〉 = 〈a(x)⊗y〉. The resulting functional
on X⊗̂Y has norm ‖a‖. Thus, for every t ∈ X ⊗ Y we have
‖t‖pi = sup
{
〈a, t〉 : a ∈ L(X,Y ∗), ‖a‖ ≤ 1
}
.
Definition 2.3. A predual of X is a Banach space Y together with an isomorphism
δ : X → Y ∗. The predual is called isometric if δ is an isometric isomorphism.
Two preduals (Y1, δ1) and (Y2, δ2) are (isometrically) equivalent if there exists
an (isometric) isomorphism ϕ : Y2 → Y1 such that δ1 = ϕ
∗ ◦ δ2.
The following definition is inspired in [DHSW12].
Definition 2.4. A concrete predual of X is a closed subspace F ⊆ X∗ such that
ι∗F ◦ κX is an isomorphism, where ιF : F → X
∗ denotes the inclusion map. Given
a concrete predual F ⊆ X∗, we define maps
δF := ι
∗
F ◦ κX : X → F
∗, and πF := δ
−1
F ◦ κ
∗
F ◦ δ
∗∗
F : X
∗∗ → X.
We define the isomorphism constant of F as
n(X,F ) := ‖δ−1F ‖.
If δF is isometric, we call F a concrete isometric predual of X . If no confusion may
arise, we will call a concrete predual simply a predual.
2.5. Let F ⊆ X∗ be a predual. Then ‖δF‖ ≤ 1 and n(X,F ) ∈ [1,∞). Hence, F is
isometric if and only if ‖δ−1F ‖ ≤ 1, which in turn is equivalent to n(X,F ) = 1.
The pair (F, δF ) is a predual of X in the sense of Definition 2.3. Conversely, let
(Y, δ) be a predual of X . Let Fδ denote the image of the map δ
∗ ◦ κY : Y → X
∗.
Then Fδ is a concrete predual of X . Moreover, (Y, δ) is equivalent to (Fδ, δFδ).
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It follows that two preduals (Y1, δ1) and (Y2, δ2) are equivalent if and only if
Fδ1 = Fδ2 . Hence, concrete preduals of X naturally correspond to equivalence
classes of preduals as in Definition 2.3.
If (Y1, δ1) and (Y2, δ2) are isometric preduals, then they are equivalent if and
only if they are isometrically equivalent. If (Y, δ) is an isometric predual, then Fδ is
a concrete isometric predual, whence (Fδ, δFδ ) is isometrically equivalent to (Y, δ).
2.6. Let F ⊆ X∗ be a predual with inclusion map ιF : F → X
∗. Then κ∗F ◦δ
∗∗
F = ι
∗
F ,
and therefore πF = δ
−1
F ◦ ι
∗
F . We obtain the following commutative diagram:
F ∗∗∗
κ∗F

X∗∗
piF

δ∗∗Foo
ι∗F
{{✇✇
✇✇
✇✇
✇✇
✇
F ∗
δ−1F
// X .
It follows that πF ◦ κX = idX and ‖πF ‖ = ‖δ
−1
F ‖. Further, the kernel of πF is
clearly weak∗ closed in X∗∗.
Conversely, let π : X∗∗ → X be a projection with weak∗ closed kernel. Set
Fpi :=
{
η ∈ X∗ : 〈η, x〉 = 0 for all x ∈ ker(π)
}
,
which is called the pre-annihilator of ker(π). Then Fpi is a predual of X and
πFpi = π. Conversely, the projection πF associated to F ⊆ X
∗ satisfies FpiF = F .
We summarize the mentioned correspondences.
Proposition 2.7. Let X be a Banach space. Then there are natural one-to-one
correspondences between the following classes:
(1) Concrete preduals of X.
(2) Equivalence classes of preduals as in Definition 2.3.
(3) Projections X∗∗ → X with weak∗ closed kernel.
Moreover, given a predual (Y, δ) with associated concrete predual Fδ ⊆ X
∗ and
projection πFδ , we have
n(X,Fδ) = ‖πFδ‖ = min
{
‖̺‖‖̺−1‖ : (Z, ̺) is predual of X equivalent to (Y, δ)
}
.
Definition 2.8. Assume that X has a (isometric) predual. One says that X has a
unique (isometric) predual if for any (isometric) preduals (Y1, δ1) and (Y2, δ2) the
spaces Y1 and Y2 are (isometrically) isomorphic. Equivalently, any two (isometric)
preduals F1, F2 ⊆ X
∗ are (isometrically) isomorphic as Banach spaces.
Further, X has a strongly unique predual if any two preduals of X are equivalent
in the sense of Definition 2.3. Analogously, X has a strongly unique isometric
predual if X has an isometric predual and if any two isometric preduals of X are
equivalent (or equivalently, isometrically equivalent).
It is an interesting and well-studied problem to determine which Banach spaces
have a (strongly) unique (isometric) predual. We refer to [God89] for a survey.
3. The map αX,Y : L(X,Y )
∗∗ → L(X,Y ∗∗)
Let X and Y be Banach spaces. The right L(X)-module structure of L(X,Y )
induces a right (L(X)∗∗,♦)-module structure on L(X,Y )∗∗; see Paragraph 3.1. We
define a natural map αX,Y : L(X,Y )
∗∗ → L(X,Y ∗∗) (Definition 3.16) and show in
Theorem 3.22 that αX,Y respects the module structures, in the sense that
αX,Y (F♦S) = αX,Y (F )αX(S)
for all S ∈ L(X)∗∗ and F ∈ L(X,Y )∗∗.
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For X = Y , we conclude that the map αX : L(X)
∗∗ → L(X,X∗∗) is multiplica-
tive when L(X)∗∗ is equipped with the second Arens product ♦; see Corollary 3.23.
We include a result of Daws showing that αX is multiplicative with respect to the
first Arens product if and only if X is reflexive; see Proposition 3.25.
3.1. L(X,Y ) as L(Y )-L(X)-bimodule. Given a ∈ L(X), we define the right action
of a on L(X,Y ) by fa = f ◦ a for all f ∈ L(X,Y ). Analogously, given b ∈
L(Y ), we define the left action of b by bf = b ◦ f for all f ∈ L(X,Y ). It follows
from Proposition A.14 that L(X,Y )∗∗ has a natural left (L(Y )∗∗,)- and right
(L(X)∗∗,♦)-module structure (but these left and right module structures are not
compatible; see Remark A.15).
3.2. Slice maps. Given x ∈ X , we consider the map x⊗ : Y → X⊗̂Y that sends
y ∈ Y to x ⊗ y. Given η ∈ X∗, we consider the slice map Rη : X⊗̂Y → Y which
on simple tensors is given by Rη(x ⊗ y) = 〈η, x〉y, for x ∈ X and y ∈ Y . Then
Rη is linear and ‖Rη‖ = ‖η‖. If x ∈ X and η ∈ X
∗ satisfy 〈η, x〉 = 1, then
Rη ◦ (x⊗ ) = idY .
3.3. Rank-one operators. Given y ∈ Y and η ∈ X∗, we let θy,η ∈ L(X,Y ) be given
by θy,η(x) = 〈η, x〉y for all x ∈ X . For a ∈ L(X) and b ∈ L(Y ), we have
θy,ηa = θy,a∗η, bθy,η = θby,η and θ
∗
y,η = θη,κY (y).
Moreover, ‖θy,η‖ = ‖y‖ · ‖η‖. For x, x
′ ∈ X and η, η′ ∈ X∗, we have
θx,ηθx′,η′ = 〈η, x
′〉θx,η′ .
Given η ∈ X∗, define Θη : Y → L(X,Y ) by Θη(y) = θy,η for all y ∈ Y . Then Θη
is linear and ‖Θη‖ = ‖η‖. If ‖η‖ = 1, then Θη is in fact isometric.
Given x ∈ X , the evaluation map evx is linear and satisfies ‖evx‖ = ‖x‖. If
x ∈ X and η ∈ X∗ satisfy 〈η, x〉 = 1, then evx ◦Θη = idY .
Recall that there is a canonical, isometric isomorphism (X⊗̂Y )∗ ∼= L(X,Y ∗).
Lemma 3.4. Let x ∈ X and η ∈ X∗. Then evx : L(X,Y
∗) → Y ∗ is the transpose
of the map x ⊗ : Y → Y , and Θη : Y
∗ → L(X,Y ∗) is the transpose of the slice
map Rη : X⊗̂Y → Y . In particular, evx and Θη are weak
∗ continuous.
Proof. Given f ∈ L(X,Y ∗) and y ∈ Y we have 〈evx(f), y〉 = 〈f(x), y〉 = 〈f, x⊗ y〉,
so the first assertion follows. For ϕ ∈ Y ∗ and x⊗ y ∈ X ⊗ Y , we have
〈Θη(ϕ), x ⊗ y〉 = 〈θϕ,η(x), y〉 = 〈η, x〉〈ϕ, y〉 = 〈ϕ, 〈η, x〉y〉 = 〈ϕ,Rη(x⊗ y)〉 .
By density of X ⊗ Y in X⊗̂Y , it follows that Θη = R
∗
η, as desired. 
Proposition 3.5. Let X and Y be Banach spaces. We identify L(X,Y ∗) with
(X⊗̂Y )∗, and we consider L(X,Y ∗) with the induced weak∗ topology.
Let a ∈ L(X) and b ∈ L(Y ∗). Then the action of a on L(X,Y ∗) is weak∗
continuous. The action of b on L(X,Y ∗) is weak∗ continuous if and only if there
exists c ∈ L(Y ) such that b = c∗.
Proof. There is a left L(X)-module structure on X⊗Y given by a¯(x⊗y) = a¯(x)⊗y
for a¯ ∈ L(X), and a simple tensor x⊗ y ∈ X⊗̂Y ; see Paragraph 3.14. We have
〈fa, x⊗ y〉 = 〈f(a(x)), y〉 = 〈f, a(x)⊗ y〉
for all f ∈ L(X,Y ∗). It follows that the action of a on L(X,Y ∗) is given as the
dual of the action of a on X⊗̂Y , whence it is weak∗ continuous.
Similarly, given c ∈ L(Y ), there is a bouned, linear map X⊗̂Y → X⊗̂Y that
maps a simple tensor x⊗ y ∈ X⊗̂Y to x⊗ c(y). Then
〈c∗f, x⊗ y〉 = 〈c∗(f(x)), y〉 = 〈f(x)), c(y)〉 = 〈f, x⊗ c(y)〉,
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which shows that the action of c∗ is weak∗ continuous.
Let Lb : L(X,Y
∗) → L(X,Y ∗) denote the left action of b on L(X,Y ∗). Choose
x ∈ X and η ∈ X∗ with 〈η, x〉 = 1. We claim that evx ◦Lb ◦Θη : Y
∗ → Y ∗ coincides
with b. Indeed, for every ϕ ∈ Y ∗, we have
(evx ◦ Lb ◦Θη)(ϕ) = (bΘη(ϕ))(x) = b(θϕ,η(x)) = b(〈η, x〉ϕ) = b(ϕ).
Now assume that Lb is weak
∗ continuous. By Lemma 3.4, the maps evx and Θη are
weak∗ continuous as well. It follows that b, as map Y ∗ → Y ∗, is weak∗ continuous.
This implies that there exists c ∈ L(Y ) such that b = c∗, as desired. 
As a consequence, we recover results of Spain and Daws. We give further char-
acterizations of the reflexivity of X in terms of properties of the Banach algebra
L(X) in Corollary 6.4.
Corollary 3.6 (See [Spa15, Theorem 4.2] and [Daw04b, Proposition 4.2.1]). Let
X be a Banach space. Identify L(X∗) with (X∗⊗̂X)∗, and consider L(X∗) with the
induced weak∗ topology. Then L(X∗) is a right dual Banach algebra.
Further, L(X∗) is a left dual Banach algebra if and only if X is reflexive.
Proof. The first statement follows directly from Proposition 3.5. By the second
part of Proposition 3.5, left multiplication by b is weak∗ continuous if and only if
there exists c ∈ L(X) with b = c∗. Thus, L(X∗) is a left dual Banach algebra if
and only if for every b ∈ L(X∗) there is c ∈ L(X) with b = c∗, which is easily seen
to be equivalent to reflexivity of X . 
Definition 3.7. Let X and Y be Banach spaces. Let µX,Y : Y
∗⊗̂X → X⊗̂Y ∗ be
the (unique) isometric isomorphism that satisfies µX,Y (η⊗x) = x⊗ η for all x ∈ X
and η ∈ Y ∗. Identifying L(X,Y ∗∗) with (X⊗̂Y ∗)∗ and L(Y ∗, X∗) with (Y ∗⊗̂X)∗,
we let ψX,Y : L(X,Y
∗∗) → L(Y ∗, X∗) be the map induced by the transpose of
µX,Y . We write ψX for ψX,X .
Thus, ψX,Y is given by the following composition of isometric isomorphisms:
ψX,Y : L(X,Y
∗∗) ∼= (X⊗̂Y ∗)∗
µ∗X,Y
−−−→ (Y ∗⊗̂X)∗ ∼= L(Y ∗, X∗).
The next result gives an explicit description of ψX,Y .
Proposition 3.8. Let X and Y be Banach spaces. Then ψX,Y is a weak
∗ contin-
uous, isometric isomorphism satisfying
ψX,Y (f) = f
∗ ◦ κY ∗ : Y
∗ → X∗ and ψ−1X,Y (g) = g
∗ ◦ κX : X → Y
∗∗,
for all f ∈ L(X,Y ∗∗) and g ∈ L(Y ∗, X∗).
Proof. It is clear that ψX,Y is an isometric isomorphism. Given f ∈ L(X,Y
∗∗) and
a simple tensor η ⊗ x ∈ Y ∗ ⊗X , we have
〈ψX,Y (f), η ⊗ x〉 = 〈f, x⊗ η〉 = 〈f(x), η〉 = 〈x, f
∗(κY ∗(η))〉 = 〈f
∗ ◦ κY ∗ , η ⊗ x〉 .
It follows that ψX,Y (f) = f
∗ ◦ κY ∗ , as desired.
Given g ∈ L(Y ∗, X∗), it follows from the following that ψ−1X,Y (g) = g
∗ ◦ κX :
ψX,Y (g
∗ ◦ κX) = (g
∗ ◦ κX)
∗ ◦ κY ∗ = κ
∗
X ◦ g
∗∗ ◦ κY ∗ = g. 
3.9. The Banach algebra L(X,X∗∗). Given a, b ∈ L(X,X∗∗), we define their
product as ab = κ∗X∗ ◦ a
∗∗ ◦ b, which is the following composition of operators:
ab : X
b
−→ X∗∗
a∗∗
−−→ X∗∗∗∗
κ∗X∗−−−→ X∗∗.
It is straightforward to check that this gives L(X,X∗∗) the structure of a unital
Banach algebra, the unit being κX .
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3.10. L(X,Y ∗∗) as a L(Y, Y ∗∗)-L(X,X∗∗)-bimodule. Define a natural L(Y, Y ∗∗)-
L(X,X∗∗)-bimodule structure on L(X,Y ∗∗) by setting
fa = κ∗Y ∗ ◦ f
∗∗ ◦ a, and bf = κ∗Y ∗ ◦ b
∗∗ ◦ f,
for f ∈ L(X,Y ∗∗), a ∈ L(X,X∗∗), and b ∈ L(Y, Y ∗∗).
Proposition 3.11. Let X and Y be Banach spaces, let f ∈ L(X,Y ∗∗), let a ∈
L(X,X∗∗), and let b ∈ L(Y, Y ∗∗). Then
ψX,Y (fa) = ψX(a)ψX,Y (f) and ψX,Y (bf) = ψX,Y (f)ψY (b).
In particular, the map ψX : L(X,X
∗∗) → L(X∗) is a weak∗ continuous, isometric
anti-isomorphism of Banach algebras.
Proof. Using Proposition 3.8 at the second step, and using that f∗∗∗◦κ∗∗Y ∗ = κX∗◦f
∗
at the fourth step, we get
ψX,Y (fa) = ψX,Y (κ
∗
Y ∗ ◦ f
∗∗ ◦ a) = (κ∗Y ∗ ◦ f
∗∗ ◦ a)∗ ◦ κY ∗ = a
∗ ◦ f∗∗∗ ◦ κ∗∗Y ∗ ◦ κY ∗
= a∗ ◦ κX∗ ◦ f
∗ ◦ κY ∗ = ψX(a)ψX,Y (f),
as desired. The second identity is shown analogously. 
3.12. The map γX,Y . Given Banach spaces X and Y , we let γX,Y : L(X,Y ) →
L(X,Y ∗∗) be the isometric map given by γX,Y (f) = κY ◦ f , for all f ∈ L(X,Y ).
Then γX,Y is an isometric, linear map. We write γX for γX,X .
We giveL(X,Y ) the natural L(Y )-L(X)-bimodule structure from Paragraph 3.1.
Let f ∈ L(X,Y ). Given a ∈ L(X), we have
γX,Y (fa) = κY ◦ f ◦ a = κ
∗
Y ∗ ◦ (κY ◦ f)
∗∗ ◦ κX ◦ a = γX,Y (f)γX(a).
Similarly, γX,Y (bf) = γY (b)γX,Y (f) for all b ∈ L(Y ). It follows that γX =
γX,X : L(X) → L(X,X
∗∗) is a homomorphism of Banach algebras. It is easy to
check that the composition ψX,Y ◦ γX,Y : L(X,Y ) → L(Y
∗, X∗) is given by the
transpose map f 7→ f∗.
Remark 3.13. Let a ∈ L(X,X∗∗) and b ∈ L(Y, Y ∗∗). By Proposition 3.11, the
isomorphism ψX,Y : L(X,Y
∗∗)→ L(Y ∗, X∗) turns the left action of b on L(X,Y ∗∗)
into a right action of ψY (b) on L(Y
∗, X∗), and similarly for a. It follows from
Proposition 3.5 that the right action of b on L(X,Y ∗∗) is weak∗ continuous. Simi-
larly, the left action of a on L(X,Y ∗∗) is weak∗ continuous if and only if there exists
c ∈ L(X) such that ψX(a) = c
∗. By Paragraph 3.12, we have c∗ = ψX(γX(c)).
Hence, the left action of a on L(X,Y ∗∗) is weak∗ continuous if and only if there
exists c ∈ L(X) such that a = γX(c).
In particular, while L(X∗) is right dual Banach algebra, L(X,X∗∗) is left dual
Banach algebra.
3.14. L(X,Y ∗∗) as a left (L(Y )∗∗,)- and a right (L(X)∗∗,♦)-module. The tensor
product X⊗̂Y ∗ has a natural L(X)-L(Y )-bimodule structure given by
a(x⊗ η) = a(x) ⊗ η and (x⊗ η)b = x⊗ b∗(η),
for all a ∈ L(X), b ∈ L(Y ), x ∈ X , and η ∈ Y ∗.
We identify (X⊗̂Y ∗)∗ with L(X,Y ∗∗). It follows that L(X,Y ∗∗) has a left
(L(Y )∗∗,)- and a right (L(X)∗∗,♦)-module structure; see Proposition A.14. How-
ever, these left and right module structures are not compatible and do not induce
a bimodule structure on L(X,Y ∗∗); see Remark A.15.
Let f ∈ L(X,Y ∗∗). Given a ∈ L(X), we claim that fκL(X)(a) = fγX(a).
Indeed, given a simple tensor x⊗ η in X ⊗ Y ∗, we have
〈fκL(X)(a), x⊗ η〉 = 〈f, a(x⊗ η)〉 = 〈f, (ax)⊗ η〉 = 〈f(ax), η〉 = 〈f ◦ a, x⊗ η〉.
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It follows that the right action of κL(Y )(a) on L(X,Y
∗∗) is given by precomposing
with a, which agrees with the right action of γX(a).
A similar argument shows that κL(Y )(b)f = b
∗∗ ◦ f = γY (b)f for all b ∈ L(Y ).
3.15. The map ωX,Y . We define a natural, contractive, linear map
ωX,Y : X⊗̂Y
∗ → L(X,Y )∗,
as follows: given x ∈ X and η ∈ Y ∗, consider the functional ωx,η on L(X,Y )
defined by ωx,η(f) = 〈f(x), η〉, for all f ∈ L(X,Y ). This induces a bilinear map
X × Y ∗ → L(X,Y )∗ by (x, η) 7→ ωx,η. By the universal property of the algebraic
tensor product X ⊗ Y ∗, there is a unique linear map ω0 : X ⊗ Y
∗ → L(X,Y )∗
satisfying ω0(x⊗ η) = ωx,η for all x ∈ X and η ∈ Y
∗. We have
‖ω0(t)(f)‖ =
∥∥∥∥∥
n∑
k=1
〈fxk, ηk〉
∥∥∥∥∥ ≤ ‖f‖
n∑
k=1
‖xk‖‖ηk‖,
for every t =
∑n
k=1 xk ⊗ ηk ∈ X ⊗ Y
∗ and every f ∈ L(X,Y ). It follows that ω0
extends to a contractive, linear map ωX,Y : X⊗̂Y
∗ → L(X,Y )∗.
Definition 3.16. Let X and Y be Banach spaces. Identifying L(X,Y ∗∗) with the
dual of X⊗̂Y ∗, we define the map
αX,Y : L(X,Y )
∗∗ → L(X,Y ∗∗)
as the transpose of the map ωX,Y . We write αX for αX,X .
Remark 3.17. The map ωX,Y : X⊗̂Y
∗ → L(X,Y )∗ from Paragraph 3.15 is con-
tractive, and consequently so is its transpose αX,Y . It also follows from general
results that αX,Y is surjective (respectively, a quotient map) if and only if ωX,Y is
bounded below (respectively, isometric).
If X has the bounded approximation property (metric approximation property),
then ωX,Y is bounded below (respecitvely, isometric) and αX,Y is surjective (re-
specitvely, a quotient map). However, there are examples of Banach spaces X and
Y such that ωX,Y is not even injective and thus αX,Y does not even have dense
image; see [HS12] and [DF93, 5.7 Corollary 3, p.65].
Lemma 3.18. Let F ∈ L(X,Y )∗∗ and let x ∈ X. Then
αX,Y (F )(x) = ev
∗∗
x (F ).
Proof. Let rx : Y
∗ → X⊗̂Y ∗ be given by rx(η) = x ⊗ η, for all η ∈ Y
∗. It is easily
verified that ωX,Y ◦ rx = ev
∗
x. It follows that r
∗
x ◦ αX,Y = ev
∗∗
x . In other words,
the following diagrams commute:
X⊗̂Y ∗
ωX,Y // L(X,Y )∗ L(X,Y ∗∗)
r∗x
''❖❖
❖❖
❖❖
L(X,Y )∗∗.
αX,Yoo
ev∗∗x
ww♥♥♥
♥♥
♥
Y ∗
rx
ee▲▲▲▲▲▲
ev∗x
77♣♣♣♣♣♣
Y ∗∗
For f ∈ L(X,Y ∗∗), we have f(x) = r∗x(f). Using this at the first step for
f = αX,Y (F ), we conclude that
αX,Y (F )(x) = r
∗
x(αX,Y (F )) = ev
∗∗
x (F ). 
Lemma 3.19. Let X and Y be Banach spaces. Then αX,Y ◦ κL(X,Y ) = γX,Y . In
other words, the following diagram commutes:
L(X,Y )∗∗
αX,Y // L(X,Y ∗∗).
L(X,Y )
?
κL(X,Y )
OO
γX,Y
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
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Proof. Given f ∈ L(X,Y ), we use Lemma 3.18 at the first step to compute
(αX,Y ◦ κL(X))(f)(x) = ev
∗∗
x (κL(X)(f)) = κY (f(x)) = γX,Y (f)(x)
for all x ∈ X . It follows that αX,Y ◦ κL(X,Y ) = γX,Y . 
In the following two lemmas, we use the module structures on X⊗̂Y ∗, L(X,Y )∗,
L(X,Y )∗∗ and L(X,Y ∗∗) described in Paragraphs 3.14 and 3.10.
Lemma 3.20. Let X and Y be Banach spaces, let S ∈ L(X)∗∗, let f ∈ L(X,Y ∗∗),
let T ∈ L(Y )∗∗, and let g ∈ L(X,Y ). Then
fS = fαX(S), and TγX,Y (g) = αY (T )γX,Y (g).
Proof. Choose a net (ai)i∈I in L(X) such that S = w
*-limi∈I κL(X)(ai). For each
i ∈ I, using that αX ◦ κL(X) = γX , and using Paragraph 3.14, we get
fαX(κL(X)(ai)) = fγX(ai) = fκL(X)(ai).
Let n : L(X) × (X⊗̂Y ∗) → (X⊗̂Y ∗) be the bilinear map implementing the left
action of L(X) on X⊗̂Y ∗. Identifying the dual of X⊗̂Y ∗ with L(X,Y ∗∗), we have
fS = n′′(f, S); see Remark A.15. A similar argument as in Remark 3.13 shows
that the map L(X,X∗∗)→ L(X,Y ∗∗) given by h 7→ fh is weak∗ continuous. Using
this and using that αX is weak
∗ continuous at the last step, and using at the first
step that n′′ is weak∗ continuous in the second variable (Lemma A.6), we get
fαX(S) = w
*-lim
i∈I
fαX(κL(X)(ai)) = w
*-lim
i∈I
fκL(X)(ai) = fS.
We write γ for γX,Y , Choose a net (bj)j∈J in L(Y ) with T = w
*-limj∈J κL(Y )(bj).
Given j ∈ J , we deduce as above that
αY (κL(Y )(bj))γ(g) = γY (bj)γ(g) = κL(Y )(bj)γ(g).
Let m : (X⊗̂Y ∗) × L(Y ) → X⊗̂Y ∗ be the bilinear map implementing the right
action of L(Y ) on X⊗̂Y ∗. Then Tγ(g) = m88(T, γ(g)). As above, we get that the
map L(Y, Y ∗∗)→ L(X,Y ∗∗) given by h 7→ hγ(g) is weak∗ continuous. We conclude
that
αY (T )γ(g) = w
*-lim
i∈I
αY (κL(Y )(b))γ(g) = w
*-lim
j∈J
κL(Y )(bj)γ(g) = TγX,Y (g). 
Lemma 3.21. The map ωX,Y : X⊗̂Y
∗ → L(X,Y )∗ from Paragraph 3.15 is a
L(X)-L(Y )-bimodule map. Further, the map αX,Y : L(X,Y )
∗∗ → L(X,Y ∗∗) is
a left (L(Y )∗∗,)-module map and also a right (L(X)∗∗,♦)-module map.
Proof. It is easy to see that ωX,Y is a L(X)-L(Y )-bimodule map. The second
assertion follows from Proposition A.18, since αX,Y = ω
∗
X,Y . 
Theorem 3.22. Let X and Y be Banach spaces, let S ∈ L(X)∗∗, and let F ∈
L(X,Y )∗∗. Then
αX,Y (F♦S) = αX,Y (F )αX(S).
If Y is reflexive, then also αX,Y (TF ) = αY (T )αX,Y (F ) for all T ∈ L(Y )
∗∗.
Proof. Using Lemma 3.21 at the first step, and Lemma 3.20 at the second step, we
obtain
αX,Y (F♦S) = αX,Y (F )S = αX,Y (F )αX(S).
Next, assume that Y is reflexive, and let T ∈ L(Y )∗∗. Since Y is reflexive, the
map γX,Y is surjective and thus αX,Y (F ) lies in its image. Hence, Lemma 3.20
shows that TαX,Y (F ) = αY (T )αX,Y (F ). Using this at the second step, and
Lemma 3.21 at the first step, we conclude that
αX,Y (TF ) = TαX,Y (F ) = αY (T )αX,Y (F ). 
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Corollary 3.23. Let X be a Banach space, and let S, T ∈ L(X)∗∗. Then
αX(S♦T ) = αX(S)αX(T ).
If X is reflexive, then also αX(ST ) = αX(S)αX(T ).
Remark 3.24. Assume that X is reflexive. Identifying X∗∗ with X , we consider
αX as a map L(X)
∗∗ → L(X), which, by Corollary 3.23, is a homomorphism for
both Arens products on L(X)∗∗. In Corollary 6.4, we prove a converse to this
statement: If there exists a map r : L(X)∗∗ → L(X) that is multiplicative for
either Arens product and satisfies r ◦ κL(X) = idL(X), then X is reflexive.
The reverse implication in the next result is due to Daws. We include it with
his kind permission.
Proposition 3.25. Let X be a Banach space. Then X is reflexive if and only if
αX : (L(X)
∗∗,)→ L(X,X∗∗) is multiplicative.
Proof. The ‘only if’ implication is the second part of Corollary 3.23. To prove the
backward implication, assume that X is not reflexive. Applying [GD92, Theo-
rem I.6.1, p.58], or [Daw04a, Proposition 7], choose bounded sequences (xn)n∈N in
X and (ξm)m∈N in X
∗ with
〈ξn, xm〉 =
{
1, n ≤ m
0, n > m
.
For n,m ∈ N, set an = θx0,ξn and bm = θxm,ξ0 . Then (an)n∈N and (bm)m∈N are
bounded in L(X). Choose subnets (ani)i∈I and (bmj )j∈J whose images in L(X)
∗∗
converge weak∗, and let S and T be their limits. By Remarks A.17, we have
ST = w*-lim
i∈I
κL(X)(ani)T = w
*-lim
i∈I
w*-lim
j∈J
κL(X)(anibmj).
Therefore
〈αX(ST ), x0 ⊗ ξ0〉 = 〈ST, ωX(x0 ⊗ ξ0)〉
= lim
i∈I
lim
j∈J
〈κL(X)(anibmj ), ωX(x0 ⊗ ξ0)〉
= lim
i∈I
lim
j∈J
〈anibmjx0, ξ0〉 = lim
i∈I
lim
j∈J
〈ξni , xmj 〉 = 1.
Using that αX ◦ κL(X) = γX (Lemma 3.19), and using that L(X,X
∗∗) is a left
dual Banach algebra and that right multiplication by an element in the image of
γX is weak
∗ continuous(Remark 3.13), we deduce that
αX(S)αX(T ) = w
*-lim
j∈J
αX(S)γX(bmj ) = w
*-lim
j∈J
w*-lim
i∈I
γX(anibmj ).
Hence,
〈αX(S)αX(T ), x0 ⊗ ξ0〉 = lim
j∈J
lim
i∈I
〈γX(anibmj ), x0 ⊗ ξ0〉
= lim
j∈J
lim
i∈I
〈anibmjx0, ξ0〉 = lim
j∈J
lim
i∈I
〈ξni , xmj 〉 = 0,
which shows that αX(ST ) 6= αX(S)αX(T ), as desired. 
4. Complementation of L(X,Y ) in its bidual
Let X and Y be Banach spaces. We will often use the maps γX,Y : L(X,Y ) →
L(X,Y ∗∗) and αX,Y : L(X,Y )
∗∗ → L(X,Y ∗∗) introduced in Paragraph 3.12 and
Definition 3.16. Recall that A(X) denotes the algebra of approximable operators.
The main result of this section is Theorem 4.7, where we show that there is
a natural one-to-one correspondence between projections from Y ∗∗ onto Y and
projections from L(X,Y )∗∗ onto L(X,Y ) that are right A(X)-module maps.
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It follows that Y is λ-complemented in its bidual if and only if L(X,Y ) is λ-
complemented in its bidual (as a Banach space or, equivalently, as a right L(X)-
module); see Corollary 4.8.
Definition 4.1. Let π : Y ∗∗ → Y be a bounded linear map. We define the map
qpi : L(X,Y
∗∗) → L(X,Y ) by qpi(f) = π ◦ f , for f ∈ L(X,Y
∗∗), and we define
rpi : L(X,Y )
∗∗ → L(X,Y ) by rpi = qpi ◦ αX,Y .
Lemma 4.2. Let π : Y ∗∗ → Y be a projection. Then:
(1) qpi is a right L(X)-module projection with ‖qpi‖ ≤ ‖π‖.
(2) rpi is a right L(X)-module projection with ‖rpi‖ ≤ ‖π‖.
Proof. (1) is straightforward to check. Let us verify (2). Using Lemma 3.19 at the
second step, and using (1) at the third step, we get
rpi ◦ κL(X) = qpi ◦ αX,Y ◦ κL(X) = qpi ◦ γX,Y = idL(X).
The estimate for ‖rpi‖ follows easily using that αX,Y is contractive. Lastly, the map
rpi is a right L(X)-module map since both αX,Y and qpi are right L(X)-module
maps, by part (1) and Lemma 3.21. 
Definition 4.3. Let r : L(X,Y )∗∗ → L(X,Y ) be a bounded linear map, let x ∈
X and let η ∈ X∗. Let Θη : Y → L(X,Y ) and evx : L(X,Y ) → Y be as in
Paragraph 3.3. We define the map πr,x,η : Y
∗∗ → Y by πr,x,η = evx ◦ r ◦ Θ
∗∗
η . We
have the following diagram:
Y ∗∗
pir,x,η

Θ∗∗η // L(X,Y )∗∗
r

Y
Θη
//
κY
OO
L(X,Y ) evx
//
κL(X,Y )
OO
Y.
The diagrams involving r do not necessarily commute (except the upper one).
Lemma 4.4. Let r : L(X,Y )∗∗ → L(X,Y ) be a projection. Let x ∈ X and η ∈ X∗
with ‖x‖ = ‖η‖ = 〈x, η〉 = 1. Then:
(1) We have πr,x,η ◦ κY = idY and ‖πr,x,η‖ ≤ ‖r‖.
(2) Let rx,η : L(X,Y )
∗∗ → L(X,Y ) denote the map associated to πr,x,η as in
Definition 4.1. Then rx,η(F )(z) = r(Fθz,η)(x) for every F ∈ L(X,Y )
∗∗
and z ∈ X. In particular, r = rx,η if r is a right A(X)-module map.
(3) If r is a right A(X)-module map, then πr,x,η is independent of the choice
of x and η.
Proof. (1). We have evx ◦Θη = idY , since 〈x, η〉 = 1; see Paragraph 3.3. Using this
at the last step, using that Θ∗∗η ◦ κY = κL(X,Y ) ◦Θη at the second step, and using
that r ◦ κL(X,Y ) = idL(X,Y ) at the third step, we get
πr,x,η ◦ κY = evx ◦ r ◦Θ
∗∗
η ◦ κY = evx ◦ r ◦ κL(X,Y ) ◦Θη = evx ◦Θη = idY .
The estimate for the norm of πx,η follows easily using ‖evx‖ = ‖Θη‖ = 1.
(2). For every f ∈ L(X,Y ) and z ∈ X , we have
(Θη ◦ evz)(f) = Θη(f(z)) = θf(z),η = f ◦ θz,η.
It follows that
(
Θ∗∗η ◦ ev
∗∗
z
)
(F ) = Fθz,η for every F ∈ L(X,Y )
∗∗ and z ∈ X . Using
this at the last step, we get
rx,η(F )(z) = πr,x,η(αX,Y (F )(z)) = (evx ◦ r ◦Θ
∗∗
η )(ev
∗∗
z (F ))
= r(Θ∗∗η ◦ ev
∗∗
z (F ))(x) = r (Fθz,η) (x).
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Assume now that r is a right A(X)-module map. Then
rx,η(F )(z) = r (Fθz,η) (x) = r(F )(θz,η(x)) = r(F )(z),
for every F ∈ L(X,Y )∗∗ and z ∈ X . We conclude that r = rx,η, as desired.
(3). Let x′ ∈ X and η′ ∈ X∗ satisfy 〈x′, η′〉 = 1. We have
Θη′(z)θx′,η = θz,η′θx′,η = θz,η = Θη(z),
for all z ∈ X , and hence Θ∗∗η′ (σ)θx′,η = Θ
∗∗
η (σ) for all σ ∈ Y
∗∗. Using this at the
second step, using that r is a right A(X)-module map at the third step, and using
that evx(aθx′,η) = evx′(a) for all a ∈ L(X) at the fourth step, we get
πr,x,η(σ) = evx
(
r(Θ∗∗η (σ))
)
= evx
(
r(Θ∗∗η′ (σ)θx′,η)
)
= evx
(
r(Θ∗∗η′ (σ))θx′,η
)
= evx′(r(Θ
∗∗
η′ (σ))) = πr,x′,η′(σ),
for every σ ∈ Y ∗∗. It follows that πr,x,η = πr,x′,η′ , as desired. 
Definition 4.5. Let X and Y be Banach spaces and assume X 6= {0}. Let
r : L(X,Y )∗∗ → L(X,Y ) be a right A(X)-module projection. In view of part (3)
of Lemma 4.4, we define πr = evx ◦ r ◦ Θ
∗∗
η , for any choice of x ∈ X and η ∈ X
∗
satisfying ‖x‖ = ‖η‖ = 〈x, η〉 = 1.
Lemma 4.6. Let η ∈ X∗. Then αX,Y
(
Θ∗∗η (σ)
)
= θσ,η for every σ ∈ Y
∗∗.
Proof. For z ∈ X and y ∈ Y , we have
(evz ◦Θη)(y) = θy,η(z) = 〈η, z〉y.
It follows that (ev∗∗z ◦Θ
∗∗
η )(σ) = 〈η, z〉σ for every z ∈ X and every σ ∈ Y
∗∗. Using
this at the second step, and using Lemma 3.18 at the first step, we conclude that
αX,Y
(
Θ∗∗η (σ)
)
(z) = ev∗∗z
(
Θ∗∗η (σ)
)
= 〈η, z〉σ = θσ,η(z). 
The following theorem is the main result of this section and the foundation of
most results in Sections 5 and 6. It has immediate applications in Corollary 4.8 to
show that Y is complemented in its bidual if and only if so is L(X,Y ). It is also
used to establish connections between preduals of Y and preduals of L(X,Y ); see
Theorem 5.7. Finally, it is the essential new ingredient to prove the most interesting
applications of this paper: Corollaries 6.4 and 6.6.
Theorem 4.7. Let X and Y be Banach spaces with X 6= {0}. Let γX,Y : L(X,Y )→
L(X,Y ∗∗) and αX,Y : L(X,Y )
∗∗ → L(X,Y ∗∗) be defined as in Paragraph 3.12 and
Definition 3.16. Assigning to π : Y ∗∗ → Y the maps qpi and rpi from Definition 4.1
implements natural one-to-one correspondences between the following classes:
(a) Projections π : Y ∗∗ → Y .
(b) Right A(X)-module projections q : L(X,Y ∗∗)→ L(X,Y ).
(c) Right A(X)-module projections r : L(X,Y )∗∗ → L(X,Y ).
Given a map q as in (b), the corresponding map in (c) is q ◦αX,Y . Given a map r
as in (c), the corresponding map in (a) is πr from Definition 4.5. Moreover:
(1) For any map π as in (a), we have ‖π‖ = ‖qpi‖ = ‖rpi‖.
(2) Every map q as in (b), and every map r as in (c), is automatically a right
L(X)-module map.
(3) The kernel of π is weak∗ closed if and only if the kernel of qpi is weak
∗
closed, if and only if the kernel of rpi is weak
∗ closed.
Proof. Throughout the proof, we write α for αX,Y . We let A, B and C denote
the sets of maps as in (a), (b), and (c), respectively. Given π ∈ A, it follows from
Lemma 4.2 that qpi ∈ B and rpi ∈ C. Given q ∈ B, we have q ◦ α ∈ C because α is
a right A(X)-module map satisfying α ◦ κL(X) = γX,Y ; see Lemmas 3.19 and 3.21.
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Given r ∈ C, we have πr ∈ A by Lemma 4.4(1). The following diagram shows the
(well-defined) assignments:
A // B B // C C // A
π 7→ qpi q 7→ q ◦ α r 7→ πr
Given r ∈ C, we have r = rpir by Lemma 4.4(2). It remains to show that
π = πqpi◦α and q = qpiq◦α for all π ∈ A and q ∈ B.
Fix x ∈ X and η ∈ X∗ satisfying ‖x‖ = ‖η‖ = 〈x, η〉 = 1. Let π ∈ A, and let
σ ∈ Y ∗∗. Using Lemma 4.6 at the third step, we obtain
πqpi◦α(σ) = (evx ◦ qpi ◦ α ◦Θ
∗∗
η )(σ) = π
(
α(Θ∗∗η (σ))(x)
)
= π(θσ,η(x)) = π(σ),
so π = πqpi◦α. Next, let q ∈ B, let f ∈ L(X,Y
∗∗), and let z ∈ X . Using that q
is a right A(X)-module map at the sixth step, and using Lemma 4.6 at the fourth
step, we obtain
qpiq◦α(f)(z) = πq◦α(f(z)) =
(
evx ◦ q ◦ α ◦Θ
∗∗
η
)
(f(z)) = q(α(Θ∗∗η (f(z))))(x)
= q(θf(z),η)(x) = q(fθz,η)(x) = q(f)θz,η(x) = q(f)(z).
(1). Given π ∈ A, we have ‖qpi‖ ≤ ‖π‖ by Lemma 4.2; we have ‖rpi‖ = ‖qpi ◦α‖ ≤
‖qpi‖ since α is contractive; and we have ‖π‖ ≤ ‖rpi‖ by Lemma 4.4. It follows that
π, qpi and rpi have the same norms.
(2). This follows directly from Lemma 4.2.
(3). Let π ∈ A and assume that ker(π) is weak∗ closed in Y ∗∗. Given f ∈
L(X,Y ∗∗), we have qpi(f) = 0 if and only if f(x) ∈ ker(π) for every x ∈ X . To
show that ker(qpi) is weak
∗ closed in L(X,Y ∗∗), let (fj)j∈J be a net in ker(qpi) that
converges weak∗ to f ∈ L(X,Y ∗∗). Given x ∈ X , the net (fj(x))j∈J converges
weak∗ to f(x) in Y ∗∗. By assumption, fj(x) ∈ ker(π) for each j. Since ker(π) is
weak∗ closed, it follows that f(x) ∈ ker(π). Hence f ∈ ker(qpi).
Next, if ker(qpi) is weak
∗ closed in L(X,Y ∗∗), then ker(rpi) is weak
∗ closed in
L(X,Y )∗∗ since rpi = qpi ◦ α and α is weak
∗ continuous.
Lastly, assume that ker(rpi) is weak
∗ closed in L(X,Y )∗∗. Fix x ∈ X and η ∈ X∗
satisfying ‖x‖ = ‖η‖ = 〈x, η〉 = 1. Given F ∈ L(X,Y )∗∗, it is straightforward to
check that rpi(F )(x) = 0 if and only if r(Fθx,η) = 0. To show that ker(π) is weak
∗
closed in Y ∗∗, let (σi)i∈I be a net in ker(π) that converges weak
∗ to σ ∈ Y ∗∗. For
each i, we have 0 = π(σi) = rpi(Θ
∗∗
η (σi))(x), and therefore rpi(Θ
∗∗
η (σi)θx,η) = 0.
Using that Θ∗∗η (σi)θx,η converges weak
∗ to Θ∗∗η (σ)θx,η, and using that ker(rpi) is
weak∗ closed, we deduce that rpi(Θ
∗∗
η (σ)θx,η) = 0. Hence π(σ) = 0, as desired. 
Corollary 4.8. Let X and Y be Banach spaces with X 6= {0}, and let λ ∈ R with
λ ≥ 1. Then the following are equivalent:
(1) Y is λ-complemented in its bidual as a Banach space.
(2) L(X,Y ) is λ-complemented in its bidual as a Banach space.
(3) L(X,Y ) is λ-complemented in its bidual as a right L(X)-module.
(4) L(X,Y ) is λ-complemented in L(X,Y ∗∗) as a right L(X)-module (or, equiv-
alently, as a right A(X)-module).
Proof. The equivalence of (1), (3) and (4) follows immediately from Theorem 4.7.
That (3) implies (2) is obvious. Finally, that (2) implies (1) follows from Lemma 4.4.

Remarks 4.9. (1) The equivalence between (1) and (2) in Corollary 4.8 was pre-
viously obtained by Delgado and Pin˜eiro, [DPn07, Theorem 2.1]. (Note that the
operator ideal of all operators, L(X,Y ), is ‘boundedly weak∗-closed’ in their sense.)
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(2) The equivalence between (2) and (3) in Corollary 4.8 does not imply that any
projection r : L(X,Y )∗∗ → L(X,Y ) is automatically a right L(X)-module map.
However, if such r exists, then there is a (possibly different) right L(X)-module
projection r′ : L(X,Y )∗∗ → L(X,Y ) with ‖r′‖ = ‖r‖. In fact, rx,η as defined in
Lemma 4.4 will do.
5. Preduals of L(X,Y )
Let X and Y be Banach spaces. We will frequently use the maps ωX,Y and αX,Y
from Paragraph 3.15 and Definition 3.16. Let F ⊆ Y ∗ be a predual, with inclusion
map ιF : F → Y
∗. We consider the map βX,F := ωX,Y ◦ (idX⊗̂ιF ) : X⊗̂F →
L(X,Y )∗ and its image X⊗Y F ; see Definition 5.1. In Lemma 5.3, we show that
βX,F is a contractive isomorphism between X⊗̂F and X⊗Y F , and give an estimate
for the norm of its inverse. Moreover, in Theorem 5.6 we show that X⊗Y F is a
predual of L(X,Y ) making it a right dual L(X)-module. The main result of this
section, Theorem 5.7, asserts that the converse also holds: There is a natural one-
to-one correspondence between (isometric) preduals of Y and (isometric) preduals
of L(X,Y ) making it a right dual L(X)-module. Under this correspondence, a
predual F ⊆ Y ∗ is associated with X⊗Y F ⊆ L(X,Y )
∗.
Definition 5.1. Let X and Y be Banach spaces, and let F ⊆ Y ∗ be a subspace
with inclusion map ιF : F → Y
∗. We set
βX,F := ωX,Y ◦ (idX⊗̂ιF ) : X⊗̂F → L(X,Y )
∗,
and we define X⊗Y F as the image of βX,F .
We have a commutative diagram:
X⊗̂Y ∗
ωX,Y // L(X,Y )∗
X⊗̂F
βX,F
//
idX ⊗̂ιF
OO
X⊗Y F.
?
OO
Lemma 5.2. Retaining the notation from Definition 5.1, let t =
∑n
k=1 xk ⊗ ηk ∈
X⊗̂F be a sum of simple tensors. Then
‖t‖X⊗Y F = sup
{∣∣∣∣∣
n∑
k=1
〈f(xk), ηk〉
∣∣∣∣∣ : f ∈ L(X,Y ), ‖f‖ ≤ 1
}
.
Proof. This follows immediately from the definition of ωX,Y . 
Lemma 5.3. Let F ⊆ Y ∗ be a predual. Then βX,F : X⊗̂F → X⊗Y F is a contrac-
tive isomorphism satisfying ‖β−1X,F ‖ ≤ n(Y, F ). In particular, X⊗Y F is a closed
subspace of L(X,Y )∗.
Proof. Clearly βX,F is a contractive, linear map. Let us show that βX,F is bounded
below by n(Y, F )−1. Let t =
∑n
k=1 xk ⊗ ηk ∈ X⊗̂F be a sum of simple tensors,
and let ε > 0. Recall that ‖t‖pi denotes the projective tensor norm of t. Choose
ϕ ∈ (X⊗̂F )∗ with ‖ϕ‖ ≤ 1 and |〈ϕ, t〉| ≥ ‖t‖pi − ε. Using the natural isometric iso-
morphism (X⊗̂F )∗ ∼= L(X,F ∗) from Paragraph 2.2, the functional ϕ corresponds
to a contractive operator g ∈ L(X,F ∗) satisfying
|〈g, t〉| =
∣∣∣∣∣
n∑
k=1
〈g(xk), ηk〉
∣∣∣∣∣ ≥ ‖t‖pi − ε.
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As in Definition 2.4, set δF = ι
∗
F ◦κY : Y → F
∗. Set h := δ−1F ◦ g ∈ L(X,Y ). Given
η ∈ F and σ ∈ F ∗, it is easy to check that 〈σ, η〉 = 〈δ−1F (σ), ιF (η)〉. Using this at
the third step, we obtain that
|〈h, βX,F (t)〉| =
∣∣∣∣∣
n∑
k=1
〈h(xk), ιF (ηk)〉
∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
〈
δ−1F (g(xk)), ιF (ηk)
〉∣∣∣∣∣
=
∣∣∣∣∣
n∑
k=1
〈g(xk), ηk〉
∣∣∣∣∣ = |〈g, t〉|.
Since ‖h‖ ≤ ‖δ−1F ‖ = n(Y, F ), it follows that
‖βX,F (t)‖ ≥ ‖h‖
−1|〈h, βX,F (t)〉| = ‖h‖
−1|〈g, t〉| ≥ n(Y, F )−1(‖t‖pi − ε).
We conclude that ‖βX,F (t)‖ ≥ n(Y, F )
−1‖t‖pi, as desired. 
Remarks 5.4. Let F ⊆ Y ∗ be a predual.
(1) By definition, X⊗Y F is a (closed) subspace of L(X,Y )
∗. Equivalently, we
may consider X⊗Y F as the completion of the algebraic tensor product X⊗̂F in
the norm given by ‖t‖X⊗Y F :=
∥∥ωX,Y ◦ (idx⊗̂ιF )(t)∥∥, for every t ∈ X⊗̂F .
(2) It follows from Lemma 5.3 that idX⊗̂ιF is bounded below by n(Y, F )
−1. In
particular, if F ⊆ Y ∗ is an isometric predual, then idX⊗̂ιF is isometric.
(3) If F ⊆ Y ∗ is an isometric predual, then βX,F is isometric and thus induces a
natural isometric isomorphism X⊗̂F ∼= X⊗Y F , for every Banach space X .
Lemma 5.5. Let ϕ ∈ X∗ with ‖ϕ‖ ≤ 1, let F ⊆ Y ∗ be a predual, and let
Rϕ : X⊗̂F → F be the map from Paragraph 3.2. Then
∥∥∥Rϕ ◦ β−1X,F ∥∥∥ ≤ 1.
Proof. Let t =
∑n
k=1 xk ⊗ ηk ∈ X⊗̂F be a sum of simple tensors. Then Rϕ(t) =∑n
k=1〈ϕ, xk〉ηk, by definition. The result follows from the following computation,
where we use the inclusion F ⊆ Y ∗ at the first step, that ‖θy,ϕ‖ = ‖y‖‖ϕ‖ at the
fourth step, and Lemma 5.2 at the last step:
‖Rϕ(t)‖ = sup {|〈Rϕ(t), y〉| : y ∈ Y, ‖y‖ ≤ 1}
= sup
{∣∣∣∣∣
n∑
k=1
〈ϕ, xk〉〈ηk, y〉
∣∣∣∣∣ : y ∈ Y, ‖y‖ ≤ 1
}
= sup
{∣∣∣∣∣
n∑
k=1
〈θy,ϕ(xk), ηk〉
∣∣∣∣∣ : y ∈ Y, ‖y‖ ≤ 1
}
≤ sup
{∣∣∣∣∣
n∑
k=1
f(xk), ηk〉
∣∣∣∣∣ : f ∈ L(X,Y ), ‖f‖ ≤ 1
}
= ‖t‖X⊗Y F . 
Theorem 5.6. Let X and Y be Banach spaces, and let F ⊆ Y ∗ be a predual. Then
X⊗Y F is a predual of L(X,Y ) satisfying n (L(X,Y ), X⊗Y F ) = n(Y, F ).
Let δX⊗Y F : L(X,Y ) → (X⊗Y F )
∗ and δF : Y → F
∗ be the associated contrac-
tive isomorphisms as in Definition 2.4, and let (δF )∗ : L(X,Y ) → L(X,F
∗) and
(δ−1F )∗ : L(X,F
∗)→ L(X,Y ) be given by postcomposition with δF and δ
−1
F . Then
δX⊗Y F = (β
∗
X,F )
−1 ◦ (δF )∗ and δ
−1
X⊗Y F
= (δ−1F )∗ ◦ β
∗
X,F .(1)
Finally, (L(X,Y ), X⊗Y F ) is a right dual L(X)-module.
Proof. It is easy to see that (δF )∗ and (δ
−1
F )∗ are mutual inverses. We have∥∥(δ−1F )∗∥∥ = ‖δ−1F ‖.(2)
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Let ι : X⊗Y F → L(X,Y ) denote the inclusion map, and set δX⊗Y F := ι
∗ ◦
κL(X,Y ). We need to show that δX⊗Y F is an isomorphism. Consider the following
diagram, which is easily checked to commute:
(X⊗̂F )∗ (X⊗Y F )
∗
β∗X,Foo L(X,Y )∗∗
ι∗oooo
L(X,F ∗)
∼ =
L(X,Y ).
(δF )∗
oo
κL(X,Y )
OO
δX⊗Y F
ff▼▼▼▼▼▼▼▼▼▼▼
It follows from Lemma 5.3 that β∗X,F is a contractive isomorphism. Since (δF )∗ is
also an isomorphism, we conclude that δX⊗Y F is an isomorphism satisfying (1).
Using this at the second step, and using (2) at the third step, we deduce that
n (L(X,Y ), X⊗Y F ) =
∥∥∥δ−1
X⊗Y F
∥∥∥ = ∥∥(δ−1F )∗ ◦ β∗X,F∥∥ ≤ ‖δ−1F ‖ = n(Y, F ).
To prove the inverse inequality, choose x ∈ X and ϕ ∈ X∗ with ‖x‖ = ‖ϕ‖ =
〈ϕ, x〉 = 1. We claim that
δ−1F = evx ◦ δ
−1
X⊗Y F
◦ (β∗X,F )
−1 ◦Θϕ.(3)
Indeed, given σ ∈ F ∗, we use (1) at the first step to get(
evx ◦ δ
−1
X⊗Y F
◦ (β∗X,F )
−1 ◦Θϕ
)
(σ) =
(
evx ◦ (δ
−1
F )∗ ◦Θϕ
)
(σ)
=
(
δ−1F ◦ θσ,ϕ
)
(x) = δ−1F (σ),
proving the claim. By Lemma 3.4, we have Θϕ = R
∗
ϕ. Using this at the first step,
and using Lemma 5.5 at the last step, we compute∥∥(β∗X,F )−1 ◦Θϕ∥∥ = ∥∥∥(β−1X,F )∗ ◦R∗ϕ∥∥∥ = ∥∥∥Rϕ ◦ β−1X,F∥∥∥ ≤ 1.(4)
Using (3) at the second step, using that ‖evx‖ = ‖x‖ = 1 and (4) at the fourth
step, we deduce that
n(Y, F ) = ‖δ−1F ‖ =
∥∥∥evx ◦ δ−1X⊗Y F ◦ (β∗X,F )−1 ◦Θϕ∥∥∥
≤ ‖evx‖
∥∥∥δ−1
X⊗Y F
∥∥∥∥∥(β∗X,F )−1 ◦Θϕ∥∥ ≤ ∥∥∥δ−1X⊗Y F∥∥∥ = n (L(X,Y ), X⊗Y F ) .
Lastly, note that ωX,Y : X⊗̂Y
∗ → L(X,Y )∗ is a L(X)-L(Y )-bimodule map by
Lemma 3.21, so X⊗Y F is a left L(X)-submodule of L(X,Y )
∗. Now it follows from
Proposition B.6 that (L(X,Y ), X⊗Y F ) is a right dual L(X)-module, as desired.

The following is the main result of the paper. It establishes a natural one-to-one
correspondence between preduals of Y and preduals of L(X,Y ) that turn it into a
right L(X)-module. Further, corresponding preduals have the same isomorphism
constant, and thus isometric preduals of Y are in ono-to-one correspondence with
isometric preduals of L(X,Y ) turning it into a right L(X)-module.
An immediate application of this result is Corollary 5.8, where we consider the
case of strongly unique preduals. Every reflexive space has a strongly unique pre-
dual, and we draw further consequences for this special case in Section 6.
Theorem 5.7. Let X and Y be Banach spaces with X 6= {0}. Combining the
correspondence from Proposition 2.7 with the correspondences from Theorem 4.7,
we obtain natural one-to-one correspondence between the following classes:
(a) Concrete preduals of Y .
(b) Concrete preduals of L(X,Y ) making it a right dual A(X)-module.
(c) Projections π : Y ∗∗ → Y with weak∗ closed kernel.
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(d) Right A(X)-module projections r : L(X,Y )∗∗ → L(X,Y ) with weak∗ closed
kernel.
(e) Right A(X)-module projections q : L(X,Y ∗∗)→ L(X,Y ) with weak∗ closed
kernel.
Given a predual F ⊆ Y ∗, the corresponding predual of L(X,Y ) is X⊗Y F ⊆
L(X,Y )∗ as defined in Definition 5.1; the corresponding map in (c) is the map πF
defined as in Paragraph 2.6; and the corresponding maps in (d) and (e) are the
maps rpiF and qpiF defined as in Definition 4.1. Moreover:
(1) For a predual F ⊆ Y ∗, we have
n(Y, F ) = n (L(X,Y ), X⊗Y F ) = ‖πF ‖ = ‖rpiF ‖ = ‖qpiF ‖.
(2) Every predual as in (b) automatically makes L(X,Y ) a right dual L(X)-
module. Every map r as in (d), and every map q as in (e), is automatically
a right L(X)-module map.
Proof. The correspondence between (a) and (c) follows from Paragraph 2.6. The
correspondence between (c), (d) and (e) follows from Theorem 4.7(3). The corre-
spondence between (b), and (d) follows from Proposition B.6.
Given a predual F ⊆ Y ∗ as in (a), it follows from Theorem 5.6 that X⊗Y F is a
predual of L(X,Y )∗. Let us show that X⊗Y F is the ‘correct’ predual as in (b) cor-
responding to F . Let ιF : F → Y
∗ denote the inclusion map, let idX⊗̂ιF : X⊗̂F →
X⊗̂Y ∗ denote the induced map, and let ι : X⊗Y F → L(X,Y )
∗ denote the inclusion
map. It is easy to check that
ωX,Y ◦ (idX⊗̂ιF ) = ι ◦ βX,F ,
see the commutative diagram below Definition 5.1
The transpose of idX⊗̂ιF is the map (ι
∗
F )∗ : L(X,Y
∗∗) → L(X,F ∗) defined by
(ι∗F )∗(g) = ι
∗
F ◦ g, for all g ∈ L(X,Y
∗∗). Hence, the following diagram commutes:
L(X,Y ∗∗)
(ι∗F )∗

L(X,Y )∗∗
αX,Yoo
ι∗

L(X,Y )?
_
κL(X,Y )oo
δX⊗Y Fxxqqq
qq
qq
qq
q
L(X,F ∗) (X⊗Y F )
∗.
β∗X,F
oo
We set πF = δ
−1
F ◦ ι
∗
F , which is the map as in (c) corresponding to F . This
induces a map (πF )∗ : L(X,Y
∗∗) → L(X,Y ) given by (πF )∗(g) = πF ◦ g, for all
g ∈ L(X,Y ∗∗). In the notation of Definition 4.1, we have (πF )∗ = qpiF . The map
as in (d) corresponding to πF is rpiF = (πF )∗ ◦ αX,Y . Considering the predual
X⊗Y F as in (b), the corresponding map as in (d) is πX⊗Y F = δ
−1
X⊗Y F
◦ ι∗. Using
Theorem 5.6 at the second step, we deduce that
πX⊗Y F = δ
−1
X⊗Y F
◦ ι∗ = (δ−1F )∗ ◦ β
∗
X,F ◦ ι
∗ = (δ−1F )∗ ◦ (ι
∗
F )∗ ◦ αX,Y
= (δ−1F ◦ ι
∗
F )∗ ◦ αX,Y = (πF )∗ ◦ αX,Y = rpiF .
(1). This follows directly from Theorem 4.7(1), Theorem 5.6 and Proposition 2.7.
(2). It follows from Theorem 4.7(2) that the maps in (d) and (e) are automat-
ically right L(X)-module maps. Given a predual Z ⊆ L(X,Y )∗ as in (b), the
associated map πZ as in (d) is a right A(X)-module map, and therefore automat-
ically a right L(X)-module map. It follows from Proposition B.6 that the predual
Z makes L(X,Y ) a right dual L(X)-module. 
For the case of strongly unique preduals (see Definition 2.8), we immediately
deduce the following result, which is new even in the case of isometric preduals.
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Corollary 5.8. Let Y be a Banach space. Then the following are equivalent:
(1) Y has a strongly unique (isometric) predual.
(2) For some (any) Banach space X with X 6= {0}, the space L(X,Y ) has a
strongly unique (isometric) predual making it a right dual L(X)-module.
(3) L(Y ) has a strongly unique (isometric) predual making it a right dual Ba-
nach algebra.
6. Preduals of L(X,Y ) and L(Y ) for Y reflexive
In this section, we first obtain characterizations of reflexivity of Y in terms of
properties of the L(Y )-L(X)-bimodule L(X,Y ); see Theorem 6.3. Applied to the
case X = Y , we obtain characterizations of reflexivity of X in terms of properties
of the Banach algebra L(X). In particular, X is reflexive if and only if L(X) has a
predual making it a (left) dual Banach algebra. Equivalently, there exists a multi-
plicative projection from either L(X)∗∗ or L(X,X∗∗) onto L(X); see Corollary 6.4.
This extends results of Daws from [Daw04b].
Secondly, under the assumption that Y be reflexive, we study uniqueness of pre-
duals of L(X,Y ), and projections from L(X,Y )∗∗ onto L(X,Y ); see Theorem 6.5.
Applied to the case X = Y , we conclude that if X is reflexive, then L(X) has a
unique predual making it a (right) dual Banach algebra, namely X⊗̂X∗ ⊆ L(X)∗;
and that αX is the unique projection from L(X)
∗∗ onto L(X) that is a right A(X)-
module map; see Corollary 6.6. This result improves a result of Daws from [Daw07].
6.1. If Y is reflexive, then Y ∗ (as a subspace of Y ∗) is the strongly unique predual
of Y . Let X be another Banach space. Since Y ∗ is an isometric predual of Y , it
follows from Lemma 5.3 that the map βX,Y ∗ : X⊗̂Y
∗ → X⊗Y Y
∗ is an isometric
isomorphism. Therefore, we may consider X⊗̂Y ∗ as a predual of L(X,Y ).
Proposition 6.2. Let X and Y be Banach spaces with X 6= {0}. If there exists
a left A(Y )-module projection L(X,Y )∗∗ → L(X,Y ), then Y is reflexive. In this
case, αX,Y is the unique A(Y )-A(X)-bimodule projection L(X,Y )
∗∗ → L(X,Y ).
Proof. Claim: If there exists a left A(Y )-module projection L(X,Y )∗∗ → L(X,Y ),
then then there exists a A(Y )-A(X)-bimodule projection L(X,Y )∗∗ → L(X,Y ).
Let r : L(X,Y )∗∗ → L(X,Y ) be a left A(Y )-module projection. Choose x ∈ X
and η ∈ X∗ with 〈x, η〉 = 1.
Let rx,η : L(X,Y )
∗∗ → L(X,Y ) be associated to πr,x,η as in Definition 4.1. Then
rx,η is a right A(X)-module projection by Lemma 4.2. To show that rx,η is a left
A(Y )-module map, let b ∈ A(Y ), let F ∈ L(X,Y )∗∗, and let z ∈ X . Using
Lemma 4.4 at the first and last step, and using at the second step that r is a left
A(Y )-module map, we get
rx,η(bF )(z) = r(bFθx,η)(z) = br(Fθx,η)(z) = brx,η(F )(z).
It follows that rx,η(bF ) = brx,η(F ), and the claim is proved.
Let r : L(X,Y )∗∗ → L(X,Y ) be an A(Y )-A(X)-bimodule projection, and let
πr : Y
∗∗ → Y be as in Definition 4.5. Choose x ∈ X and η ∈ X∗ with 〈η, x〉 = 1.
Then πr = evx ◦ r ◦Θη. By Theorem 4.7, we have
r(F )(x) = πr (αX,Y (F )(x)) ,
for all F ∈ L(X,Y )∗∗ and x ∈ X . It is enough to show that πr is an isomorphism,
since this implies that Y is reflexive and that r = αX,Y , after identifying L(X,Y
∗∗)
with L(X,Y ). Since πr is a projection, it remains to show that it is injective.
Assuming otherwise, we can choose a nonzero element σ ∈ Y ∗∗ such that πr(σ) =
0. Set F = Θ∗∗η (σ) ∈ L(X,Y )
∗∗. Using Lemma 4.6 at the third step, we get
r(F )(z) = r
(
Θ∗∗η (σ)
)
(z) = πr
(
αX,Y
(
Θ∗∗η (σ)
)
(z)
)
= πr (θσ,η(z)) = πr (〈η, z〉σ) = 0,
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for every z ∈ X . It follows that r(F ) = 0.
Using that σ 6= 0, we choose ϕ ∈ Y ∗ with 〈ϕ, σ〉 = 1. Let y ∈ Y be a nonzero
element. Set b = θy,ϕ ∈ L(Y ). It is easy to check that θy,ϕθσ,η = θκY (y),η and thus
πr(θy,ϕθσ,η(x)) = πr(θκY (y),η(x)) = 〈η, x〉y = y.
Using this at the last step, using that αX,Y is a left L(Y )-module map at the second
step (by Lemma 3.21), and using Lemma 4.6 at the third step, we get that
r(bF )(x) = πr
(
αX,Y
(
bΘ∗∗η (σ)
)
x
)
= πr
(
bαX,Y
(
Θ∗∗η (σ)
)
x
)
= πr(θy,ϕθσ,η(x)) = y.
Thus r(bF ) 6= 0, while r(b)r(F ) = 0, which contradicts that r is a left A(Y )-module
map. This contradiction implies that Y is reflexive and r = αX,Y . 
Theorem 6.3. Let X and Y be Banach spaces with X 6= {0}. Then the following
are equivalent:
(1) Y is reflexive.
(2) L(X,Y ) has a predual making it a dual L(Y )-L(X)-bimodule.
(3) L(X,Y ) has a predual making it a left dual A(Y )-module.
(4) L(X,Y ) is complemented in its bidual as a L(Y )-L(X)-bimodule.
(5) L(X,Y ) is complemented in its bidual as a left A(Y )-module.
(6) L(X,Y ) is complemented in L(X,Y ∗∗) as a L(Y )-L(X)-bimodule.
(7) L(X,Y ) is complemented in L(X,Y ∗∗) as a left A(Y )-module.
Moreover, in (2) and (3) we may equivalently assume that the predual is isomet-
ric, and in (4)-(7) we may equivalently replace ‘complemented’ by ‘1-complemented’.
Proof. It is clear that (1) implies (6), that (2) implies (3), that (4) implies (5), and
that (6) implies (7). It follows from Proposition 6.2 that (5) implies (1).
To show that (3) implies (5), let F ⊆ L(X,Y )∗ be a predual making L(X,Y ) a
left dual A(Y )-module. Let πF : L(X,Y )
∗∗ → L(X,Y ) be the associated projection
as in Definition 2.4. It follows from Proposition B.6 that πF is a left A(Y )-module
map, as desired. One shows that (2) implies (4) analogously.
To show that (7) implies (5), let q : L(X,Y ∗∗)→ L(X,Y ) be a left A(Y )-module
projection. Using that αX,Y is a left A(Y )-module map with αX,Y ◦κL(X,Y ) = γX,Y
(see Lemmas 3.21 and 3.19), we get that L(X,Y ) is complemented in its bidual as
a left A(Y )-module via the map q ◦ αX,Y .
It remains to show that (1) implies (2). Assume that Y is reflexive. We have
natural isometric isomorphisms:
(X⊗̂Y ∗)∗ ∼= L(X,Y ∗∗) ∼= L(X,Y ).
Hence X⊗̂Y ∗ is an isometric predual of L(X,Y ). It follows from Proposition 3.5
that X⊗̂Y ∗ makes L(X,Y ) a dual L(Y )-L(X)-bimodule. 
As an application, we obtain several characterizations of reflexivity. The equiv-
alence between (1) and (2) has also been obtained by Daws in [Daw04b, Proposi-
tion 4.2.1], while the remaining ones are new. The statements in (4), (5) and (6)
can be regarded as algebraic characterizations of reflexivity.
Corollary 6.4. Let X be a Banach space. Then the following are equivalent:
(1) X is reflexive.
(2) L(X) has a predual making it a dual Banach algebra.
(3) L(X) has a predual making it a left dual Banach algebra.
(4) L(X) is complemented in its bidual as a left A(X)-module.
(5) There exists a projection r : L(X)∗∗ → L(X) that is multiplicative for the
left (equivalentely, for the right, or both) Arens product on L(X)∗∗.
(6) There exists a multiplicative projection q : L(X,X∗∗)→ L(X).
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Proof. The equivalence of (1), (2), (3) and (4) follows from Theorem 6.3 by con-
sidering Y = X . It is clear that (1) implies (6), and that (5) implies (4). By
Remark 3.24, (1) implies (5). To show that (6) implies (5), let q be a multiplicative
projection as in (6). Then q ◦α : (L(X∗∗),♦)→ L(X) is a multiplicative projection
by Corollary 3.23. 
Theorem 6.5. Let X and Y be Banach spaces with Y reflexive. Then:
(1) If F ⊆ L(X,Y )∗ is a predual making L(X,Y ) a right dual A(X)-module,
then F = X⊗̂Y ∗. In particular, F is automatically an isometric predual
making L(X,Y ) a dual L(Y )-L(X)-module.
(2) If r : L(X,Y )∗∗ → L(X,Y ) is right A(X)-module projection, then r =
αX,Y . In particular, r is automatically a quotient map and a L(Y )-L(X)-
bimodule map.
Corollary 6.6. Let X be a reflexive space. Then:
(1) If F ⊆ L(X)∗ is a predual making L(X) a right dual Banach algebra, then
F = X⊗̂X∗. In particular, F is automatically an isometric predual making
L(X) a dual Banach algebra.
(2) If r : L(X)∗∗ → L(X) is a right A(X)-module projection, then r = αX .
In particular, r is automatically a quotient map and multiplicative for both
Arens products on L(X)∗∗.
(3) For every right dual Banach algebra A and for every (not necessarily iso-
metric) Banach algebra isomorphism ϕ : L(X) → A, the maps ϕ and ϕ−1
are automatically weak∗ continuous.
Our Corollary 6.6 generalizes [Daw07, Theorem 4.4] in two ways. First, we
see that the assumption that X have the approximation property is unnecessary.
Second, the predual is not only unique among the preduals making L(X) a dual
Banach algebra, but also among the preduals making it a right dual Banach algebra.
Remark 6.7. It was noted in [DPW09, Theorem 5.1] that the proof of Daws’
theorem also shows the following abstract result: If A is an Arens regular Banach
algebra such that the bidual A∗∗ is unital, and such that A is an ideal in A∗∗, then
A∗ is the unique predual of A∗∗ making it a dual Banach algebra. Let us explain
why this result can not be used to deduce Corollary 6.6.
To apply the result to L(X), one has to choose an ideal A of L(X) such that A∗∗
is isometrically isomorphic to L(X). Let us consider the ideals A(X) and K(X).
Given an Arens regular Banach algebra A, it is known that A∗∗ is unital if and
only if A has a bounded two-sided approximate identity; see, for example, [Pal94,
Proposition 5.1.8, p.527]. By results of Dixon, A(X) has a bounded left approx-
imate identity if and only if X has the bounded approximation property (BAP),
and analogously K(X) has a bounded left approximate identity if and only if X has
the bounded compact approximation property (BCAP); see [Dix86, Remarks 2.4,
Theorem 2.6]. In general, the BAP implies the BCAP. Thus, if there is any Banach
algebra isomorphism A(X)∗∗ ∼= L(X) or K(X)∗∗ ∼= L(X), then X has the BCAP.
Incidentally, a reflexive space X has the BCAP if and only if there is a canoni-
cal isomorphism L(X) ∼= K(X)∗∗; see [GS88, Remark 1.4]. However, there exist
reflexive spaces without the BCAP; see [Pal94, 1.7.10, p.95].
Remark 6.8. If X and Y are reflexive, then X⊗̂Y ∗ is the strongly unique isometric
predual of L(X,Y ) by [GS88, Proposition 5.10]. In particular, if X is reflexive, then
the Banach algebra L(X) has a strongly unique isometric predual.
Thus, if X is reflexive, then X⊗̂X∗ is both the strongly unique isometric predual
of L(X) and the strongly unique predual making L(X) a right dual Banach algebra;
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see Corollary 6.6. One might wonder if X⊗̂X∗ is even strongly unique. The next
example shows that this is not the case in general.
Example 6.9. We claim that L(ℓ2) does not have a strongly unique predual (even
though it has a strongle unique isometric predual).
The action of ℓ∞ on ℓ2 by pointwise multiplication defines an isometric map
ℓ∞ → L(ℓ2) with weak
∗ closed image. Since ℓ∞ is an injective Banach space, there
exists a projection P : L(ℓ2)→ ℓ∞. LetX be the range of (1−P ). Since ℓ∞ is weak
∗
closed in L(ℓ2), the space X has a predual FX ⊆ X
∗. (If ι : X → L(ℓ2) denotes
the inclusion, then the predual of X is given by FX := ι
∗(ℓ2⊗̂ℓ2) ⊆ X
∗.) It is well-
known that ℓ∞ does not have a strongly unique predual. Indeed, on the one hand,
ℓ1 is its canonical predual (which is actually its strongly unique isometric predual).
On the other hand, it was shown by Pe lczyn´nski that ℓ∞ is isomorphic (but not
isometrically) to L∞([0, 1]). The canonical predual of L∞([0, 1]) is L1([0, 1]), so ℓ∞
has a predual Z that is isomorphic to L1([0, 1]), which is not isomorphic to ℓ1.
We obtain two different preduals ℓ1⊕FX and Z⊕FX of ℓ∞⊕X . Hence ℓ∞⊕X
does not have a strongly unique predual. Using the isomorphism between L(ℓ2)
and ℓ∞ ⊕X , we conclude that L(ℓ2) does not have a strongly unique predual.
Let us mention some questions which we think would be interesting to study:
Questions 6.10. (1) Let X and Y be Banach spaces. Assuming that L(X,Y ) has
a (isometric) predual, does it follow that Y has a (isometric) predual?
(2) Does there exist an infinite-dimensional Banach space X such that L(X) has
a strongly unique predual? In particular, does there exist a reflexive space X such
that X⊗̂X∗ is the strongly unique predual of L(X)?
Remark 6.11. Every reflexive space has a strongly unique predual. Therefore,
every (necessarily reflexive) Banach space X such that L(X) is reflexive would
provide a positive answer to the second question in Questions 6.10. However, it is
not know if there exists an infinite-dimensional space X such that L(X) is reflexive.
Appendix A. Duals and biduals of Banach algebras and modules
Some particular cases of the results of this section are standard and mostly well-
known, going back to the groundbreaking work of Arens, [Are51a] and [Are51b].
A more recent account can be found in [Pal94, Section 1.4, p.46ff] or [Daw04b,
Section 1.7]. However, we could not find these results in a suitable formulation or
generality in the literature. In particular, Proposition A.14 seems to be new.
Throughout this section, A and B will denote Banach algebras.
Definition A.1. A left A-module is a Banach space E together with a bilinear
map A × E → E satisfying (ab)x = a(bx) and ‖ax‖ ≤ ‖a‖‖x‖ for all a, b ∈ A and
x ∈ E. One defines right A-modules analogously.
An A-B-bimodule is a Banach space E that is both a left A-module and a right
B-module, and for which these two module structures are compatible: For all a ∈ A,
b ∈ B and x ∈ E, we have a(xb) = (ax)b. An A-bimodule is an A-A-bimodule.
Module and bimodule maps are defined in the obvious way.
A.2. Let E be an A-B-bimodule. Then E∗ has a natural B-A-bimodule structure,
with left action of an element b ∈ B on E∗ given by the transpose of the right
action of b on E, and analogously for the right action of A on E∗. Similarly, E∗∗
has an A-B-bimodule structure, and the map κE : E → E
∗∗ is an A-B-bimodule
map. This will be generalized in Proposition A.18.
A.3. Given a ∈ A, let La, Ra : A → A be the left and right multiplication maps.
These give A a natural A-bimodule structure. Thus, we obtain natural A-bimodule
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structures on A∗ and A∗∗, for which the map κA : A→ A
∗∗ is an A-bimodule map.
We will see in Definition A.9 and Remark A.12 that one can turn A∗∗ into a Banach
algebra in such a way that κA becomes multiplicative.
A.4. Let m : X × Y → Z be a bilinear map. Arens introduced two procedures
to extend m to a bilinear map X∗∗ × Y ∗∗ → Z∗∗; see [Are51a]. One first defines
bilinear maps m8 : Z∗ ×X → Y ∗ and m′ : Y × Z∗ → X∗ by〈
m8(z∗, x), y
〉
= 〈z∗,m(x, y)〉 and 〈m′(y, z∗), x〉 = 〈z∗,m(x, y)〉 ,
for all x ∈ X , y ∈ Y , and z∗ ∈ Z∗.
Applying the same construction again to m8 and m′, one obtains bilinear maps
m88 : Y ∗∗ × Z∗ → X∗ and m′′ : Z∗ ×X∗∗ → Y ∗ given by〈
m88(y∗∗, z∗), x
〉
=
〈
y∗∗,m8(z∗, x)
〉
and 〈m′′(z∗, x∗∗), y〉 = 〈x∗∗,m′(y, z∗)〉 ,
for all x ∈ X , x∗∗ ∈ X∗∗, y ∈ Y , y∗∗ ∈ Y ∗∗ and z∗ ∈ Z∗.
Applying the same procedure once again to m88 and m′′, one obtains bilinear
maps m888,m′′′ : X∗∗ × Y ∗∗ → Z∗∗ given by〈
m888(x∗∗, y∗∗), z∗
〉
=
〈
x∗∗,m88(y∗∗, z∗)
〉
,
〈m′′′(x∗∗, y∗∗), z∗〉 = 〈y∗∗,m′′(z∗, x∗∗)〉 ,
for all x∗∗ ∈ X∗∗, y∗∗ ∈ Y ∗∗ and z∗ ∈ Z∗.
The proof of the following lemma follows easily from the definitions.
Lemma A.5. Let m : X × Y → Z be a bilinear map. Then
(1) m88 ◦ (κY × idZ∗) = m
′ and m′′ ◦ (idZ∗ × κX) = m
′.
(2) m888 ◦ (κX × idY ∗∗) = m
′′′ ◦ (κX × idY ∗∗).
(3) m888 ◦ (idX∗∗ × κY ) = m
′′′ ◦ (idX∗∗ × κY ).
(4) m888 ◦ (κX × κY ) = κZ ◦m = m
′′′ ◦ (κX × κY ).
Using the previous lemma, one can show the following:
Lemma A.6. Let m : X × Y → Z be a bilinear map. Then m8,m88 and m888 are
weak∗ continuous in their first variables, and m′,m′′ and m′′′ are weak∗ continuous
in their second variables.
For x ∈ X and y ∈ Y , the maps m88(κY (y), ),m
′′( , κX(x)) : Z
∗ → X∗ and
the maps m888(κX(x), ) : Y
∗∗ → Z∗∗ and m′′′( , κY (y)) : X
∗∗ → Z∗∗ are weak∗
continuous.
Lemma A.7. Let α : U×V → X, β : V ×W → Y , γ : U×Y → Z, and δ : X×W →
Z be bilinear maps satisfying the following associativity-like condition:
γ ◦ (idU × β) = δ ◦ (α × idW ),
Then
(1) γ88 ◦ (β888 × idZ∗) = α
88 ◦ (idV ∗∗ × δ
88).
(2) γ888 ◦ (idU∗∗ × β
888) = δ888 ◦ (α888 × idW∗∗).
(3) β′′ ◦ (γ′′ × idV ∗∗) = δ
′′ ◦ (idZ∗ × α
′′′).
(4) γ′′′ ◦ (idU∗∗ × β
′′′) = δ′′′ ◦ (α′′′ × idW∗∗).
Proof. We claim that γ88 ◦ (β888 ◦ (κV × κW )× idZ∗) = α
88 ◦ (κV × δ
8 ◦ (κW × idZ∗)).
The proof is a simple but lengthy computation, which we omit.
To verify (1), let v∗∗ ∈ V ∗∗, w∗∗ ∈ W ∗∗, and z∗ ∈ Z∗. Choose nets (vi)i∈I in V
and (wj)j∈J in W with weak
∗ limits v∗∗ and w∗∗, respectively. Using Lemma A.6,
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and using the above claim at the second step, we compute
γ88(β888(v∗∗, w∗∗), z∗) = w*-lim
i∈I
w*-lim
j∈J
γ88(β888(κV (vi), κW (wj)), z
∗)
= w*-lim
i∈I
w*-lim
j∈J
α88(κV (vi), δ
8(κW (wj), z
∗))
= α88(v∗∗, δ888(w∗∗, z∗)).
To prove (2), note that Lemma A.5 and the assumption imply that
γ888(κU (u), β
888(κV (v), κW (w))) = δ
888(α888(κU (u), κV (v)), κW (w)),
for all v ∈ V and w ∈ W . Using Lemma A.6 as above, the formula extends to
biduals and we obtain (2). Formulas (3) and (4) are shown analogously. 
We derive from Lemma A.7 the following well-known result of Arens, showing
that there are two natural products on A∗∗ extending the multiplication on A.
Corollary A.8. Let A be a Banach algebra with multiplication given by the bilinear
map p : A×A→ A. Then p888 and p′′′ are associative operations on A∗∗.
Definition A.9. Let A be a Banach algebra with multiplication given by the
bilinear map p : A×A→ A. One defines two operations  and ♦ on A∗∗ by
ST := p888(S, T ) and S♦T := p′′′(S, T ),
for all S, T ∈ A∗∗. The product  on A∗∗ is called the first Arens product, and
the product ♦ on A∗∗ is called the second Arens product. One says that A is Arens
regular if the first and second Arens products on A∗∗ agree.
We warn the reader that some authors write ST and S · T , and some write S.T
and S ◦ T , for the first and second Arens products.
Definition A.10. Let E be a left A-module, with module structure given by the
bilinear map m : A× E → E. Given ξ ∈ E∗, σ ∈ E∗∗ and S ∈ A∗∗, we set
ξS = m′′(ξ, S), Sσ = m888(S, σ), and S♦σ = m′′′(S, σ).
Analogously, given a right B-module F , with module structure given by the
bilinear map n : F ×B → F , we set
Tη = n88(T, η), τT = n888(τ, T ), and τ♦T = n′′′(τ, T ),
for all η ∈ F ∗, τ ∈ F ∗∗ and T ∈ B∗∗.
Lemma A.11. Let E be a left A-module. Then
ξκA(a) = ξa, and κA(a)σ = κA(a)♦σ = aσ
for all a ∈ A, ξ ∈ E∗, and σ ∈ E∗∗. Analogously, if F is a right B-module, then
κB(b)η = bη, and τκB(b) = τ♦κB(b) = τb,
for all b ∈ B, η ∈ F ∗, and τ ∈ F ∗∗.
Proof. Let m : A × E → E implement the left A-module structure. Applying
Lemma A.5 at the respective second steps, we deduce that
ξκA(a) = m
′′(ξ, κA(a)) = m
8(ξ, a) = ξa, and
κA(a)σ = m
888(κA(a), σ) = m
′′′(κA(a), σ) = κA(a)♦σ.
Let La : E → E be given by La(e) := m(a, e) for e ∈ E. Then the action of a on
E∗∗ is given by L∗∗a . For e ∈ E, we have
κA(a)♦κE(e) = m
′′′(κA(a), κE(e)) = κE(m(a, e)) = κE(La(e)) = L
∗∗
a (κE(e)).
PREDUALS AND COMPLEMENTATION OF L(X,Y ) 25
Using that κA(a)♦ and L
∗∗
a are weak
∗ continuous as maps E∗∗ → E∗∗, and that
they agree on κE(E) ⊆ E
∗∗, we deduce that they agree on E∗∗, whence κA(a)♦σ =
L∗∗a (σ) = aσ. The results for right modules are shown analogously. 
Remark A.12. Lemma A.11 shows that the map κA : A → A
∗∗ is multiplicative
for either Arens product.
Lemma A.13. Let E be an A-B-bimodule. Then
〈S♦σ, ξ〉 = 〈σ, ξS〉, and 〈σT, ξ〉 = 〈σ, T ξ〉,
for all S ∈ A∗∗, T ∈ B∗∗, σ ∈ E∗∗, and ξ ∈ E∗.
Given a left A-module E, it is shown in [CSGV00, Theorem 2] that E∗∗ has a left-
(A∗∗,)-module structure. The following result generalizes this; see Remark A.15.
Proposition A.14. Let E be a left A-module. Then
ξ(S♦T ) = (ξS)T, (ST )σ = S(Tσ), and (S♦T )♦σ = S♦(T♦σ),
for all ξ ∈ E∗, σ ∈ E∗∗, S, T ∈ A∗∗. Analogously, if F is a right B-module, then
(PR)η = P (Rη), τ(PR) = (τP )R, and τ♦(P♦R) = (τ♦P )♦R,
for all η ∈ F ∗, τ ∈ F ∗∗ and P,R ∈ B∗∗.
Further, given an A-B-bimodule G, we have
(Sσ)T = S(σT ), and (S♦σ)♦T = S♦(σ♦T ),
for all σ ∈ G∗∗, S ∈ A∗∗, and T ∈ B∗∗.
Proof. Let m : A× E → E implement the left A-module structure. Given ξ ∈ E∗,
σ ∈ E∗∗, and S, T ∈ B∗∗, applying Lemma A.7 at the respective second steps, we
deduce that
ξ(S♦T ) = m′′(ξ, p′′′(S, T )) = m′′(m′′(ξ, S), T ) = (ξS)T, and
(ST )σ = m888(p888(S, T ), σ) = m888(S,m888(T, σ)) = S(Tσ), and
(S♦T )♦σ = m′′′(p′′′(S, T ), σ) = m′′′(S,m′′′(T, σ)) = S♦(T♦σ).
The results for the (bi)dual of a right module and a bimodule follow analogously. 
Remark A.15. Let E be a A-B-bimodule, with module structures given bym : A×
E → E and n : E×B → E, respectively. It follows from Proposition A.14 that E∗ is
a left (B∗∗,)-module and a right (A∗∗,♦)-module, with module structures given by
n88 : B∗∗×E∗ → E∗ and m′′ : E∗×A∗∗ → E∗, respectively. However, these actions
are not necessarily compatible and E∗ need not be a (B∗∗,)-(A∗∗,♦)-bimodule.
It follows from Lemma A.11 that the left (B∗∗,)-module structure on E∗ ex-
tends the left B-bimodule structure on E∗ from Paragraph A.2, and similarly for
the right (A∗∗,♦)-module and A-module structures on E∗.
By Proposition A.14, the bidual E∗∗ is both a left (A∗∗,)-module and a left
(A∗∗,♦)-module, with module structures given by the maps m888,m′′′ : A∗∗×E∗∗ →
E∗∗, respectively. Analogously, E∗∗ is both a right (B∗∗,)-module and a right
(B∗∗,♦)-module. The left action of A∗∗ and the right action of B∗∗ on E∗∗ are
compatible if both are equipped with the same Arens product. Hence, E∗∗ is both
a (A∗∗,)-(B∗∗,)-bimodule and a (A∗∗,♦)-(B∗∗,♦)-bimodule. By Lemma A.11,
both bimodule structures extend the A-B-bimodule structure on E∗∗.
It follows from Lemma A.13 that the left (A∗∗,♦)-module structure on E∗∗ is
induced from the right (A∗∗,♦)-module structure as in Paragraph A.2, and similarly
for the actions of (B∗∗,) on E∗ and E∗∗.
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Proposition A.16. Let A be a Banach algebra, and let (Si)i∈I and (Tj)j∈J be nets
in A∗∗ that converge weak∗ to S and T , respectively. Then
ST = w*-lim
i∈I
(SiT ) and S♦T = w
*-lim
j∈J
(S♦Tj) .
Thus, (A∗∗,) is a right dual Banach algebra, and (A∗∗,♦) is a left dual Banach
algebra. (See Definition B.1.)
Similarly, if E is a left A-module (a right B-module), then E∗∗ is a left dual
(A∗∗,♦)-module (a right dual (B∗∗,)-module). (See Definition B.5.)
Proof. This follows easily from Lemma A.6. We omit the details. 
Remarks A.17. (1) If E is a left A-module, then E∗ is a right dual A-module,
but in general not a right dual (A∗∗,♦)-module. Similarly, E∗∗ is in general not a
left dual (A∗∗,)-module.
(2) Given S, T ∈ A∗∗, we can choose nets (ai)i∈I and (bj)j∈J in A such that
S = w*-limi∈I κA(ai) and T = w
*-limj∈J κA(bj). Then
ST = w*-lim
i∈I
w*-lim
j∈J
κA(aibj) and S♦T = w
*-lim
j∈J
w*-lim
i∈I
κA(ajbj).
(3) Let X be a Banach space. It is a natural (and still open) problem to char-
acterize when L(X) is Arens regular. A necessary condition is that X be reflexive.
In the converse direction, it is known that L(X) is Arens regular whenever X is
superreflexive, a condition that is satisfied by every Lp-space when 1 < p < ∞.
Moreover, there exist examples of reflexive spaces X such that L(X) is not Arens
regular. See [Daw04a] and [Daw04b] for details.
Given a left A-module map ϕ : E → F , it is shown in [CSGV00, Lemma 3] that
ϕ∗∗ is a left (A∗∗,)-module map. We now generalize this result.
Proposition A.18. Let ϕ : E → F be a left A-module map. Then the transpose
ϕ∗ : F ∗ → E∗ is a right (A∗∗,♦)-module map. Further, the bitranspose ϕ∗∗ : E∗∗ →
E∗∗ is both a left (A∗∗,)-module map and a left (A∗∗,♦)-module map.
Analogous results hold for right modules and bimodules.
Proof. Let the left A-module structures on E and F be given by bilinear maps
mE : A × E → E and mF : A × F → F , respectively. To show that ϕ
∗ is a right
(A∗∗,♦)-module map, let η ∈ F ∗ and S ∈ S∗∗. Choose a net (ai)i∈I in A such that
S = w*-limi∈I κA(ai). Using Lemma A.6, that ϕ
∗ is weak∗ continuous, and that ϕ∗
is a right A-module map at the fourth step, we obtain
ϕ∗(ηS) = ϕ∗(m′′F (η,w
*-lim
i∈I
κA(ai))) = w
*-lim
i∈I
ϕ∗(m′′F (η, κA(ai)))
= w*-lim
i∈I
ϕ∗(ηai) = w
*-lim
i∈I
ϕ∗(η)ai = w
*-lim
i∈I
m′′E(ϕ
∗(η), κA(ai))
= m′′E(ϕ
∗(η),w*-lim
i∈I
κA(ai)) = ϕ
∗(η)S.
To show that ϕ∗∗ is a left (A∗∗,♦)-module map, let S ∈ A∗∗, let σ ∈ E∗∗, and
let η ∈ F ∗. Using Lemma A.13 at the second and last step, and using that ϕ∗ is a
right (A∗∗,♦)-module map at the third step, we deduce that
〈ϕ∗∗(S♦σ), η〉 = 〈S♦σ, ϕ∗(η)〉 = 〈σ, (ϕ∗(η))S〉 = 〈σ, ϕ∗(ηS)〉 = 〈ϕ∗∗(σ), ηS〉
= 〈S♦ϕ∗∗(σ), η〉.
Finally, to show that ϕ∗∗ is a left (A∗∗,)-module map, let S ∈ A∗∗ and σ ∈ E∗∗.
Choosing a net (ai)i∈I in A with S = w
*-limi∈I κA(ai), we argue as above and obtain
ϕ∗∗(Sσ) = ϕ∗∗(m888E (w
*-lim
i∈I
κA(ai), σ)) = w
*-lim
i∈I
ϕ∗∗(aiσ) = w
*-lim
i∈I
aiϕ
∗∗(σ)
= w*-lim
i∈I
m888F (κA(ai), ϕ
∗∗(σ)) = m888F (S, ϕ
∗∗(σ)) = Sϕ∗∗(σ). 
PREDUALS AND COMPLEMENTATION OF L(X,Y ) 27
Appendix B. Preduals of Banach algebras and modules
The main result of this section is Theorem B.8, which among other things implies
that a Banach algebra A with a predual F ⊆ A∗ is a dual Banach algebra if and
only if the naturally associated projection πF : A
∗∗ → A is multiplicative (for either
Arens product on A).
The next definition follows [Spa15, Definition 4.1], with the change that we do
not require the predual of a (left, right) dual Banach algebra to be isometric.
Definition B.1. Let A be a Banach algebra with a predual F ⊆ A∗. We say that
(A,F ) is a left dual Banach algebra if for each a ∈ A the left multiplication operator
La : A → A is weak
∗ continuous. Analogously, we say that (A,F ) is a right dual
Banach algebra if Ra : A→ A is weak
∗ continuous for each a ∈ A. Further, (A,F )
is a dual Banach algebra if it is both a left and right dual Banach algebra.
If F is an isometric predual, and we want to stress this point, then we will also
say that (A,F ) is an isometric (left, right) dual Banach algebra.
Remarks B.2. (1) The notion of dual Banach algebras was introduced by Runde
in [Run02, Definition 4.4.1, p.108], with the requirement of isometric preduals. Dual
Banach algebras were extensively studied by Daws in [Daw04b], [Daw07], [Daw11].
(2) The predual of a dual Banach algebra need not be unique, not even up to iso-
morphism; see Example 6.9. However, if X is reflexive, it is shown in Corollary 6.6
that X⊗̂X∗ is the unique predual making L(X) a right dual Banach algebra.
The prime example of an isometric dual Banach algebra is L(X) for a reflexive
space X , with the canonical predual X⊗̂X∗; see Paragraph 6.1 and Corollary 6.4.
Every weak∗ closed subalgebra of L(X) is naturally an isometric dual Banach al-
gebra, with predual given as a quotient of X⊗̂X∗. The following result of Daws
shows that the converse also holds.
Theorem B.3 ([Daw07, Corollary 3.8], [Daw11, Theorem 3.4]). Let A be an iso-
metric dual Banach algebra. Then there exist a reflexive space X and an isometric,
weak∗ continuous representation π : A→ L(X).
If, moreover, A is unital, then X and π may be chosen such that the image π(A)
is a unital subalgebra of L(X) that agrees with its bicommutant in L(X).
The prime example of a (isometric) right dual Banach algebra is L(X) for a
Banach space X with (isometric) predual F ⊆ X∗. The canonical predual of L(X)
in this case is given by X⊗XF ; see Definition 5.1 and Theorem 5.6. The following
result of Spain shows that the converse also holds.
Theorem B.4 ([Spa15, Remark 4.3]). Let A be a unital, (isometric) right dual
Banach algebra. Then there exist a Banach space X with an (isometric) predual,
and a unital, isometric, weak∗ continuous representation π : A→ L(X).
The next definition generalizes [Run04, Definition 1.1].
Definition B.5. A left dual A-module is a left A-module E together with a predual
F ⊆ E∗ such that for each a ∈ A the (left) action of a on E is weak∗ continuous.
Right dual B-modules are defined analogously. A dual A-B-bimodule is an A-B-
bimodule with a predual giving it the structure of both a left dual A-module and
a right dual B-module.
If the predual is isometric, and we want to stress this point, we will also speak
of isometric (left, right) dual modules.
Proposition B.6. Let E be a left A-module, and let F ⊆ E∗ be a predual. Let
δF : E → F
∗ and πF : E
∗∗ → E be the associated maps from Definition 2.4. We
consider E∗ and E∗∗ with their natural right and left A-module structures from
Paragraph A.2. Then the following are equivalent:
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(1) (E,F ) is a left dual A-module.
(2) F is a right sub-A-module of E∗, that is, FA ⊆ F .
(3) F has a right A-module structure such that δF is a left A-module map.
(4) πF is a left A-module map.
Analogous results hold for right modules and bimodules. In particular, if E is an
A-B-bimodule, then (E,F ) is a dual A-B-bimodule if and only if F is a sub-B-A-
bimodule of E∗, which is equivalent to πF being an A-B-bimodule map.
Proof. We show the equivalence for a left A-module E. The statements for right
modules and bimodules are shown analogously.
Let m : A×E → E be the bilinear map defining the left A-module structure on
E. Given a ∈ A, the map La is weak
∗ continuous for the weak∗ topology induced
by F if and only if its transpose L∗a : E
∗ → E∗ leaves F invariant. The right action
of a on E∗ is given by L∗a. Therefore, La is weak
∗ continuous if and only if Fa ⊆ F .
This implies the equivalence between (1) and (2).
Let us show that (2) implies (3). We give F the right A-module structure it
inherits as a right sub-A-module of E∗. Then the inclusion map ι : F → E∗ is a
right A-module map. Hence, ι∗ : E∗∗ → F ∗ is a left A-module map. Since κE is
also a left A-module map, we deduce that δF (= ι
∗ ◦ κE) is a left A-module map.
Let us show that (3) implies (4). Since κF : F → F
∗∗ is a right A-module map,
the transpose κ∗F : F
∗∗∗ → F ∗ is a left A-module map. Since δF is a left A-module
map, so are δ∗∗F and δ
−1
F . Hence, πF (= δ
−1
F ◦ κ
∗
F ◦ δ
∗∗
F ) is a left A-module map.
To show that (4) implies (2), recall from Paragraph 2.6 that F can be recovered
from ker(πF ) as its preannihilator, that is:
F =
{
η ∈ E∗ : 〈η, σ〉 = 0 for all σ ∈ ker(πF )
}
.
Given η ∈ F , a ∈ A and σ ∈ ker(πF ), it follows that L
∗∗
a (σ) belongs to ker(πF ).
Thus 〈L∗a(η), σ〉 = 〈η, L
∗∗
a (σ)〉 = 0, and hence L
∗
a(η) ∈ F , as desired. 
Applying Proposition B.6 to Banach algebras, we obtain:
Corollary B.7. Let A be a Banach algebra with predual F ⊆ A∗. Let δF : A→ F
∗
and πF : A
∗∗ → A be as in Definition 2.4. Then the following are equivalent:
(1) (A,F ) is a left (right) dual Banach algebra.
(2) F is a right (left) A-submodule of A∗.
(3) F has a right (left) A-module structure such that δF is a left (right) A-
module map.
(4) πF is a left (right) A-module map.
The next result can be easily deduced from Corollary B.7 and Proposition A.16.
Some parts are already known; see for example [Daw07, Lemma 2.2].
Theorem B.8. Let A be a Banach algebra with predual F ⊆ A∗. Then the following
are equivalent:
(1) (A,F ) is a dual Banach algebra.
(2) F is an A-sub-bimodule of A∗.
(3) F has an A-bimodule structure such that δF is an A-bimodule map.
(4) πF is an A-bimodule map.
(5) πF is multiplicative for the first Arens product on A
∗∗.
(6) πF is multiplicative for the second Arens product on A
∗∗.
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