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1. Introduction
In the study of fluid dynamics, the Navier-Stokes equations in their various forms are
the fundamental model equations describing the evolution of the flow. Their complexity
however, also in the case of numerical solvers, raises the desire for simplifications, at
least to account for special conditions found in the application under consideration. The
Shallow Water assumption is a widely used simplification, which made the derivation
of a comparably simple and closed set of equations in the form of a conservation law,
cf. [dSV71]. These equations are well-studied on the analytical as well as the numerical
side, and various efficient numerical schemes suitable for different special cases are readily
available in literature, cf.textbooks like [Vre94, Tor97, LeV02, Bou04] and research papers
as [PS01, BLMR03, PC04, ABB+04, NPPN06, NXS07, GPC07], in a wider sense [GL96,
GLBN97, Gos01] and, of course, all the references in the cited publications.
The question of a wider applicability of these equations or at least the usage of well-
tested and efficient numerical schemes in the context of more complex states of shal-
low flows has been risen in recent years, and a wide array of more complex models
and solvers are based on the findings for the classic Shallow Water equations. Gerbeau
and Perthame considered viscous flow based on the Shallow Water equations in [GP01],
Audusse et. al. [Aud05, AB07, ABPSM11a] introduced multiple layers of Shallow Water in
an attempt to approximate the full Navier-Stokes solutions. Castro, Pare´s et. al. enhanced
the Roe solver to treat stratified flow of different densities, which may be modeled by a
set of two coupled shallow water models, yielding a non-conservative hyperbolic system in
one or two space dimensions, [CMP01, CMP+04, CGP06, CFNF+09] among others who
searched for numerical schemes appropriate for stratified flow, [BM08, AK09]. Also, the
similar case of flow and river bed interaction has been considerate by several researchers
using a Shallow Water approach, [KL09, PBM11, ABSMS11].
In this thesis we consider stratified Shallow Water flows consisting of two layers of
different density. The density differences are caused by differences in salinity and/or
temperature, so such a layering can be observed in many natural flows, especially at sea
gates, inlets, estuaries and of course artificial structures like sluices and locks. Most of
these flows can be characterized as shallow, keeping in mind that even an ocean might be
treated as shallow if the depth is compared to the horizontal dimensions, especially when
the consideration is restricted to the coastal area.
The density differences generally act as a barrier to the mixing of the two superposed
9
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fluids, so the study of layered flows is worthwhile, as the layering has some kind of inherent
stability. An example which has recently found intense attention in applied mathematics
and numerical analysis is the superposition of the Mediterranean and the Atlantic in
the Strait of Gibraltar, cf. e.g. Castro, Mac´ıas and Pare´s [CMP01] and other references
already mentioned above.
While the layering is mostly stable, under some conditions this stability is lost and
the so-called Kelvin-Helmholtz instability develops. The layers start to mix, yielding an
exchange of density and momentum in the real flow as well as a change of the type of
partial differential equations modeling it. The Shallow Water equations are of hyperbolic
type, which means they are fairly easy to solve numerically, so a change in this type of
equation will also give additional numerical complexity. The loss of hyperbolicity has
been considered by some researchers, cf. [CFN+10, CDFNGVPM11].
Mostly, the layering can be considered stable as long as the velocity difference between
the two layers is not too large. As tidal forces move the water over a region of strong
gradients in the bottom topography, especially the lower layer may accelerate intensely,
causing a strong velocity shear and hence a Kelvin-Helmholtz instability, which is usually
confined locally.
This thesis aims to answer the question, whether such a local mixing in an otherwise
stable Shallow Water flow can be modeled staying in the general framework of shallowness
and hyperbolic balance laws, i.e, conservation laws with source terms.
As we see the mixing area as a kind of intermediate layer, we try to develop an adaptive
two-/three-layer model. As the mixing in the real flow suggests a form of turbulent
viscosity, we try to include viscous terms in our model, also hoping to further stabilize
the hyperbolicity of our two-/three-layer system, as the theory of hydrodynamic stability
states that viscous effects attenuate variations from the mean flow, cf. [Cha61].
Thus in the following we will review the derivation of various Shallow Water models
starting from the compressible Navier-Stokes equations. Part I considers models for shal-
low flows with uniform density which account for viscous effects in the chapters 2 through
4. Also, corresponding numerical schemes are described in Chapter 5, which will later be
adapted for our numerical scheme. In Part II we consider models for stratified flows in
Chapter 6, along with numerical schemes, Chapter 7. These models and schemes form
the very basis of our scheme, and are also derived from the Navier-Stokes equations. In
Part III we consider the hyperbolicity of the original two- and three-layer equations in
Chapter 8. We briefly review the stability of stratified flows in the sense of hydrodynamic
stability, considering distortions of mean quantities in normal modes, i.e, homogenous
wave structures of different wavelength, based on [Cha61]. Then we analyze the eigen-
structure of the three-layer equations in Chapter 9 to gain formulas approximating the
eigenvalues of this system. Finally, the adaptation strategy and its motivation are given
10
in Chapter 10. In Part IV, we briefly consider turbulence and friction models. The ideas
of viscous multi-layering, cf. [Aud05] are described in the large frame of turbulence mod-
eling. The final part, Part V, is devoted to the description of our numerical algorithm and
its components, collecting and combining the ideas from the previous parts and chapters
to derive our numerical scheme. This will be done in Chapter 12, while the results from
several test cases are presented in Chapter 13. Finally, a concluding chapter summarizes
the achievements of this thesis.
11
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Part I.
Shallow Water with uniform density
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2. Deriving Classic Shallow Water Models
2.1. The Navier-Stokes equations
2.1.1. Equations with dimensions
The Navier-Stokes equations for compressible flows are a system of partial differential
equations (PDE) which describes the evolution of density and momentum of a fluid in
time. These equations and systems derived from them are used widely in the field of fluid
dynamics and computational fluid dynamics, cf. [CM90] for an overview on derivation and
theory, classic textbooks like [POB02, Bat99] for detailed derivation and many theoretical
and practical aspects, [Cha61] for considerations of the stability for different types of flows
and [Vre94] the theory of shallow flows and suitable numerical methods are described
based on the Navier-Stokes equations. For a general overview of the theory of PDEs,
cf. [Eva98]. We consider a fluid in one horizontal space dimension x and one vertical
dimension z, simplifying the situation, e.g., in a rectangular channel. In z-direction we
denote the bottom elevation above a reference point 0 by b(x) and the surface elevation
above 0 by η(x, t). The fluid density is denoted by ρ(x, z, t), the vertical velocity by
u(x, z, t) and the horizontal velocity by w(x, z, t), thus the respective components of the
momentum are described by ρu and ρw. The pressure is denoted be p(x, z, t).
Assuming the viscosity coefficients µ and λ to be constant, the Navier-Stokes equations
read:
Definition 2.1 (Navier-Stokes equations).
∂tρ+ ∂x(ρu) + ∂z(ρw) = 0, (2.1)
∂t(ρu) + ∂x(ρu
2) + ∂z(ρuw) + ∂xp = ∂xσxx + ∂zσxz, (2.2)
∂t(ρw) + ∂x(ρuw) + ∂z(ρw
2) + ∂zp = −ρg + ∂xσzx + ∂zσzz, (2.3)
where the viscosity tensor σ is defined by:
σxx = 2µ∂xu+ λ (∂xu+ ∂zw) σxz = µ (∂zu+ ∂xw) (2.4)
σzx = µ (∂zu+ ∂xw) σzz = 2µ∂zw + λ (∂xu+ ∂zw) . (2.5)
15
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Boundary conditions
To be able to solve the Navier-stokes equations, suitable boundary conditions are neces-
sary. We complete the system (2.1) - (2.3) with kinematic conditions at the free surface
η and at the bottom b as well as with a no-stress conditions at the surface and a no-
penetration condition at the bottom.
Kinematic boundary conditions At a fixed time t, the water surface can be described
as the solution to Φ(x, z) = 0 for Φ(x, z) := z−η(x), i.e., the value η(x) describes the local
water height above the reference level at position x. Thus the gradient ∇Φ = (−∂xη, 1)
is normal to the surface, yielding the outer and upward normal
nS =
(−∂xη, 1)T√
1 + (∂xη)2
. (2.6)
Now in a time increment ∆t the surface displacement in direction of nS leads approxi-
mately to
a = ∆t(u,w)T · nS = ∆t −u∂xη + w√
1 + (∂xη)2
, for z = η(x, t) (2.7)
on the one hand and
a = ∆t(0, ∂tη)
T · nS = ∆t ∂tη√
1 + (∂xη)2
(2.8)
on the other. Thus we have
∂tη = −u∂xη + w, for z = η (2.9)
⇔ w = ∂tη + u∂xη, for z = η. (2.10)
Accordingly for the bottom, we have an upward normal
nB =
(−∂xb, 1)T√
1 + (∂xb)2
. (2.11)
As above, we can deduct an equation for the vertical velocity w:
w(b) = ∂tb+ u(b)∂xb = u(b)∂xb, (2.12)
where ∂tb = 0 is assumed, i.e., the bottom topography is considered constant in time for
our purposes. (2.12) is also called no-penetration condition in the following.
Definition 2.2 (Kinematic boundary conditions). The kinematic boundary conditions at
the free surface η and the bottom b read:
w(t, x, η) = ∂tη(t, x) + u(t, x, η)∂x, η(t, x) (2.13)
w(t, x, b) = u(t, x, b)∂xb(x). (2.14)
16
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No-stress conditions In addition to the kinematic conditions we have no-stress condi-
tions, for which we consider the total stress tensor σT :
σT := −pId +
(
σxx σxz
σzx σzz
)
(2.15)
This total stress tensor gives the stresses due to pressure and viscosity acting on a surface
when multiplied with its normal vector. With this definition the no-stress conditions are
Definition 2.3 (No-stress conditions). The no-stress conditions state
σT · nS = 0 (2.16)
at the surface η (cf. e.g. [GP01]), so with the definition of σ (2.4), the no-stress conditions
fully expand to
p∂xη + µ [−2∂xu∂xη + ∂zu+ ∂xw]− λ∂xη [∂xu+ ∂zw] = 0, (2.17)
p+ µ [−2∂zw + ∂zu∂xη + ∂xw∂xη]− λ [∂xu+ ∂zw] = 0. (2.18)
Bottom friction At the bottom we can impose different kinds conditions, e.g., no-slip
or wall-laws like Navier friction or laws including laminar and turbulent terms.
Introducing the unit vector tb tangential to the bottom, i.e., tb · nb = 0, the no-slip
condition reads:
tb ·
(
u,w
)T
= 0 for z = b(x). (2.19)
Thus the flows “sticks” to the bottom and, considering the no-penetration condition, all
velocities vanish at the bottom.
The most important wall law for our work is the Navier friction condition:
Definition 2.4 (Navier friction condition). The Navier friction condition is given by
tb · σTnb = κtb · (u,w)T for z = b(x) (2.20)
where κ is a friction coefficient.
Thus the the stress tensor is multiplied with the upward normal to the bottom and
then the component parallel to the bottom is considered, giving the influence of the
bottom stress on the velocity parallel to the bottom. This stress is then estimated by the
horizontal velocity times κ.
More elaborate friction laws take into account the square of the velocity and the different
influences of molecular and turbulent friction. This leads to laws like:
tb · σTnb = (κl + κth‖(u,w)‖2) tb · (u,w)T , (2.21)
where κl is a laminar friction coefficient and κt a turbulent one, cf. [ABPSM11a] and the
reference therein.
17
2. Deriving Classic Shallow Water Models
In the following sections we will derive a rescaled version of these equations, where we
focus on the situation that the water height becomes small compared to the horizontal
scale, i.e., a shallow water assumption. We will keep the viscous terms and use Favre
averaging to examine whether we can include terms leading to an physical momentum
transfer in vertical direction and thus stabilize the hyperbolicity of the multilayer shallow
water equations.
2.1.2. Obtaining dimensionless Navier-Stokes equations
Reference values
To obtain dimensionless variables, we choose the following reference values:
xref - reference length
zref - reference height
uref - reference horizontal velocity
wref - reference vertical velocity
tref - reference time
ρref - reference density
With these reference values we define a set of new, dimensionless variables, derived
from the original ones. For any variable ζ we set:
ζˆ :=
ζ
ζref
. (2.22)
The reference values for the velocities are derived from the spatial reference values
and the reference time, uref :=
xref
tref
and wref :=
zref
tref
. We are especially interested in the
equations for a small (or vanishing) quotient ε :=
zref
xref
, i.e., flows that are “shallow”. The
definition of ε directly gives the relations wref = εuref and zref = εxref, which we will use
throughout the following considerations.
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Rescaling of the equations
Continuity equation The equation (2.1) transforms like:
0 = ∂tρ+ ∂x(ρu) + ∂z(ρw)
=
ρref
tref
∂tˆρˆ+
ρrefuref
xref
∂xˆ(ρˆuˆ) +
ρrefwref
zref
∂zˆ(ρˆwˆ)
=
ρref
tref
[
∂tˆρˆ+
tref
xref
uref∂xˆ(ρˆuˆ) +
tref
zref
wref∂zˆ(ρˆwˆ)
]
(2.23)
⇔ 0 = ∂tˆρˆ+ ∂xˆ(ρˆuˆ) + ∂zˆ(ρˆwˆ), (2.24)
yielding the rescaled continuity equation.
Horizontal component of momentum With Vu containing the second order terms in
(2.2), the first momentum equation becomes:
0 = ∂t(ρu) + ∂x(ρu
2) + ∂z(ρuw) + ∂xp− Vu
=
ρrefuref
tref
∂tˆ(ρˆuˆ) +
ρrefu
2
ref
xref
∂xˆ(ρˆuˆ
2) +
ρrefurefwref
zref
∂zˆ(ρˆuˆwˆ)
+
pref
xref
∂xˆpˆ− Vu
=
ρrefuref
tref
[
∂tˆ(ρˆuˆ) + ∂xˆ(ρˆuˆ
2) + ∂zˆ(ρˆuˆwˆ) +
tref
ρrefuref
(
pref
xref
∂xˆpˆ− Vu
)]
(2.25)
⇔ 0 = ∂tˆ(ρˆuˆ) + ∂xˆ(ρˆuˆ2) + ∂zˆ(ρˆuˆwˆ) +
pref
ρrefu
2
ref
∂xˆpˆ−
tref
ρrefuref
Vu. (2.26)
Vu is rescaled as:
Vu = (2µ+ λ)∂xxu+ µ∂zzu+ (µ+ λ)∂xzw
= (2µ+ λ)
uref
x2ref
∂xˆxˆuˆ+ µ
uref
z2ref
∂zˆzˆuˆ+ (µ+ λ)
wref
xrefzref
∂xˆzˆwˆ
=
uref
x2ref
[
(2µ+ λ)∂xˆxˆuˆ+
1
ε2
µ∂zˆzˆuˆ+ (µ+ λ)∂xˆzˆwˆ
]
(2.27)
⇔ tref
ρrefuref
Vu =
1
ρrefxrefuref
[
(2µ+ λ)∂xˆxˆuˆ+
1
ε2
µ∂zˆzˆuˆ+ (µ+ λ)∂xˆzˆwˆ
]
. (2.28)
Together with the above we derived the equation for the horizontal part of the momentum
which we will write down below.
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Vertical component of the momentum The other momentum equation (2.3) trans-
forms as, with Vw denoting the second order terms in (2.3):
0 = ∂t(ρw) + ∂x(ρuw) + ∂z(ρw
2) + ∂zp+ ρg − Vw
=
ρrefwref
tref
∂tˆ(ρˆwˆ) +
ρrefurefwref
xref
∂xˆ(ρˆuˆwˆ) +
ρrefw
2
ref
zref
∂zˆ(ρˆwˆ
2) +
pref
zref
∂zˆ pˆ
+ ρrefρˆg − Vw
=
ρrefwref
tref
[
∂tˆ(ρˆwˆ) + ∂xˆ(ρˆuˆwˆ) + ∂zˆ(ρˆwˆ
2) +
pref
ρrefw
2
ref
∂zˆ pˆ+
tref
wref
ρˆg
]
− Vw
=
ρrefwref
tref
[
∂tˆ(ρˆwˆ) + ∂xˆ(ρˆuˆwˆ) + ∂zˆ(ρˆwˆ
2) +
1
ε2
pref
ρrefu
2
ref
∂zˆ pˆ+
1
ε2
zref
u2ref
ρˆg
]
− Vw (2.29)
and this is equivalent to:
0 = ∂tˆ(ρˆwˆ) + ∂xˆ(ρˆuˆwˆ) + ∂zˆ(ρˆwˆ
2) +
1
ε2
pref
ρrefu
2
ref
∂zˆ pˆ+
1
ε2
zref
u2ref
ρˆg − tref
ρrefwref
Vw (2.30)
Concerning the viscous term Vw we have:
Vw = µ∂xxw − (2µ+ λ)∂zz − (µ+ λ)∂xzu
= µ
wref
x2ref
∂xˆxˆwˆ + (2µ+ λ)
wref
z2ref
∂zˆzˆwˆ + (µ+ λ)
uref
xrefzref
∂xˆzˆuˆ
=
wref
z2ref
[
ε2µ∂xˆxˆwˆ + (2µ+ λ)∂zˆzˆwˆ + (µ+ λ)∂xˆzˆuˆ
]
(2.31)
⇔ tref
ρrefwref
Vw =
1
ρrefzrefwref
[
ε2µ∂xˆxˆwˆ + (2µ+ λ)∂zˆzˆwˆ + (µ+ λ)∂xˆzˆuˆ
]
=
1
ε2
1
ρrefxrefuref
[
ε2µ∂xˆxˆwˆ + (2µ+ λ)∂zˆzˆwˆ + (µ+ λ)∂xˆzˆuˆ
]
(2.32)
Reference pressure
For the pressure reference value pref we have two choices: pref = gρrefzref or pref = ρrefu
2
ref.
The first choice would reflect the assumption of hydrostatic pressure while the second
choice would reflect the dynamic pressure playing the main role, yielding a factor 1 for
the rescaled pressure derivatives in (2.26), (2.30). For the first one we get a factor:
pref
ρrefu
2
ref
=
gρrefzref
ρrefu
2
ref
=
gzref
u2ref
=
1
F 2
=: G, (2.33)
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where F is the Froude number. Thus the rescaled pressure derivate ∂zˆ pˆ and the gravi-
tational term on the right hand side of the second momentum equation have the same
factor 1F 2 .
Navier friction condition
For the Navier friction condition we first analyze the derivative along the bottom of the
velocity perpendicular to the bottom. According to the no-penetration condition, this
component of the velocity vanishes, yielding:
0 = dx
(
n ·
(
u
w
))
z=b(x)
= dx (−u∂xb+ w)z=b(x)
= −u∂xxb− ∂xu∂xb− ∂zu(∂xb)2 + ∂xw + ∂zw∂xb
=
(
∂xw − (∂xb)2∂zu
)
+ ∂xb (∂zw − ∂xu)− u∂xxb (2.34)
which is equivalent to:
∂xb (∂zw − ∂xu) = −
(
∂xw − (∂xb)2∂zu
)
+ u∂xxb (2.35)
Expanding the left hand side of the Navier condition (2.20) yields:
− ptb · nb + tb · σnb
= tb ·
(−2µ∂xb∂xu+ µ (∂zu+ ∂xw)
−µ∂xb (∂zu+ ∂xw) + 2µ∂zw
)
= µ
(
1 + (∂xb)
2
)− 1
2
[
− 2∂xb∂xu+ (∂zu+ ∂xw)
+ ∂xb
(− ∂xb (∂zu+ ∂xw) + 2∂zw)]
= µ
(
1 + (∂xb)
2
)− 1
2
[
2∂xb (∂zw − ∂xu) + (1−
(
∂xb)
2
)
(∂zu+ ∂xw)
]
(2.35)
= µ
(
1 + (∂xb)
2
)− 1
2
[
− 2 (∂xw − (∂xb)2∂zu− u∂xxb)
+ (1− (∂xb)2) (∂zu+ ∂xw) ]
= µ
(
1 + (∂xb)
2
)− 1
2
[ (
1− (∂xb)2 + 2(∂xb)2
)
∂zu
+
(
1− (∂xb)2 − 2
)
∂xw + 2u∂xxb
]
= µ
(
1 + (∂xb)
2
)− 1
2
[ (
1 + (∂xb)
2
)
∂zu−
(
1 + (∂xb)
2
)
∂xw + 2u∂xxb
]
= µ
(
1 + (∂xb)
2
) 1
2
[
∂zu− ∂xw + 2u∂xxb
]
(2.36)
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The right hand side of (2.20) can be transformed as well to yield:
κtb · (u,w)T
= κ
(
1 + (∂xb)
2
)− 1
2 (u+ ∂xbw)
(2.12)
= κ
(
1 + (∂xb)
2
)− 1
2
(
1 + (∂xb)
2
)
u
= κ
(
1 + (∂xb)
2
) 1
2 u (2.37)
Thus (2.20) is equivalent to:
µ
[
∂zu− ∂xw + 2u∂xxb
]
= κu (2.38)
⇔ ∂zu− ∂xw = κ
µ
(1− 2∂xxb)u (2.39)
Now, we can switch to dimensionless variables:
∂zu− ∂xw = κ
µ
(1− 2∂xxb)u (2.40)
⇔ uref
zref
∂zˆuˆ−
wref
xref
∂xˆwˆ =
κ
µ
(
1− 2 zref
x2ref
∂xˆxˆbˆ
)
urefuˆ (2.41)
⇔ 1
εxref
∂zˆuˆ− ε
xref
∂xˆwˆ =
κ
µ
(
1− 2 ε
xref
∂xˆxˆbˆ
)
uˆ (2.42)
⇔ ∂zˆuˆ− ε2∂xˆwˆ =
εκxref
µ
(
1− 2 ε
xref
∂xˆxˆbˆ
)
uˆ (2.43)
Finally, we are able to define the friction condition:
Definition 2.5 (Dimensionless Navier friction condition). The dimensionless Navier fric-
tion condition reads:
∂zˆuˆ− ε2∂xˆwˆ = εγ
ρrefurefxref
µ
(
1− 2 ε
xref
∂xˆxˆbˆ
)
uˆ for zˆ = bˆ(xˆ, tˆ), (2.44)
where γ = κρrefuref is the non-dimensional friction coefficient.
This definition of γ will we motivated in the following.
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Dimensionless equations and boundary conditions
Now if we summarize our considerations and drop the hat on the rescaled variables, the
dimensionless Navier-Stokes system reads:
Definition 2.6 (Dimensionless Navier-Stokes equations).
∂tρ+ ∂x(ρu) + ∂z(ρw) = 0, (2.45)
∂t(ρu) + ∂x(ρu
2) + ∂z(ρwu) +G∂xp = (2ν + ι)∂xxu+
1
ε2
ν∂zzu
+ (ν + ι)∂xzw, (2.46)
ε2
[
∂t(ρw) + ∂x(ρwu) + ∂z(ρw
2)
]
+G(∂zp+ ρ) = ε
2ν∂xxw + (2ν + ι)∂zzw
+ (ν + ι)∂xzu (2.47)
where
ε =
zref
xref
, (2.48)
G−1 = F 2 =
(uref)
2
gzref
, (2.49)
ν =
µ
ρrefurefxref
, (2.50)
ι =
λ
ρrefurefxref
. (2.51)
The kinematic condition at the free surface (2.10) and at the bottom (2.12) transform
to:
Definition 2.7 (Dimensionless kinematic conditions).
w = u∂xb, for z = b, (2.52)
w = ∂tη + u∂xη, for z = η. (2.53)
The no-stress conditions σT · nS = 0 become
Definition 2.8 (Dimensionless no-stress conditions).
Gp∂xη + ν
[
1
ε2
∂zu− 2∂xu∂xη + ∂xw
]
− ι∂xη [∂xu+ ∂zw] = 0 for z = η, (2.54)
Gp+ ν
[−2∂zw + ∂zu∂xη + ε2∂xw∂xη]− ι [∂xu+ ∂zw] = 0 for z = η. (2.55)
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Finally,
Lemma 2.9. the Navier condition (2.20) according to (2.44) transforms to:
∂zu− ε2∂xw = εγ
ν
(
1− 2 ε
xref
∂xxb
)
u for z = b(x, t). (2.56)
Here the choice of γ = κρrefuref as the non-dimensional friction coefficient fits with the
definition of ν to give a simple form of this condition.
2.2. Incompressible hydrostatic equations
2.2.1. Incompressible equations
Differential equations
From the equations above we can derive simplified equations for special set up. Assuming
incompressibility of the fluid under consideration, i.e., the density ρ does not depend on
the pressure p, we can state that changes in density are due to transport. Thus, moving
with the flow we get:
Dtρ = ∂tρ+ u∂xρ+ w∂zρ = 0. (2.57)
This so-called material derivative of ρ, combined with equation (2.45) yields:
∂xu+ ∂zw = 0. (2.58)
As an immediate result, the viscous terms with coefficient ι in (2.46) and (2.47) vanish:
(2ν + ι)∂xxu+
1
ε2
ν∂zzu+ (ν + ι)∂xzw
= 2ν∂xxu+
1
ε2
ν∂zzu+ ν∂xzw + ι∂x(∂xu+ ∂zw)
= 2ν∂xxu+
1
ε2
ν∂zzu+ ν∂xzw (2.59)
and
ε2ν∂xxw + (2ν + ι)∂zzw + (ν + ι)∂xzu
= ε2ν∂xxw + 2ν∂zzw + ν∂xzu+ ι∂z(∂zw + ∂xu)
= ε2ν∂xxw + 2ν∂zzw + ν∂xzu. (2.60)
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On the left hand sides of the equations (2.46) and (2.47), the dependency on derivatives
of ρ also drops out of the considerations:
∂t(ρu) + ∂x(ρu
2) + ∂z(ρwu) +G∂xp
= ρ
(
∂tu+ ∂xu
2 + ∂z(wu)
)
+ u (∂tρ+ u∂xρ+ w∂zρ) +G∂xp
= ρ
(
∂tu+ ∂xu
2 + ∂z(wu)
)
+G∂xp (2.61)
and likewise
ε2
[
∂t(ρw) + ∂x(ρwu) + ∂z(ρw
2)
]
+G(∂zp+ ρ) (2.62)
= ρε2
[
∂tw + ∂x(wu) + ∂zw
2
]
+G(∂zp+ ρ). (2.63)
Collecting the three equations for these kinds of flows, we get the system:
Definition 2.10 (Incompressible dimensionless Navier-Stokes equations).
∂xu+ ∂zw = 0 (2.64)
ρ
(
∂tu+ ∂xu
2 + ∂z(wu)
)
+G∂xp = 2ν∂xxu+
1
ε2
ν∂zzu+ ν∂xzw, (2.65)
ρε2
[
∂tw + ∂x(wu) + ∂zw
2
]
+G(∂zp+ ρ) = ε
2ν∂xxw + 2ν∂zzw + ν∂xzu. (2.66)
Boundary conditions
These equations are, of course, still accompanied by boundary conditions. The kinematic
conditions (2.53) and (2.52) stay the same, as holds for the friction condition (2.56). The
no-stress conditions (2.54) and (2.55) become:
Gp∂xη + ν
[
1
ε2
∂zu− 2∂xu∂xη + ∂xw
]
= 0 for z = η(x, t), (2.67)
Gp+ ν
[−2∂zw + ∂zu∂xη + ε2∂xw∂xη] = 0 for z = η(x, t). (2.68)
2.2.2. Classic hydrostatic model
The Shallow Water assumption now states that ε becomes small in some sense. So we
perform an asymptotic analysis of the above equations to separate the different scales.
As another simplification we introduce another dependence of parameters on the Shallow
Water coefficient ε. The parameters ν and γ are often assumed to depend on ε to include
the effects of turbulence, [GP01, Aud05, Vre94]. Thus we include some kind of turbulent
viscosity which is related to the “shallowness”, i.e. the geometric condition of the flow.
The following relations are assumed:
ν = εν¯ ∧ γ = εγ¯ (2.69)
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Differential equations
The equation (2.64) is not affected by ε. The equations (2.65) and (2.66) however are.
Keeping the terms of order O(1) and O(−1) yields:
Definition 2.11 (Hydrostatic equations).
∂xu+ ∂zw = 0, (2.70)
ρ
(
∂tu+ ∂xu
2 + ∂z(wu)
)
+G∂xp =
ν¯
ε
∂zzu, (2.71)
G(∂zp+ ρ) = 0. (2.72)
In this set of equations we retain an influence of viscosity on the horizontal velocities
due to equation (2.71). From equation (2.72) we can deduct the hydrostatic pressure:
p =
∫
−ρ dz + p∗ = p∗ − ρz, (2.73)
where p∗ is a reference pressure yet to be determined.
Boundary conditions
Keeping the terms with factor ν¯ε as we did in (2.71), the boundary conditions are trans-
formed as follows:
ν¯
ε
∂zu = 0, for z = η(x, t) (2.74)
p = 0 for z = η(x, t), (2.75)
for the no-stress conditions,
ν¯
ε
∂zu = γ¯u for z = b(x, t), (2.76)
for the Navier condition (2.56). Finally, the kinematic conditions (2.10) and (2.12) stay
unchanged.
Hydrostatic pressure
The equations (2.75) and (2.73) yield the final form of the hydrostatic pressure:
Definition 2.12 (Hydrostatic pressure law).
p(x, z, t) = ρ(η(x, t)− z). (2.77)
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2.3. Depth averaged equations
Continuing our efforts to derive simpler systems from the original Navier-Stokes system,
we are trying to integrate the equations depth-wise and exploit the boundary conditions
at the top and the bottom of the flow. Thus, we integrate the incompressible, viscous,
hydrostatic equations (2.70) - (2.72) in the z-direction to obtain another, simpler set of
equations. Throughout this section we assume constant density ρ, thus we can set ρ = 1
due to the scaling we performed earlier. We have to keep in mind that the viscosity ν¯
might be affected by this before we actually insert physical values in the constants. As
we already divided the original viscosity constant µ by ρref to derive the dimensionless
constant ν this is already accounted for in our analysis. In later chapters we will deal
with non-constant densities and the dimensionless density and the viscous constant will
be considered again for this case.
2.3.1. Viscous Shallow Water model
Depth-integration
First, we try to integrate the continuity equation (2.70) with respect to dz. Using the
Leibniz rule and the kinematic condition (2.10) at the surface as well as the no-penetration
condition (2.12) at the bottom gives:
0 =
∫ η(x,t)
b(x)
∂xu dz +
∫ η(x,t)
b(x)
∂zw dz
= ∂x
∫ η(x,t)
b(x)
u dz + u(x, b(x), t)∂xb− u(x, η(x, t), t)∂xη
+ w(x, η(x, t), t)− w(x, b(x), t)
= ∂x
∫ η(x,t)
b(x)
u dz + ∂tη
= ∂xhu+ ∂th, (2.78)
where h(x, t) = η(x, t)− b(x) is the thickness of the flow and
u =
1
h(x, t)
∫ η(x,t)
b(x)
u dz (2.79)
is the depth-averaged horizontal velocity. Thus we gain an equation describing the time
evolution of the flow thickness h in terms of h and the mean velocity u. We will call the
product hu discharge and set q := hu.
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Integrating the momentum equation and again using the kinematic conditions (2.10)
and (2.12) yield:∫ η(x,t)
b(x)
ν¯
ε
∂zzu dz =
∫ η(x,t)
b(x)
∂tu+ ∂xu
2 + ∂z(wu) +G∂xp dz
= ∂thu+ u(x, η, t)∂tη − u(x, b, t)∂tb
+ ∂xhu
2 + u2(x, η, t)∂xη − u2(x, b, t)∂xb
+ u(x, η, t)w(x, η, t)− u(x, b, t)w(x, b, t)
+
G
2
∂xh
2 +Gh∂xb
= ∂thu− u(x, η, t)
[
∂tη − w(x, η, t) + u(x, η, t)∂xη
]
)
+ u(x, b, t)
[
∂tb+ u(x, b, t)∂xb− w(x, b, t)
]
+ ∂xhu
2 +
G
2
∂xh
2 +Gh∂xb
= ∂thu+ ∂x
[
hu2 +
G
2
h2
]
+Gh∂xb (2.80)
where we used∫ η(x,t)
b(x)
G∂xp dz = G
∫ η(x,t)
b(x)
∂x(η(x, t)− z) dz = Gh∂x(h(x, t) + b(x)) (2.81)
and ∫ η(x,t)
b(x)
u2 dz = u2 (2.82)
to first order, cf. [GP01, Aud05] or (4.30) and (4.31). These two equations contain im-
plicitly all the crucial information from the kinematic conditions (2.10), (2.12) and the
information from the z-momentum equation (2.72) together with the no-stress condition
(2.75) in our simplified setting.
Viscous Shallow Water model
With the previous results we derived a system of two equations together with the no-
stress and Navier friction conditions (2.74), (2.76) describing the time evolution of the
homogenous, incompressible, viscous Shallow Water flow:
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Definition 2.13 (Viscous Shallow Water equations).
∂th+ ∂xhu = 0, (2.83)
∂thu+ ∂x
[
hu2 +
G
2
h2
]
= −Gh∂xb+ ν¯
ε
∫ η(x,t)
b(x)
∂zzu(x, z, t) dz. (2.84)
Remark: Setting the viscosity ν¯ to zero we get the classic Saint-Venant equations,
cf. [dSV71].
2.3.2. Balance law and quasi-linear form
The system (2.83), (2.84) can be written in the form:
∂tU + ∂xF (U) = S(U)∂xb+ V (2.85)
where in general U ∈ Ω ⊂ Rn, F , V differentiable and S continuous and
U = (h, hu)T , (2.86)
F (U) =
(
hu
hu2 + G2 h
2
)
, (2.87)
S(U) =
(
0
−Gh
)
, (2.88)
V(x, t) =
ν¯
ε
∫ η(x,t)
b(x)
∂zzu(x, z, t) dz, (2.89)
for the system at hand.
Now we call the system (2.85) hyperbolic, if the Jacobian matrix of F (U) has n real
eigenvalues for U ∈ Ω, and strictly hyperbolic if they are distinct also. If V˜ ≡ 0, we
call (2.85) a balance law, if additionally S(U)∂xb ≡ 0, we call the PDE a conservation
law. Conservation laws with source term can be numerically solved with a wide variety
of numerical methods, cf. the textbooks [LeV92, GR96, Tor97, LeV02, Bou04]. The
special form of conservation laws allows to solve them in a weak sense and formulate
appropriate conditions for physically meaningful discontinuous solutions later on. The
weak solutions solve (2.85) in a distributional sense. Weak solutions do not need to
fulfill the original partial differential equations (PDE) in the classic sense everywhere but
allow for discontinuities, which gives reasonable solutions in a distributional sense and
agree with the behavior of regular solutions to hyperbolic conservation laws that tend to
discontinuous solution in finite time depending on the PDE and the initial data under
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consideration. For more details, cf. [LeV92, GR96, Tor97, LeV02]. For the numerical
treatment of balance laws, especially the correct approximation of stationary solutions,
cf. [Bou04, GL96, GLBN97, LeV98, BLMR03, NXS07].
An even more general form of this equation can be gained by including the source term
in the left hand side by adding the equation ∂tb = 0 to the system (cf. [Bou04]), thus
deriving the quasi-linear system:
∂tW +A(W )∂xW = V˜, (2.90)
where W = (U, b)T and
A(W ) :=
(
A(U) := F ′(U) −S(U)
0 0
)
. (2.91)
Now we still call the system hyperbolic, if A(W ) has n+1 real eigenvalues for W ∈ Ω×R,
and strictly hyperbolic if they are distinct also.
For these kinds of systems there exists a more general theory, expanding into the non-
conservative case, where not all of the terms depending on the derivatives or the compo-
nents of U can be included into a Jacobian matrix of a flux function F , e.g. [Par06].
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In [GP01] Gerbeau and Perthame derived a closed model for the Shallow Water equations
including a friction term derived by assuming a parabolic profile. Commencing from
the incompressible Navier-Stokes equations they develop a “hydrostatic viscous system”
similar to system (2.64) - (2.66) and then a depth-averaged Shallow Water system similar
to (2.83), (2.84). Their main result, however, is the system involving the parabolic profile
for the velocity, yielding a corrected friction term and hence a first order approximation
in ε to the Navier-Stokes solutions. This can also be compared to the results of [Klo10].
Gerbeau’s and Perthame’s results have been extended to the case of a slowly varying
bottom topography, cf. [FS04].
3.1. The model of Gerbeau and Perthame
3.1.1. Preliminaries
Starting from the Navier-Stokes equations for incompressible flow (2.64) - (2.66), Ger-
beau and Perthame introduced further assumptions to simplify the equations. Beside
incompressibility the basic assumptions for their work are homogeneity, which in this
case means ρ(x, z, t) ≡ const, a vanishing topography, i.e., b ≡ 0, constant viscosity and
no occurrence of folding. The latter condition means that, assuming the region occupied
by the flow can be described by an indicator function φ, this function takes on the form:
φ(x, z, t) =
{
1 for 0 ≤ z ≤ h(x, t)
0 otherwise
(3.1)
Under advection, the fluid region deforms according to the condition:
∂tφ+ ∂x(φu) + ∂z(φw) = 0. (3.2)
In the general case, the indicator function φ does not need to be of the form (3.1) for all
times even if it is initially. Gerbeau and Perthame assumed no folding, i.e., an indicator
function as given in (3.1) for all times, as do we in the following.
With a vanishing bottom topography the Navier friction condition takes on the form:
κu− σxz = 0 for z = 0, (3.3)
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where κ is, again, a friction coefficient. The no-penetration condition at the bottom reads
as:
w = 0 for z = 0. (3.4)
At the surface, we have the no-stress conditions (2.17) and (2.18), but due to incompress-
ibility some terms vanish:
p∂xh+ µ [−2∂xu∂xh+ ∂zu+ ∂xw] = 0 for z = h(x, t) (3.5)
p+ µ [−2∂zw + ∂zu∂xh+ ∂xw∂xh] = 0 for z = h(x, t). (3.6)
3.1.2. Approximations to the Navier-Stokes equations
Approximations in O(ε)
Now, Gerbeau and Perthame introduced a Shallow Water scaling as we did in the previ-
ous chapter, i.e., introducing reference values to gain dimensionless variables and equa-
tions, they are interested in the limit zref/xref =: ε → 0. Thus, they also gain the
non-dimensional equations (2.64) - (2.66), assume ρ = 1 and send all the terms in ε2 to
zero:
∂xu+ ∂zw = 0, (3.7)
∂tu+ ∂xu
2 + ∂z(wu) +G∂xp = 2ν∂xxu+
ν
ε2
∂zzu+ ν∂xzw, (3.8)
G(∂zp+ 1) = 2ν∂zzw + ν∂xzu, (3.9)
as well as the dimensionless boundary conditions:
ν
ε2
∂zu = 2ν∂xh∂xu− p∂xh− ν∂xw for z = h(x, t), (3.10)
Gp− 2ν∂zw = 0 for z = h(x, t) (3.11)
and
εγu− ν∂zu = 0 for z = 0, (3.12)
w = 0 for z = 0. (3.13)
Alternative formulation
Considering the no-penetration condition, integrating (3.7) yields:
w(x, z, t) = −
∫ z
0
∂xu(x, ζ, t) dζ, (3.14)
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while integrating (3.9) on [z, h] using (3.11) and (3.7) yields:
p(x, z, t) = (h(x, t)− z)− ν
G
(∂xu(x, z, t) + ∂xu(x, h(x, t), t)) (3.15)
Summarizing these transformations, the system (3.7) - (3.9) with the conditions (3.10) -
(3.13) is equivalent to the system:
∂tu+ ∂xu
2 + ∂z(wu) +G∂xp = 2ν∂xxu+
ν
ε2
∂zzu+ ν∂xzw, (3.16)
w(x, z, t) = −
∫ z
0
∂xu(x, ζ, t) dζ, (3.17)
p(x, z, t) = (h(x, t)− z)− ν
G
(
∂xu(x, z, t)
+ ∂xu(x, h(x, t), t)big), (3.18)
with the conditions (3.2), (3.10) and (3.12).
Now, solutions of this system obviously also fulfill the depth-integrated equation (3.2).
First, integrating from 0 to ∞ yields:
0 =
∫ ∞
0
∂tφ dz +
∫ ∞
0
∂xφu dz +
∫ ∞
0
∂zφw dz
= ∂t
∫ ∞
0
φ dz + ∂x
∫ ∞
0
φu dz + ∂z
∫ ∞
0
φw dz
= ∂t
∫ h
0
(x, t)1 dz + ∂x
∫ h
0
(x, t)u dz + ∂z
∫ h
0
(x, t)w dz (3.19)
and thus, since the last integral in the equation above does not depend on z:
∂th+ ∂x
∫ h
0
u dz = 0, (3.20)
describing a volume conservation property. Additionally, integrating on [0, h) using this
last equation and the Leibniz formula yields:
∂th+ u(h)∂xh− w(h) = 0 (3.21)
which describes the evolution of the surface for a given velocity vector. With this result
and the properties (3.10) and (3.12) we can integrate (3.2) to get:
∂t
∫ h
0
u(x, z, t) dz + ∂x
∫ h
0
u2(x, z, t) dz + ∂x
∫ h
0
p(x, z, t) dz
= −γ
ε
u(x, 0, t) + ∂x
∫ h
0
2ν∂xu(x, z, t) dz. (3.22)
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In this equation Gerbeau and Perthame plugged in a vertical parabolic profile for the
horizontal velocity u to be able to evaluate all the occurring terms with knowledge of h
and u only. Thus, together with (3.20), they gain a conservative system with source term
which can be solved with a wide selection of suitable numerical methods.
3.1.3. Viscous Shallow Water
Depth-integration and Shallow Water with friction
First, to simplify the equations further, they introduced the depth-averaged variables u¯
and u¯2:
u(x, t) =
1
h(x, t)
∫ h
0
u(x, z, t) dz, (3.23)
u2(x, t) =
1
h(x, t)
∫ h
0
u2(x, z, t) dz. (3.24)
Thus they could write equation (3.20) as:
∂th+ ∂xhu dz = 0. (3.25)
Also, in the regime
ν = εν¯ and γ = εγ¯ (3.26)
they could derive the approximations
u(x, z, t) = u(x, 0, t) +O(ε) and u2(x, t) = u2(x, 0, t) +O(ε) (3.27)
and
p(x, z, t) = h(x, t)− z +O(ε). (3.28)
Collecting these results and rewriting the equations (3.25) and (3.22) yet again yield a
Shallow Water system with friction as an approximation in O(ε). To recover variables
with dimension, one multiplies with
zrefu
2
ref
xref
:
∂th+ ∂xhu = 0, (3.29)
∂thu+ ∂xhu
2 +
g
2
∂xh
2 = − κ
ρref
u. (3.30)
Note that we still have a factor 1ρref in these equations, as the density ρ is scaled to 1.
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Viscous Shallow Water model
The improvement over the previous result that stems from Gerbeau’s and Perthame’s work
now lies in the order of the approximation. Considering the no-stress condition (3.10) in
conjunction with the hydrostatic pressure (3.28) and the first-order approximation (3.30)
(which needs to be put in dimensionless form again) yields:
ν¯
ε
∂zzu = − γ¯
h
u(x, 0, t) +O(ε). (3.31)
Now integrating in z and considering the boundary condition (3.12) yields the parabolic
correction:
u(x, z, t) =
(
1 +
γ¯εz
ν¯
(
1− z
2h
))
u(x, 0, t) +O(ε2), (3.32)
which can now in turn be used to gain a more detailed view on the vertical velocity profile.
This can be used in several terms of the above equations:
u =
(
1 +
γ¯εh
3ν¯
)
u(x, 0, t) +O(ε2) (3.33)
u2 = u2 +O(ε2) (3.34)
p(x, z, t) = (h(x, t)− z)− 2 ν¯ε
G
∂xu(x, t). (3.35)
With these equations, the momentum equation (3.22) transforms to:
∂thu+ ∂xhu
2 +
1
2
∂xh
2 = − γ¯
1 + γ¯εh3ν¯
u+ ∂x (4ν¯εh∂xu) +O(ε
2). (3.36)
Thus, dropping the O(ε2) and multiplying with
zrefu
2
ref
xref
again to recover variables with
dimension, the viscous Shallow Water equations of Gerbeau and Perthame read as:
Definition 3.1 (Shallow Water equations of Gerbeau and Perthame).
∂th+ ∂xhu = 0, (3.37)
∂thu+ ∂xhu
2 +
g
2
∂xh
2 = −κvsvu+ 4 µ
ρref
∂x(h∂xu), (3.38)
with
κvsv =
κ
ρref
(
1 + κh3µ
) (3.39)
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3.2. Alternative models
Several alternative approaches to define a quadratic polynomial reflecting the vertical
profile of the horizontal velocities have been considered based on a general approach
devised in an internal work paper, cf. [FNP09]. The idea was to use a generic quadratic
polynomial and define conditions that connect this polynomial with the average velocity
and a variety of boundary conditions to gain the coefficients.
3.2.1. Variant of Kloss
In the diplomarbeit (master thesis) of Katharina Kloss [Klo10] analyzed the following
procedure: For a given point x∗ at time t∗, Kloss starts with the ansatz-polynomial:
upoly(z) = a2(z − z0)2 + a1(z − z0) + a0, (3.40)
where z0 =
1
2(η(x
∗, t∗) + b(x∗, t∗)) is the midpoint of the flow in z-direction and upoly(z) is
supposed to describe the profile u(x∗, z, t∗). In the following we will neglect the non-trivial
bottom topography b of the original considerations and assume ∂xb = 0, ∂tb = 0, hence
η(x, t) = h(x, t).
Now, assuming the regime:
ν = εν¯ and γ = εγ¯ (3.41)
the boundary conditions (3.10) and (3.11) simplify to:
ν¯
ε
∂zu = 0 for z = h(x, t) (3.42)
p = 0 for z = h(x, t) (3.43)
Working with the first no-stress condition at the surface together with a no-slip condition
u(x, b(x, t), t) = 0 for all x, t, the conditions for the coefficients ai are chosen as:
u(x, 0, t) = 0 (3.44)
∂zu(x, h(x, t), t) = 0 (3.45)
1
h
∫ h
0
upoly dz = u, (3.46)
with u as defined in (3.23). This, together with the ansatz (3.40) immediately leads to
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the linear system of equations:
1
4
h2a2−1
2
ha1+a0 = 0 (3.47)
ha2 +a1 = 0 (3.48)
h2
12
a2 +a0 = u. (3.49)
These conditions include the boundary conditions as used by Gerbeau and Perthame,
albeit in the formal asymptotic κ = ∞. This no-slip case was explicitely included in
the results of [GP01]. In contrast to their work, the last condition demands the depth-
averaged profile upoly to coincide with the value u used in the formulation of the model
equations. Thus, instead of formulating the viscosity and friction conditions in terms of
u(x, 0, t) and then replace this with
(
1 + γ¯εh3ν¯
)
u in a zero or first order approximation,
the dependence of the profile on the depth-averaged velocity is included in the initial
conditions. The solution to (3.44) - (3.46) found in [Klo10] yields:
upoly(z) = −3
2
u
h2
(z − z0)2 + 3
2
u
h
(z − z0) + 9
8
u. (3.50)
The depth integral of the squared velocity is then approximated by:
hu2 ≈
∫ h
0
u2poly dz =
6
5
u2h. (3.51)
Now, neglecting terms in O(ε) and assuming the regime ν = εν¯, the equations (3.8) and
(3.9) simplify to
∂tu+ ∂xu
2 + ∂z(wu) +G∂xp =
ν¯
ε
∂zzu, (3.52)
G(∂zp+ 1) = 0, (3.53)
Depth-integrating these equations and the continuity equation (3.7) using the parabolic
polynomial upoly we get a new set of viscous Shallow Water equations. Firstly, (3.53)
yields a hydrostatic pressure p(x, z, t) = h(x, t)− z. Then, the viscous term on the right
hand side of (3.52) yields: ∫ h
0
ν¯
ε
∂zzu dz = −3 ν¯
ε
u
h
. (3.54)
Collecting the results above, multiplying with
zrefu
2
ref
xref
again to recover variables with di-
mension and dropping the · we get the system:
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Definition 3.2 (Shallow Water equations (Variant of Kloss)).
∂th+ ∂xhu = 0 (3.55)
∂thu+ ∂x
(
6
5
hu2
)
+
g
2
∂xh
2 = −3 µ
ρref
u
h
(3.56)
Unlike the results of Gerbeau and Perthame, here a Boussinesq coefficient of u2/u2 =
6/5 6= 1 enters the equations.
3.2.2. Variant of Amat
In [AyG09], another diplomarbeit (master thesis), Daniel Amat y Garcia while staying in
the general setting as Kloss, used a different set of conditions to gain the coefficient and
thus the profile information. Instead of the no-slip condition of the previous section, he
analyzed a profile gained under the assumptions of Navier friction conditions both at the
surface and the bottom as well as depth-integration of the polynomial profile yielding u
again:
α0u = ∂zu(x, 0, t), (3.57)
α1u = ∂zu(x, h(x, t), t), (3.58)
1
h
∫ h
0
upoly2 dz = u. (3.59)
In the parameters α0, α1 depend on the rescaled viscosity and friction coefficients and
on the Shallow Water coefficient ε due to boundary conditions of the form (3.12). With
the ansatz-polynomial a2(z − z0)2 + a1(z − z0) + a0 the conditions above give the linear
system:
−ha2+a1 = α0u, (3.60)
ha2+a1 = α1u, (3.61)
h2
12
a2 +a0 = u. (3.62)
The profile upoly2(z) thus gained reads:
upoly2(z) =
α1 − α0
2h
(z − z0)2u+ α1 + α0
2
(z − z0)u+
(
h(α0 − α1)
24
+ 1
)
u. (3.63)
Assuming α1 = 0 to have a better comparison to the results of Kloss, this transforms to:
upoly2(z) = −
α0h
2
u
h2
(z − z0)2 + α0h
2
u
h
(z − z0) +
(
α0h
24
+ 1
)
u. (3.64)
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For α0 =
3
h this is equal to the profile of Kloss, (3.50). However, this choice of α0 yields
a very large parameter, as we will see in the following. First, integration of the squared
velocity gives: ∫ h
0
u2 dz =
([
(α1 + α0)
2
45
+
α1α0
180
]
u2h3 + u2h
)
, (3.65)
and thus, for α1 = 0,
1
h
∫ h
0
u2 dz =
(
1 +
(α0h)
2
45
)
u2. (3.66)
As Amat works with the same basic equations describing the flow, we can use the profile
(3.63) in the momentum equation (3.52), especially in the viscous term on the right hand
side:
ν¯
ε
∂zzu =
ν¯
ε
α1 − α0
h
u (3.67)
and thus, for α1 = 0,
ν¯
ε
∂zzu = − ν¯
ε
α0
h
u. (3.68)
Thus the system Amat derived reads as, for α1 = 0:
∂th+ ∂xhu = 0, (3.69)
∂thu+ ∂x
(
α20
45
u2h3 + u2h
)
+
G
2
∂xh
2 = −α0 ν¯
ε
u, (3.70)
where the viscous term is the integrated right hand side of (3.68). Multiplying by
zrefu
2
ref
xref
again to recover variables with dimension and dropping the · we get the system:
Definition 3.3 (Shallow Water equations (Variant of Amat)).
∂th+ ∂xhu = 0 (3.71)
∂thu+ ∂x
(
κ2
45µ2
u2h3 + u2h
)
+
g
2
∂xh
2 = − κ
ρref
u. (3.72)
The main result of [AyG09] however is a comparison between the Shallow Water equa-
tions with velocity profiles and the multilayer approach of the following chapter. The
multiple layers, i.e. the depth-discretization, give us more freedom in the choice of condi-
tions on the profile. In all of the above, the shapes of the profiles are determined mostly
by various boundary conditions at the bottom and at the surface, with the viscosity play-
ing only a minor role. Of course, for the evolution of the depth-integrated variables, the
influence of viscosity is also given by the viscous terms remaining on the right hand side
of the momentum equations of the different models. A more precise comparison will can
be found after chapter describing the multilayer approach.
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3.2.3. Boussinesq coefficients
As noted earlier, the Boussinesq factor in the model of Kloss is 65 , cf. (3.51). For the
model of Gerbeau and Perthame the Boussinesq factor is 1 for the approximation in O(ε),
as can be seen in (3.34).
The Boussinesq coefficient 1 +
(α0h)
2
45 of Amat, cf. (3.66), however, depends on α0 and
h, but in combination with a small factor 145 . In fact, in [AyG09], for physically founded
choices of α0 and a rescaled water height of h ≤ 1, the profile is almost constant and the
difference between 1h
∫ h
0
u2 dz and u2 is small. In terms of the Navier friction coefficient
and viscosity, the parameter α0 is given by α0 =
εγ¯
ν¯ . With a typical value of the ratio
between the (turbulent) viscosity and the friction coefficient of γ¯/ν¯ = 10 and ε = 0.01, the
parameter α0 = 0.1, so the Boussinesq coefficient for these choices is 1+
(α0h)
2
45 ≤ 1.00023,
which is close to 1.
Thus we can see from these coefficients that the profiles of Amat and Gerbeau/Perthame
are close to the constant value u for typical choices of parameters, which is also confirmed
by the results in [AyG09]. The profile of Kloss on the other hand varies more form the
constant profile, mainly due to the no-slip condition on the bottom which determines the
velocity at the bottom u(x, 0, t) explicitly.
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Density
In [Aud05] Audusse developed a model based on the idea of laminar flows. As a inter-
mediate model between full 2D/3D-Navier-Stokes and 1D/2D Shallow Water equations
with and without friction, Audusse proposed a multi-layer Shallow Water model to gain
information on the vertical profile for the horizontal velocities by discretizing in depth
and then used this information to refine the physical modeling of the shallow flow. The
goal of this approach was to gain a model including the effects of velocity profiles while
keeping the efforts for the numerical solving comparable to the classic pure Shallow Wa-
ter case without friction. The results of [Aud05] are the basis for a series of papers,
cf. [AB07, ABD08, ABPSM11b, ABPSM11a, ABSMS11].
4.1. Preliminaries
The underlying equations describing the flow under consideration are also the incompress-
ible Navier-Stokes equations like in Section 3.1, more precisely, their first order approx-
imations (2.70) - (2.72). In addition, like Gerbeau and Perthame, Audusse assumed a
flat bottom, constant viscosity and no folding, i.e., the free surface η(x, t) = h(x, t) is a
function of x and t. Also, the flow is assumed to be incompressible. At the boundaries
a Navier friction condition and a no-penetration condition at the bottom are assumed as
well as no-stress and kinematic conditions at the surface. Also, the dependence of ν and
γ on the Shallow Water coefficient ε is assumed:
ν = εν¯ γ = εγ¯. (4.1)
So, the equations Audusse starts his analysis on are:
∂xu+ ∂zw = 0, (4.2)
∂tu+ ∂xu
2 + ∂z(wu) +G∂xp =
ν¯
ε
∂zzu, (4.3)
G(∂zp+ 1) = 0. (4.4)
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together with the boundary conditions:
ν¯
ε
∂zu = 0 for z = h(x, t), (4.5)
p = 0 for z = h(x, t), (4.6)
ν¯
ε
∂zu− γ¯u = 0 for z = 0, (4.7)
w = 0 for z = 0 (4.8)
and the hydrostatic pressure:
p(x, z, t) = (h(x, t)− z). (4.9)
4.2. Multilayer Shallow Water equations
The main idea of Audusse’s model is to discretize the flow in z-direction. Whereas Shallow
Water models usually are based on a fully depth-averaged velocity U , he introduces a
number M of numerical layers for some numerical parameter M ∈ N. Thus he gains the
intermediate water heights Hα(x, t) with:
0 = H0(x, t) ≤ H1(x, t) ≤ . . . ≤ HM−1(x, t) ≤ HM (x, t) = h(x, t). (4.10)
Between these intermediate heights, different layers of the flow can be identified. The lay-
ers and the intermediate heights are strictly numerical as there are no ways to distinguish
the layers by their physical properties. As a defined volume of the flow though, we can
follow their paths under advection under certain circumstances.
As Gerbeau and Perthame did with the total height, the layers can also be identified
using the indicator functions φα:
φα(x, z, t) =
{
1 if Hα−1(x, t) ≤ z ≤ Hα(x, t)
0 otherwise.
∀α ∈ {1, . . . ,M} (4.11)
Like before, these indicator functions evolve in time according to
∂tφα + ∂xφαu+ ∂zφαw, (4.12)
as the layers are advected by the flow and thus the indicator values change over time.
With the definition of the intermediate water heights Hα it is also possible to describe
the thicknesses and local averaged velocities of the different layers:
hα(x, t) = Hα(x, t)−Hα−1(x, t) ∀α ∈ {1, . . . ,M}, (4.13)
uα =
1
hα(x, t)
∫ Hα
Hα−1
u(x, z, t) dz. (4.14)
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This is analog to the depth-averaging of Section 2.3. This sub-division in different layers
enables Audusse to compute with different horizontal velocities over the vertical axis and
thus get a discrete profile of the velocities. In the case of equal layer heights the integral
over the total height is equal to the average value of the velocities uα.
With the above setting the following theorem can be proven:
Theorem 4.1 (from [Aud05]). The multilayer Saint-Venant system with friction defined
by
∂th1 + ∂xh1u1 = 0, (4.15)
∂th1u1 + ∂xh1u
2
1 + gh1∂x
M∑
β=1
hβ = 2
µ
ρref
u2 − u1
h2 + h1
− κ
ρref
u1, (4.16)
∂thα + ∂xhαuα = 0, (4.17)
∂thαuα + ∂xhαu
2
α + ghα∂x
M∑
β=1
hβ = 2
µ
ρref
uα+1 − uα
hα+1 + hα
− 2 µ
ρref
uα − uα−1
hα + hα−1
for α = 2, . . . ,M − 1
(4.18)
∂thM + ∂xhMuM = 0, (4.19)
∂thMuM + ∂xhMu
2
M + ghM∂x
M∑
β=1
hβ = −2 µ
ρref
uM − uM−1
hM + hM−1
, (4.20)
results from a formal asymptotic approximation in O(ε) coupled with a vertical discretiza-
tion of the hydrostatic model and therefore of the Navier-Stokes equations.
The derivation of the mass equations for each layer is analog to the transformations
Gerbeau and Perthame used to gain the mass equation and the kinematic boundary
condition from the equation (3.2) in the single-layer case. Every indicator function φj is
advected by the flow, yielding the equations (4.12). Audusse performs a depth-integration
for each of these equations, yielding M mass equations and kinematic boundary condition:
∂thα + ∂xhαuα = 0, (4.21)
∂tHα + u(x,Hα(x, t), t)∂xHα − w(x,Hα(x, t), t) = 0. (4.22)
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The x-derivative of the hydrostatic pressure (4.9) can also be depth-integrated over each
of the M layers, which yields: ∫ Hα
Hα−1
∂xp dz = hα∂xhα. (4.23)
This expression for the pressure term and the kinematic boundary conditions at the
intermediate heights are useful in the depth integration of the equation (4.3). Considering
the left hand side of this equation, one gets:∫ Hα
Hα−1
∂tu+ ∂xu
2 + ∂zuw + ∂xp dz (4.24)
= ∂t
∫ Hα
Hα−1
u dz + ∂x
∫ Hα
Hα−1
u2 dz +
∫ Hα
Hα−1
∂xp dz − u(x,Hα, t)∂tHα
+ u(x,Hα−1, t)∂tHα−1 − u2(x,Hα, t)∂xHα + u2(x,Hα−1, t)∂xHα−1
+ uw(x,Hα, t)− uw(x,Hα−1, t)
(4.25)
= ∂t
∫ Hα
Hα−1
u dz + ∂x
∫ Hα
Hα−1
u2 dz +
∫ Hα
Hα−1
∂xp dz
− u(x,Hα, t) (∂tHα + u(x,Hα, t)∂xHα − w(x,Hα, t))
+ u(x,Hα−1, t) (∂tHα−1 + u(x,Hα−1, t)∂xHα−1 − w(x,Hα−1, t))
(4.26)
= ∂t
∫ Hα
Hα−1
u dz + ∂x
∫ Hα
Hα−1
u2 dz + hα∂xhα. (4.27)
The right hand side of (4.3) can be integrated straightforward, so all in all the integration
of equation (4.3) yields:
∂t
∫ Hα
Hα−1
u dz + ∂x
∫ Hα
Hα−1
u2 dz + hα∂xhα
=
ν¯
ε
(
∂zu(x,Hα(x, t), t)− ∂zu(x,Hα−1(x, t), t)
)
. (4.28)
Now, recalling the equations (4.3), (4.5) and (4.7), the following holds:
∂zzu = O(ε) ∂zu|z=0 = O(ε) ∂zu|z=h = 0 (4.29)
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and thus, using Taylor’s expansion, we can first show u(x, z, t) = u(x, 0, t) + O(ε) and
then:
u(x, z, t) = uα +O(ε) for Hα−1(x, t) ≤ z ≤ Hα(x, t), (4.30)
1
hα(x, t)
∫ Hα
Hα−1
u2(x, z, t) dz = u2α(x, t) +O(ε), (4.31)
thus we have a Boussinesq-factor of 1. With these expressions the depth-integrated equa-
tion (4.28) can be written as
∂thαuα + ∂xu
2 + hα∂xhα =
ν¯
ε
(
∂zu(x,Hα(x, t), t)− ∂zu(x,Hα−1(x, t), t)
)
+O(ε). (4.32)
Dropping the O(ε) yields a zero order approximation of the original equations and thus of
the Navier-Stokes equations, considering the various simplifying assumptions. Variables
with dimension are regained as in the derivation of Gerbeau and Perthame by multiplying
with
zrefu
2
ref
xref
. The partial derivative in z for u in the remainder of the viscous term, i.e.,
the right hand side of (4.28), is discretized as a finite difference between the velocities of
the adjacent layers:
∂zu(x,Hα(x, t), t) ≈ uα+1 − uα1
2(hα+1 + hα)
. (4.33)
Taking the boundary conditions into account, especially the conditions for ∂zu, the equa-
tions (4.15) - (4.20) are derived from the hydrostatic equations (4.2) - (4.9) and the
corresponding boundary conditions.
As described later on in Chapter 8, multilayer Shallow Water equations can become
non-hyperbolic, as opposed to the single layer case. This can happen also to the equations
above, but Audusse gives a different formulation for the equations. Shifting the problem-
atic terms on the right hand side he gains a hyperbolic left hand side, which can then be
treated with well-known schemes for hyperbolic conservation laws, while the right hand
side is treated in a second step, cf. Chapter 5.
The final form of the equations is:
Corollary 4.2. The multilayer Saint-Venant system with friction (4.15)-(4.20) is equiv-
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alent to
∂th1 + ∂xh1u1 = 0, (4.34)
∂th1u1 + ∂x
(
h1u
2
1 + g
h1
∑M
β=1 hβ
2
)
= g
∑M
β=1 hβ
2
∂x
(
h1∑M
β=1 hβ
)
+ 2
µ
ρref
u2 − u1
h2 + h1
− κ
ρref
u1,
(4.35)
∂thα + ∂xhαuα = 0, (4.36)
∂thαuα + ∂x
(
hαu
2
α + g
hα
∑M
β=1 hβ
2
)
= g
∑M
β=1 hβ
2
∂x
(
hα∑M
β=1 hβ
)
+ 2
µ
ρref
uα+1 − uα
hα+1 + hα
− 2 µ
ρref
uα − uα−1
hα + hα−1
for α = 2, . . . ,M − 1
(4.37)
∂thM + ∂xhMuM = 0, (4.38)
∂thMuM + ∂x
(
hMu
2
M + g
hM
∑M
β=1 hβ
2
)
= g
∑M
β=1 hβ
2
∂x
(
hM∑M
β=1 hβ
)
− 2 µ
ρref
uM − uM−1
hM + hM−1
.
(4.39)
For the system Audusse shows the following properties ((P2) is omitted):
Theorem 4.3 (from [Aud05]). Under the assumption (4.30) this new set-up of the same
system has the following properties
(P1) The system obtained by replacing the right hand side by zero is hyperbolic.
(P3) For suitable initial water height data, the non conservative terms in the right hand
side are “small” - they vanish in the Saint-Venant approximation hα = h/M , uα =
u.
(P4) The sum on all the layers of the equations that describe the evolution of the water
height and of the discharge in each layer is a first order approximation of the classic
Saint-Venant system - left and right hand side considered separately.
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Thus we gained a hyperbolic system on the left hand side, which can be solved with an
corresponding Riemann-solver in a Finite Volume approach. The right hand side terms
can be treated according to the nature of the terms as source terms or in an implicit
auxiliary step, as will be shown in the following chapter.
Also, the connection to the monolayer Saint-Venant system made in (P3) and (P4)
shows that the model is consistent with this well-known and widely used system.
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Water
The numerical treatment of the different Shallow Water models with viscous and friction
terms described in the preceding chapters differs little for the models based on profiles,
but need some more attention for the multilayer equations.
All of the schemes below use a Finite Volume approach for the conservative, hyperbolic
part. For a detailed description and derivation of the Finite Volume approach and the
properties, cf. the textbooks of LeVeque [LeV92, LeV02] Godlewski and Raviart [GR96]
or especially for balance laws the textbook of Bouchut [Bou04].
5.1. Finite Volume schemes
5.1.1. Discretization and conservation laws
For this approach we define a grid of cells, i.e. a set of small volumes that do only intersect
at the boundaries and whose union is equal to the whole computational domain. This
grid is the basis of the discretization. By integrating and averaging of the variables U over
each cell, we can define a cell-wise constant function describing the discretized quantities.
In 1D, the computational domain is split up in cells of equal length ∆x with midpoints
xi and interfaces xi+ 1
2
for i ∈ Z, i.e. the cell i with midpoint xi is determined by the
lower and upper boundaries xi− 1
2
, xi+ 1
2
with xi− 1
2
< xi− 1
2
+ ∆x2 = xi = xi+ 12
− ∆x2 < xi+ 12 .
The physical quantities U(x, t) under consideration are averaged length-wise, yielding:
Ui(t) :=
1
∆x
∫ x
i+12
x
i− 12
U(x, t) dx (5.1)
where cell averaged quantities are denoted by a subscript denoting the corresponding cell.
A given set of partial differential equations depending on the variables U can also be
integrated to give equations for the cell-averaged quantities. If the given set of equations
can be written in form of a conservation law, the Finite Volume approach allows to exploit
this special form. A conservation law is of the form (2.85) with the right hand side set to
zero. For such a law we can rewrite the terms containing spatial derivatives as derivatives
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of a flux function F (U(x, t)) which depends on the values of the conserved quantities U
only. Integrating over a spatial grid allows the use of Gauss’ theorem to replace the spatial
derivatives in the integration by a surface integral. Thus we only need to integrate the
flux function along the edges of the cell to gain information on the time evolution of the
averaged values on the cell.
Formally integrating the generalized 1D conservation law (2.85) with the right hand
side set to zero yields:
0 =
1
∆x
∫ x
i+12
x
i− 12
∂tU + ∂xF (U) dx (5.2)
= ∂t
1
∆x
∫ x
i+12
x
i− 12
U dx+
1
∆x
∫ x
i+12
x
i− 12
∂xF (U) dx (5.3)
= ∂tUi +
1
∆x
(
F (U(xi+ 1
2
, t))− F (U(xi− 1
2
, t))
)
. (5.4)
Now, to get a fully discretized scheme, a way to evaluate the flux at the cell interfaces
and a suitable time-step discretization are needed. Concerning the flux evaluation, the
values of U at the interface are usually approximated using an approximate Riemann
solver. The cell-wise constant values Ui and the given conversation law define a series of
Riemann problems at the cell interfaces. Riemann problems are characterized by piecewise
constant initial data at time t0 with a single discontinuity or jump. For this kind of initial
data there exists a theory of weak solutions, i.e. discontinuous solutions. It is noteworthy
that the so-called Riemann solutions are constant in time at the position of the original
jump for all times t > t0 with |t − t0| sufficiently small. So usually the exact Riemann
solution is replaced by a numerical solution, as very little information about the whole
structure of the solution is needed in the Finite Volume scheme. The scheme to calculate
a numerical solution for a Riemann problem are called approximate Riemann solvers.
Generally, we can now describe a Finite Volume scheme in terms of time discretization
and a numerical flux function F(U, V ) based on an approximate Riemann solver that
numerically solves the Riemann problem with the states U and V left and right of the cell
boundary. If u∗(U, V ) is the constant value at the cell boundary of a weak solution of this
Riemann problem for t > t0, |t− t0|, then the numerical flux function is an approximation
F(U, V ) ≈ F (u∗(U, V )). (5.5)
If the numerical flux function is always equal to the right hand side of the approximation
above, then the numerical scheme is called the Godunov scheme. For a mere approxima-
tion of the value of the flux function for the exact Riemann solution, we call the resulting
scheme an approximative Godunov scheme or a Godunov-type scheme.
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Thus we can describe the numerical solver for the conservative part as:
0 = ∂tUi +
1
∆x
(
F (U(xi+ 1
2
, t))− F (U(xi− 1
2
, t))
)
(5.6)
≈ ∂tUi + 1
∆x
(
F(Ui−1(t), Ui(t))− F(Ui(t), Ui+1(t))
)
(5.7)
for a given numerical flux F based on the exact or an approximative Riemann solver. The
numerical flux is called consistent, if it is Lipschitz-continuous in both variables and
F(U,U) = F (U) (5.8)
holds.
A simple and straightforward way to discretize the remaining derivative in t is to in-
tegrate the whole equation in time. Assuming we have discrete times levels tn, n ∈ N,
tn+1 = tn + ∆tn where ∆tn is chosen small enough for the Riemann solutions at the cell
interfaces to be constant. Abbreviating Uni = Ui(t
n) we get:
0 =
∫ tn+1
tn
∂tUi dt+
1
∆x
∫ tn+1
tn
(
F (U(xi+ 1
2
, t))− F (U(xi− 1
2
, t))
)
dt (5.9)
⇔ Ui(tn+1) = Ui(tn) + 1
∆x
(∫ tn+1
tn
F (U(xi+ 1
2
, t)) dt−
∫ tn+1
tn
F (U(xi− 1
2
, t)) dt
)
(5.10)
≈ Ui(tn) + ∆t
n
∆x
(
F(Ui−1(tn), Ui(tn))− F(Ui(tn), Ui+1(tn))
)
. (5.11)
The last approximation can be made since the value of the Riemann solutions at the cell
boundaries xi−1/2, xi+1/2 is constant almost everywhere in time thus we can approximate
like in (5.5):
1
∆tn
∫ tn+1
tn
F (U(xi+ 1
2
, t)) dt ≈ 1
∆tn
∫ tn+1
tn
F(Ui−1(tn), Ui(tn)) dt (5.12)
=
1
∆t
F(Ui−1(tn), Ui(tn))
∫ tn+1
tn
1 dt (5.13)
= F(Ui−1(tn), Ui(tn)) (5.14)
=: Fni−1/2. (5.15)
Of course, the time discretization can be carried out in a more elaborate way, as can
the spatial discretization. This will be outlined in the 5.1.3.
This kind of scheme is related to the finite difference approach, where the spatial deriva-
tives are replaced by difference quotients of values at some points xi. In 1D, this would
be the midpoints of the cells.
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Condition of stability
Hyperbolic systems have finite propagation speeds for the information and thus at every
point there is a well-defined domain of dependence, meaning that the value at (x, t) might
depend on all the values at (xmin(s), xmax(s) at time s < t. For the numerical schemes
we have to take care that the time step ∆tn is small enough to avoid the solution at one
cell boundary to be influenced by the solution at the other, as then the assumption of one
constant state at each boundary xi±1/2 cannot be upheld. Thus, we impose the following
condition of stability, also known as CFL-condition:
∆tn ≤ cfl ∆x
maxi,p
(|λni,p|) , (5.16)
where λni,p are the eigenvalues of the Jacobian matrix of the flux F in cell i. Taking the
maximum yields the maximal propagation speeds at time tn. The number cfl , known as
CFL-number, usually lies in the interval (0, 1). Thus the time step is chosen in such a way
that the information from one boundary of each cell cannot reach the other boundary in
the time increment ∆tn.
5.1.2. Source terms
Source terms are terms like the term S(U, ∂xb) on the right hand side of (2.85). They
depend on the variable U but not on its derivatives. As they cannot be included in a flux
function they render the differential equation non-conservative. However, since they do
not depend on the derivatives, they can still be included in a generalized framework of the
Finite Volume schemes and still allow for a similar analytical and numerical treatment.
The discretization of source terms needs some consideration as there are moving and
non-moving equilibria, i.e., steady states for which the flux function and the source
terms do not vanish but cancel out. Depending on the numerical method to calculate
the approximative solution, these states may not be in numerical equilibrium. This
means that the original initial data is in equilibrium, i.e. time independent, but the
discretized data changes under application of the numerical method. Thus, given a
notion of numerical equilibria that allows to connect discretized data with an exact
equilibrium, we call a scheme well-balanced, if it leaves such a numerical equilibrium
unchanged. Details can be found in [Bou04] and in the following discussion of the
different schemes and discretizations. For balance laws, especially the Shallow Wa-
ter equations, well-balanced schemes have been of special interest in recent years, cf.
[GL96, LeV98, PS01, ABB+04, PC04, XS05, XS06, NPPN06, Fri06, NXS07, PNGN07,
LMNK07, CGLGP08, CPPT10, NXS10, XSN11].
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5.1.3. 2nd and higher order schemes
To obtain a higher order of convergence for the Finite Volume schemes, a very common
method is to split the discretization in space and time, then enhance the accuracy of the
numerical flux and the source term discretization, and finally apply a method for ordinary
differential equation of suitable order for the time discretization.
For the accuracy of the numerical flux usually two different but in the end very similar
and often equivalent approaches can be considered:
First, flux limiter methods, i.e., methods, that switch smoothly between a first order
and a second or higher order numerical flux. This can be done using some weight that
depends on the smoothness of the numerical solution, as second order methods can show
oscillations at discontinuities but are more accurate in smooth regions. Schemes that
do not introduce oscillations in the initial data are called TVD schemes. A variety of
first-order TVD schemes has been developed in the past. For second order TVD methods
it has been shown that they must degenerate to first order accuracy at extreme points of
the data. Thus this approach using two TVD methods yields a TVD method which is
in fact up to second order accurate in smooth regions and produces no oscillations near
discontinuities.
Second, slope limiter methods, i.e. methods for which the data left and right of a cell
boundary is somehow reconstructed as a piecewise non-constant function. This leads to
more accurate numerical fluxes and source term discretizations, but might also introduce
additional high order correction terms as the spatial derivatives inside each cell do not
vanish anymore.
Generally, for a slope limiter, spatial reconstruction at the cell interfaces leads to cor-
rected approximative values U−
i+1/2
(t), U+
i+1/2
(t) left and right of the cell interface xi+1/2.
For a consistent numerical flux, the accuracy of the spatial reconstruction can immediately
translated into the accuracy of the numerical flux. Of course, if the approximative value
for, say, U−
i+1/2
(t) differs from Ui(t)and U
+
i−1/2(t), the approximative solution cannot be
considered cell-wise constant, giving rise to non-vanishing inner-cell integrals. WENO-
reconstruction methods [JS96, Shu98, SHS02] and min-mod limiters [LeV92] fall under
the slope limiter approach.
5.2. Profile-based Models
5.2.1. The scheme of Gerbeau and Perthame
Gerbeau and Perthame solve the equations (3.37) and (3.38) by applying a first order ki-
netic solver for the Shallow Water equations, cf. [ABP00, PS01] and for a general overview
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of kinetic solvers also the textbook of Bouchut [Bou04] (for higher order hydrostatic re-
construction cf. [ABB+04]). The authors do not further detail the solver in [GP01].
Kinetic solvers in general however are based on the formulation of a particle density as a
new variable used to find an easy way to solve the original system in a higher dimensional
domain. The particle density is a function related to ficticious particles traveling at the
microscopic velocities ξ somehow distributed around the macroscopic, averaged velocity
u. The connection between the kinetic system and the original is made by a Gibbs equilib-
rium M , which can be interpreted as the distribution function M(x, t, ξ) whose integral∫
RM(x, t, ξ) dξ coincides with the total mass present at x at time t. Hence this approach
allows for a microscopic interpretation of the equations to be solved at a macroscopic level.
Fundamental properties like positivity of water height, entropy inequalities at the physical
correct treatment of vacuum areas can be shown to follow directly from the microscopic
interpretation.
5.2.2. The scheme of Kloss
Kloss uses an Finite Volume solver based on the HLL-Riemann solver. As the system
of equations can be written in the quasi-linear form (2.90), we have a system matrix A
for the Shallow Water equations. The eigenvalues for this system matrix are given as
λ1,2 = u ±
√
gh which is easy to compute for the two different values left and right of
a jump. These eigenvalues give the velocities of the waves traveling away from the cell
interface, transporting information of the time evolution of the approximate Riemann
solution. The most important information is, of course, in which general direction the
information is traveling.
Kloss uses the min-mod slope limiter to enhance accuracy and computes left and right
values for the water height h, the velocity u and the bottom topography b in each cell.
To denote the values, we use the superscript + for the value right of an interface, and −
for the value at the left, e.g. the velocity to the right of the interface xi+1/2 is denoted by
u+
i+1/2
.
The numerical flux for the HLL-solver is related to the Lax-Friedrichs flux, but includes
more direct information on the eigenvalues:
FHLL(Ui, Ui+1) (5.17)
=
s+
i+1/2
F (U−
i+1/2
)− s−
i+1/2
F (U+
i+1/2
)
s+
i+1/2
− s−
i+1/2
+
s+
i+1/2
s−
i+1/2
s+
i+1/2
− s−
i+1/2
(
U+
i+1/2
− U−
i+1/2
)
(5.18)
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with
s+
i+1/2
= max
(
u+
i+1/2
+
√
gh+
i+1/2
, u−
i+1/2
+
√
gh−
i+1/2
, 0
)
(5.19)
s−
i+1/2
= min
(
u+
i+1/2
−
√
gh+
i+1/2
, u−
i+1/2
−
√
gh−
i+1/2
, 0
)
, (5.20)
thus the velocities s+
i+1/2
, s−
i+1/2
approximate the velocities of the fasted right and left
going waves.
The viscous terms is discretized as:
Ri :=
(
0
−3 µρref
√
2hiui√
h4i+max(h
4
i ,∆x
4)
)
(5.21)
with the denominator chosen such as to avoid problems close to vacuum states.
The full scheme reads:
∂tUi(t) = − 1
∆x
(
FHLL(Ui(t), Ui+1(t))− FHLL(Ui−1(t), Ui(t))
)
+ Si(t) +Ri(t), (5.22)
where Si(t) is a suitable bottom topography source term discretization and for the time
discretization a Runge-Kutta of order 3 is used.
In [Klo10], the scheme is shown to be well-balanced for certain discrete equilibria.
5.2.3. The scheme of Amat
Amat uses a Roe solver (cf. [Roe81], but also [CMP01], [CMP+04] and of course [LeV92],
[Bou04]) for the conservative part of the monolayer system (3.71)-(3.72). As Roe inter-
mediates he uses the arithmetic mean. Despite being not in accordance with all of the
properties of a Roe-type solver, it seemed to be stable enough.
The main idea behind the Roe solver is to insert the so-called Roe intermediates into
the system matrix A of (2.91). Roe intermediates are intermediate values derived from
the constant left and right values of a Riemann problem. Thus the Roe solver is basically
a linearization of the original equation using a suitable Roe intermediate W (Ul, Ur) de-
pending on the left and right values Ul, Ur of a given Riemann problem. We can denote
the resulting Roe matrix with Arl := A(Ul, Ur) := A(W (Ul, Ur)). In the original work,
the following conditions have been formulated:
F ((Ul)− F (Ur) = A(Ul, Ur)(Ul − Ur), (5.23)
A(U,U) = A(U), (5.24)
A(Ul, Ur) has real eigenvalues and a complete set of eigenvectors. (5.25)
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While the first property ensures that a solution consisting of a single simple wave is
correctly approximated by the numerical scheme, the second postulates consistency of the
numerical flux while the third guarantees the hyperbolicity of the approximate system.
Computing a solution for linear systems is theoretically easy and is based on eigenvalue
decompositions of the original jump Ul − Ur. Thus, if the Roe matrix at the interface
xi+1/2 is denoted by Ai+1/2 := A(Ui, Ui+1), we decompose this matrix as:
Ai+1/2 = Ri+1/2Λi+1/2R
−1
i+1/2
, (5.26)
where Λi+1/2 is a diagonal matrix with the eigenvalues λp of Ai+1/2 along the diagonal
and Ri+1/2 be a matrix of right eigenvectors of Ai+1/2. We define the absolute value of
the matrix Λi+1/2 as: ∣∣Λi+1/2∣∣ := Λ+i+1/2 − Λ−i+1/2 (5.27)
where Λ+
i+1/2
:= diag(max(λp, 0)) and Λ
−
i+1/2
:= diag(min(λp, 0)) (so Λi+1/2 = Λ
+
i+1/2
+
Λ−
i+1/2
).
Now, the numerical fluxes can be defined as:
FRoe(Ui, Ui+1) =
1
2
(
F (Ui+1)− F (Ui)
)− 1
2
(
Ri+1/2
∣∣Λi+1/2∣∣R−1i+1/2) (Ui+1 − Ui).
(5.28)
Note that LeVeque and co-workers proposed another formulation of the Roe solver using
a decomposition of the jump in the fluxes F ((Ul)− F (Ur) in terms of eigenvectors. This
so-called f-wave approach has proven useful for a range of problem classes, cf. [LeV98],
[BLMR03], [LeV02], [Fri06].
As the viscous term does not include any derivatives, it can be computed on each cell
and, multiplied with the time step size ∆tn, enters the numerical scheme in the form of a
source term on each cell:
Un+1i = U
n
i +
∆t
∆x
(
FRoe(U
n
i−1, U
n
i )− FRoe(Uni , Uni+1)
)
+ ∆t
(
0
− κρrefuni
)
, (5.29)
where Uni :=
(
hni
uni
)
:=
(
h(xi, t
n)
u(xi, t
n)
)
is a vector of water height and velocity.
While the conservative part demands the usual CFL-condition
∆tn = C
∆x
max
(|λni,p|) (5.30)
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where the maximum in the denominator is computed over all eigenvalues at every cell
interface at the time step tn, the inclusion of the source terms demands another condition
on the time step:
∆tn ≤
∣∣∣∣− κρrefuni
∣∣∣∣−1 . (5.31)
5.3. Multilayer Model
In [Aud05], Audusse describes a numerical solver for the equations (4.15)-(4.20). The idea
is to treat the advective part with a kinetic Finite Volume scheme and the viscous right
hand side with an implicit solver. The two parts of the solution are then combined to
yield the solution in the next time step. To be able to do this, the model equations need to
be further transformed as the original equations are neither hyperbolic nor conservative.
5.3.1. The discretized system
Audusse takes the system (4.34) -(4.39) as basis for the numerical scheme. In this form
there is a conservative part in the equations that yields real eigenvalues for the discretiza-
tion. The first auxiliary step considers only the conservative terms and the additional
pressure source terms, not the viscosity terms which discretize the z derivatives of U .
The system is arranged in the form:
U∗α,i = U
n
α,i + ∆t
n/∆x
(
Fnα,i−1/2 − Fnα,i+1/2
)
−∆tnSnα,i, (5.32)
where the numerical fluxes Fnα,i−1/2 and the suitable source term discretization S
n
α,i are
defined for each layer α and the value U∗α,i is the approximation of the new cell averages
that will in a second auxiliary step be transformed to fit the conditions set by the viscosity
terms.
The numerical fluxes are defined using a kinetic approach devised by Audusse and co-
authors, cf. [ABP00], [PS01]. In the paper discussed here he gave the Gibbs equilibria
as:
Mα(x, t, ξ) =
hα(x, t)
c(x, t)
χ
(
ξ − uα(x, t)
c(x, t)
)
, (5.33)
c(x, t) =
√
g
∑M
β=1 hβ(x, t)
2
. (5.34)
The source term due to the special treatment of the pressure term to ensure hyperbolicity
is discretized using a min-mod-limiter for stability reasons.
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5.3.2. The implicit treatment of the viscosity terms
In the second half step the viscous effects are taken into account. The calculation of the
corrected velocities is based on an implicit formulation of the discretized z-derivatives.
Since the viscous term only affects the the velocities, we can take the new water heights
in the next time step as hn+1i = h
∗
i .
For the velocities, Audusse takes the discretized z-derivatives on the right hand sides
of the momentum equations (4.35), (4.37) and (4.39). Thus the viscous terms gives a
system with a tri band matrix (cf. [Aud05]):
a1i b1i 0 . . . 0
c2i a2i b2i
. . . 0
0 c1i
. . . . . .
...
...
. . . . . . aM−1,i bM−1,i
0 . . . 0 cMi aMi


un+1i,1
...
...
...
un+1i,M
 =

h∗i,1u
∗
i,1
...
...
...
h∗i,1u
∗
i,M
 (5.35)
with
a1i := h
n+1
i,1 +
2µ∆tn
ρref(h
n+1
i,1 + h
n+1
i,2 )
+
κ
ρref
∆tn (5.36)
aαi := h
n+1
αi +
2µ∆tn
ρref
(
1
(hn+1i,α + h
n+1
i,α+1)
+
1
(hn+1i,α + h
n+1
i,α−1)
)
(5.37)
aMi := h
n+1
Mi +
2µ∆tn
ρref(h
n+1
M−1,i + h
n+1
Mi )
(5.38)
bαi := − 2µ∆t
n
ρref((h
n+1
i,α + h
n+1
i,α+1)
(5.39)
cαi := − 2µ∆t
n
ρref(h
n+1
i,α + h
n+1
i,α−1)
. (5.40)
Solving this system gives the new velocities un+1i,j and thus the new discharges.
5.3.3. Numerical costs
Altogether the scheme of Audusse needs to compute numerical fluxes for each layer. In the
more refined approaches [ABPSM11b], [ABPSM11a], [ABSMS11] it is not necessary to
compute the numerical fluxes for all water heights, as the definition of the water heights
is only numerically motivated and does not represent a crucial, physically interesting
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quantity of the flow to be simulated. Nevertheless, the velocities of the different layers
need to be updated in addition to the second auxiliary step in which the viscosity is
accounted for. Numerically, this implicit step is of course very costly.
In [Aud05], for the scheme described here, Audusse estimates the numerical cost to be
slightly higher than the number of layers times the cost of the monolayer scheme, as the
time step condition is more restrictive in the multilayer case because of higher velocities
in some of the layers. Still, this scheme is twenty times faster than a comparable Navier-
Stokes solver.
While the numerical effort is increased using a multilayer system, the profiles for the
velocities are no longer prescribed in the model equations, allowing for different profiles
to form, especially when surface friction and stresses come into play, e.g., acceleration due
to wind stress.
5.4. Discussion
The different approaches described in the previous sections basically all address the same
problem: how to include friction at the bottom into the model and how can the influence
of the bottom friction on the whole flow from bottom to surface be modeled in accordance
with the viscous terms.
In the classic Shallow Water analysis the viscous terms drop out of the model equations
entirely, whereas in the models above the ratio ν¯/ε between viscosity and “shallowness”
is considered to be of the same scale as the other terms in the momentum equation. As
both terms are small, this seems to be reasonable, and yields a way to combine a slip
condition like the Navier friction with viscous terms with a constant turbulent viscosity
throughout the domain.
As Gerbeau and Perthame as well as Audusse showed, profile-based and multilayer
approaches are an improvement on the classic Shallow Water schemes with friction, where
the friction term is based only on the mean velocity of the flow. As long as the assumptions
made to introduce quadratic vertical velocity profiles are justified, the results produced
with the profile-based and multilayer models and schemes are in good approximation
of the results of full Navier-Stokes solvers, as was shown in the different original works
mentioned, cf. [GP01, Aud05].
Thus, the schemes lined out above compare well to the full discretization in depth-
direction needed for a Navier-Stokes solver using the same parameters, whereas for said
classic Shallow Water solvers with friction some parameter-fitting of the friction coefficient
would be needed.
However, the models based on profiles cannot be used in arbitrary situations, as the
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parabolic profiles are only rough approximations of more elaborate wall-laws and—more
important maybe in the context of shallow flows—neglect possible surface stresses alto-
gether.
The multilayer model, at least in its refined forms of [ABPSM11b], [ABPSM11a],
[ABSMS11], can handle bottom and surface stress terms simultaneously. Here, the profile
is a result of the various stresses and viscous terms acting on the flow, instead of being
imposed on the solution. Thus the model allows for more complicated scenarios where the
vertical profile of horizontal velocities is not sufficiently described by a parabolic function.
This includes flows with recirculation and also double gyre in a stratified, i.e., density-
layered, flow. The comparison with full Navier-Stokes solvers show good results at a much
lower computational effort. Compared to the profile-based approaches however the time
needed for comparable simulations usually is separated by a factor above the number of
layers.
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In the case of stratified fluids we have different values for the density ρ throughout the
domain, but the density variations are not due to compressibility, but due to different
physical properties such as temperature and salinity. Under most circumstances in a
Shallow Water setting, the time evolution of temperature and salinity is determined by
transport, as other effects are negligible, cf. [Bat99], [Vre94]. Thus also the time evolution
of the density can be described as a transport equation. Thus, moving with the flow, the
density remains unchanged, only when moving across the boundary between two regions
of different temperature or salinity we can notice a sudden change in density, i.e., a
discontinuity.
Thus we can use the incompressible equations (2.70) - (2.72) and the according bound-
ary conditions (2.74) - (2.76) and (2.10), (2.12). Note that in these equations we still have
an influence of the density ρ but eliminated the derivatives of ρ from our considerations
using equation (2.57), cf. Section 2.2.1.
The depth-averaging process of sec. 2.3 can now also be performed on the regions of
constant densities. The conditions at the interface between two regions of different density
can be included in additional pressure terms. These pressure terms, however, in addition
to bottom topography source terms, not only eliminate the conservativity of the resulting
equations, but also depend on the derivatives of the unknowns and thus render the usual
approach for weak solutions useless.
The original PDE was considered by [SS53], who study the eigenstructure of the two-
layer system (6.21) - (6.24), the stability of the layering and possible mixing scenarios.
Vreugdenhil described the derivation in his textbook [Vre94], cf. also the reference therein.
Armi and Farmer studied steady solutions of the equations introducing the rigid lid as-
sumption, introduced internal and composite Froude numbers to characterize the flow and
also performed measurements of layered flow in the strait of Gibraltar, [AF86], [FAAF88].
Lawrence reconsidered the Boussinesq approximation and the notion of Froude numbers
for two-layer flows in [Law90].
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6.1. Derivation of multi-layer Shallow Water equations
for stratified flows
6.1.1. Two-layer equations
h2(x, t)
h1(x, t)
h2u2(x, t)
h1u1(x, t)
x
η1 = h2 + b
η0 = h1 + h2 + b
h
b(x) η2 = b
Figure 6.1.: Sketch of a two-layer flow
We consider the equations (2.70) - (2.72) for two distinct, immiscible fluids of densities
ρ1, ρ2. The two regions of density are separated by the interface at water height η1(x, t) :=
h2(x, t) + b(x) for the lower layer thickness h2 and the bottom topography b. The surface
of the flow is given by η0 := h1(x, t) + h2(x, t) + b(x), so the thickness of the upper layer
is denoted by h1. This set-up is depicted in Figure 6.1.
As the derivation of the multilayer Shallow Water system, which we will define in (6.25)
- (6.26), is very similar to the two-layer case, we will denote the considered quantities
relatively to the layer j and assume j = 1, 2 at first. For the derivation of the multilayer
system, we only need to change the number of layers accordingly from 2 to M , now
assuming j = 1, . . . ,M and adjust the range of some of the sums occurring in the following.
Mass equation We start our derivation by noting that we can derive kinematic boundary
conditions at the interface between two layers, analog to the derivation of the kinematic
terms for the monolayer equations, cf. (2.10), (2.12). Thus we have kinematic conditions:
w = ∂tηj + u∂xηj , for z = ηj , j = 1, 2. (6.1)
Now we can formally integrate the equations above in the two regions between η0, η1
at the one hand and between η1, η2(x, t) := b(x) on the other using the Leibnitz rule,
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cf. (2.78):
0 =
∫ ηj−1(x,t)
ηj(x,t)
∂xu dz +
∫ ηj−1(x,t)
ηj(x,t)
∂zw dz (6.2)
= ∂x
∫ ηj−1(x,t)
ηj(x)
u dz + u(x, ηj(x, t), t)∂xηj − u(x, ηj−1(x, t), t)∂xηj−1
+ w(x, ηj−1(x, t), t)− w(x, ηj(x, t), t) (6.3)
= ∂x
∫ ηj−1(x,t)
ηj(x)
u dz + ∂t(ηj−1 − ηj) (6.4)
= ∂x(hjuj) + ∂thj , (6.5)
where uj is the depth-averaged velocity of the j
th layer:
uj =
1
hj(x, t)
∫ ηj−1(x,t)
ηj(x)
u dz. (6.6)
Thus we have for each layer a mass equation similar to the monolayer case.
Momentum equation For the momentum equation we mimic the derivation (2.80) for
each layer. But before we have to call to mind the original horizontal momentum equation
(2.71) from the hydrostatic system. In the monolayer case we neglected the density ρ, as
it was assumed to be constant. Now we have to take the jump in densities into account,
not only for the momentum equation, but also for the pressure p. Also, we cannot neglect
the effect of thickness variations of the top layer on the pressure at the interface. Thus,
while at the surface we have no-stress conditions, according conditions at the interface will
show a non-trivial stress term due to the upper layer pressing on the lower. We neglect
inter-layer friction in this derivation. So, at the interface, we will have an equation like
(2.75) but with a non-vanishing pressure from the upper layer at the right hand side:
p = pj−1 for z = ηj(x, t), (6.7)
where p0 = 0 (or the atmospheric pressure) and
pj = p(x, ηj(x, t), t) for j = 1, 2. (6.8)
Thus, turning to (2.73), we can fix the value p∗ = pj−1 + ρjηj(x, t) in the jth layer and
get the pressure in the jth layer as:
p(x, z, t) = ρj(ηj−1(x, t)− z) + pj−1 for ηj ≤ z ≤ ηj−1, j = 1, 2. (6.9)
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Now we integrate this expression from ηj to ηj−1 to get the pressure contribution in the
jth layer: ∫ ηj−1(x,t)
ηj(x,t)
p dz
=
∫ ηj−1(x,t)
ηj(x,t)
ρj(ηj−1(x, t)− z) + pj−1 dz
= ρj
(
hj(x, t)ηj−1(x, t)− 1
2
(ηj−1(x, t)2 − ηj(x, t)2)
)
+ hj(x, t)pj−1, (6.10)
where we can split ηj−1 = ηj(x, t) + hj(x, t) to get:∫ ηj−1(x,t)
ηj(x,t)
p dz
= ρj
(
hj(x, t)ηj(x, t) + hj(x, t)
2 − 1
2
(
(hj(x, t)
2 + 2hj(x, t)ηj(x, t)
))
+ hj(x, t)pj−1
=
1
2
ρjhj(x, t)
2 + hj(x, t)pj−1. (6.11)
For the pj we can iteratively derive the formula:
pj = pj−1 + ρjhj =
j∑
k=0
ρkhk. (6.12)
Integrating the x-derivative of the pressure in the jth layer analog to (2.81) yields:∫ ηj−1(x,t)
ηj(x,t)
G∂xp dz
=
∫ ηj−1(x,t)
ηj(x,t)
G∂x
(
ρj(ηj(x, t)− z) + pj−1
)
dz (6.13)
=
∫ ηj−1(x,t)
ηj(x,t)
G∂x
(
ρjηj(x, t) + pj−1
)
dz (6.14)
= G∂x
(
ρjηj(x, t) + pj−1
)(
ηj−1(x, t)− ηj(x, t)
)
(6.15)
= Ghj∂x
 2∑
k=j
ρjhk +
j−1∑
k=0
ρkhk
 (6.16)
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= Gρjhj∂x
 2∑
k=j
hk +
j−1∑
k=0
ρk
ρj
hk
 , (6.17)
where we introduced the ratio rjk := ρk/ρj between the densities involved in the flow.
As the pressure terms will be the only terms where the densities of the other layer are
important, this will be used to simplify the equations.
Now we can finally integrate the whole horizontal momentum equation over the jth
layer to get:
1
ρj
∫ ηj−1(x,t)
ηj(x,t)
ν¯
ε
∂zzu dz
=
∫ ηj−1(x,t)
ηj(x,t)
∂tu+ ∂xu
2 + ∂z(wu) +
G
ρj
∂xp dz
= ∂t(hjuj) + ∂x(hju
2
j) +Ghj∂x
 2∑
k=j
hk +
j−1∑
k=0
rjkhk

− u(x, ηj−1, t)
[
∂tηj−1 − w(x, ηj−1, t) + u(x, ηj−1, t)∂xηj−1
]
+ u(x, ηj , t)
[
∂tηj + u(x, ηj , t)∂xηj − w(x, ηj , t)
]
= ∂t(hjuj) + ∂x
[
hju
2
j +
G
2
h2j
]
+Ghj∂x
 2∑
k=j+1
hk +
j−1∑
k=0
rjkhk
 , (6.18)
where we used (4.29) and the resulting relation hu2 ≈ ∫ u2 dx, cf. (4.31). In this equation
we can see the similarity to (2.80). The advection part is the same, the pressure within
the layer can be included just like in the monolayer case. The differences lie in the
additional pressure terms, as there might be pressure from a top layer effecting the fluid
or an artificial “bottom topography” term from a possible fluid layer between the current
layer and the actual bottom b. Nevertheless, the resulting term is very similar to the
one we are familiar with from the monolayer case: variations in the interface height η1
yield acceleration due to gravity in the upper layer. The remaining part of the term is
the pressure acting on the lower layer from above. Here we have variations according to
the thickness of the upper layer. Since here the gravitational pull is proportional to the
density of the upper layer, the ratio r12 enters the equations. This is sometimes called
the reduced gravity model, as we can view the gravitational constant to be multiplied with
the factor r12 < 1. The ratio between the two densities is smaller than 1 since we assume
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a stable layering, which can only be achieved with the heavier layer on the bottom and
the lighter layer floating on top.
Collecting our equations we get the viscous two- or bilayer Shallow Water equations as:
∂thj + ∂x(hjuj) = 0, (6.19)
∂t(hjuj) + ∂x
[
hju
2
j +
G
2
h2j
]
= −Ghj∂x
 2∑
k=j+1
hk +
j−1∑
k=0
rjkhk

+
1
ρj
∫ ηj−1(x,t)
ηj(x,t)
ν¯
ε
∂zzu dz, (6.20)
for j = 1, 2.
For convenience we define:
Definition 6.1 (Two-layer Shallow Water equations).
∂th1 + ∂x(h1u1) = 0, (6.21)
∂t(h1u1) + ∂x
[
h1u
2
1 +
g
2
h21
]
= −gh1∂x (h2 + b) , (6.22)
∂th2 + ∂x(h2u2) = 0, (6.23)
∂t(h2u2) + ∂x
[
h2u
2
2 +
g
2
h22
]
= −gh2∂x (r12h1 + b) , (6.24)
for depth-averaged velocities u1, u2, layer thicknesses h1, h2, a density ratio r12, gravity
constant g and bottom topography b.
This system was derived using the kinematic boundary conditions for the depth-integra-
tion, under the assumption of vanishing friction and viscosity coefficients, thus neglecting
the according terms and boundary conditions, the no-stress conditions at the surface
together with the z-momentum equation are reflected in the hydrostatic pressure law.
It describes the time evolution of the layer thicknesses hj and the constant-in-depth x-
discharges hjuj , i.e., the product of layer thickness and velocity, which we will occasionally
abbreviate as qj := hjuj .
Multilayer equations
For a multiple layered system of M layers with density ρj , layer thickness hj and layer
discharge hjuj =: qj associated with the j
th layer, j = 1, . . . ,M , we will get two equations
very similar to (6.19), (6.20) for each layer. The interfaces in this kind of flow are then
given by ηj :=
∑M
k=j+1 hk + b and we have kinematic boundary conditions at every
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interface. The pressure terms need to contain all the information from the layers above
and below the current one. Formally this means that we only need to replace the maximum
number of layers in the first sum of the pressure terms on the right hand side of equation
(6.20). The derivation of a system of two equations per layer is analog to the derivation
above, only the layer index j might take values in {1, . . . ,M} now.
Thus in a multiple layered system we have advection, pressure and bottom topography
source terms very similar to the monolayer case, but also an additional influence of pres-
sure from all the layers above and an artificial bottom topography source term from the
spatial variation of all the layers below, as depicted in Figure 6.2.
.
.
.
Topography
.
.
. Pressure
x
ηj =
∑M
k=j+1 hk + b
ηM = b
h
Layer j hj
hjuj
ηj−1 =
∑M
k=j hk + b
η0 =
∑M
0 hk + b
Figure 6.2.: Sketch of jth layer in a multiple layered flow
Thus we can define:
Definition 6.2 (Multilayer Shallow Water equations). For a shallow flow M -times strat-
ified, i.e. a flow consisting of M layers of fluids with layer-wise constant densities, we
define the multilayer Shallow Water equations as the system of M equations:
∂xhjuj + ∂thj = 0, (6.25)
∂thjuj + ∂x
[
hju
2
j +
g
2
h2j
]
= −ghj∂x
 M∑
k=j+1
hk +
j−1∑
k=0
rjkhk
 , (6.26)
for depth-averaged velocities uj , j ∈ {1, . . . ,M}, layer thicknesses hj , j ∈ {1, . . . ,M},
density ratios rjk, j < k ∈ {1, . . . ,M}, gravity constant g and bottom topography b.
Like in the two-layer case, we assume vanishing viscosity and friction coefficients. Kine-
matic boundary conditions are assumed at each interface and a no-stress condition at the
surface.
69
6. Two- and Multilayer Shallow Water Model
Connection to the Navier-Stokes equations
The two systems for two-layer and multilayer flow, (6.21) - (6.24) and (6.25), (6.26), are
derived from the Navier-Stokes-equations, thus the following holds:
Theorem 6.3. The two-layer Shallow Water equations and the multilayer Shallow Water
equations follow from an approximation for vanishing ε of the viscous hydrostatic system
(2.64)-(2.66).
6.1.2. Multi-layer equations as a balance law and a quasi-linear
system
Both systems can be written in the form of a coupled system of balance laws:
∂tU + ∂xF (U) = B(U)∂xU + S(U)∂xb, (6.27)
where the U is a vector of the unknowns, F is a differentiable function, and the non-
conservative terms, i.e., the terms on the right hand side contain the matrix valued
function B(U) and the vector valued function S(U) as well as the scalar function b(x).
Including b into the unknowns via W := (U, b)T , this system can also be put in the form
of a quasi-linear system (2.90) with the matrix
A(W ) :=
(
A(U)−B(U) −S(U)
0 0
)
, (6.28)
where A is the Jacobian matrix of F .
In case of the two-layer system, the flux function, coupling term and the bottom to-
pography source term are defined as functions of U = (h, hu)T :
F (U) =

h1u1
h1u1
2
h1
+ g2h1
2
h2u2
h2u2
2
h2
+ g2h2
2
 , (6.29)
B(U) =

0 0 0 0
0 0 −gh1 0
0 0 0 0
−grh2 0 0 0
 (6.30)
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and
S(U) =

0
−gh1
0
−gh2
 (6.31)
The system matrix is thus defined depending on W = (h1, h1u1, h2, h2u2, b)
T :
A(W ) :=

0 1 0 0 0
−u21 + gh1 2u1 gh1 0 gh1
0 0 0 1 0
r12gh2 0 −u22 + gh2 2u2 gh2
0 0 0 0 0
 . (6.32)
6.2. Non-conservative products
With the coupled systems of balance laws comes a new problem on the theoretical side.
In the case of uncoupled balance laws, the non-conservative source term S(U)∂xb depends
on the derivative of the bottom b. Such a non-conservative product is not well-defined in
the theory of distributions, cf. [Zie89], posing a problem on how to interprete this term.
While the formulation as a Finite Volume scheme usually requires a discontinuous bottom
topography, in most cases this problem can be solved without many problems, as long as
the discontinuous bottom topography is only considered at a numerical level and has an
underlying smooth topography, which can be used to define the meaning of this product.
For more details we refer to [Bou04] and especially the reference therein.
The formulation (6.27) allows to identify a different sort of non-conservative term that
complicates things, as B(U)∂xU also contains a non-conservative product, but the factors
involved cannot in general be considered to be the discrete versions of underlying smooth
functions, as we have to expect the formation of shocks and contact discontinuities for
weak solutions, even in the exact case. Such terms occur in (6.22), (6.24) or (6.26): In the
right hand side of these equations there are products of the unknowns and their derivatives
stemming from the depth integration of the pressure. These terms, e.g. gh1∂xh2 cannot
be included in the conservative fluxes and thus remain in quasi-linear form.
Thus, the system is only conservative in parts and not as a whole, and the classic
distributional notion of weak solutions can not be employed anymore. The product
of discontinuous variables with derivatives of other discontinuous variables, i.e., Dirac-
measures, is not well-defined. A new notion of weak solutions derived in [DMLM95]
by Dalmaso, LeFloch and Murat (also cf. [Vol67]) is thus employed by some authors
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(e.g. [Gos01, CGP06, Fri06]). Based on their theory of nonconservative products, Toumi1
[Tou92] developed a version of Roe’s solver able to deal with non-conservative products.
In [Par06], Pare´s developed a theoretical framework for the derivation of numerical solvers
using this definition of non-conservative products.
Non-conservative products and systems similar to the two-layer Shallow Water systems
are widely in use and studied also the simulation of submarine avalanches, cf. [KL09,
CDFNGV+10, PBM11, ABSMS11].
This approach for the non-conservative products is indeed disputed, cf. [AK10], yet
founded on a rigorous analytical approach that is in some sense consistent with the
conservative case, as illustrated in the references mentioned above and reconsidered in
e.g. [CLMRP08]. We will give a short overview in the following, omitting the proofs that
can be found in the cited papers.
In [DMLM95], Dal Maso et al. used paths to close the gap at discontinuities of the
unknown functions. They introduced the notion of a family of Lipschitz-continuous paths
in Rm, Φ : (0, 1) × Rm × Rm → Rm. Obviously, a family of paths can be defined in
various ways, for example the paths for a given pair of Ul, UR ∈ Rm can be defined by
the straight line connecting Ul, UR in phase space.
Along with the Lipschitz-continuity some additional properties need to be satisfied:
Hyp 1 Φ(0;Ul, Ur) = ul and Φ(1;Ul, Ur) = Ur for any Ul, Ur in Rn.
Hyp 2 Φ(s;U,U) = U, for any U in Rn and s in [0, 1].
Hyp 3 For every bounded set U of Rn, there exists a constant k > 0 such that for every
state (Ul, Ur) and (Vl, Vr) in U,∣∣∣∣∂Φ∂s (s;Ul, Ur)− ∂Φ∂s (s;Vl, Vr)
∣∣∣∣ ≤ k(|Ul − Ur|+ |Vl − Vr|)
a.e. in [0, 1].
Based on such a family of paths Dal Maso et al. now formulate their main theorem:
Theorem 6.4 (Theorem 1.1 from [DMLM95]). Let U and V be two functions in the space
BV ((a, b),Rn) and let g : Rn × (a, b) → Rn be a Borel function that is locally bounded.
Let Φ denote a fixed family of paths satisfying Hyp 1 to Hyp 3. Then there exists a
unique (real-valued) bounded Borel measure µ on (a, b) characterized by the following two
properties:
1The publications dates are indeed correct, as Toumi cites [DMLM95] as “to appear”.
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a) If U is continuous at each point of a Borel set B of (a, b), then
µ(B) =
∫
B
g(U, ·)dV
dx
=
∫
B
g(U(x), x)
(
dV
dx
)
(x), (6.33)
where integration is with respect to the (vector-valued) Borel measure dVdx .
b) If x0 ∈ (a, b), then
µ(x0) =
∫ 1
0
g(Φ(s;U(x0−), U(x0+)), x0)∂Φ
∂s
(s;V (x0−), V (x0+)) ds. (6.34)
This leads immediately to the definition of the nonconservative product:
Definition 6.5. The measure µ introduced in Theorem 6.4 is called the nonconservative
product of g(U, ·) by dVdx and denoted by[
g(U, ·)dV
dx
]
Φ
= µ.
Thus, once a family of paths according to the above conditions is chosen, Dal Maso et
al. proved the existence of a Borel measure that could be used as a rigorous definition of
a non-conservative product. Note that in conservative case, this Borel measure coincides
with the usual definition, regardless of the family of paths chosen. Note also, that different
families of paths indeed lead to different Borel measures in the non-conservative case. A
notion of weak solutions based on this theory is thus dependent on the choice of paths.
Based on the above non-conservation product, some results of the classic theory of
hyperbolic conservation laws can be generalized to the case of non-conservative systems.
The Rankine-Hugoniot jump condition can be generalized in the form:
Definition 6.6 (Generalized Rankine-Hugoniot condition).∫ 1
0
{−σId +A(Φ(s;UL, UR))} ∂Φ
∂s
(s;UL, UR) ds = 0, (6.35)
where σ is the propagation speed of a discontinuity with left and right limits UL, UR for
a weak solution.
Also, entropy-satisfying solutions can be defined in the sense of Lax:
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Definition 6.7 (Lax entropy condition). At each discontinuity with left and right limits
UL, UR and propagation speed σ, for an entropic solution there exists i ∈ 1, . . . , n such
that
λi(UR) < σ < λi+1(UR) and λi−1(UL) < σ < λi(UL) (6.36)
if the ith characteristic field is genuinely nonlinear or
λi(UL) = σ + λi(UR) (6.37)
if the ith characteristic field is linearly degenerated.
For a more detailed description of these concepts and some proofs, see [Par06] and the
reference therein.
Toumi [Tou92] now proposed a generalization of Roe’s solver, where a Riemann problem
with left and right values Ul, Ur for a non-conservative hyperbolic quasi-linear PDE can
be numerically solved by replacing the original PDE with a linearized one. This leads to
the definition of a Roe matrix A(Ul, Ur)Φ based on a choice of family of paths Φ. The
original conditions for a suitable Roe matric are replaced by:∫ 1
0
A(Φ(s;Ul, Ur))
∂Φ
∂s
(s;Ul, Ur) ds = A(Ul, Ur)Φ(Ul − Ur), (6.38)
A(U,U)Φ = A(u), (6.39)
A(Ul, Ur)Φ has real eigenvalues and a complete set of eigenvectors. (6.40)
Thus the linearized system is still hyperbolic in nature, consistent with the original PDE
and reduces to a single jump when the original problem can also be solved by a single
jump. The choice of paths leads to a specific formula for the Roe intermediates that can
be used to define the Roe matrix for a given problem. With this notion, a numerical
solver can be designed to approximate weak solutions in the sense of path integrals in a
similar manner than it is done for the conservative case.
74
7. Numerical Methods for Two-layer Shallow
Water
In recent years the study of two-layer Shallow Water equations and the numerical approx-
imation of (weak) solutions produced several interesting approaches and various publica-
tions. The following will be shortly described in this section: Starting with [CMP01], the
group of Pare´s and Castro developed a number of numerical schemes based on 1D or 2D
two-layer Shallow Water equations in a series of papers. Their approach is mainly based
on the Roe solver and the notion of non-conservative products defined using path inte-
grals. Bouchut and Morales [BM08] developed a splitting scheme that solves a monolayer
systems in each of two auxiliary steps to compute the result at the next discrete time
level. Finally, Abgrall and Karni considered a relaxation approach using estimates for the
eigenvalues of the system matrix for the two-layer Shallow Water equations.
Other approaches not detailed in the following include a central-upwind scheme by
Kurganov and Petrova [KP08] and a study by Kim and Leveque [KL09].
Audusse and co-workers studied density-layered Shallow Water flows with their multi-
layered algorithms, [ABPSM11a], where the layers are numerical, i.e., depth discretiza-
tions and do not represent the density layering directly.
7.1. Roe-Scheme of Castro/Pares
In [CMP01], Castro, Para´s and Mac´ıas described a Roe solver based Finite Volume solver
for the two-layer Shallow Water equations. This approach was later supported by a more
substantial theoretical framework of Castro and Pare´s in [PC04] and [Par06]. One of
the most crucial improvements in the theory of this approach was the introduction of a
notion for the non-conservative products derived in [DMLM95] by Dalmaso, LeFloch and
Murat, which is used by Castro, Pare´s and co-workers in the development and refinement
of their two-layer schemes in the course of their work in the recent years. After the
beginning in 2001, [CMP01], they supported their solver on the theoretical side by the
new notion of weak solutions and examined the well-balanced -ness of their schemes in
[PC04], extended the pure 1D scheme to a quasi 2D-scheme in [CMP+04], [CGRGV+04],
developed a theoretical framework in [Par06], treated wet/dry fronts in [CFFGR+05]
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included a WENO-reconstruction method in their schemes to gain high order of accuracy
[CGP06], [CGLGP08] and extended their schemes to 2D in [GPC07] and [CFNF+09].
Also noteworthy is the collaborative work between the groups of Pare´s/Castro and
Toro/Dumbser, using the FORCE and the high order ADER schemes to solve non-
conservative systems: [DCPT09], [DHC+10].
7.1.1. Original Roe scheme of Castro/Mac´ıas/Pare´s
In [CMP01], Castro, Mac´ıas and Pare´s developed a so-called Q-scheme for systems of
coupled balance laws like (6.21)-(6.24). The nonconservative system under consideration
in this work is of the form (6.27). The influences of the two nonconservative terms in this
formulation B and S are different though. While the source term S may be treated more
or less like in the case of one layer shallow water, B is multiplied with derivatives of the
unknown U , so this coupling term has to be taken into account for the calculation of the
eigenvalues of the whole system. The whole system yields a system matrix A(W ) ∈ R5×5
with one vanishing eigenvalue for the bottom topography, leaving four eigenvalues to be
determined. For this problem, while analytically solvable, no closed formula to calculate
the eigenvalues exists, as opposed to the monolayer case. In addition, the hyperbolicity
of the system cannot be guaranteed for non-negative water heights like in the monolayer
case, leading to additional problems addressed in Chapter 8.
The system without source
As the coupling terms pose more difficulties, at first we set S to zero, to concentrate our
considerations and simplify notation. The system under consideration now can be written
in the form
∂tU + ∂xF (U) = B(U)∂xU. (7.1)
A remark by Castro et al. states that in case of constant matrices B this would simplify
to a system of conservation laws
∂tU + ∂xFB(U) = 0, FB(U) := F (U)−B · U, (7.2)
and hence B could be treated with standard methods for conservation laws, with one
nonlinear part and one linear in the flux function. So, with appropriate linearizations
of the functions F and B, they tried to adapt the standard Roe-scheme for systems in
conservative form.
The numerical solver they proposed falls under the Finite Volume approach described
in Chapter 5. Hence, numerical fluxes attached to the cell borders xi+1/2 of a discrete grid
xi, i ∈ Z need to be defined. As it affects the characteristic velocities, i.e., the eigenvalues
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of the system matrix, the term B(U)∂xU needs to be included in these numerical fluxes,
instead of just approximating the integrals of the functions F (U(xi± 1
2
, t)). With the
definition of cell averages like in Chapter 5 the PDE can be written in integral form
Un+1i = U
n
i +
∆t
∆x
(
Fi− 1
2
+
1
∆t
∫ xi
x
i− 12
∫ tn+1
tn
B(U)∂xU dt dx
)
− ∆t
∆x
(
Fi+ 1
2
− 1
∆t
∫ x
i+12
xi
∫ tn+1
tn
B(U)∂xU dt dx
)
.
(7.3)
with
Fi+ 1
2
:=
1
∆t
∫ tn+1
tn
F (U(xi+ 1
2
, t)) dt. (7.4)
Defining left and right fluxes
g+
i− 1
2
:= Fi− 1
2
+
1
∆t
∫ xi
x
i− 12
∫ tn+1
tn
B(U)∂xU dt dx,
g−
i+ 1
2
:= Fi+ 1
2
− 1
∆t
∫ x
i+12
xi
∫ tn+1
tn
B(U)∂xU dt dx.
(7.5)
allows to write down the discretized system of coupled balance laws as:
Un+1i = U
n
i +
∆t
∆x
(
g+
i− 1
2
− g−
i+ 1
2
)
. (7.6)
Note that the left and right fluxes still contain non-conservative products, but on a discrete
level this complication more or less vanishes. The numerical fluxes can be formulated
using straight-forward numerical approximations of the term B(U) and a straight-forward
numerical approximation of the derivative ∂xU , as we will see in the following.
The cell averages Uni define Riemann problems for the PDE (7.1) at each cell boundary.
We assume that there are entropy-satisfying solutions Uˆi+1/2 to these problems:
∂tUˆi+ 1
2
+ ∂xF (Uˆi+ 1
2
) = B(Uˆi+ 1
2
)∂xUˆi+ 1
2
for i ∈ Z (7.7)
and
Uˆi+ 1
2
(x, 0) =
{
Uni for x < xi+ 12
,
Uni+1 for x > xi+ 12
.
(7.8)
Upon insertion of this solution Uˆi+1/2 in equation (7.5), the function B(Uˆi+ 1
2
)∂xUˆi+ 1
2
can
be replaced by ∂tUˆi+ 1
2
+ ∂xF (Uˆi+ 1
2
).
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Of course the Riemann solutions are not known, at least due to the non-conservative
products. As propagation speeds in hyperbolic problems are finite however, the un-
known parts of the solution can be confined in a bounded domain. We can find velocities
sLi−1/2, s
R
i−1/2 to the left and right of a cell interface such that the unknown parts of
the assumed Riemann solutions Uˆi+1/2 are restricted to regions with boundaries given by
xi−1/2 − tsi−1/2L and xi−1/2 + tsRi−1/2, tn ≤ t ≤ tn+1. These velocities are either given
by the propagation speeds of shocks, contact discontinuities or by the fastest velocities in
rarefaction waves.
Using these, after some cumbersome transformations, we can rewrite the left and right
fluxes as follows:
g+
i− 1
2
=F (Uni )− sRi− 1
2
Uni +
1
∆t
∫ x
i− 12
+∆tsR
i− 12
x
i− 12
Uˆ i−
1
2 (x, tn+1) dx,
g−
i+ 1
2
=F (Uni )− si+
1
2
L U
n
i +
1
∆t
∫ x
i+12
x
i+12
+∆ts
i+12
L
Uˆ i+
1
2 (x, tn+1) dx.
(7.9)
In this formulation only the integrals in (7.9) remain unknown, so in order to get numerical
fluxes only those need to be approximated.
Using the idea of Roe’s solver, Roe intermediates U˜ni+1/2 are chosen at each jump and the
functions are evaluated at these states, giving rise to a set of linear PDEs. Now the idea
of the above remark can be applied by defining new system matrices A˜i+1/2 := A˜i+1/2 −
B˜i+1/2, where the tilde marks a function linearized by insertion of a fixed intermediate
state. Linear systems are theoretically easy to solve, basically the eigenvalues and the
corresponding eigenvectors define the solutions. The exact solution W˜ to the linearized
problem is now used to approach the unknown integrals in (7.9) by replacing U with
W˜ . Performing the integration gives an approximation of the fluxes g−
i+1/2
and g+
i−1/2 by
numerical fluxes g˜+
i−1/2, g˜
−
i+1/2
:
g+
i−1/2
∼= g˜+i−1/2 := F (uni )− A˜+i−1/2 · (uni − uni−1),
g−
i+1/2
∼= g˜−i+1/2 := F (uni ) + A˜−i+1/2 · (uni+1 − uni ),
(7.10)
where A˜± is defined by
A˜±
i+1/2
= Ki+1/2Λ
±
i+1/2
K−1
i+1/2
, (7.11)
cf. Section 5.2.3.
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Thus the numerical scheme reads as:
Un+1i = U
n
i +
∆t
∆x
(g˜+
i−1/2 − g˜−i+1/2). (7.12)
The non-conservative coupling term B∂xU is handled in the numerical fluxes, as is the
continuous flux F . If Roe’s intermediate values are chosen (see [Roe81]), then
F (Uni+1)− F (Uni ) = A˜ · (Uni+1 − Uni ), (7.13)
holds, and by defining
|A˜i+1/2| = A˜+i+1/2 − A˜−i+1/2, (7.14)
we can rewrite the numerical scheme as
Un+1i = U
n
i +
∆t
∆x
(Fi−1/2 − Fi+1/2)
+
∆t
2∆x
(
B˜i−1/2 · (Uni − Uni−1) + B˜i+1/2 · (Uni+1 − Uni )
)
,
(7.15)
with
Fi+1/2 =
1
2
(F (Uni ) + F (U
n
i+1)) +
1
2
|A˜| · (Uni+1 − Uni ). (7.16)
A scheme with numerical fluxes defined as in (7.16) is called a Q-scheme, named after
the defining matrix Q := A˜. As an important note, we point out explicitly that (7.15)
may seem like a usual scheme of conservation laws with a simple discretization of the
coupling term, but in fact the coupling term also influences the numerical fluxes in (7.16).
For an example of an instable straight-forward discretization neglecting this influence, see
[CMP01].
Treatment of the source term
Now a non-vanishing source term S∂xb in (6.27) can be discretized by using the interme-
diate values U˜ni+1/2 to linearize S. Following [BV94], [VC99], the integral∫ xi+1
xi
S(U˜i+1/2)∂xb dx (7.17)
can be easily evaluated and upwinded along the eigenvalues of the system matrix A˜i+1/2,
so the scheme for the whole system (6.27) takes the form
Un+1i = U
n
i +
∆t
∆x
(Fi−1/2 − Fi+1/2)
+
∆t
2∆x
(
B˜i−1/2 · (Uni − Uni−1) + B˜i+1/2 · (Uni+1 − Uni )
)
+
∆t
∆x
(
P+
i−1/2S˜i−1/2 + P
−
i+1/2
S˜i+1/2
)
,
(7.18)
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with S˜ := S(U˜ni+1/2) ·∆σ, ∆σ denoting a discretization of ∂σ∂x and P±i+1/2 is defined by
P±
i+1/2
:=
1
2
Ki+1/2(Id± sgn(Λi+1/2))K−1i+1/2, (7.19)
where sgn(Λi+1/2) is the diagonal matrix of the signs of the eigenvalues of A˜.
7.1.2. Enhancements and non-conservative products
Castro and Pare´s’ scheme was subject to several improvements on the theoretical as well
as the numerical level. As mentioned before, a WENO-reconstruction procedure has been
included in the solver to enhance accuracy, cf. [CGLGP08] or [Fri06]. For this, correction
terms in the interior of the cells are necessary, as the reconstructed values at the left and
the right differ and disregarding the spatially varying unknowns within the cell would keep
the solution at second order. Also, with the enhanced accuracy, well-balanced methods
are both more preferable and harder to achieve. All of these problems are dealt with in
the references above.
The most important improvement over the original approach however might be the
notion of path-consistent schemes to solve the problem of the non-conservative products
as described in Section 6.2.
7.2. Splitting Scheme of Bouchut/Morales
In [BM08], Bouchut and Morales used a time step splitting to solve the system (6.21)-
(6.24). The main idea was to treat the two balance laws separately in two steps, keeping
the variables for one layer constant while computing the update for the other. Using
well-known Finite Volume methods, several physically interesting features of solutions of
the original equations can be proven to hold also for the numerical solutions, such as
positivity of water heights or entropy conditions.
7.2.1. The scheme
As the schemes described before, Bouchut and Morales use the Finite Volume approach
to approximate a series of cell averages at a new time step. They consider the system
∂tU + (A(U) +B(U)) ∂xU = 0. (7.20)
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Instead of solving this system directly, they split the treatment of A(U) and B(U) and
solve, for initial data given by Ui(t
n):{
∂tU
(1) +A(U (1))∂xU
(1) = 0, t ∈ (tn, tn+1),
U (1)(x, tn) = Ui(t
n) for xi− 1
2
< x < xi+ 1
2
(7.21)
and then use the result of this as initial data for{
∂tU
(2) +B(U (2))∂xU
(2) = 0, t ∈ (tn, tn+1),
U (2)(x, tn) = U (1)(x, tn+1) for xi− 1
2
< x < xi+ 1
2
(7.22)
The final approximation for the next time step is then
Ui(t
n+1) :=
1
∆x
∫ x
i+12
x
i− 12
U (2)(x, tn+1) dx. (7.23)
The two-layer Shallow Water equations (6.21)-(6.24) can be written in the above form,
if we consider the variables connected to the layers 1 and 2 separately and consider a
vanishing1 b. Thus this idea is basically to first consider the layer 1 and hold layer 2
constant, then vice versa. The time-step size can be chosen depending on the eigenvalues
of each monolayer Shallow Water system.
7.2.2. Properties of the numerical scheme
Using a suitable numerical method for the two auxiliary Shallow Water problems to
be solved, Bouchut and Morales show that the splitting scheme inherits some crucial
properties. Namely, the scheme can be designed to
1. preserve the non-negativity of the layer depths hi, i = 1, 2, with each depth being
conservative,
2. preserve the steady-states at rest for the two-layer Shallow Water system,
3. satisfy a discrete (resp. semi-discrete) entropy inequality associated with the entropy
η˜(U, z) = hu2/2 + gh2/2 + ghz, i.e. the total energy of the monolayer system,
4. being consistent with the two-layer system,
1Of course, the additional treatment of non-vanishing b can be included in the considerations
and is straight-forward.
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depending on the monolayer solver used in the two steps of the splitting scheme. Thus,
especially the non-negativity of the water heights and the strong entropy result are im-
provements over the Roe solver approach in the last chapter. In addition, there is no
necessity to compute any eigenvalues of the system matrix. Therefore it is also possible
to compute numerical solutions even if the underlying system is not hyperbolic. It seems,
however, that the velocities of the interfacially waves are not correctly traced by this
approach in every case. There are considerable deviations from experimental data and
the solver of the previous section, which considers all the eigenvalues and thus the wave
speeds of the flow explicitely.
7.3. Relaxation Scheme of Abgrall/Karni
In [AK08] and [AK09], Abgrall and Karni proposed a relaxation approach to the two-
layer Shallow Water system. To get bounds for the eigenvalues, whose exact calculation
is challenging, they analyzed the structure of eigenvalues in terms of the eigenvalues of
two corresponding monolayer equations. In the course of their derivation, they give upper
and lower bounds for the absolute values of the eigenvalues of the complete two-layer
system.
7.3.1. Characteristic polynomial and eigenvalue bounds
Abgrall and Karni study the characteristic polynomial of the system matrix for the equa-
tions (6.21) - (6.24), which is given by:
P (λ) =
(
(λ− u1)2 − gh1
) (
(λ− u2)2 − gh2
)− r12g2h1h2. (7.24)
Since this is a polynomial of degree four and is negative for λ = σ±i := ii±
√
ghi, it always
has at least two real roots. The remaining two roots might be real or complex conjugate,
depending on the choice of coefficients. The σ±i are the monolayer eigenvalues for the two
layers if they were uncoupled. This corresponds to the fully depth-averaged monolayer
case, so the roots of the monolayer system in u = (h1u1 + h2u2)/(h1 + h2), h = h1 + h2,
which are always real for h ≥ 0.
Abgrall and Karni now showed, ordering the σ±i and renaming them as σ1 ≤ σ2 ≤ σ3 ≤
σ4, that:
λ1 ≤ σ1 ≤ σ2 ≤ λ2 ≤ λ3 ≤ σ3 ≤ σ4 ≤ λ4, (7.25)
assuming the polynomial P has the four real roots λi.
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Using the two polynomials P1, P − 2 of degree two, with
P1 :=
(
(λ− u1)2 − gh1
)−√r12gh1, (7.26)
P2 :=
(
(λ− u2)2 − gh2
)−√r12gh2, (7.27)
and the roots ι±1 of P1, ι
±
2 of P2, they go on and show
max(ι±1 , ι
±
2 ) ≥ λ4, (7.28)
min(ι±1 , ι
±
2 ) ≤ λ1. (7.29)
Thus they were able to find good upper boundaries for eigenvalues which are always real
and also for the other pair of eigenvalues, in case they are real.
7.3.2. Relaxation model and solver
The relaxation model Abgrall and Karni proposed now reads:
∂th1 + ∂xh1u1 = 0, (7.30)
∂th1u1 + ∂x
(
h1u
2
1 +
g
2
h21
)
= −gh1∂xh′2 − gh2∂xb, (7.31)
∂th2 + ∂xh2u2 = 0, (7.32)
∂th2u2 + ∂x
(
h2u
2
2 +
g
2
h22 + r12gh2h
′
1
)
= r12gh1∂xh
′
2 − gh2∂xb, (7.33)
∂th
′
1 + U
∗
1∂xh
′
1 =
h′1 − h1

, (7.34)
∂th
′
2 + U
∗
2∂xh
′
2 =
h′2 − h2

, (7.35)
where  is a relaxation parameter of h′i → hi, and U∗i are propagation speeds associated
with the auxiliary variables h′i. Comparing with (4.37), we can notice a similar treatment
of the pressure terms, which yields the same result in this case: the relaxation model is
hyperbolic, provided the water heights stay non-negative and the U∗i are chosen as real
numbers.
The above system can be written in the quasi-linear from:
∂tW + A(W )∂xW = S(x,W ) +
1

R(W ), (7.36)
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with
W = (h1, h1u1, h2, h2u2, h
′
1, h
′
2)
T (7.37)
S = (0,−gh1∂xb, 0,−gh2∂xb, 0, 0)T (7.38)
R = (0, 0, 0, 0, h′1 − h1, h′2 − h2) (7.39)
A =

0 1 0 0 0 0
gh1 − u21 2u1 0 0 0 −gh1
0 0 0 1 0 0
0 0 gh2 + r12gh
′
1 − u22 2u2 r12gh2 r12gh1
0 0 0 0 U∗1 0
0 1 0 0 0 U∗2
 (7.40)
Another effect of the relaxation now visible in the matrix A is that the coupling is moved
to the newly introduced variables h′i and U
∗
i and might be easier to control numerically.
The eigenstructure of the system matrix to (7.30)-(7.35) is easily accessible and explicitely
given in [AK09]. The solution to the original system can be obtained by taking the limit
→ 0 and then project on the original solution space.
The corresponding numerical method consists of two steps: the propagation step where
we solve
∂tW + A(W )∂xW = S(x,W ) (7.41)
and the relaxation step, where we solve
∂tW =
1

R(W ) (7.42)
in the limit  → 0. Stability of the scheme can be gained using the eigenvalue bounds
found in the previous section and proving that the subcharacteristic condition is fulfilled.
The numerical results achieved with this scheme compare well with the steady state
approximations of [CGP06] and the steady state, rigid lid approximations of [AF86].
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8. Hyperbolicity of Two- and Three-layer
systems
In this chapter we will examine the hyperbolicity of two- and three-layer Shallow Water
systems like defined in (6.21) - (6.24) and (6.25) - (6.26) for j = 1, 2, 3 respectively. The
problem with both systems regarding the hyperbolicity is, in contrast to the monolayer
Shallow Water equations, that they can have complex-valued eigenvalues even for phys-
ical meaningful data, for example real, non-negative heights and real velocities. This is
connected to so-called Kelvin-Helmholtz instabilities which occur in cases of strong shear
velocities. In density-layered Shallow Water flows there is a sharp interface between the
different layers which is maintained by the pressure gradient, as any tilt of the interfaces
alone means that there is a pressure gradient leading to a restoring force, as we will
describe in the following.
The loss of hyperbolicity in two- and three-layer systems was also discussed briefly in
[CFN+10].
As an motivating example consider the situation in Figure 8.1. A numerical solver—
details on the solver in Chapter 12 and the test case in Section 13.4—is applied to the
initial data given in the upper two plots. The numerical simulation, basically the solver
of Castro and Pare´s, cf. [CMP01] and Section 7.1, runs until time t = 4.685 on 100 cells,
then hyperbolicity is lost and the solver cannot proceed in approximating the solution.
The situation is an idealized version of two-layer flows actually occurring in, e.g., the
Strait of Gibraltar. The Mediterranean and the Atlantic flow over each other in a region
with several narrows and sills, which affect the flow in various ways. Details on this can
be found in several publications, e.g., [FAAF88, CMP+04, GVCGR+08]. The numerical
test was also used in [CFN+10].
8.1. Two-layer Shallow Water equations
The hyperbolicity of the two-layer system (6.21)-(6.24) is defined based on the eigenvalues
of the system matrix (6.32). The analysis of the eigenstructure of this system involves
root-finding of a polynomial of degree four. While this is theoretically a solvable problem,
there are practically no closed formulas known that are easy to evaluate or analyze.
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Figure 8.1.: Breakdown of hyperbolicity for a two-layer flow. Initial state and situation
with lost hyperbolicity on 100 cells. Numerical scheme stops at this iteration.
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The characteristic polynomial for the two-layer equations is given as:
χ2(λ) :=
(
(λ− u1)2 − gh1
) (
(λ− u2)2 − gh2
)− rg2h1h2. (8.1)
In a work by Lawrence [Law90], formulas for the derivation of the roots of this polynomial
are given, but the solution is computational not easy to achieve and the connection to
the data (h1, u1, h2, u2)
T is not directly apparent.
8.1.1. Approximations in O(|u1 − u2|)
Approximate eigenvalues
Schijf and Scho¨nfeld gave an approximate formula for the four eigenvalues of the two-layer
Shallow Water equations in [SS53], under the assumption of almost equal densities and
vanishing velocity shear |u1− u2|. They distinguish two pairs of eigenvalues, the internal
and the external ones, the former being related to the baroclinic component of the flow,
the latter to the barotropic component. The formulas read as:
λ±ext = Uavg ± (g(h1 + h2))
1
2 , (8.2)
λ±int = Ucon ±
[
g′
h1h2
h1 + h2
(
1− (u1 − u2)
2
g′(h1 + h2)
)] 1
2
, (8.3)
where g′ := (1−r12)g is the reduced gravity, a common notion in oceanography, cf. [Vre94],
and the averaged total velocity Uavg and the convective velocity Ucon are given by
Uavg =
u1h1 + u2h2
h1 + h2
(8.4)
Ucon =
u1h2 + u2h1
h1 + h2
(8.5)
For a formal derivation of the approximations above, cf. Section 9.1.3.
The external eigenvalues λ±ext correspond to the eigenvalues of a single-layer shallow
water system with total height h = h1 + h2 and an averaged total velocity u =
u1h1+u2h2
h1+h2
.
Thus we do not expect the external eigenvalues to play an important role regarding
the hyperbolicity of the system, as the monolayer Shallow Water equations are always
hyperbolic for non-negative water heights, which is the only physically relevant situation.
The internal eigenvalues on the other hand are related to the evolution of the interface
between the layers. Here, the pressure differences due to the jump in the density yield a
restoring force that drives the interface back to a horizontal alignment. This can be readily
seen from the pressure gradient in the original Navier-Stokes equation for the velocity in
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u, cf. 2.2, or from the two-layer equations themselves. The lower layer is accelerated in a
direction leading away from an elevation in the interface, pushes under the upper layer,
causing the upper layer again to flow in the opposite direction than the lower one.
Approximate criterion for hyperbolicity
From the formulas for the internal eigenvalues λ±int one can immediately see that there
might be critical states where the expression in the square brackets becomes negative,
yielding complex valued approximations. This is the case when
κ :=
(u1 − u2)2
g′(h1 + h2)
> 1. (8.6)
Thus when the shear velocity gets larger, the system might not be hyperbolic any more. In
[CDFNGVPM11] it is shown that (8.6) is a good approximate criterion when r12 is close
to 1, cf. also [AK09]. In Figure 8.2 we see that for randomly chosen two-layer data the
approximate criterion (8.6) in fact separates the hyperbolic states from the non-hyperbolic
states with very high accuracy. This leads to the definition:
Definition 8.1 (Approximately hyperbolic state). The state U = (h1, u1, h2, u2)
T is
called approximately hyperbolic if the following holds:
κ =
(u1 − u2)2
g′(h1 + h2)
≤ 1. (8.7)
Propagation speeds
Waves at the interface compared to surface waves usually have a slower propagation
speed (smaller internal than external eigenvalues), but a larger amplitude. Assuming
r12 ≈ 1 and a hyperbolic regime, we can compare the propagation speeds by first taking
the averaged velocities Uavg, Ucon of (8.2)-(8.3) and estimate the absolute value of the
difference |Uavg − Ucon| by:
|Uavg − Ucon| =
∣∣∣∣u1h1 + u2h2h1 + h2 − u1h2 + u2h1h1 + h2
∣∣∣∣ = ∣∣∣∣(u1 − u2)h1 − (u1 − u2)h2h1 + h2
∣∣∣∣
≤ |u1 − u2|h1
h1 + h2
+
|u1 − u2|h2
h1 + h2
= |u1 − u2|. (8.8)
Then by (8.7) we see that
(u1 − u2)2 < g′(h1 + h2) ⇒ |u1 − u2| <
(
g′(h1 + h2)
) 1
2 (8.9)
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and thus
|Uavg − Ucon| <
(
g′(h1 + h2)
) 1
2 (8.10)
for data that is approximately hyperbolic according to the condition (8.7). For such data
we can now conclude:
λ−ext = Uavg − (g(h1 + h2))
1
2
≤ Ucon +
(
g′(h1 + h2)
) 1
2 − (g(h1 + h2))
1
2
= Ucon −
(
1− (1− r12)
1
2
)(
g(h1 + h2)
) 1
2
≤ Ucon −
[
g′
h1h2
h1 + h2
(
1− (u1 − u2)
2
g′(h1 + h2)
)] 1
2
= λ−int (8.11)
since (
1− (1− r12)
1
2
)(
g(h1 + h2)
) 1
2 ≥
(
g′
h1h2
h1 + h2
) 1
2
(8.12)
⇔
(
1− (1− r12) 12
)(
g(h1 + h2)
) 1
2(
g′ h1h2h1+h2
) 1
2
=
(
1− (1− r12) 12
)
(h1 + h2)
((1− r12)h1h2)
1
2
≥ 1 (8.13)
⇔
(
1− (1− r12) 12
)2
(h1 + h2)
2
(1− r12)h1h2 =
(
1− (1− r12) 12
(1− r12) 12
)2
· (h1 + h2)
2
h1h2
≥ 1 (8.14)
⇔
(
1
(1− r12) 12
− 1
)2
· h
2
1 + 2h1h2 + h
2
2
h1h2
≥ 1 (8.15)
⇔
(
1
(1− r12) 12
− 1
)2
·
(
2 +
h1
h2
+
h2
h1
)
≥ 1, (8.16)
and this last inequality holds for 1 ≥ r12 ≥ 1− 2/(1 +
√
2)2 ≥ 2/3 as the term in the first
parentheses is greater or equal to 1/2 then and the second term is obviously greater than
2 for all physically relevant choices of water heights h1, h2.
A very similar calculation then yields:
λ+ext ≥ λ+int (8.17)
which proves that in a regime of almost equal densities and sufficiently small velocity
shear, the approximate eigenvalues of the two-layer system are ordered as
λ−ext ≤ λ−int ≤ λ+int ≤ λ+ext. (8.18)
and we can formulate
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Lemma 8.2. For a given two-layer state U = (h1, u1, h2, u2)
T that is approximately
hyperbolic,
κ =
(u1 − u2)2
g′(h1 + h2)
≤ 1 (8.19)
the following holds for the approximate eigenvalues λ±ext, λ
±
int defined by (8.2), (8.3):
λ−ext ≤ λ−int ≤ λ+int ≤ λ+ext. (8.20)
This proves our claim of relatively small propagation speeds at the interface compared
to the speeds at the surface. Note however that in cases with one very thin layer compared
to the other, the important part of the system is the evolution of the thin layer. For these
kind of situations, the equation for the thinner layer can be simplified to read formally
equal to the monolayer Shallow Water, but with a reduced gravity, while the thicker layer
stays almost stagnant and influences the other layer similar to the atmosphere or a bottom
topography. According to [Vre94] the evolution of the thin layer (say i = 2) can then be
computed by
∂th2 + ∂xh2u2 = 0, (8.21)
∂th2u2 + ∂x
(
h2u
2
2 +
g′
2
h22
)
= 0 (8.22)
for a reduced gravity g′ whereas the thick layer has very small velocity u1 ≈ 0 and its
thickness evolves according to the rigid lid approximation as h1 = H − h2 where H is a
fixed total height.
8.1.2. Hyperbolicity and Kelvin-Helmholtz instabilities
The ratio in (8.7) can be interpreted as the balance between the stabilizing influence of
the difference in density and the destabilizing one of the velocity shear. Following classic
arguments (e.g. [Cha61]), the energy stored in the relative motion of the two superposed
fluids must exceed a certain threshold set by the inertia. The work to interchange two
neighboring unit volumes of fluid of different density is given by
W = −g(ρ1 − ρ2)δz, (8.23)
where δz is the different in the heights of the two volumes. The kinetic energy must come
from the relative motion close to the interface, which is given by
1
2
ρ
(
u21 + u
2
2 −
1
2
(u1 + u2)
2
)
=
1
4
ρ(δu)2, (8.24)
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where we used the Boussinesq approximation, i.e, no density variations except in the
gravitational acceleration terms. Also, we assumed the combined volume travels at speed
1
2(u1 +u2), so that the kinetic energy would be 2 · 12ρ14(u1 +u2)2, where the factor 2 comes
from the combination of two unit volumes. The variations from that averaged velocity
and kinetic energy yield (8.24).
Now the kinetic energy of the relative motion needs at least to exceed the work necessary
to switch the two volumes:
1
4
ρ(δu)2 ≥ −g(ρ1 − ρ2)δz. (8.25)
Dividing by (δz)2 and passing to the limit yields:
1
4
ρ
(
du
dz
)2
≥ −gdρ
dz
. (8.26)
Defining the Richardson number J (cf. [Cha61, Vre94]),
J := −g
ρ
∂zρ
(∂zu)2
(8.27)
which is related to the Froude number, we can establish the necessary condition for the
onset of instabilities
J ≤ 1
4
. (8.28)
Other authors come to similar results, [Vre94] states the condition J ≥ 0.5 for all turbulent
motion to be sufficiently suppressed.
Note that the above ratio J is also similar to the hyperbolicity condition (8.7), which
features no derivatives due to the piecewise constant nature of the data, but reveals
similarities at the discrete level. In fact, the dimensionless Richardson number for the
relative motion of the two layers is given by (cf. again [Cha61]):
J0 =
g′xref
(u1,ref − u2,ref)2 . (8.29)
Here the reference values for a layered system with velocity shear is given, where ui,ref is
a reference velocity for the ith layer. In linear stability analysis of the layered flow, where
disturbances of a steady state solution are assumed to exist in the form of normal modes,
the Richardson number and terms of the form (8.7) play an important role to distinguish
stable solutions from instable ones. For a generic setting, where two superposed layers
of densities ρ1, ρ2 flow with the respective mean velocities U1, U2, we can analyze the
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evolution of disturbances of the velocities that are linear in exp(i(kx+nt)). According to
[Cha61] using solutions of this form in the equations (2.1) - (2.3) together with suitable
boundary conditions and kinematic conditions at the interface yields a necessary condition
for solutions of this type:
n = −k
(
ρ1
ρ1 + ρ2
U1 +
ρ2
ρ1 + ρ2
U2
)
±
(
gk
ρ1 − ρ2
ρ1 + ρ2
− k2 ρ1ρ2
(ρ1 + ρ2)2
(U1 − U2)2
) 1
2
. (8.30)
For k = 0, this would yield n = 0, hence a solution constant in time, as the disturbances
would depend on exp(ikx) in (x, t). For any other value we can conclude that n will be
complex valued for:
gk
ρ1 − ρ2
ρ1 + ρ2
< k2
ρ1ρ2
(ρ1 + ρ2)2
(U1 − U2)2 (8.31)
⇔ k > gρ1 − ρ2
ρ1 + ρ2
· (ρ1 + ρ2)
2
ρ1ρ2(U1 − U2)2 = g
ρ21 − ρ22
ρ1ρ2(U1 − U2)2 =: kmin (8.32)
Thus the disturbance depending on exp(i(kx+nt)) will grow for k > kmin, as the imaginary
part of n will yield a real, negative value, leading to unbounded growth of the solution as
t→∞.
It is clear from all of the arguments stated above that a big Richardson number or a
small yet non-negative value of its “inverse” κ is desirable in our case. Then the density-
layered flow can be assumed to be stable, as the density variations give a pressure gradient
strong enough to suppress the instability due to the shear velocity.
8.1.3. Hyperbolicity indicators
The condition (8.7), even though not giving an exact criterion, works sufficiently accu-
rately in distinguishing stable, hyperbolic state from non-hyperbolic states in the two-layer
case. It has the defect, at least for our purposes, that it is not applicable in the multilayer
case, when no approximations of eigenvalues like (8.2), (8.3) are known.
Later on in Chapter 13 we also want to employ Finite Volume solvers using Roe’s
approximate Riemann solver at the cell boundaries of a spatial grid. In a Roe-type solver
we already calculate the eigenvalues for linearized systems at the cell interfaces, thus we
already have approximations of the eigenvalues of a solution at hand.
Thus in addition to (8.7) we give a second instrument to measure the hyperbolicity
which is defined using the eigenvalues and could be extended to the three or more layer
case.
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Definition 8.3 (Hyperbolicity indicator). The hyperbolicity indicator Ihyp(U) is given
by
Ihyp(U) := |<(λ+int(U))−<(λ−int(U))| − |=(λ+int(U))−=(λ−int(U))|, (8.33)
where <(z) denotes the real part of z and =(z) the imaginary part.
The eigenvalues of the system matrix (6.32) depend smoothly on the entries of the ma-
trix and thus on the data U . Also, eigenvalues can only become complex pairwise, hence
we cannot go from real eigenvalues to complex ones without two eigenvalues becoming
equal in between. The indicator defined above will be zero if the two internal eigenvalues
are equal. If the internal eigenvalues are real and unequal, the indicator becomes posi-
tive, if they are complex conjugate the indicator becomes negative. In this way we have
defined a notion of distance to the limit where the change from the hyperbolic to the
non-hyperbolic state occurs.
This indicator could be extended to the multilayer case by applying it to each pair of
eigenvalues separately, then taking the minimum. As it is still necessary for this minimal
distance between each two eigenvalues to become zero before the system becomes non-
hyperbolic, this is a reliable indicator for the hyperbolicity of the three- or multilayer
system. Of course, two eigenvalues might cross without becoming a complex conjugate
pair of complex eigenvalues, so this indicator is not sharp.
Note that the evolution of the surface of a two-layer flow is closely related to the mono-
layer case: Considering the fully averaged quantities for the whole depth, the monolayer
equations are also a suitable model for the flow. Their hyperbolicity however is always
given for non-negative water heights. In practice we can thus exclude the two “outer”
eigenvalues from the consideration, since the eigenvalues with the biggest absolute values
describe the evolution of the surface waves, cf. [SS53, Vre94]. We might thus exclude the
external eigenvalues in our considerations concerning the hyperbolicity, as we proved that
these eigenvalues enclose the internal ones for the two-layer case, cf. Lemma 8.2, at least
for the approximate eigenvalues of Schijf and Scho¨nfeld.
8.2. Three-layer Shallow Water equations
The three-layer system (6.25) - (6.26) for M = 3 reads as follows:
∂th1 + ∂x(h1u1) = 0, (8.34)
∂t(u1h1) + ∂x
[
h1u
2
1 +
g
2
h21
]
= −gh1∂x (h2 + h3 + b) , (8.35)
∂th2 + ∂x(h2u2) = 0, (8.36)
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∂t(h2u2) + ∂x
[
h2u
2
2 +
g
2
h22
]
= −gh2∂x (r12h1 + h3 + b) , (8.37)
∂th3 + ∂x(h2u3) = 0, (8.38)
∂t(h3u3) + ∂x
[
h3u
2
3 +
g
2
h23
]
= −gh3∂x (r13h1 − r23h2 + b) , (8.39)
where rij :=
ρi
ρj
. The set-up of the quantities is depicted in Figure 8.3.
In contrast to system (6.21)-(6.24) it is not possible to formally calculate the eigenvalues
of this system, as it has a characteristic polynomial of degree 6. In fact, there are also
no approximate formulas as in the two-layer case, cf. (8.2)-(8.3). In Chapter 9 we will
attempt to gain approximate formulas for the eigenvalues of this system, but it proves to
be difficult to derive satisfactory results without demanding too strict prerequisites.
8.2.1. Instabilities
In [Cha61] the situation of an originally two-layer set-up was considered by Chandrasek-
har, where in between the original two layers an intermediate—and mediating—layer was
introduced. The mediating effect studied by Chandrasekhar would be a linear distribution
of the velocity in the intermediate layer which continuously connects the two velocities
in the two outer, original, layers. It was shown by linear stability analysis that even for
this case there would be a confined range of wave numbers for every value of J , for which
the setting would be instable. Only for an intermediate layer in which linearly varying
density and velocity connect the outer two layers continuously, a stable setting could be
produced. Thus the density gradient is necessary to produce a stable solution for the full
Navier-Stokes equations.
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Figure 8.2.: Hyperbolic domain and κ: Randomly chosen two-layer data are represented
by dots in the above figure. Blue dots in the left plot represent states that
lead to a hyperbolic system matrix, red dots in the right represent states that
lead to complex eigenvalues. The black line is defined by κ ≡ 1.
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x
h1(x, t)
h1u1(x, t)
η0 = h1 + h2 + h3 + b
h2(x, t)
η1 = h2 + h3 + b
h2u2(x, t)
h3(x, t) h3u3(x, t)
h
b(x) η3 = b
η2 = h3 + b
Figure 8.3.: Sketch of a three-layer flow
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Formally approximating the eigenvalues for the three-layer system is a difficult task. In
the two-layer case, the eigenvalues can be derived from the characteristic polynomial,
which is of degree four, so that a formula to derive the eigenvalues exactly is known, yet
cumbersome to evaluate. For the polynomial of degree six, which we need to consider
for the three-layer case, we can not hope to find an algebraic formula for the eigenvalues
due to the Abel–Ruffini theorem, cf. [Jac09]. Numerically, for a given two- or three-layer
state, there are several well-known and efficient ways to approximate the eigenvalues
and eigenvectors, so that in a numerical calculation, we can use these approximations
to evaluate the hyperbolicity of the system and formulate approximate Riemann solvers
based on this knowledge. In fact, these numerical approximations might be preferable
over the exact formulas, as they provide their results with little computational effort and
also provide the eigenvectors.
The characteristic polynomial for the three-layer system (8.34) - (8.39) is given as:
χ3(λ) :=
[
(λ− u1)2 − gh1
] [
(λ− u2)2 − gh2
] [
(λ− u3)2 − gh3
]
− r23g2h2h3
[
(λ− u1)2 − gh1
]− r13g2h1h3 [(λ− u2)2 − gh2]
− r12g2h1h2
[
(λ− u3)2 − gh3
]− 2r13g3h1h2h3. (9.1)
We can also consider a scaled version of this polynomial: dividing χ3 by the total height
H, we get
χˆ3(λˆ) :=
[(
λˆ− uˆ1
)2 − gθ1] [(λˆ− uˆ2)2 − gθ2] [(λˆ− uˆ3)2 − gθ3]
− r23g2θ2θ3
[(
λˆ− uˆ1
)2 − gθ1]− r13g2θ1θ3 [(λˆ− uˆ2)2 − gθ2]
− r12g2θ1θ2
[(
λˆ− uˆ3
)2 − gθ3]− 2r13g3θ1θ2θ3
(9.2)
for λˆ := λ/
√
H, θi := hi/H, uˆi := ui/
√
H, for i = 1, 2, 3. The roots of χˆ3 and χ3 are thus
separated by a factor
√
H. The coefficients and thus the roots of χˆ3, however, depend on
the ratios hi/H and ui/
√
H instead of the actual heights and velocities.
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9.1. Analysis of the system of equations
In this section we will try to transform the system of equations into a system for which
the eigenvalues are easier to compute. In the course of the transformation we will make
certain assumptions to simplify the system. The derivation is close to the ideas leading
to the approximations (8.2), (8.3), but unfortunately will not yield direct approximation
formulas for the general case. Under the assumption of additional strong conditions on
the state under consideration, similar formulas can be deduced, but the conditions are
not easily met and prove to not hold for several of our test cases inspected later on.
9.1.1. Auxiliary quantities
We consider the equations for three-layer Shallow Water flows (8.34) - (8.39).
Define auxiliary variables, representing the elevation of the surface and different inter-
faces over the bottom topography, the total discharge and the velocities shears occurring
in a three-layer flow:
Definition 9.1. Let qi := hiui, i = 1, 2, 3.
H := h1 + h2 + h3 Q := q1 + q2 + q3
= u1h1 + u2h2 + u3h3
H12 := h1 + h2 V12 := u1 − u2
H13 := h1 + h3 V13 := u1 − u3.
H23 := h2 + h3 V23 := u2 − u3
With these auxiliary values we can express the velocities of the different layers in terms
of layer discharges and the total height:
u1 =
Q+ V12(h2 + h3) + V23h3
H
(9.3)
u2 =
Q− V12h1 + V23h3
H
(9.4)
u3 =
Q− V12h1 − V23(h1 + h2)
H
(9.5)
With these auxiliary values and their relations we can now examine the flow on different
levels, concentrated around the surface or any one of the different interfaces. The averaged
quantities and combined equations of all three layers will lead to propagation speeds of
the surface waves, given by the so-called external eigenvalues, similar to a fully averaged
monolayer flow. The consideration of the different shear velocities V12 and V23 will yield
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equations for the two interfaces and the propagation velocities of interface waves, which
in summary are called internal eigenvalues. We will detail the derivation in the following
two sections.
9.1.2. External eigenvalues
Water height Sum equations (8.34),(8.36) and (8.38) to gain an equation describing the
time evolution of the total water height:
∂tH + ∂xQ = 0. (9.6)
This is basically the mass equation for a monolayer system.
Discharge For the total discharge Q we sum the equations (8.35), (8.37) and (8.39):
−gH∂xb = ∂tQ+ ∂x
[
q21
h1
+
q22
h2
+
q23
h3
]
+
g
2
∂x
[ =H2︷ ︸︸ ︷
h21 + h
2
2 + h
2
3 + 2(h1h2 + h2h3 + h1h3)
]
− (1− r12)gh2∂xh1 − (1− r13)gh3∂xh1 − (1− r23)gh3∂xh2 (9.7)
= ∂tQ+ ∂x
[
q21
h1
+
q22
h2
+
q23
h3
]
+
g
2
∂xH
2
− g′12h2∂xh1 − g′13h3∂xh1 − g′23h3∂xh2, (9.8)
where we introduced the reduced gravity constants g′12 := (1−r12)g, g′23 := (1−r23)g and
g′13 := (1− r13)g. Now the sum of squared layer discharges can be expressed in terms of
the total discharge and the shear velocities V12,V23 and V13. Using (9.3), (9.4) and (9.5)
we find:
q21
h1
+
q22
h2
+
q23
h3
= h1u
2
1 + h2u
2
2 + h3u
2
3
=
1
H2
(
h1(Q+ V12(h2 + h3) + V23h3)
2 + h2(Q− V12h1 + V23h3)2
+ h3(Q− V12h1 − V23(h1 + h2))2
)
=
1
H2
(
Q2(h1 + h2 + h3) + 2Q
(
h1(V12(h2 + h3) + V23h3)
+ h2(−V12h1 + V23h3) + h3(−V12h1 − V23(h1 + h2))
)
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+ h1(V12(h2 + h3) + V23h3)
2 + h2(V12h1 + V23h3)
2
+ h3(−V12h1 − V23(h1 + h2))2
)
=
Q2
H
+
1
H2
{
2Q
(
V12
(
h1(h2 + h3) + (h2 + h3)(−h1)
)
+ V23
(
(h1 + h2)h3 + h3(−(h1 + h2))
))
+ V 212
(
h1(h2 + h3)
2 + h2h
2
1 + h
2
1h3
)
+ V 223
(
h1h
2
3 + h2h
2
3 + (h1 + h2)
2h3
)
+ 2V12V23
(
h1h3(h2 + h3)− h1h2h3 + h1h3(h1 + h2)
)}
=
Q2
H
+
1
H2
{
V 212h1(h2 + h3)(h2 + h3 + h1)
+ V 223h3(h1 + h2)(h3 + h1 + h2) + 2V12V23h1h3(h3 + h1 + h2)
}
=
Q2
H
+ V 212
h1H23
H
+ V 223
h3H12
H
+ 2V12V23
h1h3
H
=
Q2
H
+ V 212
h1h2
H
+ V 213
h1h3
H
+ V 223
h2h3
H
with (V12 + V23 = V13). (9.9)
Inserting this last expression (9.9) into (9.8) and recalling (9.6) we have a new approximate
system of equations describing the time evolution of the surface:
Lemma 9.2. From the three-layer Shallow Water system (8.34) to (8.39) and Definition
9.1 follows:
∂tH + ∂xQ = 0 (9.10)
∂tQ+ ∂x
Q2
H
+
g
2
∂xH
2 = −gH∂xb− V 212
h1h2
H
− V 213
h1h3
H
− V 223
h2h3
H
+ g′12h2∂xh1 + g
′
13h3∂xh1 + g
′
23h3∂xh2, (9.11)
where gij := (1− rij)g, i, j = 1, 2, 3 are reduced gravity constants.
Now, under the assumption of |V12|, |V13|, |V23|  1 and r12, r13, r23 ≈ 1 we might
neglect certain terms in (9.11):
∂tQ+ ∂x
Q2
H
+
g
2
∂xH
2 = −gH∂xb− V 212
h1h2
H
− V 213
h1h3
H
− V 223
h2h3
H
+ g′12h2∂xh1 + g
′
13h3∂xh1 + g
′
23h3∂xh2
≈ −gH∂xb, (9.12)
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as Vij → 0 and rij → 1, thus motivating the definition
Definition 9.3 (Fully Averaged Shallow Water Equations).
∂tH + ∂xQ = 0 (9.13)
∂tQ+ ∂x
Q2
H
+
g
2
∂xH
2 = −gH∂xb. (9.14)
The eigenvalues for this system can be calculated analogously to the monolayer Shallow
Water equations in H and Q and could thus be seen as the extension of the external
eigenvalues of the two-layer shallow water system:
Lemma 9.4 (External Eigenvalues). The eigenvalues of system (9.13), (9.14) are given
by:
λ±ext =
Q
H
±
√
gH. (9.15)
These eigenvalues are good approximations of the propagation speeds of surface waves,
as those are given in terms of surface elevations, i.e., changes in the total height H, which
depend mainly on the total discharge of the flow Q. The assumptions made to simplify
the original system to yield the equations above are reasonable, as we consider stable or
close to stable stratified flow with close to constant densities, which means small shear
velocities.
9.1.3. Internal eigenvalues
From the equations (8.34) to (8.39) we can deduce the velocity equations by subtracting
vi times the i
th mass equations from the corresponding discharge equations and divide by
hi:
∂tu1 + ∂x
u21
2
+ g∂x [h1 + h2 + h3] = −g∂xb, (9.16)
∂tu2 + ∂x
u22
2
+ g∂x [r12h1 + h2 + h3] = −g∂xb, (9.17)
∂tu3 + ∂x
u23
2
+ g∂x [r13h1 + r23h2 + h3] = −g∂xb. (9.18)
These equations can now be used to describe the evolution of the shear velocities.
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Upper interface
Velocity shear For the velocity shear at the upper interface, i.e. the interface between
layer 1 and layer 2, we subtract (9.17) from (9.16):
∂t(u1 − u2) + ∂x
[
u21
2
− u
2
2
2
]
+ g∂x [(1− r12)h1] = 0 (9.19)
Considering u
2
1
2 − u
2
2
2 and trying to express this difference in terms of total discharge, total
water heights and the velocity shears, we find:
u21
2
− u
2
2
2
=
1
2
(
Q+ V12(h2 + h3) + V23h3
H
)2
− 1
2
(
Q− V12h1 + V23h3
H
)2
=
1
2
Q2 + 2Q(V12(h2 + h3) + V23h3) + (V12(h2 + h3) + V23h3)
2
H2
− 1
2
Q2 − 2Q(V12h1 − V23h3) + (V12h1 − V23h3)2
H2
=
Q
H2
(V12(h2 + h3) + V23h3 + V12h3)
+
1
2H2
(
v212(h2 + h
2
3 + 2V12V23h3(h2 + h3) + V
2
23h
2
3
)
− 1
2H2
(
V 212h
2
1 − 2V12V23h1h3 + V 223h23
)
=
Q
H
V12 (h1 + h2 + h3)︸ ︷︷ ︸
=H
+
1
2H2
(
V 212
[
(h2 + h3)
2 − h21
]︸ ︷︷ ︸
(H−h1)2−h21=H2−2Hh1
+ V12V23 [h3(h2 + h3) + h1h3]︸ ︷︷ ︸
h3H
)
= V12
Q
H
+
1
2
V 212 −
V 212h1
H
+ V12V23
h3
H
. (9.20)
Thus, with the additional assumption that the average velocity U¯ := Q/H is constant
(or almost constant) in x, (9.19) can be written as:
0 = ∂t(u1 − u2) + ∂x
[
V12
Q
H︸︷︷︸
=U¯
+
1
2
V 212 −
V 212h1
H
+ V12V23
h3
H
]
+ g′12∂x [h1]
= ∂tV12 + U¯∂xV12 + V12∂xV12 − 2h1
H
V12∂xV12
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− V
2
12
H
∂xh1 + g
′
12∂xh1 + V23
h3
H
∂xV12 + V12∂x
[
V23
h3
H
]
= ∂tV12 +
(
U¯ + V12 − 2h1
H
V12 + V23
h3
H
)
∂xV12
+
(
g′12 −
V 212
H
)
∂xh1 + V12∂x
[
V23
h3
H
]
. (9.21)
In order to simplify these equations further, we consider the factor in front of ∂xV12:
U¯ + V12 − 2h1
H
V12 + V23
h3
H
=
Q
H
+
V12H
H
− 2V12h1
H
+
V23h3
H
=
1
H
(
u1h1 + u2h2 + u3h3 + (u1 − u2)(h1 + h2 + h3)
− 2(u1 − u2)h1 + (u2 − u3)h3
)
=
1
H
(u1h2 + u1h3 + u2h1)
=
1
H
(u1(h2 + h3) + u2h1) . (9.22)
The last expression in the equation above will be a crucial value:
Definition 9.5 (Upper Convective Velocity). The convective velocity U c12 for the upper
interface is given by:
U c12 :=
1
H
(u1H23 + u2h1) . (9.23)
This averaged velocity is related to the convective velocity used in the approximations
of the internal eigenvalues for the two-layer equations (8.3).
From (9.21) and (9.23) we can deducted the first of two equations for the upper interface,
an equation for the shear velocity V12:
Lemma 9.6 (Equation for Upper Velocity Shear). Under the assumption of constant total
water height H and constant total discharge Q, the time-evolution of the velocity shear
between the layers 1 and 2 is given by
∂tV12 + U
c
12∂xV12 +
(
g′12 −
V 212
H
)
∂xh1 = −V12∂x
[
V23
h3
H
]
. (9.24)
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Water height Now consider the mass equation for the 1st layer (8.34), where we insert
the expression (9.3) for u1 and still assume U¯ = Q/H to be constant in x:
0 = ∂th1 + ∂xq1
= ∂th1 + ∂x
[
h1
Q+ V12(h2 + h3) + V23h3
H
]
= ∂th1 + ∂x
[
Q
H
h1 +
h1
H
V12(H − h1) + h1h3
H
V23
]
= ∂th1 + ∂x
[
U¯h1 + h1v12 − h
2
1
H
V12 +
h1h3
H
V23
]
= ∂th1 + U¯∂xh1 + V12∂xh1 + h1∂xV12
− 2V12
H
h1∂xh1 − h
2
1
H
∂xV12 +
h1
H
∂x [h3V23] +
h3V23
H
∂xh1
= ∂th1 +
(
U¯ + V12 − 2V12h1
H
+
h3V23
H
)
∂xh1
+
(
h1 − h
2
1
H
)
∂xV12 +
h1
H
∂x [h3V23]
= ∂th1 + U
c
12∂xh1 + h1
(
1− h1
H
)
∂xV12 +
h1
H
∂x [h3V23] . (9.25)
Thus we have the two equations for the evolution of the upper interface:
Lemma 9.7. From the three-layer shallow water system (8.34) to (8.39) and Definition
9.1 follows, under the assumption of constant total water height H and constant total
discharge Q:
∂th1 + U
c
12∂xh1 + h1
(
1− h1
H
)
∂xV12 = −h1
H
∂x [h3V23] , (9.26)
∂tV12 + U
c
12∂xV12 +
(
g′12 −
V 212
H
)
∂xh1 = −V12∂x
[
V23
h3
H
]
. (9.27)
Under the assumption that the product h3V23 is constant this simplifies to:
Definition 9.8 (Decoupled System for Upper Interface).
∂th1 + U
c
12∂xh1 + h1
(
1− h1
H
)
∂xV12 = 0, (9.28)
∂tV12 + U
c
12∂xV12 +
(
g′12 −
V 212
H
)
∂xh1 = 0. (9.29)
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For this system we can derive the following eigenvalues:
Lemma 9.9 (Approximate Upper Internal Eigenvalues). The eigenvalues of system (9.28)
- (9.29) are given by:
λ±12 = U
c
12 ±
((
h1 − h
2
1
H
)(
g′12 −
V 212
H
)) 1
2
= U c12 ±
(
g′12
h1H23
H
(
1− V
2
12
g′12H
)) 1
2
.
(9.30)
Note that this basically gives the same approximations as in the two-layer case. Actu-
ally, assuming V23 ≡ 0 would yield exactly the two-layer approximations (8.2), (8.3), so
we can view the derivation above also as an derivation of the two-layer approximations.
In most actual three-layer cases, the assumption leading to system (9.28) - (9.29) will be
too strong, which leaves us with the system (9.26) - (9.27). Here, we have a coupling
of the different shear velocities, the height h1 and the additional height h3 to consider,
which yields a coupled system of two equations in four variables. We will consider the
equations for V23 and h3 in the following.
Lower interface
Velocity shear For an equation for the shear velocity V23 we now subtract (9.18) from
(9.17):
0 = ∂t[u2 − u3] + ∂x
[
u22
2
− u
2
3
2
]
+ g∂x
[
(r12 − r13)︸ ︷︷ ︸
=r12(1−r23)
h1 + (1− r23)h2
]
. (9.31)
= ∂t[u2 − u3] + ∂x
[
u22
2
− u
2
3
2
]
+ g′23∂x
[
r12h1 + h2
]
. (9.32)
Expanding the term in the second brackets, again assuming constant total height H und
constant total discharge Q, with Q/H = U¯ yields:
u22
2
− u
2
3
2
=
1
2
(
Q− V12h1 + V23h3
H
)
− 1
2
(
Q− V12h1 − V23(h1 + h2)
H
)
=
1
2
([
Q2
H2
− 2Q(V12h1 − V23h3)
H2
+
(V12h1 − V23h3)2
H2
]
−
[
Q2
H2
− 2Q(V12h1 + V23(h1 + h2))
H2
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+
(V12h1 + V23(h1 + h2))
2
H2
])
=
Q
H2
[(
V12h1 + V23(h1 + h2)
)− (V12h1 − V23h3)]
+
1
2H2
[
(V12h1 − V23h3)2 − (V12h1 + V23(h1 + h2))2
]
=
Q
H2
(
V23(h1 + h2 + h3)
)
+
1
2H2
[
− 2V12V23h1h3
− 2V12V23h1(h1 + h2) +
(
V23h3
)2 − (V23(h1 + h2))2]
=
Q
H
V23 − V12V23h1
H2
[
(h3 + (h1 + h2))︸ ︷︷ ︸
=H
]
+
V 223
2H2
(
(H − (h1 + h2)︸ ︷︷ ︸
=h3
)2 − (h1 + h2)2
)
= U¯V23 − V12V23h1
H
+
V 223
2H2
(
(H2 − 2H(h1 + h2) + (h1 + h2)2 − (h1 + h2)2
)
= U¯V23 +
1
2
V 223 −
h1 + h2
H
V 223 −
h1
H
V12V23. (9.33)
Inserting this expression into (9.32) and differentiating, still assuming U¯ to be constant,
leads to:
0 = ∂t[u2 − u3] + ∂x
(
U¯V23 +
1
2
V 223 −
h1 + h2
H
V 223 −
h1
H
V12V23
)
+ g′23∂x
[
r12h1 + h2
]
= ∂t[u2 − u3] +
(
U¯ + V23 − 2h1 + h2
H
V23 − V12h1
H
)
∂xV23
− V
2
23
H
∂x[h1 + h2]− V23∂x
[
V12
h1
H
]
+ g′23∂x
[
r12h1 + h2
]
. (9.34)
Analogous to the derivation of U c12 we define the lower convective velocity U
c
23 by:
Definition 9.10 (Lower Convective Velocity). The convective velocity U c23 for the lower
interface is given by:
U c23 :=
1
H
(u2h3 + u3H12). (9.35)
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This averaged velocity is equal to the factor of ∂xV23 in (9.34), which can be seen by
an straightforward calculation:
U c23 = U¯ + V23 − 2
h1 + h2
H
V23 − V12h1
H
. (9.36)
Inserting the convective velocity U c23 into (9.34) gives:
0 = ∂t[u2 − u3] + U c23∂xV23 +
(
g′23 −
V 223
H
)
∂xH12
− V23∂x
[
V12
h1
H
]
+ (r12 − 1)g′23∂xh1
= ∂tV23 + U
c
23∂xV23 +
(
g′23 −
V 223
H
)
∂xH12
− V23∂x
[
V12
h1
H
]
− (1− r12)(1− r23)g∂xh1. (9.37)
This gives us an equation for the lower shear velocity V23:
Lemma 9.11 (Equation for Lower Velocity Shear). Under the assumption of constant
total water height H and constant total discharge Q, the time-evolution of the velocity
shear between the layers 2 and 3 is given by
∂tV23+U
c
23∂xV23+
(
g′23 −
V 223
H
)
∂xH12 = V23∂x
[
V12
h1
H
]
+(1−r12)(1−r23)g∂xh1. (9.38)
Water height Now we derive an equation for the combined water height H12 by adding
(8.34) and (8.36):
∂t[h1 + h2] + ∂x[q1 + q2] = 0. (9.39)
Examination of the discharge term q1 + q2 leads to:
q1 + q2 = h1
Q+ V12(h2 + h3) + V23h3
H
+ h2
Q− V12h1 + V23h3
H
= U¯(h1 + h2) +
V12
H
(h1h2 + h1h3 − h1h2) + V23
H
h3(h1 + h2)
= U¯H12 +
V12
H
h1h3 +
V23
H
h3H12
= U¯H12 +
V12
H
h1(H −H12) + V23
H
(H −H12)H12
= U¯H12 + V12h1 − V12h1
H
H12 + V23H12 − V23
H
H212
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=
(
U¯ − V12
H
h1 + V23 − V23
H
H12
)
H12 + V12h1. (9.40)
The last line could also be rewritten as
q1 + q2 = U¯H12 + V13
h1h3
H
+ V23
h2h3
H
. (9.41)
Thus (9.39) can be written as:
0 = ∂t[h1 + h2] + ∂x
[(
U¯ − V12
H
h1 + V23 − V23
H
H12
)
H12 + V12h1
]
= ∂tH12 +
(
U¯ − V12
H
h1 + V23 − 2V23
H
H12
)
∂xH12
+H12
(
1− H12
H
)
∂xV23 + h1
(
1− H12
H
)
∂xV12
+ V12
(
1− H12
H
)
∂xh1
= ∂tH12 + U
c
23∂xH12 +
(
1− H12
H︸ ︷︷ ︸
=h3/H
)(
H12∂xV23 + h1∂xV12 + V12∂xh1
)
. (9.42)
Now we have an equation for the evolution of the combined water height H12. Together
with the equation (9.38) we have a system for the lower interface:
Lemma 9.12. From the three-layer shallow water system (8.34) to (8.39) and Definition
9.1 follows, under the assumption of constant total water height H and constant total
discharge Q:
∂tH12 + U
c
23∂xH12 +H12
(
1− H12
H
)
∂xV23 = −
(
1− H12
H
)
∂x[V12h1], (9.43)
∂tV23 + U
c
23∂xV23 +
(
g′23 −
V 223
H
)
∂xH12 =
V23
H
∂x[V12h1]
+ (1− r12)(1− r23)g∂xh1. (9.44)
Under the assumption of constant V12h1 and r12, r23 ≈ 1 this simplifies to
Definition 9.13 (Decoupled System for Lower Interface).
∂tH12 + U
c
23∂xH12 +H12
(
1− H12
H
)
∂xV23 = 0, (9.45)
∂tV23 + U
c
23∂xV23 +
(
g′23 −
V 223
H
)
∂xH12 = 0. (9.46)
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For this system the eigenvalues are given by:
Lemma 9.14 (Approximate Lower Internal Eigenvalues). For the system (9.45) - (9.46)
the eigenvalues are given by
λ±23 = U
c
23 ±
((
H12 − H
2
12
H
)(
g′23 −
V 223
H
)) 1
2
= U c23 ±
(
g′23
h3H12
H
(
1− V
2
23
g′23H
)) 1
2
.
(9.47)
With (9.30) and (9.47) we found approximation formals similar to (8.2), (8.3), but
under questionable assumptions. While the term (1 − r12)(1 − r23)g∂xh1 might actually
be negligible in the cases we consider in this thesis, the shear velocities V12, V23 and the
heights h1, h3 will usually be non-constant, as will be their products. Thus, for the upper
interface we have to consider the system (9.28) - (9.29). while for the lower interface we
have to consider the system (9.45) - (9.46). Both are systems of two equations in four
variables. In the following subsection we will combine the equations gained thus far to a
new system.
A similar approximate system might be found switching the roles of the interface in
the above derivation and retain the equation for h3 instead of h1. This will indeed not
give a crucial change regarding the derivation of approximate eigenvalues for the original
system.
9.1.4. Eigenvalue approximations
The consideration above concerning the surface and the two interfaces yielded three sys-
tems of two equations each, which we might combine to a new, approximate system.
Assuming (1 − r12)(1 − r23) ≈ 0 we get from (9.13), (9.14) and (9.26), (9.27) as well as
(9.43), (9.44):
∂tH + ∂xQ = 0, (9.48)
∂tQ+ ∂x
Q2
H
+
g
2
∂xH
2 = −gH∂xb, (9.49)
∂th1 + U
c
12∂xh1 +
(
h1 − h
2
1
H
)
∂V12 = −h1∂xV23 + h1
H
∂x[H12V23], (9.50)
∂tV12 + U
c
12∂xV12 +
(
g′12 −
V 212
H
)
∂xh1 = −V12∂xV23 + V12
H
∂x [H12V23] , (9.51)
∂tH12 + U
c
23∂xH12 +
(
H12 − H
2
12
H
)
∂xV23 = −
(
1− H12
H
)
∂x
[
h1V12
]
, (9.52)
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∂tV23 + U
c
23∂xV23 +
(
g′23 −
V 223
H
)
∂xH12 =
V23
H
∂x[h1V12]. (9.53)
The first two and the last four equations above are mutually decoupled, thus we can
consider the eigenstructure of the systems (9.48) - (9.49) and (9.50) - (9.51) separately.
For the first two equations depending on H and Q only we already have the eigenvalues
(9.15). The second system (9.50) - (9.51) is a quasi-linear system in h1, H12, V12, V23 under
the rigid lid assumption H = const, which is usually a good approximation of the exact
solution. This system now holds the crucial information on the hyperbolicity, as reasoned
in the last chapter, but still is in a coupled form with no easy way of formally computing
the eigenvalues. However, for given data we can evaluate this system of four equations
instead of the full three-layer Shallow Water system of six equations and numerically gain
the eigenvalues. This procedure will be applied later on in our numerical algorithm, when
a quick evaluation of the hyperbolicity of the three-layer system is necessary.
Neglecting the bottom topography, the system of equations (9.48) - (9.53) yields the
system matrix:
A(W ) =

0 1 0 0 0 0
−U¯2 + gH 2U¯ 0 0 0 0
0 0 U c12
h1H23
H −h1V23H h1h3H
0 0 g′12 − V
2
12
H U
c
12 −V12V23H V12 h3H
0 0 V12
h3
H
h1h3
H U
c
23
H12h3
H
0 0 −V12V23H −h1V23H g′23 − V
2
23
H U
c
23

(9.54)
where W = (H,Q, h1, V12, H12, V23)
T . From this matrix the separation of the two different
sets of equations seems reasonable and we can use the 4 × 4 matrix in the lower right
corner of A(W ) to determine approximate internal eigenvalues.
9.2. Analysis of characteristic polynomial
A second approach would involve the characteristic polynomial of system (8.34) - (8.39)
as given in (9.1):
χ3(λ) :=
[
(λ− u1)2 − gh1
] [
(λ− u2)2 − gh2
] [
(λ− u3)2 − gh3
]
− r23g2h2h3
[
(λ− u1)2 − gh1
]− r13g2h1h3 [(λ− u2)2 − gh2]
− r12g2h1h2
[
(λ− u3)2 − gh3
]− 2r13g3h1h2h3. (9.55)
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9.2.1. Monolayer eigenvalues
Similar to the analysis of the characteristic polynomial of the two-layer equations per-
formed in [AK10] we could try to find upper and lower boundaries of the roots of this
polynomial, cf. (7.25). Neglecting the coupling terms between the layers and the bottom
topography terms, we have three monolayer Shallow Water systems on the left hand side
in (8.34) - (8.39):
∂thj + ∂x(hjuj) = 0, (9.56)
∂t(hjuj) + ∂x
[
hju
2
j +
g
2
h2j
]
= 0, (9.57)
for j = 1, 2, 3.
These monolayer systems have the characteristic polynomials (λ−uj)2−ghj , j = 1, 2, 3.
As in the two-layer case, the three-layer polynomial χ3 of (9.55) obviously contains terms
that are identical to the characteristic polynomials for the three uncoupled monolayer
systems in the different layers, which we denote by [·]j :=
[
(λ− uj)2 − ghj
]
for j = 1, 2, 3.
Thus we could also try to sort the eigenvalues of the full three-layer system in ascending
order and place the roots of the three terms [·]j in between, recall (7.25). We denote the
3 times 2 monolayer eigenvalues by λ∗j , λ
◦
j for j = 1, 2, 3.
In Figure 9.1 we see example plots of χ3 over three different intervals to gain an idea
about the relative position of the eigenvalues of a full three-layer system and eigenvalues
of the three artificially decoupled systems in each layer. While the eigenvalues of χ3 are
only given implicitly in the plot as intersections of the graph of χ3 and the λ-axis, the
eigenvalues of the monolayer equations can be easily gained from the quadratic polyno-
mials above. It seems that we can hope to formally show that the eigenvalues of the three
monolayer systems are framed by the roots of χ3 like in the two-layer case, though they
do not seem to give good approximations of the three-layer eigenvalues. Indeed, we can
exploit the symmetry in the terms above to show the following: Picking one of the roots
of the term [·]j denoted by λ∗1, yields:
χ3(λ
∗
1) = −r13g2h1h3
[
(λ∗1 − u2)2 − gh2
]− r12g2h1h2 [(λ∗1 − u3)2 − gh3]
− 2r13g3h1h2h3
= −r13g2h1h3
(
(λ∗1 − u2)2 − gh2 + gh2
)
− r13g2h1h2
(
1
r23
(λ∗1 − u3)2 −
1
r23
gh3 + gh3
)
= −r13g2h1
(
h3(λ
∗
1 − u2)2 +
1
r23
h2(λ
∗
1 − u3)2 +
(
1− 1
r23
)
gh2h3
)
, (9.58)
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(a) χ3 over (-
3.1,5.4): the mono-
layer eigenvalues lie
in between the two
outer roots and the
four inner roots
(b) Zoom on (-
1.1,2.4): only two
monolayer eigen-
values lie in the
plotting area while
the four inner roots
of χ are not per-
ceptible to plotting
accuracy
(c) Zoom on
(0.77,1.35): the
four inner roots of
χ3 are readable and
obviously real
Figure 9.1.: The characteristic polynomial χ3 plotted over different intervals, the di-
amonds mark the monolayer eigenvalues for the different layers. U =
(1, 0.25, 0.5, 0.05, 0.25, −0.025)T , r12 = r23 = 0.99
where we used r13 = r12r23. Since r23 < 1 the term in the parentheses can become
negative and hence the polynomial χ3(λ
∗
1) > 0 depending on the parameters. This is
unlike the two-layer case, where the sign of the characteristic polynomial χ2 is always
negative at the position of the monolayer eigenvalues, cf. [AK09]. As χ2 also tends to ∞
for x → ±∞, the minimal and maximal roots of χ2 must be smaller respectively larger
than smallest respectively largest monolayer eigenvalues for both layers. A similar line
of arguments is not possible for the three-layer case, as the sign depends on the actual
choice of parameters.
Now, we try to place at least one of the monolayer eigenvalues for the first layer in
between the roots of χ3. The value χ3(λ
∗
1) becomes positive when this inequality holds:
h3(λ
∗
1 − u2)2 +
1
r23
h2(λ
∗
1 − u3)2 < −
(
1− 1
r23
)
gh2h3 (9.59)
⇔ r23
h2
(λ∗1 − u2)2 +
1
h3
(λ∗1 − u3)2 < −(r23 − 1)g = g′23 (9.60)
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⇔ r23
g′23h2
(λ∗1 − u2)2 +
1
g′23h3
(λ∗1 − u3)2 < 1. (9.61)
This means that both of the positive summands need to become smaller than 1 and thus
we have:
|λ∗1 − u2| < (r23)−
1
2
√
g′23h2 |λ∗1 − u3| <
√
g′23h3 (9.62)
meaning that both velocities need to be in the vicinity of λ∗1 for a positive value of χ3(λ
∗
1).
Using this, we have the following inequality:√
gh1 = |u1 − λ∗1| ≤ |u1 − u2|+ |u2 − λ∗1|
≤ |u1 − u2|+ (r23)−
1
2
√
g′23h2 (9.63)
and thus √
gh1 − (r23)−
1
2
√
g′23h2 ≤ |u1 − u2| (9.64)
⇔
√
1
1− r12
h1
H
−
√(
1− r23
r23 − r13
)
h2
H
≤ |u1 − u2|√
g′12H
. (9.65)
For u3 we similarly get the criterion:√
gh1 −
√
g′23h2 ≤ |u1 − u3| (9.66)
⇔
√
1
1− r13
h1
H
−
√(
1− r23
1− r13
)
h2
H
≤ |u1 − u3|√
g′13H
. (9.67)
Assuming a positive value of χ3(λ
∗
1), we now have lower boundaries for the velocity shears
between u1 and u2, u3. Similar conditions can be found for the other monolayer roots.
Now inserting the other root λ◦1 of the quadratic monolayer characteristic polynomial
into χ3 yields
χ3(λ
◦
1) = −r13g2h1
(
h3(λ
◦
1 − u2)2 +
1
r23
h2(λ
◦
1 − u3)2 +
(
1− 1
r23
)
gh2h3
)
(9.68)
and thus, analog to the derivation above, we have the criterion
r23
g′23h2
(λ◦1 − u2)2 +
1
g′23h3
(λ◦1 − u3)2 < 1 (9.69)
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for positivity of χ3(λ
◦
1). Assuming that χ3(λ
∗
1) is already positive, thus (9.62) holds, we
also have:
2
√
gh1 = |λ∗1 − λ◦1| ≤ |λ∗1 − u2|+ |u2 − λ◦1|
≤ |u2 − λ◦1|+ (r23)−
1
2
√
g′23h2 (9.70)
⇔ 2
√
gh1 − (r23)−
1
2
√
g′23h2 ≤ |u2 − λ◦1| (9.71)
and analog
2
√
gh1 −
√
g′23h3 ≤ |u3 − λ◦1|. (9.72)
Assuming 2
√
gh1 > max
(
(r23)
− 1
2
√
g′23h2,
√
g′23h3
)
we can replace λ◦1 − u2 and λ◦1 − u3
in (9.69):
r23
g′23h2
(λ◦1 − u2)2 +
1
g′23h3
(λ◦1 − u3)2
≥ r23
g′23h2
(
2
√
gh1 − (r23)−
1
2
√
g′23h2
)2
+
1
g′23h3
(
2
√
gh1 −
√
g′23h3
)2
=
r23
g′23h2
(
4gh1 +
g′23h2
r23
− 4
√
gh1
√
g′23h2
r23
)
+
1
g′23h3
(
4gh1 + g
′
23h3 − 4
√
gh1
√
g′23h3
)
= 4
r23
1− r23
h1
h2
+ 1− 4
√
r23
(1− r23)
h1
h2
+ 4
1
1− r23
h1
h3
+ 1− 4
√
1
1− r23
h1
h3
= 2 + 4
(
r23
1− r23
h1
h2
−
√
r23
(1− r23)
h1
h2
+
1
1− r23
h1
h3
−
√
1
1− r23
h1
h3
)
. (9.73)
Hence if
h1 ≥ 7
8
1− r23
r23
h2 ∧ h1 ≥ 7
8
(1− r23)h3 (9.74)
we have
r23
g′23h2
(λ◦1 − u2)2 +
1
g′23h3
(λ◦1 − u3)2 ≥ 1 (9.75)
and χ3(λ
◦
1) ≤ 0. Since r23 ≈ 1, (9.74) is very likely to be fulfilled for given data, but of
course this needs to be checked for every given state. Thus, we have shown a criterion
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that gives negativity of χ3 at one of the monolayer eigenvalues of layer 1 if χ3 is positive
for the other monolayer eigenvalue. Because of the signs and the symmetry of χ3 we
have thus shown, that for water heights h1 fulfilling (9.74), at least one of the monolayer
eigenvalues must be located between the smallest and the largest roots of χ3. Analog to
this we can derive similar criteria for the monolayer eigenvalues of the other layers:
Lemma 9.15. Let λ∗j , λ
◦
j be the two eigenvalues of the monolayer Shallow Water equations
(9.56) and (9.57) of layer j. Define
p(1,2) :=
1√
r23
p(1,3) := 1 (9.76)
p(2,1) :=
√
r23 + r12 − 2r13
r23(1− r13) p(2,3) :=
√
r23 + r12 − 2r13
r12(1− r13) (9.77)
p(3,1) := 1 p(3,2) :=
1√
r12
(9.78)
1. The inequality χ3(λ
∗
j) > 0 only holds if
|λ∗j − uk| < p(j,k)
√
g′klhk ∧ |λ∗j − ul| < p(j,l)
√
g′klhl (9.79)
for j, k, l ∈ {1, 2, 3} with j 6= k 6= l.
2. If χ3(λ
∗
j) > 0 holds, then χ3(λ
◦
j) < 0 if
h1 ≥ 7
8
(1− rkl)p2(j,k)hk ∧ h1 ≥
7
8
(1− rkl)p2(j,l)hl, (9.80)
for j, k, l ∈ {1, 2, 3} with j 6= k 6= l.
Thus, for the characteristic polynomial to become positive for one of the monolayer
eigenvalues, the eigenvalue has to be close to each of the velocities of the other layers.
Also, if the polynomial is positive for one monolayer eigenvalue, we have a lower bound for
the layer height of the corresponding layer, for which the polynomial must be negative for
the other monolayer eigenvalue of that layer. Under most circumstances we will thus have
at least one monolayer eigenvalue in between the roots of the characteristic polynomial,
as the polynomial tends to infinity for λ→ ±∞.
9.2.2. Polynomials of lower degree
The particular form that (9.1) gives to χ3 means that we might split the polynomial in a
higher degree polynomial, containing the coefficients for degree 6 and 5, and a polynomial
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(a) Interval (-4.5,4.5): the differ-
ent signs of the 4th and the 6th de-
gree polynomial show in the be-
havior for large absolute values of
λ
(b) Zoom on (-0.2,0.34): the
polynomial are indistinguishable
to plotting accuracy
Figure 9.2.: The characteristic polynomial χ3 (solid line) and the polynomial χ
[4]
3 (λ) (di-
amonds) plotted over different intervals.
U = (1, 0.25, 0.5, 0.05, 0.25, −0.025)T , r12 = r23 = 0.99
of degree 4. The product
∏3
j=1[·]j contains all the terms of order 6 and 5, while the other
terms go only up to order 4. Expanding the product and collecting the terms of these
orders, we get:
χ3(λ) = λ
6 − 2(u1 + u2 + u3)λ5 +O(λ4). (9.81)
Now, trying to find a simple polynomial of degree 6 to split from χ3, we expand (λ−u0)6
to find:
(λ− u0)6 = λ6 − 6u0λ5 +O(λ4), (9.82)
and comparing the coefficients we set u0 :=
u1+u2+u3
3 , the arithmetic mean of the veloci-
ties, and get:
χ3(λ) = (λ− u0)6 +O(λ4), (9.83)
where of course some changes take place for the coefficients hidden in O(λ4). From this
form we gain some information in cases where |uj − u0|  1 for j = 1, 2, 3. Then, the
relatively high exponent 6 for the term λ− u0 will lead to (λ− u0)6 ≈ 0 and the roots of
χ3 are approximated by the roots of the 4
th degree polynomial χ3(λ)− (λ− u0)6, which
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might be easier to calculate. According to a symbolic computation using MAPLE1, this
4th degree polynomial is given as:
χ
[4]
3 (λ) := χ3(λ)− (λ− u0)6 = α4λ4 + α3λ3 + α2λ2 + α1λ+ α0 (9.84)
with the coefficients:
α4 =
(
u22 − gh2
)
+
(
u23 − gh3
)
+
(
u21 − gh1
)
+ 4 (u1u2 + u1u3 + u2u3)
− 15
(
u1 + u2 + u3
3
)2
, (9.85)
α3 = −2
[
(u1 + u2)
(
u23 − gh3
)
+ (u1 + u3 )
(
u22 − gh2
)
+ (u2 + u3)
(
u21 − gh1
) ]− 8u1 u2 u3 + 20(u1 + u2 + u3
3
)3
, (9.86)
α2 = 4
[
u1 u2
(
u23 − gh3
)
+ u2u3
(
u21 − gh1
)
+ u1u3
(
u22 − gh2
) ]
+
(
u22 − gh2
) (
u23 − gh3
)
+
(
u21 − gh1
) (
u23 − gh3
)
+
(
u21 − gh1
) (
u22 − gh2
)− g2 r12 h1 h2 − g2 r23 h2 h3
− g2 r13 h1 h3 − 15
(
u1 + u2 + u3
3
)4
, (9.87)
α1 = −2u1
[ (
u22 − gh2
) (
u23 − gh3
)− g2 r23 h2 h3]
− 2u2
[ (
u21 − gh1
) (
u23 − gh3
)− g2 r13 h1 h3]
− 2u3
[ (
u21 − gh1
) (
u22 − gh2
)− g2 r12 h1 h2]+ 6(u1 + u2 + u3
3
)5
, (9.88)
α0 =
(
u21 − gh1
) (
u22 − gh2
) (
u23 − gh3
)− g2 r12 h1 h2 (u23 − gh3)
− g2 r23 h2 h3
(
u21 − gh1
)− g2 r13 h1 h3 (u22 − gh2)
− 2 g3 r13 h1 h2 h3 −
(
u1 + u2 + u3
3
)6
. (9.89)
1Listing in Appendix A
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As Figure 9.2 exemplarily shows, this fourth degree polynomial gives a good approxi-
mation for the roots of χ3. As the root of (λ− u0)6 is always equal to the mean velocity
of the flow and we assume the differences between the velocities to be small—otherwise
Kelvin-Helmholtz instabilities are supposed to appear in the physical flow at least—we
can view Figure 9.2 as a generic case. The monolayer eigenvalues of each layer are located
relatively close to ui with distance ±
√
ghi and as we showed above, we can almost always
assume at least one of each pair of eigenvalues to be located between the two external
eigenvalues, i.e., the smallest and the largest root of χ3.
9.2.3. Comparison to Section 9.1
(a) Four real eigenvalues, approx-
imate eigenvalue pairs (black and
red diamonds) in the vicinity
(b) Approximate polynomial χ
[4]
3
of degree 4 (red diamonds)
Figure 9.3.: The characteristic polynomial χ3 (solid line): comparison of approximate
eigenvalues according to (9.30), (9.47) and χ
[4]
3 (λ)
U = (1, 0.25, 0.5, 0.05, 0.25, −0.025)T , r12 = r23 = 0.99
Comparing the approximate eigenvalues (9.30), (9.47) of Section 9.1 with the actual
zeros of the characteristic polynomial and the approximate polynomial of degree four
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(a) Only two real eigenvalues,
one approximate eigenvalue pair
with obviously different real parts
(black diamonds) the other is
close to zeros of χ3 (red dia-
monds)
(b) Approximate polynomial of
degree 4 (red diamonds)
Figure 9.4.: The characteristic polynomial χ3 (solid line): comparison of approximate
eigenvalues according to (9.30), (9.47) and χ
[4]
3 (λ)
U = (1, 0.25, 0.5, 0.05, 0.25, −0.025)T , r12 = 0.995, r23 = 0.9975
shows that the assumptions made in the approximation of the eigenvalues are too strong to
be practicable usable. In Figure 9.3 we can see the location of the approximate eigenvalues
in comparison to the internal eigenvalues, i.e., the four “inner” zeros of χ3. While for this
example, the eigenvalues are sufficiently approximated, the roots of the fourth degree
polynomial χ
[4]
3 are more accurate approximations by far.
Now, changing the ratio of the densities to r12 = 0.995, r23 = 0.9975 yields a non-
hyperbolic system. This critical case is not sufficiently described by the approximate
eigenvalues: Figure 9.4 shows, how one pair of approximate eigenvalues lies closely to-
gether and the other pair of approximate eigenvalues lies close to the remaining two zeros
of the characteristic polynomial. The distance of the first pair is still approximately 0.05
and thus about twice as large as the distance of one of the second approximate eigenvalues
to the actual zero of χ3. A precise prediction of the loss of hyperbolicity is difficult with
an approximation of this accuracy. The approximate polynomial χ
[4]
3 still captures the im-
portant features of the system, the approximation of the zeros is much more accurate and
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the loss of hyperbolicity is reflected by the existence of only two roots for this polynomial.
Still, based on the results of Section 9.1 a more precise approximation than (9.30),
(9.47) can be found when evaluating the characteristic polynomial χ
[4]
3,2 for the 4× 4 sub-
matrix in the lower right corner of (9.54). The eigenvalues of this sub-matrix actually
seem to coincide with the internal eigenvalues of the three-layer system, cf. Figure 9.5,
validating our derivation of the previous subsection. However, in these examples, the
characteristic polynomial of the sub-matrix obviously has smaller derivatives than the
three-layer polynomial and the polynomial χ
[4]
3 , which might lead to numerical difficulties
in determining the roots. We will stick to χ
[4]
3 in the following when approximating the
internal eigenvalues of the three-layer system.
(a) r12 = r23 = 0.99 (b) r12 = 0.995, r23 = 0.9975
Figure 9.5.: The characteristic polynomial χ3 (solid green line): comparison with the
characteristic polynomial χ
[4]
3,2 (dashed red line)
U = (1, 0.25, 0.5, 0.05, 0.25, −0.025)T ,
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10. Two/Three-layer adaptation
In the previous chapters we described the density-layered or stratified two- and three-layer
Shallow Water systems and their hyperbolicity. As was stated in Chapter 8, both systems
suffer a loss of hyperbolicity for physical relevant states that, i.e., states with non-negative
water heights for which the system matrix A has complex-valued eigenvalues. We also
showed that the loss of hyperbolicity is connected to a large velocity shear at the interface,
reflecting the occurrence of Kelvin-Helmholtz instabilities in the real flow. Thus, our idea
to remedy the loss of hyperbolicity for the two-layer system is to introduce a third layer
in between the original two, which has an intermediate velocity and replaces the original
jump in the velocities by two smaller ones. As the three-layer system itself is also not
always hyperbolic and we want it to be consistent in some sense with the original two-layer
state, we have to proceed with care.
The basic ideas of this chapter were also presented in [CFN+10].
10.1. The three-layer adaptation
In the original two-layer situation the region in which the two fluids interact is modeled as
a sharp interface, i.e., a line between the upper and the lower fluid. As this sharp interface
gets instable and small perturbations might grow large, we want to replace it by a whole
2-dimensional region of interaction between the original layers, where the interaction has
to be specified later on.
Similar ideas have been pursued before, cf. e.g. the classic textbook by Chandrasekhar
[Cha61] and the reference therein. In this reference both an intermediate layer with
a constant density and linear velocity connecting the two velocities of the outer layers
continuously and an intermediate layer with linear and continuously connected density
and velocity are considered. These considerations take place in a full 3D-setting for the
Navier-Stokes equations, and it is shown that in the constant intermediate density case
there is always a range of wavelengths which are instable. For the case of varying density it
is shown that the layering is stable for small shear velocities. From our point of view, using
the depth-averaged Shallow Water equations, the density and velocity variations within
each layer are not transparent. In Part IV we will consider the variation of velocity within
a layer again and also introduce a viscous term to the equations. Viscosity is regarded
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in [Cha61] to also yield a stabilizing effect. In this chapter we only work with layer-wise
constant values for the velocity.
x x
hm
h˜1h1
h2
h˜2
δ2
δ1
Figure 10.1.: layer introduction: one portion of each layer close to the interface is included
in the newly introduced intermediate layer
In [SS53] the movement of the two layers and a very thin intermediate layer are also
considered. The interface can be seen as a more or less infinitesimal small intermediate
layer, at least in the Shallow Water framework, which is capable of wave motions as a
whole and is stabilized by a density gradient due to molecular mixing. In this perspective,
our approach is an enlargement of the original interface into a full blow, but relatively
small, layer. The internal mechanics of this layer are hidden in the depth-averaging
though. As mentioned before, we will reconsider this in Part IV.
Thus, as a first step towards a full appreciation of the interaction of the two layers
at the interface or within an intermediate layer, we will remain in the general setup of
multilayered flows and introduce an intermediate layer around the original interface with
constant values for velocity and density attached to it, assuming that all the turbulence
and mixing is contained within this layer and does not affect the horizontal velocities in
a substantial way.
One important remark at this point: we introduce two new sharp interfaces between
the intermediate and the upper respectively lower layer, which are to be understood as
boundaries of a region of mixing. In contrast to the interface in the original two-layer flow,
where the location of the interface can be determined by a physically measurable jump in
densities, the new interfaces do not have such a comprehensible physical definition at this
stage. The location of these new interfaces will have to be determined as the boundaries
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of a boundary layer, i.e., by a change between a turbulent flow regime and the laminar
upper and lower layers.
10.1.1. Introducing the intermediate layer - transformation formulas
Practically, to introduce an intermediate layer means that we have to find transformation
formulas that define the values for the new three-layered system based on the original two-
layer system. Of course, in deriving these transformations we want to follow physically
motivated arguments. Firstly, of course we want to have a conservation of water height
and mass. Thus the total water height before and after the transformation has to stay
constant. The mass is connected to the water heights of the different layers and their
densities. Thus those have to be arranged in such a way that the mass stays constant.
The second condition would be a conservation of discharge. In the absence of velocities
in the z-direction the discharges are supposed to stay constant, even when redistributed
among three layers instead of two. All of this will be put in formulas in the following.
Conditions on the transformed states
For the original system, aside from the constant in time bottom topography b and the
gravity constant g, the current state of the flow under consideration is described by w2l:
w2l = [h1, u1, h2, u2, ρ1, ρ2],
where, like before, the subscripts denote values associated with the layer 1 or 2. When
introducing the intermediate layer, denoted by the index m to clarify the notation in this
chapter, we need to assign values to w˜3l:
w˜3l = [h˜1, u˜1, h˜2, u˜2, hm, um, ρ˜1, ρ˜2, ρm],
where the tilde denotes values of the layers 1 and 2 that are changed in the course of the
transformation, cf. Figure 10.1. Thus we have nine unknowns for the three-layer state, the
six transformed values of the original layers and the three values of the newly introduced
intermediate layer.
We suppose that the total discharge Q, the total mass M and the total height H should
be conserved by our transformation, as described above. Comparing the values of these
quantities formally between the original two-layer state and the supposed three-layer state
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gained by the transformation w2l → w˜3l, this yields the following conditions:
Q =
∑
i
ρihiui =
∑
i
ρ˜ih˜iu˜i + ρmhmum, (10.1)
M =
∑
i
ρihi =
∑
i
ρ˜ih˜i + ρmhm, (10.2)
H =
∑
i
hi =
∑
i
h˜i + hm. (10.3)
We assume that the values for the densities ρ1 and ρ2 do not change during the transfor-
mation as the mixing is confined to the intermediate layer and the densities are supposed
to be constant in the original layers. Also, with the same reasoning, the velocities u1
and u2 are supposed to be constant during the transformation. Thus, we introduce the
following simplifying assumptions:
u˜1 = u1, u˜2 = u2,
ρ˜1 = ρ1, ρ˜2 = ρ2.
(10.4)
The equations (10.1)-(10.3) and (10.4) give seven conditions for the nine unknowns in w˜3l.
As the height hm of the intermediate layer should remain variable to adjust to the size of
the region in which we expect the mixing in the original, physical stream to happen, we
can only choose one additional equation. For this we took several options in the following
to numerically experiment with.
Transformation formulas
Based on the conditions stated above, we introduce four candidates for transformation
formulas in the following, that close the systems with an additional condition on the
density or the velocity. Thus the formulas depend on the original two-layer state and the
intermediate layer height as a free parameter.
Choice 1 Here we take ρm =
1
2(ρ1 + ρ2). Using conditions (10.1)-(10.3) to eliminate
variables, we find:
h˜1 = h1 − 1
2
hm
h˜2 = h2 − 1
2
hm
um =
ρ1u1 + ρ2u2
ρ1 + ρ2

(10.5)
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This is probably the most obvious choice for finding a condition for the density of an
intermediate layer. Note that neither the density nor the velocity depend on the height
of the intermediate layer. Furthermore, the density ρm only depend on the—constant—
densities ρ1 and ρ2. The intermediate layer height might be chosen between 0 and twice
the minimum of the original layer heights: hm ∈ (0, 2 min(h1, h2)), otherwise the total
height can only be conserved with at least one negative layer height.
This is a similar choice as the setting in the considerations of [Cha61].
Choice 2 Here we take um =
1
2(u1 + u2). Again using the conditions on Q, M and H
to eliminate variables, we find:
h˜1 = h1 − ρ2
ρ1 + ρ2
hm
h˜2 = h2 − ρ1
ρ1 + ρ2
hm
ρm =
2ρ1ρ2
ρ1 + ρ2

(10.6)
Again, neither um nor ρm depend on the choice of hm, and the intermediate layer height
is bounded by 0 at the one side and (ρ1 + ρ2) min(
h1
ρ2
, h2ρ1 ) on the other.
Choice 3 Another approach to define the intermediate values would be to weight the den-
sities (or the velocities) using the two layer heights. Thus, take ρm = (ρ1h1 +ρ2h2)/(h1 +
h2). Using the conditions on M , Q and H to eliminate variables, we find:
h˜1 = h1 − h1
h1 + h2
hm
h˜2 = h2 − h2
h1 + h2
hm
um =
ρ1h1u1 + ρ2h2u2
ρ1h1 + ρ2h2

(10.7)
In this way, the intermediate layer is no longer bounded by the minimum between the two
layer heights, but by the total height. Thus, as a deteriorated situation, the intermediate
layer could consume the whole region which was previously occupied by the two original
layers, yielding an—always stable—monolayer situation. This could complete the stabi-
lizing mechanism of introducing a third layer with a fall-back solution. As a drawback,
the density ρm now depends on the variables of the flow.
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Choice 4 Take um = (u1h1 +u2h2)/(h1 +h2). Using conditions M, Q and H to eliminate
variables, we find:
h˜1 = h1 − ρ2h1
ρ2h1 + ρ1h2
hm
h˜2 = h2 − ρ1h2
ρ2h1 + ρ1h2
hm
ρm =
ρ1ρ2(h1 + h2)
ρ2h1 + ρ1h2

(10.8)
Again, it is almost possible to pick any water height between 0 and h1 + h2, but the
density ρm depends on the variables now.
These four choices have been considered and numerically evaluated like described in
the following. As (10.7) and (10.8) both yield an intermediate density depending on the
variables of the flow, we can even at this point predict problems of these choices when it
comes to the simulation of a whole flow, as here we might need to use the above trans-
formation at several different positions and/or at different times, leading to intermediate
layers with varying densities. This would contradict one of the main simplifications in the
(multilayered) Shallow Water equations, the assumption of only a few different density
levels throughout the flow. However, as the density variations are supposed to be small in
the original two-layer equations, we might think of neglecting these differences and define
an intermediate layer density more or less at will and prescribe it for the intermediate layer
throughout the domain the flow occupies, in a way using the Boussinesq approximation.
Whether this is justified remains unclear.
With the transformation formulas above it is possible to introduce an intermediate layer
to achieve a three-layer state that is consistent with the original two-layer state in the
sense of equations (10.1) - (10.3) and (10.4). Thus we can guarantee that several crucial
physical quantities at a given x-position in the flow remain unchanged when we apply any
of these transformation rules. The consequences of the transformation are considered in
the following section.
As (10.5) and (10.6) produce very similar results, as do (10.7) and (10.8), we only con-
sider (10.5) and (10.7) in the following, with the former having the most straightforward
choice of intermediate density (compare with the stability analysis from [Cha61], outlined
in Section 8.2.1), while the latter gives the possibility to extend the intermediate layer
over the whole vertical domain.
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10.1.2. Energy estimates
The forms of energy that are implicitly given by two- or three-layer states are the kinetic
and the potential energy. Information on the mean velocities and the heights of the
different layers can be evaluated to give these kinds of energy assuming constant velocity
and density within each layer. The kinetic energy per unit volume at a point (x, z) is
usually given by ρu2/2 and the potential energy per unit volume by gρz. This leads to
the depth-integral of the potential and the kinetic energy at position x:
E =
∫ η0
ηM
1
2
ρ(z)u2(z) dz +
∫ η0
ηM
gρ(z)z dz. (10.9)
Splitting the integrals above at the layer boundaries ηj and evaluated on every layer
separately we get for a two-layer state the energy E2 and for a three-layer state the
energy E3:
E2 =
1
2
ρ1h1u
2
1 +
1
2
ρ2h2u
2
2 + ρ1g
η0 + η1
2
h1 + ρ2g
η1 + η2
2
h2, (10.10)
E3 =
1
2
ρ1h˜1u˜
2
1 +
1
2
ρmhmu
2
m +
1
2
ρ2h˜2u˜
2
2
+ ρ1g
η˜0 + η˜1
2
h˜1 + ρmg
η˜1 + ηm
2
hm + ρ2g
ηm + η˜2
2
h˜2, (10.11)
where the tildes mark the different meanings of the values for two- and three-layers.
Of course, it would be interesting to look into the behavior of the energy under the
transformation formulas above. Generally, the energy is conserved in a closed system.
In Shallow Water flows, the kinetic and the potential energy can be traced while the
internal energy is not. This means that kinetic and potential energy might by lost due to
a conversion into internal energy, which is not reversal. Hence, we postulate that forward
in time, the energies above can only diminish or be conserved as it should when the
transformations are applied.
So, assuming the quantities with tildes and indexm in the energy E3 above are evaluated
using the transformation formulas (10.5) - (10.8), we are interested in the difference E2−
E3. We set hi − h˜i =: δi, which of course depends on the choice of transformation.
Potential energy First, we examine the change in potential energy in the layer 1:
ρ1g
η0 + η1
2
h1 − ρ1g η˜0 + η˜1
2
h˜1
= ρ1g
η0 + η1
2
h1 − ρ1gη0 + (η1 + δ1)
2
(h1 − δ1)
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= −ρ1g δ1
2
(h1) + ρ1g
2η1 + h1 + δ1
2
δ1
= ρ1g
(
−δ1
2
h1 + η1δ1 +
h1 + δ1
2
δ1
)
= ρ1g
(
η1δ1 +
δ21
2
)
= ρ1gδ1
(
η1 +
δ1
2
)
(10.12)
and analogously for layer 2:
ρ2g
η1 + η2
2
h2 − ρ2gηm + η˜2
2
h˜2 = ρ2g
(
η1δ2 − δ
2
2
2
)
= ρ2gδ2
(
η1 − δ2
2
)
(10.13)
Thus we get for the full difference of the potential energy in all layers:(
ρ1g
η0 + η1
2
h1 + ρ2g
η1 + η2
2
h2
)
−
(
ρ1g
η˜0 + η˜1
2
h˜1 + ρmg
η˜1 + ηm
2
hm + ρ2g
ηm + η˜2
2
h˜2
)
= ρ1gδ1
(
η1 +
δ1
2
)
+ ρ2gδ2
(
η1 − δ2
2
)
− g
2
ρmh
2
m. (10.14)
We rewrite the value ρm in terms of ρ1, ρ2 and δ1, δ2 according to the condition (10.2):
ρm =
δ1ρ1 + δ2ρ2
δ1 + δ2
. (10.15)
Introducing this into the energy difference above yields:
ρ1gδ1
(
η1 +
δ1
2
)
+ ρ2gδ2
(
η1 − δ2
2
)
− g
2
ρmh
2
m
= ρ1gδ1η1 + ρ1g
δ21
2
+ ρ2gδ2η1 − ρ2g δ
2
2
2
− g
2
δ1ρ1 + δ2ρ2
δ1 + δ2
(δ1 + δ2)
2
= ρ1gδ1η1 + ρ2gδ2(η1 − δ2)− g δ1δ2
2
(ρ1 + ρ2)
= ρ1gδ1
(
η1 − δ2
2
)
+ ρ2gδ2
(
η1 − δ1 + 2δ2
2
)
. (10.16)
Kinetic energy For the kinetic energy we get:
1
2
ρ1h1u
2
1 −
1
2
ρ1h˜1u˜
2
1
=
1
2
ρ1h1u
2
1 −
1
2
ρ1(h1 − δ1)u21 =
1
2
ρ1δ1u
2
1 (10.17)
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and
1
2
ρ2h2u
2
2 −
1
2
ρ2h˜2u˜
2
2 =
1
2
ρ2δ2u
2
2. (10.18)
So the full difference in the kinetic energies is:
1
2
ρ1h1u
2
1 −
1
2
ρ1h˜1u˜
2
1 +
1
2
ρ2h2u
2
2 −
1
2
ρ2h˜2u˜
2
2 −
1
2
ρmhmu
2
m
=
1
2
(
ρ1δ1u
2
1 + ρ2δ2u
2
2 − ρm(δ1 + δ2)u2m
)
. (10.19)
Now, using the condition
um =
δ1ρ1u1 + δ2ρ2u2
δ1ρ1 + δ2ρ2
, (10.20)
we can rewrite the difference in the kinetic energies as:
1
2
(
δ1ρ1u
2
1 + δ2ρ2u
2
2 −
(
(δ1 + δ2)ρmu
2
m
))
=
1
2
(
δ1ρ1u
2
1 + δ2ρ2u
2
2 −
(
(δ1 + δ2)
δ1ρ1 + δ2ρ2
δ1 + δ2
u2m
))
=
1
2
(
δ1ρ1u
2
1 + δ2ρ2u
2
2 −
(δ1ρ1u1 + δ2ρ2u2)
2
δ1ρ1 + δ2ρ2
)
=
1
2
(δ1ρ1 + δ2ρ2)
(
δ1ρ1u
2
1 + δ2ρ2u
2
2
)− (δ1ρ1u1 + δ2ρ2u2)2
δ1ρ1 + δ2ρ2
=
1
2
δ1δ2ρ1ρ2
(
u21 + u
2
2
)− 2δ1δ2ρ1ρ2u1u2
δ1ρ1 + δ2ρ2
=
1
2
δ1δ2ρ1ρ2
δ1ρ1 + δ2ρ2
(u1 − u2)2 . (10.21)
Energy difference The results of the previous paragraphs give the following lemma:
Lemma 10.1. 1. The total difference of the kinetic and potential energies of the two-
and the three-layer states is:
E2 − E3 = ρ1gδ1
(
η1 − δ2
2
)
+ ρ2gδ2
(
η1 − δ1 + 2δ2
2
)
+
1
2
δ1δ2ρ1ρ2
δ1ρ1 + δ2ρ2
(u1 − u2)2 , (10.22)
where the δi depend on the choice of transformation formula.
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2. The term on the right hand side of (10.21) is positive for all choices of ρi > 0,
ui ∈ R and thus the kinetic energy always reduces under the transformation.
For the potential energy we have η1 = h2 + b ≥ δ2, since h2 ≥ δ2 is necessary for three
positive water heights. Thus we have
ρ1gδ1
(
η1 − δ2
2
)
+ ρ2gδ2
(
η1 − δ1 + 2δ2
2
)
≥ ρ1gδ1
(
δ2 + b− δ2
2
)
+ ρ2gδ2
(
δ2 + b− δ1 + 2δ2
2
)
= ρ1gδ1
δ2
2
− ρ2gδ2 δ1
2
+ (ρ1gδ1 + ρ2gδ2) b
= g
δ1δ2
2
(ρ1 − ρ2) + (ρ1gδ1 + ρ2gδ2) b. (10.23)
For a vanishing bottom topography b this gives:
E2 − E3 > 0 (10.24)
⇐ g δ1δ2
2
(ρ1 − ρ2) + 1
2
δ1δ2ρ1ρ2
δ1ρ1 + δ2ρ2
(u1 − u2)2 > 0 (10.25)
⇔ 1
2
δ1δ2
δ1ρ1 + δ2ρ2
(
g(ρ1 − ρ2)(δ1ρ1 + δ2ρ2) + ρ1ρ2 (u1 − u2)2
)
> 0 (10.26)
⇔ ρ1 (u1 − u2)
2
g(1− r12)(ρ1δ1 + ρ2δ2) = κ
ρ1h1 + ρ1h2
ρ1δ1 + ρ2δ2
> 1 (10.27)
⇔ κ > δ1 +
1
r12
δ2
h1 + h2
. (10.28)
Hence we have a motivation to keep the choice of hm small for a two-layer state with a
given value of κ to guarantee that an energy inequality for the transformation formulas
is fulfilled.
Lemma 10.2. For the transformation formulas (10.5) - (10.8), w2l 7→ w˜3l the following
holds: The energy E3 for the state w˜3l is smaller than the energy E2 for the state w2l, if:
κ >
δ1 +
1
r12
δ2
h1 + h2
(10.29)
holds.
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10.1.3. Choice of intermediate layer thickness
We begin by testing the effect of the three-layer adaptation on the hyperbolicity. The
crucial question is: can we find an intermediate layer height for which the three-layer
state w˜3l derived from a given state w2l is hyperbolic?
First off, we note that in the extreme case of picking the maximal value of the possi-
ble intermediate layer heights we will gain hyperbolic states, though no true three-layer
system. For (10.7), the maximal intermediate layer height will lead to a flow, where the
intermediate layer has consumed the other two layers, thus hm = H and h˜1, h˜2 = 0.
Of course, this monolayer system is hyperbolic. For (10.5), we get an intermediate layer
that has consumed at least one of the original layers, say 2, thus hm = 2h2, h˜2 = 0 and
h˜1 = h1 − h2. This is also a monolayer system for h1 = h2 and a two-layer system in
the other cases. For these two-layer cases, we get from the criterion (8.7) a new value κ˜
indicating the approximate hyperbolicity:
κ˜ =
(u˜1 − um)2
g˜′1m(h˜1 + hm)
=
(
u1 − ρ1u1+ρ2u2ρ1+ρ2
)2
(1− 2ρ1
(ρ1+ρ2)
) g (h1 − h2 + 2h2)
=
ρ1 + ρ2
(ρ1 + ρ2)2
(ρ1u1 + ρ2u1 − ρ1u1 − ρ2u2)2
(ρ1 + ρ2 − 2ρ1) g (h1 + h2)
=
ρ2
ρ1 + ρ2
· (u1 − u2)
2
(ρ2 − ρ1)g(h1 + h2)
=
ρ2(1− r12)
(ρ1 + ρ2)(ρ2 − ρ1)
(u1 − u2)2
g′12H
=
1
ρ1 + ρ2
(u1 − u2)2
g′12H
≈ 1
2
κ, (10.30)
since ρ1 ≈ ρ2 ≈ 1. Thus we have a factor of 12 for κ gained by the transformation. Since
κ ≤ 1 is the approximate condition for hyperbolicity, this gains hyperbolicity for two-layer
states with values of κ up to κ ≈ 2. The original interface, however, will be lost in this
process.
Hyperbolic domains - two layer states
To test the hyperbolicity of actual three layer states gained from the two-layer states for
the different choices (10.5), (10.7), we generated a number of random two-layer test states.
The total water height for these states is bounded by 2 and the velocities are located in
(−1, 1), while the reduced gravity is set to g′12 = 1.
These two-layer test states can be projected onto the (|u1−u2|2, h1 +h2)-plane to reveal
a better view on the data, cf. [CDFNGVPM11]. Of course, as two-layer states have four
entries compared to the two coordinates of points in this plane, we will project a whole
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(a) Original hyperbolicity of untrans-
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(b) Hyperbolicity of transformed states
for θ = 0.1
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(c) Hyperbolicity of transformed states
for θ = 0.2
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(d) Hyperbolicity of transformed states
for θ = 0.5
Figure 10.2.: Hyperbolic domains after transformation using (10.5), original test cases
plotted in the (|u1−u2|2, h1 +h2)-plane: blue dots on the left mark derived
three-layer hyperbolic cases, red dots on the right non-hyperbolic ones, the
black line marks |u1 − u2|2 = h1 + h2
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two-dimensional space onto each of these points. Some of our test states might thus be
projected onto the same point in this plane. While this is a reduction of the original
information, we still have one crucial ratio for the hyperbolicity preserved: the value κ
defined in (8.7), where
κ =
|u1 − u2|2
h1 + h2
≤ 1 (10.31)
is an approximate criterion for hyperbolicity. The iso-lines for κ in the (|u1−u2|2, h1+h2)-
plane are straight lines going through the origin, and the criterion (8.7) (or (10.31)) leads
to a separation of hyperbolic and non-hyperbolic states along the straight line |u1−u2|2 =
h1 +h2 or equivalently κ = 1. For the two-layer case, we thus have two domains of states:
the hyperbolic domain with κ ≤ 1 and the non-hyperbolic domain with κ > 1.
Thus, after projection of the original two-layer test states onto the (|u1−u2|2, h1 +h2)-
plane we can plot the Figure 10.2(a), where hyperbolic two-layer states are represented by
a blue dot in the left graph and non-hyperbolic states are represented by a red dot in the
right graph. We see the black line, given by κ = 1, providing a boundary separating the
hyperbolic domain from the non-hyperbolic one. Thus the approximate criterion seems
to be quite accurate.
Now, picking one of the transformation formulas, for each of these test states we tried
finding an intermediate layer height that leads to a hyperbolic three-layer case. This was
done using optimization routines on the indicator Ihyp: We searched for global maxima of
this indicator for three-layer states gained by inserting the original two-layer test state in
the transformation formula and then vary hm in the interval (0, 2 min(h1, h2)) for (10.5)
and in (0, h1 + h2) for (10.7). Of course, a global maximum below zero means that two
eigenvalues must be complex conjugate. Note that the boundaries of the search interval
are not included, thus we only test for three-layer states with three positive layer heights.
Hyperbolic domains - three layer states
For the transformation formula (10.5) we picked test states with different fixed values of
the ratio θ := h2H . Then we plotted the hyperbolic domains for the different choices of θ in
the figures 10.2(b)-10.2(d). Again we projected the original two-layer test cases onto the
(|u1 − u2|2, h1 + h2)-plane. This time the dots provide information about the hyperbol-
icity of three-layer states derived from the two-layer test states using our transformation
formula: we plotted a blue dot for every test case for which we could find a intermediate
layer height hm in the search interval yielding a hyperbolic three-layer case. The red
dots represent two-layer states that could not be transformed into hyperbolic three-layer
states, at least when the extreme choices hm = 0 and hm = 2 min(h1, h2) are excluded.
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The sub-figure (b) at the upper right shows the result for transformed test states with
θ = 0.1. We can see several blue points marking hyperbolic three-layer states gained for
some of the non-hyperbolic two-layer states by our transformation formulas for interme-
diate layer heights between (0, 2 min(h1, h2)). Also, for some of the two-layer states to
the left of the line κ = 1 we cannot find three-layer states that are hyperbolic. This will
be further investigated later on.
In the next two sub-figures we see more and more hyperbolic three-layer states appearing
on the right of the line κ = 1 as θ increases. Thus depending on the value of θ we are able
to find a number of hyperbolic three-layer states when using the transformation formula
(10.5) and we can suspect the existence of an approximate hyperbolicity limit like κ = 1,
depending on θ. For example, there seems to be no two-layer test states with κ ≤ 2 for
θ = 0.5 for which we cannot find hyperbolic states, as we find only blue points in this
domain. However, we might even lose some hyperbolic states when confining our search
to three-layer states with three positive layer heights, as can be seen for θ = 0.1.
Note that we get more or less symmetric pictures for values of θ ∈ (0.5, 1). This
is due to the symmetry in the characteristic polynomial (or the system matrix): As
H = h1 + h2 = (1 − θ)H + θH, θ ∈ (0.5, 1) means that the ratio 1 − θ of h1 and H
is in (0, 0.5) and we have an almost symmetric distribution of coefficients/matrix entries
except for the ratio r12 which is approximately but not exact equal to 1.
Gain in number of hyperbolic states
Quantitatively we can now also compare the numbers of achievable hyperbolic states for
the two transformation formulas under consideration. In Table 10.1 we can see the number
of originally hyperbolic states for different values of θ compared to the numbers for the
two formulas (10.5) and (10.7). While for low values of θ we cannot gain many hyperbolic
states for both choices, with (10.7) slightly in favor, we gain more hyperbolic states for
increasing θ, as indicated by the figures. The number of states found with (10.5) becomes
larger as the one for (10.7) and for θ = 0.5 both formulas coincide and yield the same
amount of hyperbolic states.
As this shows no big advantage for the (10.7) over (10.5) and the latter has other
properties desirable from a practical point of view, we will concentrate in the following
on the choice (10.5).
Dependence on θ and κ
The dependence of the plots and the number of achievable hyperbolic states on θ is not
surprising if we consider the transformation formulas together with the characteristic
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hyperbolic non-hyperbolic
θ = 0.10: Original 2-l 1860 3140
3-l, Var 1 1895 3105
3-l, Var 3 1913 3087
θ = 0.20: Original 2-l 1868 3132
3-l, Var 1 2010 2990
3-l, Var 3 2014 2986
θ = 0.30: Original 2-l 1863 3137
3-l, Var 1 2162 2838
3-l, Var 3 2136 2864
θ = 0.40: Original 2-l 1860 3140
3-l, Var 1 2309 2691
3-l, Var 3 2282 2718
θ = 0.50: Original 2-l 1860 3140
3-l, Var 1 2442 2558
3-l, Var 3 2442 2558
Table 10.1.: Comparison of adaptation strategies - 5000 2-layer test states transformed
polynomial χ3, especially in the form (9.2). For (10.5) we get a constant intermediate
velocity um:
um =
ρ1u1 + ρ2u2
ρ1 + ρ2
. (10.32)
Writing the formulas for the heights in terms of ratios compared to the total height H,
i.e.,
h1 = (1− θ)H, h2 = θH, hm = θmH, (10.33)
we get from (10.5)
h˜1
H
= 1− θ − 1
2
θm,
h˜2
H
= θ − 1
2
θm. (10.34)
We define:
α1 := 1− θ − 1
2
θm, α2 := θ − 1
2
θm, αm := θm, (10.35)
and
ζ(λˆ) :=
λˆ√
g′12
− u1√
g′12H
=
1√
g′12H
(λ− u1) . (10.36)
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Now, for a given two-layer test state, and dividing the characteristic polynomial by g3:
χ˜3(λˆ)
g3
:=
[
(1− r12)ζ2 − α1
] [
(1− r12)
(
ζ ∓ (1 + r12)−1
√
κ
)2 − αm]
·
[
(1− r12)
(
ζ ∓√κ)2 − α2]− 1
2
(1 + r12)αmα2
[
(1− r12)ζ2 − α1
]
− r12α1α2
[
(1− r12)
(
ζ ∓ (1 + r12)−1
√
κ
)2 − αm]
− 2
(
r12
1 + r12
)
α1αm
[
(1− r12)
(
ζ ∓√κ)2 − α2]− 2r12α1αmα2, (10.37)
where the sign of
√
κ obviously depends on the sign of u2 − u1.
In this formulation it is clear, that the roots in terms of ζ depend on r12, the ratios
θ, θm and κ. As we chose θm to be the value we want to optimize with, it is sensible to
keep the other parameters fixed for the consideration. Note that we have for the roots
ζ1, . . . , ζ6 of the above polynomial:
<(λ(ζi))−<(λ(ζj)) =
√
g′12H (<(ζi)−<(ζj)) , (10.38)
=(λ(ζi))−=(λ(ζj)) =
√
g′12H (=(ζi)−=(ζj)) (10.39)
and thus
Ihyp(U) =
√
g′12H min
i 6=j
(|<(ζi)−<(ζj)| − |=(ζi)−=(ζj)|) . (10.40)
This means that also the position of the zeros and local and global maxima of Ihyp(U)
depend on r12, θ, θm and κ.
After this general consideration and recognizing a dependence of the hyperbolicity of
transformed test states on the value of θ we will go into more detail by examining single
two-layer test states and the behavior of the eigenvalues under the transformation formula
(10.5) and varying hm.
Example test cases
In figures 10.3 - 10.6 we see the dependence of the internal eigenvalues and thus the
indicator function Ihyp on θm = hm/H. For each example test case we show in the upper
subplot the real parts of the four internal eigenvalues for the three-layer state derived by
using (10.5) with different values of hm/H, which are in the (0, h
max
m /H), where h
max
m is
the maximal intermediate value for which we have no negative layer heights, depending
on the choice of transformation formula and the value of θ. For (10.5), this value is equal
to 2H min (θ, (1− θ)). In the middle the corresponding imaginary parts of the eigenvalues
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are shown. In the third subplot we plot the value of the indicator Ihyp. It is defined as
the minimum of six smooth functions (the possible pairings of the internal eigenvalues):
|<(λi(U))−<(λj(U))| − |=(λi(U))−=(λj(U))|, (10.41)
for i = {2, 3, 4, 5}, j = {i+ 1, . . . , 5} (10.42)
if λ1 < λ2 < λ3 < λ4 < λ5 < λ6 are the eigenvalues of the system matrixA evaluated at U .
Thus, even though all the single terms |<(λi(U))−<(λj(U))|−|=(λi(U))−=(λj(U))| are
smooth except maybe for <(λi(U))−<(λj(U)) close to zero, the indicator is continuous but
not differentiable everywhere: there are kinks where the differences of real and imaginary
parts of two pairs of eigenvalues intersect.
Local and global maxima In Figure 10.3(a) for an example state with θ = 0.1 and
κ = 0.01 we can see three kinks in the indicator which are also local maxima and positive.
Between the local maxima the indicator stays positive. Figure 10.3(b) shows an example
with a slightly higher value of κ. Also here we can see three kinks, but now the one in the
middle is the global maximum and the one on the left does not even seem to be a local
maximum anymore. Thus, varying κ, while the local maxima vary smoothly, we have to
expect the global maximum to jump at a certain point. Furthermore, the local maxima
might seize to be local maxima. This will be made clearer later on in this chapter.
Loss of hyperbolicity for κ < 1 Figure 10.4(a) shows the situation for another example
with θ = 0.1 and κ = 0.24. This is an example for which the original two-layer state is
hyperbolic, but as we can see we were not able to find a hyperbolic three-layer state using
the transformation formula (10.5), only the extreme choices hm/H = 0 and hm/H = h
max
m
yield hyperbolic states. This is indicated both by the value of Ihyp as well as the imaginary
parts of the internal eigenvalues shown in the middle subplot. Figure 10.4(b) shows how
hyperbolicity can then be regained for large hm/H as κ increases.
Separate hyperbolic intervals Figure 10.5(a) shows how there might also be a loss of
hyperbolicity for values of hm/H ∈ (0, hmaxm /H) separating two hyperbolic intervals, i.e.,
the largest intervals of values hm/H containing a positive local maximum of Ihyp for which
the three-layer states are hyperbolic. Of course, we can also find two local maxima, one
in each hyperbolic interval. For θ − 0.5 the interval on which hyperbolicity is lost has
reduced to a single point, still separating two intervals, but actually we can see no loss of
hyperbolicity in the whole of the domain (0, hmaxm /H).
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Figure 10.3.: Dependence of eigenvalues on hm/H, θ and κ.
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Figure 10.4.: Dependence of eigenvalues on hm/H, θ and κ.
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Figure 10.5.: Dependence of eigenvalues on hm/H, θ and κ.
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Figure 10.6.: Dependence of eigenvalues on hm/H, θ and κ.
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Loss of hyperbolicity for κ > 1 In Figure 10.6 we can see the loss of hyperbolicity above
κ = 1 even for the original two-layer state. According to the plots shown here, we have
to choose hm larger than a certain value to regain hyperbolicity. In the case θ = 0.5 we
can also see a complicated but seemingly symmetric structure in the internal eigenvalues.
Dependence of optimal hm on θ and κ
We now collect the information on the local maxima and the hyperbolic intervals for
several randomly chosen test states. For a better view on the behavior we fix the value
of θ before we evaluate the three-layer states. We then again use standard numerical
optimization routines to find positive global maxima in the indicator Ihyp. We denote
these global maxima of the indicator by hoptm and project the corresponding test states
on their value of κ, so we might plot the points (κ, hoptm /H) for each test state. From the
example plots in figures 10.3 - 10.6 we expect other local maxima to exist in some cases
and a whole hyperbolic interval around each positive local maximum. The corresponding
points for the local maxima and the boundaries of the hyperbolic intervals are also shown
in the figures 10.7 and 10.8 for several values of θ.
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Figure 10.7.: Local maxima and zero sets of Ihyp in the (κ, hm/H)-plane. Local maxima
marked by blue +, global ones by black ◦, zero sets by red 4 and green 5,
giving the boundaries of hyperbolic domains around the local maxima, for
a legend cf. Fig. 10.8
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Normalizing the water heights by H yields a clear picture even for the randomly chosen
test states with occasionally coinciding values of κ. The alleged point clouds for hoptm and
the boundaries of the hyperbolic domains align more or less nicely and resemble piece-wise
smooth functions of κ. The dependence of the location of local maxima and zeros in the
indicator function Ihyp on the normalized heights can be explained using the form (9.2) of
the characteristic polynomial: the eigenvalues of χ3 can be written in terms of l =
λ√
H
as
the roots of χ˜3. The position of the roots of χ˜3 obviously depends only on the ratios
hi
H ,
i = 1, 2, 3. Also recall the derivation of the dependence on κ, r12, θ, θm given in (10.37) -
(10.40).
In the figures 10.7 - 10.8 we can find some of the above examples, the three local maxima
in Figure 10.3(a) can be seen in figures 10.7(a) and 10.7(b) for small values of κ, and the
gaps between the two hyperbolic intervals of Figure 10.5 can be seen in figures 10.8(b)
and 10.8(c).
It is obvious that the maximal value κ+ of κ for which we can find hyperbolic three-
layer states depends on the value of θ. As (10.30) shows, we can expect the value of κ
to be halved by the transformation (10.5) if we put in the maximal possible intermediate
layer height and thus only hope for states with values of κ up to 2 to yield hyperbolic
three-layer states according to our transformation formula. This is in accordance with the
figures 10.7 and 10.8, as for small values of θ we can find hyperbolic three-layer states only
for values κ > 1 close to 1. As pointed out earlier in this chapter, even for θ = 0.5, the
test states with the largest values of κ that could be transformed to hyperbolic three-layer
states are bounded by κ ≤ 2, cf. Figure 10.8(c).
10.1.4. Heuristic intermediate layer height
As we still do not have easy to evaluate formulas for the three-layer eigenvalues and the
value of the indicator Ihyp, we have to rely on computations for explicitely given states, for
which we, of course, can compute the eigenvalues, at least numerically. A good candidate
for the intermediate layer height is the global maximum of Ihyp for a given state, as it will
guarantee a hyperbolic three-layer state if there is any and also gives a system that stays
hyperbolic for a while as the flow evolves after adaptation. The optimization routines
however, are numerically costly, so we might try to use the information stored in the plots
10.7 and 10.8 to make a heuristic choice, approximating the maximum of Ihyp.
This approach was followed in [CFN+10] and gave rise to an heuristic intermediate
layer height. As the goal of this work is a numerical scheme capable of adjusting the
number of layers to the hyperbolicity of the flow, numerical aspects have to be considered.
In the course of an actual numerical simulation it might be necessary to determine an
intermediate layer height several times throughout the computations. As the indicator
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Figure 10.8.: cf. Fig. 10.7
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Figure 10.9.: Heuristic function plotted in between local maxima and zero sets of Ihyp in
the (κ, hm/H)-plane. Local maxima marked by blue +, zero sets by red 4
and green 5, heuristic function as blue solid line, for a legend cf. Fig. 10.10
Ihyp is based on the eigenvalues of the three-layer system and we do not know an explicit
formula giving us a good candidate hm/H for the maximal value of the indicator—or even
a positive indicator value—we have to numerically determine the global maximum of Ihyp,
usually involving a number of function evaluations. Each function evaluation includes the
calculation of the eigenvalues, which turns out to be costly numerically. Thus we try to
use the data gathered in the figures 10.7 and 10.8 to derive the mentioned heuristic.
Piece-wise C1 approach
In [CFN+10] we used curve fitting on the point values of hoptm . The curves are defined
using 5000 randomly chosen two-layer states for any of several fixed values of θ. The
set of these fixed values is denoted by T. For any of those fixed θ we split the interval
1 ≤ κ < κ+(θ) in half and defined curves on each subinterval that are located within
the hyperbolic interval and connect with C1 smoothness at (κ
+ + 1)/2. Recall that κ+
was defined as the largest value of κ for which we can find hyperbolic three-layer states,
depending on the choice of θ. The hyperbolic interval containing hoptm will be denoted by
Hopt = [hlowm , h
up
m ] with the lower and upper boundaries h
low
m , h
up
m and formally defined as
Hopt :=
{
hm|hlowm ≤ hm ≤ hupm ∧ hm hyperbolic
}
, (10.43)
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Figure 10.10.: cf. Fig. 10.9
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where hlowm < h
opt
m < h
up
m and h
low
m (h
up
m ) defined as the smallest (biggest) height, such
that Hopt is an interval. Thus Hopt is the largest interval of hyperbolic points that
contains hoptm . Of course, we seek a heuristic function of κ for each θ with values in H
opt
to guarantee hyperbolicity.
In the interval [(κ+(θ) + 1)/2, κ+(θ)) we defined a curve as a least-squares linear fit to
the optimal heights hoptm . This gives a linear function h˜
heu
m , as long as θ ∈ T:
h˜heum (κ; θ) := α2
(
κ− κ+(θ))+ hmaxm (θ) for κ ∈ [κ+(θ) + 12 , κ+(θ)
)
(10.44)
parameterized by the discrete values of θ. The slope α2 is derived by the fitting procedure.
In the interval [1, (κmax(θ) + 1)/2) the definition is
h˜heum (κ; θ) := c(1− κ)α1 for κ ∈
[
1,
κ+(θ) + 1
2
)
, (10.45)
where c > 0, α1 > 0 are chosen in such a way that the linear fit in κ
+/2 is matched
with C1 smoothness. Thus the resulting function defined for the sample values of θ and
for 1 < κ < κ+(θ) is continuously differentiable on the whole interval [1, κ+(θ)), which
contains all the values of κ for which hyperbolicity could be regained. For varying θ, we
used interpolation between the discrete curves to get a continuous function h˜heum depending
on θ and κ. This function is obviously parameterized by the sample of test states used in
its derivation.
This first approach suffers from two problems. First, the values of h˜heum are close to
hoptm for larger values of κ, which turns out to be too big in numerical experiments. As
each adaptation is a discontinuity in time, we have to keep it as small as possible to not
introduce artificial oscillations. Also, as it will turn out in the following chapters, we
might need heuristic values even for κ < 1, for which this function is not defined.
Piece-wise linear approach
Using the information on the lower bounds of the hyperbolic intervals, we can correct
the overly large values of h˜heum by averaging the slopes of the linear fits to the values of
hoptm and to the corresponding lower bounds of the hyperbolic interval for κ > 1, denoted
by hlowm . This yields a linear function with values in between those linear fits. We have
hyperbolicity since these values are above hlowm and in the vicinity of h
opt
m , but do not get
too large. Denoting the slope of the linear fit to hoptm with α
opt and the slope of the linear
fit to hlowm with α
low, we define α0 := (α
opt + αlow)/2 and
hheum (κ; θ) :=
α0
hmaxm
(κ− κ+) + 1 for κ ∈
(
κ+(θ) + 3
4
, κ+(θ)
)
. (10.46)
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Continuing to construct a piecewise linear function in κ, we can then connect the value
hheum ((κ
+(θ)+3)/4 with an arbitrarily picked value at κ = 1. We opt for hm/H = 0.05h
max
m ,
with the maximal possible value hmaxm ≥ hm for the chosen transformation rule (10.5), thus
the newly introduced layer would make less than one-fortieth of the total water height for
a two-layer state with κ = 1.
For κ < 1 we choose the linear connection of 0.05hmaxm with the point (1 − 0.5(0.5 −
θ), 0)T , meaning that we go to zero at a point between κ = 0.75 and κ = 1, depending
on the choice of θ. This connection always stays in an hyperbolic interval. For κ <
(1− 0.5(0.5− θ), we set the heuristic function to zero.
The resulting function is shown in the figures 10.9 and 10.10 as solid lines lying within
the optimal intervals Hopt found for the tested states. The formal definition is given as,
if θ ∈ T:
hheum (κ, θ)
hmaxm
:=

α0
hmaxm
(κ− κ+) + 1 κ ∈
[
κ++3
4 , κ
+
)
,(
3
α0(1−κ+)
hmaxm
+ 3.6
)(
κ−1
κ+−1
)
+ 0.1 κ ∈
[
1, κ
++3
4
)
,
0.1
0.5−θ (κ− 1) + 0.05 κ ∈
[
3+2θ
4 , 1
)
,
0 κ < 3+2θ4 .
(10.47)
For varying θ, we again use linear interpolation between these discrete curves to get a
continuous function h˜heum depending on θ and κ. Note that κ
+ and α0 all depend on θ as
well as on the sample of test states used in the derivation. hmaxm only depends on θ, but
also varies.
This heuristic function produces very small intermediate layer heights, but this is most
of the time sufficient for the adaptive algorithm, as will be made clear in the section
on numerical results. As every adaptation step is also a discontinuity in the solution,
it is desirable to keep the introduced layer as small as possible to reduce the resulting
disturbances to a minimum. Also, in the light of Section 10.1.2, we want to ensure that
energy is conserved or at most reduced in the course of the numerical computation, which
can be guaranteed by sufficiently small intermediate layer heights in the transformation
procedure.
10.1.5. Example: Gain and loss of hyperbolicity
The example from the introduction of Chapter 8 is shortly reviewed, this time using an
adaptive strategy. After the initial breakdown of hyperbolicity an intermediate layer is
introduced, see Figure 10.11. Note that the layer is very small and almost unrecognizable
at plotting accuracy, which is why we mark cells with three-layer states by ’x’ on the
horizontal axis.
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At plotting time, the hyperbolicity for the adapted data is lost again. Depending on the
CFL-condition and the number of cells, this takes only a couple of time steps. It seems
that the fast velocities in the lowest layer are only increased by the adaptation and the
height of the intermediate layer stretches out as it is subject to advection and pressure
gradients. Finally the height falls under the minimal intermediate layer height needed
for a hyperbolic three-layer state. It stands to reason that some mode of momentum
exchange is needed as well as a running adaptive strategy to adjust the intermediate layer
height after some time to accord for the ongoing change of the whole flow.
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Figure 10.11.: Second breakdown of hyperbolicity for a two-layer flow. After initial adap-
tation the flow becomes non-hyperbolic at some cells again. ’x’ mark the
the cells with three-layer states. Discharges and interfaces are blue, green,
red from top to bottom. Numerical scheme stops at this iteration.
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10.2. Layer reduction
Mostly, numerical reasons demand for a mechanism to reduce the number of layers again
after the introduction of an intermediate layer. The amount of equations to be solved
increases with the number of layers, and thus the analytical and numerical complexity of
solving the PDE. So we only want to retain the third layer while it is necessary to guarantee
hyperbolicity. Of course, introduction of an intermediate layer in quick succession with
reduction to two-layers should also be avoided. The concrete mechanism to control this
is a feature of a numerical scheme though. In this section we are interested in formulas
to reverse the introduction of the intermediate layer.
10.2.1. Simple approach
In Section 10.1.1 we gave different formulas to derive the three-layer state w˜3l from a given
two-layer state w2l. During this transformation the conditions (10.1) - (10.3) guaranteed
the conservation of total discharge, total mass and total water height. Of course, these
quantities also have to be conserved in the reversal of the transformation. Of course,
we expect the time-evolution of the flow to change the quantities involved between the
introduction of a layer and the reduction to the original number of layers, otherwise the
loss of hyperbolicity in the original two-layer case would still be a problem.
x x
hm
h˜1
h˜2
h1
h2
δ1
δ2
Figure 10.12.: layer reduction: split the intermediate layer and redistribute the quantities
among remaining layers
The most straightforward way to reduce to two layers again is to consider the choice
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of transformation formula used to introduce the original layer and reverse it. For the
transformation formula (10.5) this means to split the intermediate water height in half
and add each half to one of the original layers again, cf. Figure 10.12. This is the only
way to ensure the conservation of total mass and total water height while keeping the
original densities of the upper and the lower layer. A similar behavior of physical flows is
described in [SS53], so even the increased surface and the effects of mixing could lead to a
exchange of momentum only, but not to a significant exchange of temperature or salinity,
i.e., density. So after the velocity shear is reduced sufficiently to give a stable layering
again, the water in the mixing zone separates again.
For the velocities we have to account for the differences in the densities of course, to
fulfill the condition (10.1) on the discharges. Altogether we get the formulas:
h1 = h˜1 +
1
2
hm,
h2 = h˜2 +
1
2
hm,
u1 = u˜1 + ∆u1,
u2 = u˜2 + ∆u2,
(10.48)
where the densities stay constant as before: ρ˜1 = ρ1, ρ˜2 = ρ2 and
∆u1 :=
(um − u˜1)hm
2h˜1 + hm
, (10.49)
∆u2 :=
(um − u˜2)hm
2h˜2 + hm
. (10.50)
The distribution of the intermediate height is forced by the conservation of mass and
water height as well as the condition ρm = (ρ1 + ρ2)/2, as a straightforward calculation
shows. The remaining condition on the conservation of discharge is met by the setting of
the velocities as given above:
Q˜− (ρ1h1u1 + ρ2h2u2)
= (ρ1h˜1u˜1 + ρmhmum + ρ2h˜2u˜2)
−
(
ρ1
(
h˜1 +
1
2
hm
)
(u˜1 + ∆u1) + ρ2
(
h˜2 +
1
2
hm
)
(u˜2 + ∆u2)
)
= (ρ1h˜1u˜1 + ρmhmum + ρ2h˜2u˜2)
−
(
ρ1
(
h˜1 +
1
2
hm
)
u˜1 + ρ1(um − u˜1)hm
2
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+ ρ2
(
h˜2 +
1
2
hm
)
u˜2 + ρ2(um − u˜2)hm
2
)
= −
(
ρ1
1
2
hmu˜1 − ρ1u˜1hm
2
+ ρ2
1
2
hmu˜2 − ρ2u˜2hm
2
)
= 0. (10.51)
Later on, when we also have access to the information on the vertical profile of the
horizontal velocities, we will reconsider these formulas.
10.2.2. Energy optimization
As mentioned in Section 10.1.2 the energy is a conserved quantity but might be trans-
ported and can assume different forms. In the context of approximate solutions the energy
usually is required to diminish or stay constant forward in time.
Thus it would also be a desirable feature of the transformation formulas between two-
and three-layer states to also fulfill an energy inequality. In the transformation form three-
to two-layer states we might also use this to construct the formula.
As total mass and water height are conserved quantities, we have no choice for the
distribution of the intermediate water height among the surrounding layers. As in (10.48),
we will need to set:
h1 = h˜1 +
1
2
hm
h2 = h˜2 +
1
2
hm
(10.52)
The two new velocities for the upper and lower layer remain free to choose, as long as
they obey the single condition on the total discharge. We might try and obtain a second
condition by postulating that the kinetic energy is also preserved.
We assume that a vertical profile of the horizontal velocity exists, say, the piece-wise
constant profile:
u˜(z) = u˜j , for z ∈ (η˜j , η˜j−1). (10.53)
We are searching for a piece-wise constant two-layer profile u(z), with
u(z) = uj , for z ∈ (ηj , ηj−1). (10.54)
Now, in a way using a least squares approach, we take the squared differences of these
layer-wise constant functions, and integrate over the different intersections of the two and
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three layers, with the densities as weights:∫ η0
η2
ρ(z)(u(z)− u˜(z))2 dz
=
∫ η˜m
η2
ρ2(u2 − u˜2)2 dz +
∫ η1
η˜m
ρ2(u2 − um)2 dz
+
∫ η˜1
η1
ρ1(u1 − um)2 dz +
∫ η˜0
η˜1
ρ1(u1 − u˜1)2 dz
= ρ2
(
h2 − hm
2
)
(u2 − u˜2)2 + ρ2hm
2
(u2 − um)2
+ ρ1
hm
2
(u1 − um)2 + ρ1
(
h1 − hm
2
)
(u1 − u˜1)2 (10.55)
By (10.52), the heights h1, h2 are both larger than hm/2, meaning that the equation above
gives a positive function of u1, u2. u1 can be defined using the discharge conservation
property (10.1):
u1 =
Q˜− ρ2h2u2
ρ1h1
(10.56)
Under this condition, we can uniquely define u2 as the minimum of the right hand side of
equation (10.55). We will briefly discuss the choice of transformation in Chapter 12.
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11. Viscosity and friction
Until now we have neglected the influence of friction and viscosity on the multilayer
equations and their hyperbolicity. As was pointed out by Chandrasekhar [Cha61], Kelvin-
Helmholtz instabilities are suppressed to a certain extend by viscous effects, as the velocity
shear is countered by molecular diffusion. In molecular scales, the sharp interface of course
is revealed to be only an approximation of a very steep velocity gradient. Also Schijf and
Scho¨nfeld [SS53] described the interface as a very small layer of brackish water, where
the physical features of the two outer layers mix. Thus, the two outer layers do not have
constant velocity throughout the z-coordinate, but do show a non-constant profile with
the typical boundary layer behavior close to the interface and a main flow layer where the
assumption of constant velocity is almost correct.
The region close to a boundary, in which the viscous effects have an important influ-
ence on the velocity profile, is commonly called boundary layer, [CM90, Wil93, POB02].
According to [Vre94], the boundary layer height in rivers, lakes and coastal seas may well
surpass the height of the total flow. So at least a relevant part of the total flow must
be expected to be located in the boundary layer and thus be subject to strong viscous
influence. As we consider friction at each interface, we have, similar to, e.g., flow in a
pipe, boundary layers from above and below each layer. The influence of friction at the
boundaries and the resulting velocity profiles, forming due to viscous terms, should be
considered in our simulations.
According to [Cha61], viscosity has a stabilizing effect on the layered flow helping to
attenuate arbitrary disturbances of the interface. Thus the underlying cause of the change
in type for the hyperbolic equations may be eliminated by the introduction of viscous
effects. But also according to [SS53], the viscous effects and their smoothing effect help
to retain the hyperbolic nature of the equations.
On top of the molecular viscosity we can expect the whole flow to be turbulent. One
typical example of real flows under consideration is the Strait of Gibraltar. The depth of
the flow through the strait is in the range of 300 to 900m. A typical velocity would be
1m/s, the kinematic viscosity of ocean water could be estimated by 1.5× 10−6m2/s, thus
the Reynolds number is about 4× 108. This is sufficiently large to assume turbulent flow.
Thus we can also introduce turbulent viscosity (see below) in our considerations, exceeding
the effects of molecular viscosity by several orders of magnitude, cf., e.g., [POB02].
Thus, using some of the theory and numerical methods of [GP01] and [Aud05], as
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described in Chapter 3 through Chapter 5, we try to introduce the correct viscous and
friction terms in our model and our numerical scheme to help retain the hyperbolicity
and to approximately capture the mixing taking place in the intermediate layer after a
two/three-layer adaptation.
11.1. Inter-Layer Friction
As we want to extend the treatment of viscous and friction terms as introduced in Chap-
ter 3 and Chapter 4 to the case of density-layered systems in an attempt to gain more
information on the vertical structure of the velocities of the individual layers, we look
into the concepts of interfacial friction again. We refer to [Vre94, ABPSM11a] and the
classic textbooks [Wil93, POB02, Bat99] for more information on viscosity, friction and
boundary layers in laminar and turbulent flows.
The concept of dynamic boundary conditions and wall-laws has been briefly discussed
in Section 2.1.1 already. While the no-slip condition, stating that the velocity tangential
to the bottom vanishes, seems to be the most accurate condition if used correctly, it also
yields numerical problems. The smooth connection of zero velocity with the mean velocity
of the flow using an arbitrary profile yields steep z-gradients of the horizontal velocity u.
A commonly used theory for the relationship between the velocity profile and the
physical parameters as viscosity, density and bottom shear stress is the law of the wall,
cf. [Wil93]. This law states that the velocity close to the wall varies logarithmically with
the distance from the boundary:
u =
u∗
K
ln
z
z0
+ C+u∗, (11.1)
where z is the distance from the boundary, K ≈ 0.41 is von Ka´rma´n’s constant, C+, z0 are
parameters and uτ is the so-called friction velocity, all related to the bottom roughness.
Wilcox (and others) states that C+ ≈ 5 is a suitable choice for smooth boundaries. The
friction velocity uτ is defined by
u∗ =
√
τw
ρ
, (11.2)
with density ρ and a shear stress at the wall τw, which is a property of the fluid and the
type of boundary. z0 can be derived by
z0 =
ν
u∗
. (11.3)
These quantities give the length and velocity scales for the behavior of the flow close to
the boundary.
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The steep gradients pose a numerical problem: As we will have to discretize the solution,
they demand a fine resolution of the profile close to the bottom, which means additional
computational effort. Also, as we only compute depth-averaged horizontal velocities, the
computation of too many details is questionable because of lack of information on the
current state of the system close to the wall.
As we are merely interested in the shear stress at the bottom and the interfaces between
the layers in this work, a slip condition like the Navier friction will be sufficient for our
model. The idea is to not go into full detail in the profiles close to the boundary, but
to use some theoretical considerations to derive a simple boundary condition that can
be evaluated in terms of the depth-averaged quantities that solutions to the Shallow
Water equations approximate. The full details are accounted for by the right choice of
parameters, describing, e.g., the roughness of the boundary. In this way we might include
a mode of momentum exchange between the layers in a physically reasonable way, without
having to compute unnecessary details, unnecessary at least in the context of the modeling
of ocean flows and comparable situations.
While the law of the wall yields a good description of the behavior of the flow close
to the boundary, the logarithmic profile is only valid in an intermediate region in the
so-called boundary layer, e.g., the region close to the boundary where the velocities dif-
fer significantly form the mainstream velocity, cf. [CM90, Wil93, POB02]. Apart from
the logarithmic behavior close to the boundary, there is another “layer” even closer to
the boundary, the viscous sublayer, whose existence in turbulent flows is experimentally
proven, [Wil93, POB02]. In the viscous sublayer there is a linear relation between the
distance to the boundary and the velocity. The viscous effects due to molecular diffusion
play the most important role in determining the profile close to the boundary. Moving
further away from the wall, the viscous sublayer and the domain of logarithmic behavior
smoothly connect as the inertia of the flow gains in importance.
The idea of the slip-condition is to assume that close to the bottom a linear profile for
the horizontal velocity exists and we can take the velocity at a small distance δ from the
bottom to be proportional to the bottom stress, cf. [Vre94]:
τw
ρ
= νT∂z
(
u
w
)
= γ
(
u
w
)
for z = b+ δ, (11.4)
where νT is the turbulent viscosity and γ a friction or drag coefficient depending on the
bottom roughness. The turbulent viscosity describes the amount of velocity exchange
due to turbulent movement and will be considered later in this section. As we only
retain the horizontal velocity component u in our Shallow Water schemes due to scaling
arguments, we gain from this condition the Navier friction condition (2.76). Actually we
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are exchanging the boundary condition at z = b by a condition at z = b + δ, but we
assume δ to be small enough to be neglected in this context.
The assumption of a logarithmic profile close to the interface of a density-layered flow
was also considered in the work of Schijf and Scho¨nfeld, [SS53]. The profile takes on the
form:
u = um ± u∗
K
ln
|z|
z0
+ C+u∗, (11.5)
where um is the velocity of the interface itself and z again is the distance from the interface.
Schijf and Scho¨nfeld also stated that for large shear velocities the interface itself becomes
instable and serves as a rough boundary.
Also here, the flow can be viewed as sticking to the boundary given by the interface.
The interface, seen as a very thin layer of brackish water with a non-constant density
gradient, can be assumed to behave like a viscous sublayer. Thus, close to the interface,
we will expect the flow to move approximately with the velocity of the interface itself,
varying linearly with the distance from the center of the “interface”. The gradient of this
linear variation will be determined by the difference in the velocities above and below
the interface, similar to the concept of viscosity which will be considered in the next
section. The occurrence of a large velocity difference yields an increased shear stress,
which in turn means an increased shear velocity. Thus the assumption of the gradient
being proportional to the velocity difference is justified. Viscous effects will also play an
important role away from the main flow in each density layer.
With these ideas we might also treat the interfaces between different density layers by
some kind of Navier friction with adjusted coefficients. Thus formally, we will assume the
conditions:
ν¯j
ε
∂zu ≈ γ¯j uj − uj+1
∆z
≈ ν¯j+1
ε
∂zu for z = ηj(x, t), (11.6)
and
ν¯M
ε
∂zu = γ¯Mu for z = ηM (x, t), (11.7)
ν¯0
ε
∂zu = 0 for z = η0(x, t), (11.8)
at the bottom and the surface of the flow. The increment ∆z will be specified later and
is connected to the thickness of the sublayer on each side of the boundary. The values
ν¯0j , γ¯j are viscosity and friction coefficients depending on the layer under consideration.
The term uj − uj+1/∆z is a discretization of the z-derivative of u at the interface ηj(x, t).
The condition states that the shear stress at this interface is approximately proportional
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to the discretized derivative of u. This concept will become more clear in the next section
when viscosity is considered.
Thus we have suitable boundary conditions for each layer, similar to the monolayer
case described in detail in Section 2.3. We could thus use the general approach described
in Chapter 4 within each layer to gain the influence of the different stress terms derived
from friction and viscosity on the mean velocity of each layer.
Note that the profile-based approaches of Chapter 3 cannot be used in this context, as
the parabolic profiles are all derived assuming a no-stress condition at the surface. As
we have more complicated conditions in the density-layered case, we opt for the more
versatile multilayer approach of Chapter 4, as this theory can easily extended to handle
non-vanishing bottom and surface stresses at the same time.
As we will have to deal with two different kinds of layers in the following, we will refer
to the layers coming form density differences as density layers or macrolayers, whereas
the numerical layers for the velocity information are sublayers. Also, we will interprete
the sublayer velocities as discrete velocity profiles.
11.2. Sublayers
Within our density or macrolayers, we want to track the effects of viscosity similar to the
multilayer model of Audusse, cf. Chapter 4 or [Aud05]. While in this section we consider
the mathematical model approximating the underlying physics, the numerical treatment
will be described in Section 12.3.
In the last section we derived friction conditions at the boundaries between the layers,
the interfaces. The multilayer approach of Audusse now discretizes the viscous terms in
the momentum equation to give an approximation of the influence of the friction effects
at the boundary on the whole flow. The flow adjusts the vertical profile of horizontal
velocities according to the mainstream velocity and the friction losses at the interfaces.
As we have two interfaces bounding the macrolayers from above and below, there will
be a combined effect of both boundary conditions on the velocities of each macrolayer.
Of course, we expect the friction conditions at the interfaces to reduce the differences in
velocities across the interface, yielding a stabilizing effect on the whole density-layered
flow, both for the underlying Navier-Stokes solution and the hyperbolicity of the Shallow
Water approach, cf. [Cha61, AyG09].
The sublayers, or more precisely, their mean velocities, will yield a discrete velocity
profile, similar to the analytically derived parabolic profiles of [GP01]. While the impact
on the solutions is not in the form of a single source term depending on the mean velocity
of the flow, the results are comparable in situations where both models are applicable,
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cf. [Aud05]. However, the motivation behind the derivation of the multilayer model was
to be able to describe the velocity profiles of a shallow flow that is subject both to bottom
friction as well as a wind shear stress at the surface. In our work, we can use this
approach now to also include the effects of two shear stress, namely the shear stresses at
the interfaces of the intermediate layer. As a byproduct, we can also include stresses at
the bottom of the whole flow and the surface.
First of, the viscosity is a measure for the tendency of a fluid to oppose deformation
and can be seen as a form of inner friction of a fluid. A classic experiment ([POB02])
to derive the viscosity of a fluid is the following: Suppose two parallel plates forming the
boundary of a region occupied by a fluid. As stated in the previous section, we assume
the fluid to “stick” to each of the plates, so we have a no-slip condition at each boundary.
Now, moving one of the plates parallel to the other will also pull the adjacent fluid region
with the plate. Keeping the plate in motion will gradually lead to an acceleration of the
whole fluid region, with a velocity diminishing with growing distance to the moving plate.
As we also have a no-slip condition at the other boundary, the second plate will finally
also start moving and a linear profile of velocity will be assumed by the fluid. Measuring
τ , the force per unit area resisting the movement of the first plate or the shear stress, we
can derive the viscosity:
τ = µ · u
h
(11.9)
where u is the velocity of the first plate, h the distance of the two plates and µ the dynamic
viscosity constant. Note that this equations holds for arbitrary h, thus we can also pass
to the limit
τ = µ · du
dz
⇔ σ = ν · du
dz
, (11.10)
where σ = τ/ρ and the kinematic viscosity constant ν is given by ν = µ/ρ. The kinematic
viscosity is important, when the density is constant or the ratio between inertia and
viscosity is of interest. Note that in general the shear stress τ/ρ at an arbitrary oriented
hyperplane is given by σ ·n, with the viscosity tensor σ of Equation (2.4) and the normal
n of the hyperplane.
In the derivation of this theory the non-uniformity of the fluid motion comes into play,
as we assume the fluid particles at a molecular level to move in all directions, with the
velocity of the flow merely denoting the mean velocity of all molecular movement. Thus,
particles accelerated by the moving plate due to particle interaction move also to regions
of the flow further away from the plate and thus transport the accelerating effect to these
regions. Thus, the viscosity is caused by molecular diffusion transporting the properties
of one region of the flow to another. As expected, the related constants are rather small:
µ ≈ 1.002 ·10−3 Pa ·s for water at 20◦C, cf., e.g., [Bat99]. Water, as a so-called Newtonian
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fluid, has a viscosity depending on temperature and salinity, but independent of the shear
strain du/ dz. The shear stress τ , i.e., force per unit area within an arbitrary plane in
the fluid region, therefore, is proportional to the shear strain for the velocity parallel to
said plane.
11.2.1. Turbulence
According to, e.g., [POB02, Wil93, Vre94] we can model the effects of turbulence using an
artificial viscosity coefficient, the turbulent viscosity or eddy viscosity. The general idea
behind the concepts of molecular viscosity and turbulent viscosity is the same: The details
of the velocity at each point/for each particle are neglected, only averaged quantities are
considered. Single molecules do not necessarily have to travel in direction of the mean
velocity, thus carrying information in other directions as well, yielding molecular viscosity.
In turbulent flow, beside the mean velocity, there is a superposition of eddies on varying
scales, thus the movement of single small volume of the flow need to be in direction of
the mean velocity of the flow, carrying information in other directions as well.
As we are again interested in the large-scale features of the flow, we might neglect the
actual velocity at a given point for an averaged velocity, where the averaging could take
place over time, over space or over an ensemble of identical experiments. This averaging
ins called Reynolds-averaging.
Formally, in the Reynolds-averaged equations, the evolution of the averaged quantities is
calculated, and the deviations from these averaged values must be approximated in terms
of averaged quantities and a reasonable choice of parameters, called the closure problem.
Each quantity ζ is split into a mean value and a deviation about it, cf. [Wil93, Vre94]:
ζ = ζ + ζ ′. (11.11)
Plugging this splitting into the original equations (2.1) - (2.3), we can gain equations for
the mean values ζ very similar to the original ones, with the mean values replacing the
original values, except that we gain terms that can be expressed as additional stresses,
the Reynolds stresses. These in turn we can express using the turbulent viscosity as a
form of parameter. This turbulent viscosity is larger than the molecular one by several
orders of magnitude, cf. [Vre94].
In the context of shallow flows, as we showed in the derivation of the hydrostatic
equations (2.70) - (2.72), the lateral transfer of momentum due to turbulent or other
stresses can be neglected. This is supported by the fact that usually the eddies transport
information equally in all directions, thus the shallowness of the flow gives a natural
bound that is small compared to xref, cf. [Vre94]. In this view the dependence of ν on ε,
cf. (2.69), becomes more clear, see below.
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We only need to consider the right coefficient for the term ν¯ε∂zzu, as we only consider
eddy transport of momentum in the z-direction. According to classic turbulence theory,
[Wil93, Vre94], we have a hierarchy of models for the turbulent viscosity. Most important
for this work would be the rather simple model of constant turbulent viscosity, usually
given in the form:
νT = c0u∗h, (11.12)
where c0 is a constant. According to [Vre94], this could yield values of the order of
0.05 m2/s or 0.1 m2/s. Other models include variations in z-direction or the local velocity
gradient and so-called mixing-length, in this context usually the distance to the bottom/-
surface. Even more elaborate would be a turbulent energy model, often in the form of one
or two additional PDE, describing the evolution of the turbulence intensity k. The k-
model includes also a PDE for the turbulence length scale . These models are beyond
the scope of this work, but might give an idea for future research on this topic however.
11.2.2. Reviewing depth-averaged equations
Now, assuming we have L macrolayers, we will subdivide each macrolayer to gain Mj ,
j = 1, . . . ,L sublayers for the jth macrolayer. Following the derivation in [Aud05], we can
integrate the hydrostatic equations (2.70) - (2.72) considered per macrolayer in z-direction
over each sublayer of the jth macrolayer. For convenience, we repeat the hydrostatic
equations:
∂xu+ ∂zw = 0 (11.13)
ρ
(
∂tu+ ∂xu
2 + ∂z(wu)
)
+G∂xp =
ν¯
ε
∂zzu, (11.14)
G(∂zp+ ρ) = 0. (11.15)
The velocity of the kth sublayer of macrolayer j is given by vj,k and the height by hj,k.
Within each macrolayer, the density is constant, thus we can proceed more or less
like in Chapter 4, we just have to pay special attention to the pressure term. On the
right hand side we have a viscous term, giving the force opposing deformation of the
fluid, as mentioned above. In the Shallow Water regime, the viscous terms reduce to
ν¯/ε · ∂zzu in the Equation (2.71) or (11.14) for the momentum in x-direction. We have
to consider different values of ν¯ for each layer, since we assume density differences—ν¯ is
the kinematic viscosity—and also we would like to adjust the turbulent viscosity constant
to the macrolayer, to model different behavior in different layers. Thus, the viscosity
constant within macrolayer j will be set to ν¯j
Assuming a non-vanishing velocity u in connection with friction conditions above and
below the current layer, we have non-vanishing second z-derivatives of u, which is most
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evident when considering the underlying no-slip condition (u = 0 at the boundaries)
that the slip-condition is approximating and the logarithmic profile that lies between the
viscous sublayer and the mainstream.
Thus the viscous terms oppose the acceleration of the fluid. We assume that the kth
sublayer of macrolayer j is bounded above and below by ηj,k, ηj,k−1, where ηj,k decreases
as k increases, thus ηj,0 is the upper boundary of the top sublayer and ηj,Mj is the lower
boundary for the bottom suublayer of macrolayer j. The evaluation is straightforward in
the depth-averaged case, as the derivative in z-direction and the integration in the same
coordinate cancel out to give:∫ ηj,k−1
ηj,k
ν¯j
ε
∂zzu dz =
ν¯j
ε
(
∂zu(ηj,k−1)− ∂zu(ηj,k)
)
. (11.16)
Assuming constant velocities vj,k between ηj,k and ηj,k−1 for all j = 1, . . . ,L, the remain-
ing derivatives at each interface can be approximated with a finite difference:
∂zu(ηj,k) ≈
vj,k − vj,k−1
∆zj,k
, (11.17)
where ∆zj,k = (hj,k + hj,k−1)/2 is a spatial step size in z-direction. In the multilayer
approach, the modeling of the flow and the numerical discretization in z-direction are
strongly connected.
As in Chapter 4, the viscous terms at sublayers closest to the surface and the bottom
have to obey the boundary conditions. Also, of course, we do not attribute velocities
to the region above the surface and below the bottom, thus we could not numerical
differentiate as above for the interfaces. At the surface, for simplicity we assume the
no-stress conditions (2.75), thus the corresponding derivative ∂zu(η0,0) vanishes:
∂zu(η0) = 0 for x ∈ R (11.18)
At the bottom, we assume the Navier slip-condition, stating that there is a linear relation
between the derivative and the velocity close to the boundary at b + δ, as mentioned in
the previous section. As this velocity is not exactly known, we approximate it using the
mean velocity of the lowest layer, uL,ML to get, cf. (2.76):
ν¯L
ε
∂zu(ηL,ML) = γ¯uL,ML . (11.19)
At the interfaces between layers, we will assume the following condition:
ν¯j
ε
∂zu ≈ γ¯j
(vj,Mj − vj+1,1)
∆zj
≈ ν¯j+1
ε
∂zu for z = ηj(x, t), (11.20)
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where ∆zj := (∆zj,Mj −∆zj+1,1)/2, in order to get the same condition on both sides of
the interface. Note the similarity to the viscous terms within each macrolayer above.
Thus we can express both friction at the boundary of each layer and the viscosity within
in terms of sublayer velocities. This will give rise to a linear system of equations similar to
the one for the original approach of Audusse, cf. Section 5.3. We will present the system
in more detail in Chapter 12.3.
11.2.3. Example: Stabilizing effect of viscosity and friction on
hyperbolicity
We consider again the example from the introduction of Chapter 8. We use no adaptive
strategy, but apply a viscous sublayering, see Section 12.3 below. We apply the viscosity
and friction in three levels: slight, medium and heavy viscous and friction effects. For
the slight effects, we use the setting γ¯1 = γ¯2 = 10
−6 for the friction coefficients and
ν¯1 = ν¯2 = 10
−5 for the intra-layer viscosity. The result, shown in Figure 11.1, does not
differ from the one shown in Figure 8.1. Also, the instability occurs exactly at the same
time.
For medium friction, indicated by the choices γ¯1 = 10
−3 and γ¯2 = 10−1 for the friction
coefficients and ν¯1 = ν¯2 = 10
−5 for the intra-layer viscosity, we see a slight stabilizing
influence as the numerical solution yields hyperbolic states up until time t = 5.511 instead
of a breakdown at t = 4.685, cf. Figure 11.2. Nevertheless the simulation can not run
past this time.
The heavy friction scenario, with γ¯1 = γ¯2 = 10
−1 and ν¯1 = ν¯2 = 10−2 yields sufficient
stabilization to keep the solution in the hyperbolic regime. However, the type of the
solution changes drastically, as can be seen from the example plot in Figure 11.2. The
indication of the build-up of a shock, as seen in all the other cases and the original
simulation in Figure 8.1, has vanished, and has been replaced by a raise in the water level
for the lower layer at the base of the hump. Later on, in Chapter 13, we reason that this
is no satisfactory solution, as experimental data speaks against such an evolution.
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Figure 11.1.: Breakdown of hyperbolicity for a viscous two-layer flow. The velocity field
is shown as colored contour plot, colors referring to the ratio of velocity to
maximal absolute velocity. No adaptation strategy used. Numerical scheme
stops at this iteration.
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Figure 11.2.: Breakdown of hyperbolicity for a viscous two-layer flow. The velocity field
is shown as colored contour plot, colors referring to the ratio of velocity to
maximal absolute velocity. One situation with lost hyperbolicity for medium
friction in the upper plots. No adaptation strategy used. Numerical scheme
stops at this iteration. Heavy friction seems to stabilize solution, but heavily
changes the flow.
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12. Numerical scheme
In this chapter we will recollect the various parts of our considerations concerning the
construction of a numerical scheme suitable to handle two-layer situations with density
variations and marginal and/or lost hyperbolicity. The equations to be approximately
solved are given by (6.21) - (6.24) and (6.25), (6.26), describing the two- or three-layered
regions of the flow. They are of the general form
∂tU + ∂xF (U) = B(U)∂xU + S(U)∂xb,+V, (12.1)
with the quantities describing the flow U , i.e., water heights and discharges for two-
respectively three-layers, a hyperbolic flux function F , a non-conservative coupling term
B(U)∂xU , a bottom topography source term S(U)∂xb and the viscous term V.
Using the general approach of Finite Volume methods, we employ the approximate
Riemann solver of Roe in the sense of Section 7.1 or [CMP01]. From Section 11.2 we
will recall the discrete velocity profiles to account for bottom and inter-layer friction in
agreement with viscosity. For a reasonable choice of friction and viscosity coefficients,
cf. Section 11.2.3, this will yield a slight increase in stability concerning the hyperbolic
character of the underlying conservation law, given by the left hand side of the PDE above.
The true increase in hyperbolicity will come from the combination of discrete velocity
profiles, friction and turbulent viscosity and the three-layer adaptation. At points where
the hyperbolicity of the system is no longer given, we will introduce an intermediate layer
and increased friction and viscosity coefficients, yielding a mode for momentum exchange
that keeps the approximate solution in a hyperbolic setting.
As we want to refine the layers locally according to the loss of hyperbolicity, we will
have two- and three-layer states coexisting at some time tn after a three-layer adaptation.
Practically we will switch to three layers in the whole domain in the adaptation step, the
intermediate layer will vanish in cells with two-layer states, however. This can be done
easily, if the system matrix is altered accordingly, setting all the entries corresponding to
the vanishing layer to zero, and if negative layer heights are avoided. This latter condition
will be ensured by the use of suitable flux limiters, cf. Section 12.6.
For numerical reasons, we will also give a mechanism to remove the third layer again,
in case a stable hyperbolic two-layer state could be found. The third layer comes with
additional computational effort and is introduced solely for stability, so a reduction to
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two layers, which have a natural interpretation as density layers of the real flow seems
advantageous.
12.1. Overview of the scheme
The numerical scheme to be devised is composed of different parts. As the left hand
side of (12.1) turns out to be an underlying conservation law for the evolution of the
depth-averaged quantities U , we want to exploit the well-researched theory and numerics
of conservation laws in our scheme. With this approach we are following the guidelines
of several publications mentioned earlier, wherein modified schemes for conservation laws
solving non-conservative balance laws are described, cf. ,e.g., [CMP01, GP01, Aud05].
We will build our scheme upon a basis given by a Finite Volume method. Thus we
will introduce cells as a spatial discretization and solve a system for the cell-wise depth-
averaged quantities Ui in each cell i.
The correct inclusion of source terms like S(U)∂xb in Finite Volume schemes was studied
in great detail in recent years, cf. the textbook of Bouchut [Bou04]. Thus we can rely on
this groundwork and take one of the different strategies suitable for our Finite Volume
scheme of choice. The inclusion of coupling terms has also been under consideration by
several researchers, cf. Section 7 and the references therein. We will call our treatment
of advection, source and coupling terms shortly advection step or advection treatment
subsuming the effects of advection and pressure on the flow, as opposed to the viscous step
and viscous treatment. In this work we will follow the Roe solver approach of Castro, Pare´s
et. al., cf. Section 7.1. We will slightly modify the treatment of the bottom topography
source term compared to their work, using the f -wave approach of Bale, LeVeque, Mitran
and Rossmanith, [BLMR03].
With this, we will nearly have completed the description of the advection treatment, as
compared to the viscous treatment following the lines of Audusse, [Aud05]. This viscous
treatment will mark the second step of a two step update formula. For this, we will need
some discrete velocity profile vi in cell i to approximate the viscous stresses depending
on ∂zzu. The velocity profiles need to be consistent in some sense with the mean velocity
ui in each cell, so we cannot update ui without updating vi. Thus, we will formulate
our scheme in terms of operators on macrolayer average quantities and discrete velocity
profiles for each cell: defining the sequences U · := {U ·i}i∈Z and v· := {v·i}i∈Z, for given
data Un, vn we will derive a solver of the form
(U∗i ,v
∗
i )
T = SWi (U
n, vn)(
Un+1i ,v
n+1
i
)T
= Vi (U
∗, v∗)
}
for i ∈ I, (12.2)
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where SWi is an operator containing the advection treatment local to the cell i and Vi is
the operator realizing the viscous effects local to cell i.
12.2. Finite Volume method
We will employ a Finite Volume approach as described in Section 5.1. The spatial domain
under consideration is an interval I ⊂ R. This interval will be discretized using a grid
of equidistant points x1/2 < x3/2 < . . . < xi+1/2 < . . . xN , where the number of cells
N is a parameter of the discretization. The spatial step size ∆x is defined as ∆x =
xi+1/2 − xi−1/2. The time is discretized by tn+1 = tn + ∆tn, where the time step sizes
∆tn > 0 are chosen according to a CFL-condition, see (12.30).
Integrating the function U of (x, t) over the ith cell and dividing by the step size ∆x
gives the cell-averaged quantities Ui:
Ui(t) :=
1
∆x
∫ x
i+12
x
i− 12
U(x, t) dx, (12.3)
the cell averages at time tn will be denoted by
Uni ≈ Ui(tn). (12.4)
Now, following the procedure for the two-layer density layered Shallow Water equations
given in Section 7.1 we combine the derivative of the flux function F and the coupling
term B(U) into a single system matrix A(U) − B(U), where A is the Jacobian matrix
of F (U). This will allow us to include the correct propagation speeds in our numerical
scheme. Furthermore, we can also include the bottom topography source term to gain
the whole system matrix A:
A(W ) :=
(
A(U)−B(U) −S(U)
0 0
)
, (12.5)
cf. Section 6.1.2, where W := (U, b)T . With this matrix we now have to solve a quasi-linear
PDE:
∂tW +A(W )∂xW = V˜, (12.6)
where V˜ := (V, 0)T .
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Splitting of advection and viscous terms
We will split the treatment of the right and the left hand side, as we have reliable and effi-
cient numerical methods for the computation of the hyperbolic system ∂tU +A(U)∂xU =
S(U)∂b on the one hand and like to treat ∂tU = V with an implicit time-discretization.
This will lead to an update procedure that consists of two major steps. We will postpone
the description of the second step concerning the viscous terms until later in this chapter,
cf. Section 12.3. First, we will thus concentrate on the left hand side of (12.6) and solve:
∂tW +A(W )∂xU = 0. (12.7)
Integration of (12.7) over the ith cell and dividing by ∆x gives a PDE that we can use
as a basis for the discretization:
∂tWi(t
n) = − 1
∆x
∫ x
i+12
x
i− 12
A(W )∂xW dx (12.8)
or
∂tUi(t
n) = − 1
∆x
(
F (U(xi+ 1
2
, tn))− F (U(xi− 1
2
, tn))
)
+
1
∆x
∫ x
i+12
x
i− 12
B(U)∂xU + S(U(x, t
n))∂xb dx. (12.9)
where we let the artificial equation ∂tb = 0 out of the considerations. Following a method
of lines or semi-discrete approach, we gained ordinary differential equations for the cell
averages Wi and Ui depending on t, provided we can evaluate all the terms on the right
hand side of (12.9) respectively (12.8) for given data at time tn. Thus we might split the
discretization of the spatial and the domain in time. Whenever it is unambiguous we will
not denote the dependence on the current time step explicitly when discussing the spatial
discretization.
We want to use approximate Riemann solvers for the spatial discretization. These
solvers will allow us to define numerical flux functions that can be seen as approximations
of the right hand sides of (12.9) and (12.8). As the approximate Riemann solver of Roe,
[Roe81], is our method of choice, which is based on a linearization of the flux, the equation
(12.8) is of special interest, as the system matrix A is prominent here. Roe’s solver will
be defined in the following, but before we consider the boundaries of the spatial domain
and the time discretization.
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Boundary conditions
As the spatial domain I is a bounded interval, we will need some boundary conditions
at the upper and lower bounds of I. These will depend on the test state and might
prescribe values for the discharges and/or water heights, but also might be absorbing,
i.e., we assume the same flux at the boundary as in the last cell within the domain,
periodic, where we assume that the interval I is a parameterization of a closed ring and
U(max(I)) = U(min(I)), or reflecting, where we copy the height but inverse the discharge
of the cell closest to the boundary. Practically we will impose the boundary conditions
by using ghost cells just below and above the boundaries of I and set the states in these
ghost cells according to the chosen boundary condition.
Note that we actually have two more spatial boundaries in our 1-dimensional shallow
flow: the surface and the bottom. The associated boundary conditions, however, are
either already accounted for in the depth-integrated equations of mass and the momentum
equations in the multilayer system, where the velocity w in z-direction is eliminated
using said boundary conditions, cf. sections 2.3, 4.2 and 6.1, or are considered as friction
conditions in the following Section 12.3.
12.2.1. Time discretization
While the formulation as a semi-discrete scheme allows us to use high-order methods for
ODEs in the time discretization, we will restrict ourselves to first order. Thus, with a
simple forward Euler method, we get:
W ∗i −Wni
∆tn
= − 1
∆x
∫ x
i+12
x
i− 12
A(W )∂xW dx (12.10)
or
U∗i − Uni
∆tn
= − 1
∆x
(
F (U(xi+ 1
2
, tn))− F (U(xi− 1
2
, tn))
)
+
1
∆x
∫ x
i+12
x
i− 12
B(U)∂xU + S(U(x, t
n))∂xb dx, (12.11)
where Wni := Wi(t
n) and Uni := Ui(t
n) and we set Wn+1i := W
∗
i respectively U
n+1
i := U
∗
i
for a non-viscous multilayer Shallow Water model. The notation using the superscript “*”
as auxiliary value seems redundant at this point, but is due to the splitting of advection
and viscosity treatment and will become clearer in the light of (12.2) and Section 12.3.
Now, we only have to evaluate the integrals on the right hand sides of each equation,
which we will describe in the following.
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12.2.2. Spatial discretization
We will formulate the numerical scheme as a Finite Volume Godunov-type scheme, cf. Sec-
tion 5.1. Thus, numerical fluxes at the left and right boundary of each cell have to be
defined. These numerical fluxes will be written partly in terms of Roe matrices, as de-
scribed below. Formally, using the time discretization described earlier in this section in
(12.10) and (12.11), the scheme can be written as:
U∗i := U
n
i −
∆t
∆x
(
F−
i+ 1
2
− F+
i− 1
2
)
, (12.12)
where F−
i+1/2
and F+
i+1/2
are left and right numerical fluxes local to each interface xi+1/2.
This notation is based on the Equation (12.10).
The cell-wise averaged quantities Uni are given by the layer heights and discharges at
time tn in cell i:
Uni :=
(
hni,1, q
n
i,1, . . . , h
n
i,L, q
n
i,L
)T
:=
(
hi,1(t
n), qi,1(t
n), . . . , hi,L(t
n), qi,L(t
n)
)T
, (12.13)
where, with qj(x, t
n) = hj(x, t
n)uj(x, t
n):
hi,j(t
n) :=
1
∆x
∫ x
i+12
x
i− 12
hj(x, t
n) dx, (12.14)
qi,j(t
n) :=
1
∆x
∫ x
i+12
x
i− 12
qj(x, t
n) dx, (12.15)
hence, the heights and velocities of layer j at time tn, averaged over cell i.
Roe’s approximate Riemann solver
The idea of Roe’s solver is to linearize the problem local to each cell boundary by inserting
a so-called Roe intermediate into the system matrix. In equations of the form (12.8) we
can immediately see the system matrix A depending on W . However, as the Roe solver
is defined for conservation laws, we will assume that the bottom topography and the
coupling terms vanish, yielding the system:
∂tU + ∂xF (U) = 0. (12.16)
At each boundary we have two—usually different—values to the left and the right, the
cell averages of the cells adjacent to the boundary. Thus we can define the Roe matrix at
xi+1/2 by:
A˜i+ 1
2
= A˜(Ui, Ui+1) := A(U˜i+ 1
2
), (12.17)
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for a suitable Roe intermediate U˜i+1/2 depending on Ui and Ui+1. Of course, this Roe
intermediate has to fulfill some conditions:
1. A˜(U,U) = A(U).
2. A˜i+ 1
2
(Ui+1 − Ui) = F (Ui+1)− F (Ui).
3. A˜i+ 1
2
has a complete set of real eigenvalues.
The last condition is usually checked a-posteriori and states that the hyperbolic character
of the original non-linear equation is retained. The first condition guarantees that the
system is consistent with the original system and hence yields an approximation of the
linearized original system. This is important to show the convergence towards a weak so-
lution using the Lax-Wendroff theorem, cf. [LW60]. The second condition guarantees that
in the case where Ui and Ui+1 can be connected by a single shock or contact discontinuity,
the approximate solution coincides with the exact Riemann solution at xi+1/2.
For several interesting cases of conservation laws, suitable Roe intermediates have been
found, cf. ,e.g., [Roe81, LeV02]. We will restrict our considerations on the Shallow Water
case.
Classic approach for Shallow Water
For the monolayer Shallow Water equations the Roe solver is based on the system matrix
evaluated at the Roe intermediates U˜i+1/2 = (h˜i+1/2, q˜i+1/2)
T :
h˜i+ 1
2
=
hi + hi+1
2
, u˜i+ 1
2
=
ui
√
hi + ui+1
√
hi+1√
hi +
√
hi+1
, (12.18)
where h˜i+1/2u˜i+1/2 = q˜i+1/2, cf. [LeV02]. For this choice of intermediate values the
properties postulated above for a Roe matrix are given for the monolayer Shallow Water
system.
Simply generalizing these values to the multilayer case yields the intermediates U˜i+1/2 =
(h˜j,i+1/2, q˜j,i+1/2)
T
j=1,...,M :
h˜j,i+ 1
2
=
hj,i + hj,i+1
2
, u˜j,i+ 1
2
=
ui
√
hj,i + uj,i+1
√
hj,i+1√
hj,i +
√
hj,i+1
, (12.19)
again with h˜j,i+1/2u˜j,i+1/2 = q˜j,i+1/2. The right hand side of (12.1) shows the underlying
conservation law of the multilayer system, describing the de-coupled evolution of multiple
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layers of Shallow Water flow. The Jacobian matrix A of the flux function F of this
conservation law, evaluated at U˜i+1/2 now fulfills the conditions postulated above for a
suitable Roe matrix, provided it meets condition 3. Thus the choice of intermediates
qualifies as Roe intermediates for the underlying conservation law.
In the two-layer case, we would have the terms
F (U) =

q1
q1
2
h1
+ g2h1
2
q2
q2
2
h2
+ g2h2
2
⇒ A(U) =

0 1 0 0
−u21 + gh1 2u1 0 0
0 0 0 1
0 0 −u22 + gh2 2u2
 , (12.20)
B(U) =

0 0 0 0
0 0 −gh1 0
0 0 0 0
−gr12h2 0 0 0
 , S(U) =

0
−gh1
0
−gh2
 . (12.21)
We can clearly see the de-coupled system of two super-posed Shallow Water flows in the
block-diagonal matrix A, where each block contains only variables of the associated layer.
Considering the full system matrix A, as given in (12.5), we see the coupling as entries
from B, to be multiplied with derivatives of the heights of the other layer, enter the
equations of each layer.
We see from these definitions, with W˜i+1/2 :=
(
U˜i+1/2, bi+1/2
)
, where bi+1/2 can be
defined arbitrarily: (
Aˆ(W˜i+ 1
2
)− S(U˜i+ 1
2
)
)(
(Ui+1, bi+1)
T − (Ui, bi)T )
)
= F (Ui+1)− F (Ui)− S(U˜i+ 1
2
)(bi+1 − bi)
−B(U˜i+ 1
2
) (Ui+1 − Ui) , (12.22)
where Aˆ is A˜ without the last row and column. The equation holds since U˜i+1/2 is a Roe
intermediate and A is a sub-matrix of A. Castro, Pare´s et. Al. used this already in several
works on two-layer equations, cf. [CMP01, CGRGV+04, CGP06]. In the following, we
will use Aˆi+1/2 := Aˆ(W˜i+1/2).
Now, that a system matrix and Roe intermediates are defined, we could proceed as
described in Section 7.1.1, analyzing the eigenstructure and defining the numerical fluxes
according to (7.15), (7.16) and splitting the source term contributions according to (7.18).
The non-linear system (12.7) is linearized around the Roe intermediate and the simple
Riemann solution for a linear system is evaluated implicitly at the cell interfaces.
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We will modify this approach slightly to be able to include all information on the fluxes,
source and coupling terms at one cell interface into one expression, as is described in the
following.
f-wave approach
The f -wave approach of LeVeque et. al. [BLMR03] can be used to simplify notation and
to give the correct treatment of the bottom topography source term. It is based on the
Roe solver and basically switches the sequence of function evaluation and decomposition
in terms of eigenvectors. Thus, more complicated flux functions can be easily handled,
e.g., the spatially varying flux functions of the original work, or bottom topography source
terms as a delta function on the cell interface, which are added to the flux. The information
on the propagation speeds and directions comes into the consideration by the eigenvalue
decomposition, like in the original Roe solver. In the f -wave approach, however, the
overall flux over a cell interface is split up into eigenvectors of the system matrix A,
each portion being transported with a propagation speed according to the associated
eigenvalue.
In formulas, we fix the cell interface xi+1/2 and denote the Roe matrix with left and
right states Ui and Ui+1 by Aˆi+1/2 = Aˆ(W˜i+1/2) as above. We linearize and discretize
the source term by
S˜i+ 1
2
:= S(U˜i+ 1
2
)
bi+1 − bi
∆x
≈ 1
∆x
∫ x
i+12
x
i− 12
S(U(x, t))∂xb dx. (12.23)
The coupling term can be handled like this:
B˜i+ 1
2
:= B(U˜i+ 1
2
)
Ui+1 − Ui
∆x
≈ 1
∆x
∫ x
i+12
x
i− 12
B(U)∂xU dx, (12.24)
where we followed the approach of Castro and Pare´s.
Now we decompose the differences Ui+1−Ui and F (Ui+1)−F (Ui)−B˜i+1/2−S˜i+1/2 into
eigenvectors of the Roe matrix Aˆi+1/2. Note, that we let the additional row describing the
time evolution of b drop for this, as it will only yield the eigenvalue 0 with an orthogonal
eigenspace. Let
Aˆi+1/2 = Ri+1/2Λi+1/2R
−1
i+1/2
, (12.25)
where the diagonal matrix Λi+1/2 contains the eigenvalues λ
1
i+1/2, . . . , λ
m
i+1/2 of Aˆi+1/2 and
Ri+1/2 = (r
1
i+1/2, . . . , r
m
i+1/2) is the matrix of right eigenvectors. Then there are unique
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scalars αp
i+1/2
, βp
i+1/2
such that
Ui+1 − Ui =
∑
p
αp
i+ 1
2
rp
i+ 1
2
=:
∑
p
Wp
i+ 1
2
, (12.26)
F (Ui+1)− F (Ui)−∆xB˜i+ 1
2
−∆xS˜i+ 1
2
=
∑
p
βp
i+ 1
2
rp
i+ 1
2
=:
∑
p
Zp
i+ 1
2
, (12.27)
since we assumed the Roe matrix to possess a complete set of real eigenvalues, hence a
basis of eigenvectors exists.
Then, the numerical fluxes are obtained as:
F−
i+ 1
2
= F (Ui) +
∑
p:λp
i+12
<0
Zp
i+ 1
2
F+
i+ 1
2
= F (Ui+1)−
∑
p:λp
i+12
>0
Zp
i+ 1
2
(12.28)
Together with (12.12) this finishes the definition of the Finite Volume scheme. Below, we
will also use the equivalent update formula
U∗i = U
n
i −
∆tn
∆x
 ∑
p:λp
i+12
<0
Zp
i+ 1
2
+
∑
p:λp
i+12
>0
Zp
i− 1
2
 . (12.29)
Condition of stability
For the scheme above to be stable, we need a CFL-condition as in (12.30). Thus we set
the time step size ∆tn to:
∆tn = cfl
∆x
maxi,p
(
|λn
i+1/2,p
|
) , (12.30)
and pick a CFL-number cfl ∈ (0, 1).
Later on, in Section 12.4, we will revise this condition, especially the choice of the
CFL-number, to account for the viscous treatment described in the next section.
12.3. Viscous treatment
The viscous terms on the right hand side of (12.1) will be treated similarly to the treatment
of the viscous terms in the monolayer equations of Audusse, cf. Chapter 4. For this, we
must introduce “layer velocities” at discrete points on the z-axis. As we will not track
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the time evolution of each sublayer, we will refer to these velocities as discrete velocity
profiles. In this way we will compute the evolution of each macrolayer with the scheme
above in a first step of a total time update “Uni → Un+1i ”, distribute this update of
height and velocity among the discrete velocity profiles within each cell, and then apply
the viscous treatment in form of an implicit time discretization as Audusse described in
[Aud05]. Hence, we will define a system of linear equations, whose solution will be the
final update of the local velocity profile. The average velocity of each macrolayer together
with its total height will give a discharge for each macrolayer.
12.3.1. Discrete velocity profiles
For the derivation of the discrete velocity profiles we think in terms of laminar flow,
i.e., infinitesimal horizontal layers of fluid flowing with a certain horizontal velocity and
exchanging momentum with the adjacent layers via the viscous effects in a fluid. Veloc-
ities perpendicular to these layers are neglected respectively are hidden in the turbulent
viscosity νT and thus increase the vertical exchange of momentum.
Fundamental definitions
On a discrete level, we imitate these layers by sublayers with finite dimensions, exchanging
momentum through viscous effects at the interfaces between the sublayers. This is similar
to the viscous treatment of Audusse, cf. Chapter 4 and Section 5.3. The influence of
viscosity can be derived by depth-integrating the viscous term on the right hand side of
(11.14) (or (2.71)) over each sublayer, again similar to Audusse’s work. This yields terms
depending on ∂zu at each boundary, which we will approximate with classic first order
finite differences using the velocities attached to each sublayer.
We assume L macrolayers of different densities in our flow. Then, we subdivide the jth
macrolayer vertically in Mj equal layers, separated by the curves ηj,k:
ηj,k(x, t) := ηj−1(x, t) +
(
1− k
Mj
)
hj(x, t), j = 0, . . . , N, (12.31)
so that ηj,0 gives the elevation of the upper boundary of the j
th macrolayer over the
reference level, ηj,Mj the elevation of the lower boundary of the j
th macrolayer, and
hj,k := ηj,k−1 − ηj,k = hj(x, t)/Mj , k = 1, . . . ,Mj , (x, t) ∈ R × R+ the thickness of the
sublayer. This is unlike Audusse’s treatment of the layers, since the sublayers are supposed
to be of equal height and the time evolution of the ηj,k will depend solely on ∂thj and the
number of subdivisions Mj . We set zj,k(x, t) = ηj,k + hj(x, t)/(2Mj), k = 1, . . . ,Mj , i.e.,
zj,k is the middle line of the k
th sublayer of macrolayer j.
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We assign the horizontal velocities vj,k(x, t) to each sublayer k, which can be interpreted
as the velocities at the middle line zj,k or even the mean velocities of the flow within
the sublayers, i.e., vj,k is the mean velocity of the flow between ηj,k−1 and ηj,k. The
two interpretations are justified, since a numerical integration in z-direction using the
midpoint rule for the point velocity vj,k at zj,k would yield the mean velocity vj,k. The
deviation between point value and mean value is negligible if hj,k is small enough, as
∂zzu = O(ε), see (4.29).
We can also define discrete versions of these functions written in terms of the discrete
heights and discharges Ui = (hi,j , qi,j)
T
j=1,...,L of the macrolayers used in the Finite Volume
approach of the previous section. For each cell i we have, at time t = tn:
ηni,j,k := ηi,j +
(
1− k
Mj
)
hni,j , (12.32)
for i = 1, . . . , N, j = 1, . . . ,L, , k = 0, . . . ,Mj ,
describing a subdivision of the discretized flow in macrolayer j in the cell i into Mj
sublayers, with
ηi,j :=
L∑
l=j+1
hi,l + b(i). (12.33)
The sublayer thicknesses are given by hni,j,k := (η
n
i,j,k−1 − ηni,j,k) = hni,j/Mj whereas the
values zni,j,k := η
n
i,j,k − hni,j/Mj , k = 1, . . . ,Mj give the middle line of the sublayers in
vertical direction.
Based on this discretization, we define discrete profiles for each macrolayer and a dis-
crete profile for the whole flow as velocity vectors
vni,j :=
(
vni,j,k
)
k=1,...,Mj
:=
(
vj,k(xi, t
n)
)
k=1,...,Mj
(12.34)
vni :=
(
vni,1, . . . ,v
n
i,L
)T
(12.35)
such that vni is the vector of concatenated discrete velocity profiles v
n
i,j of the L macro-
layers. Hence, vni is meant to describe the discrete profile of vertical velocity of the whole
flow in the ith cell, regardless of the density-layering. The velocities can be associated
with the vertical positions zni :=
(
zni,1,1, z
n
i,1,2, . . . , zi,L,ML−1, zi,L,ML
)T
.
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Consistency with macrolayer quantities
We postulate the following consistency condition between the velocity vectors and the
data (hni,j , q
n
i,j)
T :
Mj∑
k=1
hni,j,kv
n
i,j,k = h
n
i,ju
n
i,j =: q
n
i,j for i ∈ I, (12.36)
thus the mean value of the velocities vni,j,k coincides with the cell- and depth-averaged
velocity uni,j , since h
n
i,j,k = h
n
i,j/Mj independent of k.
This consistency should be provided by the numerical procedure if it is given for the
initial values. Since we alter either the velocity profiles or the layer-wise data (hni,j , q
n
i,j)
T
in each of the two steps of our solver, for the sake of clarity in the derivation of our scheme
we require that consistency is assured at the end of each step, if it was given at the start.
We will see how the first step concerning the advection treatment has to be altered to
ensure this later on in Section 12.3.2. For now, we assume consistency and return to the
discretization of the viscous terms.
Viscous treatment
Given a consistent set of data (h∗i,j , q
∗
i,j)
T
i,j and
(
v∗i
)
i
somehow gained from the advection
step, we now want to discretize the viscous terms in Equation (12.1). We consider a
splitting of the time step and thus start with:
Un+1i − U∗i
∆t
= Vi, (12.37)
where Vi is the discretization of V on the i
th cell in terms of the velocity profile
(
v∗i
)
i
. As
stated before, especially in Section (11.2.2), the depth-integration turns into the difference
of simple z-derivatives of u in the continuous case. So within each macrolayer, we will
discretize these derivatives by
∂zu(ηi,j,k) ≈
vni,j,k−1 − vni,j,k
∆z
, (12.38)
where ∆z = (hi,j,k + hi,j,k−1)/2. At the boundaries of each macrolayer, we will consider
boundary conditions. At the interfaces between macrolayers, again cf. Section (11.2.2),
we assume the condition:
ν¯j
ε
∂zu(xi, t
n) ≈ γ¯j
(vni,j,Mj − vni,j+1,1)
∆zj
≈ ν¯j+1
ε
∂zu(xi, t
n). (12.39)
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At the surface we assume:
∂zu(ηi,0,0) = 0 (12.40)
and at the bottom:
ν¯L
ε
∂zu(xi, ηL,ML , t
n) = γ¯vni,L,ML . (12.41)
Now, with our semi-discrete approach, we can discretize the time derivative in (12.37)
implicitly to give a linear system of equations with a right hand side defined by the velocity
profile of the previous step and a solution giving the profile at time tn.
Note that the water heights are not directly affected by the viscous treatment. Thus we
can set hn+1i,j := h
∗
i,j , which gives the sublayer heights by the relation h
n+1
i,j,k = h
n+1
i,j /Mj .
The implicit discretization of the viscous terms will finally yield a tri-band matrix M∗i ,
see (12.60) below, such that the solution vn+1i of
M∗iv
n+1
i =
(
hn+1i,j
M j
v∗i,j
)
j=1,...,L
(12.42)
gives the new discrete velocity profile within the ith cell. The system is very similar
to the system of Audusse given in Section 5.3, but the occurrence of friction conditions
at the interfaces between the macrolayers means that the definition of the matrix M∗i
needs special attention. In contrast to the boundary conditions in Audusse’s system, the
interface conditions for the macrolayers depend on information of the inside of the current
macrolayer as well as information from the outside, i.e., the adjacent macrolayer.
Internal sublayers We try and simplify notation by splitting the viscous terms on the
inside of each macrolayer and the terms arising at the boundaries. Between the sublayers
of each macrolayer, the form of the viscous terms is basically equal, only the differences
in the sublayer velocities change. We define the matrix V∗i,j :
V∗i,j :=

a b 0 . . . 0
b c b
. . . 0
0 b
. . . . . .
...
...
. . . . . . c b
0 . . . 0 b a
 (12.43)
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with
a :=
hn+1i,j
Mj
+
Mj ν¯j∆t
n
εhn+1i,j
, (12.44)
b := −Mj ν¯j∆t
n
εhn+1i,j
, (12.45)
c :=
hn+1i,j
Mj
+ 2
Mj ν¯j∆t
n
εhn+1i,j
. (12.46)
Note that we can express this matrix also by
V∗i,j =
hn+1i,j
Mj
Id +
Mj ν¯j∆t
n
εhn+1i,j

1 −1 0 . . . 0
−1 2 −1 . . . 0
0 −1 . . . . . . ...
...
. . . . . . 2 −1
0 . . . 0 −1 1
 , (12.47)
where we can see a tri-band-matrix typical for discretized derivatives.
With this setting, the solution vn+1i,j of system of linear equations
V∗i,jv
n+1
i,j = h
∗
i,j,k · v∗i,j (12.48)
would fulfill the following equation for the internal sublayers with indices 1 < k < Mj ,
i.e., sublayers away form the boundaries of the macrolayer j:
1
∆tn
hn+1i,j,k
(
vn+1i,j,k − v∗i,j,k
)
=
ν¯j
ε
·
vn+1i,j−1,k − 2vn+1i,j,k + vn+1i,j+1,k
hn+1i,j,k
(12.49)
⇔ 1
∆tn
(
vn+1i,j,k − v∗i,j,k
)
=
ν¯j
ε
·
vn+1i,j,k−1 − 2vn+1i,j,k + vn+1i,j,k+1(
hn+1i,j,k
)2 . (12.50)
The left hand side of (12.50) is a discrete backward Euler time-derivative of the velocity at
the layer midpoint (xi, z
n
i,j,k). The right hand side is a discrete second z-derivative of the
same velocity. Recalling the momentum equation (11.14) from the hydrostatic equations,
assuming that the term ∂xu
2+∂z(wu)+G/ρ∂xp vanishes, we see that the Equation (12.50)
is a discrete version of (11.14). Note that under the Boussinesq assumption we neglect
density variations as long as they are not multiplied with the gravitational constant, thus
the occurrence of a density ρ in (11.14) is not a problem, as we can safely assume ρ ≈ 1.
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Thus the velocities of the internal sublayers, i.e., the layers away from a macrolayer
boundary, fulfill a discretized equation approximating the hydrostatic equations as long
as advection and pressure gradients play no part in the time evolution of the velocities.
Of course, we will reconsider this when all the parts of the solving routine have been
described.
Sublayers at macrolayer boundary At the boundaries of the macrolayer j we have to
replace the viscous term ν¯j/ε∂zu(ηj) by the boundary conditions, giving:
ν¯1
ε
∂zu(η
n
i,0) = 0, (12.51)
ν¯j−1
ε
∂zu(η
n
i,j) = γ¯j ·
2
(
uni,j,Mj − uni,j+1,1
)
hni,j,Mj + h
n
i,j+1,1
for 1 < j < L, (12.52)
ν¯j
ε
∂zu(η
n
i,j) = γ¯j ·
2
(
uni,j,Mj − uni,j+1,1
)
hni,j,Mj + h
n
i,j+1,1
for 1 < j < L, (12.53)
ν¯L
ε
∂zu(η
n
i,L) = γ¯u
n
i,L,ML . (12.54)
Note the the right hand sides of (12.52) and (12.53) are the same, while the left hand
sides give the viscous terms at the same interface ηj , but from above and below. This
means that we consider the same shear stress at both sides of the interface, regardless of
the viscosity coefficients within each adjacent macrolayer.
We now define the matrix entries:
γ˜0 := 0, (12.55)
γ˜j :=
2γ¯j
hni,j,Mj + h
n
i,j+1,1
for 1 < j < L, (12.56)
γ˜L := γ¯. (12.57)
Now, the matrix F∗i containing the crucial information about the “friction” effects between
the macrolayers and the whole flow and the surface and bottom in cell i at time tn takes
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on the form:
F∗i :=

γ˜0 0
0 0
. . .
γ˜j −γ˜j
−γ˜j γ˜j
. . .
0 0
0 γ˜L

, (12.58)
where the block
F∗i,j =
(
γ˜j −γ˜j
−γ˜j γ˜j
)
(12.59)
occurs for every interface j at the position (j+Mj , (j + 1)+1)×(j+Mj , (j + 1)+1) ⊂ N2
for each j = 1, . . . ,L, where j :=
∑j−1
l=1 Ml is the displacement for the layer j.
Full viscosity and friction treatment Putting the matrices V∗i,j for j = 1. . . . ,L and
F∗i together we get the full viscosity and friction matrix M
∗
i at time t
n for cell i:
M∗i :=
V∗i,1 . . .
V∗i,L
+ F∗i (12.60)
The first summand is a block-diagonal matrix and the summation affects the first and
the last diagonal entry of each block, as well as filling up the tri-band-structure between
the blocks. Thus the connection between the layers due to inter-layer friction is reflected
by this: The summation of block-diagonal matrix for the viscous effects within each
macrolayer with the friction matrix for the effects between the layers connects the different
blocks of the matrix.
The system to be solved to gain the new velocity profile is given as:
M∗iv
n+1
i =
(
h∗i,j,kv
∗
i,j
)
j=1,...,L
(12.61)
This system is solvable for all positive water heights, as the matrix M∗i is diagonally
dominant, which can be easily seen considering the structure of V∗i and F
∗
i .
At time tn+1 we now have sublayer heights and a velocity profile gained from a dis-
cretization of the viscosity terms within and friction terms at the boundary of each macro-
layer. The postulated consistency with the macrolayer data (hn+1i,j , q
n+1
i,j ) can now be used
to define the update of the data (h∗i,j , q
∗
i,j coming from the advection step.
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We set
hn+1i,j := h
∗
i,j for j = 1, . . . ,L, k = 1, . . . ,Mj (12.62)
qn+1i,j := h
n+1
i,j,k
∑
k
vn+1i,j,k for j = 1, . . . ,L, k = 1, . . . ,Mj , (12.63)
where the sum can also be interpreted as a numerical integration of the velocity profile
using the discrete supporting points vn+1i,j,k . Note also that the sublayer heights are given
by hn+1i,j,k = h
n+1
i,j /Mj . Thus we define the operator Vi by
Vi :
{
(U∗i ,v
∗
i ) 7→ vn+1i by (12.61),(
U∗i ,v
n+1
i
) 7→ Un+1i by (12.62) and (12.63),
}
for i ∈ I. (12.64)
12.3.2. Review of advection treatment
We have to reconsider the first step of our algorithm as it does not update the velocity
profiles as given in the form of Section 12.2.2. This is made necessary by the consistency
of the macrolayer quantities and the velocity profile postulated in (12.36). For our solver
to work properly we postulated that this consistency is given at the end of each of the
two steps of our algorithm provided it was given at the start. In this way, we have the
question of consistency decoupled from the internals of the advection and the viscous
treatment and can assume the data to be consistent in each time step if the initial data
is consistent.
The modification to the advection step will be rather simple and straightforward. The
update calculated in terms of macrolayer quantities will be distributed among the different
sublayers of each macrolayer. We recall the update formula for the macrolayer quantities
gained by the f -wave approach described above:
U∗i = U
n
i −
∆tn
∆x
(
F−
i+ 1
2
− F+
i− 1
2
)
, (12.65)
which means the update of the discharge of the jth layer alone takes on the form:
q∗i,j = q
n
i,j −
∆tn
∆x
 ∑
p:λp<0
Zp
i+ 1
2
+
∑
p:λp>0
Zp
i− 1
2

qj
(12.66)
= qni,j −∆qni,j , (12.67)
where the index qj marks the fact that we take the corresponding entry of the flux and
source term evaluation associated with the discharge of the jth layer.
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We want to achieve consistency of the velocity profile v∗i with the data U
∗
i in the
following sense:
Mj∑
k=1
h∗i,j,kv
∗
i,j,k = q
∗
i,j for j = 1, . . . ,L. (12.68)
Now we define the equal weights ωi,j
1:
ωi,j =
1
Mj
⇒
Mj∑
k=1
ωi,j = 1. (12.69)
Using these weights, we simply set:
v∗i,j,k :=
hni,j,kv
n
i,j,k − ωi,j∆qni,j
h∗i,j,k
for j = 1, . . . ,L, k = 1, . . . ,Mj . (12.70)
This yields:
Mj∑
k=1
h∗i,j,kv
∗
i,j,k =
Mj∑
k=1
hni,j,kv
n
i,j,k − ωi,j∆qni,j
= qni,j −∆qni,j
= q∗i,j , (12.71)
and hence the postulated consistency is fulfilled.
The full update operator SWi can thus be defined as:
SWi :
{
Uni 7→ U∗i by (12.29),
(Uni ,v
n
i ) 7→ v∗i by (12.70),
}
for i ∈ I. (12.72)
From this definition follows the discharge update for the kth sublayer of the macrolayer
j:
1
∆tn
(
h∗i,j,kv
∗
i,j,k − hni,j,kvni,j,k
)
= − 1
∆x
 ∑
p:λp
i+12
<0
ωi,j
(
Zp
i+ 1
2
)
qj
+
∑
p:λp>0
ωi,j
(
Zp
i− 1
2
)
qj
 . (12.73)
We will use this result later in the description of the features of the whole scheme.
1More elaborate weights have been under consideration in the context of monolayer Shallow
Water flows in a publication yet to appear (Frings, Viscous Sublayering for Shallow Water
Flows, submitted to Applied Numerical Mathematics on October 29, 2011).
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12.4. Full scheme without 2/3-adaptation
Collecting the results form the previous sections, we give the definition of our numerical
scheme for the multilayer stratified flows with viscous treatment. As mentioned above,
we split the scheme in two parts, the advection treatment derived in the sections 12.2.2
and 12.3.2, and the viscous treatment derived in Section 12.3. Both steps update the
macrolayer data Uni given on cell i at time t
n and the discrete velocity profile vni .
The formal definition of the solver is given in terms of two operators SWi for the
advection part and Vi for the viscous part, cf. (12.2):
(U∗i ,v
∗
i )
T = SWi (U
n, vn)(
Un+1i ,v
n+1
i
)T
= Vi (U
∗, v∗)
}
for i ∈ I.
According to the previous sections, the operators are defined by (12.72) and (12.64):
SWi :
{
Uni 7→ U∗i by (12.29),
(Uni ,v
n
i ) 7→ v∗i by (12.70),
}
for i ∈ I.
and
Vi :
{
(U∗i ,v
∗
i ) 7→ vn+1i by (12.61),(
U∗i ,v
n+1
i
) 7→ Un+1i by (12.62)and(12.63),
}
for i ∈ I.
Now, we consider the sublayer-wise update formulas arising form the definitions of SWi
and Vi to compare the numerical scheme with the discrete model for multi-density-layer
Shallow Water and with the equations (2.83), (2.84). For the heights we simply have:
1
∆tn
(
hn+1i,j,k − hi,j,kn
)
= − 1
∆x
 ∑
p:λp
i+12
<0
1
Mj
(
Zp
i+ 1
2
)
hj
+
∑
p:λp
i− 12
>0
1
Mj
(
Zp
i− 1
2
)
hj
 . (12.74)
Putting together the results (12.73) and (12.49) from the different steps, we get for the
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discharge for 1 < j < L and 1 < k < Mj :
1
∆tn
(
hn+1i,j,kv
n+1
i,j,k − hni,j,kvni,j,k
)
=
1
∆tn
(
hn+1i,j,kv
n+1
i,j,k − h∗i,j,kv∗i,j + h∗i,j,kv∗i,j − hni,j,kvni,j
)
=
ν¯
ε
1
hn+1i,j,k
(
vn+1i,j,k−1 − 2vn+1i,j,k + vn+1i,j,k+1
)
− 1
∆x
 ∑
p:λp
i+12
<0
ωi,j
(
Zp
i+ 1
2
)
qj
+
∑
p:λp
i− 12
>0
ωi,j
(
Zp
i− 1
2
)
qj
 , (12.75)
where ωi,j are defined according to (12.69). The Z
p
i+1/2
are defined according to the equa-
tions (12.27) as unique eigenvector decompositions of different parts of the flux difference
and the source term. Summing up (12.74), (12.75) for 1 < k < Mj and the corresponding
equations for k = 1, and j = Mj yields discretizations of (2.83), (2.84), where we can
find approximations of each of the different terms in the original PDE. The missing dis-
charge equations for the uppermost and lowest layer only differ in the viscous terms, as
here the derivative ∂zu is given by the boundary conditions (2.74), (2.76) instead of finite
differences, cf. (12.44), (12.46).
Condition of stability revised
In Section 12.2.2 we defined a condition for the stability of the advection step. The CFL-
condition, evaluated using the eigenvalues of the system matrix for the states occurring
in the solution at time tn, usually guarantees that the information from the different
Riemann-problems at the cell interfaces does not travel beyond the cell midpoints.
However, in our case we do not have the actual velocities of the flow in our calculations,
as there will be speeds in the sublayers that are faster than eigenvalues calculated using
the macrolayer velocities in each cell. These velocities are normally not exceeded by far
though, which is why we still use the CFL-condition (12.30), but with a small CFL-
number when we want to prevent interaction of waves from different cell interfaces. In
numerical tests however we did not see problems even with cfl = 0.8.
Numerical costs
In our numerical calculations for step 1 we employ the Roe solver for multilayer Shallow
Water. As we keep the number of macrolayers between two and three, this is only a small
increase compared to the full two-layer Shallow Water solver of Castro and Pare´s.
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The main additional contribution to the numerical cost lies in step 2, the viscous treat-
ment. Setting up the viscosity matrix and solving the system of equations given by the
discretization of the viscous terms is approximately as expensive as the Roe solver for the
homogenous Shallow Water equations when we consider 4-6 sublayers for each macrolayer.
Also, we have to carefully choose the CFL-condition, determining it a bit lower to account
for faster propagation speeds in the sublayers.
Altogether we get a factor in computational time in a purely two-/three-layer adaptive
solver with viscous treatment of about 2.
12.5. Two-/three-layer adaptation
As stated in Chapter 10 we want to treat the loss of hyperbolicity in a two density-
layer flow by the introduction of an intermediate layer. The general effectiveness of
this approach has been considered in said chapter. Building upon a sublayered scheme
including viscous effects as described in the Section 12.4 we expect the problem of too
large velocity differences between the two original density-layers to be reduced, as the
large velocity shears now are countered by viscous and friction effects, but as numerical
calculations showed, this is not sufficient for all possible two-layer data.
We will use the two-/three-layer adaptation to change the turbulent viscosities and the
friction parameters to reflect a breakdown of the stable layering and heavy mixing in a
region close to the original interface, i.e., about the region the intermediate layer occupies.
Thus we change the viscosity and friction parameters when introducing the new layer, but
always distinguish between cells with two- and three-layers. This enables us to introduce
higher friction parameters in cells with actual three-layers, which are also the cells with
the highest velocity difference between the two outer layers. Together with the general
improving hyperbolicity of the adaptation step, this will yield a stabilization which shows
later on in our numerical tests.
12.5.1. Introduction of layers
We take the indicator function Ihyp, defined in (8.33), to evaluate the hyperbolicity of our
two-layered flow. This could be done either with the data itself or the eigenvalues that
result from the evaluation of the Roe matrices in the calculation of the numerical fluxes.
While the data itself are, of course, interesting in this connection, it is the hyperbolicity
of the Roe matrices on which the scheme depends. Thus we will consider both.
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Hyperbolicity of the data
The hyperbolicity of the data is connected to the hyperbolicity of the Roe matrices,
numerical calculations show however that the data Ui might yield negative indicator
values Ihyp(Ui) while the scheme is still able to compute numerical solutions. Thus we
will use a threshold value data > 0 for the value Ihyp(Ui) to initiate a layer-refinement.
If the indicator for a two-layer state falls below the threshold value, the two-layer state is
refined, i.e., a third layer according to the transformation rule (10.5) is carried out with
an intermediate layer height determined by the heuristic function hheum , cf. (10.47).
As a fall-back solution, in case the heuristic function does not yield a suitable interme-
diate layer height, the original optimization approach is used to get the maximum point
hoptm of the indicator function for the given two-layer state. Then we iteratively calculate
the values hi+1m := 0.9h
i
m starting with h
0
m := h
max
m until we lose hyperbolicity for h
i+1
m ,
and take the last value him that still is hyperbolic. This procedure is in place to ensure,
that we do not alter the flow too much, as the introduction of a third layer is a discon-
tinuity in time already and we want to keep it as little a disturbance as possible. Also,
recalling our results for the energy of the flow, (10.29), we try to find a solution avoiding
loss of hyperbolicity as well as increase of energy.
Thus the procedure can be described like this, given a state U2 for cell i marked for
refinement:
1. Compute h∗m := hheum (U2)
2. If the result U3 of (10.5), applied to U2 with the height h∗m, is hyperbolic, go to 5.
3. Else, compute hoptm as maximal point for Ihyp(U
3(U2, hm), where U
3(U2, hm) is the
three-layer state associated to U2 and hm by the transformation formula (10.5).
4. Starting with h0m := h
opt
m compute h
q+1
m := 0.9h
q
m until Ihyp
(
U3(U2, hi+1m )
)
is non-
positive. Assign h∗m := h
q
m.
5. Compute U3(U2, h∗m), update the velocity profile v and assign the result to cell i as
new state of the flow in this cell.
Hyperbolicity of the Roe matrices
Unlike the loss of hyperbolicity for the cell-wise data, the scheme will immediately come
to a stop in case of complex eigenvalues for one of the Roe matrices evaluated at the cell
interfaces. This might happen even if all the cell-wise data Ui are hyperbolic. Thus here
we have a second indicator for refinement: the actual eigenvalues of the Roe matrices.
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Whenever the scheme computes complex eigenvalues for a Roe matrix Aˆi+1/2, and the
values of Ihyp for the two cells adjacent to the interface i are smaller than 4data, the cells
are marked for refinement. In the case of a two-layer state, this means the introduction
of an intermediate layer in the manner described previously for the threshold-refinement.
In case of three-layer states, we have to increase the intermediate layer or remove it to
get hyperbolicity again.
So first, in order to evaluate the heuristic function, we compute the two-layer state
U2 associated with the original three-layer state U3 with the formula (10.48). Then
we evaluate the heuristic function for U2 and get an initial value h∗m. If the value h∗m
cannot be used to back-transform U2 into a hyperbolic three-layer state, use the fall-back
procedure described in the previous subsection to gain a suitable h∗m. If even this fails,
we remove the intermediate layer altogether, using the formula (10.48).
Once a suitable intermediate layer height h∗m could be found, we build the difference
h∗m−hm, where hm denotes the intermediate layer height of the original three-layer state
U3. Then, we transform the state U3 by the following procedure:
δ∗ := 0.75(h∗m − hm)
h1 7→ h1 − 0.5 · δ∗
h2 7→ h2 − 0.5 · δ∗
hm 7→ hm + δ∗
qm 7→ qm + 0.5
(
r1mu1 +
1
rm2
u2
)
δ∗
(12.76)
and the velocities u1, u2 stay unchanged, as in the original two/three-layer adaptation
(10.5). With this choice, the conditions (10.1), (10.2) and (10.3) on Q, M and H are
fulfilled.
Thus, the procedure can be summarized like this, given a three-layer state U3 for cell
i marked for refinement:
1. Calculate U2(U3) according to (10.48). Compute h∗m := hheum (U2).
2. If Ihyp
(
U3(U2, h∗m)
)
is positive, proceed to 5.
3. Starting with h0m := h
opt
m compute h
q+1
m := 0.9h
q
m until Ihyp
(
U3(U2, hi+1m )
)
is non-
positive. Assign h∗m := h
q
m.
4. If the value Ihyp
(
U3(U2, h∗m)
)
is non-positive or if U3 has at least one vanishing
layer, remove intermediate layer according to (10.48). Stop adaptation.
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5. Compute the new values for heights and velocities using h∗m and (12.76) to gain U∗∗,
update the velocity vector v∗∗ to be consistent with U∗∗ according to the procedure
of Section 12.5.3 below.
6. Solve the viscosity system M∗v∗ = v∗∗ for U∗∗ and ∆t replaced in the entries of
M∗v∗ by cfl ·∆x/10 to enhance smoothness to the refined solution. Calculate the
new discharges q∗i,j according to U
∗∗, v∗ and the consistency condition:
Mj∑
k=1
h∗∗i,j
Mj
v∗i,j,k = q
∗
i,j for j = 1, . . . ,L. (12.77)
7. Assign U∗ = (h∗∗i,j , q
∗
i,j) and v
∗ to cell i.
After this refinement step, the calculation of Roe matrices starts again and the hyper-
bolicity is reconsidered. If the new Roe matrices are not yet hyperbolic, the refinement
is repeated. For suitable small values of κ there should always be either a two or an
associated three-layer state for which the Roe matrices are hyperbolic. Thus, after a cer-
tain number of unsuccessful refinement steps on the same cells, the intermediate layer is
removed by the transformation (10.48). Usually, we would employ this strategy after 50
to 100 unsuccessful refinement steps.
12.5.2. Removal of layers
The removal of layers is desirable because of two reasons: Firstly, like stated in Section
10.1, it could be impossible to find a small intermediate layer height or even any interme-
diate layer height giving a hyperbolic three layer state. As the three-layer states evolve
after the initial adaptation, we might end up in such a situation even if we only introduce
hyperbolic three-layer states. Secondly, the whole flow might get stable after a while
again, so the computation of three layers instead of two is just not numerically efficient.
Thus, in addition to the procedure to guarantee hyperbolicity, which might reduce
layers, we also try and define conditions for the removal of the intermediate layer in case
of an underlying stable two-layer setting.
Of course, we first evaluate the result of the transformation (10.48) for each three-layer
state for hyperbolicity, as we only want to return to a two-layer flow if it is hyperbolic.
All in all we check the following conditions:
1. Calculate U2(U3) according to (10.48). If Ihyp(U
2) < 6data proceed to the next
condition.
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2. Check, whether one of the following conditions is fulfilled:
a) hm < 10
−3H
b) um < 10
−2
c) (u1 − u2) < 10−1
The second set of conditions means that either the intermediate layer is very thin com-
pared to the total height, the velocity is small, meaning the intermediate layer is almost
at rest, or the velocity shear between the outer layers has significantly reduced since the
introduction of the intermediate layer. All of those conditions, together with the hy-
perbolicity of the two-layer state, which according to condition 1 is far from becoming
non-hyperbolic, give reason to believe that a layer reduction can be safely carried out.
The reduction itself of course is carried out according to the transformation (10.48).
12.5.3. Adapting the velocity profiles
After each adaptational step, the velocity profiles have to be adapted as well. For this,
we use a linear inter-/extrapolation of the old profile data for a given cell, and evaluate
at the new positions zni,j,k to get an auxiliary profile v
n∗
i close to the original. Then we
balance the differences between the auxiliary profile and the new macrolayer values by:
vni,j,k := v
n∗
i,j,k +
(
ui,j − 1
Mj
Mj∑
k=1
vn∗i,j,k
)
(12.78)
This yields consistency of the macrolayer quantities and the velocity profile again.
12.6. Limiters
The Roe scheme does not guarantee non-negative water heights, cf., e.g., [Bou04]. Obvi-
ously, the preservation of non-negative water heights is a desirable feature of a numerical
scheme, as negative water heights do not have a physical interpretation and can thus be
seen as pure numerical artifacts. In [BNLM11] a general technique for arbitrary Finite
Volume schemes has been proposed. The idea is to employ a limiter to modify the nu-
merical fluxes and thus prevent any flux from occurring when a cell has been drained
already.
The general idea is quite simple but effective: when a layer in a cell is drained, the
corresponding flux should vanish. In the Roe-solver, this condition cannot be guaranteed
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without altering the time step size. This is exactly what this limiter does locally to each
cell interface, if necessary.
First, in a given cell i, we calculate the total flux difference times ∆tn/∆x, i.e., the
update for this cell. Then, we search for layers where the height update is negative and
absolutely larger than the layer height. If we find such an update for layer j, we locate
the outflow boundaries, i.e., we check whether the fluxes Aˆi±1/2 lead to a reduction of
layer height hj . If both boundaries are outflow boundaries, we calculate:
aout
i± 1
2
,j
=
∆x
∆t
hj(
F−
i+ 1
2
− F+
i− 1
2
)
hj
, (12.79)
where the subscript hj for the numerical flux difference means that only the corresponding
row is considered. In case of only one outflow boundary, say F+
i−1/2 < 0 and F
−
i+1/2
< 0,
we continue similarly but consider only the boundary i − 1/2. For the other boundary,
where no outflow has been detected, we set aouti+1/2,j = 1. Altogether, we can define:
aout
i+ 1
2
,j
:=

∆x
∆t
hj(
F−
i+12
−F+
i− 12
)
hj
if both boundaries are outflow,
∆x
∆t
hj(
F−
i+12
)
hj
if i+ 12 is outflow,
1 else
(12.80)
and
aout
i− 1
2
,j
:=

∆x
∆t
hj(
F−
i+12
−F+
i− 12
)
hj
if both boundaries are outflow,
∆x
∆t
hj(
F+
i− 12
)
hj
if i− 12 is outflow,
1 else.
(12.81)
Then, we limit the fluxes over the outflow boundaries of the cell under consideration. This
has to be done on both sides of an outflow boundary, as the flux will not only vanish in
one cell, also the flux into the next cell has to be limited. This yields the limited numerical
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fluxes:
A¯−
i− 1
2
:= aout
i− 1
2
,j
F−
i− 1
2
, (12.82)
A¯+
i+ 1
2
:= aout
i− 1
2
,j
F+
i− 1
2
, (12.83)
A¯−
i+ 1
2
:= aout
i+ 1
2
,j
F−
i+ 1
2
, (12.84)
A¯+
i+ 1
2
:= aout
i+ 1
2
,j
F+
i+ 1
2
, (12.85)
and we can continue with the update using the limited numerical fluxes:
U∗i := U
n
i −
∆t
∆x
(
A¯−
i+ 1
2
− A¯+
i− 1
2
)
, (12.86)
Using this limiting technique we can ensure the positivity of layer heights even for the
Roe solver.
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In this chapter, we want to present the results of the scheme described previously with the
help of some generic test cases. The test cases are chosen to resemble natural phenomena
occurring in real ocean flows. The standard example in our research was the situation at
the Strait of Gibraltar, where the Mediterranean and the Atlantic flow above each other,
yielding a two-layer flow stabilized by slight differences in the densities, due to different
temperatures and salinities.
The Strait of Gibraltar is a very interesting example of shallow flow, as classic test cases
as sills and narrows occur here naturally and in combination. The immensely varying
properties of the Mediterranean and the Atlantic also add to the complexity. Research
on the strait on the numerical side includes 1-dimensional schemes, cf. [CMP01, CGP06]
as well as quasi-2-dimensional, cf. [CMP+04] and 2-dimensional schemes [GVCGR+08].
In most of the computations presented below we use 6 sublayers for each macrolayer in
the two-layer case and in the three-layer case we use 5 sublayers for the outer macrolayers
and 6 sublayers for the intermediate macrolayer, unless stated otherwise.
The shallowness ratio is generally ε = 0.1, the densities are given as ρ1 = 980, ρ2 = 1000.
The gravitational constant is usually set to g = 9.812. For the Roe matrices we use van
Leer intermediates, i.e., the mean values between the states left and right. The CFL-
number is set to cfl = 0.8. The refinement indicator is thresholded with data = 5× 10−2.
13.1. Test 1
This test is an adaptation of a steady state test for the two-layer equations. Two super-
posed macrolayers are flowing in opposite directions, yielding a non-constant interface in
a steady situation. In the presence of viscous terms, however, we expect the solution to
be distorted. We will fix the boundary conditions to prevent the solution from slowing
down until a lake at rest situation.
13.1.1. Initial state and zero friction case
The energies and the discharges are held constant for the initial values in the whole
computational domain. The values are gained by a root finding method to compute the
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water heights depending on the values of a bottom function b, where the reference values
for the energies and the discharges are given by the state below. The computational
domain is I = (−3, 3). The initial values, see Figure 13.1 are computed starting with the
reference values:
h1(−3, 0) := 0.5, q1(−3, 0) := 0.15,
h2(−3, 0) := 1.5− b(0), q2(−3, 0) := −0.15.
(13.1)
The bottom topography is set to:
b(x) = 0.5e−x
2
. (13.2)
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Figure 13.1.: Initial state for Test 1.
We can now fix different states at the boundaries and try varying the viscous and
friction coefficients. As a start, we set the friction and viscosity to zero to show that
the steady state is retained by the Roe solver, as described further in [PC04]. The left
boundary is set to the values given above in (13.1). The final time of the computations
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is T = 3, the solutions are compared against high resolution data for the initial state on
20480 cells. The resulting error convergence table can be found in Table 13.1.1. It shows
the expected second order convergence of this non-explicitely well-balanced scheme, as
stated by Castro and Pare´s in [PC04]. Of course, without any further modifications the
Roe solver and thus our scheme will only give first order accuracy in general.
number h1 q1 h2 q2
of cells L1 error order L1 error order L1 error order L1 error order
40 2.48e-04 1.99e-05 2.46e-04 2.02e-05
80 6.14e-05 2.01 5.35e-06 1.90 6.11e-05 2.01 5.44e-06 1.89
160 1.52e-05 2.01 1.38e-06 1.95 1.52e-05 2.01 1.41e-06 1.95
320 3.80e-06 2.01 3.52e-07 1.98 3.77e-06 2.01 3.58e-07 1.98
13.1.2. Friction and Viscosity
Viscous effects
Assigning a small bottom friction γ¯0 = 10
−6 alongside an inter-layer friction with γ¯0 =
10−2 and a viscosity of ν¯1 = ν¯2 = 10−2 shows a drastic change in the solution. The mutual
influence of the two layers, which exchange their momentum by the significant inter-layer
friction, yields a breakdown of the steady state.
The Figure 13.2 shows the solution at time tn = 50 on 80 cells. A non-trivial velocity
profile has developed. As the viscosity and the inter-layer friction increases, the influence
of the inertia and the pressure decreases. Another form of balance between these terms
seems to be assumed by the flow. The increased inter-layer friction yielded a profile with
a smooth transition through zero approximately at the position of the interface.
Similar phenomena can be found in monolayer flows running down an inclined plate,
where a steady state with non-constant discharge can be found, when the friction force
and the gravitational pull balance each other. The situation here seems to be analog.
Bottom friction effects
Now we consider increased bottom friction γ¯0 = 10
−1 with a slightly decreased inter-layer
friction γ¯0 = 10
−3 and a viscosity of ν¯1 = ν¯2 = 10−4. The bottom friction is the only sink
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Figure 13.2.: Test 1 at tn = 50 on 80 cells and viscosity ν¯1 = ν¯2 = 10
−2, friction γ¯0 = 10−2.
The interface becomes almost linear. The black slashed line in the discharge
plot gives the sum of discharges. Contour plot and zoom on velocity profile
on top of the hump. Interfaces and discharges are colored blue and green
for upper and lower macrolayer. The arrows’ origins are marked by ’x’ for
clarity.
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of discharge, i.e., the only viscous or friction term where velocity is actually lost instead of
exchanged between layers. To avoid slow-down until the simulation reaches a state of rest
situation, we prescribe the values of the discharges: For the upper layer the discharge at
the left boundary is set to q1 = 0.15, whereas the discharge of the lower layer is prescribed
at the right boundary by q2 = −0.15.
We see that a different kind of steady state seems to establish, cf. Figure 13.3. The
effect of bottom friction is obvious when considering the velocity profile.
13.2. Test 2
As another variant of Test 1 we test a situation with constant wind stress at the surface
for a stratified lake at rest.
The computational domain is I = (−3, 3). At the boundaries we take reflecting bound-
ary conditions for both layers. The initial values are:
h1(x, 0) := 1, h2(x, 0) := 1.5− b(x), q1(x, 0) := q2(x, 0) := 0. (13.3)
The bottom topography is set to:
b(x) = 0.5e−x
2
. (13.4)
cf. the similar numerical experiment of Audusse et. al. [ABPSM11a]. In the reference it
is stated, that a stratified lake at rest can develop an interesting velocity profile, where
the two layers are circulating with different sense of rotation. Also, the interface between
the two layers is tilted in the direction of the wind stress.
We set the wind stress σw at the surface to 10
−4, replacing the no-stress condition by
the condition:
ν¯1
ε
∂zu = σw = 10
−4 for z = η0, (13.5)
cf. [ABPSM11a] again, or, e.g., [Vre94]. The inter-layer stress is determined using the
friction coefficient γ¯1 = 10
−2, and the intra-layer viscosity by the coefficients: ν¯1 = ν¯2 =
10−2. At the bottom we set the friction to γ¯2 = 10−6 to avoid large influences from this
boundary.
In Figure 13.4 we see the doubly rotating flow at tn = 50, driven by a constant wind
stress. The calculations were carried out on 60 cells with 10 sublayers. The velocity
profile, as indicated by the velocity arrows, is qualitatively in good accordance with the
results of [ABPSM11a], albeit the influence of the much higher bottom friction can be
seen in the results of this reference, where the profile almost vanishes at the bottom. The
general feature of doubly rotating flow however, including the inclined interface, is present
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Figure 13.3.: Test 1 for time tn = 50 on 100 cells for higher bottom friction. The velocity
field is shown as colored contour plot, colors referring to the ratio of velocity
to maximal absolute velocity and in a zoom as arrows.
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Figure 13.4.: Test 2 at tn = 50 on 60 cells with 10 sublayers per density layer. A double
gyre has developed. Contour plot and zoom on velocity profile on top of
the hump. Interfaces and discharges are colored blue and red for upper and
lower macrolayer. The arrows’ origins are marked by ’x’ for clarity.
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in our solution as well and shows the versatility of our approach. Of course, a lot of these
features are inherited from the general strategy of Audusse and co-workers, as our scheme
is based heavily on their viscosity treatment.
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Figure 13.5.: Average state for Test 2 for times 50 < tn < 100. The solid lines mark the
average state, the slashed and the slash-dotted line the maximal deviations
from the average state. The variations around the averages are due to an
oscillating behavior. Interfaces and discharges are colored blue and red for
upper and lower macrolayer.
Figure 13.5 shows a long term average of states for times 50 < tn < 100. The water
heights show little variation, but in fact the solution swings back and forth between two
states. This is obvious when studying the variations of momentum.
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13.3. Test 3
This test case is the numerical counterpart to an experiment conducted at the CITEEC
at the University of Corun˜a, cf. [GR05]. It can be described as a dam break over a hump.
The computational domain is I = (−3, 3). The boundary conditions are set to absorbing
boundary conditions.
The initial states are set to:
h1 :=
{
0.01 for x < 0
2− 0.01− b for x ≥ 0 (13.6)
h2 :=
{
2− 0.01− b for x < 0
0.01 for x ≥ 0 (13.7)
q1 := 0 (13.8)
q2 := 0 (13.9)
and the bottom topography is set to
b := exp(−x2), (13.10)
cf. Figure 13.6.
13.3.1. Original setup
In the two-layer case, the viscosities are set to ν¯1/ε = ν¯2/ε = 1 × 10−5 and the friction
at the interface and the bottom is set to γ¯1 = γ¯2 = 1× 10−6. In the three-layer case, the
viscosities are set to: ν¯1/ε = ν¯3/ε = 2 × 10−3 and ν¯2/ε = 1 × 10−1, while the friction is
set to: γ¯1 = γ¯2 = 1× 10−1 and γ¯3 = 1× 10−2. Thus the friction between the layers and
the viscosities within each macrolayer are increased by several orders of magnitude after
refinement, justified by the assumed breakdown of the interface and intense mixing.
The first about 200 time steps until approximately tn = 1.9 are a pure two-layer cal-
culation. As the lower layer flows down the right flank of the hump, it accelerates and
the difference in velocities increases. At time tn ≈ 1.9208 in the calculation with 100
cells, the flow becomes instable and a two-/three-layer adaptation is carried out. The
adaptation and the increased viscosity and friction force the solution to be hyperbolic
everywhere again, but a quick succession of refinement and coarsening steps show that a
subtle balance is needed for this. Examples of the solution for time tn = 3 and tn = 5
can be seen in Figure 13.7.
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Figure 13.6.: Initial state for Test 3.
The solution shows an interesting behavior after some time, as it seems to approach a
quasi-steady state close to the loss of hyperbolicity. A quick succession of refinement and
coarsening steps leads to distortions of the steady state, as the solutions oscillates in time
around an average state. In Figure 13.9, we can see the average state of the approximate
solutions for 50 < tn < 100 on 100 cells. The average solution shows almost constant
discharges within the computational domain, which usually indicates a steady state. The
refinement and coarsening steps, however, lead to discontinuous distortions, as can be
seen in Figure 13.8, where the approximate solution at times tn = 53.19 and tn = 80 is
shown.
The average solution is in good qualitative accordance with experimental data from
CITEEC, cf. [GR05]. The distortions lead to oscillations as can be seen at the right
end of the computational domain for the interface in Figure 13.8. If we approximate the
vertical velocities using the relation ∂xu + ∂zw = 0, by integrating
∫
∂xu dz, we can see
the velocity field to exhibit the same recirculation of the upper layer along the interface
at the right slope of the hump. This is also shown in Figure 13.9.
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Figure 13.7.: Example state for Test 3 for times tn = 3 and tn = 5. The velocity field
is shown as colored contour plot, colors referring to the ratio of velocity to
maximal absolute velocity. The intermediate layer is small enough to be
not visible to plotting accuracy. Interfaces and discharges are colored blue,
green and red from highest to lowest macrolayer. ’x’ mark the the cells with
three-layer states.
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Figure 13.8.: Example states for Test 3 for time tn = 53.19 and tn = 80. The velocity
field is shown as colored contour plot, colors referring to the ratio of velocity
to maximal absolute velocity. The black slashed line in the discharge plot
gives the sum of discharges. The intermediate layer is not visible to plotting
accuracy. Interfaces and discharges are colored blue,green and red from
highest to lowest macrolayer. ’x’ mark the the cells with three-layer states.
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Figure 13.9.: Average state for Test 3 for times 50 < tn < 100 and zoom on example state
for tn = 75. The solid lines mark the average state, the slashed and the
slash-dotted line the maximal deviations from the average state. The black
slashed line in the discharge plot gives the sum of discharges. The average
solution shows good qualitative proximity to experimental data. The zoom
on example solutions shows the velocity field on the right flank of the hump.
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13.3.2. Variation of viscosity and friction
If we consider much higher friction and viscosity coefficients for the two-layer case already,
we gain a different type of solution. Most importantly, hyperbolicity can be preserved
without the adaptation strategy.
We set the coefficients to γ¯0 = γ¯1 = 10
−1 and ν¯1 = ν¯2 = 10−2. The resulting state
at time tn = 50 is shown in Figure 13.10. Note that it was not necessary to perform an
adaptive step inbetween. The state shown in this figure however differs significantly from
the state gained by adaptation, considering the averaged state of Figure 13.13.
13.4. Test 4
This test case is similar to Test 3, yet in this case a standing shock forms at one side of
the hump. The initial data, however, is smooth and set to:
h1 := 2− h2 − b, h2 := 0.45 · atan (1.5(x+ 0.75))− b (13.11)
q1 := 0.01 · h1 q2 := −0.01 · h2 (13.12)
and the bottom topography is set to
b := exp(−x2), (13.13)
cf. Figure 13.11.
This test case has already been considered for the motivation of the derivation of this
scheme in previous chapters. We could see that adaptation and viscosity alone might
not prohibit the loss of hyperbolicity, at least for sufficiently small choices of friction
coefficients.
The numerical and physical parameters of this test case are identical to the Test 3.
The solution is hyperbolic for the two-layer states until tn ≈ 4.5869 on 100 cells. Using
the full scheme as described in the previous chapter yields a stable hyperbolic setting for
the whole spatial and temporal domain. The evolution can be exemplarily seen in the
Figure 13.12, shown the solution at times tn = 3 and tn = 5 and thus before and after
the two-/three-layer adaptation.
The solution shows a similar behavior as the one for Test 3 in the sense that it seems
to approximate a quasi-steady state, but suffers from small distortions because of the
discontinuities introduced by the adaptation strategy. The average solution for 50 < tn <
100 on 100 cells can be seen in Figure 13.13.
Of interest is the formation of a shock after at the base of the hump. The discharges
obviously are not constant here, but the solution as a whole seems to tend to a specific
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Figure 13.10.: Test 3 for time tn = 50 for higher viscosity and friction. The velocity field
is shown as colored contour plot, colors referring to the ratio of velocity to
maximal absolute velocity and in a zoom as arrows. No three-layer states
occured in the computations.
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Figure 13.11.: Initial state for Test 4.
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Figure 13.12.: Example state for Test 4 for times tn = 3 and tn = 5. The velocity field
is shown as colored contour plot, colors referring to the ratio of velocity to
maximal absolute velocity. ’x’ mark the cells with three-layer states.
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Figure 13.13.: Average state for Test 4 for times 50 < tn < 100 and zoom on example
state for tn = 75. The solid lines mark the average state, the slashed and
the slash-dotted line the maximal deviations from the average state. The
black slashed line in the discharge plot gives the sum of discharges. The
zoom on example solutions shows the velocity field on the left flank of the
hump. ’x’ mark the the cells with three-layer states.
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underlying balance state, which is more obvious than in Test 3. The circulation of the
upper layer is expected after the numerical and experimental results found for Test 3.
The velocity field can be seen in Figure 13.13 as well.
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14. Conclusion
The main goal of this work was the analysis of the loss of hyperbolicity and the design
of an efficient numerical scheme with a complexity comparable to the two-layer Shallow
Water solvers of Castro/Pare´s, Bouchut/Morales and Abgrall/Karni. The full complexity
of the underlying Navier-Stokes equations was to be avoided.
We succeeded to find a suitable indicator function, (8.33), which measures the hyper-
bolicity and loss of hyperbolicity, and thus allows us to assess the necessity of adaptation
steps. The analysis of the eigenstructure of the three-layer equations in Chapter 9 was
only partly a success, but yielded two approximative polynomials of degree four close to
the full characteristic polynomial of degree six around the location of the so-called internal
eigenvalues, cf. (9.84) and Figure 9.5. So the approximation of eigenvalues was simplified
by this analysis, which is beneficial in our case as the computation of eigenvalues is crucial
in several steps of our final scheme.
A suitable adaptation strategy for the introduction of an intermediate layer in a two-
layer flow has been developed in Chapter 10, yielding hyperbolic three-layer states as-
sociated with the original non-hyperbolic two-layer states in many physically relevant
situations. The adaptation includes transformation formulas, cf. (10.5), conserving some
crucial physical properties of the flow, like discharge, mass, total height, but also energy
under some circumstances, see Lemma 10.2. It also includes heuristic, (10.47) and opti-
mization routines for choosing a suitable intermediate layer height, large enough to yield
hyperbolic states, but small enough to keep the introduced discontinuity at a reasonable
level. The additional numerical complexity for this adaptation strategy is usually small
compared to other parts of the algorithm, depends however on the test case as the number
of adaptive steps needed in the course of the computations may differ accordingly to the
initial data.
Our adaptation of Audusse’s multilayer model and scheme, [Aud05] yielded a way to
describe viscous velocity profiles and their evolution, while keeping the numerical com-
plexity for solving the balance law at the level of a two- or three-layer solver. This is an
improvement in the numerical efficiency at least. The stabilizing effect of the inclusion
of viscous terms in the solver has been shown in some example test cases in Section 13,
and was expected from the theory on hydrodynamic stability. Some minor additional
problems on the algorithmic side coming from the co-existence of layer-adaptation and
viscous sublayering could be solved, cf., e.g., Section 12.5.3.
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The full layer-adaptive and viscous scheme described in Chapter 12 has a numerical
complexity of two to three times that of the original two-layer solver without viscous
treatment, as far as this can be measured, as the pure two-layer solver will break down
for test cases where the adaptivity is needed. This statement is based on studying the
computing time of the different parts of the solver for several numerical experiments and
on the dimension and number of the linear problems which are solved for the typical
setup. Of course, this estimate will vary if other ratios of the horizontal and vertical
discretization parameters are chosen. As intended by the original multilayer approach of
Audusse, some fundamental features of real flows could be recovered using a relatively
low resolution in the depth of the flow.
The full scheme recovers from loss of hyperbolicity as intended, while being based on
a simple yet physical turbulence model, with piece-wise constant turbulent viscosity, as
detailed in Chapter 11. This will make our results comparable to the results of full Navier-
Stokes solvers. The qualitative accordance with experimental data is given and proves
the physical correctness of our scheme at least in the test cases considered.
On the theoretical side we showed the full derivation of our numerical techniques start-
ing from the Navier-Stokes equations and including some theory on turbulence modeling.
Of course, being based on the Shallow Water assumption our model is only an approxi-
mation of real flows, but the justification of this approach has been proved effectual by
the presence of comparable models and schemes in current research and practical use.
Finally, coming back to the leading question of this thesis stated in the introduction,
we succeeded in deriving an efficient numerical scheme for stratified flows, based on a
Shallow Water approach designed for balance laws, yet including the modeling of mixing
in a locally restricted area, marked by the intermediate layer in our scheme.
14.1. Outlook
This work was intended as a proof-of-concept and thus will probably need some adjust-
ments in parts of the theory as well as in the algorithmic implementation. Also, as model
and numerical scheme are based on very rough approximations on real flows, the choices
of parameters might need modifications.
The calculations of the solver in the presented form should be compared to more ex-
perimental data or the results of more elaborate schemes, such as Navier-Stokes solvers.
This could yield better choices of turbulence parameters and should give a more solid
foundation for the choice of strategies given in this thesis.
Also, the piece-wise constant turbulent viscosity used could be compared to more com-
plex models coming from the theory of Reynolds averaged equations. The balance of
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numerical efficiency and physical accuracy has to be kept in mind though. As the Shallow
Water assumption is just a rough approximation placed at the very base of the deriva-
tion of our model equations, the use of more complex models to estimate the influence
of turbulence later on in the derivation might lack a solid foundation. This could mean
that the more complex model increases the numerical complexity but might not be able
to improve the consistency with the physics.
Instead of comparing only with more complex schemes it might also be compared to
simpler schemes with different models for friction and viscous treatment. Here the gain
in physical correctness compared to the loss in numerical efficiency is of interest.
The coarsening algorithm was implemented but rarely used in the test cases considered.
It would be interesting to check whether the presented scheme works well in the simulation
of a tidal flow, where loss of hyperbolicity occurs but no steady state or quasi-steady state
develops, as the flow constantly changes due to tidal forces. Hyperbolicity might be lost
only for a short amount of time in these kinds of flow, meaning that our techniques
might be seen as an enhancement of a two-layer solver which remedies the short loss of
hyperbolicity, but yields adequate numerical efficiency otherwise.
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A. MAPLE-Listing
> r e s t a r t ; with ( LinearAlgebra ) :
> r13 := r12 ∗ r23 :
> H12 := h1+h2 : H23 := h2+h3 : H := h1+h2+h3 :
> Q:=h1∗u1+h2∗u2+h3∗u3 : V12 := u1−u2 : V23 := u2−u3 :
> U12c := ( u1∗H23+u2∗h1 )/H: U23c := ( u2∗h3+u3∗H12)/H:
> A := Matrix ( [ [ U12c , h1∗(1−h1/H) , −h1∗V23/H, h1∗(1−H12/H) ] ,
[ g12−V12ˆ2/H, U12c , −V12∗V23/H, V12∗(1−H12/H) ] ,
[ V12∗(1−H12/H) , h1∗(1−H12/H) , U23c , H12∗(1−H12/H) ] ,
[−V12∗V23/H, −h1∗V23/H, g23−V23ˆ2/H, U23c ] ] ) ;
> A lambda := A−lambda∗ Ident i tyMatr ix ( 4 ) ;
> c h i 3 := Determinant ( A lambda ) :
> u0 := ( u1+u2+u3 ) / 3 :
> c h i a l t := ch i 3 −(lambda−u0 ) ˆ 6 :
> c o l l e c t ( c h i a l t , lambda ) ;
>
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