Abstract: Spatially distributed surface temperature over complex topography is important to many ecological processes, but it varies spatially and temporally in complex ways and is difficult to measure at landscape scales at tens of meters resolution. Our goal is to develop a methodology that accurately predicts surface temperature in mountain ecosystems. First, we modeled monthly incoming solar radiation (insolation) based on topography and observed variation in atmospheric conditions, and accounting for site latitude, elevation, and surface orientation (slope and aspect), daily and seasonal shifts in sun angle, and effects of shadows cast by surrounding topography. Then we investigated the ability to predict monthly average temperature from lapse rates together with energy input from insolation. Monthly lapse rates are not constant and have a seasonal variation.
INTRODUCTION
In areas with landscapes of high topographic relief, high temperature variation results from fine-scale variation in incoming solar radiation (insolation), along with wind movement patterns and site-specific factors such as vegetation cover (Geiger, 1965; Fu and Rich, 2002) . For example, in the Northern Hemisphere south-facing slopes display higher maximum air temperatures (Holch, 1931) and soil temperatures (Cottle, 1932) than north-facing slopes. Dixon (1986) found that both air and soil temperatures vary significantly with topographic position in the Rocky Mountains.
Temperature at a given location is determined by the complex interaction of prevailing climate, energy input as insolation, pressure, and site-specific factors that influence local energy balance. Topography is a major determinant of local temperature because of adiabatic cooling with elevation and because of its strong influence on insolation interception. Surface orientation (slope and aspect), and obscuration of the sky (i.e., shadows cast by surrounding topographic features) modify and create strong local gradients of insolation. Resulting high levels of temperature variation in turn influence ecological processes relating to biogeochemical cycling, population dynamics, and phenology of growth and reproduction. With respect to biogeochemical cycles, surface temperature influences primary production, nutrient allocation, debris decomposition, and grace gas emission (e.g., Potter et al., 1993) . In plant physiology studies, McKenney et al. (1999) found that temperature variation caused by insolation can affect the timing of plant activity cycles. In forest management, temperature determines the temperature-dependent development of the egg, larval, and pupal life-stages of the mountain pine beetle (Dendroctonus ponderosae Hopkins), an insect seriously affecting forest ecosystem (Bentz et al., 1991) . In wildlife conservation, the average temperature of 10ºC of the warmest month is taken by most wildlife biologists as the beginning point of the alpine life zone. Surface temperature is a vital ecological niche covariate to predict species invasions (Peterson and Vieglais, 2001) . In physical process, temperature is taken as an indicator of landform influence on atmospheric processes (Brown and Wax, 2007) . Despite the importance of surface temperature for such a broad spectrum of ecological processes, mean temperature and solar radiation, however, vary spatially and temporally in complex ways and are difficult to measure at landscape scales at tens of meters resolution (Stohlgren and Bachand, 1997) . The monthly mean solar radiation and temperature at this kind of resolution are desired for modeling large-scale ecological processes because lower resolution surface temperature data, such as the well-known and widely used Parameter-elevation Regressions on Independent Slopes Model (PRISM) data at 800 m resolution (available at http://www.prism.oregonstate.edu/) cannot readily capture the fine variation in those spatially heterogeneous montane ecosystems. For example, we ran a NASA-CASA model (Potter et al., 1993) to produce a 250 m vegetation net primary production (NPP) map from 250 m Moderate Resolution Imaging Spectroradiometer (MODIS)-enhanced vegetation index and 4 km PRISM surface temperature data in Yellowstone National Park (YNP; Crabtree et al., 2008) . However, this NPP product could not be sufficiently suited to capture spatial heterogeneity in Yellowstone with high-relief variation and fractional sagebrush and grass vegetation patches; thus a monthly NPP product at finer resolution based on 30 m Landsat is still desired by users. To produce such a product, 30 m resolution surface temperature data are required, which prompted us to undertake this study.
Most surface temperature models to date have limitations (Thornton et al., 1997; Fu and Rich, 2002) . Researchers usually base models of surface temperature on weather data with limited temporal and spatial coverage. Poor availability of solar radiation data is a particular recurring problem in weather predictions (Wilks, 1999) . Diverse statistical and geostatistical models (e.g., trend surfaces, inverse distance weighting, thin plate spline) have been used by researchers to interpolate spatially distributed surface temperature from limited weather station point locations. However, weather stations are sparsely distributed and microclimate within a vast area cannot be represented by simple interpolations. Second, the weather stations are usually located in open, flat, and populated areas and thus are not spatially representative. Third, the assumption behind this approach is that the underlying surface is smooth and thus lacks a mechanism for use in mountain regions with complex topography.
Other research has examined a set of aspect, slope, and elevation groups and assumed that temperatures within a group are similar. However, this method may treat very different landscape positions in similar ways due to differences in sky obstruction by surrounding topographic features. Furthermore, categories are not continuous and subtle differences between surface orientations are neglected. Some literature has reported DEM (digital elevation model)-informed interpolation, such as MT-CLIM by Hungerford et al. (1989) and Running and Thornton (1996) , "smart" interpolation procedures by Willmott and Matsuura (1995) , Climatologically Aided Interpolation (CAI) by Willmott and Robeson (1995) , PRISM by Daly et al. (1997) , and Neutral Stability Algorithm (NSA) and Linear Lapse Rate Adjustment (LLRS) by Dodson and Marks (1997) . These DEM-informed interpolations have been widely used for creating surface temperature, with advantages and disadvantages generally discussed in Dodson and Marks (1997) . In all these models, solar radiation is not well incorporated into temperature modeling. As it is well known that solar radiation is the energy source and main driving force of air temperature, we attempted to directly use solar radiation to model surface temperature as a supplementary approach. Fu and Rich (2002) calculated spatially distributed insolation for complex terrain at landscape scales, accounting for effects of elevation, surface orientation, and influences of surrounding topography, and applied these insolation calculations to improve spatial interpolation of daily soil temperature measurements. In this paper, we examine how well this approach can be used to model monthly near-surface air temperatures, with validation using extensive observed measurements. We conducted this study with two basic objectives. First, considering the lack of highresolution solar radiation data, we sought to calculate reliable high-resolution monthly solar radiation maps of YNP, a region with complex, mountainous topography, using the insolation model of Fu and Rich (2002) . Second, we sought to investigate the relationship between monthly observed temperature and insolation to develop a method to estimate spatially continuous temperature at 30 m resolution. We utilized data from 10 weather stations and 16 SNOwpack TELemetry (SNOTEL) sites. We fulfilled our objectives in five steps: First, we accounted for variation in monthly atmospheric conditions in the calculation of spatially distributed insolation maps. Second, we investigated lapse rate variation and adjusted temperature predictions accordingly. Third, we used linear regression to model the relation between temperature and insolation with an appropriate time lag. Fourth, we used the lapse rate, elevation, insolation, and derived linear regression model to estimate temperature over our study area. Finally, we assessed the accuracy of our modeled temperature estimates.
STUDY AREA
Our study area comprises YNP and immediately surrounding lands in northwestern Wyoming, southwestern Montana, and southeastern Idaho, USA (Fig. 1 ). There is a dense network of weather stations (26 sites in 13,200 km 2 ) located at varying elevations with different aspect and slope, and the observations capture the representativeness of significant variability (in terms of elevation, aspect, slope, and temperature) that exists within this system. The study area encompasses an area of approximately 9000 km 2 bounded by a rectangle from latitude 44°5' N on the south to 45°10'N on the north and longitude 109°49' W on the east to 111°12'W on the west.
The elevation of our study area ranges from 1540 m to 3760 m. Lodgepole pine (Pinus contorta) dominated approximately 83% of the total forested area of YNP, with subalpine fir (Abies lasiocarpa), Engelmann spruce (Pica engelmannii), and whitebark pine (Pinus albicaulis) locally abundant in older stands and at higher elevations. At lower elevations, grasslands and sagebrush communities are common with few aspen (Populus tremuloides) and cottonwood (Salicaceae Populus deltoides). At high elevations exist temperate forest mosaics of alpine meadow and grassland (Despain, 1990) . The climate of the park is dominated by westerly and southwesterly air masses flowing from the Snake River plain of Idaho into Yellowstone. Adiabatic cooling occurs as the air masses are forced upward to the Yellowstone plateau, producing a decreasing moisture gradient from the southwest to the northeast corner of the park (Marston and Anderson, 1991) . Winters are cold, lasting from mid-November to mid-March, with a mean January temperature of -11.4°C. Summers are often dry, usually lasting from July through August, with mean July temperature of 10.8°C. Mean annual precipitation is around 56.25 cm.
Average total snowfall is 541.8 cm with an average depth of 33.0 cm. Average monthly maximum temperature is 9.6°C, with -2.0°C in January and 23.6°C in July. Average monthly minimum temperature is 7.4°C, with -17.8°C in January and 3.9°C in July (Remsburg and Turner, 2006) .
METHOD
Our methods were based on the energy balance mechanisms in mountainous terrain. Shortwave solar radiation is not much absorbed by the atmosphere gases, but reflected and diffused by clouds. As the sun heats and warms the Earth's surface, the longwave radiation from the Earth's surface is absorbed by clouds and water vapor to further warm atmosphere temperatures (Geiger, 1965) . Topography creates strong local gradients of solar radiation through surface orientation and sky obstruction and also influences the surface air temperature by energy exchange (Fu and Rich, 2002) . Based on this energy theory, we first calculated the monthly solar radiation, then investigated the monthly lapse rate and adjusted the temperature. The relationship between monthly solar radiation and temperature was then studied. We finally modeled the temperature as a function of solar radiation, lapse rate, and elevation as input parameters.
Modeling Solar Radiation
Solar radiation is intercepted at the Earth's surface as direct, diffused, and reflected components (Dubayah and Rich, 1995) . Generally, direct radiation is the largest component of total radiation, and diffused radiation is the second largest component. Reflected radiation generally constitutes only a small proportion of total radiation.
We used the Solar Radiation Tool of ArcGIS 9.2 Spatial Analyst (Dubayah and Rich, 1995; ESRI, 2007) to calculate monthly insolation unified to 30 days. The Solar Radiation Tool accounts for the effects of elevation as it relates to atmospheric depth, surface orientation as it relates to sun-earth geometry, sky obstruction as caused by surrounding topographic features, and atmospheric conditions to calculate insolation for each location across the landscape (Fu and Rich, 1999 , 2000 , 2002 Fu, 2000; ESRI, 2007) based on an upward-looking hemispherical viewshed algorithm (Rich, 1990; Rich et al., 1994) . Specifically, relative optical length associated with relief effects determined by the solar zenith angle and elevation has been accounted for in the tool, with the details described in Fu and Rich (1999) .
Model inputs include the DEM for the study site, along with empirical or theoretical estimates of atmospheric transmittivity (i.e., the fraction of total radiation that passes through the atmosphere) and diffuse proportion (i.e., the proportion of diffuse radiation as a fraction of total radiation). Insolation maps are constructed by iteratively calculating direct and diffuse radiation components for each location of the DEM. For each location a hemispherical viewshed is constructed by tracing horizon angles to determine directions of sky obstruction. Direct radiation is calculated by overlaying the location's hemispherical viewshed on a hemispherical sunmap of direct radiation constructed based on a simple transmission model. Similarly, diffuse radiation is calculated by overlaying viewsheds on hemispherical skymaps of diffuse radiation based on a simple diffuse model. Total radiation is calculated as the sum of the direct and diffuse radiation.
We used the 30 m DEM available from USGS National Elevation Dataset. Monthly atmospheric transmittivity and diffuse proportion were calculated from cloud-cover data from five weather stations (Pocatello, ID; Langer and Sheridan, WY; Billings and Helena, MT). Monthly transmittivity (t) was calculated based on the proportion (p clear , p partlycloud , and p cloudy ) of days that were clear, partly cloudy, and cloudy, assuming typical values of .7, .5, and .3, respectively (ESRI, 2007): t = .7 · p clear + .5 · p partlycloud + .3 · p cloudy .
(
Similarly, monthly diffuse proportion (d) 
Twelve monthly averages of transmittivity and diffuse proportion from these five stations were used in the insolation calculation. It should be noted that the diffuse proportions are not universal constants. More accurate parameters can be determined from detailed measurements of diffuse radiation at each weather station, which were not available. Despite errors to some degree, diffuse radiation is usually a small portion of the total insolation, thus resulting in low errors in modeled insolation.
Monthly Lapse Rate
We collected monthly average temperature from 26 stations ( Fig. 1; Table 1 ). To investigate the lapse rate, defined as the negative of the rate at which surface air 165 cools with the elevation of the surface changes, we plotted the elevation and temperature of all the 26 sites.
Insolation and Adjusted Temperature
Taking the lowest elevated station (WS6, 1609 m) as reference, we adjusted the monthly average temperature of other 14 calibration sites according to the Lander, Wyoming
Mean number of days a Clear 7.9 7.0 7.0 5.9 6.3 10.4 13.7 13.2 13.6 11.6 7.7 9.6
Partly cloudy 9.9 9.6 9.9 10.1 10.7 10.8 11.5 11.8 8.7 9.3 9.9 9.6 Cloudy 13.2 11.7 14.1 14.0 13.8 8.9 5.8 6.0 7.7 10.1 12. Mean number of days a Clear 5.8 5.2 4.7 5.3 5.6 7.7 13.3 13.5 11.6 9.9 5.9 6.5
Partly cloudy 7.8 7.7 9.5 9.1 10.5 11.6 12.2 11.0 9.1 8. A clear day denotes 0 to 3/10 average sky cover, partly cloudy is 4/10 to 7/10, and cloudy is 8/10 to 10/10. elevations using the lapse rate of each month. Then we plotted the adjusted temperature and solar radiation for all calibration sites.
Temperature Calculation
Based on elevation, our modeled solar radiation, lapse rate of each month, and incorporating appropriate time lags between insolation and resulting warming, we modeled the temperature for each pixel in the study area. Note the important variables of slope and aspect have been accounted for in the calculation of solar radiation.
Validation
To assess the accuracy of our temperature estimates, we compared the predicted temperatures with the observed temperatures at the 11 validation sites.
RESULTS

Solar Radiation
The calculation of diffuse proportions and transmittivity is summarized in Table  2 . The solar radiation for 12 months for the study area was calculated, with two examples (June and December) shown in Figure 2 . Our calculation shows the average solar radiation for the study area from January to December is 47. 1, 68.2, 134.8, 182.4, 236.2, 252.1, 23 257.3, 222.2, 154.4, 102 .0, 52.4, and 37.5 KWh/ m 2 , respectively. This is caused mainly by the seasonal geometric change among study site locations, earth, and sun. By comparing Figure 2 with Figure 1 , we can see the spatial pattern of each month's solar radiation is strongly correlated with the terrain pattern. This is caused mainly by the local relief influence on solar radiation.
Monthly Lapse Rate
Temperature decreases with increasing elevation in all months (Fig. 3) . However, through visual inspection, we can see that temperature decreasing rates are different for each month: in warm months (from April to October) the temperature decreasing rates are higher than those in cold months (November to March). We used a linear regression model (y = mx + b with y as temperature and x as elevation) to fit the data for each month. The absolute values of 1000 times m, which were therefore converted to lapse rate in units of °C/km, are plotted in Figure 4 . Considering the gradual change of lapse rate and that the actual temperature observations are influenced by many factors (not just elevation), we also used a quadratic polynomial curve in Figure 4 to fit the original slope to avoid the abrupt change of the lapse rate between continuous months. We used the modeled value as the final lapse rate for each month (i.e., 2.074, 3.325, 4.343, 5.127, 5.677, 5.993, 6.076, 5.926, 5.542, 4.924, 4 .072, and 2.987 from January to December). Figure 4 shows the lapse rate is highest (approx. 6.0°C/km) from May to August and lowest (approx. 3.0°C/km) from December to February.
Insolation and Adjusted Temperature
Adjusted monthly average temperature (with lapse rate applied) correlates well with solar radiation (Table 3 ; Fig. 5 ). This indicates the potential for temperature to be predicted from solar radiation. However, temperature lags behind the solar radiation by around one month. This means the temperature of the (n+1)th month should be better predicted from the solar radiation of the nth month. This phenomenon can be seen in Figure 6 , which indicates the improved performance using temperature and solar radiation one month apart: the R 2 significantly increases from .6772 to .9953. Therefore we subsequently used a linear regression model to fit the solar radiation and the one-month-lag adjusted temperature for all the 15 calibration sites (Fig. 7) , where an excellent correlation (R 2 = .9561) was obtained. 
Near-Surface Temperature Calculation
Based on the one-month lag between insolation and temperature, we modeled the (n+1)th month temperature (T n+1 ) from the nth month solar radiation (SR n ), elevation, and the (n+1)th month lapse rate (LR n+1 ): 
where 1609 is the altitude of the lowest reference station WS6. Table 4 summarizes the formulas for modeling the temperature of each month. The modeled monthly temperature was calculated with the two examples (June and December) shown in Figure 8 .
Validation
The comparison of modeled and observed monthly average temperature of each station shows the Mean Average Errors (MAE) are from 0.90ºC to 1.49ºC (Fig. 9) . This indicates our modeled temperature in this complex topography landscape to be accurate. Fig. 6 . Improved accuracy using data for adjusted temperature and solar radiation one month apart. A. Twelve months solar radiation and the corresponding month adjusted temperature in the WS8 station. B. Twelve months solar radiation and one month lag temperature in the WS8 station.
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DISCUSSION
Four approaches are commonly used for estimating insolation: generalization from nearby insolation monitoring, prediction by slope and aspect categories, diffuse estimation from global or direct radiation measurements, and the use of direct duration to substitute for direct radiation . In this study, we used an advanced solar radiation analysis tool that is available in ARCGIS 9.2. Temporal and spatial patterns of insolation can be predicted accurately using this DEM-based geometric insolation models. In this model, most of the parameters are fairly standard such as elevation, slope, aspect, latitude. However, diffuse proportion and transmittivity are two important parameters related to cloud cover that have to be derived from the literature or observation stations. We used the data from U.S. Western Regional Climate Centre (http://www.wrcc.dri.edu/summary/lcd.html). Based on our results, the diffuse proportion and transmittivity are not constant across the full year, ranging from .38 to .55 for diffuse proportion and ranging from .43 to .57 for transmittivity. Solar radiation is the energy source of air temperature. Deriving accurate diffuse proportion and transmittivity parameters are important for modeling temperature. In addition, surface albedo affects the insolation, resulting in a portion reflected back into the atmosphere without heating the earth's surface at all. Especially, the albedos of melting snow and fresh snow are up to .4-.6 and .8-.9 (Barry and Chorley, 1992) . Thornton et al. (1997) showed the presence of snowpack, regardless of amount, has an important effect on solar radiation, because it increases incident shortwave radiation through multiple reflections between the high-albedo snow-covered surface and the atmosphere, effectively increasing the diffuse component of global radiation. In addition to the comparison of each station as shown in Figure 9 , we also compared the modeled and observed temperature for each month in our study. It showed the MAEs are 1.20ºC, 1.22ºC, 2.67ºC, 1.25ºC, 0.79ºC, 0.90ºC, 1.49ºC, 0.80ºC, 1.30ºC, 1.10ºC, 1.95ºC, and 1.80ºC for January to December, respectively, indicating a slightly lower accuracy in cold seasons than warm seasons. Sometimes the errors are up to 3-4°C in winter, as seen in Figure 9 . Yellowstone is an area with a long snow season, starting from September-October to April-May. We suspect that part of the reason for the lower accuracy in cold seasons might be the errors of solar radiation caused by snow cover, which was not considered in our study. It would be beneficial to improve the solar radiation model by taking into account the influence of surface albedo, particularly snow cover.
The temporal variation of lapse rate has great effect on modeling temperature. Over a landscape with elevation varying significantly, a uniform lapse rate would cause large errors. For example, in our study area the elevation ranges over 2200 m. The temperature difference caused by a lapse rate of 6.0°C/km and 2.0°C/km would be around 8°C, which is not a negligible amount in modeling temperature. The original MT-CLIM model used specified lapse rates and held them constant in space and time (Running et al., 1987) . However, in two later studies conducted in the northwestern United States and Austria, Thornton et al. (1997 Thornton et al. ( , 2000 found that the lapse rate had a similar seasonal variation (lowest in winter and highest in summer) to our findings. Rolland (2003) analyzed the lapse rate in the Italian and Austrian Alps and also found the gradual seasonal trend in monthly variations of lapse rates reached a maximum value during summer and a minimum during winter. Observations in Colorado at Pike's Peak (4301 m) and Colorado Springs (1859 m) also show the mean lapse rate to be 6.2°C/km in summer and 4.1°C/km in winter (Barry and Chorley, 1992) .
Winter lapse rate values are generally smaller and in continental areas, such as central Canada or eastern Siberia, may even be negative as a result of excessive radiational cooling over a snow surface (Barry and Chorley, 1992) . Nevertheless, lapse rate seasonal variation has different characteristics in various climatic zones (Barry and Chorley, 1992) , and the mechanism is quite complex, as shown by Pepin et al. (1999) who uncovered relationships between lapse rates and solar input, mean temperature, vertical mixing, and atmospheric moisture. Rolland (2003) revealed that the summer-winter magnitude difference of the lapse rate seasonal pattern seems to vary from place to place; however, the reason was not clear and it was stated the understanding of the complex phenomenon seems to require complementary studies. The overall atmospheric lapse rate is around 6.5 °C/km; however, this is by no means constant with height, season, or location (Barry and Chorley, 1992; Diaz, 2003) . It would be valuable to investigate the underlying mechanism of the seasonal variation of lapse rate and then calculate the local lapse rate according to long-term datasets for local application of our approach.
As the driving force of temperature, solar radiation can be used to predict the temperature as shown in our study; however, the temperature lag phenomenon should be considered in prediction. The earth's surface net radiation is generally positive between about an hour after sunrise and an hour or so before sunset with a midday maximum (Barry and Chorley, 1992) . Outgoing radiation from the warmed Earth's surface also increases after sunrise but lags somewhat behind the insolation. This is why the air temperature also lags behind insolation because it is the absorption of outgoing longwave radiation that determines the air temperature (Ritter, 2003) . Furthermore, the delay is also caused by the gradual heating of the air by convective transfer from the ground (Barry and Chorley, 1992; Ritter, 2003) . The annual pattern of the radiation budget and temperature is closely analogous to the diurnal one (Barry and Chorley, 1992) , and thus similarly the seasonal lag of temperature occurs on an annual basis (Ritter, 2003) . For instance, in the middle latitudes of the Northern Hemisphere the most intense heating occurs around June 22, but the highest temperatures occur about a month later. However, the amount of time lag is significantly dependant on the Earth's surface properties. For example, over the land the lag is only one month, but over the ocean the lag is as much as two months. This difference is due to lower albedo and greater specific heat of ocean water bodies compared to most other common substances, resulting in a much slower heating and cooling of ocean surface than that of land surface (Barry and Chorley, 1992) . In our study we determined visually that the time lag between solar radiation and temperature is one month. However, for other areas it is necessary to investigate if there is a different time lag for modeling temperature using this approach. In addition, as can be seen from Figure 5 , the one-month-lag phenomenon does not exist for the first half year of WS4, WS7, and SNOTEL17. We are now investigating the reason for this exception.
In our study, we observe that the temperature in YNP is mainly driven by elevation and solar radiation. In different regions, other factors such as the distance to large water bodies are also important factors affecting temperature. In these cases, it would be necessary to include these factors into modeled temperature estimates. In yet other cases, local variation may sometimes dominate such that the overall pattern predicted from the model does not apply. A particular location may have unique geologic, soil, hydrologic, or vegetative characteristics that override the prevailing microclimate . One such example is the large geothermal area in Yellowstone. In addition, what we modeled here is the monthly solar radiation and monthly average temperature for one full year. It is questionable whether our approach can be used to model short-term temperature (e.g., daily temperature variation) and monthly maximum and minimum temperature (as done in PRISM). We are now doing more research to investigate these questions.
CONCLUSION
Recent advances in spatially distributed insolation models enable us to evaluate the importance of insolation for temperature models at landscape scales at tens of meters resolution. Beyond the specific application of this temperature model for YNP, our approach can be applied to virtually any mountainous ecosystem. However, there are some limitations of this approach as discussed above. First, different regions have different cloud characteristics, resulting in different diffuse proportion and transmittivity. Second, lapse rates are different for different regions in both magnitude and season. Third, the time-lag magnitude has to be investigated for local application. Fourth, other factors, such as the distance to large water bodies, may dominate the temperature characteristics. For these reasons, the regression developed here is not universal everywhere, and one must investigate the local parameters for applying our approach. In other words, in order to model the solar radiation optimally, temporal variation in atmosphere conditions needs to be accounted for when deriving diffuse proportion and transmittivity. Local seasonal variation of the lapse rate, the local time-lag phenomenon, and locally dominant conditions must be incorporated into temperature modeling. In addition, the solar radiation model accounts for many complicated factors and requires the consideration of many complex interactions; thus it is computationally demanding and complicated to implement without the techniques and knowledge of modern geographical information science such as GIS. While a simple interpolation of observations between weather stations is not sufficient, our approach makes it possible to derive reliable, high-resolution temperature models at landscape scales in complex terrain.
