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Salesman Problem  (TSP)  fashion without any  collision. This paper’s main objective  is  to obtain 













Distribution  systems  involving  autonomous  vehicles,  such  as  automated  guided  vehicles 
(AGV), are an  interesting research topic  that continuously grows  in  the operational research area. 
Routing  and  scheduling  have  been  dominating  issues  to  explore.  Particularly,  in  applications 








Numerous  researches  have  been  reported,  such  as  conflict‐free  routing  for  material  handling 
vehicles  [10–14] and distribution  system  [15–18]. Thus,  this  issue emerges  in  studies on avoiding 
collision scheduling. Mostly, artificial  intelligence (AI)‐based methods were proposed to solve the 
problem [1,14–18]. 
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been  explored  for decades  [15,16,18–24]. At  the  first  appearance,  this problem was overcome by 
simple computational  techniques, such as  the ascent method [19] or  taboo parallel search method 
[20]. However, as more variations of TSP appeared,  the use of  these computational  techniques  is 
inadequate, especially because of great computational efforts. A particular complex variant of TSP is 
Multiple TSP (MTSP), which is proven as NP‐hard [10,25–27]. In the MTSP, each node is allowed to 
be  visited  only  once.  Furthermore,  the  order  of  the  routes  of  each  agent  is  free  of  constraint. 
Consequently,  this scenario  leads  to split  routes,  i.e.,  there  is no  intercepted  route among agents. 







consider  the mission  that  all  the  vehicles must  accomplish  their  own  TSP. Our  objective  is  to 
minimize  the  completion  time  of  the  slowest  vehicle. A  side‐effect  problem  arises,  i.e.,  collision 
avoidance  at  each visited node,  especially which has more  than one  edge. Collision  issues have 
appeared  in  numerous  works  [29–36].  The  typical  definition  of  collision  considers  only 
vehicle‐to‐vehicle distance  [10–14,29]. Here, each vehicle has a “safety area” around  its body  that 
cannot be occupied by other vehicles. However, under particular motion directions, the safety area 
cannot  guarantee  the  safety,  since  the  vehicle moves  faster  than  the minimum  allowable  speed 













on  each node  corresponds  to  its minimum allowable arrival  time difference.  In order  to  find  the 
optimal solution, we utilize an Ant Colony Optimization (ACO) algorithm on the proposed graph 
model,  such  that  the  solution  is not  only  a  sequence  of  visited nodes  but  also  the  speed  that  is 
applied  for  the  node‐to‐node  trip. The  typical  algorithm uses  a  single  species  of  ant  to  find  the 
optimal single vehicle’s route search. However,  it is  inadequate to use that single species to solve 
CFMTSP. Therefore, we propose multiple species of ants, as each ant represents a specific vehicle. 
The main  feature of  such  an ACO  algorithm  is  in  the  assumption  that  each  ant only  recognizes 
pheromone trails from other ants in the same species. 
Based  on  the  previous  study,  the  problem  that  is  similar  to  the  CFMTSP  has  never  been 
explored yet. The closest research was reported in References [13,37,38]. The research in Reference 
[13] focused on finding the route and speed for the Vehicle Routing Problem (VRP). However, this 
method  uses  an  assumption  of  independent  speed  choice  between  any  two  edges,  which  is 
mechanically unrealistic because of the existence of acceleration constraints (see [36]). The issue of 
collision  in MTSP appeared  in References  [37–39].  In Reference  [37], a  fleet of vehicles  serves all 




work  considers  the node more as an area with  a predetermined  radius  rather  than  the nodes as 
points. Moreover,  the area  is allowed  to be occupied by only one vehicle at any  time. However, 






The  organization  of  this  paper  is  described  as  follows.  Section  2  introduces  several 
terminologies  needed  to  support  the  analysis  and  discussions.  Section  3  describes  the  problem 
statement. Section 4 explains the proposed methods, including the proposed augmented graph and 
the  application  of ACO  on  the  graph.  Section  5  reveals  the  simulation  results  and  discussions. 
Finally, Section 6 concludes the overall work and describes future works. 
2. Preliminaries 
Let  𝐺 𝑉,𝐸   be  an  undirected  graph, where  𝑉 𝑣   denotes  a  set  of 𝑁   nodes,  and  𝐸
𝑒 ,   is  a  set  of  edges  connecting  two  nodes  𝑣 and  𝑣 ,  i.e.,𝑒 , 𝑣 , 𝑣 |𝑖, 𝑗 ∈ 1, 2, … ,𝑁 .  In 
addition,  let 𝐵 𝑏 , ∈ 0,1   be an adjacency matrix of  𝐺,  i.e.,  the matrix  that describes the 
connectivity  of  any  pair  of  nodes  in  𝑉 ,  where  𝑏 ,   is  assigned  to  one  if  𝑣   and  𝑣 ,  𝑖 𝑗 ,  are 
connected  and  zero  elsewhere.  Let  𝑆 𝑠 |𝑙 ∈ 1, 2, … ,𝑁   be  a  set  of 𝑁   speed  options  𝑠 to  be 
applied to all vehicles at any node in  𝐺. Suppose that there exists a group of 𝑁   vehicles that are 
assigned to visit each node in  𝐺. 
Definition 1. Route and sub‐route. A sub‐route from 𝑣   to 𝑣 is defined as  𝑒 , , and a route is defined as a 
sequence of sub‐routes, i.e., 𝛯 𝑒 , |𝑖, 𝑗 ∈ 1, 2, … ,𝑁   that begins from the start node 𝑣 , ∈ 𝑉  to the 
end node 𝑣 , ∈ 𝑉  . The sub‐route and route that are traveled by the k‐th vehicle, 𝑘 ∈ 1, … ,𝑁 , are denoted 
as  𝑒 , ∈ 𝐸  and 𝛯 , respectively. 
Definition 2. Trajectory and sub‐trajectory. A sub‐trajectory 𝜓 , ,   is defined as a pair of sub‐routes and speed 
option  𝑒 , , 𝑠 , or in other words, the sub‐route from the i‐th node to the j‐th node by applying the l‐th speed 
option.  A  trajectory  is  a  sequence  of  sub‐trajectories,  denoted  as 𝛹 𝜓 , ,   connecting  the  start  node 
𝑣 , ∈ 𝑉  to the end node 𝑣 , ∈ 𝑉. The sub‐trajectory and trajectory that are traveled by the k‐th vehicle 
are denoted as 𝜓 , , , and 𝛹 , respectively. 







time difference  𝑡 𝑡 𝑡 , 𝑘 𝑘 , and during the time interval each vehicle is out in the inevitable 
collision states defined in References [21,22]. 
  




CFMTSP  is described as  follows. First, we need  to  find a complete  trajectory  for all vehicles,  i.e., 
𝜓 , , , such that the following function is minimized: 
𝑡 max 𝑡 , 𝑡 , … , 𝑡 ,  (1) 
subject to the following: 
1. There is no collision between any vehicles (see Definition 6) at each node. 
2. The start times,  𝑡 , of all vehicles are zero, i.e.,  𝑡 𝑡 ⋯ 𝑡 0. 
3. 𝑠 0. 













Solving  the problem described  in  (1)  is difficult by using  typical graph  𝐺,  since  there  is no 
information  about  the  arrival  time  of  each  vehicle  at  each  node. Consequently,  the  inter‐vehicle 
collision problem is unable to solve. To address such a problem, instead of using typical graph  𝐺, we 
developed a novel structure of the graph, which is called an augmented graph, denoted by  𝐺 . The 
augmented node can be constructed from the typical graph  𝐺. Let  𝐺 𝑉 ,𝐸   be an augmented graph, 
where  𝑉 𝜓 , , ,  as  long  as  𝑏 , 1,  𝑖, 𝑗 ∈ 1, … ,𝑁   and  𝑙 ∈ 1,2, … ,𝑁 },  is  defined  as  a  set  of 
augmented  nodes  and  𝐸 𝜉 , ,
, ,
, where  𝜉 , ,
, , 𝜓 , , ,𝜓 , ,   is  augmented  edge,  i.e.,  start 
and end connected sub‐trajectories pairs 𝜓 , ,   and 𝜓 , , . Note that the notation  𝜉 , ,
, ,
  implies 
that 𝜓 , ,  must be a successor of 𝜓 , , . Therefore, it is required that  𝑖 𝑗 . 
Figure  1  visualizes  the  proposed  𝐺 ,  𝑉 ,  and  𝐸 .  𝐺 expands  the  typical  𝐺   from  the 
node‐to‐node  relation  into  transition‐to‐transition  relation.  In  the  typical  graph  𝐺,  the  edges  are 
weighted by node‐to‐node distance  𝐿 ,  while in the augmented graph  𝐺 , the augmented edges are 
weighted  by  acceleration,  whose  formulation  is  conducted  using  start  and  final  speeds  the 
node‐to‐node distance (see Equation (5)). 














acceleration and traveling time, for instance, the transition from 𝜓 , ,   to 𝜓 , , . The applied initial 
and  target  speeds  at  the  endpoint  of𝜓 , , are  𝑠   and  𝑠 ,  respectively.  Therefore,  the  uniform 
























, if 𝑎 0,





We  introduced some supporting matrices  to support  the proposed algorithm. First of all, we 
introduced edge matrix, denoted as  𝐵 𝑏 , |𝑖, 𝑗 ∈ 1,2, … ,𝑁 , whose dimension is the same with 
the adjacency matrix 𝐵. Let  𝑒, where q is the identifier of an edge whose value can be determined 
by Algorithm 1, be defined as the edge identifier of each element of 𝐵, i.e.,  𝑏 ,   that has the value of 
1. Therefore, we get the following: 
𝑏 ,
𝑒, if 𝑏 , 1,
0, otherwise.
  (4) 
where  𝑖, 𝑗 ∈ 1,2, … ,𝑁 . 




3:  For  𝑖 1to 𝑁  
4:    For  𝑗 1to 𝑁  
5:      If  𝑖 𝑗and  𝑏 , 1, then q = q +1 and  𝑒 𝑞. 
6:    End   
7:  End 












































































  .  (6) 
 
Furthermore, we use the  index of  𝑒,  i.e.,  𝑞  as the index of row of another adjacency matrix 
named trajectory adjacency matrix, denoted as  𝐵. Each row and each column of this matrix represent 
edge  𝑒  and speed  𝑠 , respectively. Let  𝜓  be the element of  𝐵, where we have the following: 
𝑝 𝑞, 𝑙 𝑞 1 𝑁 𝑙 ,  (7) 
𝑙 ∈ 1,2, … ,𝑁   and  𝑞  are defined in (4). Suppose that we apply three‐speed options; therefore, 𝑁
3. From the adjacency matrix example in Equation (5) and its respective edge matrix in (6), we have 
the elements of 𝑇  as follows: For edge  𝑒, we have three trajectories,  i.e.,  𝜓,  𝜓, and  𝜓. Since 
from  Equations  (5)  to  (7),  𝑒  represents  𝑒 , ,  then  𝜓,  𝜓,  and  𝜓  represent 𝜓 , , , 𝜓 , , ,  and 
𝜓 , , , respectively. Similarly,  𝑒  represents  𝑒 , . By using (10), we have trajectories  𝜓,  𝜓, and 
𝜓. Therefore, according to Equations (5)–(7),  𝜓,  𝜓, and  𝜓  represent 𝜓 , , , 𝜓 , , , and 𝜓 , , , 
respectively. 
The last adjacency matrix is the augmented‐edge adjacency matrix, denoted by  𝐵, where the row 
and column are indexed by the index of  𝜓, i.e.,  𝑝. Let  𝜉  be the element of  𝐵, whose value is not 




1:  Inputs:  𝐵,𝑝 ,𝑝  
2:  Output:  𝐵,  𝜉 
3:  h =0 
4:  For i=1,…, 𝐵 // loop for all rows 
5:      For j=1,…, 𝐵   // loop for all columns 
6:      𝑐 = 𝑟𝑜𝑤 𝜓  ;  𝑐 =𝑟𝑜𝑤 𝜓  
7:      If  𝑐  𝑐  
8:        If  𝑒𝑛𝑑 𝑒   =  𝑠𝑡𝑎𝑟𝑡 𝑒  
9:          h=h+1 
10:          𝑏 , ℎ 
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11:          𝜉 ℎ 
12:        Else 
13:          𝑏 , 0 
14:        End 
15:      Else 
16:        𝑏 , 0 
17:      End if 
18:    End for 
19:  End for     
The  functions  𝑟𝑜𝑤 𝑥 ,  𝑠𝑡𝑎𝑟𝑡 𝑥 , and  𝑒𝑛𝑑 𝑥   return  the  row  index belonged  to  the row  in 
𝐵containing x,  the  indexes of  start and end node  in  𝐵,  respectively.  In  the previous  example, 
there are ten edges and three speed options. The number of trajectories is 30 and the dimension of 
𝐵 ℤ . Until this step, we have the following adjacency matrices:, 𝐵,  𝐵, and  𝐵. Suppose 
that we are given  𝜉; then, by using the map described in  𝐵, we obtain  𝜓  and  𝜓, where  𝑝  
and  𝑝   are the indexes of the row and column of  𝐵  associated to  𝜉. After that, we check the map 
in  𝐵, and we obtain the edge  𝑒and speed option  𝑠   for each  𝜓  and  𝜓. 
4.2. Ant Colony Optimization 
Ant  Colony Optimization  (ACO) was  first  introduced  in  Reference  [28].  This  algorithm  is 
powerful for routing problems such as traveling salesman problem (TSP), vehicle routing problem 
(VRP), and their variants [17,27]. The algorithm mimics the behavior of a colony of ants in foraging 











Suppose  that  there exist 𝑁   ant species. Each species consists of 𝑁   ants. The r‐th ant of the 
k‐th species, denoted by  𝜃 , ,  𝑘 ∈ 1,2, … ,𝑁 ,  𝑟 ∈ 1,2, … ,𝑁 , represents the k‐th vehicle. Each ant 
is assumed to be able to recognize only the trails produced by ants of the same species. Therefore, if 
there exists a  large concentration of pheromone  in a sub‐route,  if  it comes  from different species, 
then it is less possible for the ant to choose that sub‐route as a choice. As the typical ACO algorithms, 
as one ant passes a sub‐route,  it  leaves pheromone  trails along  the sub‐routes. From now on,  the 
others will  smell  the  trails,  and  based  on  the  largest  amount  of  pheromones,  it will  choose  the 








𝐺   to  augmented  edges  𝜉 .  Define  𝑛 ,  𝜏 ,  and  Δ 𝜏 ,   as  the  iteration,  the  total  amount  of 
pheromone  left by  the  k‐th  ant  species on  augmented  edges  𝜉,  and  the  increase of pheromone 
amount left by each r‐th ant of the k‐th ant species, respectively. We formulate  𝜏   as follows. 
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𝜏 𝑛 𝜏 𝑛 1 Δ 𝜏 , 𝑛 ,  (8) 
if a solution is found and the i‐th and j‐th nodes are the part of the augmented edge passed through 
by the k‐th ant species, and 
𝜏 𝑛 𝜌 𝜏 𝑛 1 ,  (9) 
where  𝜌 𝜖 0,1   is defined as evaporation  rate,  if  the  search  fails  to  find a  solution. Furthermore, 





where  𝑑 ,   is  the  total distance  traveled by  the r‐th ant  from  the k‐th species, and 𝑄  is a positive 
constant. 





  ,  (11) 
Note  that  the  selection  of  trajectories  of more  than  one  vehicle  leads  to  a  consequence  of 
inter‐vehicle collision‐checking. Therefore, a procedure for checking the collision is developed. 
Before describing the main algorithm, we define a number of variables:   𝑣 ,
,   and   𝑠 ,   are 
the  initial position and speed, respectively.   𝐿 ,   𝐿 ,   𝐿 ,   𝐿 , and   𝐿 ,   are  the  lists of unvisited 
nodes, collection of edges, collection of trajectories, and collection of augmented‐edges, the sequence 
of selected augmented‐edges from the start to end nodes, respectively.   𝐿   is a collection for each 
node  𝑖 ∈ 1,2, … ,𝑁   that  stores  information  of  the  k‐th  vehicle  that  has  visited  the  node  and  its 
associated arrival time,  𝑡 .𝛹   is the best trajectory performed by the k‐th species. 
  In Line 1 of Algorithm 3, the input is the graph  𝐺, initial positions   𝑣 ,
, , and speed   𝑠 , of 
each r‐ant of the k‐th ant species. Note that r also represents the index of iteration. Consequently, 𝑁  
represents  the  number  of  iterations.  In  Lines  3  and  4,  all  the  required  adjacency matrices  are 
constructed, and   𝐿   for all ant species is set to be empty. 
  The searching process starts from Line 5. For each iteration, trajectories are constructed for each 
species.  In  Line  7,  some  required  initializations  are  performed,  such  as  the  initial  amount  of 
pheromones. The values are set randomly small to prevent division‐by‐zero at the beginning at the 
process. The next processes are focused on identifying the augmented edge of the current occupied 
node,   𝑣 . 
  The function CreateEdgeList( 𝑣 ) is purposed to extract all edges  𝑒  in  𝐺 whose start nodes 
are   𝑣 . In this process, the edge matrix  𝐵  is used. The resulted  𝑒  is then pushed to   𝐿 . 
  The  next  step  is  to  extract  the  sub‐trajectories,  𝜓 ,  whose  edges  are  𝑒 .  However,  two 
conditions make  the  extraction  fail.  First,  it  is  possible  that  the  end  node  of  the  edge  𝑒,  i.e., 
𝑒𝑛𝑑 𝑒 ), was visited. Therefore, the availability of the end node of the edge must be checked (Line 
13). Second, even though  𝑒𝑛𝑑 𝑒 ) is available, if there exists another ant occupying the node such 
that the second constraint is violated, then the process is continued to the next edge. This process is 
revealed in Lines 14–16. 
  If  the end node of  the edge  𝑒  has not been visited yet and has no collision  issue,  then  the 
function  CreateTrajectoriesList( 𝐿 , 𝑒)  is  executed  (Line  18).  The  CreateTrajectoriesList( 𝐿 , 𝑒)  uses 
trajectory adjacency matrix  𝐵  as reference to find the correct trajectories that are spanned by the 
q‐th edge in   𝐿 . If the end node of the edge  𝑒  has been visited previously, the process will check 
the other edges. If there is no edge available, then it can be concluded that a complete trajectory is 
failed  to found. Therefore,  the process  is continued to new  iteration  (Lines 29–32). In Line 30, the 
amount  of  pheromone  trails  is  reduced  by  calling ReducePheromoneTrailsAmount( 𝐿 , 𝜏 ), which 
applies Equation (12). 
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Algorithm 3 Main Algorithm 
1: Inputs:  𝐺,   𝑣 ,
, ,   𝑠 , ,    for all  𝑘 ∈ 1,2, … ,𝑁 ,𝑟 ∈ 1,2, … ,𝑁 ,   
2: Perform  , 𝐵,  𝐵, and  𝐵. 
3: 𝛹 ←  , for all  𝑘 ∈ 1,2, … ,𝑁 . 
4:   𝐿 ←  , for all  𝑘 ∈ 1,2, … ,𝑁 .   
5: For r=1 to 𝑁  
6:   𝑣  𝑣 ,
,  
7:    Initialize( 𝑣 , 𝑠 , ); 
8:   𝐿 ← 𝑣 ,   𝐿 ←  ,   𝐿 ←  ,   𝐿 ←  ,   𝐿 , ←  ,   𝐿 ←  . 
9:  For each k‐th ant species 
10:    While 𝐿   
11:       𝐿 ←CreateEdgeList( 𝑣 ). 
12:      For each edge in   𝐿 , i.e.,  𝑒, 
13:        If𝑒𝑛𝑑 𝑒 ∈  𝐿 , 
14:          IfIsCollided( 𝐿 ,  𝑒𝑛𝑑 𝑒 )  is TRUE 
15:            continue; 
16:          End 
17:          𝜓 CreateSubTrajectoriesList( 𝐿 , 𝑒).   
18:           𝐿 ← 𝜓. 
19:          For each p‐th trajectory in   𝐿   i.e.,  𝜓, 
20:             𝐿 ←CreateAugmentedEdgesList( 𝐿 ,  𝜓).   
21:          End      
22:           𝐿 , ←SelectAugmentedEdge( 𝐿 ). 
23:          t , ←CalculateMaxArrivalTime( 𝐿 , ). 
24:          Remove(𝐿 , 𝑒𝑛𝑑 𝑒 ). 
25:        Else 
26:          continue. 
27:        End 
28:      End  
29:      If 𝐿   
30:        𝜏 ReducePheromoneTrailsAmount( 𝐿 , , 𝜏 ) 
31:        go to Line 5.   
32:      End  
33:        𝐿 ←  .         
34:    End //end while 
35:  End // end for 
36:  𝜏 CalculatePheromoneTrailsAmount( 𝐿 , , 𝜏 ), for all  𝑘 ∈ 1,2, … ,𝑁 . 
37:  𝑃𝑟  𝐿 , = CalculateProbability( 𝐿 , , 𝜏 ), for all  𝑘 ∈ 1,2, … ,𝑁 . 
38:  𝑡   = min( t , ) 
39:     𝐿 ←   
40: End 
41: Outputs: 𝜓  with  t , =  𝑡 , for all  𝑘 ∈ 1,2, … ,𝑁 . 
In Lines 19–21, the function CreateAugmentedEdgesList (𝐿 ,  𝜓) is used to extract the augmented 
edges  that  is spanned by  the p‐th  trajectory  in   𝐿 . This  function uses augmented‐edge adjacency 
matrix  𝐵  as a reference to find the correct augmented edge that is spanned by the p‐th trajectory in 
 𝐿 . The result  is  𝜉  and  is pushed  to   𝐿 , and we select  the augmented edge, whose probability, 
calculated using Equation  (14),  is  the  largest. The  selected  augmented  edge  is  then pushed  into 
 𝐿 , (Line 22). In addition, the maximum traveling time,  𝑡 , ,  is calculated  in Line 23. Here, the 
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final value of  𝑡 ,   is the traveling time of the slowest ant species. Moreover, the member of  𝐿  
that is the same to  𝑒𝑛𝑑 𝑒) is removed (Line 24), since the𝑒𝑛𝑑 𝑒) is selected to be visited. 
After all ants  from all  species  complete  their  routes,  the pheromone  trails on all augmented 
edges are updated  in Line 31 by using Equation  (11). By using  the current pheromone  trails,  the 
probability  of  all  augmented  edges  in   𝐿 ,  𝑘 ∈ 1,2, … ,𝑁   is  calculated  by  using 
CalculateProbability( 𝐿 , , 𝜏 ) in Line 37. The global minimum,  𝑡 , is then calculated in Line 38. 
Finally, the output is 𝜓  with  t ,   =  𝑡 , for all  𝑘 ∈ 1,2, … ,𝑁 . 
5. Results and Discussions 
We  tested  the performance  of  the proposed  algorithm  by  conducting  simulations  involving 






Three  significant  aspects  were  evaluated.  The  first  aspect  was  the  influence  of  minimum 
allowable arrival time on the solution’s existence and the convergence of the solutions. The second 
was  the  correlation  between  the  average  degrees  of  all  nodes,  the  number  of  vehicles,  and  the 
number of nodes to the success of finding solutions. The last aspect was the accuracy of the resulted 



































The  first  simulation  set  was  established  to  evaluate  the  relation  between  the  minimum 
allowable arrival time difference,  𝑡 , and the solution’s existence. The purpose of the simulations is 
to confirm the hypotheses. In such simulations, we used  𝛼 1  and  𝛽 1  and evaporate rate  𝜌
0.95. We applied five values of  𝑡 , i.e., 10, 50, 100, 150, and 300 s. 
Table 1; Table 2 show the results of 10 trials for varying allowable minimum occupation time 
𝑡  and varying evaporate constant  𝜌, respectively. In each table, as shown in Column (1), for each 
occupation time, we established five trials. Column (1) reveals the values of  t . Column (2) is the 
success  rate of  finding a complete  solution. Columns  (3) and  (4)  show  the average and  standard 
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deviation of the maximum traveling times, respectively. Column (5) shows the minimum value of 
maximal traveling times. 
The application of  𝑡   is evaluated for its effect on the percentage of successful trials from 10 
trials, i.e.,  𝑛 , average traveling time of the slowest vehicle,  𝑇 , the standard deviation of  𝑇 , 
i.e.,  𝜎 , and  the minimum  traveling  time  that  is ever  found  from  the  ten  trials,  i.e.,  𝑇 . For  this 
purpose, we use a statistical correlation technique. The correlations between  𝑡   and  𝑛 ,  𝑇 , 
𝜎 , and  𝑇   are −0.99, 0.83, 0.75, and 0.88, respectively. In can be concluded that there is a strong 
negative  relationship between  𝑡 ,= and 𝑛   and almost‐strong positive  relation between  𝑡  
and the other three variables. In addition, the tendency of failure can be identified by a parameter 
𝜎 /t . We  found  from  the  simulation  that  𝜎 /t   is directly proportional  to  the probability  of 
success in finding a solution, i.e.,  𝑛 . 
Table 1. Simulation results for various  𝑡   for three vehicles. 
(1)  (2)  (3)  (4)  (5) 
𝑡 (s)  𝑛   𝑇 (s)  𝜎 (s)  𝑇 (s) 
10.00  10  1754.16  320.69  1482.50 
50.00  9  2648.04  663.91  1896.30 
100.00  8  3412.84  1191.16  1961.10 
150.00  8  3314.01  841.83  1684.20 
300.00  5  3735.32  1180.45  2851.00 
Table 2.Simulation results for various evaporate constants at  𝑡 150  s. 
(1)  (2)  (3)  (4)  (5) 
𝜌  𝑛   𝑇 (s)  𝜎 (s)  𝑇  
0.1  9  2977.72  732.50  1949.00 
0.2  7  3317.33  636.00  2189.30 
0.3  6  2269.77  403.38  1744.00 
0.4  8  3213.81  777.59  1966.40 





connect to the node. We established simulations for 10, 15, and 20 nodes under  𝑡 10 s. 
5.2.1. Simulations for 10 Nodes 
For the ten nodes cases, we applied four different configurations of connectivity, as shown in 
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Table 3. Simulation results for 10 nodes. 
  Number of Degree of Nodes 
Node  CONFIG 10‐1  CONFIG 10‐2  CONFIG 10‐3  CONFIG 10‐4 
1  3  3  3  4 
2  4  4  4  4 
3  3  3  3  4 
4  2  2  2  4 
5  5  4  3  5 
6  3  3  3  4 
7  3  3  3  5 
8  3  2  2  3 
9  4  4  3  4 
10  2  2  2  3 
















3  0.09  100.00  0.10  100.00  0.11  100.00  0.08  100.00 
4  0.13  90.00  0.13  100.00  0.14  100.00  0.10  100.00 
5  0.16  100.00  0.17  100.00  0.18  100.00  0.13  100.00 
6  0.19  90.00  0.20  90.00  0.21  0.00  0.15  100.00 














Moreover,  four  edges  configurations  in  the  new  graph were  established,  called  CONFIG  15‐1, 




edges  connecting  nodes  4  to  7  and  3  to  6  to  CONFIG  15‐3.  The  degree  of  each  edge  in  each 
connectivity configuration is described in Table 4. 
From Table 4, it can be seen that the solution can be found for 𝜙 0.08, which means that, at 
the  range  of  the 𝜙,  it  can  be  concluded  that,  from  the  10  trials,  there  always  exists  at  least one 
successful trial. 
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Table 4. Simulation results for 15 nodes. 
  Number of Degree of Nodes 
Node  CONFIG 15‐1  CONFIG 15‐2  CONFIG 15‐3  CONFIG 15‐4 
1  5  5  6  6 
2  5  5  6  6 
3  4  4  4  5 
4  4  4  5  6 
5  5  6  6  6 
6  3  3  3  4 
7  3  3  4  5 
8  4  4  4  4 
9  4  4  4  4 
10  4  4  5  5 
11  3  3  3  3 
12  2  2  3  3 
13  3  3  3  3 
14  2  3  3  3 
15  3  3  3  3 















3  0.06  100.00  0.05  100.00  0.05  90.00  0.05  90.00 
4  0.07  90.00  0.07  90.00  0.06  90.00  0.06  100.00 
5  0.09  10.00  0.09  20.00  0.08  10.00  0.08  50.00 
6  0.11  0.00  0.11  0.00  0.10  0.00  0.09  0.00 
















Node  CONFIG 20‐1  CONFIG 20‐2  CONFIG 20‐3  CONFIG 20‐4 
1  6  7  7  7 
2  7  8  9  9 
3  6  6  6  7 
4  6  7  5  7 
5  8  8  9  10 
6  3  4  4  4 
7  5  4  5  5 
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8  5  5  5  5 
9  4  5  6  6 
10  6  6  5  6 
11  4  4  4  4 
12  6  7  8  8 
13  5  5  6  6 
14  3  4  4  5 
15  5  5  7  7 
16  3  5  4  5 
17  3  4  5  6 
18  5  5  5  5 
19  5  6  6  6 
20  3  4  5  5 















2  0.02  10.00  0.02  100.00  0.02  100.00  0.02  100.00 
3  0.03  0.00  0.03  90.00  0.03  100.00  0.02  90.00 
4  0.04  0.00  0.04  0.00  0.03  80.00  0.03  90.00 
5  0.05  0.00  0.05  0.00  0.04  0.00  0.04  0.00 
6  0.06  0.00  0.06  0.00  0.05  0.00  0.05  0.00 
7  0.07  0.00  0.06  0.00  0.06  0.00  0.06  0.00 
5.3. Analysis of Accuracy 
From the simulations established in Section 5.3, we can analyze the accuracy of the result, i.e., 
minimum traveling time of the slowest vehicle. The standard deviation  𝜎   can identify the accuracy 
of the simulation. As shown in Tables 1 and 2, the averages of  𝜎   for  t 10  s and  t 150  s 
are 373.48 s and 631.2 s. It indicates that the results in lower  𝑡   are more accurate than the higher 
ones. 
In addition, we analyzed the relationship between the average  𝑇   and  𝜎   by using the same 
technique  as  the one used  in Section  5.2.,  i.e.,  statistical  correlation. The  results  are described  as 
follows. The correlations between  𝑇   and  𝜎   for  t 10  s and  t 150  s are 0.92 and 0.84, 
respectively.  It  indicates  that  there  is  a  relatively  strong  positive  relation  between  𝑇   and  𝜎 : 
larger  𝑇   tends  to  lead  to  a  larger  𝜎 ,  or,  in  other words,  a  larger  𝑇   tends  to  lead  to  lower 
accuracy. 
Figure  6;  Figure  7  show  the  searching  progression  for  t 10   s  and  t 150   s, 
respectively,  each with  𝜌 0.1  and  𝜌 0.5.  It  can  be  concluded  that  the  algorithm’s  ability  to 
converge  is better  for  t 10  s  than  for  t 150  s.  It can be concluded  from  the  final values 
until the 3000th iteration. Moreover, Figure 6; Figure 7 confirm the accuracy conclusions conducted 
from the statistical correlation analysis. Accuracy analysis can infer other behavior, that is, the ability 
to reach  𝑇 . Figure 7 shows that, for  t 10  s, the algorithm’s ability to reach  𝑇   is better than 
that  for  𝑡 150  s.  Furthermore,  it  can  be  seen  that,  for  𝑡 150  s,  even  until  the  1500th 
iteration,  the algorithm still can update  the minimum of maximum  times. However,  it cannot go 





vehicles exceeds  t . Tables 6 and 7 show the optimal trajectories for  𝑡 10  s and  𝑡 150  s, 
respectively. To verify that the arrival time differences exceed  𝑡 , we provide Table 8. According to 
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Table 8, for  𝑡 10  s, the smallest arrival time difference is 11.7 s, i.e., between Vehicles 2 and 3 at 








Figure 7. The progression of searching the optimal solution for  𝑡 150  s: (a) for  𝜌 0.1; (b)𝜌
0.5. 
Table 6. most near‐optimal trajectories for  t 10  s. 
Vehicle 1 
Routes  4  10  2  6  7  9  1  5  3  8 
Arrival Time (s)  0  365.6  446.9  511.5  584.0  659.5  767.8  874.4  998.3  1194.9 
Applied Speed (m/s)  0.1  1  1.5  1.5  1  1.5  1.5  1.5  1  1.5 
Vehicle 2 
Routes  1  5  6  7  9  4  10  2  3  8 
Arrival Time (s)  0  290.7  313.6  404.3  467.3  565.9  817.2  944.3  1174.1  1292.0 
Applied Speed (m/s)  1  1  0.5  1.5  1.5  0.1  1.5  0.1  1.5  1 
Vehicle 3 
Routes  3  8  5  1  9  7  6  2  10  4 
Arrival Time (s)  0  184.3  403.0  602.9  711.2  786.7  859.2  956.0  1091.5  1292.6 
Applied Speed (m/s)  0.1  1.5  0.1  1.5  1.5  1  1.5  0.5  1  1 
Table 7. most near‐optimal trajectories for  t 150  s. 
Vehicle 
1 
Routes  4  10  2  6  5  3  8  1  9  7 
Arrival Time (s)  0  670.3  805.8  981.8  1003.3  1106.6  1290.9  1723.7  1886.1  1949.0 
Applied Speed 
(m/s) 
0.1  0.5  1  0.1  1.5  1.5  0.1  0.5  1.5  1.5 
Vehicle 
2 
Routes  1  8  5  3  2  10  4  9  7  6 
Arrival Time (s)  0  432.8  666.2  872.8  1240.5  1342.2  1476.2  1539.3  1710.9  1875.8 
Applied Speed 
(m/s) 
0.1  0.5  1  0.5  0.5  1.5  1.5  1  0.1  1 
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Vehicle 
3 
Routes  3  8  5  1  9  4  10  2  6  7 
Arrival Time (s)  0  184.3    324.3    537.5  754.0  832.9  993.8  1075.1  1171.9  1262.6 
Applied Speed 
(m/s) 
0.1  1.5  1  0.5  1  1  1.5  1  1  1 
Table 8. arrival time difference for  t 10  s and  t 150  s. 














1  767.8  364.8  403  1723.7  1186.2  537.5 
2  497.4  509.1  11.7  434.7  269.3  165.4 
3  175.8  998.3  1174.1  233.8  1106.6  872.8 
4  565.9  1292.6  726.7  1476.2  832.9  643.3 
5  583.7  471.4  112.3  337.1  679  341.9 
6  197.9  347.7  545.6  894  190.1  703.9 
7  179.7  202.7  382.4  238.1  686.4  448.3 
8  97.1  1010.6  1107.7  858.1  1106.6  248.5 
9  192.2  51.7  243.9  346.8  1132.1  785.3 
10  451.6  725.9  274.3  671.9  323.5  348.4 
6. Conclusions 
A method to solve the Collision‐Free Multiple Traveling Salesman Problem (CFMTSP) applied 
to multiple agents was proposed.  In  this problem, each agent must visit all nodes  in a provided 
graph, following the provided edges. The graph is modified into an augmented graph such that the 









of minimum  allowable  arrival  time difference  leads  to  the decrease  of  the number  of  successful 
trials,  almost‐strongly  increases  of  the  average,  the  standard  deviation,  and  the  ever‐found 




Third,  it  is  concluded  that  that  the  increase  in  the  average  of minimum  traveling  time  tends  to 
decrease the algorithm’s accuracy. Third, the evaporate rate in the algorithm has a weak influence on 
the average, the standard deviation, and the ever‐found minimum traveling times. 
























6. Golden, B.; Raghavan, S.; Wasil, E.A. The vehicle routing problem: L atest  advances  and  new  challenges, 
operations  research.  In  Computer  Science  Interfaces  Series;  Springer:  Berlin/Heidelberg,  Germany,  2008, 
Volume 43. 
7. Khachay, M.; Neznakhina, K. Polynomial  time  solvable  subclass of  the generalized  traveling  salesman 
problem on grid  clusters.  In Proceeding of  the  International Conference on Analysis of  Images, Social 
Networks and Texts, Moskow, Russia, 5–7 July 2017; pp. 346–355. 




10. Fazlollahtabar, H.;  Saidi‐Mehrabad, M. Mathematical model  for  deadlock  resolution  in multiple AGV 
scheduling and routing network: A case study. Ind. Robot. 2015, 42, 252–263. 
11. Vivaldini, K.; Rocha,  L.F.; Martarelli, N.J.;  Becker, M.; Moreira, A.P.  Integrated  tasks  assignment  and 
routing for the estimation of the optimal number of AGVS. Int. J. Adv. Manuf. Technol. 2016, 82, 719–736. 








16. Baniasadi,  P.;  Foumani,  M.;  Smith‐Miles,  K.;  Ejov,  V.  A  transformation  technique  for  the  clustered 
generalized  traveling salesman problem with application  to  logistics. Eur. J. Oper. Res. 2020, 2, 444–457, 
doi:10.1016/j.ejor.2020.01.053. 
17. Pacheco‐Valencia, V.; Hernandez,  J.A.; Sigaretta,  J.M.; Vakhania, N. Simple constructive,  insertion, and 
improvement  heuristics  based  on  the  girding  polygon  for  the  Euclidean  traveling  salesman  problem. 
Algorithms 2020, 13, 5. 
18. Pandiri, V.;  Singh, A. An  artificial  bee  colony  algorithm with  variable  degree  of  perturbation  for  the 
generalized covering traveling salesman. Appl. Soft Comput. 2019, 78, 481–495. 








Algorithms 2020, 13, 153  19  of  19 
23. Essani, F.H.; Haider, S. An algorithm for mapping the asymmetric multiple traveling salesman problem 
onto colored petri nets. Algorithms 2018, 11, 143. 
24. Groba, C.; Sartal, A.; Vasquez, X.H.  Integrating  forecasting  in metaheuristic methods  to solve dynamic 




26. Pandiri, V.; Singh. A. A swarm  intelligence approach for  the colored  traveling salesman problem. Appl. 
Intell.2018, 48, 4412–4428. 
27. Lu, L.‐C.; Yue, T.‐W. Mission‐oriented  ant‐team ACO  for min–max MTSP. Appl. Soft. Comput.2019,  76, 
436–444. 
28. Dorigo, M.; Gambardella,  L. Ant  colony: A  cooperative  learning  approach  to  the  travelling  salesman 
problem.IEEE Trans. Evol. Comput. 1997, 1, 53–66. 
29. Widyotriatmo,  A.;  Hong,  K.‐S.  Navigation  function‐based  control  of multiple  wheeled  vehicles.IEEE 
Trans. Ind. Electron. 2011, 58, 1896–1906. 




32. Alonso‐Mora,  J.; Beardsley, P.;  Siegwart, R. Cooperative  collision  avoidance  for  nonholonomic  robots. 
IEEE Trans. Robot. 2018, 34, 404–420. 
33. Makarem, L.; Gillet, D. Model predictive coordination of autonomous vehicles crossing  intersections. In 
Proceedings  of  the  16th  International  IEEE  Conference  on  Intelligent  Transportation  Systems  (ITSC), 
Hague, TheNetherlands, 6–9 October 2013. 







38. Baranwal,  M.;  Roehl,  B.;  Salapaka,  S.M.  Multiple  traveling  salesmen  and  related  problems:  A 
maximum‐entropy principle‐based approach.  In Proceedings of  the 2017 American Control Conference 
(ACC), Seattle, WA, USA, 24–26 May 2017. 
39. Pamosoaji, A.K.; Hong, K.‐S. Group‐based particle  swarm optimization  for multiple‐vehicles  trajectory 





©  2020 by  the  authors. Licensee MDPI, Basel,  Switzerland. This  article  is  an 
open access article distributed under the terms and conditions of the Creative 
Commons  Attribution  (CC  BY)  license 
(http://creativecommons.org/licenses/by/4.0/). 
 
also developed by scimago: SCIMAGO INSTITUTIONS RANKINGS
Scimago Journal & Country Rank
Home Journal Rankings Country Rankings Viz Tools Help About Us
Algorithms














Scope Algorithm engineering, Algorithmic game theory and mechanism design, Algorithms for databases, Algorithms
for language processing, Algorithms in biology, chemistry, physics, Algorithms related to automata theory and
formal languages, Approximation algorithms, Combinatorial optimization, mathematical programming,
operations research, discrete mathematics and graph theory, Communication and data networks,
Computational geometry, Data structures, Differential equations, Distributed and parallel algorithms, Eigenvalue
problems, Image processing with applications, Interdisciplinary applications in other areas of mathematics and
computer science, Iterative methods and algorithms, Machine learning, Markov chains and simulation,
Metaheuristics and matheuristics, Numerical analysis, Parametrized algorithms, Performance and testing of
algorithms, Production planning, scheduling, transport, and timetabling, Quantum algorithms, Randomized
algorithms, Sorting and search algorithm, Theory of algorithms
Homepage
How to publish in this journal
Contact
Join the conversation about this journal





The set of journals have been ranked according to their SJR and divided into four equal groups, four quartiles. Q1 (green)
comprises the quarter of the journals with the highest values, Q2 (yellow) the second highest values, Q3 (orange) the third
highest values and Q4 (red) the lowest values.
Category Year Quartile
Computational Mathematics 2009 Q4
Computational Mathematics 2010 Q4
Computational Mathematics 2011 Q3
Computational Mathematics 2012 Q3
SJR
The SJR is a size-independent prestige indicator that ranks
journals by their 'average prestige per article'. It is based on
the idea that 'all citations are not created equal'. SJR is a
measure of scienti c in uence of journals that accounts
for both the number of citations received by a journal and
the importance or prestige of the journals where such
citations come from It measures the scienti c in uence of
the average article in a journal, it expresses how central to
the global scienti c discussion an average article of the
Citations per document
This indicator counts the number of citations received by
documents from a journal and divides them by the total
number of documents published in that journal. The chart
shows the evolution of the average number of times
documents published in a journal in the past two, three and
four years have been cited in the current year. The two
years line is equivalent to journal impact factor ™
(Thomson Reuters) metric.
Cites per document Year Value
Cites / Doc. (4 years) 2008 0.000
Cites / Doc. (4 years) 2009 0.556
Cites / Doc. (4 years) 2010 1.000
Cites / Doc. (4 years) 2011 1.446
Cites / Doc. (4 years) 2012 1.525
Cites / Doc. (4 years) 2013 1.152
Cites / Doc. (4 years) 2014 1.212
Cites / Doc. (4 years) 2015 1.200
Cites / Doc. (4 years) 2016 1.400
Cites / Doc. (4 years) 2017 1.290
Total Cites Self-Cites
Evolution of the total number of citations and journal's self-
citations received by a journal's published documents
during the three previous years.
Journal Self-citation is de ned as the number of citation
from a journal citing article to articles published by the
same journal.
Cites Year Value
S lf Cit 2008 0
External Cites per Doc Cites per Doc
Evolution of the number of total citation per document and
external citation per document (i.e. journal self-citations
removed) received by a journal's published documents
during the three previous years. External citations are
calculated by subtracting the number of self-citations from
the total number of citations received by the journal’s
documents.
% International Collaboration
International Collaboration accounts for the articles that
have been produced by researchers from several countries.
The chart shows the ratio of a journal's documents signed
by researchers from more than one country; that is
including more than one country address.
Year International Collaboration
2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Computational Mathematics
Computational Theo y and Mathematics
Numerical Analysis
Theoretical Computer Science




Cites / Doc. (4 ye
Cites / Doc. (3 ye r )
Cites / Doc. (2 years)

















Citable documents Non-citable documents
Not every article in a journal is considered primary research
and therefore "citable", this chart shows the ratio of a
journal's articles including substantial research (research
articles, conference papers and reviews) in three year
windows vs. those documents other than research articles,
reviews and conference papers.
Documents Year Value
Cited documents Uncited documents
Ratio of a journal's items, grouped in three years windows,
that have been cited at least once vs. those not cited during
the following year.
Documents Year Value
Uncited documents 2008 0
Uncited documents 2009 6
Uncited documents 2010 39
Uncited documents 2011 44
← Show this widget in
your own website
Just copy the code below












Follow us on @ScimagoJR
Scimago Lab, Copyright 2007-2020. Data Source: Scopus®
