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4 Metodi di quadratura
L’integrale di una funzione f(x) su di un intervallo [a, b] si calcola interpolando la funzione
integranda su m punti ordinati in una successione crescente x1, . . . , xm ∈ [a, b]. Le formule
di quadratura che si ottengono vengono dette di Newton-Cotes. Una scelta naturale e`
quella di punti equispaziati
xk = a+
b− a
m− 1(k − 1) k = 1, . . . , m
Tuttavia come vedremo esiste una scelta ottimale dei punti di interpolazione data dagli
zeri dei polinomi di Legendre, quando l’intervallo di integrazione e` [−1, 1].
Utilizzando il polinomio interpolante Pm−1(x) si ottiene una formula di quadratura, detta








dove wk sono coefficienti positivi detti pesi. L’espressione per i pesi ed il resto si ottiene
dalla formula di interpolazione









La formula del resto vale se la funzione f(x) e` di classe Cm. In tal la derivata di ordine m


















e se facciamo un cambiamento di variabile x = (a+ b)/2 + t(b− a)/2 otteniamo
|Em| ≤ M cm
m!





|t− tj | dt
dove x(tj) = xj e Cm dipende solo da m se punti sono equispaziati. Nei metodi di
quadratura in cui i punti vengono propagati la dipendenza dell’errore da una potenza di
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b−a determina la rapidita` di convergenza. Se Um(x) e` positiva o negativa in [a, b] possiamo







dove x e` un punto di [a, b]. La maggiorazione di |Em| porta allo stesso risultato ottenuto
sopra. Se l’integrale di Um(x) si annulla, Um(x) cambia segno e il teorema della media non
si applica piu` ma in tal caso si puo` migliorare la stima scrivendo una diversa espressione
per il resto di interpolazione. Se m e` dispari tra i punti di interpolazione equispaziati si
ha anche il punto medio xc = (a + b)/2 e supponendo che f(x) ∈ Cm+1 il resto si scrive








dove ξ(x) e` continua e a < ξ(x) < b. Si noti che Pm−1(x) + Em(x) nel limite xk → xc
diventa la formula di Taylor con il resto di ordine m. Nel calcolo dell’errore di integrazione
il primo termine del resto da` contributo nullo perche´ l’integrale di Um(x) si annulla, il
secondo termine invece si valuta applicando il teorema della media perche´ (x− xc)Um(x)
ha segno definito. Ne segue che l’errore e` maggiorato da una costante per ((b− a)/2)m+2
anziche´ ((b−a)/2)m+1 Scriveremo esplicitamente il risultato nel casom = 3 che corrisponde
al metodo di Simpson.
Il metodo del punto medio
Si basa sulla interpolazione della funzione in un unico punto, il punto medio xc = (a+b)/2.
Esprimiamo resto di interpolazione con la fomula sopra indicata che coincide con lo sviluppo
di Taylor al primo ordine.
f(x) = f(xc) + f
′(xc) (x− xc) + 1
2
f ′′ (ξ(x)) (x− xc)2
La formula di integrazione e` data da





+ E |E| ≤ M
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(b− a)2
dove M e` una costante che maggiora |f ′′(x)| in [a, b]. Infatti l’integrale del termine di
ordine 1 nello sviluppo di Taylor e` nullo e l’errore viene dal resto del primo ordine.
Il metodo dei trapezi
Quando m = 2 la interpolazione e` lineare ed il suo grafico e` il segmento che congiunge i
punti estremi x1 = a, x2 = b. Il valore dell’integrale ottenuto interpolando la funzione e`





















(x− a)(b− x) dx = M
12
(b− a)3
Quindi la formula dei trapezi e` data da
I = (b− a)f(b) + f(a)
2
+ E2
dove per il resto E2 abbiamo fornito la stima nella formula precedente. Mostriamo che
l’errore puo` essere scritto come una serie di potenza in (b − a) in cui compaiono solo i
termini dispari con n ≥ 3. Supponiamo che f ∈ C∞ e dopo aver posto g(x) = f ′′(ξ(x))






























e quindi gli integrali con m dispari sono nulli. ! mentre c2m = 4(2m+ 1)
−1(2m+ 3)−1.
Il metodo di Simpson
Se m = 3 la interpolazione con un polinomio di grado 3 conduce ad una formula di
quadratura detta di Simpson. I punti di interpolazione sono x1 = a, x2 =
a+b































































(t2 − 1) tdt = 0



















f (4)(ξ1(x))U3(x) (x− xc)
L’integrale di U3(x) si annulla e tenendo conto che U3(x)(x− xc) e` negativa l’errore nella















dove |f (4)(x)| ≤ M . Una formula di interpolazione a 3 punti integra esattamente un
polinomio di grado 2 pari a quello del polinomio interpolante. La formula di Simpson
basata su punti di interpolazione equispaziati risulta esatta per un polinomio di grado 3
come si verifica facilmente scegliendo f(x) = x3. Per questa ragione l’errore e` di ordine
(b− a)5 anziche´ (b− a)4.
Per m = 4 nel caso di punti equispaziati i pesi sono














e dettoM il massimo di |f (4)(x)| in [a, b] la stima dell’errore e` |E4| ≤ (3/80)M
(
(b−a)/3))5.
Questo schema e` anche noto come metodo di Simpson 3/8.
Propagazione dei punti
Poiche` il metodo di quadratura proposto si basa sulla interpolazione polinomiale se pren-
diamo punti equispaziati e lasciamo crescere m il metodo in generale presenta instabilita`
e puo` non convergere per m → ∞ anche in assenza errori di arrotondamento. Si potreb-
bero scegliere i nodi di Thcebycheff come punti di integrazione per garantire la conver-
genza. Tuttavia la soluzione piu` semplice per avere un metodo convergente, che consenta
di raggiungere l’accuratezza desiderata, consiste nell’interpolazione polinomiale a tratti.
Dividiamo l’intervallo [a, b] in n sottointervalli uguali [xk, xk+1] con k = 1, . . . n e x1 = a
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e xn+1 = b utilizzando in ciascuno di questi un metodo di Newton Cotes dell’ordine m




(k − 1) k = 1, . . . , n− 1, n+ 1







ed in ciascun intervallo [xk, xk+1] applichiamo la formula di quadratura scegliendo m punti

















dove Mk e` il massimo di f




, f(xk)wk + E w1 = wn+1 =
b− a
2n
, w2 = . . . = wn =
b− a
n





La convergenza per n→∞ e` evidente perche´ il resto si annulla come n−2. Notiamo che la
formula di integrazione e` una somma di Riemann, che questa converge all’integrale sotto
la semplice ipotesi di continuita` della funzione. La formula di quadratura corrisponde
a quella ottenuta tramite una spline lineare S(x) sui punti x1, . . . , xn+1 la cui massima
deviazione rispetto a f(x) e` stata stimata in M(b−a)2/(8n2) in accordo con quanto sopra
ottenuto. Questo metodo e` detto ancora dei trapezi perche´ valuta l’integrale come l’area
sottesa dalla poligonale i cui vertici sono nei punti di interpolazione sul grafico di f(x).
Usando l’interpolazione quadratica sugli estremi ed il punto medio in ciascun sottointervallo



















Nei metodi di integrazione iterati n volte l’errore E scala come n−2 nel caso dei trapezi e
come n−4 per Simpson.
Metodo di Romberg
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Anche per i trapezi possiamo abbassare l’errore portandolo a n−4 con una semplice estrap-
olazione. Se poniamo h = (b − a)/n, dove n e` il numero di intervalli in cui suddividiamo
[a, b] per il calcolo dell’integrale tramite il metodo dei trapezi, l’errore si puo` scrivere come
tramite uno sviluppo in h2. Indichiamo quindi con I(h2) il risultato
I(h2) = I0 + α1h
2 + α2h
4 + . . .
dove I0 = I(0) e` il risultato esatto. e si puo` provare che i coefficienti αk dipendono solo
dal valore assunto dalle drivate di f(x) in a e b. Usiamo la stessa formula con un passo rh
dove 1/r e` intero. Partendo da I(r2h2) e I(h2) calcoliamo la interpolazione lineare in un
generico punto t2h2 dove t ∈ [0, 1]. Il risultato e`
I int (t
2h2) = I(r2h2) +
I(h2)− I(r2h2)
h2 − r2h2 (t
2h2 − r2h2)
Calcolata in t = 0 fornisce la estrapolazione desiderata






2) = I0 − r2h4α2 + . . .
Con l’estrapolazione l’errore e` divenuto di ordine h4 ossia 1/n4. Tipicamente se prendiamo
r = 1/2 troviamo che











con 2n valutazioni della funzione integranda f(x) si ottiene un errore di ordine n−4 come
con il metodo di Simpson iterato.
Integrali di Stieltjes.
Se la funzione ha una singolarita` integrabile nel dominio di integrazione, le precedenti stime
sul resto non valgono piu`. Consideriamo ad esempio il caso di una singolarita` all’estremo






Ci sono due strade possibili: effettuare un cambiamento di coordinate che rimuove la
singolarita` oppure assorbire la componente singolare nel calcolo dei pesi. Nel primo caso
poniamo u =
√





Essendo stata rimossa la singolarita` si puo` usare un metodo dei trapezi iterato con errore
di ordine n−2 o di Simpson iterato con errore di ordine n−4.




dove µ(x) e` una funzione monotona non decrescente tale che µ(a) = 0 e µ(b) abbia un




µ(x) viene normalizzata ossia µ(b) = 1 si dice che e` una misura positiva. In generale si





dove a < ξ1 < . . . < ξJ < b. La densita` ρ/x) = dµ/dx e` una distribuzione data da




Si dice anche µA e` la componente atomica della misura. Una misura e` completamente
determinata dai suoi momenti µn =
∫ b
a
xndµ(x). La formula di quadratura si ottiene con

















































Nel caso in cui il dominio di integrazione dia illimitato [a,∞] si puo` calcolare l’integrale
su di un intervallo finito [a, b] scegliendo b in modo tale che
∫∞
b
f(x)dx stimato tramite il
comportamento asintotico di f(x) sia minore della precisione richiesta, oppure effettuando
un cambiamento di variabile x = a/u che porta l’intervallo di integrazione in [0, 1] purche´
u−2f(a/u) non presenti singolarita` in u = 0. In alternativa si puo` fattorizzare in f(x) un
termine che va rapidamente a 0 per x → ∞ ad esempio f(x) = e−xg(x). In questo caso
consideriamo e−x come la densita` di una misura e rispetto a questa calcoliamo i pesi per
una interpolazione polinomiale di g(x). La scelta dei punti di interpolazione in questo caso
non e` affatto ovvio. Il metodo di Gauss illustrato nel paragrafo seguente fornisce i questo
caso una risposta univoca e ottimale.
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Quadrature di Gauss
Un procedimento di quadratura che consente di raggiungere precisioni piu` elevate si ottiene
con una scelta particolare dei punti di interpolazione. Anziche´ equispaziati nell’intervallo
[a, b] i punti di interpolazione vengono scelti negli zeri dei polinomi ortogonali rispetto alla
misura µ(x). I polinomi ortogonali Qn(x) di grado n sono definiti da da
∫ b
a
xk Qn(x) dµ(x) = 0 0 ≤ k ≤ n− 1
Si noti che in questo caso l’intervallo [a, b] puo` anche essere illimitato. Esempi di polinomi
ortogonali sono:
Polinomio [a,b] ρ(x) simbolo
Legendre [-1,1] 1 Ln(x)
Chebyshev [-1,1] (1− x2)−1/2 Tn(x)
Jacobi [-1,1] (1− x)α(1 + x)β P (α,β)n (x)
Laguerre [0,+∞[ e−x Ln(x)
Hermite ]−∞,+∞[ e−x2 Hn(x)
I polinomi ortogonali indicati in tabella non sono monici, ossia il loro coefficiente di grado
massimo non e` uguale a 1. Quindi per ottenere i corrispondenti polinomi Qn(x) occorre
dividerli per questo coefficiente.





Infatti la condizione di ortogonalita` da` luogo ad un sistema lineare con matriceMij = µi+j
non singolare. Basta considerare che l’integrale del quadrato di un polinomio di grado n
in x e` una forma quadratica definita positiva con matrice M .
∫ b
a






cjck µj+k = c ·Mc ≥ 0
dove l’uguaglianza a zero di verifica solo se tutte le componenti ck del vettore c sono nulle.














cj µj+k + µn+k = 0 k = 0, 1, . . . , n− 1
la cui matrice e` M positiva e quindi invertibile. I coefficienti c0, . . . , cn−1 risultano deter-
minati.
Proposizione I polinomi ortogonali soddisfano relazioni di ricorrenza a tre termini





Prova. Si noti che con la scelta fatta di porre 1 il coefficiente di grado massimo possiamo
scrivere




Imponiamo la condizione di ortogonalita` moltiplicando per 1, x, . . . , xn−2 successivamente.
Ne segue che c′0 = 0, c
′
1 = 0, . . . , c
′
n−2 = 0 e la relazione e` provata.
Si noti che i polinomi Qn non sono normalizzati. Imponendo questa condizione si ottiene
una nuova relazione di ricorrenza a tre termini per i polinomi normalizzati Qˆn(x) che
usualmente si scrive
Qˆn+1(x) = (anx+ bn) Qˆn(x)− cn Qˆn−1
∫ b
a
Qˆ2n(x) dµ(x) = 1
Polinomi di Legendre Consideriamo i polinomi ortogonali Qn(x) rispetto a ρ(x) = 1
nell’intervallo [−1, 1]. La loro espressione esplicita per n ≤ 4 e` data da












Per calcolare Q2(x) = c0+c1x+x
2 imponiamo
∫ 1
−1 Q2(x) = 2c0+2/3 = 0 e
∫ 1
−1 xQ2(x) =
2c1/3 = 0. Per il calcolo di Q3(x) = c0 + c1x + c2x
2 + x3 imponiamo
∫ 1
−1 Q3(x) =
2(c0 + c2/3) = 0 e
∫ 1
−1 x
2Q3(x) = 2(c0/3 + c2/5) = 0. Poiche´ c0 e c2 debbono soddisfare
un sistema lineare omogeneo la cui matrice dei coefficienti ha determinante 1/5− 1/9 6= 0
essi sono entrambi nulli. Infine
∫ 1
−1 xQ3(x) = 2(c1/3 + 1/5) = 0 determina c1. I polinomi







la cui funzione generatrice e`
1√





il coefficiente di grado massimo di Ln(x) e` dato da (2n)!2












Inizializzata da L0 = 1 e L1 = x I polinomi Ln non sono normalizzati ma questi si










Con gli zeri di questi polinomi costruiamo il metodo di quadratura.
Per m = 2 gli zeri ed i pesi sono dati da













L’errore nella formula di quadratura E2 = I−[f(3−1/2)+f(−3−1/2)] si annulla esattamente
per polinomio di grado minore o uguale a 3. La formula dei trapezi e` esatta per polinomi
di grado 1.


















e si verifica che la formula di quadratura e` esatta per polinomi di grado non superiore a 5.
La formula di Simpson e` esatta per polinomi di grado non superiore a 3.

































= 0.6521451548625461 w3 = w2
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Gli zeri sono soluzione della equazione biquadratica P4(x) = 0. Si verifica che la formula
di quadratura e` esatta per polinomi fino al grado 7 da confrontarsi con la formula analoga
di Newton-Cotes a 4 punti che risulta essere esatta per polinomi di grado non superiore a
3 anche nel caso di punti equispaziati. In generale le formule di quadratura di Gauss a m
punti integrano esattamente polinomi fino al grado 2m − 1 mentre le formule di Newton
Cotes a m punti integrano esattamente polinomi di grado m−1. Il guadagno in precisione
e` notevole. Inoltre le quadrature di Gauss consentono di integrare anche rispetto ad una
densita` che puo` presentare una singolarita` integrabile in uno o entrambi gli estremi, oppure
su un intervallo illimitato.
Proposizione La formula di Gauss a n punti e` esatta per tutti i polinomi Vs(x) di grado
non superiore a 2n− 1.
Prova. La cosa e` ovvia se il grado s e` minore di n in quanto vera per ogni formula di
quadratura basata sulla interpolazione polinomiale. Supponiamo dunque che n ≤ s ≤
2n− 1 e dividiamo il polinomio Vs(s) per il polinomio ortogonale Qn(x)
Vs(x) = Qn(x)Zs−n(x) +Rn−1(x)
dove Zs−n e Rn−1 sono i polinomi quoziente e resto con l’indice che corrisponde al loro
grado. Tenendo conto che 0 ≤ s − n ≤ n − 1 la condizione di ortogonalita` impone che







Per il polinomio Rn−1(x) ogni formula di quadratura a n punti e` esatta e quindi detti






Ora se abbiamo scelto gli xk come zeri del polinomio ortogonale Qn(x) si ha che Vs(xk) =










ossia la formula di quadratura e` esatta per Vs(x).
Propagazione dei punti di Gauss-Legendre
Come nel caso della interpolazione ordinaria, si puo` migliorare la precisione propagando i
punti piuttosto che usando quadrature di ordine piu` elevato. Se propaghiamo ad esempio
i punti di Gauss corrispondenti a m = 4 sopra indicati il metodo resta esatto soltanto
per polinomi di grado non superiore a 7. Tuttavia se suddividiamo l’intervallo a, b in n
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sottointervalli ed in ciascuno di questi applichiamo il metodo dopo aver riscalato ciascun
intervallo riportandolo a [−1, 1] la convergenza per n → ∞ risulta comunque assicurata,
sempre che la funzione integranda f(x) sia regolare in [a, b].
Anziche´ formule di quadratura di Gauss-Legendre di ordine elevate e` conveniente utiliz-
zare una formula di ordine basso come m = 4 in n sottointervalli nei quali suddividiamo




ak = a+ k h k = 0, 1, . . . n























dove abbiamo effettuato il cambio di variabile x = ak + (1 + x
′) h/2 in [ak, ak + h]. Le






WJ f(XJ) + En
dove En e` l’errore.
XJ = ak +
h
2
(1 + xj) WJ =
h
2
wj J = 4k + j
































 Errore Integrazione 
Figura 4.1 Lato sinistro. Errore |IN−I| nel calcolo dell’integrale di f(x)=cos(pi x/2)pi/2 tramite le formule
di quadratura iterate nell’intervallo [0,1] con un numero complessivo di punti N multiplo di 4. Errore nella
formula dei trapezi iterati in rosso. Errore nella estrapolazione di Romberg con dimezzamento intervallo
in viola, errore nella formula di Gauss a 4 punti iterata in blu, errore nelle formula di Gauss a due punti




Nella figura diamo l’andamento dell’errore per l’integrazione in con il metodo dei trapezi
ed il metodo di Gauss a due e 4 punti iterati. Per confronto si riporta anche l’errore del
metodo di Romberg con dimezzamento dell’intervallo. L’andamento dell’errore in funzione
del numero totale di punti N segue una legge di potenza N−α dove α = 2 per i trapezi
e Gauss a 4 punti mentre α = 4 per Gauss a 2 punti e Romberg. Si noti pero` che per
N = 4 l’errore di Gauss a 4 punti rispetto a Gauss a 2 punti iterato una volta e` molto
piu` piccolo. Se la funzione da integrare ha una singolarita` come f(x) =
√
x nell’esempio
considerato l’esponente assume un valore piu` basso α = 3/2 che e` lo stesso per tutti i
metodi. Questo risultato si gistifica facilmente: infatti se consideriamo l’integrale in [0, h]
il suo valore esatto e` h3/2 2/3 mentre i trapezi danno h3/2/2. Se applichiamo il metodo dei

































dove si e` usata la espressione asintotica per la somma delle radici dei primi numeri interi
(http://ramanujan.sirinudi.org/Volumes/published/ram09.pdf).
Quando la misura µ(x) ha una densita` non costante e presenta una singolarita` ad uno o
entrambi gli estremi la propagazione dei punti conduce ad aumento della precisione molto
lento ed e` opportuno eliminare la singolarita` tramite un cambio di variabile. Un’altra
possibilita` e` quella di utilizzare punti di Gauss, senza propagarli ma calcolandoli rispetto
ad una misura che congloba le singolarita` . Questa procedura puo` essere utilizzata anche
nel caso di intervalli infiniti.
Integrali doppi Un integrale doppio su un dominio rettangolare si approssima utiliz-
zando le formule di quadrature definite in precedenza. Se abbiamo un dominio come quello
definito in figura, la cui frontiera e` una curva chiusa con tangente verticale in due punti
con ascissa a, b come mostra la figura seguente, allora la frontiera e` costituita da due archi
y1(x), y2(x) ed i puti del dominio sono definiti da
a ≤ x ≤ b y1(x) ≤ y ≤ y2(x)











dopo aver fatto il cambiamento di coordinate








dt f(x, y1(x) + t(y2(x)− y1(x))
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e quindi si e` ridotto ad un integrale su un dominio rettangolare.
Figura 4.1 Dominio di integrazione per un integrale doppio
In alternativa se introduciamo coordinate polari φ, r e la frontiera del dominio e` data da













t dt f(t R(φ) cosφ, tR(φ) sinφ)
In generale dato un integrale multiplo se troviamo una trasformazione di coordinate che
trasforma un dominio chiuso in un multirettangolo, possiamo applicare per ciascuna co-
ordinata uno dei metodi di quadratura descritti in precedenza. Se il dominio e` in Rd e
integriamo su ciascuna delle d coordinate usando il metodo dei trapezi iterato, l’errore e` di
ordine ǫ ≃ n−2 ed essendo il numero totale di punti N = nd si ha che ǫ ≃ N−2/d. Per una
data precisione il numero di punti cresce esponenzialmente con la dimensione N = (1/ǫ)d/2.
Anche se l’esponente si dimezza diventando d/4 se usa il metodo di Simpson iterato, per
dimensionalita` molto elevata la precisione e` scarsa.
Metodo di Montecarlo
Un semplice metodo usato per approssimare l’integrale, quando la dimensionalita` e` molto
elevata consiste nel prendere una successione di N punti scelti in modo aleatorio secondo
la misura con cui l’integrale e` definito. Se il dominio e` il cubo unitario e se la densita` della
misura e` costante ρ = 1 i punti possono essere costruiti tramite un normale generatore di




f(x) dµ(x) dµ(x) = ρ(x) dx
dove D ⊂ Rm e dx = dx1 · · ·dxm e` l’elemento di volume. Con ρ(x) ≥ 0 indichiamo la den-
sita` della misura che si suppone normalizzata tale cioe` che
∫
D
dµ = 1. Se x1, . . . ,xN e` una
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successione di punti aleatori scelti secondo la misura µ, detto A un qualsiasi sottoinsieme
di D e χA(x) la sua funzione caratteristica, la frequenza di visita ossia la frazione di punti










χA(x) dµ(x) = µ(A)
Data una funzione f(x) misurabile il suo integrale e` la media rispetto alla misura µ. Data
la successione di punti x1, . . . ,xN si ha che
〈 f 〉 ≡
∫
D







Per N finito la media dei valori di f assunti nei punti x1, . . . ,xN approssima 〈 f 〉 = I con
un errore che vedremo e` dell’ordine di ǫ = 1/
√
N . Se lo confrontiamo con il metodo dei
trapezi iterato e con il metodo di Simpson iterato vediamo che il Montecarlo e` piu` accurato
per d > 4 e d > 8 rispettivamente.
La costruzione di una successione di punti distribuiti secondo una misura assegnata e`
semplice nel caso unidimensionale, cui ci si riconduce quando la densita` si fattorizza. Nel
caso di una sola variabile x definita sull’intervallo D = [a, b] se la densita` della misura e`
costante i punti xk risultano uniformemente distribuiti in [a, b] e si ottengono tramite la
trasformazione lineare x = a + (b − a)ξ a partire da punti ξk uniformemente distribuiti
in [0, 1] forniti da un generatore di numeri casuali. A questo risultato si giunge anche
osservando che alla densita` ρ(x) = 1/(b− a) corrisponde la misura µ(x) = (x− a)/(b− a)
che varia tra 0 e 1. Se poniamo ξ = µ(x) invertendo si ottiene x = µ−1(ξ) che coincide
con la trasformazione lineare scritta sopra. In generale se la densita` non e` costante in
[a, b] ma e` strettamente positiva ρ(x) > 0, la misura e` una funzione monotona crescente
che puo` essere invertita. Posto quindi ξ = µ(x) abbiamo che x = µ−1(ξ) e quindi ad
una successione di variabili aleatorie ξk uniformemente distribuite in [0, 1] corrisponde un
successione di variabili aleatorie xk = µ
−1(ξk) con densita` ρ(x).





















In questo caso posto ξ = µ(x) si ha x = sin(πξ − π/2) = − cos(π ξ). Possiamo notare
che questa densita` corrisponde alla proiezione sull’asse x di una distribuzione uniforme sul
cerchio unitario la cui densita` nel piano xy e` data da ρ(x, y) = π−1 δ(1−x2−y2). Il risultato
e` quindi evidente se scriviamo xk = − cos(φk) dove le fasi φk sono scelte uniformemente
nell’intervallo [0, π].
Un secondo esempio e` ρ(x) = e−x e` definita in e` [0,+∞[ e in tal caso si trova che µ(x) =
1− e−x e quindi xk = − log(1− ξk).
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Se µ(x) ed il suo inverso non sono note analiticamente si rende necessaria una approssi-



























Detto quindi ξ = µ(x), poiche´ non si ha una espressione analitica per l’inverso della
funzione degli errori Erf(x), al fine di evitare una inversione numerica tramite il metodo
di Newton, si puo` utilizzare la trasformazione di Box-Muller. A tal fine basta considerare
l’integrale bidimensionale che, con una trasformazione di coordinate, si riduce all’integrale
su un quadrato unitario con densita` uno. Poniamo x = (x, y) e valutiamo la misura di un
dominio A passando a coordinate polari






































x = r cosφ






Pertanto data una coppia di variabile aleatorie (ξk, ηk) con distribuzione uniforme in [0, 1]


















Vogliamo mostrare che l’errore va a zero come 1/
√
N . A tal fine possiamo usare teorema
del limite centrale. Poiche´ xk sono variabili aleatorie indipendenti anche f(xk) lo sono.
Introduciamo allora la variabile aleatoria
w =
f(x1) + f(x2) + . . .+ f(xn)√
N
La media di w non e` nulla e dalla definizione segue che 〈w 〉 = √N 〈 f 〉. Calcoliamo la
varianza di w mostrando che e` uguale a quella di f

















〈 f(xj) 〉〈 f(xk) 〉 −N〈 f 〉2 = 〈 f2 〉+ (N − 1)〈 f 〉2 −N〈 f 〉2 = σ2f
Dal teorema del limite centrale sappiamo che la distribuzione di w − 〈w 〉 e` gaussiana con
varianza σ2f
ρ(w − 〈w 〉) =
exp
(






Consideriamo quindi la variabile aleatoria
ω =







f(xk)− 〈 f 〉
Notiamo che la variabile stocastica w rappresenta l’errore nel calcolo approssimato del
nostro integrale in una particolare realizzazione. La sua media e` nulla e lo scarto quadratico
















L’andamento dell’errore in funzione del numero di punti di integrazione viene mostrato in































    
Figura 4.1 Lato sinistro: valore assoluto dell’errore nel’integrazione Monte-Carlo di f(x)=xe−x in [−1,1]
con N punti, pllini blu e grafico della unzione f(N)=0.05/
√
N . Lato destro: plot dell’errore moltiplicato
per
√
N.
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