Abstract-Emotion recognition from physiological signals like electroencephalography (EEG) can be performed using different underlying emotion models. While dimensional emotion models have recently gained attention, measures to evaluate recognition methods that are based on these models differ from study to study. This paper offers an analysis of proposed evaluation measures by comparing recognition results achieved on a selfrecorded dataset. Emotions are estimated using ridge regression and estimation results are compared using different evaluation measures. Additionally, three different baselines are studied; two types of random regression as well as naive estimation. Among the investigated evaluation measures, bandwidth accuracy was found to have many desirable characteristics.
I. INTRODUCTION
Processing of emotions is generally considered an important factor in natural Human-Machine-Interaction and has also gained more and more attention in the field of Brain-ComputerInterfaces (BCIs), which has coined the term affective BCI (aBCI). While many issues of automatic affect recognition like reliability of the ground-truth, duration and intensity of emotions remain ongoing challenges, many efforts to advance the field of emotion recognition from physiological signals have been made [1] . A variety of emotion recognition approaches have been studied in literature which are briefly reviewed in the following paragraphs.
There are a series of different models that can underly emotion classification. In the modalities of peripheral physiological signals or electroencephalography (EEG) signals, emotion recognition has mostly been carried out in discrete classes, such as suggested by Ekman's basic emotions [2] . To capture more subtle affective states and in order to make emotions computationally easier to process, dimensional representations of emotion have gained attention. In this, the VAD model suggested by Russell and Mehrabian is prevalent [3] , which spans a three-dimensional emotional space composed of valence/pleasure, arousal, and dominance (short: VAD space). A 3D numerical vector denotes the location of an emotion within this space. Scales of dimensions in VAD space commonly range from [−1 or 0; 1], or from [1; 9] . A standardized range has yet to be decided upon. Although this model is widely used in emotion recognition from facial expressions or speech, only a few works exist in the modality of EEG and peripheral physiological signals which apply this model up to now. Besides studies on general correlates of signals/features with affective labels (e.g. [4] , [5] ), early approaches discretize the continuous dimensions for classification. Liu and Sourina investigated the ability to distinguish dominance levels (high and low) from EEG data [6] . Using a SVM classifier they reach maximum accuracy of 75%. Chanel et al. classified three specific areas of the valence-arousal space using LDA and Support Vector Machine (SVM) reaching maximum accuracies of 67% [7] . The affective data from peripheral physiological signals and EEG signals is aquired using an emotion recall paradigm. Another example is a study by Valenza et al. on peripheral physiological signals. They successfully used nonlinear features to classify 4 levels of valence and arousal plus the neutral class applying Quadratic Discriminant Analysis. Continuous emotion recognition has been attempted by different kinds of regression methods. Haag et al. used Neural Networks with continuous outputs to estimate emotional states in the valence and arousal (VA) dimension from bio-signals [8] . Soleymani et al. applied linear regression using relevance vector machine (RVM) to features from peripheral physiological signals [9] and linear ridge regression to features from both peripheral physiological features and EEG features [10] to predict VA-values. More advanced methods of continuous emotion recognition from modalities like speech and facial expressions include Long Short-Term Memory (LSTM) Recurrent Neural Networks and Conditional Random Fields [11] and Autoregressive-CHMM combined with LSTM regression and SVM [12] .
While recent approaches start to leave discretized versions of selected VAD dimensions and to produce continuous 3D vectors as outputs instead, common evaluation measures of emotion recognition that allow both intuitive interpretability and comparability between studies on different datasets have not yet been agreed upon [1] .
The remainder of this paper is organized as follows: Section II introduces candidates of evaluation measures from emotion recognition literature. Details on data acquisition, processing (feature extraction and selection), and the investigated method for emotion recognition are given in section III, IV, and V, respectively. Presentation and discussion of results and characteristics of different evaluation measures are part of section VI. The paper ends with conclusions presented in section VII. 
II. EVALUATION MEASURES
where
and is the number of samples. This results, however, in a rather coarse evaluation, if the reason for using the dimensional model is to detect and process more subtle changes in emotion.
2) A step further, Haag et al. proposed a modified accuracy measure which counts those samples as correct that are within a certain bandwidth , e.g. 10%, of the target value.
where ∥⋅∥ denotes the Euclidean distance. The threshold of distance includes a normalization for scale, computed from its maximum and minimum value y max and y min , respectively. Which bandwidth is generally acceptable has to be determined for each given application scenario individually.
3) Most studies report the mean squared error (MSE) or mean absolute error (MAE) between the estimated emotionŷ and its ground truth y [9]- [11] :
Note, that these measures are not normalized. Thus, sometimes the MSE/MAE of a random regressor is given as a baseline for a more meaningful interpretation. Yet, it is often not intuitive to compare different studies, since the numerical range of the dimensions of the VAD space varies.
4)
Another possibility is to report R 2 statistics (as done in [13] ), which represents the portion of the target variable variation explained by the regressor. There are multiple definitions for R 2 depending on the regression type; for linear regression R 2 is defined as:
where denotes the regression sum of squares and the total sum of squares. The associated model value for each training value y is denoted by ;ȳ is the mean of all training values. The 2 statistic is calculated to asses the quality of a linear regression model with respect to the training data and ranges from [0; 1], independent of the range of target values. In machine learning problems, however, we are interested in the ability of a model to generalize, and thus, in the performance given on a test data set.
Summarizing, measure 1), the discretized accuracy A , only gives a coarse evaluation and measure 4), 2 , is more suitable to evaluate the quality of the regression model, rather than to evaluate prediction ability. Hence, in this paper we will focus on the comparison of bandwidth accuracy A ℎ and MSE, which we see as the two options most used and with high potential to provide a more general evaluation measure that allows a systematic comparison between studies. To discuss the pros and cons of each evaluation measure, the following experiment was carried out.
III. DATABASE
The recorded dataset consists of 16 subjects, each containing 8 trials of 30 EEG recording for 5 different emotions (happy, curious, angry, sad, quiet). The experiment took place in a closed environment controlled for sound and light conditions. Emotions were induced using IAPS pictures [14] . We selected pictures on the basis of dimensional ratings, that are included in the IAPS database, by means of an in-house developed tool to find best matches around a user defined mean with minimal variance. Means of above mentioned emotions in VAD space were taken from [3] 1 . This way, a total of 32 pictures were selected for each emotion, i.e. a total of 160 emotional pictures. Subjects were instructed on the experiment procedure, filled out a questionnaire testing for suitability (e.g. skin allergies) and trauma screening, and were equipped with recording sensors. Prior to the actual experiment, a test-run using only neutral IAPS pictures was conducted to accustom the subjects to the procedure and the concept of the SAM questionnaire (Self-Assessment-Manikin Test [15] ), which was completed after each trial. Figure 1 shows the induction protocol implemented. Each trial started with a black screen, followed by 4 randomly drawn pictures from an emotion subset, each shown for 5 seconds. Every picture was used only once per subject. To capture late effects of emotional responses, recording of each trial was prolonged by 10 showing a black screen before SAM ratings on a scale from [1; 9] were taken. A 64-channel EEG cap with g.tec gUSBamp was used for recording at 512Hz. Additionally, several physiological signals and face markers were recorded simultaneously, but are not included in the current study. Each trial ended with a neutral picture (4 ) to reduce the effect of biased transition probability based on the previous emotion [16] . In the total of 40 trials recorded, the order of emotions was randomized. For validation of induction, we compared the results of SAMtests with the targeted values of the presented picture sets and received an average correlation coefficient of = .545. Excluding subjects with -values lower than .5 (i.e. 4 subjects), the correlation coefficient increased to = .632. Pre-studies showed that it takes about 10s for an emotion to be induced using pictures and to last for about 4s. Thus, time intervals between 11-15s after emotion induction onset, i.e. the appearance of the first picture, are considered in the following analysis.
IV. FEATURE EXTRACTION AND SELECTION
Since this paper mainly focuses on the comparison of evaluation measures, processing steps applied to the data are only briefly explained in this section. The data was cleaned from artifacts with the help of the Independent Component Analysis (ICA) based plug-in ADJUST [17] for the MATLAB Toolbox EEGLAB [18] . For further analysis we considered features that have been used in related studies on emotion recognition from EEG [19] - [23] . We extracted mean, min, max, and var from the frequency bands theta (4−8Hz), alpha (8−12Hz), beta (14−30Hz), and gamma (43 − 68Hz) which are computed using FFT. Additionally, the power of the signal and Hjorth features Activity , Mobility , and Complexity were computed:
where ∈ ℝ denotes the vector of the signal of a single electrode, is the number of time-samples in , i.e. 2048 in our specific case. Both frequency and time domain features were extracted from all 64 electrodes which results in a total of 1344 features. Features are -normalized to zero mean and standard deviation equal to one.
Given this large amount of features compared to few samples per class, feature selection is paramount to reduce dimensionality. In contrast to classical classification problems, regression methods require a generalized form of feature selection algorithms, since outputs are continuous rather than discrete. We perform feature selection by means of RReliefF [24] . This method is derived from Relief, in which a subsample of all instances is used to adjust weights W of each feature depending on their ability to discriminate between two classes. Features are chosen either based on a user-defined threshold value of these weights or by ranking features according to weights. We perform feature selection for each dimension of the VAD space separately. The basic Relief algorithm for feature selection implicitly takes into account dependencies between features. It is designed for two-class problems, but can be extended to multi-class problems (ReliefF). Feature selection is done by estimating a quality weight W( ) for each feature = 1, . . . , based on feature differences calculated using the nearest hit x and nearest miss x of randomly selected samples x :
To overcome the high sensitivity to noise, ReliefF uses nearest hits/misses. Multiple classes are accounted for by searching for the nearest instances from each class weighted by their prior probabilities. A generalization from classification to regression is possible by rewriting the quality weight as function of "probabilities", which are computed by the RReliefF algorithm in form of "frequencies" (derivation see [25, p.177] ):
where is the probability that two instances have different feature values, is the probability that two instances belong to different "classes", and | the probability that two instances belong to different classes provided they have different feature values.
As target values (ground truth) for both feature selection and emotion recognition we use each subject's SAM rating. Emotion estimates are computed individually for each subject and averaged across subjects for discussion. The data is divided into 8-folds with 5 samples each for cross-validation. Thereof, 7 folds are used for feature selection and training. In turn, the remaining fold is used for testing, until each fold has been tested once.
V. EMOTION RECOGNITION
We implemented four different estimators (two random regressors, naive estimation, and ridge regression) based on which we will discuss the different options of evaluation measures in section VI. For the first random regression, we generate values from a uniform distribution in the range between minimum and maximum SAM rating adjusted individually for each subject and each of the three dimensions. We call this uniform random regressor. Due to the fact that the distribution of SAM ratings is not uniform in most studies, a Π-regressor as suggested by Soleymani et al. can be a more appropriate choice of chancelevel estimator than a uniform random regressor as it takes into account the actual distribution of the target values y [10] . Thus, a second random regressor which samples values from a Gaussian distribution estimate is implemented. Both random regressors are averaged over 100,000 iterations per subject. The naive estimator always predicts the emotion to be the mean value of the scale, i.e. 5 in our case. Multiple linear regression in the form ofŷ =ŵx is commonly used for prediction, but overfitting is often a problem [26] . This occurs if features X = [x 1 , x 2 , . . . , x ] are approximately linearly dependent and thus, the inverse computed to solve for weights of the ordinary least square (OLS) solutionŵ
becomes close to singular, which results in very large weights.
A common method applied to solve this problem is regularization. The basic idea in ridge regression is to use a zero-mean Gaussian prior for weights in order to penalize large values. This results in a modified solution for regression weightŝ
where I denotes the identity matrix and ≥ 0 is the ridge parameter, which improves the conditioning of the problem.
VI. RESULTS AND EVALUATION
In Figure 2 we show the results for ridge regression, random regression, and naive estimation over increasing number of features using MSE as evaluation measure and for the arousal dimension. The gray lines are results of each subject, the bold lines are averages over all subjects. We selected the dimension arousal for discussion; for the dimensions valence and dominance results are similar. 2 Best results are obtained for ridge regression using only two features with MSE = 2.01. The found MSE = 4.18 for uniform random regression and MSE = 3.48 for Π-regression are worse than for naive estimation (with MSE = 2.94). Figure 3 shows the bandwidth accuracy with bandwidth = 10%, i.e. less than 0.8 deviation in each dimension. On average, ridge regression is again superior in estimating emotion values compared with chance-level estimates. In contrast to evaluation using MSE, maximum accuracy A ℎ is reached for a different number of features, namely using six features with A ℎ = 45.62%. The best baseline result is given by Π-regression, which yields an accuracy of 34.41%. Uniform random regression and naive estimation produces bandwidth accuracies of 32.17% and 23.54%, respectively.
These results largely depend on the preset bandwidth parameter , so that small changes in can lead to large differences in the evaluation. This relation is illustrated in Fig. 4 for all baselines. If we consider naive estimation, A ℎ is very low for = 10% (0.8 deviation), since the ground truth from the SAM test takes on integer values 2 We desist from going into discussion about which dimension is easier to recognize from EEG modality in this paper. between [1; 9] (as done in most studies). When increasing the bandwidth to a value of allowed deviation above 1, e.g. 15%, A ℎ suddenly increases which is due to including all samples of the next integer value on the SAM-scale.
Let us consider the following characteristics to compare the two evaluation measures:
Interpretation of measures:
Both the varying number of features for best results using ridge regression and the altered ordering of chance-level estimates point out differences between the two considered evaluation measures. MSE represents the overall fit of the model to the test set. Bandwidth accuracy states the portion of samples which lie within an acceptable region of error. This feature can be very useful for applications of affective BCIs, since estimation of emotional states does not have to be a precision landing.
Comparability between studies: Bandwidth accuracy could be advantageous for meta studies, since it is automatically normalized to the range of scale in contrast to MSE. However, it introduces a new parameter which has a strong influence on the results, and thus, should generally be agreed upon in the community.
Sensibility to outliers: Using MSE, outliers have disproportionately high influence on this value by adding up the amount of occurred error. Bandwidth accuracy reduces this bias of outliers by counting rewards for every acceptable prediction whilst ignoring how large errors are. Additionally, the chance-level estimation used to compare results to, should be considered wisely, as this can set noticeably different baselines for evaluation. Using a Π-regressor that accounts for the actual distribution of the data -and therefore implicitly for certain differences between experiments -seems to be the most appropriate measure of the choices introduced above. In contrast to uniform random regression, the Π-regressor is not limited to the range of target values provided in the training set. This is an advantage, since it is likely that the test set holds samples outside this range. Compared to naive estimation, which also does not take into account the distribution of target values, Π-regression yields a baseline less dependent on the parameter .
VII. CONCLUSION
In this paper, we showed how different evaluation measures for emotion recognition in three-dimensional space compare to each other. Based on a self-recorded dataset, we discussed pros and cons of the evaluation measures mean squared error and bandwidth accuracy. We found that the two measures have distinct meanings and provide different suggestions for the optimal number of features to be considered in the prediction method. In consideration of the applications to aBCIs, the bandwidth accuracy has many desirable qualities of an evaluation measure, i.e. an intuitive and useful meaning, appropriate treatment of outliers, and a normalization for scale. We further found a strong dependency of the results on the selected baseline. Our results indicate a clear need for more discussion within the aBCI community to agree on evaluation measures and baselines, that allows an objective comparison between studies and datasets.
