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ABSTRACT
Goeddel, Peter S., M.A. , 1978 Psychology
A Test of the Sequential Hypothesis of Instrumental 
Learning in a Free Operant Paradigm (76 pp.)
Director: Nabil F. Haddad
A review of research on nonreward and extinction 
suggested that a sequential hypothesis, which attempts 
to account for extinction following partial reinforcement 
in terms of certain sequential aspects of reinforced and 
nonreinforced trials, can explain a wide variety of 
phenomena not deducible from other hypotheses (frustration 
hypothesis, e.g.). Sequential theorizing, however, has 
been applied thus far only to the straight alley runway 
situation, and it has been suggested that sequential 
theory is thereby restricted by this paradigm. This 
suggestion was examined by exposing independent groups 
of pigeons to different sequences of reward and nonreward 
in an operant chamber using discrete trials. Results 
indicated that some aspects of the present procedure were 
not analogous to a discrete-trial paradigm as there was 
no difference in resistance to extinction evidenced 
between any of the groups.
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CHAPTER I 
INTRODUCTION
Reinforcement is a central concept in most theories 
of behavior (e.g., Skinner, 1938; Hull, 19^3; Spence, 1956). 
When a class of responses is followed by a reinforcing 
stimulus, the probability of that class of responses usually 
increases; the. presentation of a reinforcing stimulus is a 
reinforcement. Animals learn the relationship between their 
behavior and its consequences, and responses that have 
previously been associated with an increase in proximity to 
reinforcement, or with stimuli associated with such an 
increase, will be repeated on future occasions.
After a rewarded response is well learned, it may be 
extinguished by letting the response occur repeatedly 
without reinforcement. If all else is held constant, the 
omission of the reinforcer defines the operation of 
experimental extinction and usually results in a decrease 
in the probability of responding (cf. Mackintosh, 197*0 •
The fact that the strength of a response declines when 
reinforcement is omitted posed substantial problems for 
early S-R theories of learning. Neither Pavlovian 
reinforcement theory (Pavlov,. 1928) nor the law of effect 
(Thorndike, 1913) by themselves can account for extinction. 
It is not clear how either can explain, without further
2
assumptions, why the omission of reinforcement should 
result in.a decrease in the probability of responding. 
Consequently, several theories have been advanced regarding 
extinction.
One major theory of extinction is that proposed by 
Hull (19^3)* In Hull's early theory, two factors, one 
transitory and one permanent, were conceived as being 
responsible for the decline in responding observed in 
extinction. Hull assumed that the occurrence of a response, 
whether reinforced or. not, generates a transitive state 
of reactive inhibition, which temporarily reduces the 
probability of repeating that response. In order to 
account for the permanent decline in responding typically 
observed in extinction, Hull, further assumed that the 
transient state of reactive inhibition also gives rise to 
a permanent state of conditioned (reactive) inhibition.
It should first be noted that reactive inhibition has 
little to do with "traditional" inhibition (see discussion 
below). Reactive inhibition is a response-decrementing 
process, but not a function of nonreinforcement as such.
Even If it were the case that the occurrence of a response 
automatically produces a tendency not to repeat that 
response, such a process would not show that reactive, 
inhibition is a cause of that decline. Secondly, extinction 
can occur without, the instrumental response occurring 
(as in avoidance responding). Hull's early ideas about
3
extinction failed to account for the wide range of data 
on the subject (cf. Hilgard & Bower, 1975) and, at present,
reactive inhibition is not seriously maintained as an
important determinant of extinction (cf. Mackintosh, 197*0 • 
While reactive' inhibition was assumed to be generated 
only by nonreinforcement in the context of reinforcement, 
it was also considered by Hull (19^3) to be an automatic 
consequence of all responses, whether reinforced or not.
In contrast to this is a traditional concept of inhibition
which is considered to be a consequence only of
nonreinforcement in a situation previously associated 
with reinforcement (see McFarland, 1969). While Hull's 
account of extinction does not assume that any new 
learning process is brought into play by the transition 
from acquisition to extinction, an inhibition theory 
of extinction asserts that an additional learning process 
must occur on nonreinforced (N) trials: ''Animals typically 
show an increase in rate of extinction over a series of 
repeated reinforced (R) and N trials (Mackintosh, 197^) 
and such a change in rate implies that they learn 
something on N trials that decreases the probability 
of responding/ Nonreinforcement in extinction,is 
considered a sufficient condition for subjects to 
learn that an expected reinforcer is no longer contingent 
upon a particular stimulus or response, and such 
learning is assumed to result in the surpression of
the originally reinforced response (McFarland, 1969).
While inhibition theory regards a decline in the 
probability of responding in extinction as a direct 
consequence of the learning of a relationship between 
responding and reinforcement, interference or competing 
response theories of extinction (Guthrie, 1935; Zener, 1937; 
Skinner, 1938) attribute the decline in the probability of 
extinguished responses to an increase in the probability 
of some other, competing response. Extinction presumably 
establishes some set of responses whose occurrence competes 
with, and eventually prevents the occurrence of, the 
originally reinforced response. In fact,7analyses of 
behavior during extinction have often revealed that a 
decline in the original response is accompanied by an 
increase in other behavior (Hilgard & Marquis, 1935; Wendt, 
1936; Zener, 1937) • However, the emergence of a new 
response, even if closely correlated with the disappearance 
of an old one, does not demonstrate that the new response 
competes with and surpresses the old. It seems reasonable 
to conclude that the mere observations of other responses 
is not sufficient grounds for accepting an interference 
theory of extinction.
Inhibition and interference theories of extinction 
invoke, learning processes that produce appropriate changes 
in behavior when the reinforcement contingencies which 
prevailed in acquisition are changed. An inhibition
5
analysis in particular requires the postulation of a 
specific, response-decrementing learning process. A 
theory which attributes the effects of extinction to 
generalization decrement, on the other hand, appeals 
to no new principles. This theory of extinction argues 
that the sole effect of the omission of reinforcement 
is to change the stimulus situation affecting the subject: 
if reinforcement is omitted during extinction, responding 
will decline because it was not established under the 
conditions prevailing during extinction.
A number of phenomena occurring during extinction 
can plausibly be attributed to generalization decrement.
One general source of support for generalization decrement 
theory is the finding that performance in extinction 
declines as the conditions of extinction change from 
those prevailing in acquisition (e.g., Sheffield, 1950;
Hulse, 1958; Azrin & Holz, 1966).. It has also been shown 
that the presentation of a reinforcer during extinction 
will decrease, the rate of extinction (e.g., Spence, 1966; 
Ayres & DeCosta, 1971). ''Finally, if acquisition has been 
so scheduled as to ensure reinforcement of the instrumental 
response after the subject is exposed to nonreinforced 
outcomes similar to those experienced in extinction, the 
rate of extinction is decreased. The reference for this 
observation is the partial reinforcement effect (PRE) which : 
occurs when subjects that have received partial reinforcement
6
in acquisition show greater resistance to extinction than
those that have received continuous reinforcement (see 
/
Robbins, 1971). A majority of the hypotheses advanced 
regarding nonreward and extinction have aimed at explaining 
this well-established effect.
One of the first theoretical interpretations of the 
PRE was the response-unit hypothesis, originally proposed 
by /Mowrer and Jones (19^5). They reported that rats 
trained to press a lever on free-operant schedules showed 
greater resistance to extinction after variable-ratio 
training than after consistent reinforcement'. They 
suggested that under partial reinforcement the response 
reinforced is not just one response, but a chain of responses 
which together constitute a single unit. It is this unit 
that must then be extinguished. Animals that have learned 
a response unit of several presses will make more presses 
in extinction than animals that have learned a response 
unit of one press.
Mowrer and Jones' suggestion is plausible in the 
context of free-operant situations but not in the context 
of a discrete-trials situation, such as the straight runway, 
with one trial per day. It has been shown that a PRE can 
be obtained with intertrial intervals of 2 k- hours 
(Weinstock, 195*0 and it is unlikely that two or more 
responses each separated by a 2 k- hour interval could come 
to constitute one response unit for the animal.
Mowrer and Jones (19^5) suggested an alternative 
hypothesis to explain the PRE, labelled the ̂ "discrimination 
hypothesis." In general, the discrimination theory states 
that resistance to extinction is a function of the 
similarity of the acquisition stimuli to the extinction, 
stimuli. The more similar the stimulus conditions are in 
the two situations, the greater the resistance to 
extinction. This would suggest that, if it is the 
transition between acquisition and extinction that is 
critical, consistent reinforcement immediately before the 
transition should severely attenuate the PRE. However, 
numerous discrete-trial experiments have shown that a 
significant PRE is still obtained when subjects that are 
given initial inconsistent reinforcement receive a long 
block of consistently reinforced trials before being 
extinguished (Jenkins, 1962; Theios, 1962; Sutherland, 
MacKintosh, & Wolfe, 1965. Amsel, Wong, & Traupmann, 1971).
Denny (19^6) is usually given credit for the formal 
introduction of the conditioned reinforcement hypothesis 
into the area of partial reinforcement. He pointed out 
that on R trials the stimuli of the goal box are associated 
with primary reinforcement and therefore should acquire 
secondary reinforcing power. On N trials and during 
extinction, conditioned reinforcement should be taking 
place which would retard extinction. This hypothesis could 
account for the PRE only if partially reinforced subjects
8
received the same number of R trials (in the runway) as 
consistently reinforced subjects. As the PRE is routinely 
obtained when both partially and consistently reinforced 
subjects receive the same total number of acquisition 
trials (with partially reinforced subjects, therefore, 
receiving fewer R trials), this explanation cannot be 
accepted (e.g., see Mason, 1957? vom Saal, 1972).
Lawrence and Festinger (1962), applying dissonance 
theory to the behavior of the rat in the alleyway, suggested 
that partially reinforced rats find "extra attractions" in 
the goal box to compensate for their disappointment at 
the omission of food. The extra attractions are then 
said to be sufficient to establish a stronger response 
tendency in partially reinforced subjects than in 
consistently reinforced subjects. This being the case, 
animals should prefer a goal box correlated with 50$ 
reinforcement over one correlated with 100$ reinforcement. 
The evidence, however, argues against this. Even when 
the total number of reinforcements received on a partial 
and consistent schedule is equated, animals prefer a 
stimulus correlated with the consistent schedule to one 
correlated with the partial schedule (D*Amato, Lachman,
& Kivy, 1958? vom Saal, 1972).
Resistance to extinction is a good measure of the 
nature of the associations formed in acquisition 
(Mackintosh,' 197^)» not the strength of those associations
as implied by Lawrence and Festinger (1962). "According 
to generalization decrement theory, partial reinforcement 
increases resistance to extinction because it establishes 
associations that are appropriate for maintaining 
performance during the conditions encountered during 
extinction; the PRE is attributed to a decrease in 
generalization decrement. D'Amato and D'Amato (1962), 
Sutherland (1966), and Logan (1970) have suggested another 
way in which partial reinforcement may affect the nature 
of the associations formed in acquisition. They have 
argued that any inconsistency in reinforcement (e.g., 
partial reinforcement) will increase the range of stimuli, 
attended to during acquisition, and will therefore increase 
the number of stimuli associated with responding and 
reinforcement. When the response being measured is 
controlled only by very few stimuli, the PRE should be 
detected less readily. The evidence, however, is 
conflicting and the effect appears to be unreliable.
Looking at the extinction of choice behavior, for example, 
if a subject is trained on a simultaneous discrimination, 
then choice of one alternative over the other must depend 
upon control of responding by a specifiable set of relevant 
cues. If the normal basis for the PRE is an increase in 
the number of cues controlling behavior, no PRE should 
occur in such a situation. Though several studies have 
found no PRE in a discrimination situation when choice Of
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the former positive stimulus was measured (e.g., Pavlik 
& Lehr, 1967? Mackintosh & Holgate, 1968), others have 
observed a PRE (e.g., Pennes & Ison, 1967* Lehr, 1970).
Generalization decrement theory has traditionally been 
concerned with stimulus traces (Sheffield, 19^9; Hull,. 1952). 
One of the first statements of an "aftereffects" theory is 
that.of Sheffield (19^9). She pointed out that the 
aftereffects of reinforcement are quite different from 
the aftereffects of nonreinforcement. When reinforcement 
occurs, the aftereffects would consist of stimuli associated 
with eating, such as traces of food in the mouth.
After a nonreinforced trial the aftereffects would include 
stimuli very different from those following reinforcement 
(such as searching, grooming, etc.). According to Sheffield 
(19^9)» if the stimulus aftereffects of nonreinforcement 
are still present on the next trial, and the next trial 
results in reinforcement, then the instrumental response 
would be conditioned to the aftereffects of nonreinforcement, 
and the subject would actually learn to respond to the 
stimuli of nonreinforcement. Since the extinction stimuli 
are those of nonreinforcement, the subject would have 
learned to respond during extinction. Those subjects who 
are rewarded on every trial never have the opportunity to 
respond to nonreinforcement cues and thus do not learn to 
respond to extinction stimuli.
Following some implications of Sheffield's (19^9)
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hypothesis, Grosslight and Radlow (1955) found that several 
series of trials in which a single nonreinforcement is 
followed by reinforcement would result in the PRE. In an 
attack on the aftereffects hypothesis, however, Tyler, 
Wortz, and Bitterman (1953) reasoned that if Sheffield 
were right, a simple pattern - alternating reinforcement 
with nonreinforcement - should give a greater PRE than a 
random pattern, because alternation maximizes the number 
of times nonreinforcement follows reinforcement. Their 
results showed just the opposite; alternation resulted in 
quicker extinction than did the random pattern. Also,
Tyler (1956) found the PRE in a discrimination situation 
even after a 15-minute acquisition interval and Weinstock, 
on two occasions (195^i 1958)» has found the PRE even when 
acquisition trials were spaced 2^ hours apart. On the 
basis of these and other similar studies, Lewis (i960), 
in his review of partial reinforcement, concluded that 
"at best, Sheffieldian after-effects are not important, 
contributors to the PRE, and they probably have no effect 
whatsoever" (p. 16).
In contrast to passive roles of nonreward, frustration 
theory, as developed by Amsel (1958, 1962, 196?) and Spence 
(1956, i960) views nonreward of a previously rewarded 
response as an actively punishing and aversive event. 
According to this view, nonreinforcements lead to the 
development of "frustration" only when they are preceded
12
by reinforced trials. Thus, frustration develops due to 
the subject not being reinforced after an expectancy of 
reward has been built up. Amsel (1967) views the occurrence 
of nonreward when the subject is expecting a reward as 
causing the elicitation of a primary frustrative reaction 
(Rp). The feedback stimulation from this reaction is 
aversive and is viewed as having short-term persisting 
motivational effects upon subsequent instrumental behavior. 
Amsel asserts that fractional parts of this primary 
frustrative reaction become conditioned in the classical 
manner to stimuli preceding its elicitation. Occurrence 
of this fractional response in anticipatory form is 
denoted r^ - s^. The cues, s^, from anticipatory 
frustration are principally connected to avoidance 
responses, but these connections can be modified through 
training (Amsel, 1967).
The alleged motivational effect of frustrative 
nonreward may be seen in the speeding up of responses 
occurring within a short time after the animal experiences 
nonreinforcement. The standard situation for studying 
this is the two-link runway. The rat is trained to run 
to a first goal-box for a reward;- after a few seconds 
there, the entrance is opened to a second runway, which 
it traverses for a second reward. After training on this 
two-link sequence, omission of the first reward produces 
a momentary increase in subsequent speed of running down
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the second runway on that trial. The difference in 
running speeds in the second runway following nonreward 
versus reward in the first goal-box is taken as an index 
of the size of the frustration effect (FE). As frustration 
theory would predict, the greater the anticipation of
2reward, the greater the frustration produced:by nonreward.
As applied to extinction of rewarded instrumental 
responses, frustration is presumed to act like punishment. 
Since extinction involves repeated frustration at the 
goal, the animal comes to anticipate frustration. 
Anticipatory frustration initially produces avoidance of 
the goal. However, Amsel (1967).argues that partial 
reinforcement effectively trains the animal to "tolerate 
frustration." In particular, the circumstances of such 
training result in the s^ cues becoming connected to 
approach rather than avoidance. Thus, extinction is. 
supposed to be slower following partial reinforcement, 
training because the normal means for arousing avoidance 
responses has been temporarily preempted by the approach 
habit itself.
This theory regarding extinction and partial 
reinforcement has received a fair amount of experimental 
support (see Azrin, 1964-; Wagner, 1966; Denny, 1971> e.g.) 
and it does appear that the conditions under which 
extinction and its associated stimuli occur are 
aversive (see Wagner, 1963; Daly, 1968, 1969, e.g.).
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However, traditional frustration theory provides only a 
partial explanation of extinction. In the first place, it 
really applies only to instrumental appetitive responses, 
and leaves untouched extinction phenomena in paradigms 
such as classical conditioning or instrumental escape 
conditioning. Also, there is the suggestion in experiments 
by Levy and Seward (1969) that in the two-link runway no 
FE occurs if the rat is expecting different incentives 
(food and water) in the two goal-boxes. Futhermore, studies 
using a small number of acquisition trials, revealing a 
PRE, are particularly troublesome for frustration theory 
since not many trials are given, and it would appear that 
there is not enough opportunity for "frustration" to be 
built up. Another major failing of frustration theory 
is its inability to account for certain sequential variables 
affecting persistence. Capaldi and his associates 
(Capaldi, 196?) have been able to produce different amounts 
of resistance to extinction by variations in the sequential 
pattern of R and N trials the animal experiences during 
the acquisition series. Amsel’s theory can make no contact 
with this set of facts. These latter points suggest that 
extinction is a process with multiple determinants, that 
Amsel's frustration hypothesis is probably one component 
of a viable explanation, but that for the total range of 
phenomena other mechanisms will have to be invoked.
The currently most popular alternative to a frustration
15
hypothesis appears to be a sequential hypothesis. ^Capaldi's 
sequential hypothesis of instrumental learning (196^, 1966, 
1967) is a sophisticated elaboration and refinement of two 
earlier ideas: (1) the discrimination or generalization
hypothesis (Mowrer & Jones, 19^5; Bitterman, Fedderson, & 
Tyler, 1953. Tyler, et al., 1953)» which supposes that 
subjects will persist in responding as long as they cannot 
discriminate the extinction series from an unfortunate run 
of nonreinforcements embedded within the training series, 
and, (2) Sheffield's (19^9) stimulus aftereffects 
hypothesis. The stimulus aftereffects hypothesis supposes 
that during partial reinforcement training, stimulus 
traces from N trials (denoted S^) become conditioned to 
the instrumental response because of frequent transitions 
from N trials to R trials, and therefore the SN stimuli 
prevalent during extinction will maintain responding.
Capaldi (1967) has recently revived the discrimination 
and aftereffects hypotheses by invoking a memory mechanism.
A central assumption of Capaldi's sequential hypothesis, 
which attempts to account for extinction following,partial 
reinforcement in terms of certain sequential aspects of 
R and N trials, is that N trials occasion a specific and 
distinctive internal stimulus which can be conditioned to 
a subsequent reinforced response (Capaldi, 1966). 
Specifically, this view holds that resistance to extinction 
is an increasing function of the cues characteristic of
16
extinction to evoke the instrumental response. Following
any N trial an extinction-like cue is assumed to he
present in the form of an aftereffect of N (S^) which
is available for conditioning on the following trial.
If the instrumental response executed on this subsequent
trial in the presence of SN is reinforced, the tendency
to repeat that response in the presence of SN will be
increased. With greater number, of occasions on which an
R trial follows an N trial (N-R transitions) the strength
of this conditioning will increase. During extinction,
NS will be present on every trial after the first trial 
and resistance to extinction will be an increasing function 
of the capacity of SN to elicit the instrumental response. 
Thus, resistance to extinction should be an increasing 
function of N-R transitions.
This reasoning has been supported by a number of 
discrete-trials experiments employing a runway (e.g., 
Capaldi & Hart, 1962; Spivey, 1967). However, as reported 
above, a simple pattern - alternating reinforcement with 
nonreinforcement and thus maximizing the number of times 
one follows the other - results in quicker extinction 
than does a random pattern (Tyler et al., 1953). Capaldi 
(1966) thus gives important consideration to an additional 
sequential variable, N-length (defined by the number of 
successive N trials preceding an R trial). Here, support 
for the sequential theory comes from a series of studies
17
investigating sequence effects on resistance to extinction 
after training with varying amounts of partial reward. 
Generally, large amounts of reinforcement lead to greater 
resistance to extinction under a partial schedule than 
small amounts (cf. Robbins, 1971). However, it has been, 
demonstrated thatthe critical variable is the number of 
nonreinforcements preceding a large amount of reinforcement; 
this condition leads' to greater resistance to extinction 
than groups given the same number of small and large 
rewards and nonreinforcements, except in a different order 
(Capaldi, 1970; Capaldi & Lynch, 1968; Capaldi & Minkoff, 
1969; Leonard, 1969). Amsel had earlier (1967) suggested 
that sequential variables are crucial with massed trials, 
but with relatively spaced trials a frustrative view is 
appropriate. However, some of the partial reward-sequence 
studies mentioned above have provided support for a 
sequential hypothesis employing one trial per day. It 
thus appears that these two variables, N-R transitions 
and N-length, are the major determiners of resistance to 
extinction (Capaldi, 1966, 1967).
A sequential hypothesis is able to explain a wide 
variety of phenomena not deducible .from other hypotheses, 
and appears to capture the major aspects of extinction 
effects. Sequential theorizing, however, has been applied 
thus far only to a relatively restricted number of learning 
situations, such as the traditional straight alley runway
18
paradigms, and seems at the moment to be thereby restricted 
by these paradigms. The implications of a sequential 
approach are not necessarily procedure-bound, though.
The present study is an attempt to determine if a sequential 
approach will prove to have merit when applied to a free- 
behavior situation.
The apparatus most widely used in discrete-^ trials 
experiments on simple instrumental learning is the runway, 
which leaves much to be desired from the standpoint of 
efficiency and phyletic generality. The runway is 
cumbersome and requires a considerable expenditure of 
time and effort in work with any animal. Another type 
of paradigm commonly employed to study instrumental 
conditioning is the free-responding operant chamber. 
Free-operant situations offer a number of advantages 
over instrumental runways, such as freedom from experimenter 
produced variability, easily manipulable and physically- 
homogeneous response chains (series of S-R units followed 
by a terminally reinforcing event), extensive control and 
manipulable potential of both the inter- and intra-trial 
stimulus situation, and high efficiency due to its 
conduciveness to automatic data acquisition and analysis. 
Thus, if a free-operant situation could be converted to 
a discrete-trials situation, results comparable to those 
from runways could be obtained without sacrificing the 
numerous advantages of the operant-conditioning chamber.
/The main purpose of the present study, therefore, is to 
establish an operant analogue for a discrete-trials 
situation in an attempt to extend Capaldi's sequential 
hypothesis of instrumental learning (1967) to a free- 
behavior situation,'
In a paper considering some of the functional 
relationships between free-operant and discrete-trials 
paradigms, Platt (1971) contends that "the problem at 
any stage of development of an area of scientific knowledge 
is one of distinguishing the number of distinct paradigms 
which maximizes generality without producing.a chaos of 
empirical inconsistencies" (p. 137). The paradigm 
distinction between instrumental and operant conditioning, 
however, has been a largely ignored issue in behavior 
theory as the two paradigms have emerged from the work 
of groups differing with respect to procedure, apparatus, 
and perhaps most crucial, their theoretical basis. As 
Platt suggests, the distinction between discrete-trials 
and free-behavior situations may, at any given time, need 
to be respected as a process distinction so as to allow 
for the development of a consistent body of empirical laws 
for each paradigm. At some point, however, an attempt 
must be made at an integration of these two sets of laws 
in that the search for generality and order will not be 
completed as long as they are posed as independent.
In the last 15 years there has been a surge of
2 0
discrete-trials studies using typically free-operant 
situations such as lever pressing and key pecking in 
operant chambers. These studies come both from the 
discrete-trials camp (e.g., Platt, Senkowski, & Mann,
1969; Porter & Hug, 19&5) an<* from operant investigators 
/(e.g., Jenkins, 1970; Zimmerman, 1960)/ As one purposp 
of the present study is to attempt to establish an operant 
analogue for a discrete-trial, the commonalities of these 
two paradigms should be made specific. To the extent, 
that this is not possible, essential differences should 
clearly be shown. Therefore, a brief review of discrete- 
trials studies using operant situations will be presented.
7 Partial reinforcement in a runway is not directly 
comparable with an intermittent schedule of reinforcement 
in a free-operant situation because the running response 
is controlled discriminately by the opening of the start-box 
door and is not free to occur at other times. When a 
response is controlled by a discrete external discriminative 
stimulus, however, it is possible to introduce a type of 
intermittent reinforcement different from that typically 
involved in an interval or ratio schedule in a free-operant 
situation. The SD can be made to "set up" reinforcement 
only on a certain proportion of the occasions when it is 
presented, even though it leads to the occurrence of the 
response on all occasions.1 ^In an early attempt to establish' 
a link between intermittent reinforcement and partial
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reinforcement, Zimmerman (I960) ran two groups of rats under 
different schedules of intermittency in a lever pressing 
situation. After a period of initial discrimination 
training (continuous reinforcement for all subjects) one 
group was exposed to a schedule in which the first response 
following the presentation of the was reinforced on some 
occasions. The other group was required to make a run of 
responses following the to produce reinforcement on some 
occasions. A two-mirtute time-out (TO) followed the 
completion of the response requirement for both groups 
(i.e., the houselight was turned off). Random R/N ratios 
were always used.. As compared with initial discrimination 
training performance, Zimmerman reported that the latency 
of the first response following the tended to increase 
and become more variable for all of the (14) subjects, 
although the overall performance was maintained. These 
results are consistent with the finding that partial
reinforcement in a runway tends to.increase latency time
■ f(cf. Robbins, 1971)* Zimmerman concluded that intermittent 
reinforcement of the connection between a discrete external 
discriminative stimulus and reinforcement in a free-operant
situation has effects similar to.those of partial
\reinforcement in the runway.
Roberts, Bullock, and Bitterman (1963) tested 
resistance to extinction in the pigeon without an 
(associated with reinforcement) presented on N trials.
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Using three groups of pigeons in a key pecking situation, 
a trial for each began with the illumination of the key.
A peck to this key turned off the illumination and, on 
R trials, resulted in four-seconds access to grain followed 
by a six-second intertrial interval (ITI) during which the 
chamber was dark; on N trials, the ITI began immediately.
One group received continuous reinforcement, another 50$ 
random reinforcement, and the third 50$ single alternating 
reinforcement. Roberts et al. found that resistance to 
extinction was greatest for the random group, and greater 
for the single alternating group than for the continuous 
reinforcement group. These results are consistent with 
the finding that a random schedule of R and N trials in 
a runway paradigm will produce more resistance to extinction 
than the alternating schedule (Tyler et al. , 1953). In the 
rat, resistance to extinction is increased by,partial 
reinforcement under both free-operant and discrete-trials 
conditions. Prior to the Roberts et al. study, this effect 
had been demonstrated in the pigeon under free-operant 
conditions (Jenkins, McFann, & Clayton, 1950), but not 
under discrete-trials conditions.
Experiments by Notterman (1951)» Weinstock (195^. 1958), 
and Bacon (1962) show that resistance to extinction in the 
rat varies inversely with percentage of reinforcement over 
a rather wide range.- Lawrence and Festinger (1962) 
maintain that the critical factor in this relationship
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is not percentage of reinforcement per se, but total number 
of N trials. They offer in support of this view the results 
of an experiment in which percentage of reinforcement and 
total number of N trials were varied factorially for groups 
trained with partial reinforcement, while number of trials 
was varied for groups trained with consistent reinforcement. 
As plotted by Lawrence and Festinger (1962), their results 
show resistance to extinction increasing with number of 
N trials, independently of percentage. It should be noted, 
however, that number of nonreinforcements was confounded 
with number of reinforcements as well as with number of 
training trials in this experiment.
Capaldi and Stanley (19&5) employed extensive 
acquisition training and a locomotor response in the 
runway in an attempt to determine the critical factor 
in the relationship between resistance to extinction and 
percentage of reinforcement. They ran two groups of rats, 
one receiving 6l$ rewarded trials and long N-lengths, and 
the other receiving k 6 %  rewarded trials and short N-lengths. 
The 6ltfo rewarded (long N-length) group was found to be 
more resistant to extinction than the k 6 f o rewarded 
(short N-length) group, even though they received a. 
higher percentage of R trials. It thus appears that the 
critical factor in this relationship between resistance 
to extinction and percentage of reinforcement is neither 
percentage nor total number of trials, but number of
Zk
nonreinforced trials in succession (i.e., N-length).
This notion had previously been tested and supported 
in a study: which employed extensive acquisition training 
and discrete-trials in an operant situation. Gonzalez and 
Bitterman (196*0 trained five groups of rats in discrete 
trials to press a retractable lever. One group was 
consistently reinforced; for the other four (partially 
reinforced) groups, percentage and distribution of 
reinforcement were varied factorially. They reported 
that resistance to extinction of a given response varies 
with the similarity of the conditions under which the 
response has been reinforced in trainings the greater the 
resemblence, the greater resistance to extinction and the 
less resemblence, the less resistance to extinction. 
Specifically, Gonzalez and Bitterman found that resistance 
to extinction increased with number of successive 
nonreinforcements in training, but was not significantly 
affected by percentage of reinforcement alone, or by 
total number of nonreinforcements in training. These 
results, obtained in a discrete-trials operant situation, 
are consistent with thos.e of Capaldi and Stanley (I965K  
obtained in the runway. Later, Gonzalez, Graf, and 
Bitterman (1965) obtained similar results in discrete- 
trials partial-reinforcement experiments of factorial 
design. They found the pigeon's resistance to extinction 
(in a key pecking situation) to be a function of the
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pattern of partial reinforcement (resistance to extinction 
was greater after long as compared with short runs of 
nonreinforced trials in training).
Bloom and Capaldi (1961) investigated the behavior of 
rats in relation to complex patterns of partial reinforcement, 
in the runway. Using a single alternating schedule of 
reinforcement they reported that running speed was faster 
on JR trials than on N trials. Similarly, Bloom and Smith 
(1965) reported that the reaction of rat subjects to a 
single alternation pattern of partial reinforcement in a 
free response bar-pre.ss situation was not substantually 
different from that in a straight runways latency to the 
first response was greater on N trials than on R trials 
in their study.
/The pattern of responding during free-operant 
extinction has been shown to be quite unlike the response 
patterns in discrete-trial runway extinction. In free- 
operant conditioning, Williams (1938), Perin (19^2),
Miles (1956), and Dyal and Holland (19&3) found 
resistance to extinction to be an increasing function 
of the number of acquisition trials on 100$ reward, while 
Denny, Wells, and Maatsch (1957) obtained similar results 
using ^:1 fixed-ratio reinforcement. Hill and Spear 
(1963)» in a runway study, found a positive relationship 
between number of training trials and resistance to 
extinction early in extinction, but no evidence of this
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relationship in later extinction. The results of a 
substantial number of other straight-alley investigations 
(e.g., Bacon, 1962; Clifford, 1968; Ison & Cook, 196^;
North & Stimmel, I960; Siegal & Wagner, 1963; Traupmann, 
1972) support the conclusion that resistance to extinction 
is a nonmonotonic, inverted U-shaped function of the amount 
of. acquisition training. The reasons for the differences 
in the functions relating the amount of training to 
resistance to extinction obtained in runways and free- 
operant situations have not been clearly defined. An 
approach to this problem adopted by several investigators 
has been to attempt to make the free-response task more 
similar to the typical runway situation through the use of a 
discrete-trial lever-pressing procedure. The results of 
these experiments, however, have not been consistent.
While some have been able to demonstrate that resistance 
to extinction is a nonmonotonic, inverted U-shaped function 
of the amount of acquisition training in the context of 
discrete-trial lever pressing (Barnes & Tombaugh, 1970; 
Tombaugh, 1967; Wolach, 1970), the number of acquisition 
training trials necessary to produce a decrement in 
resistance to extinction (720) was approximently 10 times 
that required to obtain the effect in the runway. Other 
attempts have not been successful (Porter & Hug, 1965a, 
1965b; Uhl & Young, 1967).'
For example, Porter and Hug (1965b) used a discrete-
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trial, lever-pressing response as an analogue to the runway 
response in order to effect a comparison between these 
dissimilar response situations. Each response chain of 
16 bar presses was followed by a 30-second ITI, this 
sequence constituting a trial. For half of the subjects 
reinforcement occurred on a randomly selected 50$ of the 
acquisition trials; the other subjects received continuous 
reinforcement. Porter and Hug obtained extinction 
performances after 100$ reward resembling those of free 
operant conditioning more than those of runway experiments; 
In addition, the 100$ reward group showed no less resistance 
to extinction than the 50$ subjects. While Porter and Hug's 
results do not account for the difference in resistance to 
extinction observed in free-operant and discrete-trial 
responding* they do point out that the introduction of a 
discrete trial is not sufficient to change bar-pressing 
behavior to that expected in the discrete-trial runway.
The results of the preceding studies, though for 
the most part fairly consistent with findings from 
traditional runway studies, do not in and of themselves 
provide strong support for an operant analogue for a 
discrete-trial. Previous integrative attempts have made 
fairly indiscriminate use of both free-operant and 
discrete-trial paradigms without regard for possible 
implications of their differences. A number of studies 
reviewed did not employ an SD associated with reinforcement
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on N trials (Bloom & Smith, 1965; Gonzalez & Botterman,
196^; Porter & Hug, 1965; Roberts et al., I963). These 
and other studies (Gonzalez, Bainbridge, & Bitterman,
1966; Still & MacMillan, 1976; Zimmerman, i960) also 
assumed that discrete-trial procedures are simply operant 
discriminations or discriminated TO procedures. Platt 
(1971) suggests that considerably more than this is 
involved in transition from customary discrete-trial 
situation's to an operant paradigm.
Platt (1971) and Bitgood and Platt-(197.1) investigated 
the ability of certain stimulus relationships to maintain 
and pattern behaviors, and the consequences of various 
operations of reinforcement omission in both free-operant 
and discrete-trials paradigms, in order to assign functional 
significance to similarities and dissimilarities between 
them. As a result, Platt concluded that given enough care 
in the design of reinforcement schedules, adequate analogues 
of discrete-trial procedures can be used within the operant 
situation to study the same problem. Given the appropriate 
controls, the study of persistence within operant procedures 
may lead to a better understanding of what the. apparently 
distinct areas of research may or may not have in common. 
According to Platt, certain requirements must be met in 
order to establish an operant analogue for a discrete-trial.
One of these requirements involves stimulus control 
of responding. Knarr and Collier (1962) proposed the
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existence of two distinct classes of responses; one under 
internal stimulus control in which the chaining stimuli are 
those produced by the preceding response, and one under 
external stimulus control in which the responses are chained 
by external stimuli. According to Knarr and Collier, the 
first class contains repetitive.serial reflexes of fixed, 
genetically determined topography, such as running (as 
typically found in discrete-trials situations). These 
responses are not chained by external stimuli (though they . 
can be brought under control of an SD , e.g., a start-box 
door) and act as a unit, occurring in bursts of constant 
rate. yThe second class contains responses of novel flexible 
evolutionary topography, such as sequential discrimination 
behavior (as typically found in free-operant situations). 
These responses are chained by,external stimuli, and it 
is the individual response that acts as a unit. This latter 
group, however, can shift from external to internal control 
with extensive training, for example, under conditions of 
fixed-ratio (FR) schedules of reinforcement (Knarr &
Collier, 1962). It therefore appears that common parameters 
for the comparison of operant and discrete-trials data 
could only be identified after the operant performance . 
had been well established!
The second of the requirements involves stimuli 
distinctively associated with reward; discriminative 
stimuli contingent upon behavior sequences identical to
reinforced ones will themselves acquire maintaining and 
patterning properties (Hendry, 1969). Kelleher (1966) has 
provided a clear notational system for this issue of 
"schedules of schedules" labelling them "second-order 
schedules." In a second-order schedule, each, of several 
component schedules must be completed before reinforcement 
is delivered (Reynolds, 1968). A runway single alternation 
experiment may thus be viewed as fixed ratios of fixed 
distance schedules or FR(FD). Similarly, a situation in 
which every 15th lever press produces either reward or 
nonreward on a random schedule would be denoted VR2(FR15). 
It is functionally significant to conceive relationships 
between, free-operant and discrete-trial paradigms in terms 
of second-order schedules, as this system emphasizes a 
number of factors, identifiable in both, which appear to 
be important to their integration. These factors includes 
(a) the nature of the first- and second-order schedule 
components, (b) the presence or absence of a stimulus 
change at the end of the first-order component, (c) whether 
or not this change is the same on R and N occasions,
(d) whether this stimulus change involves a TO, and,
(e) whether successive second-order schedules are 
distinctly cued (cf. Platt, 1971)* It thus appears that 
the contingency of stimuli distinctly associated with 
reinforcement must be maintained to convert free-operant 
extinction performance to that typical of discrete-trials.
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The final requirement concerns terminators of first- 
order schedule components in discrete-trial and free-operant 
paradigms, that is, ITI’s and their relationship to free- 
operant TO's. In a discrete-trials procedure, ITI's occur 
always and only at the end of a first-order component and 
any additional responding is prevented (i.e., the subject 
is removed from the goal-box). "'Therefore, any free-operant 
attempt to simulate a discrete trial should be prepared to 
demonstrate that the subject is not responding at the end 
of a first-order component^.
Previous integrative attempts, in addition to making 
diverse use of the two paradigms, have not controlled for 
the sequence of R and N trials, and thus face difficulty 
when trying to explain certain extinction effects. For 
example, employing a within-subjects simultaneous 
discrimination design in a two-bar operant chamber in 
order to examine the PRE, .Still and MacMillan (1976) 
correlated one bar with continuous reinforcement and the 
other with 50% random reinforcement. Though they reported 
a PRE, it cannot be accounted for by a sequential hypothesis 
since the probability of subjects being exposed to 
continuous or partial reinforcement conditions.was 
controlled, not the sequence of reinforcement in the 
partial reinforcement condition itself.
Pavlik and Carlton (1965)» in an experiment comparing 
partial and continuous reinforcement schedules on both a
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between- and within-subjects basis (in a lever-pressing 
situation) reported a reverse PRE when the within subject 
comparison was made. That is, subjects that were exposed 
to both continuous and (random) partial reinforcement 
schedules showed higher terminal acquisition, performance 
in the partial reinforcement condition, but showed greater 
resistance to extinction in the continuous reinforcement 
condition. Pavlik and Carlton concluded that this reverse 
PRE was due to a depression of performance in the partial 
reinforcement condition without a comparable depression of 
performance in the continuous reinforcement condition. 
Later, Pavlik and Collier (1977) obtained similar results 
signalling magnitude of reward (large or small) and 
schedule of reinforcement (continuous or partial) during 
trials. Operating under the assumption that the effect of 
partial reinforcement in a discrete-trials situation 
depends on reinforcements per trial rather than on 
reinforcement per unit response, Pavlik and Collier 
required rats given acquisition and extinction training 
in discrete lever-pressing trials to complete a fixed ratio 
of responses on a retractable lever to end each trial.
They reported greater resistance to extinction.with 
continuous than with (random) partial reinforcement 
(a reverse PRE) at both magnitudes of reward.
While it is not possible for Amsel's frustration 
theory (Amsel, 19^7) to predict the reversed effect
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within subjects, the sequential theory of the conventional 
effect between subjects (Capaldi, 1967)* as extended by 
Mellgren and Dyck (1972) and Rudy, Homzie, Cox, Graeber, 
and Carter (1970), does predict both the reversed effect 
within.subjects under certain conditions and the 
conventional effect within subjects under other conditions. 
The conditions determining which outcome occurs involve 
the way in which transitions from nonreward to reward 
(N-R transitions) during acquisition are correlated with 
shifts between the discriminanda used to signal the 
continuous and partial reinforcement schedules. Such 
correlations of N-R and schedule transitions were not 
controlled by the particular counterbalancing techniques 
used to generate trial sequences in the Pavlik, and Collier 
(1977) study, leaving indeterminate the relevence of their 
results to sequential theory. Similarly, Pavlik and 
Carlton (1965) may have unwittingly obtained a sequential 
effect. Still other integrative attempts which did not 
control for the sequence of R and N trials include Bitgood 
and Platt (1971)1 Platt and Senkowski (1970a), and Pavlik, 
Carlton, and Manto (1965)* The present study, in addition 
to meeting the requirements for an operant analogue for 
a discrete-trial set forth above, is designed to test the 
sequential hypothesis in a free-operant situation by 
equating the reinforcement density between two partial 
reinforcement groups and controlling for the number of
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N-R transitions experienced by each„^
The runway, a discrete-trials situation, typically
involves a relatively fixed amount of homogeneous responding
(steps) terminating in reinforcement or nonreinforcement
(Keller & Schoenfeld, 1950). Ideally, a homogeneous
behavior sequence (HBS) may be defined as a series of
substantually identical S-R units followed by some
Rterminally reinforcing event (S ). Platt and Senkowski
(1970b) proposed that by HBS is meant a terminally
reinforced series of S-R units which differ only in respect
to response-correlated stimuli. Under this definition a
runway approximates an HBS to the extent that exteroceptive
stimulation is constant throughout the runway, and inertial
properties of the locomotor response are disregarded.
According to Platt and Senkowski, however, a somewhat
better approximation is probably obtained with free-operant
or discrete-trials ratio schedules in operant chambers
where possible heterogeneity should be limited tb the first
response of a sequence. Both the runway situation and FR
schedules in operant chambers have typically been designed
in such a way that a perfect negative correlation exists.
between the time an organism spends executing the response
R +requirement and the immediacy with which S is obtained.
The present study therefore utilizes an FR schedule of 
reinforcement as a reasonable, representation of the 
intratrial structure.in the runway.
V CHAPTER II 
METHOD
Subjects. Twelve experimentally naive, male, adult 
Columba pigeons were used in this research. Six of the 
pigeons were obtained from Mogul Ed, Oshkosh, Wisconsin 
in the fall of 1977- They were housed in single cages in 
the animal behavior lab at Fort Missoula with food, grit, 
and water freely availible until they were used in this 
research. The remaining six pigeons were obtained from 
Mogul Ed in the winter of 1978. All of the pigeons were 
housed in individual cages throughout the experiment.
Water and grit were freely availible. For any particular 
bird the experimental treatment began by reducing the 
animal's food intake until it weighed 80^ of its previously 
established free feeding weight. The pigeons were then 
maintained at 78% to Q Jfo of their individual free feeding 
weights throughout the experiment.
Apparatus., The experimental sessions were conducted 
in a modified, three key, operant conditioning chamber.
The interior measurements of the apparatus were similar 
to commercially manufactured pigeon operant chambers 
(30.^ cm X J k . k  cm X 33*8 cm). One wall of the chamber 
(intelligence panel) contained a rectangular opening 
62.5 mm X ^6.8 mm. This rectangular opening was centered
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on an imaginary line bisecting the intelligence panel into 
a left and right side. The opening was 7 5  mm above the 
floor and was used by the pigeon to obtain grain when the 
grain hopper was in the raised position. Only the center 
key was used (the two side keys were dark and inoperative 
throughout the experiment). A ventilation fan served to 
mask extraneous sounds. Control and recording equipment 
were located in a nearby room.
Procedure. All pigeons began the weight reduction 
stage of the experiment on the same day. Due to large 
individual differences in the rate of weight loss, reduction 
to 80fo of free feeding weight took from 8 to 15 days in 
various subjects. On the third day after the last subject 
reached 80$ of his free feeding weight, all subjects 
received a grain hopper training session, and were 
subsequently autoshaped to peck a white key according to 
the procedure described by Brown and Jenkins (1968).
Once reliable responding was established, the subjects 
received two sessions of exposure to a procedure in which 
the response ratio was gradually increased from one to 
20 keypecks.
After this initial shaping, all subjects received 
four trials per day in a pretraining condition. Each trial 
began with the (white) illumination of the center key. The 
20th peck to this key resulted in the offset of the key 
illumination and the simultaneous presentation of grain
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reinforcement accompanied by the hopper light. At.the end 
of eight-seconds of grain and hopper light presentation, 
the center key was illuminated again, signalling the start 
of another trial. In the second-order schedule notation 
of Kelleher (1966) this condition is denoted FR1(FR20).
The houselight was always on. This procedure was in effect 
for 12 days (each subject received ^8 trials).
Following this pretraining condition, the subjects 
were matched for response speed and divided into three 
groups of four subjects each: Group RR (control group), 
Group RN, and Group NR. Each trial for all subjects began 
with the (white) illumination of the center key. The 
20th peck to this key resulted in the offset of the key 
illumination and the simultaneous presentation of grain 
reinforcement accompanied by the hopper light (Sp) on 
R trials. At the end of eight seconds of grain and hopper 
light presentation the center key was illuminated again, 
signalling the start of another trial. The same procedure 
was in effect for N trials except no grain reinforcement 
accompanied the hopper light. The houselight was always 
on. Subjects received four trials per day for 12 days.
For Group RR, all of these (^8) trials were R trials: 
FR1(FR20). For Groups RN and NR, the four trials per 
day consisted of three R-trials and one N-trial:
FRty/’3( FR20). Group RN received the N trial on the last 
trial of each day, preceded by three R-trials (RRRN) and
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thus was not exposed to any N-R transitions. Group NR, 
on the other hand, received the N-trial on the first trial 
of each day, followed by three R-trials (NRRR) and thus 
was exposed to a total of 12 N-R transitions.
Following this experimental training, all subjects 
received four N-trials per day for 10 days. This condition 
was denoted as EXT(FR20). The dependent measures were 
response latency (time between illumination of the center 
key and the first key peck), ratio time (time between the 
first key peck and completion of the ratio), and total 
time (time required to make 20 keypecks). All■times were 
converted to speeds (one/second).
CHAPTER III 
RESULTS
Figure 1 shows the mean latency, ratio, and total 
response speeds for all 12 pigeons during the continuous 
reinforcement training phase of the experiment (Phase I).
It can be seen that the subjects rapidly acquired 
near-asymptotic responding, and did not show much of 
an increase in response speed after the second session.
Asymptotic acquisition performance was evaluated by 
analyzing speeds on the last day of acquisition (Phase II). 
This analysis revealed a nonsignificant main effect for 
Groups on all measures (Fs (2,9) - 1.57» .0^, and .23 for 
latency, ratio, and total, respectively; all ps > .25).
These results indicate that the three groups were performing 
at essentially the same level during the terminal stages 
of acquisition. An additional repeated measures analysis 
involving the first and last day of Phase II as the repeated 
factor indicated that no significant increase in total speed 
took place over the course of acquisition (e.g., F (2,9) =
•31» P > .5)•
The extinction data provide no confirmation for the 
predictions stated earlier. Figures 2, 3, and 4- show the 
mean latency, ratio, and total response speeds, respectively, 
for each group during acquisition (Phase II) and extinction
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(Phase III). From these-figures it is clear that not only
was there no sequential effect obtained (i.e., Group NR
was not more resistance to extinction than Group RN),
there was also no PRE (i.e., Group RR was not less
resistance to extinction than Groups RN and NR). These
conclusions were supported by a 3 X 10 analysis of variance.
Schedule (RR vs RN vs NR) was not a significant main effect
(F (2,9) = .07, .18, and .09 for latency, ratio, and total
measures, respectively; all ps > .5). There was also
evidenced an increase in latency response speed for all 
»
three groups during the first four-to-fiye days of 
extinction (see Figure 2, Phase III).
CHAPTER IV 
DISCUSSION
The present experiment examined resistance to 
extinction as a function of N-R transitions using pigeons 
in a free-operant situation. It was predicted that a 
partial reinforcement group experiencing N-R transitions 
would be more resistant to extinction than a partial 
reinforcement group not experiencing N-R transitions, 
thereby extending Capaldi's sequential hypothesis of 
instrumental learning to a paradigm other than the runway» 
and to a species other than the rat. No difference was 
found, however, between the two partial reinforcement 
groups in the present experiment. This principle finding 
is, of course, different from the results of investigations 
of the same variable in typically discrete-trial situations 
(e.g., Capaldi & Hart, 1962; Spivey, 1967) .  7An additional 
finding was that consistent reinforcement led to the same 
amount of persistence as did partial reinforcement.' This 
conflicts with what one normally would expect to be the 
predictions of most current theories of instrumental 
appetitive conditioning.
/From the present results, it can either be concluded 
that sequential theory is not extendable to a free-operant 
situation and fundamentally different laws may be needed
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for discrete-trials and free-operant paradigms, or, that 
the present procedure was not entirely analogous to a 
discrete-trials situation' The most likely possibility 
is that some aspect(s) of the present procedure may be 
able to account for the failure to find analogous results 
since the complete absence of a PRE contrasts sharply with 
results both from discrete-trial and operant camps.
One of the difficulties facing an experimenter who 
uses partial reinforcement (PR) schedules is that of 
training a naive subject to respond when only a certain 
proportion of the responses are actually reinforced. As. 
Jenkins and Stanley (1950) have pointed out, many 
investigators in overcoming this difficulty have adopted 
the procedure of using continuous reinforcement (CR) at 
the beginning of acquisition, and continuing to reinforce 
every response until the response tendency attains some 
minimal strength. At this stage the continuous reinforcement 
of the response is discontinued and the partial schedule 
brought into effect for the first time. The present 
experiment employed this strategy so that the operant 
performance would become well-established and (presumably) 
more analogous to the running response found in the 
discrete-trial runway.
Although the convenience and expediency of this 
procedure cannot be questioned, experimental results 
reported by Theios (1962), Jenkins (1962), Sutherland,
Mackintosh, and Wolfe (1965), and Hothersall (1966) provide 
a basis for a critical assessment of its validity. Theois 
(1962) and Sutherland et al. (1965)» using rats in a runway, 
found that resistance to extinction was almost as great 
when.CR training was given after PR as when PR training 
alone was given. However, they also reported that giving 
CR training before PR significantly reduced resistance to 
extinction. Jenkins, using pigeons in an operant chamber, 
and Hothersall, using rats in a lever-pressing situation, 
also found that CR training before PR leads to a large 
reduction in resistance to extinction. These findings may 
be able to account for the complete absence of a PRE in 
the present study. The administration of CR training before 
PR may have also had a large enough effect in the present 
study to overcome any potential sequential effect,.
^Hothersall went as far to argue that in any experiment in 
which the effects of different reinforcement schedules 
upon resistance to extinction are being compared and 
assessed, the procedure of giving the PR groups a number 
of consistently reinforced trials at the beginning of 
acquisition should not be adopted^
The interpretation of the above results, however, was 
compromised by the fact that the experimental groups were 
running (responding) at significantly different speeds at 
the end of acquisition. That is, in all of the above 
mentioned studies, the groups with CR training before PR
were running significantly slower at the end of acquisition
than the other groups. Theois and McGinnis (1967) repeated
portions of the Sutherland et al. (1965) experiment and
found that, when the extinction data were adjusted for
kdifferences in terminal acquisition, the group with CR 
training before PR was actually more persistent than a group 
with PR before CR. Dyal and Sytsma (1976) reported similar 
results with rats in a runway. Dyal and Sytsma also 
reported that all of their groups that had experience with 
nonreward prior to extinction were more persistent than a 
CR group; that is, the usual PRE was obtained for all groups. 
It thus appears that the absence of any PRE in the present 
experiment cannot be accounted for by the administration 
of CR training before PR. (That CR training before PR 
leads to greater resistance to extinction than CR following 
PR is not inconsistent with theoretical interpretations 
of the PRE involving conditioning of the instrumental 
response to stimuli or stimulus traces from nonreward.)
The failure to find any differences between groups must 
be attributable to some other aspect of the procedure 
employed..
One of the requirements for establishing an operant 
analogue for a discrete-trial was that the contingency of 
stimuli distinctively associated with reinforcement must 
be maintained (Platt, 1971). To satisfy this requirement, 
the present experiment utilized the food-hopper light as
the stimulus distinctively associated with reinforcement 
on both R and N trials. However, stimuli which initially 
do not influence behavior can acquire the power to reinforce 
behavior by being associated with primary reinforcement; 
provided that a stimulus is discriminable and commands 
attention (as the food-hopper light in the present 
experiment), it can become a conditioned reinforcer 
(Reynolds, 1968).
It has been shown that a conditioned reinforcer can 
facilitate responding (e.g., Miles, 1956; Denny, Wells, & 
Maatsch, 1957; Crowder, Morris, & McDaniel, 1959; Kelleher, 
1961; Zimmerman, 1963; Dutch, 197*0. Miles (1956) 
investigated the relative strength of conditioned 
reinforcers using rats conditioned in an operant chamber 
with food-pellet rewards which were associated with a light 
and the click of the food-delivery mechanism. Half the 
animals were extinguished with light-click present and 
half without. Miles reported that the median of the group 
extinguishing with the conditioned reinforcers was higher 
than that of the group which underwent extinction without 
them. Crowder et al. (1959) also investigated the influence 
of conditioned reinforcement on resistance to extinction, 
but in addition controlled for possible direct facilitating 
effects of the stimulus. Fifteen pairs of rats were given 
magazine training (in an operant chamber) in which a 
light-buzzer signal was paired with food. The subjects
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were then lever-trained and subsequently subjected to 
extinction. During extinction, each response by an 
experimental subject was followed by the presentation 
of the signal not only to it but also to a control subject. 
The procedure was intended to equalize any effects of the 
sheer occurrence of the signal during the extinction period. 
Crowder et al. found clear evidence of conditioned 
reinforcement, with the experimental subjects responding 
almost twice as frequently as the controls. Later,
Zimmerman (1963) intermittently reinforced pigeons with 
food for pecking one key in an operant chamber. Concurrent 
pecking at a second key intermittently produced conditioned 
reinforcers (the set of stimuli, that accompanied food 
reinforcement, but not the food). Under these conditions, 
Zimmerman found that responding on the second key was 
maintained indefinitely.
It appears that the use of a hopper light as the 
stimulus distinctively associated with reinforcement in 
the present experiment may have increased the resistance 
to extinction of the three groups (i.e., facilitated 
their responding during extinction), thereby overcoming 
any possible sequential or partial reinforcement effect.
Any future attempts to establish an operant analogue for 
a discrete-trial should employ a less powerful 
(e.g., the feedback click of the food-delivery mechanism 
without the light).
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It is interesting to note the increase in latency 
response speed (from acquisition to extinction) for all 
three groups during the first few sessions of extinction 
(see Figure 2). This finding is not consistent with 
predictions that frustration theory (Amsel, 196?) would 
make; a frustration hypothesis would predict that any 
increased "vigor" in responding (FE) would not appear 
during the initial trials of extinction hut would develop 
gradually and become more evident during the later trials. 
This increase, however, is not in agreement with results 
from studies employing traditional discrete-trial 
procedures, and perhaps may be accounted for by the lack 
of a TO in the present experiment, The offset of the 
hopper light coupled with the re-illumination of the key 
simultaneously signalled the end of one trial and the 
start of another (the terminators of the first-order 
schedule components). On R trials, subjects' heads were 
located in the food-delivery mechanism at the end of one 
trial (and the start of another). With three R trials per 
day for two of the groups (Groups RN and NR) during 
acquisition and four R trials per day for the control 
group, latency speeds may have been decreased by the time 
it took for a subject to get his head from the hopper 
mechanism to the key. During extinction, with no grain 
to be obtained, the subjects' heads were not in the hopper 
mechanism but instead the pigeons were attending to the
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key. Hence, the observed increased in latency response, 
speeds during the first part of extinction. Future analogue 
attempts should take this into consideration and employ 
either a TO or a "between-trial-delay"; that is, a 
condition in which the houselight would remain on but 
the key would not be re-illuminated until some specified 
time had passed after the hopper light had been turned off. 
This would allow for the subjects to be attending to the 
key at the start of a trial during acquisition, and would 
thus be more similar to the extinction condition (and 
also more similar for all of the groups).
Still another aspect of the present procedure which 
may account for the obtained results has to do with the 
magnitude of reward employed. Discrete-trial studies 
typically employ a fixed-amount of reinforcement on each 
trial while free-operant studies employ a fixed amount of 
time subjects have access to reinforcement. Several studies 
have demonstrated the importance of the magnitude of reward 
variable (e.g. , Capaldi, 1970; Capaldi & Lynch., 1968; 
Leonard, 1969) and PRE',s are reported to be more robust 
with larger magnitudes of reward. Perhaps the eight-second 
access to grain allowed on each trial in the present 
experiment was not a large enough magnitude to allow for 
not only the PRE to occur but also for any sequential effect 
to occur.
The present study failed to extend sequential theory
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to a free-operant situation, but also failed to provide 
support for the notion that fundamentally different laws 
are needed for.discrete-trials and free-operant paradigms. 
Any number of variables could potentially account for 
the failure to find positive results, and exactly what 
variables might be responsible for the present results 
is an open question, currently under investigation in this 
laboratory.
CHAPTER V 
SUMMARY
A sequential hypothesis, which attempts to account 
for extinction following partial reinforcement in terms 
of certain sequential aspects of reinforced (R) and 
nonreinforced (N) trials, appears able to explain a wide 
variety of phenomena not deducible from other hypotheses 
(frustration hypothesis, e.g.). Sequential theorizing, 
however, has been applied thus far only to a relatively 
restricted number of learning situations, such as the 
traditional straight alley runway paradigms, and seems at 
the moment to be thereby restricted by these paradigms.
The present investigation's purpose was to establish an 
operant analogue for a discrete-trial in an attempt to 
determine if a sequential approach would prove to have 
merit when applied to a free-responding situation.
Three groups of four naive, male, adult Columba 
pigeons were shaped to peck the center key in a Skinner 
box on a fixed-ratio 20 schedule of reinforcement. All 
groups received four trials per day for 12 days of training, 
12 days of acquisition, and were subsequently tested on 
four nonrewarded trials per day for 10 days of:extinction. 
Each trial for all subjects began with the illumination 
of the center key. The 20th peck to this key resulted in
5^
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eight-seconds of grain presentation accompanied by the 
hopper light and the offset of the key illumination on .
R trials. The same procedure was in effect for N trials 
except no grain was presented. At the end of this eight- 
second period, the center was illuminated again, signalling 
the start of another trial. The houselight was always on. 
In acquisition, Group RR received all R trials (same as 
the training condition); Group RN received 12 N trials 
with no N-R transitions; Group NR received 12 N trials 
with 12 N-R transitions.
Lack of any asymptotic acquisition differences between 
groups was confirmed by three 3 (Groups) X 1 (Day) repeated 
measures analysis of variance performed on the daily means 
of all three speed measures (latency, ratio* and total).
In terms of resistance to extinction, there was no 
difference between the three g r o u ps a nd  thus no support 
was provided for the assumptions advanced earlier. It 
was concluded that some aspect of the present procedure 
could account for the failure to obtain positive results.
NOTES
1The discrimination hypothesis is not to be 
confused with an interpretation of the PRE in terms 
of generalization decrement. According to the 
discrimination hypothesis, partially reinforced 
subjects continue to respond in extinction because 
they do not know they are in extinction. According 
to a generalization decrement analysis, on the 
other hand, they continue responding because they 
have been reinforced for responding in a situation 
similar to that encountered in extinction.
2A particularly important finding is that, with 
50fo rewarded and nonrewarded trials at the first 
goal-box, the FE does not appear during the initial 
trials but it develops gradually with training, 
presumably reflecting the further conditioning of 
anticipitory reward (cf. Hilgard & Bower, 1976).
^Although resistance to extinction in operant 
situations has been shown to be an increasing function 
of fixed-ratio or variable-ratio size in acquisition 
(Boren, 1961, found an approximently linear relationship 
between the fixed-ratio requirement and the number of 
responses made in extinction), and resistance to 
extinction of a runway response is an increasing 
function of nonreinforcement (not of the distance, 
of the runway), any difference in resistance to 
extinction between the two partial reinforcement 
groups should be attributable to number of N-R 
transitions since the fixed-ratio requirement will 
be held constant throughout all conditions.
A rate transformation was used; see Anderson 
( 1961) .
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APPENDIX A
Table' 1. Mean latency, ratio, and total response 
speeds (1/sec) as a function of the 
12 days of continuous reinforcement 
training (Phase I) for all pigeons.
Session Latency Ratio Total
1 .280 .087 .0592 .258 .092 .061
3 .311 .088 .0614 .359 .104 .073
5 .351 .114 .0766 .397 .114 .077
7 .380 .116 .0788 .4l8 .122 .087
9 • 439 .119 .08710 .48 5 .122 .091
11 .444 .125 .09012 .434. .135 .096
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Table 2. Mean latency (L), ratio (R), and total (T) 
response speeds (l/sec) as a function of 
the 12 days.of acquisition (Phase II) 
for the three groups.
Session
L
RR
R T L
RN
R T L
NR
R • T
13 . .62 .12 .10 .48 . 14 .10 .4i .13 .0914 • 65 .13 .10 .40 .14 .10 .53 .13 .10
15 .58 .15 .10 .52 .15 .11 .44 .13 .1016 .61 .12 .10 .49 .16 .11 .50 .13 .10
17 .57 .13 .11 .37 .15 .10 .47 .14 .0918 .61 .14 .11 .47 .15 .11 .55 .14 .10
19 .60 .14 .11. .44 . 14 .10 .38 .14 .1020 .58 .14 .11 .46 . 14 .10 .51 .15 .1021 .53 .14 .11 .44 .14 .10 .59 .15 .1022 .49 .15 .11 .34 ,14 .08 .46 .14 .1023 .57 .16 .12 .38 .14 .10 . 56 .14 .1124 .59 .15 .12 .39 .14 .10 .55 .14 .10
7°
Table 3. Mean latency (L), ratio (R), and total (T) 
response speeds (l/sec) as a function of 
the .10 days of extinction (Phase III) for 
the three groups.
Session
L .
RR
R T L
RN
R T L
NR
R T
25 .83 .15 .12 .56 .13 .09 ‘ .78 .1^ .1226 .87 .15 .12 .63 .11 .09 .78 .15 .1127 .90 .15 .12 .79 ■ .11 .09 • 77 .1^ .1128 .90 .16 .11 • 59 .10 .07 .62 .12 .09
29 .78 .13 .10 .53 .10 .08 .52 .10 .0830 . 56 .10 .07 .39 .08 .06 .52 .12 .08
31 .33 .10 .06 .53 .08 .07 . k 9 .11 .0732 •■'36 .10 .05 • 71 .09 .06 .31 .07 .0533 .20 .08 . o k .38 .07 .05 .15 .05 .03
3 k .08 .02 .01 .38. .07 .05 .08 .05 .02
71
APPENDIX B
Table 1. Analysis of variance, last day of 
acquisition; latency.
Source . SS df MS
Similarity 8781^.50 2 >3907.3 1.568 N.S.
Error 2.520^8.00 9 28005.3
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Table 2. Analysis of variance, last day of 
acquisition; ratio.
Source SS df MS
Similarity 180.50
Error 21^3.1.80
2 90.3 .038 N.S.
9 2381.3
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Table 3* Analysis of variance, last day of 
acquisition; total. '
Source SS df MS F
Similarity 701.1? 2 350.60 .229 N.S.
Error 13767.80 9 1529.80
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Table 4. Analysis of variance, 10 days of 
extinction; latency.
Source SS df MS F
Similarity 0.128 2 0.0 64 0.071 N.S.
Contingency 5.319 9 0.591 9.947*.
Interaction 1.404 18 0.780 1.313 N.S.
Error 4.812 81 0.059
*p < .001
75
Table 5- Analysis of variance, 10 days of
extinction; ratio. .
Source SS df MS , F-
Similarity 0,008 2 0.004 0.182 N.S.
Contingency 0.107 9 0.012 13.717*
Interaction 0.023 .18 0.001 1.475 N.S,
Error 0.0?0 81 0.001
*p < .001
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Table 6. Analysis of variance, 10 days of 
extinction; total.
Source SS df MS F
Similarity 0.002 2 0.001 0.085 N.S
Contingency 0.087 9 0.010 21.209**
Interaction 0.015 18 0.001 1.867*
Error 0.037 81 0.000
*P < .05
