Introduction
In this paper, we explore how surface apparent patterns can lead speakers to posit underspecification in lexical entries. Further, we show that current interpretations of Lexicon Optimization (Prince and Smolensky 1993) , in particular that of Archiphonemic Underspecification (Inkelas 1995) , incorrectly predict the distribution of underspecification in lexical entries. We present new data and advance two theoretical claims bearing on the above issues. First, we claim that predictably alternating feature values are not necessarily underspecified. In support of this claim we introduce patterns of reduplication in Hungarian word games. Second, we claim that segments that never alternate may still be underspecified. In support of this claim we introduce vowel harmony patterns from Tuvan (or Tyvan), a Turkic language of Siberia. Both claims demonstrate that the incidence of underspecification is neither that which is predicted by Archiphonemic Underspecification, nor that predicted by earlier Auto-segmental models. We point the way toward a revised model that would diagnose environments in which underspecification occurs. The model is designed to allow for a principled distinction between pervasive patterns that give rise to underspecification, and other patterns that do not.
Transparency to spreading (or assimilation), susceptibility to spreading, failure to initiate spreading and various other types of behavior prompted analysts working within a derivational model of phonology to hypothesize that certain featural specifications are absent for the relevant segments throughout at least a portion of the phonological derivation. Contrastive Underspecification (Steriade 1987) and Radical Underspecification (Archangeli 1984) were the dominant formal models designed to predict in a principled manner the incidence of underspecification. Contrastive Underspecification theory posited non-contrastiveness as the criterion for potential underspecification. A feature value might be missing from underlying representations if it failed to serve a contrastive function for the segment class in question. Under Radical Underspecification, the commitment to a redundancy-free lexicon had the consequence of eliminating all predictable feature values from underlying representations.
Within Optimality Theory (OT), Richness of the Base specifically rules out the systematic exclusion of featural specifications from input representations Smolensky 1993, Smolensky 1995) . The input space is assumed to be infinite, thus unrestricted. The lexicon, by contrast, is assumed to be finite. A learner's construction of lexical representations is guided by Lexicon Optimization (Prince and Smolensky 1993) , which heavily favors fully specified inputs. It is assumed that a speaker will choose the most harmonic (i.e., the fullest) input-to-output mapping. Outputs can be mapped to fully specified inputs without the accrual of gratuitous faithfulness violations. Given two competing input forms, one fully specified and one partially specified, the fully specified alternative will be preferred, all else being equal. The OT model nevertheless leaves room for the possibility that partially underspecified lexical entries will on occasion be posited.
Archiphonemic Underspecification (Inkelas 1995) seeks to predict when underspecified inputs will in fact be deployed. It demonstrates that the principles of Lexicon Optimization dictate that predictable feature values will be underspecified only when they enter into surface alternations. Underspecification will arise only in instances where there are fully regular and predictable alternations, as the following schematic shows:
(1)
Alternating
Non-alternating Predictable underspecified specified Unpredictable specified specified
In a backness harmony language like Turkish, for instance, only those vowels that are involved in allophonic alternations will be underspecified for backness in lexical entries. In the words given in (2), all post-initial vowels agree in backness with the initial vowel.
(2) Two words of Turkish a. kilim-im
However, it is only the suffix vowels that both alternate and have a predictable value for backness. Archiphonemic Underspecification predicts that only they will be underspecified for backness, as indicated in (3):
This model essentially claims that harmony targets only suffix vowels in Turkish, because it is only for suffix vowels that a backness value lacking in the input representation is introduced in the corresponding output. Root vowels, whether harmonic or not, will be fully specified (and presumably identical) in input and output representations. Root vowels, on this view, even though they may appear trivially to obey harmony, cannot be thought of as undergoing harmony. Clements and Sezer (1982, p. 226) , motivated by entirely different theoretical considerations, take a similar position, stating that "…the burden of proof is on the linguist who wishes to demonstrate that roots [in Turkish] are governed by vowel harmony at all."
In section 3.1, we introduce vowel harmony patterns from Tuvan. These demonstrate that speakers can underspecify not only alternating vowels in affixes but also non-alternating vowels within roots. The Tuvan data are corroborated by speakers' distinct treatment of harmonic and disharmonic roots in two other vowel harmony languages: Finnish and Turkish. The patterns that we discuss for all three languages indicate that harmony is indeed active within roots. We thus challenge the position advanced by Clements and Sezer (1982) and the predictions of Archiphonemic Underspecification.
Before turning to the harmony data, we first discuss Hungarian word game data in which full specification allows for the only satisfactory account of the observed patterns. The Hungarian data are problematic for Archiphonemic Underspecification because while the game forms require across-the-board full specification, only a subset of the relevant segments are predicted by the model to be fully specified.
Predictable and alternating segments are not necessarily underspecified

Hungarian word games
Hungarian is relevant to the present discussion because Hungarian vowels exhibit a number of predictable feature values, some of which participate in alternations and others which do not. Those that enter into surface alternations are predicted by Archiphonemic Underspecification to be underspecified in lexical entries, while those that maintain a fixed, non-alternating value are predicted to be fully specified.
The vowel inventory of Hungarian is given in (4). Vowel length is contrastive, as shown. Crucial to the argument developed below is the fact that the long and short variants of the vowels represented by orthographic <e> and <a> are qualitatively quite distinct. Within the frameworks of both Contrastive Underspecification and Radical Underspecification, these quality differences would be probable candidates for underspecification due to their predictability from length. Quantity is demonstrably contrastive for the vowel system of Hungarian as a whole. In Optimality Theory, however, the principles of Lexicon Optimization lead us to expect the accompanying quality differences to be explicitly recorded in lexical entries when they do not enter into surface alternations. Only in cases where surface alternations do occur does the model predict underspecification.
In certain nouns, the vowel of the final syllable is at times short, and at other times long, as we shall show. For the majority of vowels, this length difference does not substantively affect vowel quality, however for the vowels indicated in boxes in the chart in (4) above, the length difference is accompanied by the expected quality differences. Thus, vowels in the first syllable of so-called 'shortening bases' (Whitney 1949) are long when the noun is unaffixed, but short when certain affixes are added, e.g., u˘r 'master, ' and e˘r 'vein, In another class of nouns, the vowel of the final syllable is short when unaffixed, but long when certain affixes are added, e.g., kaefae 'brush,' but kaefe˘k 'brush-PL' and f 'tree,' but fa˘k 'tree-PL.' Note, however, that it is not the case that all affixes trigger length alternations of these types of stems. It is instead particular morphemes that have this property.
There are also stem vowels that resist length alternations entirely. These can be either consistently long or consistently short. For example we finds roots such as ke˘p 'picture' and ha˘z 'house,' which retain their long vowel under plural affixation, yielding ke˘paek 'picture-PL' and ha˘zk 'house-PL' (not *kaepaek or *hzk). Similarly, we find roots like kaert 'garden,' which retain the short vowel under suffixation, yielding kaertaek 'garden-PL' (not *ke˘rtaek, for example).
For the two alternating noun-classes, Archiphonemic Underspecification predicts underspecification of the predictable vocalic features. The model predicts full specification for the nonalternating classes and for all vowels occurring in pre-final syllables.
Evidence bearing on this prediction comes from a Hungarian reduplicative word game similar to the English 'Ubbi Dubbi' game. The Hungarian game, known as Veve, works as follows. 4 For a given word, a sequence /-Vv-/ is inserted before the rhyme of each syllable. The overall quality (feature values for height, backness and rounding) of the reduplicant V is identical to that of the following vowel. We report here on two versions of the game (Veve I and Veve II). In both versions, the reduplicated vowel is always short: this is a 'rule' of the game. In Veve I, the length (quantity) of base vowels is retained, as shown in (5). In Veve II, however, all vowels, both reduplicant and base, surface as short. Some examples of this are shown in (6).
Note that by doing away with all length distinctions, as is done in Veve II, it becomes unclear which portion of the string constitutes the reduplicant, and which constitutes the base. Thus, the reduplicant could be construed as either -Vv-or as -vV-. For concreteness, we will assume that, as in Veve I, speakers of Veve II insert the sequence -Vv-. Of particular importance are examples d, f, and g, shown in (5) and (6). In each of these forms the reduplicants contain vowels that never surface outside the context of Veve. The examples in (5d) and (6d) contain short [e] while those in (5f) and (6f) contain short [] .
The examples in (5g) and (6g) contain instances of both of these otherwise non-surfacing vowels. (1995), we invoke two general faithfulness constraints. The first requires identity between input and output forms with regard to quantity (length).
A formal account of Hungarian
(8) Input-Output Identity for length
IDENT-I/O[LG]
Any output vowels that do not match their corresponding input vowel in length will run afoul of this constraint (Tableau A, second column). A second constraint requires identity between input and output forms with regard to quality (i.e. all vowel features other than length).
(9) Input-Output Identity for quality
IDENT-I/O[QUAL]
Any vowel in either base or reduplicant that does not match the input vowel in all features will violate this (Tableau A, fourth column). We begin with an account of the basic, non-reduplicated forms. Given that Richness of the Base requires that no restrictions be imposed on input structures, it must be the case that inputs containing vowel qualities that are not part of the Hungarian vowel inventory must be mapped to outputs containing only legitimate vowels. This means that INVENTORY STRUCTURE must outrank at least one of the two faithfulness constraints.
A general principle of optimality theory is that a given constraint hierarchy must be able to map any input onto some well-formed output. So, for example, an input such as /er/ (which is not an actual or even a possible word of Hungarian, because it contains [e]) will be mapped to the well-formed surface form [aer] We have shown that there is more than one constraint ranking that will give rise to a licit vowel on the surface when the input contains an vowel that violates the inventory structure constraint. The difference between Veve I and Veve II demonstrates that at least two distinct rankings are posited by speakers of what would appear to be the same dialect of Hungarian (i.e., educated Budapest). Speakers of Veve I invoke the general constraint ranking in tableau A while speakers of Veve II invoke that in tableau B. The full rankings for Veve I and Veve II are given in tableaux C and D respectively.
Two additional correspondence-theoretic (McCarthy and Prince 1995) constraints will be posited to characterize the patterns of Veve. These require the base and the reduplicant to be identical in quantity and quality, respectively. Note that 'base' refers to the surface form, which the reduplicant must resemble, and not to the input (underlying) form. Identity between base and reduplicant is thus independent of the degree to which either element is faithful to the input form. In this analysis, we do not invoke a separate constraint on input-reduplicant identity.
(12) Base-Reduplicant Identity for length
IDENT-B/R[LG]
(13) Base-Reduplicant Identity for quality
IDENT-B/R[QUAL]
In order to ensure a quality-match between a vowel of the base and its corresponding vowel in the reduplicant, the Similarly, the Veve II grammar in tableau F selects (h) aevaer, shown with a 'bomb,' as a better candidate than the attested (a) ever, shown with a 'sad face.' The adoption of underspecified representations thus fails in this case to select the attested output.
Finally, Hungarian children reportedly play a word game in which they sing a ditty (18) (20) sae˘p aez aetsae paetsae nae˘j tsaepaeȊ n 'itsi pitsi,' vowel quality may be changed, but the vowel quantity of the input is always preserved. This scenario potentially yields all four of the INVENTORY STRUCTURE violations listed in (7). In (19) and (20) The 'itsi pitsi' facts raise the same problem for Archiphonemic Underspecification we exposed in Veve. Namely, no surface difference between putatively specified and underspecified vowels (i.e., predictably alternating and non-alternating) can be discerned. To the contrary: Across-the-board full specification is required. One might attempt an explanation of such word games based on the claim that a reduplicative game, as a morphological process, requires that the input contain a well-formed (i.e., fully specified) word. On this view, underspecified inputs such as those in tableaux E and F would never be submitted to the grammar for analysis.
This explanation cannot be correct, however, as we will show in the remainder of this paper. In the harmony cases to be discussed below, we show that speakers' performance in novel reduplicative tasks indicates that underspecified inputs are indeed utilized. Moreover, the particular distribution of underspecified features is explicitly not that which the principles of Lexicon Optimization and Archiphonemic Underspecification would lead us to expect.
Predictable but non-alternating segments may be underspecified
We will present empirical evidence from three vowel harmony languages-Tuvan, Finnish, and Turkish-which poses a further problem for the predictions of Archiphonemic Underspecification. In these languages, we argue, predictable segments must be underspecified even though they are non-alternating. If nonalternating segments are underspecified then alternation is not an adequate diagnostic of underspecification. Our claim that speakers underspecify non-alternating segments rests on the different patterning of harmonic vs. disharmonic vowels in the novel context of reduplication and re-harmonization.
Tuvan reduplication
Tuvan (Anderson and Harrison 1999) has an eight-vowel inventory, plus contrastive length.
Like most Turkic languages, Tuvan enforces strict backness harmony: only front vowels [i ü e ö] or back vowels [u  a o] may cooccur within a word. Backness harmony is fully productive within roots and affixes. Nonetheless, the language tolerates some disharmony in loanwords, native compound forms, and in one exceptional non-alternating morpheme. Tuvan also has rounding harmony, simply characterized by two basic principles: (i) the vowels [ö o] may not occur in post-initial syllables, and (ii) a high vowel must be rounded [ü u] when it follows any rounded vowel [ü u ö o], otherwise it must be unrounded. As we will show, harmonic and disharmonic vowels pattern differently under reduplication. Our claims about underspecification and harmony rest on this difference in patterning. In this paper, we limit our attention to backness harmony. The interaction of rounding harmony with reduplication is considerably more complex , Kaun 2000 , but consistent with our general analysis.
Tuvan has a morphological process of full reduplication . For example nom 'book' when reduplicated becomes nom-nam 'books and the like'. Its use is restricted, however, to a subset of speakers, to a special register, and to certain dialects. Thus, not all native speakers have been exposed to this type of reduplication. Nonetheless, the process is sufficiently transparent that we were able to teach it to both adults and young children in a matter of seconds. Speakers who had just learned the rule were able to produce novel reduplicants, and their output matched that of speakers who use reduplication regularly. The potentially novel character of reduplication for some speakers will be central to our argument.
Reduplication takes the entire base and repeats it, while replacing the vowel of the initial syllable. The replacement vowel is a prespecified [a] , except when the base vowel happens to be [a] There is clearly a faithfulness relation between the base and reduplicant: except for the replacement vowel, the two are always identical.
Tuvan re-harmonization
However, reduplicated polysyllabic roots (along with any suffixal morphology) may surface as considerably less faithful to their bases. In polysyllabic forms, post-initial vowels generally agree in backness with the replacement vowel. Note that since the replacement vowel is either [a] or [u] , it is always [+back] . To achieve this agreement, speakers subject post-initial vowels to re-harmonization. To call attention to potential re-harmonization effects, we underline all postinitial vowels in reduplicants. (23) 
IDENT-B/R
The first of these, REPLACE.V1, is a Tuvan-specific morphological constraint that simply requires the speaker to replace the vowel when doing reduplication. The actual choice of replacement vowel, as we have argued elsewhere, falls out from general markedness constraints . The alignment constraint is adopted from Smolensky (1993) . Though it employs the metaphor of 'aligning' underlying features with the edge of the word domain, it could be equally well construed as a garden-variety constraint on surface well-formedness. We will thus assign an alignment violation in the tableaux below to vowel segments which fail to agree in backness with a vowel in an adjacent syllable. The identity constraints, adopted from McCarthy and Prince (1995) , require the surface form of the reduplicant to be identical with the input form and the base (surface form), respectively. To begin, let's consider an input form such as idik 'boot.' In accord with the predictions of Lexicon Optimization, we assume a fully specified representation for this harmonic form, even though the backness value of the second vowel is predictable on the basis of the backness of the initial vowel. For idik, as for all harmonic words, the following constraint ranking allows us to capture the pattern of re-harmonization:
Later, we will have cause to modify this ranking (28, 29) . But first, to show how the constraints interact, consider Tableau G, where we have included all constraints except for REPLACE.V1 (the Tuvanspecific morphological constraint). The attested output form can only emerge if the harmony constraint ALIGN[BK] outranks both faithfulness constraints. This is due to the fact that the unattested candidate (a) is more faithful to the input, both in terms of IDENT-I/R and IDENT-B/R. Re-harmonization under reduplication provides ample evidence for the undominated status of the harmony constraint. But for a disharmonic form with a fully specified input, the ranking shown in (25) selects the wrong candidate, as shown in tableau H. Note that for disharmonic forms, we assess a violation of ALIGN[BK] for each vowel that fails to align its underlying backness specification within its harmony domain (here, the base or the reduplicant, taken separately, cf. endnote 8).
(27) Tableau H: Disharmonic form with fully specified input. The attested disharmonic candidate (a) should win, but does not (Λ). Instead, the unattested candidate (b) wins (Μ). For candidate (a) to win, the harmony constraint must rank below at least one of the faithfulness constraints. We thus propose an alternative ranking in which ALIGN[BK] ranks below input-reduplicant faithfulness. Again, we assume a fully specified input. This ranking correctly selects the attested disharmonic form. We are thus faced with a ranking paradox by which harmonic and disharmonic sequences seem to require separate constraint rankings (i.e., separate grammars). This apparent paradox may be resolved if we allow harmonic words to be represented by underspecified inputs (contra the predictions of Lexicon Optimization and Archiphonemic Underspecification). Since disharmonic forms do not undergo re-harmonization (tableau H), while harmonic ones do (tableau G), we have assumed the former are fully specified for the harmonic feature and the latter are partially underspecified. Underspecification thus has a desirable result in that it obviates the need to posit separate constraint rankings for various subsets of the lexicon. Partial underspecification has the following consequence, illustrated in tableau J. A faithfulness violation is incurred only for the vowel of the initial syllable in each candidate. The underspecified, non-initial vowels undergo 'cost-free' re-harmonization (candidate b). In tableau I, on the other hand, both vowels are fully specified such that an output which obeys harmony (candidate b), does so at a cost, namely the violation of inputreduplicant faithfulness. The same disparity in the treatment of harmonic and disharmonic vowels is found in Finnish (section §3.4) and Turkish (section §3.5).
A Finnish word game
Facts similar to those of Tuvan have been documented in a Finnish reduplicative word game known as kontti kieli 'knapsack language' (Campbell 1986 , Vago 1988 . The game adds the word kontti 'knapsack' after a word, then preposes the initial (C)V sequences of the two words. Speakers then re-harmonize the remaining vowels according to front/back harmony, with the exception of the neutral [e] and [i] . As in Tuvan, speakers re-harmonize harmonic segments (30a, b), but consistently fail to do so with disharmonic ones (30c, d). Potential re-harmonization targets are underlined in the data below.
Note that root vowels of Finnish never alternate except within the special context of kontti kieli. These results show that in the novel context of a language-external word game, speakers treat harmonic and disharmonic segments differently. Campbell (1986) used this to argue for the psychological reality of a rule of vowel harmony within Finnish, even in the face of numerous surface counter-examples to harmony. From our perspective, the Finnish data are comparable with Tuvan and may be analyzed in the same way, with the same implications.
We have claimed that speakers of vowel harmony languages such as Tuvan and Finnish underspecify predictable but non-alternating segments within roots. This claim entails that vowel harmony must be an active process even in cases where it appears to be little more than a static, phonotactic pattern. In Tuvan and Finnish, we have presented evidence that the quality of root vowels is established by means of alignment (Kaun 2000) , except in the cases of disharmonic roots. We turn now to Turkish, where we extend our argument that harmony (rendered formally as alignment) actively determines feature values of all harmonic segments, even those that never enter into surface alternations. We argue that Turkish vowel co-occurrence patterns within roots are not merely static, phonotactic patterns but active harmonic processes that have psychological reality and accessibility for speakers (contra Clements and Sezer 1982) .
Turkish root harmony
Turkish has both backness harmony and a vowel inventory like that found in Tuvan, but it lacks a Tuvan or Finnish-style reduplication process that would subject roots to novel alternations. Turkish root vowels thus never alternate in any context. As a pilot study, we taught a Tuvan-style reduplication rule to two speakers of Turkish. The speakers were instructed to replace the initial vowel of a set of 40 Turkish words (real lexemes of Turkish, both harmonic and disharmonic) with [a] or [u] . After making the replacement, they could then make any other changes-or no changes at all-to the reduplicant. The resulting form (the reduplicant) was to be a nonsense word that 'sounds like a Turkish word.' The speakers produced multiple reduplicants for some bases; they then selected the best-sounding ones. Preliminary results of our pilot study show effects quite similar to those of Tuvan. The Turkish speakers showed a clear preference for re-harmonizing harmonic words according to the pervasive pattern of backness harmony (31a, b). But they generally failed to re-harmonize disharmonic words (31c, d). Starred forms given below show speakers' failure to apply backness harmony to reduplicants. (We note that in some cases speakers also failed to apply rounding harmony, e.g., muli. The facts of rounding harmony are more complex and left for further study.)
Our Turkish speakers, like Tuvan or Finnish speakers, apparently manipulated underlyingly unspecified segments by re-harmonizing them in this novel, reduplicative context. A fuller study of Turkish speakers' harmony preferences under reduplication will, we predict, provide additional empirical evidence that speakers of harmony languages underspecify predictable but non-alternating segments. They do so, we suspect, in response to an observed harmonic pattern attested in most (but by no means all) lexemes. We hypothesize that the presence of a pervasive pattern of vowel co-occurrence in roots, in combination with regular alternations in suffixes is sufficient to drive speakers to posit a general system of vowel harmony that obtains across both roots and affixes.
Systematicity vs. idiosyncrasy
We have shown that feature values, though they may be both predictable and alternating, are not necessarily underspecified. This was the case in Hungarian. Moreover, we have shown that feature values that are predictable but non-alternating may be underspecified. This was the case in the harmony patterns of Tuvan, Finnish, and Turkish. These findings indicate that Inkelas' schematic chart (1) depicting the distribution of underspecification must be revised as follows:
Non-alternating Predictable underspecified or specified specified or underspecified Unpredictable specified specified
Given the indeterminacy of this revised model in predicting the exact distribution of underspecification, we propose an alternative and more flexible model represented in (33). This schematic differs from Inkelas' in several respects. First, for 'alternating' and 'nonalternating,' we substitute 'systematic' and 'idiosyncratic.' Secondly, rather than construing these as discrete categories, we recognize that they constitute a continuum. We do the same for the categories 'predictable' and 'unpredictable'.
(33)
Systematic Idiosyncratic Predictable underspecified specified
Unpredictable specified
Between the poles of systematic and idiosyncratic, and similarly between the poles of predictable and unpredictable, there is, we predict, an identifiable boundary (shown as a thick, shaded line above). outside this boundary, speakers will cease to deploy underspecification.
It is not yet clear how far along the Systematic-Idiosyncratic continuum a particular pattern may progress before speakers are no longer tempted to view the pattern as predictable. Harmony languages, we have observed, tolerate a considerable amount of disharmony (the unpredictability factor introduced by disharmonic lexemes or morphemes) while still retaining an overall systematicity (the harmony system as a whole). We thus pose the question, "what counts as a pervasive pattern?" The real empirical challenge lies in mapping out the two continua and in demonstrating that a given (pervasive) pattern fits at a certain point along them. We have proposed the location of several such patterns herein.
The vowel quality-length connection in Hungarian is indeed predictable. However, the incidence of alternation is idiosyncratically conditioned by word-class. Thus, our model predicts full specification in Hungarian. In Tuvan, Turkish, Finnish, and other harmony languages, predictability is manifested in both alternating and non-alternating segments. Nonetheless, a pervasive pattern permeates the language as a whole. This sort of systematicity correlates with underspecification, we claim. Idiosyncrasy in these harmony languages is limited to an exceptional class of disharmonic foreign borrowings and a very restricted class of non-alternating morphemes. For idiosyncratic/unpredictable vowels in these classes, we of course predict full specification.
In addition to the cases we have discussed in this chapter, our model allows languages to be located at different points along the continua. For example, we would expect a language having strict vowel co-occurrence patterns like those of Turkish and Tuvan, but lacking any affixal morphology at all, to exhibit underspecification of predictable feature values. Over time, we might expect a language to shift its position along the continua. This is, we hypothesize, what has taken place in Uzbek, a Turkic language that appears to be in the process of losing its vowel harmony system. As a greater proportion of disharmonic words enters the language, the vowel harmony pattern in Uzbek becomes less systematic and more idiosyncratic. As this occurs, speakers may at some point cease to consider the pattern predictable and will no longer posit underspecification.
Our goal is to construct a model that will allow us to characterize precisely the circumstances under which speakers will posit abstract lexical entries. This research program, which we have referred to as pattern-responsive lexicon optimization, is outlined here and in Harrison and Kaun (2000) . An adequate model, we propose, should anticipate speakers' propensity to underspecify in response to pervasive, surface-true patterns (the prime example being vowel harmony), and their propensity to fully specify in response to more limited or idiosyncratic patterns. 
