We have been using critical incidents to research the design and evaluation of computer-mediated collaborative and communication technologies for use in K-12 education. A variety of methods have generated a number of critical incidents identified during classroom evaluations. To enhance our analysis and understanding of these incidents, we developed a Web-based forum called the collaborative critical incident tool (CCIT). Users (teachers) and researchers collaboratively post, rate incident criticality, and elaborate on critical incidents through sustained dialog, contributing to the understanding of underlying conditions, causes, and implications. In this paper we describe the tool and its impact on evaluation.
INTRODUCTION
The usability of computer systems is a multi-dimensional construct that can be difficult to specify and measure in practice (Nielsen, 1993) . One important method used to measure usability has been the critical incident technique adapted from Flanagan (1954) . It was originally used primarily for personnel selection and identifying pilot errors. Flanagan envisioned the technique as a set of procedures for systematically analyzing particularly good or poor performance. He emphasized the technique as a set of principles, rather than rules, to be modified and adapted to meet specific circumstances.
The critical incident technique has been used for over a hundred different purposes in dozens of areas (Fivars, 1973) . Use of the technique in human factors engineering has centered on human error and safety-related applications. Examples of this focus can be found in aviation, the design of control rooms, and the medical field. Much of the human factors work in these areas has continued to modify the method in innovative ways to address important safety problems.
Innovations in the technique also can be found in studies that evaluate computer systems. Important developments in the technique have been particularly useful in formative evaluation. For example, del Galdo, Williges, Williges, and Wixon (1987) operationally modified the notion of critical incident to better suit systems-oriented evaluation and added task performance criticality ratings. Carroll, KoenemannBelliveau, Rosson, and Singley (1993) have characterized the notion of critical thread as causes of a critical incident that may be remote from the context of occurrence or distributed in users' prior experience with a system. Finally, Hartson and Castillo (1998) extended critical incident use to remote software evaluation.
While the evaluation of single-user applications have benefited from these developments, it is unclear whether the critical incident technique is appropriate for addressing collaborative multi-user (groupware) application usability. Grudin (1989) outlines various problems that make determining the usability of groupware applications difficult: Studying numerous people over many different sites and times, the range of environmental factors to contend with when dealing with groups, variability in group composition, longer periods of time needed to study group process, the importance of providing features for diverse users in groups, and the need to often fully implement a system to address all of the above concerns. Presently, most groupware systems fail in real situations of use (Bowers, 1994) , and this is in part due to the inability of formative evaluation methods to adequately determine system requirements.
Methods for evaluating groupware are primitive. They lack the ability to assess social, motivational, organizational, and political dynamics in actual work contexts that determine multi-user system success (Grudin, 1990) . Techniques used for assessing single-user interfaces have serious flaws when applied to distributed multi-user systems (Greenberg, 1991) , and these approaches require substantial modification when used for groupware evaluation (Morris, Plant, and Hughes, 1992) . Shattuck and Woods (1994) argue that a new set of principles associated with the critical incident technique are needed to guide research on complex, multiagent systems that are distributed in time and space. To address these problems, we have developed a Collaborative Critical Incident Tool (CCIT) as a method for reporting, discussing, and analyzing crucial events that impact outcomes on groupware usability. In this paper we describe its development, use, and impact on understanding groupware usability.
Project Overview
The Learning in Networked Communities (LiNC) project studied collaborative technologies in science classrooms spread across four public schools in Montgomery County, Virginia. Distributed student groups collaborated over science principles and projects using a Java-based networked application called the Virtual School (Koenemann, Carroll, Shaffer, Rosson, and Abrams, 1998) . The application integrates email, chat, video conferencing, whiteboard, application sharing, and collaborative notebook features. The "science" notebook at the heart of the application provides synchronous collaborative editing and display of group work for planning, carrying out, and analyzing cross-school science experiments.
METHOD
A major obstacle in evaluating the Virtual School software was the inevitable distribution of causes and effects across time and space. Classrooms, teachers, investigators, and students were spread out in remote locations and collaborative group work occurred synchronously and asynchronously. Participants needed to identify events that often were precipitated by multiple contributing factors.
To capture critical incidents under these conditions we combined a complex set of interrelated methods. Data was gathered from direct observation and field notes, video recordings, computer logs, questionnaires, interviews, and contextual inquiry. Wright and Monk (1989) argue that combining multiple methods with the critical incident technique allows researchers to better understand the causes of incidents. A wide variety of participants shared in the collection and analysis of data including principle investigators on the project, software developers, project evaluators, teachers, and other research assistants. Although researchers used more systematic methods to identify critical incidents, teachers reported them as domain experts who were intimately familiar with the classrooms where incidents were situated. This approach allowed reflective analysis of diverse behavioral criteria from different points of view.
The CCIT is a web-based forum that facilitates and tracks threaded discussions of critical incidents reported about students' experiences with the Virtual School. The main window of the tool includes instructions for using the tool, definitions of critical incidents, a link for adding a new incident, and a list of incidents currently posted. Participants reported critical incidents in the forum by posting a description of the event and ranking its severity on a 7-point scale anchored by "not critical" and "critical". There is also a section in the report for the author to provide comments about the meaning and implications of the incident. When other participants initially read a critical incident description and comment, they were first required to rate the incident before being able to view and participate in the discussion or see other ratings. This allowed an unbiased quantitative opinion of the incident prior to influence by others' ratings and discussion.
Once a user entered into a report, the tool displayed the critical incident name, description, author comment, and a listing of ratings from other participants who had viewed the report. A threaded discussion followed allowing additional comments and incidents to be articulated. Comments were hierarchically ordered: Comments could follow any other comment, producing a multi-threaded indented list. When users logged into the tool using their standard web-browser, a password was required, and this allowed the tool to identify users and keep track of previously accessed incidents. "New" icons preceding critical incidents in the list designated them as unviewed; "more" icons indicated there had been additional comments added since last logging into the system; and an "arrow" icon meant there was another instance of the critical incident threaded in the discussion. The tool also had notification features for automatically sending email to all participants giving a name and URL for the incident. A more thorough description of the tool can be found in Carroll, Neale, and Isenhour (2000) .
RESULTS
The results and discussion provided in this paper focus on 15 critical incidents reported over a 57 day period. Although we continue to use the tool and discuss the critical incidents described here, a "snap shot" was required for this analysis and reflection of the tool's use. In the data presented, the "Evaluator" group included all members of the research team. Critical incidents were categorized into software usability, learning, collaboration, communication, and teacher practices. Table 1 Totals  63  48 submitted the incident, the number of comments, the structure of the dialog, and the length of the discussion. 4 measure of initial quantitative agreement between participants. Figure 1 shows the percent and direction of responses between evaluators and teachers. Evaluators responded more to teachers than other evaluators. Teachers responded more to evaluators than other teachers.
Figure 1. Direction of responses to other participants

DISCUSSION
To identify and analyze critical incidents across the range of data collection methods used, we developed a multifaceted evaluation framework (see Neale and Carroll, 1999) . Integrated activity scripts were used to model and reconstruct distributed synchronous and asynchronous collaboration from multiple data (e.g., time-stamped computer logs and transcribed video). These scripts are synchronized, multi-threaded documents that combine multiple data types and reconstruct events and activities distributed across time and space. The scripts mechanically bridged methods and data, and critical incidents methodologically and analytically bridged analyses. Critical incidents provided a means for understanding behavior in a range of contexts, and a method that could be used with many different types of data. Even given the broader perspective offered by this approach, the causes of incidents were often vague, and evaluators often lacked important information about student behavior and classroom circumstances that teachers possessed. Moreover, teachers lacked access to the "bird's eye" view of the collaborative activities provided by the integrated activity scripts. The CCIT tied these multiple perspectives together. Although many usability methods involve users in evaluation, few thoroughly involve users in the analyses of data. Collaborating with users in the CCIT provided rich respondent validation. Andersson and Nilsson (1964) have shown the critical incident technique to be reliable and valid when multiple data collectors and methods are used. We found teachers were able to provide significant events and contribute substantially to the discussion (analyses) of incidents. As can be seen from Table  1 , evaluators drove the discussion by contributing 9 out of 15 incidents. Although one teacher submitted an incident early, evaluators submitted 4 of the first 5. These early reports modeled for teachers what a critical incident report should contain. Once the protocol was established, teachers submitted more incidents and contributed more to the discussions.
Some differences, however, between reports submitted by evaluators and those provide by teachers were evident. Comments from evaluators tended to be higher level and more theoretical, reflecting broader issues across observed behaviors. Teachers' incidents were more contextualized and specific to a particular event. These differences were reflected primarily in the comments accompanying incident descriptions. Given that teachers only had access to classroom observations, these differences are not surprising.
Not all critical incidents are equally valued by evaluators and teachers. Table 2 shows three incidents (9, 10, 15) that had marked differences in the mean ratings by evaluators and teachers, and thus higher standard deviations. In two cases teachers rated the incident lower, in the third case higher than evaluators. However, this measure only reflects initial interpretation of the incident. Through discussion and reflection most differences got worked out, but not always. In either case interpretation and understanding of the analysis was always broadened. In only one case was there intra-group disagreement (incident 14). Mean inter-group ratings were similar, but the standard deviation for combined means was high. Intra-group disagreement occurred in the evaluator's and teacher's group. These differences can only be reconciled by considering the content of the incident. It turned out that several pieces of information from the different perspectives were needed to understand and interpret the incident. Without the sharing of information between evaluators and teachers and across evaluations, inappropriate conclusions would have been drawn from the incident.
Intuitively, longer discussions should produce more comments. But what keeps a discussion "alive," and are longer discussions necessarily more useful? Incident 8 from Table 1 occurred over a period of 49 days and has 13 comments. In total 9 people participated in the discussion. The incident sparked parallel but interconnected discussions, all useful for interpreting the problem and for providing practical system design solutions. Described in the incident were problems evaluators and teachers were having in tracking the progress of a middle and high school project on robotics. The first comment was from a teacher who described student planning and training issues at the root of the problem, which were underlying causes not immediate to the classroom where the incident was identified. A software developer described a "planner" tool in development for the Virtual School, and he suggested it would provide the needed awareness mechanisms for tracking progress. He also looked at the computer logs and provided feedback about system use. A second teacher described why she had not used an in-text annotation feature to address the problem, and she asked the developer whether the logs contained student access information. She was inquiring about distributed activities occurring in other schools that she did not have access to. The developer responds describing how annotation, logging, and additional features are all interrelated. Evaluators, developers, and teachers go on to discuss current and new system functionality in the context of classroom constraints, curriculum design, and the interaction between all three. A teacher also describes how another critical incident reported tied into these issues. By the end of this discussion, all participants had contributed and jointly identified, analyzed, and interpreted the incident. Teachers' practices and the system design co-evolved as a result. Critical incidents that stir up important issues for all stakeholders tend to produce more extended discussions and useful results. Moderately controversial issues appear to evoke more discussion as well. Critical incidents tend to be neglected if they have too little or too much controversy.
As can be seen from Table 1 , regardless of discussion length or the number of comments contributed, the breadth and depth of the discussions tended to vary. Breadth is a measure of comments building on other comments, and depth is an indication of comments continuing on the same thread. Neither measure indicates fewer issues being raised. The example given above had a 4 by 8 level structure. Although it was twice as deep than wide, there were many important issues raised. Figure 1 shows that participants are far more likely to comment on a point raised by a person in a different group (teacher or evaluator) rather than on a comment from one's own group. This is encouraging since the tool seeks to facilitate interaction from more diverse points of view. One of the most surprising developments from the tools use was the amount and quality of discussion that occurred between researchers. Before the tool was implemented we regularly met in groups to define, refine, and analyze critical incidents. Despite how useful these sessions were for building consensus, the tool enhanced our understanding far beyond earlier approaches. Electronic asynchronous critical incident analysis seems to change the quantity and quality of interpretation. This finding supports other research showing that electronic group dynamics increase participation and the number of alternatives considered (Sproull and Kiesler, 1991) .
Critical incidents alone do not provide solutions to problems. Practical answers come from appropriate analysis and interpretation. Miester (1985) described three major problems with critical incident analysis: 1) selecting a frame of reference for describing incidents, 2) inductively developing incident categories, and 3) determining the level of specificity for reporting incidents. Flanagan (1954) argued that most errors are not made in the collection and analysis of critical incidents, but in their interpretation. The CCIT allowed sustained and interactive revision, amendment, storage, and documentation of critical incidents over a long period of time. Participants often refined and modified critical incidents as more interaction took place and more information about events became recognized. The tool also acted as a repository of important events that were referred back to time and again in the course of long-term activities. Over time, additional examples of earlier incidents were elaborated and connected in the threaded discussions. Thus, the tool facilitated reflection, iteration, multiple interpretation, and reinterpretation of critical incidents involving the full participation of users. Flanagan (1954) intended critical incidents to be identified in situations where it was clear what transpired and what the effects were as a result of the event. However, the use of critical incidents to explain human error for a number of complex systems has shown that multiple errors often lead to incidents, and these errors sometimes appear to be independent of each other (Malone, 1990) . In the case of distributed groupware systems, causes of critical incidents and their consequences often are not proximal to the environment where they manifest themselves. The causes leading to critical incidents in complex systems cannot be assumed to be obvious or easily accessible. The CCIT allowed critical threads to evolve that contained temporally remote causes distributed across situations of group interaction. These temporally removed and distributed causes can be understood by reconstructing events from different frames of reference (data) and by enlisting users in their interpretation. Carroll et. al. (1993) described critical threads as higher-order abstractions. Taken together, sets of causally related threads make up major usability themes. Major usability themes having interconnected issues developed out of the CCIT use.
CONCLUSIONS
