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THE KO˝NIG GRAPH PROCESS
NINA KAMCˇEV, MICHAEL KRIVELEVICH, NATASHA MORRISON, AND BENNY SUDAKOV
Abstract. Say that a graph G has property K if the size of its maximum matching is equal
to the order of a minimal vertex cover. We study the following process. Set N :=
(
n
2
)
and
let e1, e2, . . . eN be a uniformly random ordering of the edges of Kn, with n an even integer.
Let G0 be the empty graph on n vertices. For m ≥ 0, Gm+1 is obtained from Gm by adding
the edge em+1 exactly if Gm ∪ {em+1} has property K. We analyse the behaviour of this
process, focusing mainly on two questions: What can be said about the structure of GN and
for which m will Gm contain a perfect matching?
1. Introduction
The modern study of random graph processes began in 1959 with the inaugural papers of
Erdo˝s and Re´nyi [10, 11]. Given a uniformly random permutation e1, . . . , eN of E(Kn), they
studied the evolution and properties of the graph Gn,m with edge set {e1, . . . , em}, which
is now known as the Erdo˝s-Re´nyi random graph. This work has since grown into a well-
established research area with many important applications in theoretical computer science,
statistical physics, and other branches of mathematics [5, 20, 17].
An important variant of the standard Erdo˝s-Re´nyi process, often referred to as the random
greedy process, is the following. Given a graph property P, preserved by the removal of edges,
begin with an empty n-vertex graph and at each step add an edge chosen uniformly at random
from those that do not violate property P. The random greedy process was first considered
by Rucin´ski and Wormald [27] (in the case of bounded degree) and, following discussions
of Bolloba´s and Erdo˝s, by Erdo˝s, Suen and Winkler in 1995 [13] (in the case of triangle-
freeness). Their motivation was defining and analysing a natural probability measure on the
set of P-maximal graphs.
A particularly well studied property is that of being H-free for a general graph H. In
many cases, the final graph obtained at the end of the H-free process has been used to give
constructions of interest in extremal combinatorics. In particular, such constructions have
been found to improve lower bounds on Tura´n numbers (see [29, 3]) and on off-diagonal
Ramsey numbers (for example [1, 3, 4, 16]).
In addition to looking at the structure and properties of the final graph, one often asks
questions about the evolution of the process itself (see, e.g., [3, 26]). The properties mentioned
so far are decreasing (closed under removal of edges) and local. Monotonicity of P guarantees
that the final graph GN is maximal in P and facilitates the use of some common techniques
such as coupling with a modified process. So far, global properties are far less well understood
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and there is no standard approach to analysing these processes (see for instance, the properties
of being planar [19], r-colourable [26] and k-matching-free [23]).
In this paper we consider a global non-monotone property of a graph G, that the size of
a maximum matching ν(G) is equal to the cardinality of an optimal vertex cover τ(G). A
vertex cover in G is a set of vertices incident to any edge of G. Equivalently, the complement
of a vertex cover contains no edges of G and is thus an independent set. We say that the
vertex cover C is optimal if there is no vertex cover of cardinality less than C. It is easy to
see that in general ν(G) ≤ τ(G) ≤ 2ν(G). We say that G is a Ko˝nig graph (or has property
K) if ν(G) = τ(G).
The properties ν(G) and τ(G) and the relationship between them have been studied in
many contexts. A foundational theorem of Ko˝nig and independently Egerva´ry [22, 9] says
that bipartite graphs have the Ko˝nig property. The problem of finding an optimal vertex cover
NP-hard but it can be solved in polynomial time in Ko˝nig graphs via the maximum matching.
However, most graphs are closer to the other end of the spectrum, where τ(G) ∼ 2ν(G). As,
with high probability, Gn,m with m =
1
2n(log n+ ω(1)) has a perfect matching [12], whereas
τ(Gn,m) ∼ n for m n [20]. 1
In light of this, we are interested in the evolution of a random graph process constrained
by the Ko˝nig property, defined as follows. Let G0 be the empty graph on vertex set V , where
|V | = n and N = (n2). Let e1, e2, . . . eN be a uniformly random ordering of the edges of the
complete graph on Kn on V . At each step m ≥ 0, the edge em+1 is offered to Gm. Say that
a vertex pair f is acceptable for Gm if f /∈ {e1, . . . , em} and Gm + f has property K. If em+1
is acceptable for Gm, we set Gm+1 := Gm + em+1 and say that the edge em+1 is accepted.
Otherwise we say that em+1 is rejected and set Gm+1 := Gm. An important observation is
that an edge e is acceptable for Gm if and only if e is incident to an optimal cover in Gm
or extends a maximum matching in Gm. In the remainder of the paper, we assume that the
number of vertices n is even. Let Gallm be the graph whose edge set is {e1, . . . , em}. Note that
Gallm is distributed as Gn,m. All the proofs translate to odd n if we define a perfect matching
to be a matching of order
⌊
n
2
⌋
.
We remark that it is also natural to consider an alternative process in which τ(G) = ν(G) is
maintained not just for Gm, but for every subgraph of it. However, this condition is equivalent
to bipartiteness and yields precisely the bipartite graph process considered by Erdo˝s, Suen
and Winkler [13]. Our process and the resulting graph are rather different.
Let us return to the Ko˝nig process and consider what can be said about the structure of
GN . We start with a simple proposition which is proved in Section 4.
Proposition 1.1. For all m ≥ 1, the graph Gm has a maximum matching that intersects
every edge of Gallm .
At the end of the process, since all the edges of Kn have been offered, deterministically the
final graph GN has a perfect matching. This settles the value of ν(GN ) and raises a number
of further questions about the typical structure of GN and the evolution of the process (in
particular, appearance of a perfect matching). As GN has a vertex cover C of order
n
2 , it is a
1As usual, we say an event occurs with high probability if it occurs with probability tending to 1 as n→∞.
We write f ∼ g if f/g → 1, f = o(g) or f  g if f/g → 0, f = O(g) if |f | ≤ Cg for some constant C.
We write ω(1) to denote a function tending to infinity with underlying parameter n; we also write ω(n) for
ω(n) = ω(1) · n.
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subgraph of the classical Erdo˝s-Gallai graph G∗n, which consists of a clique on
n
2 vertices that
is completely joined to an independent set on the other n2 vertices. Given this, we wonder
how close is the graph GN to G
∗
n, or in other words, how many vertex pairs incident to C
are missing? How ‘volatile’ is the optimal cover typically in the initial stages of the process,
and at which point does it become ‘rigid’ or unique? This question is also important for
understanding the evolution of the process, in particular the proportion of acceptable edges.
Our first main result is the following.
Theorem 1.2. Let  > 0. With high probability, the Ko˝nig process satisfies the following
properties.
(i) G(1+)n logn contains a perfect matching.
(ii) G4n logn has a unique optimal vertex cover C.
(iii) There are O(n) vertex pairs incident to C that are not present in GN .
Furthermore, we analyse in more detail the appearance of a perfect matching in Gm. In
the Erdo˝s-Re´nyi process (Gn,m), Bollo´bas and Thomason [7] proved that the very edge that
links the last isolated vertex to another vertex makes the graph connected and completes a
perfect matching with high probability if n is even. This happens when m = 12n(log n+ω(1)).
In fact, they showed that if m ≥ 14n (log n+ ω(1)), then Gn,m contains a perfect matching
on all but at most one non-isolated vertex with high probability. For m < 14n log n, there are
other structural obstructions to containing a perfect matching – in this regime, Gn,m is likely
to contain vertices with two neighbours of degree one, only one of which can be contained in
a perfect matching. However, quantitatively, the isolated vertices are the main obstruction
throughout the evolution of the process, as shown by Frieze [18].
Our second main result is an analogue of [7] for our process. We show that, with high
probability, a perfect matching in Gm occurs significantly later than in Gn,m.
Theorem 1.3. Let m :=
(
1
2 +
1
70
)
n log n. With high probability, Gm contains isolated ver-
tices.
This delay in Gm is surprising, as one might guess that the number of isolated vertices
decays roughly at the same rate as in Gn,m. This would indeed be the case if most pairs
containing isolated vertices in Gm were to extend the current maximum matching.
The delay is, in spirit, similar to Achlioptas processes, which were conceived for the sake
of influencing the typical appearance of graph theoretic properties. Initiating a fruitful line
of research, Bohman and Frieze exhibited an Achlioptas process with a delayed phase tran-
sition [2]. Besides the phase transition, several other graph properties were considered. For
instance, it is known that connectivity and occurrence of a Hamilton cycle (and hence a
perfect matching) can be accelerated [21, 24].
As property K is non-monotone and global, many of our arguments involve novel ideas
(to our knowledge) and could be of their own interest or be adapted to study other global
properties. Our approach combines probabilistic arguments with combinatorial maximum-
matching methods, resulting in intuitive and conceptually simple proofs.
The paper is structured as follows. In the next section, we introduce standard notation
that will be used throughout and outline in detail how the proof will proceed. Then in
Section 3 we recall some standard probabilistic tools and prove some preliminary results.
In Section 4 we use standard techniques to find bounds on ν(Gm) for various time steps m
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and prove Theorem 1.2(i). Theorem 1.2(iii) is proved in Section 5. In Section 6 we prove
Theorem 1.2(ii). We also show that, at almost all time steps from c1n log n to 2n log n, the
number of vertices contained in an optimal cover is close to n2 . This will be used in Section 7
to prove Theorem 1.3. We conclude in Section 8 by mentioning some related open problems.
2. Overview of Proof
In this section we give a brief overview of the arguments to come, introduce our main
lemmas and define some notation that will be used throughout. Throughout the proof n will
be taken to be sufficiently large when needed. Any statements made during the discussion in
this section about Gm hold with high probability (but we may not write this every time). Of
course, any formal statements are made explicit.
Throughout the paper, the probability measure conditional on (e1, . . . , em) is Pm, and the
corresponding expectation is Em. In a slight abuse of notation, we use (Gm) for the probability
space as well as the sampled process. The logarithm to base e is denoted by log.
Our first goal in Section 4 is to show that, with high probability, when m is not too small,
Gm contains a matching of size
n
2 (1− o(1)). More precisely, we will prove the following.
Lemma 2.1. Let γ > 0 be a sufficiently large constant and let γn ≤ m ≤ 2n log n. With
probability 1−O(n−2),
ν(Gm) ≥ n
2
(
1− e−3m/(10n)
)
.
This lemma will follow from the fact that each vertex is typically in linearly many ac-
ceptable pairs and fairly standard graph-theoretic arguments (see, for example, [17, Section
6.1]) relying on expansion properties of the graph. The same reasoning yields that, with high
probability, after m := (1 + )n log n steps, each vertex has degree at least Ω(log n) and Gm
has a perfect matching. This proves statement (i) of Theorem 1.2.
In Section 5 we prove Theorem 1.2(iii). Let CN be an optimal cover in GN and let Dm ⊆
V (Gm) be the set of vertices contained in some optimal cover of Gm. How can an edge e
incident to CN be rejected during the process? This is only possible if e is not incident to
a current optimal cover at the time step m when it is offered (i.e. e ∩ Dm = ∅). The key
idea in controlling those rejected edges is to show that for m′ = 1.1n log n, most vertices in
an optimal vertex cover of Gm′ have been in an optimal cover for most m < m
′. Therefore
we rarely rejected an edge touching such a vertex. We also know that with high probability,
Gm′ has a perfect matching. Then deterministically, no edges incident to CN will be rejected
after the time step m′, since CN is also an optimal cover in Gm′ .
The question considered in Section 6 is how ‘rigid’ an optimal cover of Gm is during the
earlier evolution of the process. We will see that if |Dm| is significantly larger than n2 in a
positive proportion of steps m, we are accepting too many edges into our graph to maintain
an independent set of order n2 . Let us state the lemma formally. For m0, t ≥ 0, let T (m0, t)
be the time period of length t beginning at m0, i.e. T (m0, t) := {m0, . . . ,m0 + t− 1}.
Lemma 2.2. Let m0 := n
√
log n. For γ > 0, let T := T (m0, γn log n). With high probability,
there are at most γn(log n)9/10 values of m ∈ T such that |Dm| >
(
1
2 + (log n)
−1/10)n.
This lemma will be useful in proving Theorem 1.3, as it gives us an upper bound on the
number of acceptable pairs for Gm. We conclude Section 6 by showing that after 4n log n
steps, the optimal cover in Gm is unique, which proves Theorem 1.2(ii).
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The proof of Theorem 1.3 is given in Section 7. Let us discuss roughly how the number of
isolated vertices decays in the Ko˝nig process (Gm) compared to a typical Erdo˝s-Re´nyi process
(Gn,m). In a single time step of (Gn,m), each isolated vertex is connected with probability
asymptotically 2/n. This dynamic allows one to relate the number of isolated vertices in Gn,m
to the classical coupon-collector problem and implies that with high probability, the isolated
vertices disappear when m = 12(n log n+ ω(1)).
Now consider the Ko˝nig process (Gm) after ν(Gm) ≥ (12 + o(1))n. Let Im be the number
of isolated vertices in Gm. We will show that there are time steps (called unhelpful) in which
each isolated vertex is connected with probability only 1n(1 + o(1)). The reason is that in an
unhelpful step m, an isolated vertex v cannot be used to extend a maximum matching in Gm,
so now consider the Ko˝nig process (roughly half of the vertex pairs containing v (those not
incident to a current optimal cover) are unacceptable. This is shown in Subsection 7.1 using a
careful analysis of a maximum matching in Gm. In Subsection 7.2 we show that the unhelpful
states typically constitute a constant proportion of the time steps. Since in an unhelpful
state m, Im has a smaller decay rate than in Gn,m, it follows (via martingale arguments in
Subsection 7.3) that G(1/2+C)n logn has isolated vertices for some C > 0. Our argument does
not give a sharp constant C, so we do not attempt to make marginal improvements.
3. Preliminaries and Probabilistic Tools
In this section we gather together some basic probabilistic tools and standard results that
will be used throughout the paper.
3.1. The relationship between Gn,m and G(n, p). Let G(n, p) denote the n-vertex random
graph in which every possible edge is present independently with probability p. The following
lemma allows us to prove that Gallm has certain properties, by considering the properties of
G(n,m/N). A graph property P is said to be monotone increasing if G ∈ P implies that
G+ e ∈ P.
Lemma 3.1 ([17], Lemma 1.3). Let P be any graph property and let p = p(n) satisfy n2p, n(1−
p)p−1/2 →∞. If m = p(n2) and n is sufficiently large, then
P [Gn,m ∈ P] ≤ 10m1/2P [G(n, p) ∈ P] .
Moreover, if P is monotone increasing, then P(Gn,m ∈ P) ≤ 3P(G(n, p) ∈ P).
As a consequence, we immediately get a bound on the maximum degree in Gall10n logn.
Claim 3.2. For m = 10n log n, the graph Gallm has maximum degree at most 200 log n with
probability 1−O (n−2).
Proof. Let p := 10n logn
(n2)
. Using the Chernoff bound (the third formulation in Theorem 3.3
stated below), the probability that a single vertex has degree 200 log n in G(n, p) is at most
2−200 logn. Taking the union bound over all n vertices and applying Lemma 3.1 gives the
required result. 
3.2. Standard Estimates and Probabilistic Tools. Here we collect together the standard
probabilistic tools we will use during the proof. The first is a version of the Chernoff Bound
taken from [8].
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Theorem 3.3 (The Chernoff Bound). Let X1, . . . , Xn be a sequence of independent [0, 1]-
valued random variables and let X =
∑n
i=1Xi. Then, for 0 < ε < 1,
P (X < (1− ε)E(X)) ≤ e− ε
2E(X)
2 ,
P (X > (1 + ε)E(X)) ≤ e− ε
2E(X)
3 .
Moreover, if t > 2eE [X], then
P [X > t] ≤ 2−t.
We will use a well-known result about the edge distribution in the random graph. As usual,
EG(U,W ) denotes the set of edges of a graph G with one endpoint in U and one in W and
EG(U) the set of edges with both endpoints in U . We omit the index G when the graph is
clear from the context. The number of edges in G is denoted by e(G). This particular form
is stated in [25] for G(n, p), but Lemma 3.1 implies that it also holds for Gn,m.
Theorem 3.4. Let m = m(n) ≤ 0.49n2. There exists a constant λ > 0 such that, with high
probability, in Gn,m every two disjoint sets U,W ⊂ V of cardinality |U | = u, |W | = w satisfy
|E(U,W )| ∈ 2muw
n2
± λ
√
uwm
n
and |E(U)| ∈ mu
2
n2
±O
(
u
√
m
n
)
.
We need another claim on the edge distribution in Gn,m. Although similar results are
available in the literature, we will need an explicit bound on the probability so we include the
proof here.
Lemma 3.5. Let β ≤ 0.1 and m ≥ 10β−2n. For G := Gn,m and any set U of cardinality at
most βn2e , we have
P
[
|EG(U)| ≤ βm|U |
n
]
= 1−O(n−2).
Proof. We say that G ∈ Du if some set U ⊂ V (G) of cardinality u spans more than βmun edges
in G, and set D =
⋃βn/(2e)
u=1 Du. We will show that P [G(n, p) ∈ D ] = O
(
n−5
)
in G(n, p) with
p = 2m
n2
.
We estimate the probability of Du by taking the union bound over all the vertex sets of
cardinality u.
P [G(n, p) ∈ Du] ≤
(
n
u
)(u(u−1)
2
βnpu
2
)
p
1
2
βnpu ≤
(
en
u
(
eu
βn
) 1
2
βnp
)u
.
We proceed by splitting the range for u. First note for u < βnp, Du is empty as a set of
cardinality u cannot span more than βnpu2 =
βmu
n edges. If u ≤
√
n and n is sufficiently large,
then eu/(βn) ≤ n−1/3, so
P [G(n, p) ∈ Du] ≤
(
en
1
2 · n− 13 · 12βnp
)u ≤ (en 12− 16βnp)u < n−2u.
For
√
n < u ≤ βn2e , we recall the hypothesis that 12βnp ≥ 10β−1 and deduce
P [G(n, p) ∈ Du] ≤
(
en
u
(
eu
βn
) 1
2
βnp
)u
≤
(
2e2β−1 · 2−10β−1
)u
< 2−u.
THE KO˝NIG GRAPH PROCESS 7
Combining these estimates, we get
P [G(n, p) ∈ D ] ≤
√
n∑
u=βnp
n−2u +
βn
2e∑
u=
√
n
2−u = O
(
n−βnp
)
+O
(
n · 2−
√
n
)
= O
(
n−5
)
.
Lemma 3.1 gives P [Gn,m ∈ D ] = O
(
n−2
)
. 
The following lemma is a bound for the lower tail of the binomial distribution. If we are
looking to control very large deviations, elementary computations give a stronger estimate
than the usual Chernoff bounds.
Lemma 3.6. Let X ∼ Bin(k, p) with µ = kp → ∞ as k → ∞. Given η > 0 and a constant
0 < δ ≤ 1 satisfying δ(2 + log(1/δ)) + (log(δµ))/µ < η for sufficiently large k, we have
P [X ≤ δµ] ≤ e−(1−η)µ.
Proof. By definition of Bin(k, p), P [X ≤ δµ] ≤ ∑δµs=0 (ks)ps(1 − p)k−s. Standard inequalities
give
P [X ≤ δµ] ≤
δµ∑
s=0
(
ekp
s
)s
e−(k−s)p =
δµ∑
s=0
(
e1+pµ
s
)s
e−kp,
As δ ≤ 1 and the summand is increasing in s for s ≤ µ, we can bound each summand by the
final term, s = δµ. It follows that
P [X ≤ δµ] ≤ δµ (e2δ−1)δµ e−µ.
The hypothesis on δ is equivalent to log(δµ) + δµ(2 + log(1/δ)) ≤ ηµ, and hence
P [X ≤ δµ] ≤ eηµe−µ.

3.3. Martingale concentration inequalities. Recall that a sequence of random variables
X0, X1, . . . is called a martingale if for each i ≥ 1, we have E[Xi | X0, . . . , Xi] = Xi−1. It
is called a submartingale if E[Xi |X0, . . . , Xi] ≥ Xi−1. We will use two standard martingale
concentration results in our proof. The first is Azuma’s Inequality. The version we present
here was taken from [8].
Theorem 3.7 (Azuma’s Inequality). Let X0, X1, . . . be a martingale such that for each i ≥ 0
there exists a constant c ≥ 0 such that |Xm −Xm−1| ≤ c. Then,
P [|Xm −X0| > λ] ≤ 2 exp
(
− λ
2
2c2m
)
.
The second is Freedman’s Inequality. It gives a stronger concentration result than Azuma’s
inequality when the average differences Xm+1 − Xm are much smaller than the worst-case.
To avoid working with filtrations and the corresponding notation, we state it in our specific
context. The general statement can be found for instance in [28]. Moreover, in Section 7, we
will apply a version of the Inequality for submartingales, where the bound only holds for the
lower tail of Yi. This formulation (with slightly stronger constants) can be found in [14].
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Theorem 3.8 (Freedman’s inequality). Let
∑m
i=1 Yi be a real-valued submartingale, where
Ei−1[Yi] ≥ 0 and |Yi| ≤ 1 for i ≥ 0. Let Wm =
∑m
i=1 Ei−1
[
Y 2i
]
. Then, for all ` > 0 and
σ2 > 0,
P
[
∃m :
m∑
i=1
Yi ≤ −` and Wm ≤ σ2
]
≤ exp
[
− `
2
2σ2 + 4`/3
]
.
If, in addition, Ei−1 [Yi] = 0 for i ∈ N,
P
[
∃m :
∣∣∣∣∣
m∑
i=1
Yi
∣∣∣∣∣ ≥ ` and Wm ≤ σ2
]
≤ 2 exp
[
− `
2
2σ2 + 4`/3
]
.
Moreover, the following special case of Theorem 3.8 for indicator random variables will be
useful in our applications.
Corollary 3.9. Let Xi be an indicator random variable depending only on Gi and let qi :=
Pi−1 [Xi = 1]. For any m ∈ N and L > 0,
P
[(∣∣∣∣∣
m∑
i=1
(Xi − qi)
∣∣∣∣∣ ≥ Ln
)
∧
(
m∑
i=1
qi ≤ 4Ln
)]
≤ e−Ln/10.
Proof. Fix m, and define T := {1, . . .m}. Let Yi := Xi−qi for i ≥ 1. By definition, Ei−1 [Yi] =
0, so
(∑m′
i=1 Yi
)
m′
is a martingale with |Yi| ≤ 1. Moreover,
∑
i∈T Ei
[
Y 2i+1
]
=
∑
i∈T qi(1− qi),
so our event implies the event stated in Freedman’s inequality with σ2 = 4Ln. Applying
Freedman’s inequality (with ` = Ln) gives precisely
P
[(∣∣∣∣∣∑
i∈T
(Xi − qi)
∣∣∣∣∣ ≥ Ln
)
∧
(∑
i∈T
qi ≤ 4Ln
)]
≤ 2 exp
[
− Ln
8 + 4/3
]
≤ e−Ln/10.

4. Forming a large matching
Our goal in this section is to prove Lemma 2.1. It can be viewed as an analogue of Frieze’s
result [18] on Gn,m where he showed that for m = Θ(n), Gn,m contains a matching covering
almost all non-isolated vertices with high probability.
We start by proving Proposition 1.1, a deterministic property of the Ko˝nig process. It
will easily follow that after O(n) steps we have a matching of linear size (see Corollary 4.1).
A little more work (in Lemma 4.2) shows that we have a linear sized subgraph with ‘large’
minimum degree satisfying certain expansion properties. We are then able to conclude the
proof of Lemma 2.1 using a standard expansion argument (see, for instance, Section 6.1 of
[17]).
Proof of Proposition 1.1. By induction on m. The statement is trivial for m = 0. Suppose
that it holds for the first m− 1 steps and consider the edge em. Let M be a matching where
the set of vertices covered by M , denoted V (M), is incident to {e1, e2, . . . , em−1}. If em is
disjoint from V (M), we can take M + em to be the required optimal matching. If em is
incident to V (M) and ν(Gm) = ν(Gm−1), then M still satisfies the condition.
Finally, if em is incident to V (M) and ν(Gm) = ν(Gm−1) + 1, let M ′ be a matching of size
|M | + 1 in Gm. The union of M and M ′ consists of cycles and paths alternating between
THE KO˝NIG GRAPH PROCESS 9
M and M ′, where one path P containing em has odd length, contains one more edge of
M ′ than of M , and two endpoints outside M ; all the remaining paths have even length.
Then the matching M1 created by replacing edges of M in P by those of M
′, is a maximum
matching in Gm covering all vertices of M . Hence M
′ intersects every edge in {e1, . . . , em},
as required. 
Corollary 4.1. Let  > 0 and m0 := 
−2n. With probability 1−O (n−2)
(i) ν (Gm0) ≥ 1−2 · n, and
(ii) whenever m0 ≤ m ≤ 2n log n, each vertex is contained in at least
(
1
2 − 
)
n pairs
which are acceptable for Gm.
Proof. For every m, Gallm has an independent set of order n−2ν(Gm), namely the complement
of V (M), where M is the maximum matching granted by Proposition 1.1. Denoting the order
of a maximum independent set in G by α(G), standard first-moment computations (see, e.g.,
[20, Section 7]) yield
P
[
α
(
Gallm0
)
≥ n
]
≤ e−n = O (n−2) .
It follows that with probability 1−O (n−2), n− 2ν(Gm0) < n, as required for (i).
This tells us that with high probability τ(Gm) ≥
(
1
2 − 2
)
n for m ≥ m0. Any pair contain-
ing v and a vertex in an optimal vertex cover Cm of Gm is acceptable for Gm. By Corollary 3.2,
with probability 1−O(n−2), Gallm has maximum degree O(log n) which implies that o(n) pairs
incident to v have been offered so far. Thus the number of acceptable pairs incident to v is
at least
(
1
2 − 
)
n, as required for (ii). 
To avoid confusion, we remark that the bound in (i) is rather crude since the independence
number of Gn,m with m = 
−2n is actually Θ
(
2n log
(
−1
))
. The probability ‘benchmark’
O
(
n−2
)
across this section is also arbitrarily chosen – all the probability bounds are signifi-
cantly stronger.
Even though we need a stronger bound on ν(Gm), Corollary 4.1 is a very useful tool,
providing a lower bound on the probability that em+1 is acceptable for Gm. As usual, we let
δ(G) denote the minimum degree of G. The neighbourhood of a vertex set S in a graph G,
excluding S, is denoted by NG(S). We may omit the subscript when it is clear which graph
plays the role of G. The following facts about the edge distribution of Gm will be used for
our expansion arguments.
Lemma 4.2. Let 0 < β ≤ 10−3. There exists γ > 0 such that for all γn ≤ m ≤ 2n log n,
with probability at least 1−O (n−2), Gm has the following properties.
(i) Gm has a subgraph H such that |V (H)| ≥ n
(
1− e−m/(3n)) and δ(H) ≥ 10βmn .
(ii) For any set S ⊆ V (H) with |S| ≤ βn16 , |NH(S) ∪ S| > 2|S|.
Proof. First consider (i). We will use the following claim.
Claim 4.3. Let α := e−m/(3n) and let A be the event that there exists a set S of order αn
such that |EGm (S, V \ S) | ≤ 10αβm. Then P [A] = O
(
n−2
)
.
Proof. Let B be the event that Gallm has maximum degree at most 200 log n and the statements
(i) and (ii) of Corollary 4.1 hold with  = 120 . By Claim 3.2 and Corollary 4.1, we can pick γ
10 NINA KAMCˇEV, MICHAEL KRIVELEVICH, NATASHA MORRISON, AND BENNY SUDAKOV
large enough to ensure that B occurs with probability at least 1−O (n−2). It is now sufficient
to show that
(4.1) P [A | B] ≤ n−2.
Let S be a set of order αn. As we condition on B occurring, we can choose γ/10 to be
sufficiently large such that for all m/10 ≤ m′ ≤ 2n log n, each vertex in Gm′ is contained in at
least 920n pairs acceptable for Gm′ . Also, by choosing γ to be sufficiently large, we can ensure
that |S| ≤ n100 .
Combining these two facts with the maximum-degree bound gives that for all m/10 ≤ m′ ≤
2n log n, each v ∈ S is in at least 2n5 acceptable pairs (v, w) for Gm′ such that w /∈ S. So the
probability that em′+1 is acceptable and has exactly one endpoint in S is at least
2n
5 |S|(
n
2
) ≥ 4α
5
.
Hence
P [|EGm (S, V \ S) | ≤ 10αβm | B] ≤ P
[
Bin
(
9m
10
,
4α
5
)
≤ 10αβm
]
≤ e− 12αm.
The last inequality follows from Lemma 3.6 (applied with µ = 36αm/50, η = 11/36 and
δ = 1/72). Taking the union bound over all sets of order αn
P [A | B] ≤
(
n
αn
)
· e− 12αm ≤
(
eα−1e−
m
2n
)αn
=
(
e−
m
6n
+1
)αn ≤ e−αm10 .
Since n ≤ m ≤ 2n log n, a very crude computation gives αm = e−m/(3n)m ≥ e−2 logn/3m ≥
n1/3, so P [A] ≤ e−αm/10 ≤ n−2, completing the proof of (4.1) and hence the proof of the
claim. 
Now consider applying the following algorithm to Gm. Let H0 := Gm and R0 := ∅. Now for
each i ≥ 0, if there exists some v ∈ Hi such that degHi(v) < 10βmn , then define Hi+1 := Hi\{v}
and Ri+1 := Ri ∪ {v}. We terminate the algorithm when no such v exists, and denote the
final step by j. Claim 4.3 implies that P [j ≥ αn] = O (n−2). For, if Rαn is defined, then
|EGm(Rαn, V \Rαn)| ≤ 10αβm by construction. This completes the proof of (i).
To show (ii), assume that part (i), as well as the conclusion of Lemma 3.5 hold. Let H
be the subgraph given by (i), and let S ⊆ V (H) be a set of cardinality |S| ≤ β16n. Let
T = NH(S) ∪ S and suppose that |T | ≤ 2|S| ≤ β8n. By Lemma 3.5 and the minimum-degree
assumption about H, we have
βm
n
|T | ≥ |EGm(T )| ≥
10βm
2n
|S|,
and so |T | ≥ 5|S|, a contradiction. So |T | > 2|S|, as required for (ii). 
We are now ready to present the proof of Lemma 2.1.
Proof of Lemma 2.1. Let 0 < β ≤ 10−3 and ζ := 210β−2. Given m ≥ γn and γ sufficiently
large, define m′ = m−ζn ≥ 9m10 . Let B be the event that statements (i) and (ii) of Lemma 4.2
hold for m′ and let γ be large enough to ensure P(B) = 1−O (n−2) (possible by Lemma 4.2).
We show that
(4.2) P
[
ν(Gm) <
n
2
(
1− e−3m/(10n)
) ∣∣∣B] = O (n−2) ,
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which will imply the lemma. In what follows, we condition on B occurring.
Hence there exists a set L of vertices which span a subgraph of minimum degree at least
10βm′
n in Gm′ , such that n − |L| ≤ ne−m
′/3n ≤ ne−3m/10n. We may ensure L has an even
number of vertices by removing an arbitrary vertex if |L| is odd. Define Hi := Gi[L] for each
i ≥ m′. We use an expansion argument due to Bolloba´s and Frieze [6] to show that Hm
contains a perfect matching. We will include the proof since the claim is not stated explicitly
in [17].
Claim 4.4 ([17]). Let H be an n-vertex graph in which every S ⊆ V (H) with |S| ≤ k satisfies
|NH(S)| > |S|. If H does not have a perfect matching, then there are at least
(
k
2
)
vertex pairs
f such that ν(H + f) > ν(H).
Proof. Let M be a maximum matching in H and v a vertex not contained in V (M). In this
case, we say that M isolates v. Using a sequence of flips, we will find many vertex pairs uv
which extend M . For e = xx′ ∈ M and f = xu, where u 6= v is isolated by M , a flip from e
to f is the operation of replacing M by M ′ = M + f − e. Let A(v) be the set of vertices y
such that v and y are isolated by some matching M ′ obtained from M by a sequence of flips.
We will show that any vertex in NH(A(v)) is matched in M to some vertex of A(v), implying
that |NH(A(v))| ≤ |A(v)|. Let x ∈ NH(A(v)). In particular x /∈ A(v) and so x ∈ M . Let
x′ denote the unique neighbour of x in M . We will show the vertex x′ is in A(v). This will
imply that |NH(A(v))| ≤ |A(v)|. Since x ∈ NH(A(v)) there is a vertex u ∈ A(v) adjacent to
x. Let M ′ be a maximum matching obtained from M by a sequence of flips that isolates u.
First, suppose that xx′ ∈ M ′. Then we can flip the edge xx′ with the edge xu, isolating x′.
Thus x′ ∈ A(v). If xx′ is not in M ′, then at some point in the sequence of flips from M to M ′
a flip from xx′ to another edge has occurred. If this happens, then either x or x′ is in A(v).
By assumption, x /∈ A(v), so in fact x′ ∈ A(v). Hence |NH(A(v))| ≤ |A(v)|, as required.
Our assumption on H in the claim hypothesis implies that |A(v)| ≥ k. Applying the same
argument to all vertices x ∈ A(v) (which are isolated by some maximum matching M ′) gives
us at least k
2
2 distinct pairs xy such that ν(H + xy) > ν(H). 
Consider any step i with m′ < i ≤ m and ν(Gi) < n2 . As we condition on B, we may
apply Claim 4.4 with k = β16n to get that there are at least
(
βn/16
2
)
vertex pairs f such
that ν(Gi + f) > ν(Gi). As i ≤ 2n log n, only o(n2) vertex pairs have been offered so far.
Therefore the probability that ν(Gi+1) > ν(Gi) is at least the probability that such an f is
offered, which is
(4.3)
(
βn/16
2
)− i(
n
2
)− i ≥ β229 .
Let Y ∼ Bin
(
ζn, β
2
29
)
. We have
P [Hm has no perfect matching | B] ≤ P
[
Y <
n
2
]
= e−Ω(n) ≤ n−2.
This completes the proof of the lemma.

Analogous arguments actually give a stronger result, which will be used to prove Theo-
rem 1.2(i).
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Corollary 4.5. Let δ > 0, m n. Let L be a fixed vertex subset of even order. If Gm−ω(n)[L]
has minimum degree at least δmn , then Gm[L] has a perfect matching with high probability.
Proof. Let L be a vertex subset of even order such that H := Gm−ω(n)[L] has minimum
degree at least δmn . Then, analogously to the argument in 4.2(ii), we obtain that, with high
probability, any subset S ⊆ V (H) with |S| ≤ δn160 satisfies |NH(S) ∪ S| > 2|S|. Now, as in
the proof of Lemma 2.1, using Claim 4.4 we see that Gm[L] has a perfect matching with high
probability. 
To conclude the section, we show that Gm has a perfect matching for m = (1 + )n log n
to prove Theorem 1.2(i). It is not difficult to show the claim for m = (1 + o(1))n log n by
controlling distances between ‘low-degree’ vertices in Gm (see, e.g., [17]), but we chose to
include the slightly weaker statement, which is restated here for the benefit of the reader.
Theorem 1.2(i). Let  > 0 and m = (1 + )n log n. With high probability, Gm has a perfect
matching.
Proof. Let t := 4n log n. We will first show that with high probability, Gm−t has minimum
degree at least δ log n.
By Corollary 4.1, if t ≤ m′ ≤ 2n log n, each vertex is in at least (12 − o(1))n > (12 − 40)n
vertex pairs which are acceptable for Gm′ . Therefore, for all k ≥ 0, we have
P
[
degGm−t(v) ≤ k
] ≤ P [X ≤ k] ,
where X ∼ Bin (m− 2t, ( 1n − 20n)). Let δ ≤ 1 be small enough for Lemma 3.6 to hold with
η = 20 . By the choice of δ and applying Lemma 3.6, we have
P
[
degGm−t(v) < δ log n
] ≤ exp(−(1− 
20
)
(m− 2t)
(
1
n
− 
20n
))
≤ n−1− 10 .
Taking the union bound over all n vertices gives that with high probability, Gm−t has mini-
mum degree at least δ log n.
As t = ω(n), we can apply Corollary 4.5 to Gm−t with L = [n] and deduce that Gm has a
perfect matching. 
5. The structure of GN
The main purpose of this section is to prove Theorem 1.2(iii). That is, we bound the
number of rejected vertex pairs incident to an optimal cover of GN . Let CN denote an
optimal cover of GN . Let m = 1.1n log n. When Gm has a perfect matching (which it does
with high probability by Theorem 1.2(i)), CN will also be an optimal cover in Gm and any
edge incident to it will be accepted. So it suffices to control the edges of Gallm rejected from an
optimal cover Cm of Gm when m = 1.1n log n. This is done in Lemma 5.3. This lemma and
the previous observation immediately imply Theorem 1.2(iii). We note that, in particular,
our results in this section do not rely on uniqueness of CN (Theorem 1.2(ii)).
We start by introducing some concepts that will be used throughout the section. Recall
that Dm ⊆ V (Gm) is the set of vertices contained in some optimal cover of Gm. For a time
period T := T (m1, t) and vertex v ∈ V , define the weight WT (v) of a vertex as
WT (v) := |{m ∈ T : v ∈ Dm}|.
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Note that WT (v) is a function of our random process. For a set S ⊆ V , define the average
weight of S in T as
WT (S) :=
1
|T |
∑
v∈S
WT (v).
The main ingredient in the proof of Lemma 5.3 is the following lemma (Lemma 5.1). It
is proved using a martingale trick similar to one that will be used in Lemma 6.1. The main
difference is that here we apply Freedman’s inequality (Corollary 3.9), whereas there we apply
Azuma’s inequality. This is because Azuma’s inequality considers the worst-case change of a
martingale (Xm). In our case the typical changes are much smaller. Therefore Freedman’s
inequality gives a stronger bound, which is also necessary for the computations.
Lemma 5.1. For γ > 0, let m1  t := γn log n and let T := T (m1, t). The following holds
with high probability.
(i) No set S of order at least n3 with WT (S) ≥ 150n
2
t is independent in Gm1+t.
(ii) Let a ≥ 10. For any set U of order n2 with WT (U) ≥ n2 − an
2
t , the number of edges
incident to U which were rejected during T + 1 := T (m1 + 1, t) is at most 5an.
Proof of Lemma 5.1. Let m ≥ m1 and let S ⊆ V be a set of order at least n3 . For each m,
define Q′m+1 to be the set of vertex pairs in S(2) which are acceptable for Gm. Let s be the
maximum integer such that
(5.1)
s∑
i=m1+1
|Q′i|(
n
2
)− i+ 1 ≤ 79n.
For m1 + 1 ≤ j ≤ s, define Qj := Q′j , and for j > s define Qj := ∅. The reason we truncate
the sequence (Q′j)j≥m1+1 in this manner is to deal with a technicality in our application of
Freedman’s inequality.
Let Xm be the indicator random variable of the event that em ∈ Qm. Moreover, define
qm+1 := Pm [Xm+1 = 1] =
|Qm+1|(
n
2
)−m,
so that by definition we have ∑
m∈T
qm+1 ≤ 80n.
Given this, by applying Corollary 3.9 with L = 20, we see that
(5.2) P
[∣∣∣∣∣∑
m∈T
(Xm+1 − qm+1)
∣∣∣∣∣ ≥ 20n
]
≤ e−2n.
Let A be the event that WT (S) ≥ 150n2t . Let B be the event that Xm+1 = 0 for all m ∈ T .
We will show that P [A ∧ B] ≤ e−2n.
To use the condition on WT (S), we will need a simple relation between qm and WT (S).
Claim 5.2. If A occurs, then ∑m∈T qm+1 ≥ 40n.
14 NINA KAMCˇEV, MICHAEL KRIVELEVICH, NATASHA MORRISON, AND BENNY SUDAKOV
Proof. Any vertex pair not contained in Gallm but intersecting S ∩Dm is acceptable for Gm.
Therefore, we have |Qm+1| ≥ 12 |S ∩Dm|(|S|− 1)−m. Summing over m and using
∑
m∈T |S ∩
Dm| = tWT (S), which is a restatement of the definition of WT (S), we get∑
m∈T
qm+1 ≥
∑
m∈T
2|Qm+1|
n2
≥ tWT (S)|S|
n2
−O
(
t2
n2
)
.
By the claim assumption and the definition of t, this is at least 50n − O(log2 n) ≥ 40n, and
the claim follows. 
By Claim 5.2, if both A and B occur, then∣∣∣∣∣∑
m∈T
(Xm+1 − qm+1)
∣∣∣∣∣ = ∑
m∈T
qm+1 ≥ 40n.
So by (5.2), P [A ∧ B] ≤ e−2n as required. Observing that B holds if S is independent in
Gm1+t and taking the union bound over S, the probability that (i) does not hold is at most
2ne−n. This completes the proof of (i).
The proof of (ii) follows very similarly. Let U be a vertex set of order n2 . Now, for
m ≥ m1, let Rm+1 be the set of vertex pairs intersecting U \Dm and let rm+1 := |Rm+1|(n2)−m . If
WT (U) ≥ n2 − an
2
t , then∑
m∈T
rm+1 ≤
∑
m∈T
4|Rm+1|
n2
≤
∑
m∈T
4n (|U | − |U ∩Dm|)
n2
=
4t
n
(n
2
−WT (U)
)
≤ 4an.
Let Zm be the indicator random variable of the event em ∈ Rm. Then Pm [Zm+1 = 1] =
rm+1. Note that the edge em, which is incident to U , can be rejected only if em ∈ Rm.
Therefore
∑
m∈T Zm+1 counts the number of rejected edges incident to U . Analogously to
part (i), applying Corollary 3.9 to rm with the constant L = a gives
P
[(∑
m∈T
Zm+1 ≥ 5an
)
∧
(
WT (U) ≥ n
2
− an
2
t
)]
≤ e−an/10.
Taking the union bound over all possible U and recalling the hypothesis a ≥ 10, we get that
(ii) holds with probability at least 1− 2ne−n = 1− o(1).

We now apply Lemma 5.1 to control rejected edges adjacent to an optimal cover and use
this to prove Lemma 5.3. As discussed above, this immediately implies Theorem 1.2(iii).
Lemma 5.3. Let m := 1.1n log n. With high probability, if C is any optimal cover in Gm,
then O(n) edges of Gallm incident to C have been rejected.
Proof. Set t = m − γ0n and T := T (γ0n, t), where γ0 is a large constant chosen so that the
conclusion of Lemma 2.1 holds. Namely, with probability 1−O (n−2),
(5.3) ν (G`) ≥ n
2
(
1− e3`/(10n)
)
for ` ∈ T.
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We have |D`| ≥ ν (G`). So (5.3) implies
WT (V ) ≥ n
2
− n
2t
∑
`∈T
e−3`/(10n) ≥ n
2
− ne
−3γ0n/(10n)
2t
(
1− e−3/(10n)) ≥ n2 − 20n2t ,(5.4)
where we used that 1 − e−x ≥ x/2 for x ≤ 1/2. As V \ C is an independent set in Gm,
Lemma 5.1 (i) implies that with high probability WT (V \ C) ≤ 150nlogn . Combining this with
(5.4) gives that WT (C) ≥ n2 − 200nlogn with high probability. Now applying Lemma 5.1 (ii) to
C gives that, with high probability, the number of edges incident to C rejected during T is
O(n).
Clearly at most γ0n vertex pairs are rejected before time γ0n. This completes the proof of
the lemma and of Theorem 1.2(iii). 
6. Rigidity and uniqueness of an optimal cover
We now turn our attention to analysing optimal covers throughout our process. In this
section we will first prove Lemma 2.2, which concerns the ‘rigidity’ of an optimal cover, and
Theorem 1.2(ii), which tells us that with high probability, G4n logn has a unique optimal cover.
We start with an elementary observation. For m ≥ 0, conditioned on (ei)i≤m, let pm+1 be
the probability that em+1 is acceptable for Gm. Recall that em+1 is acceptable whenever it
is incident to an optimal vertex cover. So for 0 ≤ m ≤ 2n log n, if ν(Gm) = τ(Gm) is of order
at least n
(
1
2 − r(n)
)
, then
(6.1) pm+1 ≥
(
n
2
)− (( 12+r)n
2
)−m(
n
2
)−m ≥ n2 − n−
(
1
2 + r
)2
n2 − 4n log n
n2
≥ 3
4
− 2r − 5 log n
n
.
A key ingredient for the proof of Lemma 2.2 is the following lower bound on the number
of edges accepted into our graph during a certain time period.
Lemma 6.1. For γ > 0, let T := T (m0, γn log n). Let G be the graph consisting of all edges
accepted into (Gm) during the period T . With high probability,
(6.2) |E(G)| ≥
∑
m∈T
pm − n
√
log n.
Proof. For m ≥ 0, define Xm to be the indicator random variable of the event that em is
accepted and Ym := Xm− pm. By definition of pm, we have Em−1 [Ym] = 0, so
(∑m′
i=m0
Yi
)
is
a martingale. Set Y :=
∑
m∈T Ym. Moreover, |Ym| ≤ 1 for each m, so we can apply Azuma’s
inequality (Theorem 3.7) with λ = n
√
log n. We get
P
[
Y < −n
√
log n
]
≤ exp
(
− n
2 log n
2γn log n
)
.
It follows that, with probability 1− e−Ω(n),
|E(G)| =
∑
m∈T
Xm ≥
∑
m∈T
pm − n
√
log n.

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Call a time step m ϕ-flexible if |Dm| ≥
(
1
2 + ϕ
)
n. In all our arguments, this notion will
be used with the same function ϕ = ϕ(n) = (log n)−1/10. We now prove Lemma 2.2. Our
proof relies on the statistics of the process – informally, if many time steps were ϕ-flexible,
we would be accepting too many edges.
Proof of Lemma 2.2. Recall that m0 = n
√
log n, T = T (m0, γn log n) and ϕ = (log n)
−1/10.
For ease of notation, let t := |T | = γn log n. Let us assume, in order to obtain a contradiction,
that the number of ϕ-flexible steps is greater than ϕt. Let G be the graph consisting of edges
accepted during the interval T , and H := Gallm0+t. Note that H is distributed as Gn,m0+t.
By Lemma 2.1, we know that with high probability ν(Gm0) contains a matching of size
n
2 (1 − r), where r := r(n) = e−3m0/(10n)  log−1 n  ϕ. As this property is increasing, we
have that Gm with m ≥ m0 also contains a matching of at least this size. Thus, using (6.1),
with high probability for all m ≥ m0, we have pm ≥ 34−3r. Moreover, if the step m is flexible,
we have a stronger bound pm ≥ 34 + ϕ2 .
By applying Lemma 6.1 and the above analysis, with high probability we have
(6.3) |E(G)|+ n
√
log n ≥
∑
m∈T
pm ≥ 3t
4
+
ϕ
2
· ϕt− 3r(1− ϕ)t ≥
(
3
4
+
ϕ2
4
)
t.
Let m1 := m0 + t = t(1 + O
(
(log n)−1/2)
)
. Let C be an optimal vertex cover in Gm1 , which
has size at least n2 (1− log−1 n). As V \C is an independent set of size at most n2 (1 + log−1 n),
by applying Theorem 3.4 to graph H ∼ Gn,m1 we obtain
|E(Gm1)| ≤ |EH(C)|+ |EH(V \ C,C)| ≤
(
3
4
+O
(
(log n)−1/2
))
m1
=
(
3
4
+O
(
(log n)−1/2
))
t.
As Gm1 ⊇ G, this contradicts (6.3). This completes the proof of Lemma 2.2. 
We finish the section by proving Theorem 1.2(ii), which will be restated here to aid the
reader. The key idea is to analyse the set of rejected pairs and to use these to obtain
information about an optimal cover.
Theorem 1.2(ii). With high probability G4n logn has a unique optimal vertex cover.
Proof. Set m0 :=
5
4n log n, m1 :=
3
2n log n and m2 := 4n log n. By Theorem 1.2(i), with high
probability Gm0 has a perfect matching and hence an optimal cover of cardinality n/2. For
each i ≥ 0, let Ci be the set of optimal covers of Gi. Observe that for all i ≥ m0, we have
Ci+1 ⊆ Ci, as adding edges can only eliminate optimal covers.
Let E0 := {e1, . . . , em0} and E1 := {em0+1, . . . , em1}. Note that G′ := Gallm1 \ E0 ∼ Gn,m′ ,
where m′ = n4 log n. So by Theorem 3.4, with high probability, in Gn,m′ every set of
cardinality n/2 contains at least (1 − O((log n)−1/2)) n16 log n edges. However, Gm1 con-
tains an independent set of cardinality at least n/2. So, with high probability, at least
(1 − O((log n)−1/2)) n16 log n pairs of E1 are rejected. Let U be the set of vertices spanning
these rejected pairs.
We will next show that |U | ≥ (1 − (log n)−1/4)n2 . Suppose, for a contradiction, that
|U | < (1− (log n)−1/4)n2 . Then applying Theorem 3.4 shows that in G′ ∼ Gn,m′ ,m′ = n4 log n,
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with high probability we have
|E(U)| ≤ 1
16
n log n− Ω(n(log n)3/4) < (1−O((log n)−1/2)) 1
16
n log n,
a contradiction for n sufficiently large.
Now observe that if (u, v) ∈ E1 is rejected, then there exists no C ∈ Ci such that u ∈ C or
v ∈ C. This together with our observation from the first paragraph shows that, in fact, every
cover in Cm1 contains neither u nor v. So in particular, no vertex of U is contained in a cover
in Cm1 (or Cm2).
Now let E2 := {em1+1, . . . , em2} and consider e := (u, v) ∈ E2 such that u ∈ U and v /∈ U .
As in the previous paragraph, if e is rejected then no cover in Cm2 contains u or v. However,
if e is accepted, since (by the previous paragraph) u is in no cover of Cm2 , then every cover in
Cm2 contains v. So for each v ∈ V \ U , let Ev be the event that E2 contains a pair (u, v) for
some u ∈ U . If Ev occurs, then we know that either v is contained in every cover or no cover
in Cm2 .
So if, A := ⋃v∈V \U Ev occurs, then Cm2 contains a unique optimal cover. It remains to
show that A occurs with high probability. For a particular v ∈ V , say that ei is good for v if
ei = (u, v) for some u ∈ U . Let di(v) be the degree of v in Galli . For i ≤ m2, the probability
that ei is good for v is at least
|U | − di(v)(
n
2
)− i+ 1 ≥ (1− o(1))n ,
as |U | ≥ (1 − (log n)−1/4)n/2 and, by Claim 3.2 we have di(v) = O(log n), as Galli ⊆
Gall10n logn. So the number of pairs in E2 that are good for v is at least X, where X ∼
Bin
(
5
2n log n,
1−o(1)
n
)
. We have
P [X = 0] =
(
1− 1− o(1)
n
) 5
2
n logn
≤ e−2 logn.
Hence the probability that Ev does not occur is at most 1n2 . Applying the union bound over
the vertices in V \ U gives that A occurs with high probability, as required. 
7. Delayed perfect matching threshold
The focus of this section is to prove Theorem 1.3, which says that for m =
(
1
2 +
1
70
)
n log n,
Gm typically has isolated vertices. Throughout this section, we set m2 :=
3
8n log n and
m3 := 2n log n. We assume that Gm2 has a subgraph H which has a perfect matching and
satisfies
(7.1) |V (H)| ≥ n− ne− 3m210n ≥ n
(
1− n− 120
)
and δ(H) ≥ 10−3 log n,
as by Lemma 4.2 and Corollary 4.5 this event occurs with high probability.
In order to show that our graph does not contain a perfect matching, we will carefully track
the number of vertices with at most one neighbour in Gm. In order to understand how these
vertices are used at a particular time step to extend a current maximum matching, we require
some information on separation of small-degree vertices in Gm (see Lemma 7.1 below). One
important consequence will be that, typically in Gm, no vertex has three neighbours of degree
one. For u, v ∈ V , let distm(u, v) be the distance from u to v in Gm and let distallm (u, v) be
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the distance from u to v in Gallm . We take the convention dist(u, u) = 0 for any underlying
graph and any vertex u. The following lemma will mostly be applied with a = 3.
Lemma 7.1. For sufficiently small  > 0, there exists δ > 0 such that with high probability
the following statement holds. For a positive integer a ≤ 5 and all (1+)n log n/a ≤ m ≤ m3,
there are no distinct vertices u1, . . . , ua such that, for all i, j ∈ [a], we have degGm(ui) < δ log n
and distm(ui, uj) ≤ 10.
Proof. Let ` = (1+)n log n/a, and let A be the event that there exist u1, . . . , ua such that for
all i, j ∈ [a], we have degG`(ui) ≤ δ log n and distallm3(ui, uj) ≤ 10. Since for any ` ≤ m ≤ m3
and any i, j ∈ [a], we have degGm(ui) ≥ degG`(ui) and distm(ui, uj) ≤ distm3(ui, uj) ≤
distallm3(ui, uj), it suffices to show that P [A] = o(1).
Let U := {u1, . . . , ua} ⊆ V and define
D :=
a∑
i=1
degG`(ui).
If distallm3(ui, uj) ≤ 10 for all i, j ∈ [a], then there is a connected subgraph of Gallm3 on at most
11·(a−1) < 50 vertices containing U . In particular, this subgraph has a spanning tree. Let TF
be the event that Gallm3 contains a fixed labelled tree F with U ⊆ V (F ) and |V (F )| := f < 50.
First we prove an upper bound on P [D < aδ log n | TF ]. Let T ′ := {i : ei ∈ E(F )} and
T := T (γn, ` − γn). Let Ym be the indicator random variable of the event that em is an
acceptable pair with one endpoint in U and the other in V \ F . Using Corollary 4.1 (ii), for
γ sufficiently large and any γn+ 1 ≤ m ≤ ` such that m /∈ T ′ we have that there are at least
a(1/2− /4)n acceptable pairs touching one of the vertices in U . Therefore
Pm−1 [Ym = 1] ≥ a(1/2− /4)n
(1 + o(1))
(
n
2
) ≥ a · 1− /2
n
.
Thus, letting X ∼ Bin
(
`(1− o(1)), a(1−/2)n
)
, we have
P
 ∑
m∈T\T ′
Ym < k | TF
 ≤ P [X < k] .
Noting that E [X] = a(1−/2)n · `(1 − o(1)) >
(
1 + 4
) · log n and applying Lemma 3.6 with δ
sufficiently small and η = 8 , we get
P [D < aδ log n | TF ] ≤ P
∑
m≤`
Ym ≤ δ · a log n | TF
 ≤ e−(1+ 10) logn.
For a fixed tree F we now show that P [TF ] = O
((
logn
n
)f−1)
. To see this, note that the
probability that the random graph G(n, p) with p = m3
(
n
2
)−1
contains F is precisely pf−1.
Using Lemma 3.1, the fact that TF is a monotone increasing event and the crude estimate
p < 5 lognn , we get
P [TF ] ≤ 3
(
5 log n
n
)f−1
= O
((
log n
n
)f−1)
.
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Putting this together with the previous bound gives
P [(D < aδ log n) ∧ TF ] = n−1− 10 ·O
((
log n
n
)f−1)
= o
(
n−f
)
.
As there are O
(
n50
)
choices for F and U ⊆ V (F ), we can take the union bound over U and
F to get P [A] ≤ P [D < aδ log n] = o(1). 
Given this lemma, and noting that m2 =
3
8n log n > (1 + )n log n/3 for a positive constant
, we may assume for the rest of the proof that whenever m ≥ m2, no vertex in Gm has three
neighbours of degree one. We are now able to introduce the specific definitions we need for
the main part of our proof.
Say that a vertex is an isolate or is isolated in Gm if it has no neighbours in Gm. If there
exist two vertices v1, v2 of degree one in Gm that share a neighbour, then we arbitrarily choose
one to be a quasi-isolate and the other to be its partner (by the previous paragraph there
cannot typically be a third vertex of degree one sharing a neighbour with v1 and v2). The
partner is not a quasi-isolate. Let Jm denote the set of vertices that are either isolates or
quasi-isolates in Gm.
Define Mm to be a maximum matching in Gm with V (Mm) := Cm ∪ Bm, where Cm is an
optimal vertex cover in Gm, chosen subject to the following:
(M1) If v ∈ Cm is matched to u ∈ Bm by Mm and has a neighbour w 6∈ V (Mm), then
degGm(w) ≤ degGm(u).
(M2) Mm contains no quasi-isolate.
Achieving (M1) is possible by swapping u for w if this is not the case (this will give another
matching of the same size). Similarly, by swapping a quasi-isolate with its partner, (M2) is
achievable. So such a matching Mm always exists. Note that there may be many choices for
such an Mm.
By definition of Mm, the set Jm is disjoint from V (Mm). Define the set of helpers to be
Hm := V \ (V (Mm)∪ Jm) and observe that the number of helpers |Hm| is independent of the
particular choice of Mm. Intuitively, the helpers are vertices attached to Mm so as to create
many vertex pairs which would extend Mm.
Our aim is to show that typically Gm contains no helpers for a constant proportion of time
steps m (Lemma 7.4). In other words, there is a matching covering all vertices apart from
isolates and quasi-isolates. At such steps, the rate of losing isolated vertices is slower than in
Gallm , so Theorem 1.3 will follow. The argument consists of two main lemmas. The first one
is an analogue of the hitting time result of Bolloba´s and Thomason [7] for our setting.
Lemma 7.2. With high probability, the number of steps m ≥ m2 at which |Hm| ≥ 2 is
O
(
n1−1/20
)
.
The second lemma tells us that typically at many time steps we have a non-zero even
number of isolates or quasi-isolates.
Lemma 7.3. With high probability, for at least n logn33 steps m ≥ m2 we have |Jm| > 0 and
|Jm| is even.
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w x
y
Cm
Bm
Hm Jm
Mm
u
v
Figure 1. An illustration of helpers, isolates, quasi-isolates and the matching
Mm. The vertex x is a quasi-isolate and y is its partner, so both have degree
1 in Gm. By (M1), deg(w) ≤ deg(u). Recall that all additional edges are
incident to Cm.
The main work in this section is devoted to proving these two lemmas. Lemma 7.2 will be
proved in Section 7.1, and Lemma 7.3 will be proved in Subsection 7.2. Before doing this, let
us first show how the two lemmas imply the desired result.
Lemma 7.4. With high probability, for at least n logn34 time steps m ≥ m2, we have Hm = ∅
and Jm 6= ∅.
Proof. Since the number of vertices n is even, |Jm| + |Hm| = n − |V (Mm)| is always even.
In other words, |Jm| and |Hm| have the same parity, so Lemma 7.3 gives that with high
probability, |Hm| is even and Jm 6= ∅ for at least n logn33 steps m. However, Lemma 7.2 shows
that, with high probability, |Hm| ≥ 2 for o(n log n) steps. The result follows. 
7.1. Extending maximum matchings in Gm. Our goal in this subsection is to prove
Lemma 7.2. That is, we wish to show that typically, most of the time Gm contains a match-
ing which is as large as possible given the restrictions posed by isolates and quasi-isolates.
Therefore it should not come as a surprise that we need to take a careful look at the structure
of Gm.
The aim is to show that, for m2 ≤ m ≤ m3, if we have at least two helpers in Gm, then there
are many choices of em+1 whose addition would increase the size of a maximum matching
(see Lemma 7.6 for the precise statement). Firstly, we need an expansion property of our
graph, stronger than that given by Lemma 4.2 (ii). For the rest of the section, fix δ0 to be
the constant from Lemma 7.1 applied with  = 0.01 (so that m2 > (1 + )n log n/3).
Lemma 7.5. With high probability the following statement holds. There exists ζ > 0 such
that for all m2 ≤ m ≤ m3 and for every set S ⊆ V of cardinality at most n4 logn where every
vertex in S has at least δ0 log n neighbours outside of S, we have |NGm(S)| ≥ ζ log n|S|.
Proof. By Theorem 3.4, with high probability every set S with |S| ≤ n4 logn satisfies
EGm(|S|, |NGm(S)|) ≤ EGm3 (|S|, |NGm3 (S)|) ≤
2m3|S||NGm3 (S)|
n2
+ λ
√
m3|S||NGm3 (S)|
n
,
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where λ is a positive constant granted by the Theorem. If for some S we have |NGm3 (S)| <
ζ log n|S| with a positive constant ζ, then the right-hand side is at most
4ζ log2 n|S|2
n
+ λ|S| log n
√
2ζ ≤ |S| log n(ζ + λ
√
2ζ) <
δ0
2
|S| log n,
when ζ is chosen to be sufficiently small. But by hypothesis, EGm(|S|, |NGm(S)|) ≥ δ0|S| log n,
a contradiction. 
For the rest of the section we will assume that our process throughout steps m2 ≤ m ≤ m3
satisfies the properties granted by Lemma 7.1 and Lemma 7.5, without explicitly referring to
the probabilistic statements.
Say that a vertex is large if it has degree at least δ0 log n in Gm and small otherwise. For
a vertex u ∈ V (Mm), let g(u) denote the vertex that is matched to u in Mm. Similarly for a
set S ⊆ V (Mm), let g(S) := {g(u) := u ∈ S}. For m ≥ m2 we obtain the following properties
as an easy consequence of Lemma 7.5 and the definition of Mm.
(P1) For any v, N5Gm [v] contains at most two vertices of degree at most δ0 log n in Gm,
where N i[v] denotes the set of vertices within distance at most i from v.
(P2) If a helper has degree one, then its neighbour w in Cm satisfies degGm(g(w)) ≥ 2.
We will now introduce some more definitions. Let M be a matching in Gm. Say that a
path P := u1 . . . uk ∈ Gm is M -alternating if the edges of P alternate between being in and
out of M . Say that an M -alternating path P augments M if u1, uk /∈ V (M). Observe that
if P augments M , then M ′ := (M \ P ) ∪ (P \M) is a larger matching in Gm than M . Our
next lemma will show that if |Hm| ≥ 2, then there are Ω(n2) vertex pairs that have not yet
been offered that will create a path that augments a maximum matching in Gm.
Lemma 7.6. Let m2 ≤ m < m3. If |Hm| ≥ 2, then for some absolute constant η > 0, the
probability that ν(Gm+1) > ν(Gm) is at least η.
Proof. Let u1, v1 be distinct vertices in Hm. For ease of notation, let C = Cm, B = Bm
and M := Mm. We will find ηn
2 distinct vertex pairs (x, y) such that x, y ∈ B (and hence
xy /∈ E(Gm)), and such that Gm ∪ {xy} contains an M -alternating path from u1 to v1 that
augments M . As m = o(n2), at least ηn
2
2 of these pairs are not contained in e1, . . . , em and
hence P [ν(Gm+1) > ν(Gm)] ≥ η.
In order to find the pairs (x, y), whose addition creates a path in Gm that augments M , we
will first find disjoint paths P1 from u1 to u
∗ and Q1 from v1 to v∗, where u∗ and v∗ are large
vertices in Bm. We will then be able to use the expansion properties of the graph induced by
the large vertices to extend P1 and Q1 to many disjoint M -alternating paths terminating at
distinct pairs of vertices in B. The main difficulty in the proof is finding the large family of
extensions.
We begin by finding P1 and Q1.
Claim 7.7. There exist disjoint M -alternating paths P1 = u1 . . . u
∗ and Q1 = v1 . . . v∗, where
u∗ and v∗ are large vertices and |P1|, |Q1| ≤ 5.
Proof. If u1 and v1 share a neighbour then they do not both have degree one, otherwise u1
or v1 would be a quasi-isolate. So we are able to pick u2 6= v2 ∈ C such that u1u2 and
v1v2 are edges of Gm. If u3 := g(u2) and v3 := g(u3) are both large, set P1 := u1u2u3 and
Q1 := v1v2v3.
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Therefore we may assume that u3 is small. It follows from (M2) that u1 is also small as
degGm(u1) ≤ degGm(u3). By (P2), deg(u3) ≥ 2 and so pick u4 ∈ C to be a neighbour of u3
distinct from u2. Define u5 := g(u4). By Lemma 7.1, N
2
Gm
[u2] contains at most two small
vertices, so u5 is large. Set P1 := u1 . . . u5.
We are left with two cases for v3. If v3 is small, then N
3
Gm
[u2]∩N3Gm [v2] = ∅ since otherwise
we could find small vertices u1, u3, v3 (and even v1) at mutual distances at most 10. Therefore
we can find v5 analogously to u5 and set Q1 := v1 . . . v5. If v3 is large and u4 6= v2, we may
set Q1 = v1v2v3. Finally, let v3 be large and u4 = v2. Then v1 is large since otherwise
N3Gm [u4] contains three small vertices. Hence v1 has another neighbour v
′
2 /∈ {u2, v2}, so set
v′3 := g(v′2). The vertex v′3 is also contained in N3Gm [u4] (recalling that u4 = v2) and therefore
it is a large vertex (otherwise we again will have three small vertices in N3Gm [u4]). Thus we
may set Q1 = v1v
′
2v
′
3. 
The following claim gives a large family P of pairs of M -alternating paths extending P1
and Q1, such that each pair (P,Q) ∈ P yields a unique pair of endpoints (uP , vQ). Let
c := 14 min{δ0, ζ}, where ζ is the constant from Lemma 7.5.
Claim 7.8. There exists a family P of pairs of paths (P,Q) with the following properties.
(i) P = P1P2 and Q = Q1Q2 are M -alternating disjoint paths, where P2 = u
∗ . . . uP and
Q2 = v
∗ . . . vQ with uP , uQ ∈ B.
(ii) |{(uP , vQ) : (P,Q) ∈ P}| ≥ c2n216 .
Let us first explain why the lemma follows from this claim, before proving it. By (i), for
each (P,Q) ∈ P, the addition of the edge uP vQ creates an M -alternating path that augments
M . By (ii), we have at least c
2n2
16 such vertex pairs. At most m = O(n log n) of these pairs
appear in e1, . . . , em, which implies the statement of the lemma with η :=
c2
16 .
Proof of Claim 7.8. We will construct disjoint sets U1, . . . , Uk, V1, . . . , Vk ⊆ B \ (P1 ∪ Q1).
These sets will have the path property that, for every j and every pair (xj , yj) ∈ Uj×Vj , there
exist sequences x1, . . . , xj−1 and y1, . . . , yj−1, such that for all i < j we have xi ∈ Ui, yi ∈
Vi and P1g(x1)x1 g(x2)x2 . . . g(xj)xj and Qg(y1) y1 g(y2) y2 . . . g(yj)yj are M -alternating
vertex-disjoint paths in Gm. See Figure 2 for an example of the paths we will create.
In particular, we will construct these sets such that, for each i, we have |Ui| ≥ c log n|Ui−1|
and |Vi| ≥ c log n|Vi−1|. We will show that, given Ui and Vi, we can create appropriate Ui+1
and Vi+1 until we reach some k where |Uk|, |Vk| ≥ c4n. Such sets Uk, Vk, with the property
described in the above paragraph, will give the family of paths required for the claim.
These sets are constructed iteratively as follows. Set U0 := {u∗} and V0 := {v∗}. Having
defined Ui and Vi, we will find disjoint sets Ui+1 ⊆ B and Vi+1 ⊆ B \ (P1 ∪Q1) such that:
(i) Ui+1 and Vi+1 are disjoint from
⋃i
j=1 Uj ∪
⋃i
j=1 Vj ;
(ii) Ui+1 ⊆ g(N(Ui)) and Vi+1 ⊆ g(N(Vi)).
(iii) Every vertex in g(Ui+1) ∪ g(Vi+1) is large.
(iv) If |Ui| ≤ n4 logn , then |Ui+1| = |Vi+1| ≥ c log n|Ui|,
We will keep constructing until we reach Uk and Vk such that |Uk| = |Vk| ≥ c4n. So the
process runs for O
(
logn
log logn
)
steps. Observe that such a family of sets has the path property,
and so constructing such a family will immediately give the claim.
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u1
u2
u∗
v1
v2
v∗
g(x1) g(x2) g(y1)g(y2)
x1 x2 y1y2
C
B
Figure 2. An example of the way the M -alternating paths will be con-
structed. The edges of M are bold.
Suppose that Ui and Vi have been defined for 0 ≤ i < k. If i = 0, set X = NGm(u∗) and
Y = NGm(v
∗). For i > 0, such that |Ui| = |Vi| ≤ n4 logn , let X := NGm(Ui) and Y := NGm(Vi).
For i such that |Ui| = |Vi| > n4 logn , pick U ′ ⊆ Ui and V ′ ⊆ Vi each of cardinality n4 logn and
set X := NGm(U
′) and Y := NGm(V ′).
As Ui ∪Vi ⊆ B and B is an independent set, using (c) we may apply Lemma 7.5 to each of
Ui and Vi. This gives that, for all i, we have |X|, |Y | ≥ 4c log n|Ui|. As Ui, Vi ⊆ B, we have
X ∪ Y ⊆ C. Therefore we can choose disjoint sets X ′ and Y ′, each of cardinality 2c log n|Ui|
such that X ′ ⊆ X and Y ′ ⊆ Y . Observe that |P |, |Q| ≤ 5 and
i∑
j=1
|Uj | ≤ |Ui|
(
1 + (c log n)−1 + (c log n)−2 + . . .
)
= O(|Ui|).
Also note that, by Lemma 7.1 and construction, g(X ′) and g(Y ′) contain O(|Ui|) small ver-
tices. So it is possible to pick Ui+1 ⊆ g(X ′) and Vi+1 ⊆ g(Y ′) satisfying (a)–(d), as required.
This completes the proof of the claim. 
As discussed above, the lemma follows directly from this claim. 
Therefore, whenever |Hm| ≥ 2, the probability that em+1 extends a current maximum
matching is bounded away from zero. We will use this fact to deduce that there cannot
typically be a large number of steps where |Hm| ≥ 2.
Proof of Lemma 7.2. Let η be the constant from the statement of Lemma 7.6 and f(n) :=
n1−1/20
2 . By our assumptions on the process, Gm2 contains a matching of size
n
2 − f(n). By
Lemma 7.6, in a step m with |Hm| ≥ 2 the probability that the matching number increases
is at least η. Note that from step m2, the matching number cannot increase more than f(n)
times during the process.
Let X ∼ Bin(10f(n)/η, η). Then E(X) = 10f(n) and, by the Chernoff bound (Theo-
rem 3.3) with  = 9/10, we have
P [X < f(n)] ≤ e− 81100 ·10f(n) = o(1).
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Thus with high probability, after 10f(n)/η steps with |Hm| ≥ 2 a perfect matching is reached.
As once a perfect matching is reached, there are no helpers, the result follows. 
7.2. States with zero or one helpers. We now show that typically, in a constant propor-
tion of time steps after m2, we have that |Jm| > 0 and |Jm| is even, thus proving Lemma 7.3.
The lemma and its proof formalise the intuition that the number of steps where |Jm| is even
should be comparable to the number of steps where it is odd.
We start the analysis from m2 and, as before, we assume that Gm2 satisfies the properties
of Lemma 4.2, (7.1) and Lemma 7.1. We first prove the following lower bound on the number
of isolated vertices in Gm2 .
Lemma 7.9. With high probability, Gm2 has at least
1
2n
1/4 isolated vertices.
Proof. Let p = m2
(n2)
and let Ym2 be the number of isolated vertices in G(n, p). One can check
that E [Ym2 ] ∼ ne−2m2/n ∼ n1/4 and Var [Ym2 ] ∼ E [Ym2 ]. So by Chebyshev’s inequality,
we have P
[
Ym2 ≤ 12n1/4
]
= o(1). Since this is a decreasing event, the same bound holds in
Gallm2 by Lemma 3.1. Any isolated vertex in G
all
m2 is also isolated in Gm2 , so the statement
follows. 
Proof of Lemma 7.3. We modify the process (Gm) to avoid a minor technical issue. The
process (G′m) is defined identically to (Gm) with one change: for m > 2n log n, the offered
pair em is drawn uniformly at random from the set F := V
(2) \ {e1, e2, . . . , e2n logn}. The
number of isolates and quasi-isolates in G′m is denoted by J ′m.
The purpose of the modification is so that in each step, the probability of being offered
a particular edge is at most |F |−1. Note that, by definition, G′m coincides with Gm in the
first 2n log n steps. Therefore, we may also assume that G′m satisfies the properties given by
Lemma 4.2, (7.1) and Lemma 7.1. It suffices to prove the lemma for the modified process G′m
as Theorem 1.2(i) implies that, with high probability, G(2n logn) has a perfect matching and
hence no quasi-isolates, and consequentially the same holds for G′2n logn. Hence we proceed
with the proof for G′m.
Let ` := b14n
1
4 c. For k ∈ [2`], define
Tk := |
{
m ∈ N : |J ′m| = k
} | and M(k) := min{m : |J ′m| ≤ k}.
As Jm2 contains the isolates in Gm2 , Lemma 7.9 implies that M(2`) ≥ m2 with high proba-
bility. We remark that PM(k+1) [·] in the following claim is a slight abuse of notation because
M(k + 1) is a random variable, but its definition is clear: it is the probability of an event
conditioned on the pairs e1, e2, . . . eM(k+1).
For each 1 ≤ k ≤ 2`, we will define a new random variable and show that it stochastically
dominates Tk. Let Xk be mutually independent geometrically distributed random variables
defined by
P [Xk = r] =
(
1− 4.1k
n
)r 4.1k
n
for r ∈ N ∪ {0}.
Please note that this form of the geometric distribution is shifted by one compared to the
more usual formulation.
Claim 7.10. For log2 n ≤ k ≤ 2` and r ≥ 0,
PM(k+1) [Tk > r] ≥ P [Xk > r] .
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Proof. We start by proving the statement for r = 0, that is,
(7.2) PM(k+1) [Tk = 0] ≤
4.1k
n
= P [Xk = 0] .
If Tk = 0, then certainly Tk+1 > 0 since we can lose at most two vertices of J
′
m at any
step m. Recall from above that M(k + 1) is the first time step such that |J ′M(k+1)| = k + 1.
Let U ⊆ V be the set of isolates, quasi-isolates and their partners in G′M(k+1), and note
that k + 1 ≤ |U | ≤ 2k + 2. We will have Tk = 0 only if, from M(k + 1) onwards, an edge
between two vertices of U (which will always be acceptable) is offered before an acceptable
edge between a vertex of U and a vertex of degree at least two in G′M(k+1). We emphasise
that this is only a necessary condition.
In each step m ≥ M(k + 1), the probability that an edge between two vertices of U is
offered is (using the definition of G′m) at most(
2k+2
2
)(
n
2
)− 2n log n = (1 + o(1))4k2n2 .
We have assumed (recall (7.1)) that G′M(k+1) contains a subgraph H which has a perfect
matching and satisfies |V (H)| ≥ (1− o(1))n and δ(H) = Ω(logn). This implies that G′M(k+1)
has at least (1−o(1))n2 vertices v of degree at least 2 such that uv is acceptable for any u ∈ U .
So the probability that an acceptable edge between a vertex of U and a vertex of degree at
least 2 is offered is at least
(1− o(1))n2 · (k + 1)−m(
n
2
)−m ≥ (1− o(1))kn,
as log2 n ≤ k ≤ 2` and thus m = o(nk). Therefore, for log2 n ≤ k ≤ 2`, we have
PM(k+1) [Tk = 0] ≤ (1 + o(1))4kn ≤ 4.1kn , as required.
Secondly, we show that for r > 0
(7.3) PM(k+1) [Tk > r | Tk > 0] ≥
(
1− 4.1k
n
)r
.
In other words, we are bounding the probability that the number of isolates and quasi-isolates
does not decrease in r consecutive steps. Assuming the event {Tk > 0}, consider the event
that for all m ∈ {M(k) + 1,M(k) + 2, . . . ,M(k) + r}, em is not incident to an isolate, a
quasi-isolate or their partner in Gm−1. Note that this event implies Tk > r, so we will derive
a lower bound on its probability.
For each m ≥M(k) + 1, the number of vertex pairs incident to an isolate, quasi-isolate or
its partner in Gm−1 is at most 2kn. The probability that em is one of those pairs is at most
2kn(
n
2
)− 2n log n ≤ 4kn
(
1 +
8 log n
n
)
.
Using this bound for each of the r time steps, we get that
PM(k+1) [Tk > r | Tk > 0] ≥
(
1− 4.1k
n
)r
.
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Using (7.2), we conclude that
PM(k+1) [Tk > r] = PM(k+1) [Tk > r | Tk > 0]PM(k+1) [Tk > 0] ≥
(
1− 4.1k
n
)r+1
.
On the other hand, a simple calculation yields P [Xk > r] =
(
1− 4.1kn
)r+1
, so the statement
follows. 
Recall that ` = b14n
1
4 c and let Teven :=
∑`
i=log2 n T2i. To prove Lemma 7.3, we will show
that Teven = Ω(n log n) with high probability. It suffices to prove a lower bound on Xeven :=∑`
i=log2 nX2i.
Claim 7.11. For any t ≥ 0,
P [Teven > t] ≥ P [Xeven > t] .
Proof. Since T2`, T2`−2, . . . , T2k+2 are determined by the first M(2k+ 1) steps of the process,
Claim 7.10 implies that for any t ≥ 0,
P [T2k > t | T2`, T2`−2, . . . , T2k+2] ≥ P [X2k > t] .
This implies the required statement (or in other words, that Teven stochastically dominates
Xeven). For a proof, see, e.g., [17, Lemma 21.22]. We remark that in [17] they consider random
variables taking values in [0, 1], but this assumption is never used in their proof. 
To conclude the proof of the lemma, we will show that Xeven ≥ n logn33 with high probability.
The analysis is essentially that of the classical coupon collector problem, which is described
for instance in [15].
By definition E [X2i] = n8.2i−1 and Var [X2i] = (1− 8.2in )
(
n
8.2i
)2
. Also recall that ` = b14n
1
4 c.
By linearity of expectation we have
E [Xeven] =
∑`
i=log2 n
( n
8.2i
− 1
)
=
n
8.2
(
1
5 log n
+ · · ·+ 1
`
)
−O(`) ∼ n
8.2
· log ` > n log n
32.9
.
We now calculate the variance of Xeven in order to use Chebyshev’s inequality to show that
Xeven does not deviate too far from its expectation. As the variables X2i are independent,
we have
Var [Xeven] =
∑`
i=log2 n
Var [X2i] =
∑`
i=log2 n
O
(
n2
i2
)
≤ O (n2) ∞∑
i=1
1
i2
= O
(
n2
)
.
So by Chebyshev’s inequality, we have
P
[
|Xeven − E(Xeven)| ≥
√
n log n
]
= O
(
1
log n
)
= o(1).
It follows that, with high probability, Xeven ≥ n logn33 .
So, by Claim 7.11, with high probability Teven ≥ n logn33 . Assuming the statement of
Lemma 7.9, all the time steps counted in Teven occur after m2, as required. 
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We remark that we are not able to give an optimal constant for Lemma 7.3 because we
do not establish full control of the transition probabilities (i.e., Xk is just a convenient lower
bound for Tk), and we are ignoring any delay that arises before the time step m2. Therefore,
our computations are fairly crude.
7.3. Decay of the number of isolated vertices. We complete the proof of Theorem 1.3
by tracking the number of isolated vertices (not quasi-isolates). Our goal is to show that,
with high probability, at time m = (12 +
1
70)n log n, the graph Gm contains isolated vertices.
Denote the number of isolated vertices in Gm by Im. From the previous section, we know
that Gm contains no helpers in a constant proportion of steps and we wish to show that this
‘slows down’ the decay of the number of isolates compared to Gallm .
Before presenting the techinical details of the proof, let us explain heuristically what we
will prove. As before, throughout the section we continue to condition on the events given by
Lemmas 7.1, 7.9 and (7.1). Fix ϕ = ϕ(n) = (log n)−1/10. Say that a time step m is unhelpful
if |Hm| = 0 and is not ϕ-flexible, that is, |Dm| <
(
1
2 + ϕ
)
n (recalling that Dm is the set of
vertices contained in some optimal cover at time step m). The expected change in the number
of isolates at a time step depends on whether the step is unhelpful or not. Informally, we
have that ‘on average’
(7.4) Ii − Ii+1 ≤ IiZi,
where
(7.5) Zi =
{
1+4ϕ
n , if i is unhelpful,
2+ϕ
n , otherwise.
The formal statements and justification follow in the proof. Solving (7.4), we might expect
that
(7.6) Im ≥ I0 exp
(
−
m∑
i=1
Zi
)
,
and we will use martingales and Freedman’s Inequality (Theorem 3.8) to track the isolates
and show that they behave essentially as in (7.6). The reader may find it helpful to com-
pare this decay rate with Gn,m, where ‘on average’, the number of isolated vertices decreases
by a factor of
(
1− 2n(1 + o(1))
)
per time step. Martingale concentration inequalities can be
used to show that with high probability, the number of isolated vertices in the graph Gn,m is
asymptotically ne−2m/n when m ≤ n logn2 .
There are two technicalities we would like highlight. Firstly, define
(7.7) r := min{i : Ii ≤ blog nc}.
We will work with the truncated variable Iˆm = max{Im, Ir} as the difference equations
stop holding if Im is too small. Secondly, we apply Freedman’s inequality (as apposed to,
e.g. Azuma’s) in order to work with larger differences as long as they only occur rarely.
Let us now proceed with the details of the proof.
Proof of Theorem 1.3. As before, let ϕ := (log n)−1/10. Let
Am := |{m2 ≤ i ≤ m2 +m− 1 : step i is unhelpful}|.
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The following claim says that the number of isolated vertices in our process decays slower
than in the corresponding Gallm .
Claim 7.12. Let m2 ≤ m ≤ 2n log n. With high probability,
(7.8) log
(
Iˆm2+m
Iˆm2
)
≥ −2m
n
+
Am
n
− 6ϕm
n
.
Proof. For m2 ≤ i ≤ m2 +m, define random variables (Yi) by Yi+1 := log
(
Iˆi+1
Iˆi
)
+ Zi, where
Zi is defined in (7.5). By definition,
m2+m−1∑
i=m2
Zi =
1 + 4ϕ
n
·Am + (2 + ϕ)
n
· (m−Am).
The sequence (Yi) is set up in order to track the logarithm of Iˆi, since we expect Iˆi to decrease
exponentially. Moreover, the definition of Zi has been chosen to ensure that Ei [Yi+1] ≥ 0, i.e.,∑m
i=m2
Yi is a submartingale. To prove this, we first estimate the probability that Iˆi+1 = Iˆi−1.
First consider the case where i < r, where r is defined in (7.7), and Zi =
1+4ϕ
n , so i is
unhelpful. As i < r, Iˆi = Ii. In this case, a pair uv with v isolated is acceptable for Gi only if
u ∈ Di ∪ Ji, or if u is the partner of a quasi-isolate. Since |Di| <
(
1
2 + ϕ
)
n and |Jm2 | < n0.95
by (7.1), we have
Pi [Ii+1 = Ii − 1] ≤ Ii(|Di|+ 2|Ji|)(n
2
)− i ≤ (1 + 3ϕ)Iin .
Now we compute Ei [Yi+1]. We have
Ei [Yi+1] = Pi [Ii+1 = Ii − 2] log
(
1− 2
Ii
)
+ Pi [Ii+1 = Ii − 1] log
(
1− 1
Ii
)
+ Zi
≥ I
2
i
2
· 2
n(n− 5 log n) · log
(
1− 2
Ii
)
+
(1 + 3ϕ)Ii
n
log
(
1− 1
Ii
)
+ Zi.
The first summand, corresponding to {Ii+1 = Ii− 2}, is of a lower order. This event happens
when we offered one of
(|Ii|
2
)
acceptable pairs with both vertices in Ii. Its denominator is
n− 5 log n to account for i ≤ 2n log n edges which have been offered so far. We also use the
inequality log(1− x) ≥ −x− x2 for x < 0.1 to obtain the bound
Ei [Yi+1] ≥ O
(
Ii
n2
)
+
(1 + 3ϕ)Ii
n
(
− 1
Ii
− 1
I2i
)
+
1 + 4ϕ
n
≥ 0.
In the case i < r and Zi =
2+ϕ
n , we do a similar computation to see that Ei [Yi+1] ≥ 0.
The only change is in the second summand, since now any pair containing an isolated vertex
v can be acceptable and therefore the probability that v is not isolated in Gi+1 is at most
2
n−5 logn . This gives
Ei [Yi+1] ≥ I
2
i
2
· 2
n(n− 5 log n) log
(
1− 2
Ii
)
+
2Ii
n− 5 log n log
(
1− 1
Ii
)
+ Zi
≥ O
(
Ii
n2
)
+
2Ii
n− 5 log n
(
− 1
Ii
− 1
I2i
)
+
2 + ϕ
n
≥ 0.
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In the case i ≥ r, we have Iˆi+1 = Iˆi = Iˆr by (7.7), so Ei [Yi+1] = 0 + Zi > 0.
To control
∑m
i=m2
Yi we will use Freedman’s Inequality (Theorem 3.8), so let us bound the
predictable quadratic variation of the process. Since log
(
Iˆi+1
Iˆi
)
≤ 0,
Ei
[
Y 2i+1
] ≤ Ei [log2( Iˆi+1
Iˆi
)]
+ Ei
[
Z2i
]
≤ Pi
[
Iˆi+1 = Iˆi − 2
]
log2
(
1− 2
Iˆi
)
+ Pi
[
Iˆi+1 = Iˆi − 1
]
log2
(
1− 1
Iˆi
)
+ Z2i .
The first two summands in the following inequality correspond to the event where Iˆi+1 < Iˆi,
which only occurs for i > r. The third term corresponds to the event where Iˆi+1 = Iˆi. We
use the notation log2 x = (log x)2. Once again, we use the inequality − log(1 − x) ≤ 2x (for
x < 0.1) to conclude that
Ei
[
Y 2i+1
] ≤ 2Iˆ2i
n2
· 16
Iˆ2i
+
4Iˆi
n
· 4
Iˆ2i
+
5
n2
≤ 20
nIˆi
.
Summing over i and using 1
Iˆi
≤ 1logn , we get
Wm =
m2+m∑
i=m2
Ei
[
Y 2i+1
] ≤ 20m
n log n
≤ 40.
Applying Theorem 3.8 with ` =
√
log n, we get that with high probability
∑m2+m
i=m2+1
Yi ≥
−√log n. Therefore
log
(
Iˆm2+m
Iˆm2
)
=
m2+m∑
i=m2+1
(Yi − Zi−1) ≥ −
√
log n−
m2+m−1∑
i=m2
Zi
= −
√
log n− 2 + ϕ
n
· (m−Am)− 1 + 4ϕ
n
·Am ≥ −2m
n
+
Am
n
− 6ϕm
n
.

Let C := 134 and m :=
(
1
8 +
34C
70
)
n log n. Assume that |Hi| = 0 and |Ji| > 0 for at least
Cn log n steps i ≥ m2. By Lemma 7.4, this holds with high probability. If one of those steps
satisfies i ≥ m + m2, then |Jm2+m| > 0. Lemma 7.1 with a = 2 implies that with high
probability there are no quasi-isolates at time m2 +m, so Im2+m > 0 as required. Therefore
we may assume that all the steps i with |Ji| > 0 occur before m2 +m. This, along with the
fact that (by Lemma 2.2) the number of ϕ-flexible steps is typically o(n log n), implies that
Am ≥ Cn log n(1− o(1)). By substituting in our value of m, we have
2m
n
− Am
n
+
6ϕm
n
<
(
1
4
+
34C
35
− C + o(1)
)
log n =
(
1
4
− C
35
+ o(1)
)
log n.
This along with Claim 7.12 implies that with high probability,
log
(
Iˆm2+m
Iˆm2
)
≥ −2m
n
+
Am
n
− 6ϕm
n
> −
(
1
4
− C
40
)
log n.
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Since Iˆm2 = Im2 >
1
2n
1/4 by Lemma 7.9, we get that Iˆm2+m ≥ 14n
1
4
− 1
4
+ C
40 > nC/50 > blog nc,
and therefore Im2+m > 0. It remains to verify that the constant is as stated in Theorem 1.3,
that is, m2 +m =
(
3
8 +
1
8 +
34C
70
)
n log n =
(
1
2 +
1
70
)
n log n.

8. Concluding Remarks and Open Problems
In this paper we studied the random graph process which at every step maintains the
property that the matching and cover number of the current graph coincide. We have made
progress in understanding the properties of the graph obtained at various stages of this pro-
cess. Yet several interesting problems remain open. Theorems 1.2 and 1.3 give us bounds on
the typical appearance of a perfect matching in Gm. We have a heuristic argument which
suggests the threshold is (1 + o(1))34n log n and we wonder if this can be made rigorous.
Question 8.1. What is the threshold for appearance of a perfect matching in Gm?
Lemma 2.2 says that with high probability, most of the time when m ≥ cn log n for a small
constant c > 0, the union of optimal covers Dm has
n
2 (1 + o(1)) vertices. We wonder if this
holds all the time.
Question 8.2. Is it true that, with high probability, the union of optimal covers Dm have
n
2 (1 + o(1)) vertices for all m ≥ cn log n for a small positive constant c?
In light of Theorem 1.2, it would also be interesting to determine precisely when Gm has a
unique optimal vertex cover and to determine the correct order of the number of vertex pairs
that are not present in GN (in particular, whether it is sublinear in n). In order to get precise
bounds for any of the properties discussed above, we believe it is necessary to analyse more
carefully the earlier stages of the process (before m = 38n log n). We have made essentially no
attempt to do this.
Another direction of research could be to study a corresponding random Ko˝nig hypergraph
process. Here we fix r ≥ 3 and n such that r|n. Let N := (nr). e1, . . . , eN be a uniformly
random ordering of the edges of the complete r-uniform hypergraph on n vertices. Let G0
be an independent set of n vertices. For i = 0, . . . , N − 1 we define Gi+1 := Gi + ei if
τ(Gi + ei) = ν(Gi + ei), and Gi+1 := Gi otherwise. As in the graph process, we expect to
reach a hypergraph G, where τ(G) = ν(G) = nr . We also expect V (G) = T ∪I, where |T | = nr ,
nearly all edges touching T are present and I is independent. It seems that the hypergraph
process will require a different set of tools, as there is no concept analogous to alternating
paths.
Finally, it is also interesting to study random graph processes preserving other global
properties, for example the property of being a perfect graph.
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