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ABSTRACT:
Fast binary descriptors build the core for many vision based applications with real-time demands like object detection, Visual Odometry
or SLAM. Commonly it is assumed, that the acquired images and thus the patches extracted around keypoints originate from a per-
spective projection ignoring image distortion or completely different types of projections such as omnidirectional or fisheye. Usually
the deviations from a perfect perspective projection are corrected by undistortion. Latter, however, introduces severe artifacts if the
cameras field-of-view gets larger. In this paper, we propose a distorted and masked version of the BRIEF descriptor for calibrated
cameras. Instead of correcting the distortion holistically, we distort the binary tests and thus adapt the descriptor to different image
regions.
1. INTRODUCTION
The detection and description of salient image features is at the
core of most computer vision or photogrammetric processing chains,
e.g. object detection, image retrieval, 3D reconstruction, localiza-
tion, scan registration (Urban and Weinmann, 2015), and numer-
ous methods have been developed over the past decades. Most
features can be grouped into different categories (see Table 1 and
Table 2) and all have their advantages and disadvantages, depend-
ing on the task, the application or the platform. Commonly, three
main steps are involved in feature based algorithms.
Detection First the image is searched for keypoints. Depending
on the detector, those keypoints can either lie on corners or blob-
/region-like structures. A desirable property of such detectors is
that they should be able to repeatably detect the same keypoint
over viewpoint changes. In addition, a robust estimation of the
orientation as well as the scale at which the keypoint was detected
is necessary for some applications.
Description After having identified keypoints, a robust descrip-
tion of the image content surrounding a keypoint is performed.
The description of an image patch is usually mapped into a vector
which is called a descriptor. Depending on the method, such de-
scriptors consist either of floating point values or binary strings.
If the keypoint detector provides rotation or scale information, the
descriptor can be made invariant to such viewpoint changes. For
many tasks including ego-motion estimation this property is of
fundamental necessity as the movement of the camera introduces
a continuous change of viewpoint.
Matching In the last step, descriptors are matched by compar-
ing their vector representations. A match is found if the distance
between two descriptors is minimal compared to all other descrip-
tors. Depending on the vector type either the L2-Norm (float-
ing point) or the Hamming distance (binary strings) can be com-
puted. Latter has the advantage of speed, as the instruction sets
(SSE, AVX) of modern processors allow for parallel bit count-
ing. In addition, different matching strategies exist. One can
either match each descriptor from one image to each descriptor
from another image, or apply fast approximate nearest neighbor
algorithms (Muja and Lowe, 2009).
At this point it is important to emphasize that there does not exist
one perfect feature for all tasks. Some descriptor might outper-
form all others in terms of recognition rate on one dataset, but
might be impractical for real-time applications due to a high com-
putational burden. Also this paper will not develop a new point
feature for omnidirectional images from scratch. In the first sec-
tion we will recall the state-of-the-art in image feature research
and group it into different categories that are of interest in the
context of this work, i.e. developing a real-time capable descrip-
tor for highly distorted images. The next two sections will extend
and adopt recent approaches for the use in online omnidirectional
image matching and especially for applications such as SLAM
and Visual Odometry. Finally the last two sections will give re-
sults on matching datasets and a conclusion.
2. STATE-OF-THE-ART
This section gives an overview of the state-of-the-art for feature
point detectors and descriptors. As this is a vast topic, we can
only cover a small amount of related work. Instead, this sec-
tion is supposed to analyze the currently available methods and
help to find, adapt and tune a good feature detector - descriptor
combination to the given task of egomotion estimation. For more
comprehensive overviews and evaluations of recent research and
early developments, the reader is referred to (Weinmann, 2013,
Fan et al., 2016, Miksik and Mikolajczyk, 2012, Gauglitz et al.,
2011, Mikolajczyk and Schmid, 2005, Heinly et al., 2012).
To narrow down the state-of-the-art relevant to the task addressed
in this work, lets first analyze the requirements that a detector-
descriptor combination for egomotion estimation has to meet.
First of all, the 3-stage process of extraction, description and
matching has to be performed in real-time. For a imaging system
running at 25 Hz, we have at most 40ms for each image to be
processed. From those 40ms at least 10ms have to be subtracted
for pose estimation and other processing steps. If there is more
than one camera, the remaining 30ms had to be divided by the
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number of cameras, although there is some room for paralleliza-
tion. In addition, the descriptors are supposed to be used in place
recognition and re-localization tasks and thus the storage require-
ments are not negligible as a database of descriptors has to be
build. Apart from the processing speed, the detector-descriptor
combination should be invariant (to some extend) to viewpoint
and illumination changes, as the motion of a camera system can
be unconstrained in terms of rotation and translation. Latter how-
ever allows to relax the requirements on the amount of robustness
to significant viewpoint change, as the motion (and thus baseline
and rotation) between subsequent frames is rather small and the
putative location of the features can be reliably predicted from the
last camera poses. Moreover, the descriptors should be invariant
under image distortion or fisheye projections. As we will see, lat-
ter is a requirement rarely addressed. As todays camera systems
are supposed to operate in a changing environment and will visit
the same scene more than once, an online adaption of the descrip-
tors that are stored in the database would also be favorable.
2.1 Keypoint Detectors
In general, keypoint detectors can be grouped into two categories,
i.e. corner and blob-like detectors.
Corners Two of the first corner detectors, still in use in many
applications, are the Harris corner (Harris and Stephens, 1988)
and Shi-Tomasi’s ”Good Features to Track” (Shi and Tomasi,
1994) detector. In both methods, a ”corner score” is derived
by analysis of the eigenvalues of the second-order moment ma-
trix which involves computing the image derivatives. To avoid
such costly computations FAST (Rosten and Drummond, 2006,
Rosten et al., 2010) uses simple gray value comparisons on dis-
cretized circle segments around a candidate pixel to decide whether
a pixel is classified as a corner. To speed up the process, they
involve machine learning techniques (a ternary Decision Tree) to
reduce the number of necessary pixel comparisons to a minimum.
The drawback is that this Decision Tree should be relearned for
new environments or scene structures. Building upon the idea
of FAST, the AGAST (Mair et al., 2010) detector improves the
segment testing by finding an optimal binary Decision Tree that
adapts to new environments. In addition, the ternary test configu-
ration of FAST (similar, brighter, darker) is extended to be more
generic. So far, none of the detectors is invariant to scale changes
or estimates a salient orientation. The ORB(Rublee et al., 2011)
detector builds an image pyramid and extracts FAST features on
every level. To avoid large responses along edges, the authors
use the Harris corner score on every keypoint. In addition, the
magnitude of the corner measure is used to order the keypoints.
However, no non-maxima suppression is performed between dif-
ferent scale levels, leading to potential duplicate detections. To
estimate a salient orientation, an intensity centroid is computed
in the patch. Then, the orientation is defined by the vector be-
tween the patch center and this centroid. The BRISK (Leuteneg-
ger et al., 2011) detector tries to improve upon ORB by extract-
ing AGAST corners on different levels of the image pyramid and
scale interpolation between octaves. In addition, a non-maxima
suppression across scales is performed, using the FAST score as
a measure of saliency. The orientation is estimated from the gra-
dients of long-distance pairs of a distinct sampling pattern around
the keypoint that is later also used to calculate the descriptor.
Blobs Blobs are usually detected as the local extrema of differ-
ent filter responses. The SIFT (Lowe, 2004) detector generates
a scale space by subsequent filtering of the image with separable
Gaussian filters with increasing variance. Then, extrema are de-
tected in Differences of these Gaussian filtered images. To speed
up the computation, the SURF detector (Bay et al., 2006) ap-
proximates the Gaussian derivatives by box filters, thus circum-
venting the creation of the whole Gaussian scale space by simple
upscaling of the filter size. In addition, both detectors estimate
a patch orientation. SIFT builds a histogram of gradient orienta-
tions to select the one that is dominant in the patch. SURF uses
the sums of Gaussian weighted Haar Wavelet responses in two
directions to assign an orientation to the keypoint. The authors
of the KAZE (Alcantarilla et al., 2012) detector as well as its
accelerated pendant A-KAZE (Alcantarilla and Solutions, 2011)
argue that a linear Gaussian scale space smooths noise and object
details to the same degree. Hence, they build a non-linear scale
space using non-linear diffusion filtering to obtain keypoints that
exhibit a much higher repeatability. The keypoint orientation is
found using a method similar to the SURF detector.
So far, none of the presented detectors considers image distortion
or different projections. Both introduce deformations to corners
and blobs that will decrease the repeatability of the detector. In
theory, the image could be warped to match a perfect planar per-
spective projection. This however introduces severe artifacts and
is limited to images with less than a hemispherical view of the
scene and should be avoided (Daniilidis et al., 2002). Thus, all
image processing operations have to be carried out directly in
the distorted image. To detect repeatable keypoints in omnidirec-
tional images, invariant to scale and rotation, the construction of
the scale space (Puig and Guerrero, 2011, Hansen et al., 2008,
Bu¨low, 2004) as well as the image gradient computation have
to be adjusted (Furnari et al., 2015). Prominent enhancements
of the SIFT blob detector are pSIFT (Hansen et al., 2008) and
sRD-SIFT (Lourenc¸o et al., 2012). They excel their ”standard”
pendants regarding matching performance but the adapted con-
struction of scale-spaces on the sphere increases their extraction
time significantly and makes them even less suitable for real-time
applications.
The same issues occur with corner detectors. FAST, for exam-
ple, takes N pixels of a geometric shape (a Bresenham circle)
around each candidate keypoint and compares their intensities.
This works well, assuming that the pixel neighborhood remains
the same over the image domain. Certainly, if the image is af-
fected by strong distortion, the pixel neighborhood varies de-
pending on position from the image center. Thus, the circle had
to be adjusted (distorted) depending on the position of the point
in the image and pixel intensities would have to be interpolated.
This, however, destroys the high efficiency of the detector. For
SPHORB (Spherical ORB) (Zhao et al., 2015), the authors intro-
duce the geodesic grid, borrowing ideas from climate modeling.
Basically, the sphere is subdivided into Voronoi cells of similar
size. Now, each pixel can be assigned to Voronoi cells and the
neighborhood can be directly observed on the sphere and is inde-
pendent of the position in the image. They train a FAST detector
on the spherical neighborhood representation and dub the detec-
tor SFAST (Spherical FAST).
Summarizing, most detectors satisfy the requirements on provid-
ing a rotation and scale estimate (Table 1). Blob-like detectors,
though, remain computationally to expensive for real-time appli-
cations. BRISK and ORB, however, are a lot faster than their
blob-like competitors by adapting highly efficient corner detec-
tors in image pyramid schemes. Concerning robustness to image
distortions and non-perspective projections, the range is limited.
The proposed blob detectors are even slower than their predeces-
sors. SFAST could be an alternative, but at the time of writing
was not available.
In the remainder of this work, the ORB detector scheme is used
to detect keypoints. It is still the fastest method providing a stable
Method Detector Blob/Corner Scale/Orientation/Distortion Time µs/Point
AGAST AGAST corner -/-/- 0.48
FAST FAST corner -/-/- 0.84
ORB FAST on pyramid corner X/X/- 19
BRISK AGAST on pyramid corner X/X/- 24
SPHORB SFAST corner X/X/X > ORB
SURF SURF blob X/X/- 47
A-KAZE A-KAZE blob X/X/- 152
SIFT DoG blob X/X/- 170
sRD-SIFT distorted DoG blob X/X/X > SIFT
Table 1. Overview of state-of-the-art keypoints detectors. Except for sRD-SIFT and SFAST, all algorithms are part of OpenCV 3.1.
rotation estimate. By replacing the FAST detector with AGAST,
we are able to gain some additionalms and do not have to retrain
the detector to different environments. Yet, the aforementioned
drawbacks of using the FAST (or AGAST) detector on fisheye
images remains and could be subject to future work.
2.2 Keypoint Descriptors
To facilitate the choice of a descriptor for any given task, it is usu-
ally advantageous to classify given methods into different cate-
gories that are of interest. In (Heinly et al., 2012) the authors pro-
pose a taxonomy that puts descriptors into four categories relat-
ing the time to compute a descriptor and its storage requirements.
Both are also important in the context of large-scale egomotion
estimation and we adopt their taxonomy. In the following, we
assume that a detector was used to extract keypoints with corre-
sponding orientation and scale information.
Type I - Image patches The most basic type of descriptor is
an image patch surrounding the detected keypoint. The matching
of such image patches can then be performed by computing, for
example, the sum of squared differences (SSD) or the normalized
cross correlation (NCC). Scale, rotation and distortion invariance
can be achieved, by rotating, scaling and undistoring the patch
content which, however, increases the computational burden per
patch. In addition, the storage requirements grow quadratically
with the patch size, making this type of descriptor impracticable
for large scale operations.
Type II - Real-valued The second category contains real-valued
descriptors such as SIFT and SURF. By applying a succession
of image processing operations such as image derivatives, linear
transformations, spatial pooling, histograms, etc. the patch con-
tent is mapped to a vector of fixed length reducing the memory
footprint. In this category, rotation invariance is achieved by ro-
tating gradient orientations w.r.t a dominant orientation and scale
can be compensated by computing the descriptor on the image
corresponding to the keypoint scale in the image pyramid. Com-
pared to the type I descriptors, however, the computational effort
grows as each patch undergoes the series of image processing
steps.
Type III - Binarized The algorithms in the third category try
to reduce the memory footprint even further by means of quan-
tizing the real valued descriptors into binary strings (binarization)
(Calonder et al., 2009, Winder et al., 2009) or by applying dimen-
sionality reduction techniques (PCA-SIFT (Ke and Sukthankar,
2004)) without significant loss in matching accuracy. But still, the
elaborate pre-processing of the patch content has to be performed
and thus the description time for each patch remains high.
Type IV - Binary This category subsumes so called binary de-
scriptors. Here, each descriptor dimension is the result of a sim-
ple binary comparison on pixel intensities in the patch surround-
ing the descriptor. Thus, the time needed to compute a descriptor
drops significantly. This idea was initially proposed by (Calon-
der et al., 2010) and is called BRIEF. They define a test τ on a
smoothed image patch P as follows:
τ(P;u1,u2) =
{
1, ifI(p,u1) < I(p,u2)
0, otherwise
(1)
where I(P,u) is the intensity at pixel location u = (u, v)T in
the patch P. The set Q of d = 1, .., D test pairs
Q =
(
u11, ...,u1d
u21, ...,u2d
)
= (τ1, .., τd) (2)
is fixed and its choice affects the recognition performance. Calon-
der et al. experimented with different methods to choose the test
locations and sampling the test set from an isotropic Gaussian dis-
tribution worked best. Figure 1a depicts such a set of randomly
sampled tests. The size of the descriptor (equivalent to the num-
ber of tests) can be arbitrarily chosen. Naturally, a larger number
of tests increases the matching performance but the improvement
saturates already around 512 tests (Calonder et al., 2010). The
descriptor can be made invariant to rotation and scale by sim-
ply transforming (rotating, scaling) the tests around the keypoint
(patch center). Unfortunately, the rotation of the test pattern de-
creases the variance, which makes the feature less discriminative
(Rublee et al., 2011). In addition, the authors of ORB show that
tests can be correlated, i.e. some tests do not contribute equally
to the results. They propose an unsupervised learning scheme to
find the tests (of all possible tests in a patch) that have the highest
variance, whilst being uncorrelated. Such a set of learned tests is
depicted in Figure 1b. We will come back to this training scheme
in the next section. Instead of sampling tests randomly or learning
uncorrelated test, the BRISK (Leutenegger et al., 2011) descrip-
tor is build from a set of equally spaced tests that are located on
circles concentric with the keypoint. As mentioned in the detec-
tor section, the patch orientation is estimated using the gradients
from the long-distance pairs, while the short-distance pairs are
used to compute the descriptor.
Learned descriptors Thus far, most descriptors are ”hand-crafted”,
i.e. the image processing operations within the patch, as well
as their order, were carefully selected and tuned. Large ground-
truth datasets of matching and non-matching patches (Winder et
al., 2009) allowed to take a different approach and involve ma-
chine learning to map the patch content to a discriminative de-
scriptor. In (Winder et al., 2009) optimal descriptor parameters
for the DAISY (Tola et al., 2008) descriptor are learned. In (Late-
gahn et al., 2013) the image processing operations (called build-
ing blocks), as well as their order is learned. To create the Bin-
Boost (Trzcinski et al., 2013) descriptor, the authors learn a hash
function that directly maps patch gradient responses to a binary
string. Although the descriptors of those methods are the results
of learning parts of the processing chain, the authors still selected
which building blocks to consider. The recent success of CNNs
Descriptor type scale/rotation/distortion #byte speed µs/point off-line learned online adaption
BRIEF (IV) binary X/X/- 16-64 6 - -
ORB (IV) binary X/X/- 32 14 X -
BRISK (IV) binary X/X/- 64 20 - -
BOLD (IV) binary X/X/- 64 88 X X
BinBoost (IV) binary X/X/- 8 420 X -
TailoredBRIEF (IV) binary X/X/- 16-64 - - X
SPHORB (IV) binary X/X/X 32 - X -
SURF (II) real-valued X/X/- 256 76 - -
SIFT (II) real-valued X/X/- 512 239 - -
sRD-SIFT (II) real-valued X/X/X 512 - - -
Table 2. Overview of state-of-the-art descriptors.
(a) (b)
Figure 1. Depicted are 256 tests of a test set Q (a) The tests are randomly sampled from an isotropic Gaussian distribution, mirroring
the BRIEF descriptor. (b) The tests are learned in a scheme similar to ORB. The tests have the property of low correlation and high
variance.
and their ability to learn which features and representations are
relevant to minimize a given cost function, motivated the authors
of to learn not only the ”patch to descriptor” mapping (Balntas
et al., 2016, Markusˇ et al., 2016), as a whole, but also distance
metric between two descriptors (Simo-Serra et al., 2015, Han et
al., 2015).
Still, the mapping from patch to descriptor is learned off-line
from large datasets of patches, that originate from scenes rep-
resenting distinct and fixed characteristic. An intuitive improve-
ment is to adapt the descriptor to new scenes. Unfortunately, the
off-line training involved in most methods is cumbersome and re-
quires (up to) days for training. Recent methods (Richardson and
Olson, 2015, Balntas et al., 2015) propose to adapt the BRIEF
descriptor presented above for every patch or point, respectively.
The basic idea is to learn a boolean mask of the same length as
the fixed binary test set Q (Equation 2), that suppresses tests that
have a varying outcome for different views and are thus unstable.
This mask can be found by transforming the fixed tests Q on-
line and reapply it to the patch. The resulting descriptors should
be equal, if all tests have the same outcome. If not, the test will
be suppressed during matching. For TailoredBRIEF (Richard-
son and Olson, 2015) the authors propose to sample many affine
views of the tests for reference points online. Then, while match-
ing descriptors from the current camera image to descriptors from
previously extracted landmark points, the learned mask is ap-
plied to discard unstable tests. They mention that masks for both
the reference and the current descriptors could be learned, but
argue, that for real-time tracking systems this is not necessary.
For BOLD (Balntas et al., 2015), the authors point out the sim-
ilarities of learning masks to LDA based approaches (Strecha
et al., 2012). In principal, LDA tries to find a linear combina-
tion of features, that best separates two classes (matching, non-
matching points), by maximizing inter-class (different patch) and
minimizing intra-class (same patch) variance. Learning uncorre-
lated tests off-line, like done for the ORB descriptor, increases
the inter-class distance by maximizing the variance across inter-
class patches. Then, by sampling and finding stable tests online,
the intra-class variance is minimized. For BOLD, masks for all
patches are learned and applied during matching. We will em-
brace both ideas (off-line and on-line learning), discuss them in
more detail and adapt them to the task of creating a distorted ver-
sion of the BRIEF descriptor for calibrated wide-angle and fish-
eye cameras.
Apart from being rotation and scale invariant, the descriptor should
be binary, as the storage requirements as well as the matching
speed significantly outperform their real-valued counterparts. Meth-
ods that binarize real-valued descriptors (type III) or learn a map-
ping from patch to descriptor are still to slow for mobile real-
time applications. This leaves us with binary descriptors that are
created from binary intensity comparisons. In addition, the on-
line adaption of such binary descriptors is possible (Richardson
and Olson, 2015, Balntas et al., 2015). Ultimately, the question
remains how to adapt the binary descriptors to image distortion
or non-perspective projections. Most state-of-the-art descriptors
assume that the patch content surrounding a keypoint originated
from a perspective projection and can be locally approximated by
an affine transformation (Morel and Yu, 2009). Most commonly
the lens distortion is ignored, as it is assumed that images are
undistorted before feature extraction is performed. As discussed
above, the undistortion of wide-angle, fisheye or omnidirectional
images often leads to re-sampling artifacts due to interpolation
deteriorating the matching performance.
In the following section, we will take a closer look at combining
the advantages of learning BRIEF-like tests off-line (ORB) and
on-line (BOLD) and applying image distortion to the tests instead
of the patches, which is a lot faster to compute.
3. DBRIEF - DISTORTED BRIEF
At the beginning of this section a modified (distorted) version of
the BRIEF descriptor is presented. We then show in simulations
how the modifications transfer to Hamming distance distributions
between matching and non-matching descriptors and the recogni-
tion rate respectively. Subsequently, an optimal, low correlation
test set is learned, following the unsupervised learning scheme
presented in (Rublee et al., 2011). We contribute an additional
study on how the learned test set changes if different detectors
are used to acquire the initial set of keypoints for learning. Fur-
ther, we investigate if training on fisheye images improves per-
formance. Following the off-line learning, we present the online
mask learning for our distorted descriptor and evaluate the de-
veloped methodology against state-of-the-art methods w.r.t speed
and matching performance on real data.
To show both the effect of radial distortion as well as non-perspective
mappings on the BRIEF descriptor, we first introduce the simple
radial distortion model (Lourenc¸o et al., 2012) with one parame-
ter ξ controlling the amount of radial distortion:
md = r(m) =
2m
1 +
√
1− 4ξ‖m‖2 (3)
where m = [u, v]T is an image point in sensor coordinates and
md its distorted counterpart. Note, that we chose this model
for the sake of simplicity and speed, as it is analytically invert-
ible. This model could be exchanged with every other distortion
model.
From Equation 3 it is obvious that the distorted coordinates md
depend on the undistorted point m. In order to calculate a dis-
torted version of our test set Q, we thus have to get the coor-
dinates of the undistorted points first. Let m′ be a keypoint in
image coordinates detected in the distorted image. Assume an
arbitrary interior orientation parametrization pi including Equa-
tion 3 then the projection ofm′ to its corresponding (undistorted)
bearing vector is:
v = [vx, vy, vz] = pi
−1(m′) (4)
and its counterpart on the normalized image plane Π1:
v′ = [vx/vz, vy/vz, 1] (5)
This transformation is depicted in Figure 2a. Now, v′ can be
scaled to a plane Πλ with distance λ from the normalized image
plane, yielding
mu = [mx,my,mz]
T = λv′ (6)
For a perspective camera λwould be set to the focal length. Using
a camera model for fisheye and omnidirectional cameras (Urban
et al., 2015, Scaramuzza et al., 2006), we can set λ = a0, i.e.
the first coefficient of the forward projection polynomial. Subse-
quently, the fixed test set Q can be anchored on mu.
Qu = Q+mu (7)
The final distorted version of the test set Qd is then given by
back-projection of Qu onto the image plane. Three realizations,
z 𝐯′ = x/z, y/z, 1 𝐓
v
test set 𝐐
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Figure 2. (a) Undistortion of the current image point. After projecting the point to the unit sphere S2 and subsequent projection onto
the normalized image plane Π1 the point v
′
is scaled to a plane Πλ that lies in distance λ from Π1. Then the test set Q is added to the
point coordinates.
of this projection are given by the following equations:
persp.: Q = pip(pi) =
Qu
mz
+ o
persp. + dist.: Qd = r(
Qu
mz
) + o
fisheye: Qf = pig(Qu) = A
[
ρ(θ)mx/r
ρ(θ)my/r
]
+
[
ou
ov
]
(8)
(9)
(10)
with r =
√
m2x +m2y and θ = arctan(mz/r). The first ver-
sion (Equation 8) equals the standard version of the descriptor
generation. In the second version (Equation 9), radial distortion
is applied to the tests in the sensor plane using Equation 3. This
projection is depicted in Figure 2b. The third version is the non-
perspective projection of the test set. We use the generic camera
model introduced by (Scaramuzza et al., 2006), but other projec-
tion models could be used as well (Schneider et al., 2009).
4. SIMULATIONS
To show the viability, performance and properties of our distorted
versions of BRIEF (Equation 9 and Equation 10), we perform a
simulation and various tests. We simulate a projection of the first
image of the popular Graffiti dataset (Mikolajczyk and Schmid,
2005) to a virtual camera. Therefore, the image is mapped to
the x-y plane in 3D. Then, a virtual camera with known exte-
rior orientation and fixed image size moves along the x-axis and
observes the Graffiti plane. Three versions of this sequence are
depicted in Figure 3. The images in each column originate from
the same exterior orientation. The rows represent different inte-
rior orientation parametrization. For the first row, a standard per-
spective projection is used. This simulation is used as the source
implementation of our distorted versions, as its outcome is sup-
posed to be predictable and equals the behavior of BRIEF. The
second row mirrors a perspective projection with radial distortion
(Equation 9). We set the distortion coefficient to ξ = −2−6 for
all experiments. The third row depicts a virtual fisheye camera.
We use the real calibration data from the fisheye camera used in
the experimental section.
To study the transformation of the original test set Q, a keypoint
is picked on the original Graffiti image. Then, we select a patch of
fixed size (32x32 pixel in all experiments), around its projection
in the virtual camera (red squares in Figure 3). Figure 4 depicts
smoothed versions (Gaussian kernel of width 2) of the extracted
patches from the image sequences. The leftmost column shows
the original patch from the Graffiti image. Obviously, the original
patch content gets significantly distorted and compressed except,
of course, for the standard perspective projection. This gives rise
to two observations. First, assuming the detector manages to ex-
tract the same keypoint over the sequence, the patch content is
highly dependent on the position in the image. Second, the ap-
plication of the standard test set Q on the patch will probably
have a different outcome (and thus descriptor) for each patch of
the distorted versions. In addition, this difference will be bigger
the farther we move away from the original patch (original cam-
era pose). This, of course, is unfavorable, as matching perfor-
mance will drop significantly as the Hamming distance between
the same descriptor grows.
To visualize the second observation, we overlay the original test
set Q and the transformed versions of it on some patches of the
sequence. This is depicted in Figure 5. The red lines depict the
first 20 tests from the original test set Q. The green lines depict
the first 20 tests from the distorted test sets Qd and Qf in the
middle and last row respectively.
Evidently, the outcome of testing pairwise pixel intensities with
the distorted tests will be different. To analyze the magnitude
of this difference, we extract the descriptor for each patch of the
sequence using Q and Qd,Qf respectively. Then we compute
the Hamming distances between the first and each subsequent
descriptor of the sequence. In general, the Hamming distance
between two binary descriptors di and dj is given by:
H(di,dj) = di ⊕ dj (11)
where ⊕ is the logical XOR operator. Ideally, this distances
would be zero, which, however, is unrealistic in practice, due to
noise, discretization, illumination and viewpoint changes. Prac-
tically, the Hamming distance between the descriptors of equal
patches should be small and constant over the sequence. In other
words, the intra-class distance as well as its variance should be as
small as possible.
The evolution of the Hamming distance for standard BRIEF (Q)
as well as descriptors extracted using Qd and Qf is depicted in
Figure 6a and Figure 6b respectively. For now, ignore the two
masked version (orange and green graph). Applying the original
test setQ yields the red graphs (BRIEF), whereas the blue graphs
represent the Hamming distance of a distorted version of BRIEF,
which we abbreviate with dBRIEF (not to be confused with D-
BRIEF (Trzcinski and Lepetit, 2012)). For the radial distortion
version of dBRIEF (Figure 6a), the Hamming distance stays quite
constant and is below 30 bits over the whole sequence. In con-
trast, the distance between the first and last descriptor of the se-
quence for the BRIEF descriptor grows continuously and reaches
70 bits which is about a factor of 2.3 larger. Figure 6b shows a
similar behavior and BRIEF even reaches 110 bits. The dBRIEF
version for the fisheye camera stays quite constant in the begin-
ning, but then the distance starts to increase around the 20th im-
age and reaches 60 bits. Still, the error is about two times lower,
which is expected to be advantageous during matching.
To test the matching performance of dBRIEF, we first extract 200
keypoints on the original Graffiti image, project their location
throughout the image sequences and subsequently extract a de-
scriptor for each patch using BRIEF and dBRIEF respectively.
The patch locations are depicted in Figure 7 on three images of
the sequence (10 views in total). We measure the matching per-
formance using the recognition rate (or recall). This rate shows
the ability of the descriptor to produce correct matches.
LetDi = (di1, ..,diN ) be a set ofN descriptors extracted in the i-
th image and C the coincident keypoints detected in both images.
UsuallyC = Di∩Dj , but as we do not detect keypoints in every
frame but rather project them using the known orientation, C =
Di = Dj , i.e. all keypoints appear in all images and we know
that each keypoints has a match. In the particular simulationN =
200. The set of correct matches Strue is found by matching each
descriptor in the i-th image with each descriptor from the j-th
image. A match is identified as correct iff the distance between
two descriptors is minimal. The recognition rate is computed as
follows:
recognition rate(t) =
#Strue
#C
(12)
where # is the count and t a threshold on the descriptor distance.
We match the descriptors of each image of the sequence to the set
of descriptors from the first image. The threshold t for this ex-
periment is not set, i.e. each descriptor will have a corresponding
match and #C = 200.
The recognition rates are depicted in Figure 8. Again do not yet
consider the masked versions. Figure 8a shows the results for
the radial distortion version of dBRIEF (Qd) and Figure 8b the
Figure 3. Tracking simulation. Camera is moving in X-direction.Red box: perspective projection. Blue box: added radial distortion
(rd = −2−6). Green box: fisheye projection.
Figure 4. Patch (red square in Figure 3) for each of the three cases. Again: red for perspective projection, blue for radial distortion,
green for fisheye projection.
Figure 5. Effect on the test set Q. Red: original tests Q, Green: distorted tests Qd and Qf in second and third row respectively.
fisheye version of dBRIEF (Qf ). In both cases dBRIEF outper-
forms BRIEF. In the radial distortion case, the recognition rate for
BRIEF systematically drops from 100% to about 60% and in the
fisheye case down to 40%. The dBRIEF descriptors returns more
correct matches and remains above 70% and around 60% for ra-
dial distortion and fisheye images respectively. This signifies a
relative improvement of 20% and 50% respectively.
To get a better understanding of the improvement, we visualize
the relative frequencies of Hamming distances of matching and
non-matching descriptors in Figure 9. The blue and red distri-
butions represent the frequencies of matching and non-matching
descriptors respectively. If the distributions do not overlap, only
correct matches would be found. The ultimate goal of improv-
ing matching performance for descriptors is to get the distribu-
tion overlap as small as possible by decreasing the intra-class
distance (make the distributions as tight as possible) and by in-
creasing inter-class distances (distance between the mean of each
distribution).
The first two rows of Figure 9 visualize the distributions for ev-
ery third pair of the fisheye sequence. Mean and variance of the
red distribution (non-matching points) remain quite constant. The
mean of the blue distribution (matching points), however, starts
to shift towards the mean of the red distribution. In addition the
variance increases, i.e. the distribution gets broader. This can be
directly associated with the drop in recognition rate. To quan-
tify the improvement of dBRIEF over BRIEF, we calculate the
Bhattacharyya coefficient cba, which is an approximate measure
of the overlap of two distributions. For the last image pair (1 to
10), the coefficient for BRIEF and dBRIEF is 0.5254 and 0.3947
respectively (27% lower).
5. IMPROVING DBRIEF BY ON-LINE MASK
LEARNING
As mentioned frequently throughout this paper, one way of im-
proving the matching performance is to decrease the intra-class
variance whilst simultaneously increasing inter-class distance be-
tween matching and non-matching descriptors. Most learning
methods (Trzcinski et al., 2013, Strecha et al., 2012, Trzcinski et
al., 2012, Trzcinski and Lepetit, 2012, Han et al., 2015, Simo-
Serra et al., 2015, Lategahn et al., 2013) optimize both crite-
ria offline and simultaneously for large datasets of correspond-
ing patches. To minimize the intra-class variance, patches of
the same keypoint are needed. Even though the datasets pro-
vide multiple instances of the same patch, the optimization of
the intra-class variance is performed over descriptors that orig-
inate from the same image category and contain similar image
characteristics and patch content. As pointed out by (Balntas et
al., 2015), an on-line adaption of the descriptor creation, i.e. a
per patch optimization of the intra-class variance for a specific
problem/camera/scene should be beneficial and increase match-
ing performance.
This is, however, computationally too expensive for sophisticated,
yet cumbersome optimization algorithms that learn functions glob-
ally that map the patch content to descriptors. Thus, we will
follow the ideas of (Rublee et al., 2011, Balntas et al., 2015,
Richardson and Olson, 2015) and adapt the binary descriptors
online. Fortunately, this is not too expensive to compute for bi-
nary descriptors and exploits the properties of binary tests, briefly
resumed in the following.
5.1 Properties of Binary Tests
In general, the outcome of a binary test is described by a Bernoulli
distribution, given the probability α of success (value 1) and β =
1 − α failure (value 0). The mean of a binary test is given by α
and the variance by σ2 = α(1− α).
Now, let A be a P × D matrix of P binary descriptors of di-
mension D. This matrix is depicted in Figure 10a. Each column
of A represents one binary test (descriptor dimension). The out-
come of this binary test τd on a particular patch P are stored in
the rows of A at position ap,d. To learn a globally best set of
binary tests, the variance σ2d = αd(1−αd) of a particular test τd
should be high (Rublee et al., 2011), where αd =
∑
P ap,d/P is
the ratio of ones for test τd on a patch P. This is reasonable, as
the outcome should be as variable as possible on different patches
(represented by the rows of A).
To learn a locally best set of binary tests, the rows are replaced
by different instances/representations of the same patch. This can
either be achieved by warping the patch using small rotations or
affine deformations or by applying the deformations to the test
set. Then, the goal is to find those tests, that have the lowest
variance (preferably zero), over all instances of the patch. This
is depicted in Figure 10b. In this example, test two has non-zero
variance and is suppressed.
In the following two sections, we briefly describe the off-line and
on-line learning for dBRIEF and subsequently present results on
simulated and real data.
5.2 Off-line Learning
We follow the unsupervised learning of a set of high variance
tests with low correlation which was first presented in (Rublee
et al., 2011). Since then, various authors (Balntas et al., 2015,
Levi and Hassner, 2015, Alahi et al., 2012) adopted the learning
scheme. Very recently, the authors of BinBoost (Trzcinski et al.,
2013) proposed a new learning method for intensity test configu-
rations (Trzcinski et al., 2015) by generalization of the employed
boosting method for gradient based descriptors. Although they
achieve a performance gain over the greedy approach of (Rublee
et al., 2011), we use latter to learn our test set off-line, and post-
pone a comparison to (Trzcinski et al., 2015) to future work.
Given a patch of size S×S, the number of possible intensity com-
parisons within this patch is D = (S
2
2
). Such a binary pixel in-
tensity test is defined as in Equation 1 and we construct a setQall
of all possible test configurations. For a patch size of S = 32,
that is used for all experiments, the total number of all tests would
be 523776. To reduce this number, we omit tests along the patch
border and tests that have a distance d < 3 or d > 9S/10, leav-
ing us with a total number of 377650 possible binary tests. Then,
we extract 20000 patches from two different datasets. The first
dataset consists of images from the PASCAL visual object classes
challenge (Everingham et al., 2006) and is the same as used in
(Rublee et al., 2011). The second is a fisheye image dataset. To
obtain various types of fisheye images, we performed a Internet
search for fisheye images and randomly downloaded 300 images.
In addition the extracted patches are computed from keypoints
obtained by three different detectors. We chose ORB, AKAZE
and SURF to detect keypoints on both datasets. All three de-
scriptors use different methods to detect a keypoint and compute
its dominant orientation. The loss in test variance in the original
BRIEF descriptor comes basically from rotating the test set ac-
cording to the keypoint orientation (Rublee et al., 2011). During
learning, each test is rotated before applying it to the patch, thus
the learned results will depend on the estimated rotation. This
study is motivated by the fact that none of the papers that adopted
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Figure 6. Evolution of Hamming distance for the same patch across the simulation sequence but different test sets and masked versions.
(a) radial distortion simulation (blue box Figure 3). (b) fisheye projection simulation (red box Figure 3).
Figure 7. Images with 200 tracked ORB features. Depicted are image 1, 4 and 7 from the radial distortion image set. Fisheye images
are not displayed here.
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Figure 8. Recognition rates for 200 ORB features. Masks are learned for all patches. Hamming distance is computed with two masks.
(a) For radial distortion. (b) For the fisheye projection.
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Figure 9. Hamming distance distributions for matching (intra-class) and non-matching (inter-class) binary descriptors for the fisheye
camera simulation. Each column represents the distributions for the image pairs 1-1,1-3,1-7 and 1-10 respectively. cba is the Bhat-
tacharyya coefficient for the corresponding plot. First row (a)-(d) BRIEF, second row (e)-(h) dBRIEF (Sf ), third row (i)-(l) mBRIEF,
fourth row (m)-(p) mdBRIEF.
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Figure 10. (a) The matrix has dimension P ×D. The goal is to increase the inter-class distances. Each column represents one test τ of
the descriptor and each row represents the results of applying τ to patch P. Thus a variance σ2 of one particular test over all patches
can be computed. (b) The matrix has dimension I ×D. To minimize intra-class distances tests that have zero variance across different
versions of the same patch are selected.
this greedy learning scheme investigated the impact of using dif-
ferent images and detectors on the overall performance of the fi-
nal descriptor. The fact that the BOLD descriptor is learned on a
different dataset than ORB, but has a better performance (without
masks) indicates, that this influences the result.
The off-line learning is conducted in two steps. First, each test
is performed on each patch. In theory, this results in a matrix
A of size P × D. As this matrix would not fit into memory,
we directly compute the variance σ2d for one test τd applied to
all patches. Then, we sort the D binary tests according to their
variance and save the sorted test set to Qsorted = (τs1 , .., τsD).
In the second step, we try to identify tests that have a correlation
c < tc, where tc is a threshold. In order to find such low corre-
lation tests, we start with the first test from Qsorted and save it
to the final test set Q = (τ1, .., τD). Then, we iterate through all
patches, apply one sorted test τsd and compare the correlation to
all tests from the final test set Q. The correlation is computed as
(Balntas et al., 2015):
c = | 2
P
P∑
p=1
|τd,p − τsd,p| − 1| (13)
This value thus varies between 0 and 1 where 0 is no and 1 perfect
correlation, respectively. We start with a correlation threshold of
tc = 0.2 and increase this value by 0.1 every time we iterated
over all tests Qsorted. This is conducted until a desired number
of tests is found (e.g. 512) that yield the final descriptor.
5.3 On-line Mask Learning
After having identified a high variance-low correlation test set
that maximizes inter-class distance, we can proceed by trying to
reduce the intra-class variance per patch. The theoretical back-
ground is identical to the one proposed in (Balntas et al., 2015).
Our contribution is to learn masks for our distorted descriptor
dBRIEF.
Instead of learning a new test set Q for each patch (which would
be infeasible in practice), we learn a mask L = (l1, ..., ld) of
lengthD, with ld ∈ {0, 1}. This mask suppresses individual tests
during matching if ld = 0, i.e. the result of a particular test d has
no influence on the Hamming distance between two descriptors.
To learn such a mask online, we find the tests that are stable under
various transformations of the original patch. In other words, we
try to find tests that have zero intra-class variance. Instead of re-
sampling the patch, the off-line learned test set Q is transformed.
Those transformations have to be carried out online, with every
extraction of a new keypoint. Luckily, as pointed out by (Balntas
et al., 2015, Cai et al., 2011) and confirmed by own experiments,
two small random rotations work better than performing many
full affine transformations.
Now, if a keypoint is detect, we anchor the test set Q to the
undistorted location of the keypoint using Equation 7. Here, we
perform two small rotations of the test set and project the three
test sets back to the image yieldingQ0,1,2d orQ
0,1,2
f respectively,
where the superscript 0 indicates the original test set and 1,2 are
the rotated versions. Subsequently, zero variance tests are iden-
tified by calculating the variance between each test of Q0 and
Q1,2. This is schematically depicted in Figure 10b.
During matching a masked Hamming distance has to be com-
puted. Given two descriptors di and dj with corresponding learned
masks li and lj the distance is computed as:
Hmasked(di, dj ,mi,mj) =
1
oi
li∧di⊕dj+ 1
oj
lj∧di⊕dj (14)
where oi, oj represent the total number of ones in the masks re-
spectively and ⊕ is the logical XOR operator. The masking is
achieved by the logical AND ∧ operator that suppresses the con-
tribution of a particular test to the Hamming distance.
To compare the performance improvements over the standard BRIEF
and dBRIEF descriptor, we analyze the masked version with the
same simulation used for the dBRIEF descriptor. The Hamming
distance error for one patch of the simulation over the entire se-
quence is depicted in Figure 6. The orange and green graphs
depict the masked version of BRIEF and dBRIEF respectively.
Clearly, masking unstable tests for each patch decreases the Ham-
ming distance between the descriptors of the same patch, and thus
the intra-class variance. We repeat the experiment for 200 key-
points and calculate the recognition rate. The result is depicted in
Figure 8. The masked versions outperform BRIEF and dBRIEF
w.r.t the recognition rate. This effect can be further investigated
by plotting the Hamming distance distributions for matching and
non-matching descriptors and calculating the Bhattacharyya co-
efficient between them. This is depicted in the last two rows of
Figure 9. The overlap between the distributions for image pair
1-10 for dBRIEF and masked dBRIEF (last plot in red and green
box) is cba = 0.3947 and cba = 0.2103 respectively and thus
the overlap of dBRIEF is about 85% higher. In general, the intra-
class distributions are a lot tighter for the masked versions, show-
ing the effect of reducing the intra-class variance, by masking
non-zero variance tests. In the remainder of this work, the masked
version of dBRIEF is called mdBRIEF.
6. RESULTS ON REAL DATA
In this Section, the performance of dBRIEF and mdBRIEF is
evaluated against the state-of-the-art on a real data sets. The re-
sults for BOLD are based on the code provided by the authors.
For all other descriptors and detectors we use the standard imple-
mentations of all methods that are part of OpenCV1.
To evaluate the matching performance, we compute the recog-
nition rate and ’1-precision’ curves according to (Mikolajczyk
and Schmid, 2005, Lourenc¸o et al., 2012). The recognition rate
(recall) was already defined in Section 4. and measures the de-
scriptors capability of identifying matches from the total set of
available points. This measure is complemented by the correct-
ness of those detected correspondences and is expressed in terms
of the precision. LetDi,Dj be a set of descriptors extracted from
patches around keypoints detected in image i and j respectively.
Then the coincident keypoints, i.e. points that are inside the im-
age border and detected in both images are found by projecting
the points from image i to image j using a given ground truth
transformation (e.g. homography for planar scenes) and taking
the nearest neighbor in a radius of 3 pixels. This yields the set of
ground truth matching points C = Di ∩Dj .
Then we perform Brute Force matching of descriptors, with an
increasing Hamming distance threshold t, i.e. a match is identi-
fied as correct iff the distance between two descriptors is minimal
and below t. The set of all matches identified by the algorithm
is then given by V . From this set the correct Strue and incor-
rect matches can be identified using the ground truth set C. The
precision and recognition rate are then given by:
recognition rate(t) =
#Strue
#C
, 1-precision(t) = 1− #Strue
V
(15)
Increasing the threshold t and computing both measures yields
a so-called PR-curve. Assuming a perfect descriptor this curve
would pass the point (0,1), i.e. a precision and recognition rate
of 1. In practice, the PR-curve of the best performing descriptor
is the one for which the distance to this point is minimal. If there
is more than one image pair, we calculate the mean over the PR-
curves for each image pair.
Fisheye Sequence In a first test, we simulate the tracking of
subsequent camera images, by recording I = 11 images Ii from
a planar scene with a fisheye camera. Figure 11 depicts five im-
ages of this sequence. To assess the matching performance of our
proposed method, ground truth matches between the frames have
1All results in this thesis correspond to OpenCV version 3.1. which
was the most up to date version at the time of writing
to be determined. As the scene is planar, the mapping relating
subsequent frames is given by a planar projective transformation
Hi−1,i from frame i− 1 to frame i. Thus in a first step, detected
image points in the fisheye images have to be undistorted. This
is achieved by using the transformation sequence from Equation
4-Equation 6. To compute ground truth homographies between
subsequent images, we adopt the method used in (Lourenc¸o et
al., 2012). We first align the images by manually selecting more
than 10 corresponding points in each image pair yielding initial
homographies Hiniti−1,i. To refine the result, we warp image i− 1
to image i and extract a large number of AKAZE keypoints with
SURF descriptors. Note, that it is possible to use standard de-
scriptors here, instead of fisheye optimized methods, as the base-
line between frames is rather small and the images are undis-
torted, pre-warped and keypoints are mainly extracted close to
the image center. Then, putative correspondences between sub-
sequent images of the sequence are found by Brute-Force match-
ing of all SURF descriptors followed by outlier removal using
PROSAC (Chum and Matas, 2005) as implemented in OpenCV.
This yields refined homographies Hfinei−1,i and the final ground
truth homographies can be computed by concatenating initial and
refined homographies: Hgti−1,i = H
fine
i−1,iH
init
i−1,i.
We test different properties of dBRIEF and mdBRIEF on this data
set. First, the impact of learning the fixed test set on different data
sets, as well as the descriptor dimension is evaluated. The results
are depicted in Figure 12. We extract 200 corners using ORB on
4 octaves over all images. In this experiment, we do not learn
masks, but rotate the tests with the given orientation of the ORB
detector. In Figure 12b, it is visible that a larger descriptor di-
mension leads to better results. This effect, however, saturates
for a descriptor with more than 256 bits and the performance for
128 bits is already better than a standard 256 bit BRIEF descrip-
tor which uses random tests. Thus we chose this dimension for
dBRIEF and mdBRIEF descriptors1.
Finally, we benchmark dBRIEF (128bit) and mdBRIEF (128bit)
against state-of-the-art binary descriptors, i.e. BRISK (512bit),
MLDB (488bit), ORB (256bit) and BOLD (512bit). The results
are depicted in Figure 13. In Figure 13a, we accounted for the
patch orientation estimated by the detector, although the sequence
contains almost no rotation about the view direction. BOLD per-
forms best, followed by mdBRIEF. Note, however, that the md-
BRIEF descriptor is four times smaller than the BOLD descrip-
tor. The distorted descriptor dBRIEF still performs better than
BRISK which also has a length of 512bit. In Figure 13b, we omit
the patch orientation for BOLD, dBRIEF and mdBRIEF. Now,
all descriptors without orientation perform better and mdBRIEF
almost reaches the same performance as BOLD.
sRD-SIFT data set The second dataset was published with the
work on sRD-SIFT (Lourenc¸o et al., 2012). It consists of three
image sets of 13 images respectively. Each image set was recorded
with cameras having different amount of radial distortion. In ad-
dition, the scene contains significant scale and rotation change.
Four randomly chosen images of every dataset are depicted in
Figure 14.
The authors use a different camera model, but attached the cal-
ibration images to the data set. Thus, we calibrate each camera
using the camera model and calibration procedure introduced in
(Urban et al., 2015) using the provided checkerboard images. The
ground truth homographies are estimated according to the method
used for the fisheye sequence dataset.
1However, we learned a full test set of 512 tests and thus this number is
adjustable. If run-time and storage is not an important issue, performance
will certainly be better with more tests.
Figure 11. Five of the 11 fisheye images from test case 1 used for descriptor evaluation. Subsequent images are related by a homography
(planar scene). The images were recorded with the back looking camera of the helmet MCS (Section ??).
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Figure 12. Different investigations on offline learned test sets. (a) Depicts the descriptor performance for test sets learned on different
detectors and datasets compared to each other and a random test set (BRIEF). The dimension of each test set is set to 256. ORB-
ocamfisheye was learned on datasets from Section ?? and tests were distorted during the off-line learning process. (b) The descriptor
dimensions is tested. Now dBRIEF uses the best performing off-line learned test set from the left figure. dBRIEF-128 already performs
better than BRIEF-256 (also distorted but random tests). The performance gain from 256 to 512 bit is rather small.
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Figure 13. Depicted are the precision-recall curves for the fisheye sequence with 10 image pairs and almost no rotation about the
camera view axis. Note, that dBRIEF and mdBRIEF use only 128 test, i.e. the descriptor has 128bits. (a) descriptor were extracted
including patch orientation. (b) descriptors for BOLD, dBRIEF and mdBRIEF were extracted without rotating the descriptor pattern.
Again, we perform Brute Force descriptor matching and select
ground truth matches with a maximal distance of three pixels. In
addition, descriptors are extracted with and without patch orienta-
tion as two of the datasets contained only little rotation about the
camera view direction. The PR-curves are depicted in Figure 14.
Figure 14a shows the results for the image set with the smallest
amount of distortion. Figure 14b shows the results for the image
set with a medium amount of distortion. Figure 14c depicts the
results for the fisheye data set. Here, we extracted a mask of the
planar Graffiti region along with the ground truth homographies.
The Graffiti poster occupies only a small image region and most
features were detected at the floor and the doors in the right and
left part of the images. Those, however, are not part of the Graf-
fiti plane, and can hence not be transformed with the ground truth
homographies and are marked as false matches.
Extraction Speed As indicated in the introduction of this chap-
ter, the total amount of time to detect, describe and match key-
points is important to evaluate if the application of a specific
detector-desciptor combination is practicable. Our two descriptor
variants dBRIEF and mdBRIEF are implemented in C++ and can
be used as an add-on to OpenCV. Thus, the timings are directly
comparable to the OpenCV implementations. For mdBRIEF, the
mask learning is performed in parallel on 4 threads. Table 3
shows timings for most state-of-the-art detector-descriptor com-
binations that are available through OpenCV. Obviously, the mask
learning as well as the distortion of the test set has its price. But
still, the combination of dBRIEF and mdBRIEF with the fast
ORB detector leaves us with real time capable timings, apart from
being more accurate than other detector-descriptor combinations
as shown in the previous section. From Table 3 the additional
effort of matching masked descriptors is visible.
7. SUMMARY
In this chapter, a modified version of the BRIEF descriptor was
introduced. At the beginning, basic concepts of keypoint detec-
tion, patch description and matching were recalled. Then, the
current state-of-the-art was analyzed and recapitulated. From this
analysis it was possible to deduce possible detector-descriptor
combinations for the task at hand. As the given methods were
basically developed for perspective cameras, we combined the
advantages of BRIEF, ORB and BOLD to come up with a dis-
torted version of a binary test based descriptor. Various simula-
tions emphasized the advantages of using the interior orientation
of the camera to distort the binary test set. Finally the developed
dBRIEF and mdBRIEF descriptors were tested on real data and
the performance was evaluated in terms of precision and recall.
Both descriptors show good results and outperform other state-
of-the-art descriptors, whilst being real-time capable.
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