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ABSTRACT

Measurements of the fine scale velocity field are
made for a turbulent jet in a confined crossflow.

With a

crossflow velocity of 10.0 m/sec, jet-to-crossflow velocity
ratios of 1, 2 and 4 are examined.

Velocity measurements

are obtained by laser velocimetry.

The velocimetry system

consists of a 15mW laser with a fringe mode optics setup,
operated in the backscatter mode.

Signal processing is

accomplished with a tracker processer.

At each measuring

location, 28,400 velocity readings are obtained at a
sampling frequency of 38,460 sec- 1 .

Calculations include

construction of autocorrelation functions. Kolmogorovnormalized energy spectra and their moments, skewness and
flatness of the velocity derivative, an estimate of m (the
constant appearing in Kolmogorov's lognormal hypothesis),
and of the fractal dimension of the dissipation structures.
Turbulent Reynolds numbers are found to range from 22 to
800.

The average value of ft is determined to be 0.31; it is

also found to be Reynolds number dependent. The fractal
dimension is estimated as 2.45.

xi

CHAPTER 1. INTRODUCTION

After one hundred years of determined effort by
the ablest minds in the sciences, the problem of turbulence
remains unsolved.

Why?

Consider the traditional approach

to solving a problem of continuum fluid mechanics.

First,

the basic laws of motion are applied to an infinitesimal
control volume (Newton's Second Law and the principle of
conservation of mass).

Next, a constitutive equation is

applied to relate forces to velocities (the Newtonian fluid
stress-strain relationships).

The result is the system of

nonlinear partial differential equations which govern the
velocity field at all locations and times, the Navier-Stokes
equations.
The classical problems of fluid mechanics, as
those which have been solved are referred, are cases in
which such approximations as two-dimensionality, linearity
or irrotationality may be applied to reduce the equations to
solvable form.

But turbulence, by its very nature, is

three-dimensional, strongly nonlinear and rotational.
Vortex stretching, for example, a three-dimensional flow
phenomenon, has been shown to be a crucial contributor to
vorticity production in turbulent flows.
Without simplifying assumptions, the apparent
random nature of turbulent flow makes the prospect of a
1

2

direct solution impossible.
subject of this study.

For example, consider the

The flow field in which the

measurements were obtained occupies a physical volume of
approximately 3.3 x 104 cubic centimeters.

With unlimited

computer resources it is conceivable that we could construct
a model of this flow and solve the equations of fluid
motion.

Assuming that we would utilize grid dimensions

roughly equal to the smallest scales known to occur in this
flow and a corresponding time increment, we could run the
program to model the flow for, say one minute.

This would

require the calculation of velocities and pressures at 3.5 x
1012 grid points for 2.0 x 106 time steps.

If we wished to

save this information, perhaps to calculate the flow field
for an additional minute, it could be printed on standard
computer paper occupying a volume of 2.1 x 1017 cubic
centimeters— 13 orders of magnitude greater than the volume
of the modeled flowfield, and about the size of a large
office building.
The physical awkwardness as well as the intellec
tual distaste of such an approach are glaring.

In The

Nature of Physical Law, physicist Feynman succinctly summed
up the trouble:
It always bothers me that, according to the laws
as we understand them today, it takes a computing
machine an infinite number of logical operations
to figure out what goes on in no matter how tiny a
region of space, and no matter how tiny a region of
time. How can all that be going on in that tiny
space?(l)
With the current understanding of turbulence, two escape

3

routes from this infinite number of operations present them
selves— statistics and geometry.
The insight of Reynolds in 1894(2) formed the basis
of turbulence theories that have since been proposed.

Reynolds

abandoned a detailed description of the turbulent field and
turned to a statistical description, in essence not unlike that
used by his contemporaries in the development of statistical
mechanics.

But while other problems involving classical

stochastic processes may be solved by invoking assumptions of
statistical independence or the assumption of a normal
distribution, the turbulence problem resists both of these
approaches.

As evidenced by the governing differential equa

tions, the turbulent velocity field is never statistically
independent.

Indeed, deviation from statistical independence

characterizes the dynamical behavior of turbulence— any
movement of a fluid particle depends on other particles and the
feedback between conditions existing in adjacent points in
space-time.
Still, statistical descriptions provided the only
path to progress in understanding turbulence.

The statistical

theory of turbulence formed the subject of especially active
developments in the 1940's and 1950's.

Kolmogorov's(3) theory

acknowledged the role of the strong nonlinearity of the
Navier-Stokes equations as a key to the dynamics of turbulence.
He proposed that for turbulent flows characterized by large
enough Reynolds numbers, a range of scales exists where the
nonlinear terms are large and dominate the molecular proper-

4

ties of the fluid as well as the large scale flow structure.
These ideas led to an understanding of the turbulent energy
cascade— the dynamic mechanism by which energy is transferred
from large scale motions through fluid components of increas
ingly smaller scale.

The cascade terminates at a length scale,

commonly called the Kolmogorov length scale,

77,

where viscous

forces finally overwhelm the fluid motion and convert kinetic
energy into heat dissipation.

With this model of the energy

cascade, the energy spectrum can be shown to be of the form:

E(k) = ce2/3k““

(1.1)

where e is the rate of energy dissipation, k is the wavenumber
and a = 5/3.

The "5/3-law" form of the Kolmogorov spectrum, a

most celebrated result, has been the subject of experimental
verification to the present date.

While this relationship has

been more or less confirmed, more recent studies have concluded
that a is actually somewhat greater than 5/3.

This has led to

the introduction of several models which attempt to include the
role of turbulent intermittency to modify the original theory.
These are discussed in more detail in section 2.1.
The statistical approach provided the groundwork for
some important qualitative concepts such as the inertial
subrange and the "5/3-law".

But statistical methods cannot be

used to obtain a closed form solution of the equations of
motion.

One might attempt to inject the ensemble averages of

velocity into the equations of motion, but the time derivatives

5

of these contain averages of quadratic quantities whose time
derivatives in turn include cubic statistics.
problem is inevitably encountered.

Thus, a closure

Additional postulates must

be introduced, which generally have taken the form of relation
ships that specify higher-degree quantities in terms of
averages of lower-degree quantities.
The averaging process itself fails to capture the
essential geometry of the turbulent flow field.

The phase

relationships between fluid particles are averaged out, and the
unique geometric structures of turbulence are lost.

The

"coherent structures" of current stochastic numerical methods,
are statistical entities only, resulting from the phase aligned
ensemble averages of large quantities of numerically generated
"data".(4)

They have no real counterpart in the turbulent flow

field.
The popularity of the statistical view of turbulence
has been credited with exerting a crippling effect on attempts
to arrive at a more fundamental theory.

Chapman and Tobak

write:
... the introduction of the statistical idea (predicated
on a nondeterministic theoretical basis) at such an
early stage of the study inhibits the interactions which
otherwise would occur between observations, theoretical
ideas, and modeling.
The consequence is a paucity of
imagery or structure about which to conceptualize.(5)
More recent approaches look to advances in the
qualitative theory of nonlinear differential equations as a
guide to a geometric understanding of turbulence.

Fractal

geometry and concepts of self-similarity and universality are
hopeful candidates to provide new directions in understanding

6

the fundamental nature of turbulence.

Coherent structures, for

example, happen to be spontaneously present in fractal
geometry.

Mandelbrot notes:

Their existance came as a surprise, because they
had not been built in, do not show in the descriptions
of the methods of construction, and cannot be
expressed via the traditional statistical averages
borrowed from other branches of physics.(6)
The geometric approach to turbulence may well hold many more
such pleasant surprises.

A predictive model of turbulence may

potentially be expected to evolve along the guidelines of the
following premises(5):
(1)

Turbulent structures can be described by topology,

(2)

Bifurcation theory can explain changes in
structure,

(3)

The randomness associated with turbulence may be
described by the theory of strange attractors and
fractal geometry, and

(4)

Group theory ideas may describe the scales of
turbulence.

In the interim between the present and the future, when the
ultimate goal of predictive power is realized, the ongoing
development of a new deterministic geometric model will serve
as a catalyst for new ideas and views of the turbulence
problem.

As Hirsch notes(7):

"The end result of a successful

mathematical model may be an accurate method of prediction.
it may be something quite different but not necessarily less
valuable:

a new insight . . . "

Or

CHAPTER 2.

STATISTICAL AND GEOMETRIC APPROACHES
TO TURBULENCE

This chapter presents a detailed look at Kolmo
gorov's hypotheses and later modifications and their ability
to predict measurable properties of turbulent flows.

The

assumed behavior of turbulence on which statistical theories
are based is discussed.

Recent advances in the theory of non

linear systems and their implications for turbulence are
examined.

2.1.

Statistical Theories of Turbulence.

The search for statistical equilibrium in turbulence
was motivated by a need to cast at least some aspect of the
problem into a tractable form.

The ideas associated with the

existence of an equilibrium range within the turbulent energy
spectrum were first developed by Kolmogorov (1941), and
independently put forward a short time later by Onsager (1945,
1949) and Weizcker (1948).

The basis of these theories rests

on the assumption that above a certain wavenumber the charac
teristic time of the eddies will be small compared to the time
scale of the large field.

This assumption allows the turbulent

motion within this range of wavenumbers to be approximated as
being in statistical equilibrium.

The rates of change of mean

velocity and scalar quantities at these high wavenumbers can
therefore be considered negligible, yielding considerable

8

simplification.

-

Energy input in a turbulent flow typically occurs at
lower wavenumbers associated with the physical dimensions of
the turbulence generation mechanism.

This energy is trans

ferred to higher wavenumbers by the action of inertia forces,
represented by the nonlinear terms in the Navier-Stokes
equations.

Therefore, there exists a point beyond which the

motion is not directly excited by the large scale forces, but
rather has received its energy input entirely from the transfer
mechanism of inertia forces.

Additionally, the effect of

pressure forces is to reduce the directional preferences
exhibited by the eddies, effectively squeezing them into a more
spherical shape.

On such physical grounds, it is not unreal

istic to expect a range of high wave numbers where the
turbulent eddies tend towards isotropy and statistical
equilibrium.

The rate of energy transfer and its removal by

the action of viscous dissipation are the only parameters
necessary to characterize the region, and the conditions
envisioned in the hypothesis of universal equilibrium are
achieved— the motion associated with the equilibrium range of
wavenumbers is uniquely determined statistically by the
parameters e and v, average dissipation rate and viscosity.
Variation of the parameters e and u can be dimensionally related to the velocity and length scales of
the motion:

V1

£.1

(

I 4

.1/4

v = (ve)

(2.1)

Therefore, when lengths and velocities are normalized by these
values, the equilibrium range for any turbulent flow will
exhibit a universal form.

The universal energy spectrum

function, Ee , is accordingly defined as:

E e (7j,k) = E(k,t)

(2.2)

v z7?

The necessary condition for the existence of such an equil
ibrium range is that the motion of the energy containing eddies
should be entirely dominated by inertial forces, or in terms of
fluid parameters:

where u and 1 are velocity and length scales related to the
large scale motions.

The question of how large this large

scale Reynolds number must be is indeterminant; experimental
evaluation of energy spectrum functions for various values of
Reynolds number in isotropic flows can indicate the required
magnitude.
The condition that the Reynolds number be large
enough for an universal equilibrium range to exist may also be
interpreted as requiring that the energy-containing and
dissipation ranges of wavenumbers of the energy spectrum be
widely separated.

When this is the case, there may be a

subrange within the universal equilibrium range where the
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effects of dissipation are negligible.

Dimensional arguments

may be used to show that the Reynolds number required for such
a subrange to exist must be approximately the square of that
required for the equilibrium range:

Since dissipation is negligible, the viscosity parameter may be
dropped, and the form of the energy spectrum function for
wavenumbers in this inertial subrange becomes:

E(k,t) = ae2/3k -5 >3

(2.5)

where a is an absolute constant.
Intermittency— bursts of random fluctuation in the
midst of order, or alternatively, periods of calm in an
otherwise chaotic field, is observed in nonlinear systems both
experimentally and analytically.

In a system exhibiting

intermittency, the range of variation from uncomplicated order
to complex chaos can be observed.

Measurements as early as

those of Batchelor and Townsend(8) in 1949 revealed intermit
tency surfacing in the spatial distribution of energy dissipa
tion.

At any Instant of time, regions of space containing

small eddies and intense dissipation coexist next to regions
where there is no dissipation.

The statistical theories of

Kolmogorov and others were based on the assumption that
dissipation was uniform in space, with no recognition of the
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role of intermittency.

In 1961, Kolmogorov proposed a refine

ment of his earlier hypotheses which attempted to address this
omission(9).

He proposed that the dissipation, rather than

being spatially uniform, was distributed according to a
lognormal probability density function, where the variance <r2
of e has the asymptotic behavior:

a Z = A + /ilog(L/l)

for L/l »

1

(2.6)

Here, (i is a universal constant, L is the integral length
scale, 1 is a characteristic length of the averaging volume and
A is a constant associated with the macrostructure of the flow.
The lognormal distribution has been postulated to be
a good approximation for some turbulence quantities(10), and
arises in biological studies such as epldemology and bacteri
ology.

An example is the distribution function of chlorophyll

in the upper ocean.

Its production requires an encounter

between a phytoplankton particle and a nutrient, leading to an
increase in the size of the phytoplankton.

As the phyto

plankton concentration in a given volume increases, it in turn
becomes more effective in consuming nutrients(11).

To

construct an analogy between the distribution of chlorophyll
and the distribution of dissipation, replace "consuming
nutrients" with "consuming kinetic energy".

Compared to the

normal distribution, a characteristic of the lognormal
distribution is that the tails are higher.

Events several
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standard deviations from the mean are therefore more likely to
occur.
As a consequence of these assumptions concerning the
spatial distribution of dissipation, the form of the energy
spectrum in the inertial subrange may be altered.

In Kolmo

gorov's revised hypothesis, sometimes referred to as his third
hypothesis, the 5/3 exponent of the wavenumber becomes
-5/3 - 1/9/i.
Another model including the role of intermittency was
proposed by Novikov and Stewart in 1962.

They constructed a

model of dissipation involving a series of nested cubes.

In

cubes of dimension on the order of the largest energy-contain
ing eddies, dissipation was assumed uniform.

In succeeding,

smaller scales, only a certain fraction of the cubes were
assumed to contain dissipation.

The eventual result of this

model is a correction to the 5/3-exponent in Kolmogorov's 1941
theory.
The "j9-model" of Frisch, Sulem and Nelkin(12) {1978)
is a dynamical version of the Novikov-Stewart model.

Using

inertial-range quantities of velocity amplitude, eddy turn
over time and energy transfer, the 0-model leads to a correc
tion to the 5/3-exponent of the energy spectrum equal to
1/3(3-D):

E(k) «= e2/3k“5/3(kL)_1/3(3"D)

(2.7)
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The term D In this expression is a measure of the
extent to which the regions containing dissipative structures
fill space; it is a special case of fractal dimension.

The 0-

model assumes that eddies become less space filling as their
size decreases.

At each nth step in the cascade process, in

scales of order of magnitude 2-nL only a fraction 0n of the
total space is excited.

The contrast between the

completely

space filling eddies of Komogorov's 1941 theory and the less
than space filling eddies of the 0-model is illustrated in
Figure 2.1.
The 0-model is phenomenological and aimed at giving
physical insight and impetus to numerical and experimental
work.

Even the authors plainly state;

"Neither the 0-model of

intermittency nor the lognormal model should be taken too
seriously."(12)

2.2

Geometric Approach to Turbulence.

Statistical models, such as those just discussed,
contain assumptions and approximations which are not derived
from the fundamental laws.

Kolmogorov's assumption of a

lognormal distribution of energy dissipation, for example, is
not derived from physical principles, but is an attempt to
patch a convenient mathematical relationship onto something it
appears, even though approximately, to fit.

While the

relationship may be close, it is certainly not expected to be
complete.

Landahl and Mollo-Christensen note:
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...as with the normal distribution, the lognormal
distribution is also an approximation, often quite
close to observations, but still possibly wrong by
a large factor for values far from the mean; in other
words, these and other well-known distributions are
poor predictors of catastrophy, which is defined as
the occurence of values far away from the mean
value.(11)
A further fundamental shortcoming of the statistical
analysis of turbulence lies with the type of assumptions one is
required to make concerning the ultimate "good behavior" of the
flow field.

Such hopes are expressed in the classical texts of

the statistical school.

For example, in The Theory of Homo

geneous Turbulence. Batchelor writes:
...we put our faith in the tendency for dynamical
systems with a large number of degrees of freedom,
and with coupling between these degrees of freedom,
to approach a statistical state which is independent
(partially, if not wholly) of the initial condi
tions .(13)
Continuing to express his optimism, he later states:
...we hope...that the action of the Navier-Stokes
equation of motion is to direct the random velocity
field into a certain simple statistical state and so
to restrict further the data needed to specify the
ultimate velocity field.(13)
The nature of the behavior of systems governed by
nonlinear relationships and the role of initial conditions
became the subject of renewed examination beginning in the mid
1960's.

Numerical studies of nonlinear systems such as the

weather model of Lorenz, revealed that such systems must
generally be expected to not approach a state independent of
initial conditions, not even in the statistical sense.

The

concept now popularly referred to as "sensitive dependence on
initial conditions", has become a well established principle,
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demonstrated by numerical methods, substantiated by rigorous
mathematical reasoning and verified experimentally.
A classic application of the ideas of nonlinear
behavior as applied to turbulence was published by Ruelle and
Takens in 1971(14).

At nearly the same time, perhaps the last

vestiges of the old optimism are found in Tennekes and
Lumley(1972):
Because turbulence consists of fairly large fluctuations
governed by nonlinear equations, one may expect a behavior
like that exhibited by simple nonlinear systems with
limit cycles. Such behavior should be largely indepen
dent of initial conditions; the characteristics of the
limit cycle should depend only on the dynamics of the
system and the constraints imposed on it.(15)
In contrast are Ruelle and Takens' ideas of the nature of
turbulence as derived from the qualitative theory of differen
tial equations.

They suggest that under turbulent conditions,

the Navier-Stokes equations have random solutions representing
motion on a "strange attractor" in phase space.

(Ruelle was

the first to dub the attractor for chaos with the name
"strange".)

An application of their theories regarding the

onset and subsequent limiting behavior of turbulence can be
illustrated as an explanation of a B&nard convection experi
ment. The initial convection current is represented as a point
attractor in solution phase space.

With an increased energy

input, the convection current gives way to convection rolls and
the point attractor changes to a limit cycle.

With an even

further energy increase, the limit cycle transforms into the
surface of a torus.

But after the third bifurcation, Ruelle

and Takens show that the system attractor does not jump from
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the two-dimensional surface of the three-dimensional torus onto
the three-dimensional surface of a four-dimensional torus.
Instead, the torus attractor begins to break apart, and its
surface enters a space of fractional dimension.

The surface of

the attractor can be described as being caught between the
dimensions of a surface and of a solid— more than two-dimen
sional but less than three-dimensional.
"strange attractor";
"fractal".

This surface is the

its geometry is also descibed as

The numerical solutions of Lorenz's weather model

were also strange attractors.
The essence of strange attractor behavior is its
sensitivity to initial conditions.

On a strange attractor, the

Figure 2.2. Diverging phase trajectories on a
strange attractor.
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phase trajectories from two neighboring points always diverge,
regardless of their initial proximity.

See Figure 2.2.

The

phase trajectory followed by the system therefore depends
vitally on its initial value.

Additionally, each member of the

set of solutions that form the strange attractor must occupy
zero volume in phase space.

This property forces the strange

attractor to assume noninteger dimensionality— in other words,
the strange attractor is a fractal. The randomness of the
turbulent flow field is proposed to derive from the random
geometric properties of the strange attractor.

Ruelle sum

marizes:
It is found that non-linear effects may lead to a
complicated and apparently erratic motion, with
very sensitive dependence on initial conditions.
This happens when the solution to the equations of
motion is asymptotic to a "strange attractor." It is
proposed that turbulence is due to this phenomena.(16)
The conjecture that the phase space of a turbulent
flow field may form a strange attractor— and hence exhibit an
ordered randomness— opens an entirely different approach to the
study of turbulence.

Yet the concept is far from presenting

even any conceptual scheme for practical calculation. The very
question of the dimension of the solution phase space cannot be
answered at this time.

However, many researchers have proposed

that the fractal nature of turbulence Is not only found in the
phase space of Its governing differential equations, but In
various aspects of its flow geometry as well.

Sreenivasan and

Meneveau{17) attempted to address three questions concerning
the fractal aspects of fluid flow:

(1) is the turbulent/non-

turbulent interface seen at the edge of a turbulent shear flow

a fractal,

(2) are constant property surfaces such as isotherms

and iso-concentration surfaces fractals, and (3) do the
dissipative structures in fully developed turbulence form a
fractal set.

The fine scale turbulence measurements collected

and analyzed in this study are used to examine the dissipative
structures in a developing flow and a calculation of the
fractal dimension of the set is made.

CHAPTER 3:

REVIEW

The geometry represented by a turbulent jet injected
into a crossflow is found in many practical problems of
engineering and geophysics.

Some of the studies conducted on

this flow configuration are reviewed in this chapter.
Additionally, a number of studies of the fine scale velocity
fields of other turbulent shear flows are summarized.

3.1 Jet in a Crossflow.

The turbulent shear flow chosen for the subject of
this study, a jet exhausting into a crossflow, has been a
subject of experimental and analytical study since at least
1962.

Keffer and Baines(18)(1962) presented an early study of

a round turbulent jet in a crosswind, including hot-wire anemo
meter measurements of mean velocity and turbulent intensities.
They described the flow field as being composed of certain
regions, beginning with the "zone of establishment".

Here, a

constant maximum jet velocity is equal to the jet initial
velocity.

In the "zone of established flow", continued lateral

deflection of the jet momentum serves to decrease the maximum
velocity.

Pressure forces and shear have distorted the cross-

sectional shape from a circle to a kidney-shape, as shown in
Figure 3.1.

The sides of the jet, possessing less momentum

than the center, become separated from the edge only to be
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entrained back into the jet.

Hence, a pair of counter-rotating

vortices form which are attached to the jet and Increase in
strength.

In the final zone, the "established jet", the ratio

of jet maximum velocity to cross-stream velocity decreases
rapidly toward unity; however Keffer and Baines claim that the

J E T TRAJECTORY

CROSSFLOW

J E T INJECTION

Figure 3.1. Distortion of a jet in a crossflow.

rotational velocity of the vortices decreases at a rate an
order of magnitude less.

Therefore, "...the limiting condition

is a pair of counter-rotating turbulent line vortices moving
with the speed of the cross-flow."

Their physical description

of the flowfield has been thoroughly substantiated in later
works.
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In the 1970's, the geometry of the jet In a crossflow
as applicable to the cooling of gas turbine blades became a
relevant research topic.

Accordingly, studies addressing

turbulent jets in a confined crossflow, as opposed to an
unbounded crossflow appeared.

The former encompasses those

cases where impingement on a surface opposite to the jet
injection opening might be anticipated, or where the presence
of such a surface might be expected to influence the flow
field.

A study by Kamotani and Greber(19) in 1974 included

mean velocity profiles and temperature distributions for a
confined crossflow which included not only a single round jet,
but a row of round jets and a two-dimensional (slot) jet.

With

regard to the single round jet, they concluded that the jet
trajectories are "only mildly affected by an opposite wall",
unless, of course, impingement occurs.

Hot-wire anemometry

methods were used in obtaining their velocity measurements; no
turbulence quantities were reported.
A detailed study of the velocity field, utilizing
laser velocimetry and hot-wire anemometry was described by
Crabb, Durao, and Whitelaw(20) in 1981.

They studied jet to

crossflow velocity ratios of 2.30 and 1.15 with a confinement
ratio, the ratio of channel height to jet diameter, of 11.8.
Mean velocities and turbulence intensities are presented.
Since the jet centerline appears not to have crossed more than
half the vertical distance to the opposite wall, the effect of
the confining surface must have been assumed negligible; no
mention of confinement effects is made.

23

Lilley and Ferrell(1986), as part of a comprehensive
study of lateral jet injection in combustor flowfields,
published turbulence measurements of a jet injected into a
tubular crossflow(21).

Their test section was a 14.5-centi-

meter diameter tube; the ratio of test section diameter to jet
inlet diameter was 10.

Instantaneous velocity measurements

were obtained by hot-wire anemometry for jet-to-crossflow
velocity ratios of 2, 4 and 6.

In contrast to Kamatoni and

Greber, they concluded that the penetration of the jet into the
crossflow was "reduced" from that of the comparable infinite
crossflow; they do not state the data with which they make this
comparison.
Recent work by Catalano, Chang and Mathis(22)
(1989) provides laser velocimetry measurements at the flowfield
centerline of a jet injected normally into a confined crossflow.

Two jet-to-crossflow velocity ratios, 2 and 4, were

studied at a fixed confinement ratio of 10.

Results obtained

for the x-direction velocities and turbulent intensities are
shown in Figures 3.2 and 3.3.

These results provide some basis

for a qualitative explanation for the physical results obtained
in this study.

3.2

Fine Scale Turbulence Measurements.

Researchers have attempted studies to examine the
validity of Kolmogorov's original hypotheses and the subsequent
modifications.

Experimental measurements of the energy spectra
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in turbulent flows at large Reynolds numbers were recorded by
Gurvich(24)(1960) in wind over land, by Pond, Stewart and
Burling(23)(1963) in wind over water, and by Grant, Stewart and
Moilliet(25)(1962) in a round jet.

These studies showed that

the spectra were indeed proportional to k

-S / 3

in the inertial

subrange, supporting Kolmogorov's second hypothesis.

However,

as even more studies obtained the same result, the "5/3-law"
was found to extend even into lower wavenumber regions of the
energy spectra which were clearly anisotropic.

The conclusion

had to be that the apparent conformity to the Komogorov "5/3law" is a rather insensitive indicator of isotropy.
Wyngaard and Tennekes(26)(1970) examined the
statistics of the velocity derivatives 6u/3t and 3zu/at2 in a
curved mixing layer with Re^=200.

They found the probability

distributions to be decidedly non-Gaussian, with a high
probability of very large and very small values.

They

attributed this behavior to the intermittent, "spikey" nature
of the derivative signals, where activity was noted to be con
centrated in bursts between relatively quiet periods.

The

skewness and flatness factors of the velocity derivative, S and
K, given by:

(3.1)

(3.2)
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were computed and found to depend on the turbulent Reynolds
number, In contradiction of the universal equilibrium theory
which claims they should be constant.

They also summarized

some earlier measures of n {the constant in Kolmogorov's third
hypothesis.)

These are reproduced in Table 3.1.

Wyngaard and

Tennekes found fi to be 0.85, based on the slope of the spectrum
of (3u/3t )2.
Dissipation spectra for nearly isotropic grid
turbulence with Re^ = 45 and 61 were presented by Frenkiel and
Klebanoff{27)(1971).

See Figure 3.4.

They noted that

departure from similarity (as evidenced by the curves not being
the same) shown by the dissipation spectra provides a more
sensitive criterion for similarity than the correlation.

Their

computations of higher order even correlations of velocity
gradients again gave clear evidence of departure from a
Gaussian probability distribution.
Wyngaard and Pao(28)(1975) undertook measurements in
an atmospheric surface layer.

Here again, deviation from a

Gaussian probability was found, with the degree of departure
increasing with turbulent Reynolds number.

They also examined

the relation of S and K and found the approximate relationship
S«K316 to be in good agreement with their data.
Champagne(29)(1978) investigated the existence of
universal similarity of the fine scale structure of turbulent
velocity fields and the validity of the original Kolmogorov
local similarity theory and later reformulations.

He found

that the normalized spectral shapes vary with Re^ in a manner
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consistent with these later reformulations.

He used data from

axisymmetric jet flows, wake flows in a wind tunnel and
atmospheric flows to give a range of turbulent Reynolds numbers
from 40 to 13000.

Champagne plotted (J7 k )z0 (rjk) vs. >7 k for Re^

values between 41 and 130.

He found the peak values at 0.24

for r)k = 0.1, and also reported data from Stewart and Townsend
(1951) and Kistler and Vrebalovich (1966) that placed the peak
value at

77k

= 0.12.

Van Atta and Antonia(30)(1980) studied the Reynolds
number dependence of skewness and flatness factors of turbulent
velocity derivatives.

They found that the relationships of S

and K with Re^ agreed favorably with various existing exper
imental data, but only when u was chosen equal to 0.25.
A final study worthy of mention is that by Antonia,
Satyaprakash and Hussain(31)(1982).

With data from turbulent

plane and circular jets of Re^ = 630 and 400, respectively,
they calculated the value of (i to be approximately 0.2.
Higher-order correlations and spectra of the dissipation were
found to be in closer agreement with the Novikov-Stewart or the
(3-model than with the lognormal model.

But higher order

moments of locally averaged values of the dissipation rate were
found to be more closely represented by the lognormal model.

3.3

Fractal Dimension of the Dissipation Structure.

Van Atta and Antonia(30)(1980) compiled data on the
variation of K with Re^ from other researchers (Kuo and
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Corrsin(1971), grid turbulence and circular jet;

Pond and

Stewart(1965), atmosphere; Wyngaard and Fiedler{1970), mixing
layer).

The relationship of K with Re^ was later shown by

Sreenivasan and Meneveau(17) to be a basis by which the fractal
dimension, D, of the dissipative structures could be estimated.
The compiled data, when so analyzed, gives values of D in a
range between 2.78 and 2.73 for a range of Re^ values of
approximately 100 to 10,000.

The above collection of data also

indicates that for Re^ values less than 100, the value of 0
increases to approximatley 2.9

As noted by Sreenivasan and

Meneveau, this increase could be indicative of anisotropy at
low Reynolds numbers, or be an indication that the dissipation
is less spotty.

Mandelbrot suggests bounds for the fractal

dimension between 2.5 and 2.7, based on reasonable topol
ogies (32) .

CHAPTER 4:

EXPERIMENTAL SYSTEM

The layout and operation of the flow system for this
study are described in this chapter.

Details of the laser

velocimetry equipment, signal processing and data collection
are discussed.

The experimental system described here is

identical to that used in several other studies by Catalano,
Chang and Mathis{22),(33), which shall be referred to later.

4.1

Flow System.

The experiments were carried out in a wind tunnel at
the Experimental Fluid Dynamics Laboratory operated by the LSU
Mechanical Engineering Department.

The low speed wind tunnel,

illustrated in Figure 4.1, begins with an intake section
measuring 160 cm high by 213 cm wide.

Two turbulence reduction

screens and a set of honeycomb flow straighteners preceed a
12:1 contraction section which accelerates the air flow into a
test section measuring 46 cm high by 61 cm wide.

A diffuser

follows the test section, leading to a housing for a 45 kW
variable pitch fan that permits test section velocities in the
range of 5 - 50 meters per second to be realized.
Horizontal plates mounted within the test section
form the confining surfaces for this study (see Figure 4.2).
The bottom plate, in addition to allowing easier access and
positioning for the jet apparatus, serves to minimize the
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Figure 4.1. Wind tunnel.
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effect of the bottom plate boundary layer by allowing the
placement of the jet nozzle close to the leading edge of the
plate.

In fact, the size of the turbulent boundary layer at

the crossflow speeds used here is calculated to be approxi
mately 0.97 cm, reduced considerably from a value of 3.56 cm
which would be predicted on the tunnel wall.

Although vertical

spacing of the plates is variable, the spacing chosen for these
studies was kept the same as that used for earlier studies of
jet trajectory, so that the resulting data would be compli
mentary.

TOP OF WIND TUNNEL

CONFINING WALLS

CROSSFLOW

PRESSURE
REGULATOR

COMPRESSED AIR LINE
Figure 4.2. Test section of the wind tunnel.
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A nozzle mounted flush with the bottom plate is the
jet entrance to the flow field.

The nozzle consists of a

tapered section providing a 16:1 area reduction, and is
preceded by a settling chamber and a screen. See Figure 4.3.

A

pressure regulator allows for flow adjustment; various ratios
of mean jet velocity to mean crossflow velocity were fixed by
changing the pressure regulator setting.

GLASS N O lZ L E T

/O X tO SCREEN

' U x U HOSE B A R B
Figure 4.3. Jet nozzle

Sufficient quantities of a contaminant had to be
Introduced into the air flow to facilitate light scattering for
the laser velocimetry measurements.

An electric aerosol-type

particle generator located upstream of the wind tunnel provided
a spray of atomized olive oil particle;; which were swept into
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the flow for this purpose.

To obtain velocity measurements of

the jet core as well as reliable measurments of the mixing
region of the jet and freestream, the jet was also seeded.

A

seeding device was installed after the pressure regulator to
inject atomized olive oil into the flow.
The front wall of the wind tunnel test section is
fitted with a panel of 3.2 mm clear acrylic plate, allowing
optical access for the laser velocimetry measurements at points
up and downstream of the jet injection.
At the tunnel freestream velocity chosen for these
experiments, 10.0 meters per second, the freestream turbulent
intensity was measured to be 1.12 percent.

Velocity ratios

(jet average velocity divided by free-stream velocity) of 4, 2
and 1 were selected for study, with corresponding jet Reynolds
numbers of 34,000, 17,000 and 8500, respectively. The locations
at which measurements were taken are shown in Figures 4.4, 4.5
and 4.6.

4.2

Laser Velocimetry System.

The laser velocimetry system used for these experi
ments was a one-component backscatter system operated in the
fringe mode.

Essentially, the laser light is split into two

coherent beams of equal intensity and focused through a front
lens to an intersection point in the flow field.

Oil particles

suspended in the flow travel through this intersection volume
and reflect light with a Doppler frequency shift proportional
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to the velocity of the particles.

Back scattered light is

collected through the front lens and focused to a photomul
tiplier where a current proportional to the particle velocity
is produced.

The specific optical components comprising the

laser velocimetry system are shown in Figure 4.7 and briefly
descibed in the following paragraphs.
Exiting the laser, the beam of wavelength 632.8
nanometers enters a beam splitter where a polarized prism
splits the beam into two beams of approximately equal irradiance.

One beam is displaced 30 millimeters, the other remains

in the axial center.

The beams then enter the next component

of the optical system, the Bragg cell section.

The

Doppler

frequency is proportional to the particle velocity, but a flow
in either the forward or backward direction through the
measuring volume would produce the same frequency shift.

The

Bragg cell is an optical frequency shifting device which allows
the center beam to be subjected to a positive or negative
frequency shift.

This shift sets the Doppler frequency

corresponding to zero velocity at some non-zero value, and
allows the direction of flow to be detected.
Following the Bragg cell section, a beam displacer
moves the remaining axially centered beam to a 30 millimeter
eccentricity; a beam translator then reduces the beam separa
tion distance of 60 millimeters, preparing the beams to enter
the aperture of the next component, the beam expander.

The

beam expander increases the laser beam diameter by an expansion
ratio F, of 1.94 with the very desirable result that the

PM O ptics
He-Ne. Laser

Figure 4.7. Laser veloclmeter optical components.

41

diameter of the measuring volume is reduced by a factor of F,
and the light intensity is thereby increased by a factor of
F 2.

Finally, the beams pass through a 600 millimeter focal

length front lens.

The end result is an ellipsoidal optical

probe 0.23 millimeters long in the measuring direction.
Scattered, Doppler-shifted light returns through the
front lens, passes through the beam expander and beam trans
lator and into the backscatter section.

Here, the light is

reflected into the photomultiplier optics section where the
collected light is focused into a pinhole and directed through
a filter onto the photomultiplier surface.

The resultant

current generated there is available for signal processing.
The laser and optical system are mounted on a threeaxis traversing table which may be manually positioned with an
accuracy of 0.5 millimeters.

The details of the laser veloci-

metry set-up are shown in Table 4.1.

4.3

Signal Processing.

The output signal from the photomultiplier contains
the desired velocity information and the role of signal
processing is to extract this information.
signal is shown in Figure 4.8.

A typical Doppler

It is likely to be a multi

particle signal, generated as many seeding particles pass
through the optical probe at a given period of time and scatter
light.

The signal also contains considerable noise.

Signal

processing units are commercially available to cope specifi-

Para m e te r

value

Beam Xntersection Angle,

7.25°

Fringe, Spacing

S^inn

Probe Volume, D iam eter

0 .2 5 mm

Probe Volume, Length

3.6 mnn

Laser, rated p o w er

15 mW

Laser, w avelength

632.8 nm

Seeding P articles

O L I V E OIL

Seeding Particle. D iam eter

1.0- 3 . 0

Table 4.1.

Details of Laser Veloclmetry Set-up.

Figure 4.8. A typical Doppler signal.
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cally with the needs of laser velocimetry, and extract a
Doppler signal from the types of background noise encountered.
Tracker-type processers are usually used when seeding concen
trations are high and the measuring volume contains many
particles.

The tracker processer used for these experiments

was a TSI Model 1090 Tracker.

It is designed to extract the

Doppler frequency signal from background noise and convert the
frequency to a proportional analog voltage.

The Model 1090 Is

a combination of tracking filter, a frequency to voltage
converter, and a sample and hold circuit.

The latter holds the

last voltage until a new signal level Is discriminated, thereby
providing continuous output.

Sources of error arising from the

operation of the signal processer are discussed in section 5.5.
The photomultiplier signal was amplified and passed
through a bank of selectable band-pass filters prior to
entering the tracker.
was then digitized.

The analog voltage output of the tracker
An instrumentation schematic is shown in

Figure 4.9.

4.4

Data Collection.

The analog signal from the tracker processer was
connected to an analog/digital converter, an OMEGA Model WB800,
and converted to digital Input to a Zenith Z-248 personal
computer.

The A/D board accesses the computer's active memory,

so that a large amount of data can be collected at a rapid rate

VOLTAGE
SUPPLY
MICRO
COMPUTER

HIGH P/13S F I L T E R
LOW PASS FILTER
(A D JU ST A B L E )

PREAMP
r— -J

FR EQ U EN C Y
SHI FTER

Figure 4.9. Instrumentation schematic
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and stored, then written to a disk after collection is
complete.

For these experiments, a data collection rate of

26 microseconds was used.

At each flow location, for velocity

ratios of R = 2, 16,000 data points were collected.

For

velocity ratios of R = 1 and R = 4, the number of data points
was increased to 28,400.

The velocity data was stored on

diskettes and uploaded to the IBM 3090 mainframe computer for
data analysis.

CHAPTER 5:

DATA ANALYSIS

Having collected and stored a large sample of
velocity values at various flow locations and three velocity
ratios, the data was analyzed to yield information concerning
statistical properties of the sample from which the physical
properties such as length and velocity scales could be
inferred.

Portions of the data analysis were performed on

LSU's mainframe IBM 3090 computer, and the remainder of the
analysis was done on microcomputers (Zenith Z248, AST
Premium/286).

Computations included autocorrelation functions,

one-dimensional energy spectra and their moments, integral,
micro and Kolmogorov length scales, turbulent intensity and
dissipation.

Statistical descriptions of the velocity field

and its time derivatives such as standard deviation, skewness
and flatness were calculated as well.

5.1

Autocorrelation Function.

The first statistical computation executed is the
calculation of the autocorrelation of the time dependent
velocity signal.

Information about the average time dependence

of the signal is revealed by this function.
ation is defined mathematically by:
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The autocorrel
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u{t) u(t+r)
R(r) =
(u(t)

1/2

)2

where r is the delay time.

(u(t+T))2

(5.1)

1/2

Such a correlation curve indicates

the time for which the motion at one time is affected by that
at another.

An example of an autocorrelation curve is

illustrated in Figure 5.1.

This curve is calculated from data

obtained at the center of the test section, with the jet turned
off.

This is hereafter referred to as the R»0 test case.

At

r = 0, the value of R(r) is 1.0, indicating perfect correl
ation, while as r Increases, R(r) I s expected to fall to zero.
When the mean velocity of the turbulent motion is large in com
parison to the microscale velocity scale (U > > urms), it is
often assumed that the small scale turbulent eddies are
advected past the sampling point at a rate rapid enough that
they remain essentially unchanged as they pass.

\I

Hence the

A u to correlatio n
R=o

10
0.8

IT 0 6

^

0.2
0.0

0.2
-0.4
-O .b

-

-

0.8

.01

Figure 5.1

.02

.04-

.05

Autocorrelation curve for the
R-0 test case.
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small scales are rigidly convected by the large scale eddies.
This Is referred to as Taylor's frozen field hypothesis, or
simply Taylor's hypothesis.

Application of this concept allows

the time autocorrelation function to be interpreted as a space
correlation with separation in the mean flow direction.

This

is effected by a simple change of variables, r=rU, where r is a
longitudinal space coordinate.
The distance in which the space correlation function
drops from unity to zero is indicative of the largest eddy
sizes found in the flow.

This dimension is referred to

as the integral length scale, L, and is calculated by:

L = U

R(r)dr

(5.2)

0

)|g

where r

is chosen as the time of the first zero crossing of

the autocorrelation function.

Note that Taylor's hypothesis is

used here to convert the time scale to a length scale.
Another length scale of physical and dynamical
interest may be deduced from the autocorrelation function.
This is the Taylor microscale,

the eddy size where the

dissipation of kinetic energy is concentrated.

This is, by

common definition, calculated from the curvature of the
autocorrelation at the origin:

d 2R(r)
r=0
dr 2

-2

(5.3)
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If R(r) is expanded in a Taylor series about the origin:

R (z) = 1 + r fdR) + r 2/d 2R l + ...
(drjo
2 vdr2]o

(5.4)

the second term may be assumed to vanish due to

symmetry.

Then:

R (r ) = 1 + rj (d£R|
2 (dr 2 fo
- 1 ~

li_
Ay2

where _i_ =
Ay2

-1 (d2R ) .
"2Idr2jo

(5.5)

Thus, A T may be identified as the r-axis intercept of a
parabola fitted near the origin of the autocorrelation curve.
The Taylor microscale and the integral scale are shown
schematically in Figure 5.2.

A Reynolds number based on A y is

defined by:

Re^ = Ay vi*1'2
v

(5.6)

This is referred to as the microscale Reynolds number.
The shape of the autocorrelation curve may also
suggest some qualitative aspects of the flow.

For example, a

damped periodic behavior of an autocorrelation curve could
indicate the fluctuating pressure field associated with the
passage of vortex-like structures. It has been noted that the
vanishing of the autocorrelation function may also be described
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as a consequence of the principle of sensitive dependence on
Initial conditions(34).

r
Figure 5.2

5.2

Computation of Taylor and Integral
length scales.

Energy Spectra.

The autocorrelation function, In addition to providing
Invaluable physical Information about the turbulent structure,
also provides a convenient method of computing another useful
function, the one-dlmenslonal energy spectrum.

The Fourier

transform of the autocorrelation function:

lair
S(o>) =

R(r)dr

(5.7)

is defined as the power spectral density.

Application of

Taylor's hypothesis in the form a = kU allows this to be recast
in terms of wavenumber, and the resultant curve is referred to
as the one-dimensional energy spectrum, F(k).

The curve

displays the distribution of turbulent kinetic energy with wave
number.

The energy spectrum calculated from the autocorrel

ation function of Figure 5.1 is displayed in Figure 5.3.

The

Fourier transforms of autocorrelation functions were computed
by IMSL subroutines resident in the IBM 3090.

The subroutine

computes a discrete Fourier transform using a variant of the
Cooley-Tukey algorithm.
Integration of the energy spectrum function over the range
of wavenumbers yields the total energy.

For the case of

isotropic turbulence, it can be shown that the average energy
dissipation, e, is given by(35):

(5.8)

Values of e are calculated by numerical integration of the
energy spectra, the limits of integration being taken from
k=0 to the point where the function makes its first zero
crossing.

Recalling the definition of jj from Chapter 2,

the

Kolmogorov length scale may be calculated from the dissipation
and viscosity:

One-dimensional Energy
5pec+ru/n
f? = o r e s f Case.

-3

-5

-7

LOG(K)

Figure 5.3

Energy spectrum for the
R«0 test case.
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The value of

77

so obtained can then be used to non-dimen-

sionalize the energy spectra:

® (77k) =

(5.10)

F(k)
(eus )

1

where ®(77k) is referred to as the Kolmogorov normalized
spectrum.

For large enough values of Re^, Kolmogorov’s first

hypothesis predicts the function ®{77k) to be universal.
The moments of ® (77k) are also calculated.
moment,

The second

(77k)2® (77k) is the non-dimensional ized dissipation

spectra.

Normalized energy and dissipation spectra corres

ponding to Figure 5.3 are shown in Figure 5.4.
(77k) 5 1 3® (Tjk) and (77k)4 (77k) are also computed;

case, these are shown in Figure 5.5.

The functions
for the R=0 test

The significance of these

curves is discussed in the next chapter.

5.3

Other Statistical Parameters.

Other statistical quantities computed include the mean,
rms, skewness and flatness of the velocity signal.

These are

defined as:

MEAN

N
L \li
i=l
N

U

(5.11)

<f>(vk) vs. LOG>(r}k)
R =o

40

T e s t Case.

<t> (vk)

30

20

io

o
-3

Z

O
LOG (r}k)

t y k f Q t y k ) Vs. L o G ( y k )

( y k ) z <t>(r}k)

—

R - o Test C a se
.15

. 10

o

Z

o
L oG (r)k)

Figure 5.4

Normalized energy and dissipation
spectra for the R-0 test case.

(yjk)s/3<j)(rjk) VS. LoG(rjk)

R~o

•

Test Case.

05

2

o
L OG (rjk)-

(vjk) 4<p(yjk) vs.LOG(rjk)
R = o T e s t Case.

.lo
vJ-

.05

-3

-Z

o
L0<5(r}k )■

Figure 5.5

The fourth and five-thirds moments
for the R - 0 test case.
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'N
RMS =

1/2

(5.12)

£ (Ui-U) 2
i=l

N

SKEWNESS =

N
£ (Uj-U) 3

(5.13)

1=1
a 3N

FLATNESS =

N
£ (u^U) 4

(5.14)

1=1

cHN

The velocity derivatives were calculated from the
digitized velocity signal using a four-point central difference
formula:

^i
dt

= u i-2 ~ 8ui-l + 8ui+l ~ u i+2
___ _________________ _______
12h

(5.15)

where h is the time increment between consecutive velocity
samples (26 microseconds here).

The statistical parameters

listed above were also computed for the velocity derivatives.
Derivatives of the velocity signal may be used to estimate
H, the constant appearing in the Kolmogorov modified hypothesis
and various other expressions for the energy spectrum.
Frenkiel and Klebanoff(17) derived the following expression,
using the properties of the lognormal distribution:
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*2n

L v

l/2/m(n-l)
(5.16)

<u2 )n

Here, (•) Indicates the time derivative.

Then, assuming the

isotropic result L/jj ~ Re^3/2, this becomes:

u2n
.

W

B

~

Re,3/4^n
(n_1)
A

M

(5.17)

(1i2)n

Hence, for various values of n, the logarithm of the quantity
on the left may be plotted against (n)(n-l)Re^, and n may be
estimated from the slope of a line drawn through the data.

The

slope of the line is determined using least squares nonlinear
regression.

5.4

Fractal Dimension of Dissipative Structures.

For self-similar fractal shapes, the fractal
dimension is defined as(32):

D = log N

(5.18)

log(1/r)

where N is the smallest number of cubes of dimension r required
to cover the fractal.

For the set of dissipative structures in

a turbulent flow field, one begins with a volume on the order
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of the Integral length scale and chooses cubes of dimension
to cover the regions of dissipation (see Figure 5.6).

Then by

definition:

D = log N

(5.19)

log{L/j?)

Figure 5.6

Fractal dimension.

If N cubes are required to cover the dissipation, the total
volume of dissipation is Hr)3, and the ratio of volume of
dissipation to the total volume is given by:
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This implies that the level of dissipation contained in the
cubes is (L/r?)3_® times the level of dissipation in the flow
field.

Identifying dissipation with (du/dx)2, the kurtosis of

du/dx will then be proportional to (L/rj)2 ^3-®^ .
isotropic relation L / 1 7 ~ Re ^

3

Using the

>2, we have:

K « Re^3/2<3-D)

(5.21)

Therefore, a plot of the kurtosis of the velocity derivative
versus the turbulent Reynolds number may be used to estimate
the fractal dimension.

5.5 Error Analysis.

The measurements and results presented in this study
are meaningless without an estimate of the errors involved.
The ANSI/ASME procedure for calculating and reporting measure
ment uncertainty is followed here(36).

This approach is chosen

in lieu of other more colorful approaches, such as that related
by Ku of the National Bureau of Standards:
In the 1930's, P. H. Myers at NBS and his collegues were
studying the specific heat of ammonia. After several
years of hard work, they finally arrived at a value and
reported the result in a paper. Toward the end of the
paper, Myers declared:
"We think our reported value is
good to one part in 1 0 ,0 0 0 ; we are willing to bet our own
money at even odds that it is correct to two parts in
1 0 ,0 0 0 ; furthermore, if by any chance our value is shown
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to be in error by more than one part in 1,000, we are
prepared to eat our apparatus and drink the ammonia."(37)
Errors are divided into three categories:

calibra

tion errors, data aguisition errors and data reduction errors.
For each source of error there is a bias and a precision
component.

A bias error is a constant or systematic error

present for the duration of the test.

Precision error is

random error; the measure of precision error is the statistic
sample standard deviation.

Error values are estimated from

manufacturer's literature, by comparison of error estimates of
similar equipment, by experimentation and by the author's
judgement.

Estimates of the various components of error are

indicated in Table 5.13.
The total bias and precision errors are calculated by
the root-sum-square method:

B =

(B*2 + B22 + B32 )1/2

= 0.0526 volts

(5.22)

P =

(P22 + P22 + P32 )1/2

= 0.0247 volts

(5.23)

The final uncertainty, V, is obtained by combining bias and
precision errors.

The 95% confidence level interval is given

b y(38):

¥95

= (B2 + (tP)2 )1/2

(5.24)

Here, t is the student-t value and is a function of the number
of degrees of freedom used in calculating P.

For precision
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CALIBRATIOM ERROR
Calibration

Bias Limit
(ivolts)

Precision Index
(±volts)

Excitation voltage
Tracker
A/D converter

B 1 1 -0.0010
B 2i"0.0800
B 3 1 -0.0020

Pjj-0.0010
P 2 1 -0.0200
P 3 1 -0.0010

B1

" fB ll 2 + B 2

1 2

+ B31 2 31

P 1

" tp ll 2 + P 2

1 2

+ P 312 l1/2 "

/2

" 0.0601 volt®
0 .0 2 0 1

volt®

DATA ACQUISITION ERROR
Error Sourc®

Bias Limit
(±volts)

Prsclslon Index
(ivolts)

Frequency shifter
Excitation voltage
Tracker
A/D converter
Atmospheric conditions
Positioning error
Velocity bias error

12- o .o i o o
*0 . 0 0 6 0
B 32 •0.0100
B42-0.0020
.0000
B 22“0 .0060

P x2-0.0050
22 •0.0050
P 32-0.0050
P42-0.0020
Pg2a0.00S0
p62-0.0100
^72*^ *

.. +

722]1/2

0.0169 volts

.. - P722]1/2

0.0143 volts

Error Source

Bias Limit
(tvolts)

Precision Index
(±volts)

Computer resolution

B 1 3 — 0.0020

P 1 3 -O.OOOO

B*

[ B122 + B22
[P 12

+ P 22

b

8 2 2

B q 2« 0 .0000

b

DATA REDUCTION ERROR

B3 - 0.0020
P 3 - 0.0000

Table 5.1.

Sources of Error .
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Indices associated with electronic equipment, a large number of
degrees of freedom justifies choosing t as 2.0(39).

Then:

V95 = [(0.0526)2 + (2(0.0247))2]1/2
= 0.0722 volts = 0.36 m/sec

(5.25)

A velocity measurement may therefore be expected, with a 95%
confidence level, to lie within ±0.36 m/sec of the experi
mentally obtained value.

For the range of velocity values

obtained in this study, this corresponds to between 13.6 and
3.40 percent error, maximum.

CHAPTER 6.

6.1

RESULTS AND DISCUSSION

Autocorrelations and Length Scales.

Autocorrelation functions were computed and plotted
from the data collected at each measuring location.
shown in Appendix A.

These are

In each figure, the curves calculated

for a given value of R and x/D and varying values of y/D are
displayed.

The autocorrelation is computed primarily to

determine length scale information and to allow calculation of
the energy spectra.
For discussion purposes, Figure 3.3(a), from
Catalano, Chang and Mathis(22) and 3.3(b) from this research
are presented.

These plots of turbulent intensity may be

assumed to provide a rough indication of the location of the
jet in the flow.

Hence, for example, a reference may be made

to the point x/D=4, y/D=6 as being in the jet/freestream
interface for R=4.
The integral length scales for each point, calculated
from the autocorrelation function, are listed in Tables 6.1,
6.2 and 6.3, and plotted (as L/D) in Figures 6.1, 6.2 and 6.3.
It is not surprising that the integral length scale, a scale
associated with the input of energy into the flow, takes its
largest value, L/D=34.5, for R=4 (at x/D=4, y/D=6).
point is near the jet/freestream interface.

This

Also at R=4, the

largest value of length scale occuring at x/D=2, a value of
63
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X/D

y/D

u
(m/sec)

(u2)1/2
(m/sec)

-2.0

1.0

8.53

0.55

-2.0

1.5
2.0

9.05
9.53

0.55
0.58

3.0

9.98

0.15

5.9
3.6

1.0

3.28
9.46
9.56

0.75
0.70

17.9
30.3

10.40

0.76
0.20

7.2
4.5

0.37

2.65
7.52

0.56
1.03

12.5
18.4

0.33
1.04

0.77
0.26
0.13

8.4
2.4
2.1

-2.0
-2.0
2.0
2.0
2.0
2.0

1.5
2.0
3.0

4.0

1.0

4.0
4.0
4.0

1.5
2.0
3.0

9.52
10.40

4.0

4.0

10.50

Table 6.1.

L
(cm)

2
(cm)

5.8
3.1

0.59
0.49
0.67
0.32
0.55
0.68
0.65

n

Rg ^i

0.0038
- 0.0041

214.0

(cm)

0.0041

177.0
258.0

0.0085

32.3

0.0017
0.0038

277.0

0.0037
0.0074

317.0
326.0
48.2

0.0016

124.0

0.83
0.38

0.0024
0.0036
0.0065

714.0
425.0

0.28

0.0094

65.2
24.3

Velocity and Length Scale Results for R-l.
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x/D

y/D

u
(m/sec)

-2.0

1.0

8.19

-2.0
-2.0

2.0
4.0

-2.0
4.0

fu2)1/2
(m/sec)

L
(cm)

A
(cm)

T1
(cm)

0.70

13.0

0.74

0.0031

345.0

9.52
10.10

0.53
0.11

8.9
1.9

0.74
0.24

262.0

6.0

10.20

0.12

2.4

0.23

0.0042
0.0101
0.0092

1.0
2.0

6.30
5.89

0.74
0.68

1.8

0.0027

10.40
10.30

0.36

158.0
165.0
99.8

4.0
4.0

4.0
6.0

2.8
3.0

0.32
0.37

8.0

10.30

0.12
0.12

1.3
1.3

8.0

1.0

8.0
8.0

2.0
4.0

8.0

8.0

6.88
7.33
10.10
10.40

0.83
0.76
0.68
0.12

12.9
4.2
4.4
1.5

4.0
4.0

Table 6.2.

17.2
18.8

0.42

0.0027
0.0056

0.21

0.0093

0.21

0.0095

17.2
16.7

0.69
0.54
0.54

0.0028
0.0029

384.0
274.0

0.0039
0.0097

243.0
15.3

0.20

Velocity and Length Scale Results for R-2.
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X/D

y/D

u
(m/sec)

2.0
2.0

1.0
2.0

8.60

2.0
2.0
4.0
4.0
4.0
4.0
4.0
8.0
8.0
8.0
8.0
8.0

(u2}l/2
(m/sec)

L
(cm)

X
(cm)

f)
(cm)

0.72

6.6

0.42

9.1

0.0034
0.0047

4.0

9.27
9.41

0.75
0.71

0.13

6.0

9.62

0.13

17.7
7.0

0.26
0.29

0.0087
0.0086

1.0
2.0
4.0

6.79
5.73

0.94
1.39

15.7
25.3

0.91

0.0021

0.84

0.41
0.70

10.1
43.8

0.34

6.0
8.0

3.16
7.80

0.0017
0.0019

9.69

0.22

4.6

1.25
0.43

0.0032
0.0066

582.0
62.9

1.0

7.75

0.60
0.79

260.0

8.48
7.66
7.39
10.60

6.3
7.4

0.0034

2.0
4.0

0.65
0.77
0.57

5.3
3.2

0.48
0.45

0.0031
0.0035
0.0034

407.0
181.0

5.4

0.55

0.0045

6.0
8.0

Table 6.3.

0.60
0.57

Re2
358.0
197.0
22.1
24.4
567.0
782.0
93.1

178.0
209.0

Velocity and Length Scale Results for R*4.
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L/D=19.9, is found at y/D=2, again near the jet/freestream
interface. For R=4, x/D= 8 , little variation in L is seen in the
vertical direction.

Presumably by this point the transfer of

energy from the jet to the flowfield is nearing completion, and
the larger length scales encountered upstream have transferred
their energy to smaller scales.
For R=2, we find the largest length scale occuring in
the jet/freestream region to be only L/D=3.5.

A larger peak

value may have been missed due to the size of the sampling
increments.

Upstream of the jet, at x/D=-2, it is interesting

to note the increased length scales at y/D=l and y/D=2.

This

indicates the ability of the jet to influence the structure of
the turbulence here.
At the lowest velocity ratio, R=l, a maximum L/D
value of 23.9 is measured.

Perturbation of the large scale

turbulent structure upstream of the jet is seen to be less than
that occuring for R=2.
The values of the integral length scale near the
bottom wall for each velocity ratio are related to the boundary
layer length scales.

It has been shown that the large eddy

motion close to the wall involves a length scale which is large
compared with the distance from the wall(40).

The unperturbed

value at y/D=l appears to be about L/D=10; the influence of the
jet is seen to alter this value to L/D=14.l at R=l, x/D=2 to
L/D=l.34 at R=2, X/D=4.
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6.2

Energy Spectra and Their Moments.

The Fourier transform of the autocorrelation is
computed, and Taylor's hypothesis in the form ai=kU is applied
to generate the one-dimensional energy spectrum, F(k).
integral of F(k) over all wavenumbers is u 2.

The

As shown in

equation 5.8, the average value of dissipation is calculated
from the integral over all wavenumbers of the second moment of
F(k).

The dissipation values obtained are shown in Figures

6.4, 6.5 and

6

.6 .

The highest dissipation values encountered

were found for R=1 (x/D=2, y/D=l, e=50,500 m 2 /sec3) and (x/D=4,
y/D=l, e=61,600 m 2 /sec3).

Compare this to the freestream value

of e=40.9 m 2 /sec3.
The values of e were used to non-dimensionalize the
one-dimensional energy spectra as shown by equation 5.10.

The

resulting Kolmogorov-normalized energy spectra, OfTjk), are
presented in Appendix B.

The spectra are not universal; the

variation with Re^ is unmistakable.

The Reynolds number

dependence persists in the moments of ®{k), presented in
Appendices C, D, and E.

Variation of the functions (rjk) 2 ®(rjk) ,

(rjk) 5 13® (jjk) and (77k)4® {17k) with Re^ is examined.

The maximum

values from each function are plotted against Re^ in Figures
6.7,

6 . 8

and 6.9.

Variation of these maximum values was found

to vary with the logarithm of Re^.

For (77k) 2 <D(5?k) , the

relationship:

M = 0.04131ogRe^ - 0.0326

10<Re;,<1000

(6 .1 )
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was obtained, where M denotes the maximum value of
(r?k)2® (j?k) . The coefficient of correlation for the curve is
0.96.

For the function (ijk) 5 '3® (rjk) , a similar relationship

was found to be:

M = 0.08561ogRe^ - 0.171

lOCRe^ClOOO

(6 .2 )

•V.

with a coefficient of correlation of 0.95.

Finally, for

(»7 k) 4<t>(»?k) , the variation obtained was:

M = 0.1009 - 0.0140logRe^

10<Re^<150

with coefficient of correlation 0.98.

(6.3)

For values of Re^

greater than 150, the peak values displayed a decreased
dependence on Re^,, as clearly shown in Figure 6.9.
Some comparisons with earlier studies can be made.
Dissipation spectra from Frenkiel and Klebanoff(27) were
presented in

Figure

value of(r)k.) 2©(j?k)

3.4. For Re^=60.8, they foundthe maximum
to be 0.22.

ponding maximum was 0.19.

For Re^=45.2, the

corres

The correlation determined in this

study, equation 6.1, would predict M=0.14 for Re;i=60.8 and
M=0.12 for Re^=45.2.

Champagne(29) compiled and graphed

(7jk)zb(j7k) from four research sources of varying Reynolds
number:

(1) a cylinder wake flow, Re^=138, (2) a

Re^=41,

(3) a gridflow, Re^=65, and

flow, Re^=130.

grid flow,

(4) a homogeneous shear

These curves were found to be very nearly the

same, leading Champagne to conclude that "the fine-scale
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structure of the different flow fields is similar at least for
the Re^ range presented here, viz. 40-138."

The results

obtained here indicate that for this developing flow field,
Reynolds number independence is not found, neither for
40<Re^<138, nor for the entire range investigated,
16.6<Re^<782.

6.3

Statistics of the Velocity Field and Velocity Derivatives.

Flatness and skewness factors of du/dt are plotted in
Figure 6.10.

Several general observations may be made.

First,

although the largest flatness values of skewness are found at
larger flatness values, distributions with large flatness
values appear to be equally likely to have large or small
values of skewne„s.s.

The. flatness values range from 30 to 1000.

These large flatness values indicate a higher than normal
probability of values far from the mean, and the non-Gaussian
nature of the derivatives is very evident.
Predictions of the relationship between flatness and
skewness predicted by the lognormal model (S « K 3/®) or by the
/3-model (K « S2 ) are not even remotely indicated by this data.
Other research on developed flows with comparable Reynolds
numbers does support these predictions; the developing nature
of this flow may therefore be assumed responsible for the
absense of such correlations here.

However, as discussed in

Chapter 2, it is consistant with a modern view of the nature of
turbulence to not expect such predictable behavior.

1000

IOO

to
-4-

2

O

+2

sxeiv/vess
Figure 6.10 Flatness and skewness values of
velocity derivatives.
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The flatness is seen to increase monotonically with
the turbulent Reynolds number (see Figure 6,12).

In the

absence of any correlation between skewness and flatness, no
Reynolds number relationship with skewness is evidenced.
Flatness factors for velocity measurements (not
velocity derivatives) are also calculated, and summarized in
Tables 6.4, 6.5 and 6.6.

The values range from 1.60 to 8.57.

Note that the flatness factors of the velocity field are
indicative of the large structure distribution, while those of
the velocity derivative correspond to the fine scales.

The

fact that flatness factors for the fine scale are of much
larger magnitude than those for the large scale is consistant
with assumptions of increasing intermittency with smaller eddy
sizes.

6.4

Estimates of /x.

The value of (i is estimated from the statistics of
the time derivative of the velocity, as indicated in equation
5.17.

For each point at which measurements were taken, the

even-order moments corresponding to n = 1, 2 and 3 were
computed.

The results are plotted in Figure 6.11.

resultant value of n is estimated to be (i = 0.31.

The
The data

fits a power curve with a coefficient of correlation equal to
0.95.
The Reynolds number dependence of n is also Invest
igated by segregating the data into groups corresponding to

F L A T N E S S FACTORS
R= 1
x /d

=-z

y/D

Flatness

Rex

1.0

4.19

214

1.5

3.3 /

111

2.0

8 .1 5

3.0

3.7.1,

ZS8
3Z.3

X/D = z

y/D

F L AT NES S

Rex

1.0

f. (oO

a.77

1.5

Z.42

2.0

3.05
6.70

3)7
3Z6

3 .0

4 8 .2

X/ D = 4ylD

flatness

Rex

66

124

1.0

Z.

1.5

Z.S!

2 .0

2 •45"
5.57
3.OG

3 .0
4-0

Table 6.4.

(4
42 S

(p5.2
Z4.S

Flatness Factors for R»l.

flatness

factors

R = 2.
X/D = -2

y/D

flatn ess

R e .*

1.0

2 .0 /

345

2 .0

(o.^S

2.U2

4.0

o?i03

11.2.

io.O

tJ.04"

18.8

X/D = 4
y/D

flatness

RC*

1.0

3.2 1

158

Z.O

5 . 03

HoS

4.0

s.sz

44.8

(o.O

3 . 4 4-

11. Z

8.0

Z.97

Ke>.7

X/D = &
y/D

flatness

Re*

1.0

Z. 4 5

38 4

2.0

3.16

<374

4.0

3.30

Z4 3

8.0

3. OO

15.3

Tabls 6.S.

Flatness Factors for R-2.

flata / e s s f a c t o r s
R=4-

X/D = '2y/D

F l a t n e ss

t.o

2,48

Z.O

Q>.&1

63
3.2 1

4 .0

4.

6.0

358
/? 7
,33,/
24.4

X/D = 4*

yID

FLATNE. SS

2.26
2.4^
3.81
Z./4-

1.0

z.o
4.0

6-0
8.0

3.60

Rz\

567
782
73./

582
62.7

X/D - 8
ylo

FLATNESS

Re-x

/.o

2.48

z.o

2.80

260
407

4.0

Z. 44

i&i

6.0
8.0

4.32
4.56

118

Table 6.6.

Z04

Flatness Factors for R-4.

LOG[ liznl(\Xl)n] VS. n(n-i)LOGRe*
All data from R s 1,1 and 4

I?

4-

8

12

IW

20

24

28

32

n^n-OLOGffe^
Figure 6.11 Even-order moments of velocity derivatives.

86

narrower ranges of Reynolds number values.
presented In Table 6.7.

The results are

The value of n appears to decrease

with increasing values of Re^.

Re * Range.

Correlation Cotf.

IS- s o

0.45

0 .? 8

50 - 3 0 0

0.32

0.95

3 0 0 - 800

0.25"

0.88

Table 6.7.

Reynolds number dependence of n.

Recalling Kolmogorov's lognormal hypothesis from
Chapter 2, where:

E(k) « 15-5/3-1/9*1

(6.4)

the value of the exponent of k would then appear to exhibit
less deviation from the "5/3-law" as the turbulent Reynolds
number increases.

It is important to note that as any

particular flow field will contain a range of turbulent
Reynolds numbers, the Reynolds number dependency of n Implies
that a turbulence model based on the lognormal assumption would
be forced to incorporate the spatial variance of fi.

Since,

however, the calculation of Re^ requires knowledge of the
turbulent flowfleld, application of the lognormal model would
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seem to be indeterminant, or at best require an iterative
effort.

6.5.

Fractal Dimension of the Dissipation Structure.

The fractal dimension, D, of the dissipation
structure was determined from calculations of the turbulent
Reynolds number and the flatness of the velocity derivatives at
each measuring location.
results.

Figure 6.12 shows a plot of the

The slope of the line is 0.823, calculated by least-

squares nonlinear regression, and having a correlation
coefficient of R= 0.77.

The relationship:

K « Re^3/2 *3"0 )

(6.5)

K = 2.72Re^°*823

(6.6)

becomes:

giving a fractal dimension D = 2.45.
Sreenivasan and Meneveau(17) reported a fractal
dimension value of 2.73 to 2.78, based on a collection of
research data as described in Section 3.3.

A comparison made

of the flatness values in the present work and the other
research indicated a possible explanation for the discrepancy.
The flatness values found in this study are up to an order of
magnitude larger than flatness factors reported elsewhere for

Kurtosis o f bu/ dt as a function
of microscale Reynolds num ber
1000

too

to o

Figure 6.12 Flatness of velocity derivatives
versus turbulent Reynolds number.

lo o o
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flows of comparable Re^.

Some of the increase may be attrib

utable to the developing nature of the flow in this study,
where large variations in velocity occur due to the complex
superposition of different flow patterns.

However, in the R=0

test case, a higher than expected flatness factor of 38.7 was
still obtained.

Hence, the developing (versus fully developed)

nature of the flow cannot be considered completely responsible
for the difference in flatness values.

The main reason for the

discrepancy, however, may be different measuring techniques
used.

In the data reviewed by Sreenivasan, the velocity

derivatives were measured by analog methods, then digitized.
In constrast, the velocity derivative values in this research
were calculated from digitized velocity data.

It is possible

that the digital velocity derivative calculations produced high
and low values not discriminated by the analog instruments used
in earlier studies, due to their inadequate response time or
filter cut-off limits.
To test what effect such a loss of high and low end
data could have on the estimation of 0, a "filter" was applied
to our data.

The width of the filter was set at 12 times the

standard deviation of the sample and centered at its mean.

New

flatness factors were calculated for the filtered data, and
found to be substantially lower.
When the filtered data was plotted against Re^, as
shown in Figure 6.13, the slope of the resultant line led to a
fractal dimension of D = 2.73, exactly in the range estimated
by Sreenivasan.

The conclusion is that the value of 0 reported
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Figure 6.13 Flatness of filtered velocity derivative
data versus turbulent Reynolds number.

91

by Sreenivasan Is too high because It was based on data whose
high and low end values had been dropped.

This illustrates the

importance of including the "catastrophic" values occuring in a
sample of turbulent data.
Sreenivasan and Meneveau also reported fractal
dimensions of the turbulent/non-turbulent surface in several
types of turbulent shear flows (boundary layer, axisymmetric
jet, plane wake and mixing layer).

They found an interface

dimension of 2.3 to 2.4 which apparently was independent of the
type of flow.

It is interesting that the turbulent interface

fractal dimension is so close to the 2.45 fractal dimension of
the dissipation structures.

CHAPTER 7:

CONCLUSION

The turbulent flow field obtained by injecting a jet
into a confined crossflow provided a convenient case where data
could be collected to examine the fine scale structure of
turbulence in a developing flow over a large range of turbulent
Reynolds numbers.

Calculations indicated the range of

turbulent Reynolds numbers to be 16.6 to 782, and the widely
different values of integral length scale, varying from 0.013
to 0.438 meters confirmed the developing nature of the flow.
By directing the output of the signal processing
equipment to an analog/digital converter operating In a direct
memory access mode with the laboratory computer, a data
collection frequency of sufficient speed to capture the fine
scale fluctuations was attained.

The digitized velocity values

were then subjected to calculation procedures designed to
extract statistical estimates of certain physically relevant
quantities.
Length scale estimates— integral, microscale and
Kolmogorov, were computed to characterize the eddy structure of
the flow and enable calculation of standardized Reynolds
numbers for energy input and dissipation.
Construction of normalized spectra for energy
content, dissipation, and higher order moments enabled an
examination of the Reynolds number dependence of these
functions; the dependence was definite and well defined.
92
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Comparisons with other research data, however, indicated that
this Reynolds number dependence has not been detected in some
investigations of fully developed flows at comparable Reynolds
numbers.
An examination of skewness and flatness factors of
the velocity derivatives found in this flow failed to reveal
any correlation between the two.

Such correlations follow from

the lognormal and (3-models of the energy spectrum, and have
been indicated from other research data.

Thus, these models

appear incomplete as applied to developing flows.
The value of the constant ti from Kolmogorov's
lognormal hypothesis was calculated to average 0.31 over the
range of turbulent Reynolds numbers sampled.

Its Reynolds

number dependence indicates the inappropriateness of the
lognormal distribution to this flow as a whole.
The fractal dimension of the dissipative structures
was estimated to be 2.45.

An attempt to reconcile the

discrepancy between this value and another reported estimate
led to the tentative conclusion that the fractal dimension of
this developing flow and the fractal dimension estimated for
other developed flows encompassing a wide range of Reynolds
numbers may be quite close.
With the study of turbulence entering a new phase of
analysis and benefitting from the mathematical insights of the
theory of chaotic nonlinear systems, the present course of
fundamental laboratory research should be to keep pace with the
developing theories.

While the characteristics of the
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turbulent phase space will be explored analytically, not
experimentally, measurements of such quantities as fractal
dimensions are necessary for verification and direction of
theory.

On the practical side, documentation of the statis

tical properties of turbulent flows allows refinement,
verification and development of empirical schemes necessary to
approach the practical problems of engineering which cannot
await the development of theory.
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APPENDIX A:

Autocorrelation Functions
(Figures A.l through A.9)

Autocorrelation Function
R=! j X f D - - 2

o.oo

o.oz

Figure A.l

o./o
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APPENDIX B:

®(7?k) Curves
(Figures B.l through B.6)
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APPENDIX C:

(»7k)2©(7jk) Curves
(Figures C.l through C.9)
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(»?k)5 '30 (7?k) Curves
(Figures D.l through D.9)
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(j?k) 4<®(rjk) Curves
(Figures E.l through E.9)
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APPENDIX F:

Equipment List

Pressure Regulator
Bellofram
Type 40, 241-960-064
Oil Spray Foqqer
Curtis Dyna-Products Corp.
ULV Chemical Applicator
Model 2730
In-line Oil Foqqer
Speedaire
Model 2Z458A
Laser
Spectra Physics
Series 100 Scientific Helium Neon Laser
Model 106-1
Laser Power Supply
Spectra Physics
Model 216
Preamplifier
Dantec
Model 55L96 LDA Counter Module (9055V1981)
Filter Board
Dantec
Model 55L96 LDA Counter Module (9056V2052)
Tracker (Signal Processer)
TSI, Incorp.
Model 1090-lA
Optics Components: Beam Splitter, Bragg Cell, Beam Displacer,
Backscatter Section, Beam Translator, Beam Expander, Front
Lens, PM Optics Section, PM Tube
Dantec 55X Series
PM Voltage Source
Tektronix
PS503A

EQUIPMENT LIST, CONTINUED

A/D Converter
Omega
Model WB-800
Laboratory Computer
Zenith
Model Z248
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