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DESCRIPTION OF STABILITY FOR TWO AND
THREE-DIMENSIONAL LINEAR TIME-INVARIANT SYSTEMS
BASED ON CURVATURE AND TORSION
YUXIN WANG, HUAFEI SUN, YANG SONG, YUEQI CAO, AND SHIQIANG ZHANG
Abstract. This paper focuses on using curvature and torsion to describe the stability of linear
time-invariant system. We prove that for a two-dimensional system r˙(t) = Ar(t), (i) if there
exists an initial value, such that zero is not the limit of curvature of trajectory as t → +∞,
then the zero solution of the system is stable; (ii) if there exists an initial value, such that the
limit of curvature of trajectory is infinity as t → +∞, then the zero solution of the system is
asymptotically stable. For a three-dimensional system, (i) if there exists a measurable set whose
Lebesgue measure is greater than zero, such that for all initial values in this set, zero is not the
limit of curvature of trajectory as t→ +∞, then the zero solution of the system is stable; (ii) if
the coefficient matrix is invertible, and there exists a measurable set whose Lebesgue measure is
greater than zero, such that for all initial values in this set, the limit of curvature of trajectory
is infinity as t→ +∞, then the zero solution of the system is asymptotically stable; (iii) if there
exists a measurable set whose Lebesgue measure is greater than zero, such that for all initial
values in this set, zero is not the limit of torsion of trajectory as t→ +∞, then the zero solution
of the system is asymptotically stable.
1. Introduction
Stability is an important subject in the control theory, which is the premise for the control system
to work properly. In 1892, Russian mathematician Lyapunov ([4]) gave a rigorous mathematical
definition and research method for stability of motion, which laid the foundation for stability
theory. Linear systems are the most basic objects in the field of control science. Linear system
theory is the basis of many other branches of system control theory. The stability of linear systems
has some well-known criteria, such as the method of Lyapunov functions, Routh-Hurwitz criterion,
Mikhailov criterion, and Nyquist criterion.
It is well known that the general relativity theory by Einstein used differential geometry where
the curvatures describing how curved of the space play the significant role. As S. S. Chern said,
curvature is the core concept of differential geometry. Curvatures are used in lots of research
fields, such as [8, 9]. In the differential geometry of three-dimensional Euclidean space, curvature
and torsion describe the degree of bending and twisting of the curve, respectively. Curvature
and torsion are invariants of rigid motion. Curvature function κ(t) > 0 and torsion function τ(t)
determine the only curve in the space R3 ([1]).
The aim of this paper is to use curvature and torsion to describe the stability of the zero solution
of linear time-invariant system r˙(t) = Ar(t). Our main results are as follows.
Theorem 1.1. Suppose that r˙(t) = Ar(t) is a linear time-invariant system, where A is a 2 × 2
real matrix, r(t) ∈ R2, and r˙(t) is the derivative of r(t). Denote by κ(t) curvature of trajectory of
a solution r(t).
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(1) If there exists an initial value r(0) ∈ R2, such that lim
t→+∞
κ(t) 6= 0 or lim
t→+∞
κ(t) does not exist,
then the zero solution of the system is stable;
(2) if there exists an initial value r(0) ∈ R2, such that lim
t→+∞
κ(t) = +∞, then the zero solution of
the system is asymptotically stable.
Theorem 1.2. Suppose that r˙(t) = Ar(t) is a linear time-invariant system, where A is a 3 × 3
real matrix, r(t) ∈ R3, and r˙(t) is the derivative of r(t). Let κ(t) and τ(t) be curvature and torsion
of trajectory of a solution r(t), respectively.
(1) If there exists a measurable set E1 ⊆ R3 whose Lebesgue measure is greater than 0, such that
for all r(0) ∈ E1, lim
t→+∞
κ(t) 6= 0 or lim
t→+∞
κ(t) does not exist, then the zero solution of the system
is stable;
(2) if A is invertible, and there exists a measurable set E2 ⊆ R3 whose Lebesgue measure is greater
than 0, such that for all r(0) ∈ E2, lim
t→+∞
κ(t) = +∞, then the zero solution of the system is
asymptotically stable;
(3) if there exists a measurable set E3 ⊆ R3 whose Lebesgue measure is greater than 0, such that
for all r(0) ∈ E3, lim
t→+∞
τ(t) 6= 0 or lim
t→+∞
τ(t) does not exist, then the zero solution of the system
is asymptotically stable.
The paper is organized as follows. In Section 2, we review some basic concepts and propositions.
In Section 3, we give the relationship between curvatures of trajectories of two equivalent systems.
In Section 4 and Section 5 we prove Theorem 1.1 and Theorem 1.2, respectively. Several examples
are given in Section 6. Finally, Section 7 concludes the paper.
2. Preliminaries
In this paper, a× b denotes the vector product of a and b, and (a, b, c) = (a× b) · c denotes the
scalar triple product of a, b and c, for any a, b, c ∈ R3. The norm ‖x‖ denotes the Euclidean norm
of x = (x1, x2, · · · , xn)T ∈ Rn, namely, ‖x‖ =
√∑n
i=1 x
2
i . The determinant of matrix A is denoted
by detA. The eigenvalues of matrix A are denoted by λi(A) (i = 1, 2, · · · , n).
The following concepts and results can be found in [1–7].
Definition 2.1 ([1]). Let r : [0,+∞)→ R3 be a smooth curve. The functions
κ(t) =
‖r˙(t)× r¨(t)‖
‖r˙(t)‖3
and
τ(t) =
(r˙(t), r¨(t),
...
r (t))
‖r˙(t)× r¨(t)‖2
are called curvature and torsion of curve r(t), respectively.
Definition 2.2 ([6]). The system of ordinary differential equations
r˙(t) = Ar(t)(2.1)
is called a linear time-invariant system, where A is an n× n real constant matrix, r(t) ∈ Rn, and
r˙(t) is the derivative of r(t).
Proposition 2.3 ([6]). Let A be an n×n real matrix. Then for a given r0 ∈ Rn, the initial value
problem {
r˙(t) = Ar(t),
r(0) = r0
(2.2)
has a unique solution given by
r(t) = etAr0.
The curve r(t) is called the trajectory of system (2.2) with the initial value r0 ∈ Rn.
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Definition 2.4 ([2, 5]). The solution r(t) ≡ 0 of the differential equations r˙(t) = Ar(t) is called
the zero solution of the linear time-invariant system. If for every ε > 0, there exists a δ = δ(ε) > 0,
such that ‖r(0)‖ < δ implies that ‖r(t)‖ < ε, ∀t > 0, where r(t) = etAr(0) is a solution of the
equations r˙(t) = Ar(t), and r(0) is the initial value of r(t), then we say that the zero solution of
r˙(t) = Ar(t) is stable. If the zero solution is not stable, then we say that it is unstable.
Suppose that the zero solution of system r˙(t) = Ar(t) is stable, and for every solution r(t) =
etAr(0), there exists a δ1 (0 < δ1 6 δ), such that ‖r(0)‖ < δ1 implies that lim
t→+∞
r(t) = 0, then we
say that the zero solution of r˙(t) = Ar(t) is asymptotically stable.
Proposition 2.5 ([2]). The zero solution of system (2.1) is stable if and only if all eigenvalues of
matrix A have nonpositive real parts, namely,
Re{λi(A)} 6 0 (i = 1, 2, · · · , n),
and the eigenvalues with zero real parts correspond only to the simple elementary factors of matrix
A.
The zero solution of system (2.1) is asymptotically stable if and only if every eigenvalues of
matrix A have a negative real part, namely,
Re{λi(A)} < 0 (i = 1, 2, · · · , n).
Proposition 2.6 ([2]). Suppose that A and B are two n × n real matrices, and there exists an
n × n real invertible matrix P , such that A = P−1BP . For system (2.1), let v(t) = Pr(t). Then
the system after the transformation is
v˙(t) = Bv(t).(2.3)
System (2.3) is said to be equivalent to system (2.1), and v(t) = Pr(t) is called an equivalence
transformation.
Proposition 2.7 ([2]). Let A and B be two n× n real matrices, and A is similar to B. Then the
zero solution of the system r˙(t) = Ar(t) is (asymptotically) stable if and only if the zero solution
of the system v˙(t) = Bv(t) is (asymptotically) stable.
Proposition 2.8 (Real Jordan canonical form [3]). Let A be an n × n real matrix. Then A is
similar to a block diagonal real matrix

Cn1(a1, b1)
Cn2(a2, b2)
. . .
0
Cnp(ap, bp)
0
Jnp+1(λp+1)
. . .
Jnr (λr)


,
where
(1) for k ∈ {1, 2, · · · , p}, λk = ak +
√−1bk and λ¯k = ak −
√−1bk (ak, bk ∈ R, and bk > 0) are
eigenvalues, and
Cnk(ak, bk) =


Λk I2
Λk I2
Λk
. . .
. . . I2
Λk


2nk×2nk
,
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where Λk =
(
ak bk
−bk ak
)
, I2 =
(
1 0
0 1
)
;
(2) for j ∈ {p+ 1, p+ 2, · · · , r}, λj ∈ R is a real eigenvalue, and
Jnj (λj) =


λj 1
λj 1
λj
. . .
. . . 1
λj


nj×nj
.
3. Relationship Between the Curvatures of Two Equivalent Systems
In this section, we give the relationship between curvatures of trajectories of two equivalent
systems. In fact, we have the following theorems.
Theorem 3.1. Suppose that three-dimensional system r˙(t) = Ar(t) is equivalent to system v˙(t) =
Bv(t), where A = P−1BP , and v(t) = Pr(t) is the equivalence transformation. Let κr(t) and
κv(t) be curvatures of trajectories r(t) and v(t), respectively. Then we have
lim
t→+∞
κv(t) = 0 ⇐⇒ lim
t→+∞
κr(t) = 0,
lim
t→+∞
κv(t) = +∞ ⇐⇒ lim
t→+∞
κr(t) = +∞,
∃C1, C2 > 0, ∃T > 0, s.t., κv(t) ∈ [C1, C2] , ∀t > T
⇐⇒ ∃C˜1, C˜2 > 0, ∃T˜ > 0, s.t., κr(t) ∈
[
C˜1, C˜2
]
, ∀t > T˜ .
Theorem 3.2. Under the assumptions of Theorem 3.1, let τr(t) and τv(t) be torsions of trajectories
r(t) and v(t), respectively. Then we have
lim
t→+∞
τv(t) = 0 ⇐⇒ lim
t→+∞
τr(t) = 0,
lim
t→+∞
τv(t) =∞ ⇐⇒ lim
t→+∞
τr(t) =∞,
∃C1, C2 > 0, ∃T > 0, s.t., |τv(t)| ∈ [C1, C2] , ∀t > T
⇐⇒ ∃C˜1, C˜2 > 0, ∃T˜ > 0, s.t., |τr(t)| ∈
[
C˜1, C˜2
]
, ∀t > T˜ .
The following theorem is an analogue of Theorem 3.1 for two-dimensional case.
Theorem 3.3. Suppose that two-dimensional system r˙(t) = Ar(t) is equivalent to system v˙(t) =
Bv(t), where A = P−1BP , and v(t) = Pr(t) is the equivalence transformation. Let κr(t) and
κv(t) be curvatures of trajectories r(t) and v(t), respectively. Then we have
lim
t→+∞
κv(t) = 0 ⇐⇒ lim
t→+∞
κr(t) = 0,
lim
t→+∞
κv(t) = +∞ ⇐⇒ lim
t→+∞
κr(t) = +∞,
∃C1, C2 > 0, ∃T > 0, s.t., κv(t) ∈ [C1, C2] , ∀t > T
⇐⇒ ∃C˜1, C˜2 > 0, ∃T˜ > 0, s.t., κr(t) ∈
[
C˜1, C˜2
]
, ∀t > T˜ .
The proofs of Theorem 3.1 and 3.2 are shown in Appendix A, and Theorem 3.3 can be proved
in a similar way.
Theorem 3.1, 3.2 and 3.3 give the relationship between curvatures (or torsions) of trajectories
of two equivalent systems.
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4. Two-Dimensional Systems
In the case of two-dimensional systems, Proposition 2.8 becomes the following result.
Proposition 4.1. Let A be a 2×2 real matrix. Then the matrix A is similar to one of the following
three cases:
(1)
(
λ1 0
0 λ2
)
(λ1, λ2 ∈ R), (2)
(
a b
−b a
)
(a, b ∈ R, b > 0), (3)
(
λ 1
0 λ
)
(λ ∈ R).
Note that we have Theorem 3.3 in Section 3. In order to prove Theorem 1.1, we need only
consider the three cases in Proposition 4.1.
We notice that the initial value r(0) = (x0, y0)
T may affect curvature κ(t) of curve r(t). For
simplicity, in the calculations below, we always assume that x0y0 6= 0. It will be seen later (Section
4.4) that this assumption does not affect the correctness of the proof of Theorem 1.1.
We give the calculation details of curvatures in Appendix B.
4.1. Case 1.
First, we consider the case of the coefficient matrix is a real diagonal matrix, namely,
A =
(
λ1 0
0 λ2
)
(λ1, λ2 ∈ R).
If λ1 = λ2 = 0, then κ(t) ≡ 0; if λ21 + λ22 6= 0, then the square of curvature κ(t) of curve r(t) is
κ2(t) =
{λ1λ2(λ2 − λ1)x0y0}2 · e2(λ1+λ2)t
{(λ1x0)2 · e2λ1t + (λ2y0)2 · e2λ2t}3
.
Through the analysis of all situations of the eigenvalues, we have the following Table 4.1. With-
out loss of generality, we suppose that λ1 > λ2.
Table 4.1. Two-Dimensional Systems for Case 1
Eigenvalues detA
Asymptotically
Stable
Curvature κ(t)
Stable (t→ +∞)
(1) 0 < λ2 < λ1 6= 0 No No κ(t)→ 0
(2) 0 < λ2 = λ1 6= 0 No No κ(t) ≡ 0
(3) 0 = λ2 < λ1 0 No No κ(t) ≡ 0
(4) λ2 < 0 < λ1 6= 0 No No κ(t)→ 0
(5) 0 = λ2 = λ1 0 No Yes κ(t) ≡ 0
(6) λ2 < 0 = λ1 0 No Yes κ(t) ≡ 0
(7) λ2 = λ1 < 0 6= 0 Yes Yes κ(t) ≡ 0
(8) λ2 < λ1 < 0 6= 0 Yes Yes κ(t)→


0, 2λ1 > λ2,
C, 2λ1 = λ2,
+∞, 2λ1 < λ2.
In Table 4.1, the column of “Asymptotically Stable” presents the asymptotic stability of zero
solution, the column of “Stable” presents the stability of zero solution, and C denotes a positive
constant, whose value depends on the initial value r(0).
We see that if lim
t→+∞
κ(t) = +∞ or C (0 < C < +∞), then the zero solution of the system is
asymptotically stable.
Remark 4.1. If detA = 0, then the number 0 is an eigenvalue of matrix A, by Proposition 2.5, the
zero solution of the system is not asymptotically stable.
Remark 4.2. We know that the eigenvalues of matrix A correspond only to the Jordan blocks of
1 × 1 when A is a diagonal matrix. By Proposition 2.5, if A is a diagonal matrix, then the zero
solution of system (2.1) is stable if and only if Re{λi(A)} 6 0 (i = 1, 2, · · · , n).
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Remark 4.3. By the expression of curvature, for any given coefficient matrix A of Case 1, if for
some initial value r(0) ∈ R2 which satisfies x0y0 6= 0, we have lim
t→+∞
κ(t) = 0 (or +∞, or a
constant C > 0, respectively), then for an arbitrary r(0) ∈ R2 satisfying x0y0 6= 0, we still have
lim
t→+∞
κ(t) = 0 (or +∞, or a constant C˜ > 0, respectively). In fact, we have Theorem 4.4 in Section
4.4.
By using the similar ways, we can give the results for Case 2 and 3.
4.2. Case 2.
In the case of
A =
(
a b
−b a
)
(a, b ∈ R, b > 0),
the square of curvature κ(t) of curve r(t) is
κ2(t) =
b2
(a2 + b2)(x20 + y
2
0) · e2at
.
Through the analysis of all situations of the eigenvalues, we have the following Table 4.2.
Table 4.2. Two-Dimensional Systems for Case 2
Eigenvalues detA
Asymptotically
Stable
Curvature κ(t)
Stable (t→ +∞)
(1) a > 0 6= 0 No No κ(t)→ 0
(2) a = 0 6= 0 No Yes κ(t) ≡ C
(3) a < 0 6= 0 Yes Yes κ(t)→ +∞
In Table 4.2, C denotes a positive constant, whose value depends on the initial value r(0). We
see that if lim
t→+∞
κ(t) = +∞ or C (0 < C < +∞), then the zero solution of the system is stable.
In particular, if lim
t→+∞
κ(t) = +∞, then the zero solution of the system is asymptotically stable.
4.3. Case 3.
In the case of
A =
(
λ 1
0 λ
)
(λ ∈ R),
the square of curvature κ(t) of curve r(t) is
κ2(t) =
λ4y40 · e4λt
{(λx0 + λy0 · t+ y0)2 + (λy0)2}3 · e6λt
=
λ4y40
g(t) · e2λt ,
where g(t) is a polynomial in t. If λ 6= 0, then g(t) = (λ6y60) · t6 +∑5i=0 aiti is a polynomial of
degree 6 in t; if λ = 0, then g(t) = y60 is a constant.
Through the analysis of all situations of the eigenvalues, we have the following Table 4.3.
Table 4.3. Two-Dimensional Systems for Case 3
Eigenvalues detA
Asymptotically
Stable
Curvature κ(t)
Stable (t→ +∞)
(1) λ > 0 6= 0 No No κ(t)→ 0
(2) λ = 0 0 No No κ(t) ≡ 0
(3) λ < 0 6= 0 Yes Yes κ(t)→ +∞
We find that if lim
t→+∞
κ(t) 6= 0, then the zero solution of the system is asymptotically stable.
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4.4. Results.
We give the results in this subsection.
We notice that if the initial value r(0) = (x0, y0)
T satisfies x0y0 = 0, then we have lim
t→+∞
κ(t) = 0.
Hence we can obtain the following proposition by Table 4.1, 4.2, and 4.3.
Proposition 4.2. Under the assumptions of Theorem 1.1, additionally assuming that A is a matrix
in real Jordan canonical form.
(1) If there exists an initial value r(0) ∈ R2, such that lim
t→+∞
κ(t) 6= 0 or lim
t→+∞
κ(t) does not exist,
then the zero solution of the system is stable;
(2) if there exists an initial value r(0) ∈ R2, such that lim
t→+∞
κ(t) = +∞, then the zero solution of
the system is asymptotically stable.
Combined with Theorem 3.3, we complete the proof of Theorem 1.1.
Remark 4.4. If all eigenvalues of A are real numbers, namely, matrix A is similar to one of the two
cases (1) and (3) in Proposition 4.1. According to Table 4.1 and 4.3, combined with Theorem 3.3,
we obtain the following proposition.
Proposition 4.3. Under the assumptions of Theorem 1.1, together with the assumption that all
eigenvalues of A are real numbers. If there exists an initial value r(0) ∈ R2, such that lim
t→+∞
κ(t) 6= 0
or lim
t→+∞
κ(t) does not exist, then the zero solution of the system is asymptotically stable.
Remark 4.5. By the expressions of curvature in the above cases, and Table 4.1, 4.2, 4.3, we obtain
the following theorem.
Theorem 4.4. Under the assumptions of Theorem 1.1, additionally assuming that A is a matrix
in real Jordan canonical form. For any given initial value r(0) ∈ R2, curvature κ(t) of trajectory
r(t) of system (2.2) is subject to one of the following three cases:
lim
t→+∞
κ(t) = 0, lim
t→+∞
κ(t) = +∞, lim
t→+∞
κ(t) = C (0 < C < +∞).
Moreover, if for some initial value r(0) ∈ R2 which satisfies x0y0 6= 0, we have lim
t→+∞
κ(t) = 0 (or
+∞, or a constant C > 0, respectively), then for an arbitrary r(0) ∈ R2 satisfying x0y0 6= 0, we
still have lim
t→+∞
κ(t) = 0 (or +∞, or a constant C˜ > 0, respectively).
5. Three-Dimensional Systems
In the case of three-dimensional systems, Proposition 2.8 becomes the following result.
Proposition 5.1. Let A be a 3×3 real matrix. Then the matrix A is similar to one of the following
four cases:
(1)

λ1 0 00 λ2 0
0 0 λ3

 (λ1, λ2, λ3 ∈ R), (2)

 a b 0−b a 0
0 0 λ3

 (a, b, λ3 ∈ R, b > 0),
(3)

λ1 1 00 λ1 0
0 0 λ2

 (λ1, λ2 ∈ R), (4)

λ 1 00 λ 1
0 0 λ

 (λ ∈ R).
Note that we have Theorem 3.1 and 3.2 in Section 3. In order to prove Theorem 1.2, we need
only consider the four cases in Proposition 5.1.
We notice that the initial value r(0) = (x0, y0, z0)
T may affect curvature κ(t) and torsion τ(t) of
curve r(t). For simplicity, in the calculations below, we always assume that x0y0z0 6= 0. It will be
seen later (Section 5.5 and 5.6) that this assumption does not affect the correctness of the proof
of Theorem 1.2.
We give the calculation details of curvatures and torsions in Appendix C.
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5.1. Case 1.
First, we consider the case of the coefficient matrix is a real diagonal matrix, namely,
A =

λ1 0 00 λ2 0
0 0 λ3

 (λ1, λ2, λ3 ∈ R).
If λ1 = λ2 = λ3 = 0, then κ(t) ≡ 0 and τ(t) ≡ 0; if λ21 + λ22 + λ23 6= 0, then the square of curvature
κ(t) of curve r(t) is
κ2(t) =
{
[λ2λ3(λ3 − λ2)y0z0]2 · e2(λ2+λ3)t + [λ1λ3(λ1 − λ3)x0z0]2 · e2(λ1+λ3)t
+ [λ1λ2(λ2 − λ1)x0y0]2 · e2(λ1+λ2)t
} /{
(λ1x0)
2e2λ1t + (λ2y0)
2e2λ2t + (λ3z0)
2e2λ3t
}3
.
If [λ2λ3(λ3 − λ2)]2 + [λ1λ3(λ1 − λ3)]2 + [λ1λ2(λ2 − λ1)]2 = 0, then ‖r˙(t)× r¨(t)‖ ≡ 0 and we have
τ(t) ≡ 0; if ‖r˙(t)× r¨(t)‖ 6= 0, then torsion of curve r(t) is
τ(t) = λ1λ2λ3(λ2 − λ1)(λ3 − λ1)(λ3 − λ2)x0y0z0 · e(λ1+λ2+λ3)t
/{
[λ2λ3(λ3 − λ2)y0z0]2 · e2(λ2+λ3)t
+ [λ1λ3(λ1 − λ3)x0z0]2 · e2(λ1+λ3)t + [λ1λ2(λ2 − λ1)x0y0]2 · e2(λ1+λ2)t
}
.
Through the analysis of all situations of the eigenvalues, we have the following Table 5.1. With-
out loss of generality, we suppose that λ1 > λ2 > λ3.
Table 5.1. Three-Dimensional Systems for Case 1
Eigenvalues detA
Asymptotically
Stable
Curvature κ(t) Torsion τ(t)
Stable (t→ +∞) (t→ +∞)
(1) 0 < λ3 < λ2 < λ1 6= 0 No No κ(t)→ 0 τ(t)→ 0
(2) 0 < λ3 < λ2 = λ1 6= 0 No No κ(t)→ 0 τ(t) ≡ 0
(3) 0 < λ3 = λ2 < λ1 6= 0 No No κ(t)→ 0 τ(t) ≡ 0
(4) 0 < λ3 = λ2 = λ1 6= 0 No No κ(t) ≡ 0 τ(t) ≡ 0
(5) 0 = λ3 < λ2 < λ1 0 No No κ(t)→ 0 τ(t) ≡ 0
(6) 0 = λ3 < λ2 = λ1 0 No No κ(t) ≡ 0 τ(t) ≡ 0
(7) λ3 < 0 < λ2 < λ1 6= 0 No No κ(t)→ 0 τ(t)→ 0
(8) λ3 < 0 < λ2 = λ1 6= 0 No No κ(t)→ 0 τ(t) ≡ 0
(9) 0 = λ3 = λ2 < λ1 0 No No κ(t) ≡ 0 τ(t) ≡ 0
(10) λ3 < 0 = λ2 < λ1 0 No No κ(t)→ 0 τ(t) ≡ 0
(11) λ3 < λ2 < 0 < λ1 6= 0 No No κ(t)→ 0 τ(t)→ 0
(12) λ3 = λ2 < 0 < λ1 6= 0 No No κ(t)→ 0 τ(t) ≡ 0
(13) 0 = λ3 = λ2 = λ1 0 No Yes κ(t) ≡ 0 τ(t) ≡ 0
(14) λ3 < 0 = λ2 = λ1 0 No Yes κ(t) ≡ 0 τ(t) ≡ 0
(15) λ3 < λ2 < 0 = λ1 0 No Yes κ(t)→


0, 2λ2 > λ3
C, 2λ2 = λ3
+∞, 2λ2 < λ3
τ(t) ≡ 0
(16) λ3 = λ2 < 0 = λ1 0 No Yes κ(t) ≡ 0 τ(t) ≡ 0
(17) λ3 < λ2 < λ1 < 0 6= 0 Yes Yes κ(t)→


0, 2λ1 > λ2
C, 2λ1 = λ2
+∞, 2λ1 < λ2
τ(t)→


0, λ1 + λ2 − λ3 > 0
C, λ1 + λ2 − λ3 = 0
∞, λ1 + λ2 − λ3 < 0
(18) λ3 < λ2 = λ1 < 0 6= 0 Yes Yes κ(t)→


0, 2λ1 > λ3
C, 2λ1 = λ3
+∞, 2λ1 < λ3
τ(t) ≡ 0
(19) λ3 = λ2 < λ1 < 0 6= 0 Yes Yes κ(t)→


0, 2λ1 > λ2
C, 2λ1 = λ2
+∞, 2λ1 < λ2
τ(t) ≡ 0
(20) λ3 = λ2 = λ1 < 0 6= 0 Yes Yes κ(t) ≡ 0 τ(t) ≡ 0
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In Table 5.1, C in the column of torsion denotes a non-zero constant, and each C in the column
of curvature denotes a positive constant, respectively. The value of each C depends on the initial
value r(0).
We see that if lim
t→+∞
κ(t) = +∞ or C (0 < C < +∞), then the zero solution of the system is
stable; if detA 6= 0 and lim
t→+∞
κ(t) = +∞ or C (0 < C < +∞), then the zero solution of the system
is asymptotically stable; if lim
t→+∞
τ(t) = ∞ or C (C 6= 0), then the zero solution of the system is
asymptotically stable.
Remark 5.1. By the expression of curvature, for any given coefficient matrix A of Case 1, if for
some initial value r(0) ∈ R3 that satisfies x0y0z0 6= 0, we have lim
t→+∞
κ(t) = 0 (or ∞, or a constant
C > 0, respectively), then for an arbitrary r(0) ∈ R3 that satisfies x0y0z0 6= 0, we still have
lim
t→+∞
κ(t) = 0 (or ∞, or a constant C˜ > 0, respectively). There is a similar result for torsion τ(t).
In fact, we have Theorem 5.5 and Corollary 5.6 in Section 5.6.
By using the similar ways, we can give the results for Case 2, 3 and 4.
5.2. Case 2.
In the case of
A =

 a b 0−b a 0
0 0 λ3

 (a, b, λ3 ∈ R, b > 0),
the square of curvature κ(t) of curve r(t) is
κ2(t) =
(a2 + b2)(x20 + y
2
0) · {λ23[(a− λ3)2 + b2]z20 · e2(a+λ3)t + b2(a2 + b2)(x20 + y20) · e4at}
{(a2 + b2)(x20 + y20) · e2at + (λ3z0)2 · e2λ3t}3
,
and torsion of curve r(t) is
τ(t) =
−bλ3{(a− λ3)2 + b2}z0
λ23{(a− λ3)2 + b2}z20 · eλ3t + b2(a2 + b2)(x20 + y20) · e(2a−λ3)t
.
Through the analysis of all situations of the eigenvalues, we have the following Table 5.2.
Table 5.2. Three-Dimensional Systems for Case 2
Eigenvalues detA
Asymptotically
Stable
Curvature κ(t) Torsion τ(t)
Stable (t→ +∞) (t→ +∞)
(1) λ3 > 0, a > 0 6= 0 No No κ(t)→ 0 τ(t)→ 0
(2) λ3 > 0, a = 0 6= 0 No No κ(t)→ 0 τ(t)→ 0
(3) λ3 > 0, a < 0 6= 0 No No κ(t)→ 0 τ(t)→ 0
(4) λ3 = 0, a > 0 0 No No κ(t)→ 0 τ(t) ≡ 0
(5) λ3 = 0, a = 0 0 No Yes κ(t) ≡ C τ(t) ≡ 0
(6) λ3 = 0, a < 0 0 No Yes κ(t)→ +∞ τ(t) ≡ 0
(7) λ3 < 0, a > 0 6= 0 No No κ(t)→ 0 τ(t)→ 0
(8) λ3 < 0, a = 0 6= 0 No Yes κ(t)→ C τ(t)→ 0
(9) λ3 < 0, a < 0 6= 0 Yes Yes κ(t)


→ 0, 2λ3 > a,
≡ C, 2λ3 = a,
→ +∞, 2λ3 < a.
τ(t)→


0, 2a > λ3,
C, 2a = λ3,
∞, 2a < λ3.
In Table 5.2, C in the column of torsion denotes a non-zero constant, and each C in the column
of curvature denotes a positive constant, respectively. The value of each C depends on the initial
value r(0).
We see that if lim
t→+∞
κ(t) = +∞ or C (0 < C < +∞), then the zero solution of the system is
stable; if detA 6= 0 and lim
t→+∞
κ(t) = +∞, then the zero solution of the system is asymptotically
stable; if lim
t→+∞
τ(t) = ∞ or C (C 6= 0), then the zero solution of the system is asymptotically
stable.
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5.3. Case 3.
In the case of
A =

λ1 1 00 λ1 0
0 0 λ2

 (λ1, λ2 ∈ R),
the square of curvature κ(t) of curve r(t) is
κ2(t) =
{[
λ1λ2(λ2 − λ1)y0z0
]2 · e2(λ1+λ2)t
+ (λ2z0)
2
[
λ1(λ1 − λ2)y0 · t+ (λ21x0 − λ1λ2x0 + 2λ1y0 − λ2y0)
]2 · e2(λ1+λ2)t
+ (λ21y
2
0)
2 · e4λ1t
} /{[
λ1y0 · t+ (λ1x0 + y0)
]2 · e2λ1t + (λ1y0)2 · e2λ1t + (λ2z0)2 · e2λ2t}3 .
If λ1 = λ2 = 0, then ‖r˙(t)× r¨(t)‖ ≡ 0 and every trajectory r(t) is a straight line, therefore we
have τ(t) ≡ 0. If λ21 + λ22 6= 0, then torsion of curve r(t) is
τ(t) = −λ21λ2(λ1 − λ2)2y20z0 · e(2λ1+λ2)t
/ {[
λ1λ2(λ2 − λ1)y0z0
]2 · e2(λ1+λ2)t
+ (λ2z0)
2
[
λ1(λ1 − λ2)y0 · t+ (λ21x0 − λ1λ2x0 + 2λ1y0 − λ2y0)
]2 · e2(λ1+λ2)t
+ (λ21y
2
0)
2 · e4λ1t
}
.
Through the analysis of all situations of the eigenvalues, we have the following Table 5.3.
Table 5.3. Three-Dimensional Systems for Case 3
Eigenvalues detA
Asymptotically
Stable
Curvature κ(t) Torsion τ(t)
Stable (t→ +∞) (t→ +∞)
(1) λ1, λ2 > 0, λ1 6= λ2 6= 0 No No κ(t)→ 0 τ(t)→ 0
(2) λ1 = λ2 > 0 6= 0 No No κ(t)→ 0 τ(t) ≡ 0
(3) λ1 = λ2 = 0 0 No No κ(t) ≡ 0 τ(t) ≡ 0
(4) λ1 = 0, λ2 6= 0 0 No No κ(t)→ 0 τ(t) ≡ 0
(5) λ2 = 0, λ1 > 0 0 No No κ(t)→ 0 τ(t) ≡ 0
(6) λ2 = 0, λ1 < 0 0 No Yes κ(t)→ +∞ τ(t) ≡ 0
(7) λ1λ2 < 0 6= 0 No No κ(t)→ 0 τ(t)→ 0
(8) λ1 = λ2 < 0 6= 0 Yes Yes κ(t)→ +∞ τ(t) ≡ 0
(9) λ1, λ2 < 0, λ1 6= λ2 6= 0 Yes Yes κ(t)→
{
0, 2λ2 > λ1,
+∞, 2λ2 < λ1.
τ(t)→


0, 2λ1 > λ2,
C, 2λ1 = λ2,
∞, 2λ1 < λ2.
In Table 5.3, C denotes a non-zero constant, whose value depends on the initial value r(0).
We see that if lim
t→+∞
κ(t) 6= 0, then the zero solution of the system is stable; if detA 6= 0 and
lim
t→+∞
κ(t) 6= 0, then the zero solution of the system is asymptotically stable; if lim
t→+∞
τ(t) =∞ or
C(C 6= 0), then the zero solution of the system is asymptotically stable.
5.4. Case 4.
In the case of
A =

λ 1 00 λ 1
0 0 λ

 (λ ∈ R).
the square of curvature κ(t), and torsion τ(t) of curve r(t) are
κ2(t) =
f(t)
g(t) · e2λt , τ(t) =
−λ3z30
f(t) · eλt ,
where f(t) and g(t) are polynomials in t. If λ 6= 0, then f(t) = ( 14λ4z40) · t4+∑3i=0 aiti is a quartic
polynomial in t, and g(t) =
(
1
64λ
6z60
) · t12 +∑11i=0 biti is a polynomial of degree 12 in t; if λ = 0,
then f(t) = z40 is a constant, and g(t) = z
6
0t
6 +
∑5
i=0 bit
i is a polynomial of degree 6 in t.
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Hence we have the following Table 5.4.
Table 5.4. Three-Dimensional Systems for Case 4
Eigenvalues detA
Asymptotically
Stable
Curvature κ(t) Torsion τ(t)
Stable (t→ +∞) (t→ +∞)
(1) λ > 0 6= 0 No No κ(t)→ 0 τ(t) → 0
(2) λ = 0 0 No No κ(t)→ 0 τ(t) ≡ 0
(3) λ < 0 6= 0 Yes Yes κ(t)→ +∞ τ(t)→∞
We see that if lim
t→+∞
κ(t) 6= 0 or lim
t→+∞
τ(t) 6= 0, then the zero solution of the system is asymp-
totically stable.
5.5. The Situation of x0y0z0 = 0.
In the calculations above, we always assume that initial value r(0) = (x0, y0, z0)
T satisfies
x0y0z0 6= 0. On the other hand, in the situation of x0y0z0 = 0, the condition that zero is not the
limit of the curvature κ(t) (or torsion τ(t)) of trajectory as t→ +∞ does not ensure the stability
of the zero solution of the system; the condition that A is invertible and lim
t→+∞
κ(t) = +∞ does
not ensure the asymptotic stability of the zero solution of the system.
Nevertheless, the Lebesgue measure of the set {r(0) = (x0, y0, z0)T|x0y0z0 = 0} ⊆ R3 is zero.
Thus the situation of x0y0z0 = 0 does not affect the correctness of Theorem 1.2 in the case of A is
a matrix in real Jordan canonical form.
5.6. Results.
We give the results in this subsection.
By Table 5.1, 5.2, 5.3, and 5.4, we have the following theorem.
Theorem 5.2. Under the assumptions of Theorem 1.2, additionally assuming that A is a matrix
in real Jordan canonical form. For any given initial value r(0) ∈ {(x0, y0, z0)T ∈ R3|x0y0z0 6= 0},
(1) if lim
t→+∞
κ(t) 6= 0 or lim
t→+∞
κ(t) does not exist, then the zero solution of the system is stable;
(2) if A is invertible and lim
t→+∞
κ(t) = +∞, then the zero solution of the system is asymptotically
stable;
(3) if lim
t→+∞
τ(t) 6= 0 or lim
t→+∞
τ(t) does not exist, then the zero solution of the system is asymptot-
ically stable.
Noting that the Lebesgue measure of the set {r(0) = (x0, y0, z0)T|x0y0z0 = 0} ⊆ R3 is zero, we
have shown that Theorem 1.2 holds if the coefficient matrix A of system (2.1) is one of the four
kinds of real Jordan canonical forms above.
Furthermore, combined with Theorem 3.1 and 3.2, we have the following corollary.
Corollary 5.3. Suppose that r˙(t) = Ar(t) and v˙(t) = Jv(t) are two linear time-invariant sys-
tems, where A and J are two 3 × 3 real matrices, J is a matrix in real Jordan canonical form,
A = P−1JP , and v(t) = Pr(t). Let κ(t) and τ(t) be curvature and torsion of trajectory of a
solution r(t), respectively. For an arbitrary initial value r(0) ∈ R3 that satisfies each coordinate in
the vector Pr(0) is non-zero,
(1) if lim
t→+∞
κ(t) 6= 0 or lim
t→+∞
κ(t) does not exist, then the zero solution of the system is stable;
(2) if A is invertible and lim
t→+∞
κ(t) = +∞, then the zero solution of the system is asymptotically
stable;
(3) if lim
t→+∞
τ(t) 6= 0 or lim
t→+∞
τ(t) does not exist, then the zero solution of the system is asymptot-
ically stable.
Noting that the Lebesgue measure of the set {r(0) = P−1v(0)|v(0) = (x˜0, y˜0, z˜0)T, s.t., x˜0y˜0z˜0 =
0} ⊆ R3 is zero, we complete the proof of Theorem 1.2.
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Remark 5.2. If all eigenvalues of A are real numbers, namely, matrix A is similar to one of the
three cases (1), (3), and (4) in Proposition 5.1. According to Table 5.1, 5.3, and 5.4, combined
with Theorem 3.1 and 3.2, we obtain the following proposition.
Proposition 5.4. Under the assumptions of Theorem 1.2, together with the assumption that A
is invertible, and all eigenvalues of A are real numbers. If there exists a measurable set E ⊆ R3
whose Lebesgue measure is greater than 0, such that for all r(0) ∈ E, lim
t→+∞
κ(t) 6= 0 or lim
t→+∞
κ(t)
does not exist, then the zero solution of the system is asymptotically stable.
Remark 5.3. By the expressions of curvature and torsion in the above cases, and Table 5.1, 5.2,
5.3, 5.4, we obtain the following theorem.
Theorem 5.5. Under the assumptions of Theorem 1.2, additionally assuming that A is a matrix
in real Jordan canonical form. For any given initial value r(0) ∈ R3, curvature κ(t) of trajectory
r(t) of system (2.2) is subject to one of the following three cases:
lim
t→+∞
κ(t) = 0, lim
t→+∞
κ(t) = +∞, lim
t→+∞
κ(t) = C (0 < C < +∞);
and torsion τ(t) of system (2.2) is subject to one of the following three cases:
lim
t→+∞
τ(t) = 0, lim
t→+∞
τ(t) =∞, lim
t→+∞
τ(t) = C (C 6= 0).
Moreover, if for some initial value r(0) ∈ R3 which satisfies x0y0z0 6= 0, we have lim
t→+∞
κ(t) = 0
(or +∞, or a constant C > 0, respectively), then for an arbitrary r(0) ∈ R3 satisfying x0y0z0 6= 0,
we still have lim
t→+∞
κ(t) = 0 (or +∞, or a constant C˜ > 0, respectively). There is a similar result
for torsion τ(t).
Combined with Theorem 3.1 and 3.2, we have the following corollary.
Corollary 5.6. Under the assumptions of Corollary 5.3, for an arbitrary initial value r(0) ∈ R3,
curvature κ(t) of trajectory r(t) of system (2.2) is subject to one of the following three cases:
lim
t→+∞
κ(t) = 0, lim
t→+∞
κ(t) = +∞, ∃C1, C2 > 0, ∃T > 0, s.t., κ(t) ∈ [C1, C2] , ∀t > T ;
and torsion τ(t) of system (2.2) is subject to one of the following three cases:
lim
t→+∞
τ(t) = 0, lim
t→+∞
τ(t) =∞, ∃C¯1, C¯2 > 0, ∃T¯ > 0, s.t., |τ(t)| ∈
[
C¯1, C¯2
]
, ∀t > T¯ .
Moreover, if for some initial value r(0) ∈ R3 that satisfies each coordinate in the vector Pr(0) is
non-zero, we have lim
t→+∞
κ(t) = 0 (or +∞, or ∃C1, C2 > 0, ∃T > 0, s.t., κ(t) ∈ [C1, C2] , ∀t > T ,
respectively), then for an arbitrary r(0) ∈ R3 that satisfies each coordinate in the vector Pr(0) is
non-zero, we still have lim
t→+∞
κ(t) = 0 (or +∞, or ∃C˜1, C˜2 > 0, ∃T˜ > 0, s.t., κ(t) ∈
[
C˜1, C˜2
]
, ∀t >
T˜ , respectively). There is a similar result for torsion τ(t).
6. Examples
In this section, we give several examples, which correspond to each case of Theorem 1.1 and 1.2,
respectively.
Example 1 (Theorem 1.1(1)).
Let (
x˙
y˙
)
=
(
18 25
−13 −18
) (
x
y
)
be a two-dimensional linear time-invariant system. Then we have
A =
(
18 25
−13 −18
)
, etA =
(
cos t+ 18 sin t 25 sin t
−13 sin t cos t− 18 sin t
)
,
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and r˙(t) = AetAr(0) and r¨(t) = A2etAr(0). Let r(0) = (1, 1)T be the initial value of r(t). Then
the square of curvature κ(t) of curve r(t) is
κ2(t) =
(
x˙y¨ − x¨y˙
(x˙2 + y˙2)3/2
)2
=
1369
2(703 + 702 cos2t− 6 sin 2t)3 .
Therefore lim
t→+∞
κ(t) does not exist. Using Theorem 1.1 (1), we obtain that the zero solution of
the system is stable.
The trajectory of r(t) and the graph of function κ(t) are shown in Figure 6.1.
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Figure 6.1. Example 1
Example 2 (Theorem 1.1(2)).
Let (
x˙
y˙
)
=
(
−4 −2
1 −1
) (
x
y
)
be a two-dimensional linear time-invariant system. Then we have
A =
(
−4 −2
1 −1
)
, etA = e−3t
(
2− et 2(1− et)
−1 + et −1 + 2et
)
.
Let r(0) = (1, 1)T be the initial value of r(t). Then the square of curvature κ(t) of curve r(t) is
κ2(t) =
e8t
36(5− 6et + 2e2t)3 .
Hence we have lim
t→+∞
κ(t) = +∞. Using Theorem 1.1 (2), we obtain that the zero solution of the
system is asymptotically stable.
The trajectory of r(t) and the graph of function κ(t) are shown in Figure 6.2.
Example 3 (Theorem 1.2(1)).
Let 

x˙
y˙
z˙

 =


−4 −6 2√3
−6 −17 −5√3
2
√
3 −5√3 −27




x
y
z


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Figure 6.2. Example 2
be a three-dimensional linear time-invariant system. Then we have
A =


−4 −6 2√3
−6 −17 −5√3
2
√
3 −5√3 −27

 ,
etA =


1
4 (e
−16t + 3) − 38 (−e−16t + 1)
√
3
8 (−e−16t + 1)
− 38 (−e−16t + 1) 116 (4e−32t + 9e−16t + 3) −
√
3
16 (−4e−32t + 3e−16t + 1)
√
3
8 (−e−16t + 1) −
√
3
16 (−4e−32t + 3e−16t + 1) 116 (12e−32t + 3e−16t + 1)

 .
The square of curvature κ(t) of curve r(t) is
κ2(t) =
(
‖r˙(t)× r¨(t)‖
‖r˙(t)‖3
)2
=
(∥∥AetAr(0) ×A2etAr(0)∥∥
‖AetAr(0)‖3
)2
=
256u2v2e96t
{ 14u2e32t + 3(14ue16t − 2v)2 + (34ue16t + 2v)2}3
,
where u = 2x0 + 3y0 −
√
3z0, and v = y0 +
√
3z0.
If the initial value r(0) = (x0, y0, z0)
T satisfies u 6= 0 and v 6= 0, then we have
lim
t→+∞
κ(t) =
16|v|
u2
=
16|y0 +
√
3z0|
(2x0 + 3y0 −
√
3z0)2
.
Using Theorem 1.2 (1), we obtain that the zero solution of the system is stable.
The trajectory of r(t) and the graph of function κ(t) are shown in Figure 6.3, where r(0) =
(1, 1, 1)T.
Example 4 (Theorem 1.2(2)).
Let 

x˙
y˙
z˙

 =


−1 4 0
0 −1 2
0 −2 −1




x
y
z


be a three-dimensional linear time-invariant system. Then we have
A =


−1 4 0
0 −1 2
0 −2 −1

 , etA = e−t


1 2 sin 2t 2(1− cos 2t)
0 cos 2t sin 2t
0 − sin 2t cos 2t

 .
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Figure 6.3. Example 3
The square of curvature κ(t) of curve r(t) is
κ2(t) =
20e2t(y20 + z
2
0)
{
5(y20 + z
2
0)[5− 4 sin2(2t− ϕ)] + [x0 + 2z0 + 2
√
5(y20 + z
2
0) sin(2t− ϕ)]2
}
{
5(y20 + z
2
0) + [x0 + 2z0 + 2
√
5(y20 + z
2
0) sin(2t− ϕ)]2
}3 ,
where r(0) = (x0, y0, z0)
T ∈ R3 is the initial value of r(t), and ϕ ∈ R satisfies sinϕ = 2y0+z0√
5(y2
0
+z2
0
)
and cosϕ = y0−2z0√
5(y2
0
+z2
0
)
.
If the initial value r(0) = (x0, y0, z0)
T satisfies y20 + z
2
0 > 0, then we have lim
t→+∞
κ(t) = +∞.
Noting that detA = −5 6= 0, and using Theorem 1.2 (2), we obtain that the zero solution of the
system is asymptotically stable.
The trajectory of r(t) and the graph of function κ(t) are shown in Figure 6.4, where r(0) =
(1, 1, 1)T.
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Figure 6.4. Example 4
Example 5 (Theorem 1.2(3)).
Let 

x˙
y˙
z˙

 =


−5 −12 9
−1 −30 19
0 −36 22




x
y
z


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be a three-dimensional linear time-invariant system. Then we have
A =


−5 −12 9
−1 −30 19
0 −36 22

 , etA = e−6t


3− 3et + e4t 3(1− e4t) −3 + et + 2e4t
7− 9et + 2e4t 7− 6e4t −7 + 3et + 4e4t
3(3− 4et + e4t) 9(1− e4t) −9 + 4et + 6e4t

 .
We notice that lim
t→+∞
κ(t) = 0 for almost all initial value r(0) ∈ R3 and therefore we cannot
determine the stability of the system by curvature. Nevertheless, torsion τ(t) of curve r(t) is
τ(t) = − 20uvwe
9t
25v2(−3w + ue4t)2 + (−10vw + 8uwe3t + 5uve4t)2 + [24uwe3t + 5v(w + ue4t)]2 ,
where u = x0 − 3y0 + 2z0, v = −3x0 + z0, and w = x0 + y0 − z0.
If the initial value r(0) = (x0, y0, z0)
T satisfies uvw 6= 0, namely,


x0 − 3y0 + 2z0 6= 0,
−3x0 + z0 6= 0,
x0 + y0 − z0 6= 0,
then
we have lim
t→+∞
τ(t) =∞. Using Theorem 1.2 (3), we obtain that the zero solution of the system is
asymptotically stable.
The trajectory of r(t) and the graph of function τ(t) are shown in Figure 6.5, where r(0) =
(2, 1, 1)T.
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Figure 6.5. Example 5
7. Conclusion
The main results of this paper, Theorem 1.1 and 1.2, are proved. Firstly, we give the relation-
ship between curvatures of trajectories of two equivalent systems. Secondly, for each case of real
Jordan canonical forms, we analyse curvatures and torsions of trajectories for all situations of the
eigenvalues, which completes the proofs of theorems.
These two theorems give the relationship between curvature and stability. More precisely, several
sufficient conditions for stability of the zero solution of two or three-dimensional linear time-
invariant systems, based on curvature and torsion, are given. For each case of the two theorems,
we give an example to illustrate the results.
Further work: we will give the description of stability for higher dimensional linear time-invariant
systems, by curvatures, which may have some advantages for analysing the stability. Moreover,
the application will be investigated in the future.
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Appendix A. Proofs of Theorem 3.1 and 3.2
We give the proofs of Theorem 3.1 and 3.2 in this section.
First, we need the following concepts and lemmas.
Definition A.1 ([3]). Let A be an m× n complex matrix with rank r, and λ1, λ2, · · · , λr be the
non-zero eigenvalues of AAH, where AH denotes the conjugate transpose of A. Then
δi =
√
λi (i = 1, 2, · · · , r)
are called the singular values of A.
Proposition A.2 (Singular value decomposition, the case of real matrix [3]). Let A be an m× n
real matrix with rank r, and δ1 > δ2 > · · · > δr be the singular values of A. Then there exists an
m×m orthogonal matrix U and an n× n orthogonal matrix V , such that
A = UDV T = U
(
∆ 0
0 0
)
V T,
where ∆ = diag{δ1, δ2, · · · , δr}.
Lemma A.3 ([7]). Let P be a 3 × 3 matrix, and a, b, c ∈ R3 be three column vectors. Then the
scalar triple product
(Pa, Pb, Pc) = (detP )(a, b, c).
Lemma A.4. Let U be a 3× 3 orthogonal matrix, and a, b ∈ R3 be two column vectors. Then we
have
‖Ua× Ub‖ = ‖a× b‖.
Proof. The proof is trivial and we omit here. 
Lemma A.5. Let ∆ be a 3 × 3 diagonal matrix ∆ = diag{δ1, δ2, δ3} (δ1 > δ2 > δ3 > 0), and
a, b ∈ R3 be two column vectors. Then we have
δ3‖a‖ 6 ‖∆a‖ 6 δ1‖a‖,(A.1)
δ23‖a× b‖ 6 ‖∆a×∆b‖ 6 δ21‖a× b‖.(A.2)
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Proof. Suppose that a = (a1, a2, a3)
T, and b = (b1, b2, b3)
T. Noting that δ1 > δ2 > δ3, we have
‖∆a‖ =
∥∥∥(δ1a1, δ2a2, δ3a3)T∥∥∥ =
√√√√ 3∑
i=1
(δiai)2 6 δ1
√√√√ 3∑
i=1
a2i = δ1‖a‖.
Similarly, we have ‖∆a‖ > δ3‖a‖. Thereby, inequality (A.1) is proved.
To prove inequality (A.2), we have
‖∆a×∆b‖ =
∥∥∥∥∥∥

δ1a1δ2a2
δ3a3

×

δ1b1δ2b2
δ3b3


∥∥∥∥∥∥ =
∥∥∥∥∥
(
δ2δ3
∣∣∣∣a2 b2a3 b3
∣∣∣∣ , δ1δ3
∣∣∣∣a3 b3a1 b1
∣∣∣∣ , δ1δ2
∣∣∣∣a1 b1a2 b2
∣∣∣∣
)T∥∥∥∥∥
6 δ21
∥∥∥∥∥
(∣∣∣∣a2 b2a3 b3
∣∣∣∣ ,
∣∣∣∣a3 b3a1 b1
∣∣∣∣ ,
∣∣∣∣a1 b1a2 b2
∣∣∣∣
)T∥∥∥∥∥ = δ21 ‖a× b‖ .
Similarly, we have ‖∆a×∆b‖ > δ23 ‖a× b‖ . 
Now, we proceed to prove Theorem 3.1.
Proof of Theorem 3.1. Recall that A = P−1BP , where P is a 3 × 3 real invertible matrix. Using
Proposition A.2, we obtain a singular value decomposition of P , namely,
P = U∆V T,
where U and V are 3× 3 orthogonal matrices, and ∆ = diag{δ1, δ2, δ3} (δ1 > δ2 > δ3 > 0). Since
κv(t) is curvature of trajectory v(t) of the system v˙(t) = Bv(t), we have
κv(t) =
‖v˙ × v¨‖
‖v˙‖3 =
‖(P r˙)× (P r¨)‖
‖P r˙‖3 =
‖(U∆V Tr˙)× (U∆V Tr¨)‖
‖U∆V Tr˙‖3 .
Noting that U is an orthogonal matrix, we have ‖U∆V Tr˙‖ = ‖∆V Tr˙‖, and ‖(U∆V Tr˙)×(U∆V Tr¨)‖ =
‖∆V Tr˙ ×∆V Tr¨‖, by using Lemma A.4. Thus
κv(t) =
‖∆V Tr˙ ×∆V Tr¨‖
‖∆V Tr˙‖3 .
Next, using Lemma A.5, we obtain two inequalities
δ23‖V Tr˙ × V Tr¨‖ 6 ‖∆V Tr˙ ×∆V Tr¨‖ 6 δ21‖V Tr˙ × V Tr¨‖,
δ3‖V Tr˙‖ 6 ‖∆V Tr˙‖ 6 δ1‖V Tr˙‖.
Therefore we have
δ23‖V Tr˙ × V Tr¨‖
δ31‖V Tr˙‖3
6 κv(t) 6
δ21‖V Tr˙ × V Tr¨‖
δ33‖V Tr˙‖3
.
Because V is an orthogonal matrix, we have ‖V Tr˙‖ = ‖r˙‖, and ‖V Tr˙ × V Tr¨‖ = ‖r˙ × r¨‖. Hence
we obtain
δ23
δ31
κr(t) 6 κv(t) 6
δ21
δ33
κr(t).
It follows that
lim
t→+∞
κv(t) = 0 ⇐⇒ lim
t→+∞
κr(t) = 0,
lim
t→+∞
κv(t) = +∞ ⇐⇒ lim
t→+∞
κr(t) = +∞,
∃C1, C2 > 0, ∃T > 0, s.t., κv(t) ∈ [C1, C2] , ∀t > T
⇐⇒ ∃C˜1, C˜2 > 0, ∃T˜ > 0, s.t., κr(t) ∈
[
C˜1, C˜2
]
, ∀t > T˜ .
This completes the proof of Theorem 3.1. 
Next we give the proof of Theorem 3.2.
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Proof of Theorem 3.2. Recall that A = P−1BP , and we suppose that P has the singular value
decomposition P = U∆V T = Udiag{δ1, δ2, δ3}V T (δ1 > δ2 > δ3 > 0). Since τv(t) is torsion of
trajectory v(t) of the system v˙(t) = Bv(t), using Lemma A.3, we have
τv(t) =
(v˙(t), v¨(t),
...
v (t))
‖v˙(t)× v¨(t)‖2 =
(P r˙(t), P r¨(t), P
...
r (t))
‖v˙(t)× v¨(t)‖2 =
(detP ) (r˙(t), r¨(t),
...
r (t))
‖v˙(t)× v¨(t)‖2 .
According to the proof of Theorem 3.1, we have
δ23 ‖r˙(t)× r¨(t)‖ 6 ‖v˙(t)× v¨(t)‖ 6 δ21 ‖r˙(t)× r¨(t)‖ .
Thus, we see that if detP > 0, then τv(t) and τr(t) are of same sign; if detP < 0, then τv(t) and
τr(t) are of opposite sign. Hence we have
|detP |
δ41
|τr(t)| 6 |τv(t)| 6 |detP |
δ43
|τr(t)|.
It follows that
lim
t→+∞
τv(t) = 0 ⇐⇒ lim
t→+∞
τr(t) = 0,
lim
t→+∞
τv(t) =∞ ⇐⇒ lim
t→+∞
τr(t) =∞,
∃C1, C2 > 0, ∃T > 0, s.t., |τv(t)| ∈ [C1, C2] , ∀t > T.
⇐⇒ ∃C˜1, C˜2 > 0, ∃T˜ > 0, s.t., |τr(t)| ∈
[
C˜1, C˜2
]
, ∀t > T˜ .
This completes the proof of Theorem 3.2. 
Appendix B. Curvatures of Two-Dimensional Systems
We give the calculations of curvature of two-dimensional systems in three cases respectively.
B.1. Case 1.
In the case of
A =
(
λ1 0
0 λ2
)
(λ1, λ2 ∈ R),
by Proposition 2.3, we know that r(t) = etAr(0) is the solution of r˙(t) = Ar(t), where r(0) =
(x0, y0)
T is the initial value of r(t). The first and second derivative of r(t) are
r˙(t) = Ar(t) =
(
λ1 0
0 λ2
)(
x(t)
y(t)
)
=
(
λ1x
λ2y
)
,
and
r¨(t) = Ar˙(t) =
(
λ1 0
0 λ2
)(
λ1x
λ2y
)
=
(
λ21x
λ22y
)
,
respectively.
If λ1 = λ2 = 0, namely, A = 0, then every trajectory r(t) = e
tAr(0) = r(0) is a constant point,
we have a convention that κ(t) ≡ 0. If λ21 + λ22 6= 0, then the square of curvature κ(t) of curve r(t)
is
κ2(t) = κ2s(t) =
(
x˙y¨ − x¨y˙
(x˙2 + y˙2)3/2
)2
=
(λ1x · λ22y − λ21x · λ2y)2
{(λ1x)2 + (λ2y)2}3
=
{λ1λ2(λ2 − λ1)xy}2
{(λ1x)2 + (λ2y)2}3
,(B.1)
where κs(t) =
x˙(t)y¨(t)−x¨(t)y˙(t)
(x˙2(t)+y˙2(t))3/2
is the signed curvature of plane curve r(t), and κs(t) = ±κ(t) (cf. [1]).
Noting that
r(t) = etAr(0) =
(
eλ1t 0
0 eλ2t
)(
x0
y0
)
=
(
x0e
λ1t
y0e
λ2t
)
,
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we have {
x(t) = x0e
λ1t,
y(t) = y0e
λ2t.
(B.2)
By substituting (B.2) into (B.1), we obtain
κ2(t) =
{λ1λ2(λ2 − λ1)x0y0}2 · e2(λ1+λ2)t
{(λ1x0)2 · e2λ1t + (λ2y0)2 · e2λ2t}3
.
B.2. Case 2.
In the case of
A =
(
a b
−b a
)
(a, b ∈ R, b > 0),
the first and second derivative of r(t) are
r˙(t) = Ar(t) = (ax + by, −bx+ ay)T,
r¨(t) = A2r(t) = ((a2 − b2)x+ 2aby, −2abx+ (a2 − b2)y)T,
respectively. Since
etA = eat
(
cos bt sin bt
− sin bt cos bt
)
,
we have {
x(t) = eat(x0 cos bt+ y0 sin bt),
y(t) = eat(−x0 sin bt+ y0 cos bt).
Thereby,
x2(t) + y2(t) = (x20 + y
2
0)e
2at.
We obtain the square of curvature κ(t) of curve r(t) as
κ2(t) =
(
x˙y¨ − x¨y˙
(x˙2 + y˙2)3/2
)2
=
b2
(a2 + b2)(x2 + y2)
=
b2
(a2 + b2)(x20 + y
2
0) · e2at
.
B.3. Case 3.
In the case of
A =
(
λ 1
0 λ
)
(λ ∈ R).
the first and second derivative of r(t) are
r˙(t) = Ar(t) = (λx + y, λy)T,
r¨(t) = A2r(t) = (λ2x+ 2λy, λ2y))T,
respectively. Since
etA = eλt
(
1 t
0 1
)
,
we have {
x(t) = (x0 + y0t)e
λt,
y(t) = y0e
λt.
Hence the square of curvature κ(t) of curve r(t) is
κ2(t) =
(
x˙y¨ − x¨y˙
(x˙2 + y˙2)3/2
)2
=
λ4y4
{(λx+ y)2 + (λy)2}3
=
λ4y40 · e4λt
{(λx0 + λy0 · t+ y0)2 + (λy0)2}3 · e6λt
=
λ4y40
g(t) · e2λt ,
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where g(t) is a polynomial in t. If λ 6= 0, then g(t) = (λ6y60) · t6 +∑5i=0 aiti is a polynomial of
degree 6 in t; if λ = 0, then g(t) = y60 is a constant.
Appendix C. Curvatures of Three-Dimensional Systems
We give the calculations of curvature and torsion of three-dimensional systems in four cases
respectively.
C.1. Case 1.
In the case of
A =

λ1 0 00 λ2 0
0 0 λ3

 (λ1, λ2, λ3 ∈ R),
by Proposition 2.3, we know that r(t) = etAr(0) is the solution of r˙(t) = Ar(t), where r(0) =
(x0, y0, z0)
T is the initial value of r(t). The first, second and third derivative of r(t) are
r˙(t) =
(
λ1x, λ2y, λ3z
)T
, r¨(t) =
(
λ21x, λ
2
2y, λ
2
3z
)T
,
...
r (t) =
(
λ31x, λ
3
2y, λ
3
3z
)T
,
respectively. The norm of r˙(t) and the vector product r˙(t)× r¨(t) are
‖r˙(t)‖ =
√
(λ1x)2 + (λ2y)2 + (λ3z)2,
and
‖r˙(t)× r¨(t)‖ =
∥∥∥∥∥∥
(∣∣∣∣∣
λ2y λ
2
2y
λ3z λ
2
3z
∣∣∣∣∣ ,
∣∣∣∣∣
λ3z λ
2
3z
λ1x λ
2
1x
∣∣∣∣∣ ,
∣∣∣∣∣
λ1x λ
2
1x
λ2y λ
2
2y
∣∣∣∣∣
)T∥∥∥∥∥∥
=
√
{λ2λ3(λ3 − λ2)yz}2 + {λ1λ3(λ1 − λ3)xz}2 + {λ1λ2(λ2 − λ1)xy}2.
The scalar triple product (r˙(t), r¨(t),
...
r (t)) is
(r˙(t), r¨(t),
...
r (t)) =
∣∣∣∣∣∣∣
λ1x λ
2
1x λ
3
1x
λ2y λ
2
2y λ
3
2y
λ3z λ
2
3z λ
3
3z
∣∣∣∣∣∣∣ = λ1λ2λ3(λ2 − λ1)(λ3 − λ1)(λ3 − λ2)xyz.
If λ1 = λ2 = λ3 = 0, namely, A = 0, then every trajectory r(t) = e
tAr(0) = r(0) is a constant
point, we have conventions that κ(t) ≡ 0 and τ(t) ≡ 0. If λ21 + λ22 + λ23 6= 0, then the square of
curvature κ(t) of curve r(t) is
κ2(t) =
(
‖r˙(t)× r¨(t)‖
‖r˙(t)‖3
)2
=
{λ2λ3(λ3 − λ2)yz}2 + {λ1λ3(λ1 − λ3)xz}2 + {λ1λ2(λ2 − λ1)xy}2
{(λ1x)2 + (λ2y)2 + (λ3z)2}3 .
(C.1)
If [λ2λ3(λ3−λ2)]2+[λ1λ3(λ1−λ3)]2+[λ1λ2(λ2−λ1)]2 = 0, then ‖r˙(t)× r¨(t)‖ ≡ 0 and we have
τ(t) ≡ 0. If ‖r˙(t)× r¨(t)‖ 6= 0, then the torsion of curve r(t) is
τ(t) =
(r˙(t), r¨(t),
...
r (t))
‖r˙(t)× r¨(t)‖2 =
λ1λ2λ3(λ2 − λ1)(λ3 − λ1)(λ3 − λ2)xyz
{λ2λ3(λ3 − λ2)yz}2 + {λ1λ3(λ1 − λ3)xz}2 + {λ1λ2(λ2 − λ1)xy}2
.
(C.2)
Noting that
r(t) = etAr(0) =


eλ1t 0 0
0 eλ2t 0
0 0 eλ3t




x0
y0
z0

 =


x0e
λ1t
y0e
λ2t
z0e
λ3t

 ,
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we have 

x(t) = x0e
λ1t,
y(t) = y0e
λ2t,
z(t) = z0e
λ3t.
(C.3)
By substituting (C.3) into (C.1) and (C.2), we obtain
κ2(t) =
{
[λ2λ3(λ3 − λ2)y0z0]2 · e2(λ2+λ3)t + [λ1λ3(λ1 − λ3)x0z0]2 · e2(λ1+λ3)t
+ [λ1λ2(λ2 − λ1)x0y0]2 · e2(λ1+λ2)t
} /{
(λ1x0)
2e2λ1t + (λ2y0)
2e2λ2t + (λ3z0)
2e2λ3t
}3
,
and
τ(t) = λ1λ2λ3(λ2 − λ1)(λ3 − λ1)(λ3 − λ2)x0y0z0 · e(λ1+λ2+λ3)t
/{
[λ2λ3(λ3 − λ2)y0z0]2 · e2(λ2+λ3)t
+ [λ1λ3(λ1 − λ3)x0z0]2 · e2(λ1+λ3)t + [λ1λ2(λ2 − λ1)x0y0]2 · e2(λ1+λ2)t
}
.
C.2. Case 2.
In the case of
A =

 a b 0−b a 0
0 0 λ3

 (a, b, λ3 ∈ R, b > 0),
the first, second and third derivative of r(t) are
r˙(t) = Ar(t) = (ax+ by, −bx+ ay, λ3z)T,
r¨(t) = A2r(t) = ((a2 − b2)x+ 2aby, −2abx+ (a2 − b2)y, λ23z)T,
...
r (t) = A3r(t) = (a(a2 − 3b2)x+ b(3a2 − b2)y, −b(3a2 − b2)x+ a(a2 − 3b2)y, λ33z)T,
respectively. Noting that
etA =


eat cos bt eat sin bt 0
−eat sin bt eat cos bt 0
0 0 eλ3t

 ,
we have {
x2(t) + y2(t) = (x20 + y
2
0)e
2at,
z(t) = z0e
λ3t.
Hence the square of curvature κ(t) of curve r(t) is
κ2(t) =
(
‖r˙(t)× r¨(t)‖
‖r˙(t)‖3
)2
=
(a2 + b2)(x2 + y2) · {λ23[(a− λ3)2 + b2]z2 + b2(a2 + b2)(x2 + y2)}
{(a2 + b2)(x2 + y2) + (λ3z)2}3
=
(a2 + b2)(x20 + y
2
0) · {λ23[(a− λ3)2 + b2]z20 · e2(a+λ3)t + b2(a2 + b2)(x20 + y20) · e4at}
{(a2 + b2)(x20 + y20) · e2at + (λ3z0)2 · e2λ3t}3
,
and the torsion of curve r(t) is
τ(t) =
(r˙(t), r¨(t),
...
r (t))
‖r˙(t)× r¨(t)‖2 =
−bλ3{(a− λ3)2 + b2}z
λ23{(a− λ3)2 + b2}z2 + b2(a2 + b2)(x2 + y2)
=
−bλ3{(a− λ3)2 + b2}z0
λ23{(a− λ3)2 + b2}z20 · eλ3t + b2(a2 + b2)(x20 + y20) · e(2a−λ3)t
.
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C.3. Case 3.
In the case of
A =

λ1 1 00 λ1 0
0 0 λ2

 (λ1, λ2 ∈ R),
the first, second and third derivative of r(t) are
r˙(t) = Ar(t) = (λ1x+ y, λ1y, λ2z)
T,
r¨(t) = A2r(t) = (λ21x+ 2λ1y, λ
2
1y, λ
2
2z)
T,
...
r (t) = A3r(t) = (λ31x+ 3λ
2
1y, λ
3
1y, λ
3
2z)
T,
respectively. Noting that
etA =


eλ1t teλ1t 0
0 eλ1t 0
0 0 eλ2t

 ,
we have 

x(t) = (x0 + y0t)e
λ1t,
y(t) = y0e
λ1t,
z(t) = z0e
λ2t.
Hence the square of curvature κ(t) of curve r(t) is
κ2(t) =
(
‖r˙(t)× r¨(t)‖
‖r˙(t)‖3
)2
=
{λ1λ2(λ2 − λ1)yz}2 +
{
(λ21x− λ1λ2x+ 2λ1y − λ2y)λ2z
}2
+
(−λ21y2)2
{(λ1x+ y)2 + (λ1y)2 + (λ2z)2}3
=
{[
λ1λ2(λ2 − λ1)y0z0
]2 · e2(λ1+λ2)t
+ (λ2z0)
2
[
λ1(λ1 − λ2)y0 · t+ (λ21x0 − λ1λ2x0 + 2λ1y0 − λ2y0)
]2 · e2(λ1+λ2)t
+ (λ21y
2
0)
2 · e4λ1t
} /{[
λ1y0 · t+ (λ1x0 + y0)
]2 · e2λ1t + (λ1y0)2 · e2λ1t + (λ2z0)2 · e2λ2t}3 .
If λ1 = λ2 = 0, then ‖r˙(t)× r¨(t)‖ ≡ 0 and every trajectory r(t) is a straight line, therefore we
have τ(t) ≡ 0. If λ21 + λ22 6= 0, then the torsion of curve r(t) is
τ(t) =
(r˙(t), r¨(t),
...
r (t))
‖r˙(t)× r¨(t)‖2 =
−λ21λ2(λ1 − λ2)2y2z
{λ1λ2(λ2 − λ1)yz}2 + {(λ21x− λ1λ2x+ 2λ1y − λ2y)λ2z}2 + (−λ21y2)2
= −λ21λ2(λ1 − λ2)2y20z0 · e(2λ1+λ2)t
/ {[
λ1λ2(λ2 − λ1)y0z0
]2 · e2(λ1+λ2)t
+ (λ2z0)
2
[
λ1(λ1 − λ2)y0 · t+ (λ21x0 − λ1λ2x0 + 2λ1y0 − λ2y0)
]2 · e2(λ1+λ2)t
+ (λ21y
2
0)
2 · e4λ1t
}
.
C.4. Case 4.
In the case of
A =

λ 1 00 λ 1
0 0 λ

 (λ ∈ R),
the first, second and third derivative of r(t) are
r˙(t) = Ar(t) = (λx + y, λy + z, λz)T,
r¨(t) = A2r(t) = (λ2x+ 2λy + z, λ2y + 2λz, λ2z)T,
...
r (t) = A3r(t) = (λ3x+ 3λ2y + 3λz, λ3y + 3λ2z, λ3z)T,
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respectively. Noting that
etA = eλt


1 t 12 t
2
0 1 t
0 0 1

 ,
we have 

x(t) =
(
x0 + y0t+
1
2
z0t
2
)
eλt,
y(t) = (y0 + z0t)e
λt,
z(t) = z0e
λt.
(C.4)
By substituting (C.4) into ‖r˙(t)× r¨(t)‖2, ‖r˙(t)‖6 and (r˙(t), r¨(t), ...r (t)), we have
‖r˙(t)× r¨(t)‖2 = f(t) · e4λt,
‖r˙(t)‖6 = g(t) · e6λt,
and
(r˙(t), r¨(t),
...
r (t)) = −λ3z30 · e3λt,
where f(t) and g(t) are polynomials in t. Thus, we obtain
κ2(t) =
(
‖r˙(t)× r¨(t)‖
‖r˙(t)‖3
)2
=
f(t)
g(t) · e2λt ,
and
τ(t) =
(r˙(t), r¨(t),
...
r (t))
‖r˙(t)× r¨(t)‖2 =
−λ3z30
f(t) · eλt .
If λ 6= 0, then f(t) = ( 14λ4z40) · t4 +∑3i=0 aiti is a quartic polynomial in t, and g(t) = ( 164λ6z60) ·
t12 +
∑11
i=0 bit
i is a polynomial of degree 12 in t; if λ = 0, then f(t) = z40 is a constant, and
g(t) = z60t
6 +
∑5
i=0 bit
i is a polynomial of degree 6 in t.
