Abstract. This paper studies the reconstruction of heat fluxes on an inner boundary of a heat conductive system when the measurement of temperature in a small subregion near the outer boundary of the physical domain is available. We will first consider two different regularization formulations for this severely ill-posed inverse problem and justify their well-posedness; then we will propose two fully discrete finite element methods to approximate the resultant nonlinear minimization problems. The existence and uniqueness of the discrete minimizers and convergence of the finite element solution are rigorously demonstrated. A conjugate gradient method is formulated to solve the nonlinear finite element optimization problems. Numerical experiments are given to demonstrate the stability and effectiveness of the proposed reconstruction methods.
1. Introduction. Consider a heat conductive system which occupies an open bounded domain Ω with an outer boundary Γ o and an inner boundary Γ i ; see Figure 1 . We are interested in a heat conductive system which can be modeled by the parabolic equation Here α(x, t) is the heat conductivity, c(x, t) and u a (x, t) are specified functions, and q(x, t) is the heat flux on the inner boundary Γ i .
The forward initial-boundary value problem (1.1)-(1.4) has been well studied. The focus of this paper is on a physically more interesting and challenging inverse problem: Is it possible to effectively reconstruct the heat flux q(x, t) on the inner boundary Γ i for all time t ∈ [0, T ] when Γ i is inaccessible? In order to possibly reconstruct the heat flux q(x, t), some extra information on the temperature u(x, t) is needed. One choice is to assume the temperature data available in a small subregion ω near the outer boundary Γ o (see Figure 1 ). Some high furnaces in steel companies are such examples, where special small devices are installed inside the furnaces but near the outer boundary to measure temperature.
This reconstruction problem is known to be a severely ill-posed inverse problem. One of the main difficulties in the reconstruction comes from both the space and time dependence of the heat flux q(x, t) and the fact that the inner boundary is away from the small measurement subregion. The most severe instability of an inverse problem is triggered when the reconstruction involves some profile at the initial time and on some large boundary portion of a physical domain [7] , [17] , [19] , [20] , as is the case encountered here. As far as ill-posed inverse problems are concerned, not much work is found in the literature addressing numerical reconstructions of some physical profiles of both space and time; even less work can be found on convergence and stability analysis for numerical reconstruction methods. We refer readers to [1] , [2] , [3] , [8] , [9] , [18] , and the references therein for numerical reconstructions of profiles of some time-independent parameters in parabolic and elliptic systems.
The aim of this paper is to justify both theoretically and numerically the validation and effectiveness of two regularization formulations for solving the aforementioned severely ill-posed inverse problem of heat flux reconstruction. Indeed, as will be seen from the theory, numerical analysis, and simulations developed in what follows, the regularization methods are very stable and effective in numerical reconstruction of heat fluxes, without any constraints enforced on the search space of heat fluxes if appropriate regularizations are selected. In particular, the resulting nonlinear finite element minimization systems can be efficiently solved by conjugate gradient method.
The rest of this paper is organized as follows. In section 2, we investigate the first formulation with an L 2 -regularization of both space and time for the heat flux and validate the "true" well-posedness of the formulation under no constraints on the search space of heat fluxes. In section 3, we study the ill-posedness of heat flux reconstruction and the stability of the regularization. In section 4, we study an alternative formulation of the inverse problem, which uses an L 2 -regularization in space and H 1 -regularization in time. As will be seen, this formulation turns out to be able to demonstrate much more satisfactory reconstructions. Regarding the approximation of the regularized nonlinear minimization systems, it is very tricky and essential to decide how to effectively discretize in both time and space the nonlinear optimizations and the associated parabolic equation so that the resulting fully discrete schemes converge. For this purpose, two fully discrete finite element approximations are proposed in sections 5 and 6, and the unique existence of discrete minimizers and their convergence to the continuous minimizer are rigorously demonstrated. For solving the nonlinear finite element minimization systems involved in the formulations, a conjugate gradient method is formulated in section 7, and the numerical experiments are presented in section 8 to verify the effectiveness of the proposed reconstruction methods.
We end this section with some useful notation. We define Further, C is frequently used to denote a generic constant, which depends only on the given data such as domain Ω and coefficients in (1.1)-(1.4) and is independent of unknown functions involved and the discrete time step τ and mesh size h.
First regularization formulation.
Recall that the inverse problem of interest here is to reconstruct the heat flux q(x, t) in (1.4) on the inner boundary Γ i , given the temperature measurement z(x, t) ≈ u(x, t) in the small subdomain ω (cf. Figure 1) . The first approach we will study for solving the inverse problem is to formulate it into the following constrained minimizing process with L 2 -regularization in both space and time for possible heat fluxes:
for all v ∈ H 1 (Ω) and for a.e. t ∈ (0, T ). In what follows, we will demonstrate that the inverse problem for reconstruction of heat flux is an ill-posed problem and that the formulation (2.1)-(2.3) is a true regularization of the inverse problem; that is, the minimizer q not only exists uniquely, but also depends on the observation data z continuously.
For the subsequent analysis, we often use the following compactness result (cf. [13] 
. Throughout this section, the parameter functions α(x, t), c(x, t), and u a (x, t) in (1.1)-(1.4) are assumed to satisfy the following natural conditions:
We start with the following unique existence. Theorem 2.2. There exists a unique minimizer to the optimization problem
; thus there exists a minimizing sequence {q n } such that
and thus the existence of such a subsequence, still denoted 1 as q n , and {q n } converges to q * weakly in
. We now prove that this q * is the unique minimizer of (2.1)-(2.3). We divide the proof into four steps.
Step 1. Letting u n ≡ u(q n )(x, t), we show that there exists a subsequence of {u n } such that 
Integrating over (0, t), we derive
then by the Cauchy-Schwarz inequality and assumptions in (2.4), we have
1 Where no confusion exists, throughout this paper we shall always use the same notation to denote a subsequence taken from some sequence.
Using the Sobolev trace theorem, we can estimate the above last term as follows, a technique that will be frequently used in the subsequent analysis:
Taking the square root on both sides, plugging the result into the previous estimate, and then using Young's inequality, we obtain
This gives the boundedness of {u
by applying Gronwall's inequality; then using this bound one can get the boundedness of {u
) from the second inequality in (2.9). Now the convergence in (2.6) follows immediately from this boundedness.
Step 2. We prove u * = u(q * ). Taking any function Ψ(t) ∈ C 1 [0, T ] with Ψ(T ) = 0, multiplying both sides of (2.7) by Ψ, and then integrating over t ∈ (0, T ), we get
By the weak convergence of q n and u n , we deduce from above that
Noting that (2.10) is also true for any Ψ(t) ∈ C ∞ 0 (0, T ), by integration by parts over t ∈ (0, T ) for the last term we have
for a.e. t ∈ (0, T ). Using this and integration by parts again for the last term in (2.10) shows that u * (x, 0) = u 0 (x). This verifies u * = u(q * ).
Step 3. We prove the strong convergence
. By Lemma 2.1, we need only show the boundedness of 2.12) this, along with the boundedness of {u n } proved in Step 1, implies the boundedness
Step 4. We prove q * is a unique minimizer to the system (2.1)-(2.3). Using the results in Step 3 and the lower semicontinuity of a norm, we have
so q * is indeed a minimizer. The uniqueness of minimizers is a consequence of the convexity of u(q) and the strict convexity of J(q).
From the proof of Theorem 2.2, we know any subsequence of {q n } has a subsequence converging weakly to the unique minimizer of J(q). Thus the whole sequence {q n } converges weakly to the unique minimizer of J(q). Further, one notices from (2.5), (2.11), and (2.13) that
thus the weak and norm convergences imply the strong convergence.
3. Ill-posedness of heat flux reconstruction and stability of the regularization. Next, we study the ill-posedness of heat flux reconstruction and stability of the regularization system (2.1)-(2.3). The following theorem confirms the ill-posedness of the heat flux reconstruction problem (1.1)-(1.4). there exists a subsequence {q
On the other hand, one can directly verify that u(·) is a one-to-one mapping and can be decomposed into u(q) = w(q) + u(0), where w(q)(·, t) ∈ H 1 (Ω) solves the parabolic system (1.1)-(1.4) with w(q)(x, 0) = 0 in Ω and u a ≡ 0. The rest of the proof follows the routine procedure; for example, see [10, pp. 13-14] .
The next theorem shows that the solution q to the regularization system (2.1)-(2.3) depends continuously on the observation data z, so system (2.1)-(2.3) is a "true" regularization to the original inverse problem u(q) = z. The detailed proof can be found in [14] .
Theorem 3.2. Let {z n } be a sequence such that
and let {q n } be the minimizers of problem
4. An alternative formulation. In this section, we investigate an alternative formulation for reconstruction of heat fluxes in the heat conductive system (1.1)-(1.4), using an L 2 -regularization in space and H 1 -regularization in time for heat fluxes. As one can see from numerical results in section 8, this new formulation is able to generate more satisfactory reconstructions. This results in the following constrained minimization:
for all v ∈ H 1 (Ω) and a.e. t ∈ (0, T ). The following theorem justifies the well-posedness of the system (4.1)-(4.3) and its stability with respect to the observation data. Proof. It is clear that min J(q) is finite over
This implies the boundedness of {q
) and the existence of a subsequence, still denoted as {q n }, such that
We can show that p * = ∂q * /∂t and q
Passing to the limit, we derive
This shows
By the weak convergence of ∂q n /∂t, q n (x, 0), and q n , we deduce
Integrating by parts the left-hand side, we obtain for
which implies q * (x, 0) = q * 0 . The rest of the proof is similar to those of Theorems 2.2 and 3.2.
Similarly to Proposition 2.3, we have the following strong convergence (cf. [14] ).
Finite element approximation of system (2.1)-(2.
3) and its convergence. We now propose a fully discrete finite element method for solving the continuous minimization problem (2.1)-(2.3). For the sake of exposition, we study in detail the case where the outer and inner boundaries Γ o and Γ i are both circles centered at the origin; see Figure 2 . The subsequent results can be extended to more general domains by combining the analysis used here and the finite element analysis for the case when the approximation of the physical domain is involved [4] .
Let us start with a triangulation of the domain Ω. To do so, we generate a set of circles all centered at the origin, starting with Γ i and ending with Γ o . Next we choose a set of quasi-uniformly distributed points on Γ o , which are then connected to the origin to yield a set of radial lines, and the intersections of these lines with all the previous generated circles also yield a partition of each circle; see Figure 2 . Now the triangulation T h of Ω is formed by these sectorial elements. The arc segments on Γ o and Γ i generate naturally two triangulations of Γ o and Γ i , respectively, denoted by Γ is a rectangular reference element. For example, ifK
Now we can define the finite element space V h to be
where Q 1 (K) is the space of bilinear functions on the reference elementK, and
Γi are the restrictions of V h on Γ o and Γ i , respectively. To fully discretize the system (2.1)-(2.3), we also need the time discretization. For this, we divide the time interval [0, T ] into M equally spaced subintervals using nodal points
, we define its difference quotient and the averagingū n of a function u(·, t) as follows:
where for n = 0, we letū 0 = u(·, 0). In our subsequent convergence analysis, we need a crucial projection operator Q h from L 2 (Ω) into V h defined on sectorial elements, which should possess the following L 2 -and H 1 -stability and optimal L 2 -norm error estimate: 
for all x, y and r, θ defined by (5.1) andĴ K (r, θ) is the Jacobian determinant of the transformF K . One can show that this weighted operator Q h is well-defined, and it possesses all the properties (5.4), (5.5), and (5.6). The detailed proof was given in Xie [14] . Now we are ready to formulate the finite element approximation of the minimization (2.1)-(2.3). We approximate the heat flux q(x, t) by a piecewise constant function q h,τ (x, t) over the time partition Δ in (5.2):
Γi and χ n (t) is the characteristic function on the interval (t n−1 , t n ). Using the composite trapezoidal rule for the time discretization of the first integral in (2.1) and the exact time integration for the second term, the fully discrete finite element approximation to problem (2.1)-(2.3) can be formulated as follows:
for n = 1, 2, . . . , M. Here {α n } are the coefficients of the composite trapezoidal rule, i.e., α 0 = α M = 1 2 and α n = 1 for all n = 0, M. For convenience, the minimization of J h,τ also shall be regarded as the minimization over the product space
Γi , and we will often write (5.8) as
Before verifying the existence of a unique minimizer to the finite element minimization (5.8)-(5.10), we first derive some useful a priori estimates on the discrete solutions u n h to the system (5.9)-(5.10).
In the rest of this section, we assume on the functions α(x, t) and c(x, t) in (1.1)-
and introduce two related constants
The following auxiliary lemma (cf. [14] ) will be needed in the subsequent analysis.
Lemma 5.1. For any
we have the estimates 
Proof. The proof of (5.14) follows directly by taking φ h = τ u n h in (5.10) and then applying the Sobolev trace theorem and Young's and Gronwall's inequalities.
Next, we show (5.15). Taking
)ds.
Summing up the above equation over
Then using the discrete integration by parts formula
where b 0 appearing on the right-hand side can be any real number, we derive
ds, whereū 0 a and q 0 h are taken to be 0. We now estimate the terms on the right-hand side of the above inequality. First, for those terms without summation, we can deduce by using the properties of Q h and the Sobolev trace theorem that
Using (5.12) we have the following estimates:
Applying the Cauchy-Schwarz inequality and the Sobolev trace theorem, we have
Combining all these estimates with (5.14), we obtain (5.
Using the property of Q h in (5.5) and the Cauchy-Schwarz inequality, we derive
On the other hand, applying the Cauchy-Schwarz inequality and the property of Q h in (5.6), we obtain
It follows from the above two inequalities that for any φ ∈ H 1 (Ω),
Taking squares on both sides and adding up over n = 1, . . . , M, (5.16) then follows from (5.14) and (5.15). Remark 5.3. Fortunately, the unbounded factor τ −1 in the estimate (5.15) can be cancelled in the subsequent convergence analysis; see (5.28) and the last estimate in the proof of Lemma 5.5.
Based on the stability estimates (5.14)-(5.16), we are now ready to show the existence and uniqueness of minimizers to the finite element system (5.9)-(5.11).
Theorem 5.4. There exists a unique minimizer to the finite element system (5.9)-(5.11).
Proof. By the stability estimates of Lemma 5.2 and the same argument as in Theorem 2.2, we know there exists a minimizing sequence {q 
Taking φ h = τ w 
We know (cf. [21] ) that
Next, we shall demonstrate a most important and technical result in the paper: for any weakly convergent sequence q h,τ in L 2 (0, T ; L 2 (Γ i )) with respect to h and τ , the corresponding finite element solution u n h (q h,τ ) defined in (5.9)-(5.10) will converge strongly in L 2 (0, T ; L 2 (ω)). More accurately, we have the following lemma.
Proof. For 1 ≤ n ≤ M , we shall use the following notation:
By (5.20), we can directly verify
Therefore it suffices to show
For this, we construct two interpolations based on {u n h }: the first one is the piecewise linear interpolation over the time partition (5.2),
while the second one is the piecewise constant interpolatioñ
By straightforward computations, we have
These, together with the stability estimates (5.14)-(5.16), indicate that both {u h,τ } and
). So by Lemma 2.1 there exist a subsequence of {u h,τ } such that
and a subsequence of {ũ h,τ } such that
Integrating by parts the left-hand side and using (5.22), we obtain
with ψ(T ) = 0, integrating by parts to both sides of (5.25), and noting (5.26), we get
By the convergence property of Q h and (5.22) we obtain
Next, we show u * (x, t) =ũ * (x, t). In fact, by direct computing and (5.15), we obtain
Therefore by (5.20) and the convergence property of Q h , we deduce
By direct computations we have the following equalities:
adding them together and using the discrete parabolic equation (5.10), we obtain
Taking the limit as h and τ tend to 0 and using the convergence (5.22)-(5.24) and (5.29), we derive that for any ϕ(x) ∈ H 1 (Ω) and
where we have used the limit
To see this, it follows from (5.13), the trace theorem, and the Cauchy-Schwarz inequality that
Clearly, the fact that u * = u(q) follows then from (5.31). Now we can show the desired relation (5.21). For this, setting f (x, t) = u h,τ (x, t)− u(x, t), we can write and estimate using Lemma 5.2 as follows:
By (5.22), the second term at the left-hand side of the above inequality tends to 0 as h, τ → 0. But the last term can be estimated as follows:
From (5.20) 
to the unique minimizer of the continuous problem (2.1)-(2.3) .
Proof. Using the stability estimate (5.14), it is easy to know that J h,τ (q * h,τ ) ≤ C for some constant C independent of h and τ . This implies that {q *
) and any fixed ε > 0, by the density results there exists a q ε ∈ H 1 (0,
Then we define an extensionq ε of q ε as follows:q ε ∈ H 1 (Ω) solves
Using this and Lemma 5.5, we can derive
Letting ε → 0, we deduce
which indicates that q * is the unique minimizer of the continuous problem (2.1)-(2.3). The strong convergence follows by the same trick as used in Proposition 2.3. Remark 5.7. All the results obtained in this paper can be naturally extended to a three-dimensional domain Ω with every two-dimensional cross-section being the domain as in Figure 2 . Finite element approximation of system (4.1)-(4.3) and its convergence. Next, we shall discuss the discretization of system (4.1)-(4.3). As we did for system (2.1)-(2.3), we use the composite trapezoidal rule for the time discretization of the first integral in (4.1) and the exact time integration for the second term. But as the time derivative of the identifying parameter q(x, t) is involved in the regularization term now, we cannot ensure the convergence of the resultant fully discrete scheme for the entire system (4.1)-(4.3) if the backward Euler scheme is still used for approximating the parabolic problem (4.3). Instead we shall adopt the Crank-Nicolson scheme. This results in the following finite element approximation of (4.1)-(4.3):
6.
for n = 1, 2, . . . , M. Here {α n } are the coefficients of the composite trapezoidal rule: 
For the fully discrete finite element scheme (6.1)-(6.2), we can show (cf. [14] ) the following theorem.
Theorem 6.1. There exists a unique minimizer to the finite element problem (6.1)-(6.2).
In the rest of this section, we study the convergence of the discrete minimizer of (6.1)-(6.2) to the global minimizer of the continuous problem (4.1)-(4.3). For this purpose, we assume on functions α(x, t), c(x, t), and u a (x, t) in (1.1)-(1.4) that
and introduce three related constants:
Using these constants, we can derive the following estimates (cf. [14] ):
For the convergence analysis, we first establish some stability estimates of the finite element solution to (6.2 
Summing up the above equation over n = 1, 2, . . . , k ≤ M , we derive
then (6.7) follows by applying the trace theorem and Young's and Gronwall's inequalities.
Summing up the above equation over n = 1, 2, . . . , k ≤ M and using the formula (5.17), we deduce
We now estimate all the terms on the right-hand side above. First, for those terms without summation, we can easily deduce
Using (6.6), we obtain the following estimates:
For the last term, we use the Cauchy-Schwarz inequality to obtain
Now (6.8) follows by combining all of the above estimates and using Gronwall's inequality.
As we did for the finite element system (5.8)-(5.10), we need the following crucial technical result for the convergence of the finite element approximation (6.1)-(6.2).
Lemma 6.3. If q h,τ converges to some q weakly in
Proof. As in the proof of Lemma 5.5, it suffices to show (5.21). We first construct two interpolations based on {u n h }: one is a piecewise linear interpolation over the time partition Δ,
and the other is a piecewise constant interpolation,
Using the definition of q h,τ in (6.3) and the simple identity
we can directly see that
With these relations, the assumption on q h,τ , and the stability estimates (6.7)-(6.8), we can easily check that both {u h,τ } and
Γi , we write its representation in terms of the basis
Then each finite element function q h,τ or {q In our simulations, the coefficients α, c, and u a in (1.1) and (1.3) are taken to be α(x, t) = 1, c(x, t) = 1, and u a (x, t) = 0. In order to select more general and difficult profiles of heat fluxes for our tests, we add a source term f (x, t) in (1.1). As our first example, we try the exact solution u(x, y, t) and the heat flux q(x, y, t) to be reconstructed as follows:
u(x, y, t) = x 2 + 2y 2 + t + sin(xyt), q(x, y, t) = 4x 2 + 8y 2 + 4xyt cos(xyt).
Instead of the exact data u(x, y, t), we use the perturbed data of the form z(x, y, t) = u(x, y, t) + δ u(x, y, t) as the measurement data, with the noise level δ = 1% (1% relative noise pointwise). We first test the case when the measurement region is taken to be ω = {(x, y); ( Figure 3 plots the exact heat flux, while Figure 4 shows the numerically reconstructed heat flux using the finite element method (6.1) with L 2 -regularization in space but H 1 -regularization in time for heat fluxes. From Figure 4 we see that the numerical reconstruction works very well, considering the difficult oscillation of the heat flux in space. Also the conjugate gradient iteration performs very stably for such an oscillating heat flux, starting with a very bad initial guess of constant zero everywhere in the space-time domain. Figure 5 presents the numerical reconstruction using the finite element method (5.8) with L 2 -regularization in both space and time for heat fluxes. One finds that the quality of reconstruction is far from satisfactory compared to the result we have seen in Figure 4 using the finite element method (6.1); the reconstruction is especially bad near the initial and terminal time. But interestingly, when we remove the bad reconstruction at a few initial and terminal time points, the remaining reconstruction seems very satisfactory again; see Figure 6 .
We have also tried to see the effects of the measurement region. When the measurement region is reduced to a smaller subdomain ω = {(x, y); ( As our second example, we take the exact solutions u(x, y, t) and q(x, y, t) in (1.1) and (1.4) as the following functions:
u(x, y, t) = sin πt(x cos πy + y sin πx), q(x, y, t) = 2 sin πt(πxy(cos πx − sin πy) + x cos πy + y sin πx). Again, the perturbed data z(x, y, t) = u(x, y, t) + δ u(x, y, t), with 1% noise pointwise, is taken to be the measurement data in ω. We first test the case when the measurement region is taken to be ω = {(x, y); ( 
2 ≤ x 2 + y 2 ≤ 1}. Figure 9 plots the exact heat flux q, which appears to be very challenging for numerical reconstruction as it oscillates widely in both time and space direction. Figure 10 shows the numerically reconstructed heat flux using the finite element method (6.1) with L 2 -regularization in space but H 1 -regularization in time for heat fluxes. This demonstrates very satisfactory performance of the numerical reconstruction algorithm, especially the stability and effectiveness of the conjugate gradient iteration, considering that it is such an oscillating heat flux and that it starts with a very bad initial guess of constant zero everywhere in the space-time domain. Figure 11 presents the numerical reconstruction using the finite element method (5.8) with L 2 -regularization in both space and time for heat fluxes. Again its quality of reconstruction is not as good as the one obtained using the finite element method (6.1), and the accuracy is much worse.
When the measurement subregion is reduced to a smaller subdomain ω = {(x, y); ( system is investigated. The reconstruction problem is severely ill-posed as it involves the heat flux profile at the initial time and on the inner boundary. Validation and effectiveness of two regularization formulations are justified both theoretically and numerically for the reconstruction, without any constraints enforced on the search spaces of heat fluxes when appropriate regularizations are selected. Regarding the approximation of the regularized nonlinear minimization systems, it is very tricky and essential to decide how to effectively discretize in both time and space the nonlinear optimizations and the associated parabolic equation and its adjoint so that the resulting fully discrete schemes converge. Two such discrete approaches are proposed to approximate two nonlinear minimization formulations: the first uses the backward Euler scheme in time, while the second requires the Crank-Nicolson scheme, with both adopting piecewise linear finite elements for space approximation and the trapezoidal and midpoint rules for discretization of the cost functionals. A novel weighted discrete projection operator Q h is introduced which possesses both L 2 -and H 1 -stability and L 2 -optimal error estimate, crucial to the success of convergence analysis of two fully discrete schemes. The resulting nonlinear finite element minimization systems are shown to be well suited for the solutions by conjugate gradient method. Numerical experiments have demonstrated the stability and effectiveness of the reconstruction algorithms.
There exists little work on numerical reconstruction of both time-and spacedependent physical profiles, and even less on convergence analysis of numerical reconstruction methods. As we have seen, the convergence analyses of the fully discrete schemes are much more difficult and trickier than the cases with only space-dependent profiles. This paper provides a relatively complete study on reconstruction of both time-and space-dependent heat fluxes, including well-posedness of the regularized systems, convergence of fully discrete approximations, numerical algorithms for solving discrete nonlinear minimizations, and numerical experiments. Most technical tools should be useful in theoretical and numerical analysis of regularization methods for other inverse problems.
