Denote the set of n × n symmetric matrices (resp. alternate matrices) over a field F by
Introduction
Let F be an arbitrary field, F * the multiplicative group of F. Denote by M n (F) the space of all n × n matrices over F, and by GL n (F) the general linear group which consists of n × n invertible matrices over F. We are going to study the space S n (F) of all n × n(n 2) symmetric matrices over F, and the space K n (F) of all n × n(n 4) alternate matrices over F.
The study of the geometry of matrices was initiated by Hua [4] in the mid-forties. He and Wan also established the fundamental theorem of the geometry of symmetric matrices over any field (see [9] ). That is Theorem 1.1 [9] . Let F be any field and n be an integer 2. Then any bijective map φ from S n (F) to itself, for which both the map φ and its inverse φ −1 preserve adjacency in S n (F), i.e., for any X 1 , X 2 ∈ S n (F), rank(X 1 − X 2 ) = 1 if and only if rank(φ(X 1 ) − φ(X 2 )) = 1, is of the form
where a ∈ F * , P ∈ GL n (F), P t denotes the transpose of P , σ is an automorphism of F, and S 0 ∈ S n (F), unless n = 3 and F = F 2 . When n = 3 and F = F 2 
for all x 11 , x 12 , x 13 , x 22 , x 33 ∈ F 2 , from S 3 (F) to itself and φ is a product of a bijective map of the form (1) and this extra bijective map (2) . Conversely, any map of the form (1) and (2) from S n (F) to itself is bijective and both the map and its inverse preserve adjacency.
In the 1960s, Liu [8] proved the following fundamental theorem for the space of alternate matrices K n (F) (n 4). Theorem 1.2 [8] . Let F be any field, n be an integer 4, and φ be a bijective map from K n (F) to itself. Assume that both φ and φ −1 preserve adjacency, i.e., for any
where a ∈ F * , P ∈ GL n (F), σ is an automorphism of F, and
where 
Conversely, any map of the form (3) or (4) from K n (F) to itself is bijective and both the map and its inverse preserve adjacency in K n (F).
In the past several decades many authors studied Linear Preserver Problems (LPPs) on M n (F) that satisfy various properties (see [1] [2] [3] 6, 7] ). Recently, Guterman characterized linear preservers of rank-additivity for k-tuples of matrices on M n (F) (|F| > n) (see [3] ). In this paper, we characterize the forms of bijective additive preservers of rank-additivity of S n (F) for n 2 and K n (F) for n 4. Meanwhile, the forms of automorphisms of S n (F) for n 2 and K n (F) for n 4 as a non-associative ring with respect to the addition (A, B) → A + B and the multiplication (A, B) → A · B = ABA (A, B ∈ S n (F) or K n (F)) are also given.
Preliminary results
Since knowledge of alternate matrices is relatively uncommon, in this section we first cite the definition of alternate matrices from [9] and give some properties on alternate matrices which will be used in this note, then we will state and prove several lemmas which are useful for our main results.
A n × n matrix A over F is said to be alternate if x t Ax = 0 for all column vectors x ∈ F (n) . Clearly, A is an alternate matrix if and only if A t = −A and all entries along the main diagonal of A are zero's.
From [9] , every n × n alternate matrix is congruent to an alternate matrix with the form of
So we have (i) the rank of any alternate matrix is necessarily even; (ii) if A ∈ K n (F) is invertible, then n = rank(A) is even and A −1 is also alternate.
Moreover, if A, B ∈ K n (F), then BAB is also an alternate matrix since
A pair of matrices A, B ∈ M n (F) is called rank-subtractive if
Lemma 2.1. Assume that A, B ∈ M n (F) satisfy condition (6) . Then there are P , Q ∈ GL n (F) such that
where r + s n.
Proof. Suppose rank A = r and rank B = s. By the inequality
we have
Let
where
By (8) we know that rank B 3 B 4 = s, so there are a (n − r) × (n − r) invertible matrix T and a n × n invertible matrix G such that T B 3 B 4 G = 0 0 0 I s .
Since rank B = s, we have
Thus we may write B and A as
where R 1 and R 2 are invertible symmetric matrices (resp. alternate matrices).
Proof. We only show this for the symmetric case.
(assume rank B = s and rank(A − B) = r).
Right multiplying the two matrices in (10) by (P t ) −1 P t , we obtain
Since C and B are symmetric, we have
Proof. We only prove the conclusion for S n (F). " ⇒" By Lemma 2.2, there is P ∈ GL n (F) such that
where R 1 and R 2 are invertible symmetric matrices.
It is easy to check that XAX = X and
By direct computation, we have
Denote by E ij the matrix with 1 at the position (i, j ) and zeros elsewhere, and denote by D ij (i < j ) the matrix E ij + E ji .
Lemma 2.4. Assume that A 1 , . . . , A m ∈ S n (F) satisfy the following conditions: (i) rank
Proof. We show the result by induction on i.
When i = 1, since rank A 1 = 1, it is obvious (see [9] ). Now suppose the lemma holds for all i < k (2 k < m). Then there is P 1 ∈ GL n (F) such that
where D is a k − 1 by k − 1 symmetric matrix. We distinguish two cases:
Since rank A k = 1, we have rank C = 1. Then there is P 2 ∈ GL n (F) and c k ∈ F * such that
and
As rank A k = 1, D 1 has to be zero. Setting Q = P 1 P 2 , we finish the proof.
Additive preservers of rank-additivity
We say a map φ is additive on
Definition 3.1. Let φ be a bijective map from M n (F) to itself. We say φ is a preserver of rank-additivity (resp. rank-subtractivity) if φ preserves the set of rank-additive (resp. rank-subtractive) matrix pairs, i.e., rank
Lemma 3.1. Let φ be a bijective additive preserver of rank-additivity on S n (F).
Then
Proof. First we show that φ preserves rank one matrices, i.e., if A ∈ S n (F) with rank A = 1, then rank φ(A) = 1. Let A ∈ S n (F) with rank A = 1. Then there is P ∈ GL n (F) such that
Since φ is a bijective additive preserver of rank-additivity, we have
The above inequality implies rank φ(A) = 1. By Lemma 2.4 and the above result, we know that there is Q ∈ GL n (F) such that
Next we show that φ( i ) ⊂ Q i Q t , i = 1, 2, . . . , n. For convenience, let i = 1. Taking xE 11 ∈ 1 , we consider
If x + 1 = 0, we have φ(−E 11 ) = −c 1 QE 11 Q t . Assume x + 1 / = 0. Note that rank φ(xE 11 ) = rank φ((x + 1)E 11 ) = 1 by the above result. Write
where C is a n − 1 by n − 1 symmetric matrix. If C = 0, B has to be zero (since rank φ(xE 11 ) = 1), we are done. Let C / = 0. The rank of C should be 1. There exist P ∈ GL n (F) and k ∈ F * such that
E 11 = P E 11 P t . It is easy to see that this makes rank(φ(xE 11 ) + c 1 QE 11 Q t ) = 2, a contradiction. Hence C must be zero and φ(xE 11 ) = dQE 11 Q t ∈ Q 1 Q t . Finally we prove that if φ(A) ∈ Q 1 Q t for A ∈ S n (F), then A ∈ 1 . For a nonalternate matrix A ∈ S n (F), by [9] , A is congruent to a diagonal matrix. Then by the properties φ satisfied, we have rank φ(A) = rank A. So, for non-alternate matrices we only need to verify the conclusion on the matrices with rank one.
Let A be a non-alternate matrix with rank A = 1 and φ(A) = aQE 11 Q t where
Here rank(A + E 11 ) = 2 and A + E 11 is non-alternate. This contradicts rank(φ(A + E 11 )) = 1 or 0. Hence C has to be zero and A ∈ 1 .
For an alternate matrix A / = 0, A + E 11 is non-alternate and rank(A + E 11 ) 2. That ensures that φ(A) can not be in Q 1 Q t .
Lemma 3.2. Let φ be a bijective additive preserver of rank-additivity on S n (F) (n 2). Then φ strongly preserves the set of rank one matrices in S n (F), i.e., rank φ(A) = 1 if and only if rank A = 1 for A ∈ S n (F).
Proof. Lemma 3.1 has shown that if A ∈ S n (F) with rank A = 1, then rank φ(A) = 1. We shall show that if A ∈ S n (F) with rank φ(A) = 1, then rank A = 1. For nonalternate matrices, the consequence holds true by the proof of Lemma 3.1 (we have rank φ(A) = rank A for a non-alternate matrix A). So we only need to prove the result for alternate matrices in S n (F) (note that in this case char F = 2). Every alternate matrix A is congruent to
It is obvious that
To prove our result, we only need to show that rank φ(P W i P t ) > 1 (note that rank φ(P W i P t ) > 0), i = 1, . . . , s. That means that for an alternate matrix A / = 0, rank φ(A) > 1 and the situation that rank φ(A) = 1 does not exist for alternate matrices in S n (F). Without loss of generality, let i = 1 and replace P W 1 P t by W 1 .
. . , n, and C is a n − 2 by n − 2 symmetric matrix.
Note that
This is a contradiction, hence C = 0. We may write φ(
Theorem 3.3. Let φ be a bijective additive preserver of rank-additivity on S n (F) (n 2) and K n (F) (n 4) respectively. Then
where P ∈ GL n (F), α ∈ F * and σ is an automorphism of F.
(ii) For K n (F), when n > 4, φ is of the form
where P ∈ GL n (F), α ∈ F * and σ is an automorphism of
either the identity map or the map with the form (5).
Proof. (i) By Lemma 3.2, both φ and φ −1 preserve adjacency on S n (F). By Theorem 1.1 φ is either of the form (15) or is a product of bijective maps of the form (15) and the extra bijective map (2) (note that since φ is additive, S 0 = 0 in (1)).
But the extra bijective map (2) 
when n = 3 and F = F 2 ). It is easy to check that the map (2) does not preserve the set of rank-additive matrix pairs, hence φ is just of the form (15).
(ii) Before proving the result, we want to emphasize that every matrix A in K n (F) is congruent to 
is larger than n when n is even or larger than n − 1 when n is odd, this is impossible. That ensures both φ and φ −1 preserve the set of rank two alternate matrices and means both φ and φ −1 preserve adjacency on K n (F) (n 4). The result now follows from Theorem 1.2. Proof. Let A, B ∈ S n (F) (resp. K n (F)) satisfy rank(A + B) = rankA + rankB. Let C = A + B. Then rank(C − A) = rankC − rankA. Since φ is a preserver of rank-subtractivity, we have rank
So φ in fact is a preserver of rank-additivity. The result follows from Theorem 3.3.
Automorphisms
Definition 4.1 [5] . Let R be a non-empty set on which is defined two binary operations '+' and '·'; (R, +, ·) is a non-associative ring, if (i) (R, +) is an additive abelian group with 0; (ii) (R, ·) is closed with respect to '·' and a
It is easy to check that the set of n × n symmetric matrices S n (F) (resp. alternate matrices K n (F)) over F forms a non-associative ring with respect to the addition 
Denote this non-associative ring by R(S n (F)) (resp. R(K n (F))).
A bijective map φ from R(S n (F)) (resp. R(K n (F))) to itself is called an automor-
Theorem 4.1. Let φ be an automorphism of R(S n (F)) (n 2). Then φ is of the form
where σ is an automorphism of F, and P ∈ GL n (F), α ∈ F * satisfy P t P = ±α −1 I n .
Proof. First we show that φ is an additive preserver of rank-subtractivity. Let A, B ∈ S n (F) satisfy that rank(A − B) = rank A − rank B. By Lemma 2.3 there is X ∈ S n (F) such that XAX = X and A − B = AXA. Since φ is an automorphism of
Then, by Corollary 3.4 φ is of the form:
so, we have
By direct computation, we may obtain that αP t P = diag (a 1 , a 2 , . . . , a n ) where
(the definition of D ij appears in Section 2), we have a i a j = 1 for all i / = j . So a 1 = a 2 = · · · = a n = ±1. The proof is completed. 
where σ is an automorphism of F, and P ∈ GL n (F), α ∈ F * satisfy P t P = ±α 
(F)).
Since σ is an automorphism of F, we in fact have 
Let A = E 13 − E 31 in (24), we have q 11 q 33 = 1.
