Abstract-A field-oriented control scheme for an induction motor with a linear quadratic optimal regulator and a robust neural network estimator is proposed. The state feedback is designed by using the synchronous frame motor model. The number of the states is increased in order to take into account the presence of two integrators on the flux and torque errors. The resulting model is suitably simplified and the corresponding approximations are discussed. The procedure proposed is shown to be suitable also for the design of the state feedback via pole placement technique. A comparison with standard proportional integral regulators is provided. The rotor flux is estimated by using a robust neural network observer. The network training set is suitably designed in order to preserve the drive effectiveness also in the presence of large parameter uncertainties. The robust neural observer is compared with an extended Kalman filter and a standard neural network observer. Using a 250-kW induction motor as a case study, the simulation results show the effectiveness of the proposed solution, both during transient and steady-state operating conditions.
I. INTRODUCTION

I
N RECENT YEARS, field-oriented control (FOC) has allowed drastically improved dynamic performance of induction motor drives. As is well known, the implementation of this control technique needs the knowledge of the rotor fluxes, which are, in general, difficult to measure. In order to overcome this problem, a rotor flux observer, usually based on the measurements of stator voltages, stator currents, and rotor speed, can be designed. Once the estimation problem has been solved, all motor state variables (measured and/or estimated), i.e., the stator currents, the rotor fluxes and the rotor speed, can be used in order to design a feedback controller. In the recent literature, different solutions for the observer/controller design, aimed to avoid the lack of performance due to parameter variations (or uncertainties) and measurement noise, have been proposed. These problems become more significant for medium-and high-power induction motors, where the in-verter switching frequency is limited by the electronic devices available and the motor parameters undergo larger variations.
The classical Luenberger observer was first proposed in order to reconstruct the motor variables which are difficult to measure [1] . Then, the extended Kalman filter (EKF) algorithm has been widely considered for the estimation of both the rotor fluxes and the rotor resistance [2] . A possible solution for the problem of the large computational burden related to the EKF algorithm has been proposed in [3] , with a filter order reduction, and in [4] with a suitable interlacement between a Kalman filter and a least-square algorithm. However, the application of these algorithms for the simultaneous estimation of more than one motor parameter leads to much more complicated structures. A possible solution has been presented in [5] , where, by assuming a slowly varying rotor speed, a different least-square algorithm allowed the simultaneous estimation of the rotor fluxes and the motor parameters. Recently, neural networks have been proposed as a valuable alternative to the above-mentioned solutions [6] . Some of the advantages offered by the use of neural networks as observers for induction motors are as follows:
• their almost instantaneous response;
• the simple modifications needed in order to be adapted to parameter variations; • their availability on integrated chips; • the good robustness properties also achievable without on-line adaptation mechanisms, when employed for vector control schemes [7] . On the other hand, the use of neural networks may be complicated by some drawbacks, such as the choice of a realistic (for simulations) or general enough (for experiments) training set, the time needed for the training procedure, and the lack of performance in the presence of unexpected operating conditions or parameters variations.
Once a robust observer is available, i.e., by assuming that the motor state variables are available, the controller of the motor can be designed. Most of the research effort expended on the design of the torque and flux control of the field-orientedcontrolled motor has been directed toward the well-known solution of two feedback loops with standard proportional integrator (PI) controllers [8] . These controllers ensure the regulation of the torque and the flux to their constant reference values and provide the synchronous reference currents. The currents are then controlled by means of further feedback loops, thus obtaining, after the inverse of the synchronous transformation, the input voltages for the inverter. The main drawback of this solution is that the PI parameters are difficult to select in order to achieve the torque and flux control with the minimum transient and overshoot. Moreover, often, the controller parameters need to be adapted when the rotor speed varies and, in this case, a suitable adaptation mechanism must be designed.
In this paper, a linear quadratic (LQ) feedback controller on the field-oriented-controlled induction motor and a robust neural network observer are proposed. In particular, the LQ state feedback is designed by using a dynamic model which is obtained by a suitable increase of the number of the state variables of the induction motor model represented in a synchronous reference frame. The controller provides the synchronous stator voltages, whereas the neural network observer estimates the flux needed for the state feedback and for the FOC. The feedback gains are calculated off-line for different constant rotor speed values and then interpolated for on-line operation. The same approach is shown to be useful in order to obtain the state feedback gains designed via pole placement technique. For the neural network estimator design, a suitable training set, based on the simulations of the LQ-controlled induction motor, is generated in order to also preserve the estimation accuracy in the presence of parameters variations or uncertainties. More specifically, the Price algorithm is used to estimate the locus of the possible model parameter variations which is coherent with a process noise, the variance of which is less than a given reasonable one [7] .
The effectiveness of the proposed scheme is checked via simulations on a 250-kW induction motor driven by a spacevector voltage-source pulsewidth modulation (PWM) inverter, in the presence of large parameters uncertainties. The corresponding results are compared with those achievable with the standard PI control, with a pole placement state feedback controller, and by using as an observer either an EKF or the neural network presented in [6] . This paper is organized as follows. In Section II, the whole closed-loop scheme is described. In Section III, the state feedback design procedure is detailed. Section IV presents the neural network structure and the Price algorithm used for the generation of the training set. In Section V, the effectiveness of the proposed scheme is discussed via simulation results.
II. MODELING
A. The System Under Investigation
The whole closed-loop scheme of the considered fieldoriented-controlled induction motor with state feedback is represented in Fig. 1 multiplies the outputs of the integrators, the synchronous currents and , and the estimated flux. The obtained synchronous reference voltages and are transformed to the stationary ones by means of the rotation matrix , which uses the instantaneous phase of the rotor flux estimated by an observer which includes a neural network. The inputs of this observer are the stationary stator voltages and currents. A possible further feedback loop can be considered in order to regulate the rotor speed.
The nominal parameters of the 250-kW induction motor considered in this paper are the same as the one used in [9] mH mH mH kg m and N m where and are the leakage inductances, is the number of pole pairs and is the load torque. Moreover, we consider a space-vector PWM inverter, the dc input voltage of which is equal to 1.5 kV, and it operates in asynchronous mode with a switching frequency of 300 Hz.
In this section, we describe the dynamic model of the induction motor. In particular, the approximations introduced on the FOC motor model in order to design the state feedback controllers are discussed.
B. The Motor Dynamic Model
The dynamic model of the induction motor is written by choosing as state variables the stator currents and , the rotor fluxes and , 2 and the rotor speed . Therefore, by assuming a stationary reference frame, we obtain
where , the positive constants are and the parameter is given by . In what follows, we assume that the rotor speed is measurable, and then, we will consider as a time-varying parameter in the reduced-order dynamic model (1)-(4). The FOC model of the induction motor can be simply obtained by rewriting (1)-(4) in a rotating reference frame, synchronous and instantaneously in phase with the rotor flux component . In particular, by indicating with asterisks the variables in the rotating reference frame and, since under FOC , (1)-(3) can be rewritten as follows: (6) (7) (8) where is the time derivative of the instantaneous phase of the rotor flux vector in the stationary reference frame. Using (4), rewritten in the rotating reference frame, can be expressed as (9) It should be noted that (9) is usually computed using the reference values and of the current and flux , respectively, thus neglecting the dependence on the instanta-neous values of the current and flux [8] . However, for a more rigorous analysis, (9) must be substituted into (6) and (7), thus providing the following nonlinear third-order dynamic model: (10) (11) (12) In order to ensure zero steady-state errors on the torque and flux, an integrator is inserted in each of the corresponding feedback loops. The inputs of these integrators are the errors and between the reference values and of the flux and the torque and their corresponding actual values, which will be shortly replaced with the estimated flux and torque. In order to also consider analytically this situation, the system state is enlarged by considering as further state variables and . Therefore, the following two state equations must be added to (10)- (12): (13) (14)
C. The Linearized and Approximated Models
In order to design a linear state feedback controller on the FOC dynamic model, (10)-(14) must be linearized in the neighborhood of the corresponding equilibrium point. In particular, from (12)- (14) in steady state, we obtain (15) (16) (17) where capital letters indicate steady-state values. Moreover, using (10) and (11), we obtain (18) (19) Then, the linearized dynamic model of the FOC induction motor with the torque and flux integrators can be written as (20) where (21) (22) the system matrices are shown as (23) and (24), at the bottom of the page, and and are the steady-state outputs of the integrators. Note that, under closed-loop control , and . Therefore, (18) and (19) can also be used as the feedforward action for the synchronous reference voltages.
The state feedback control should be designed on the linearized model (20). However, in order to implement the state controller, the steady-state values of the state variables should be computed using (15)- (19) and, consequently, they will depend on the reference torque and flux and on the motor parameters. In order to design a more simple controller, an approximated model can be used instead of (20). In particular, we assume that we can compute the frequency from (9) by using the steady-state variables and instead of their corresponding instantaneous values and , i.e., we use the following equation: (25) with . Moreover, we assume that the flux reaches its steady-state value before a reference torque is applied, so that, in (14) , which models the integrator on the torque error, we can substitute with . A possible analytical justification of the last approximation might be obtained by searching for dynamic separations among the state variables of the dynamic model (10)- (14) .
From the considerations given above, for the controller design, we will consider the following dynamic model: It is interesting to note that, from (23) and (30), we can write (32) where (33) If we neglect the nonzero term on its last row, the matrix is in the range of the input matrix and, therefore, the "uncertainties" on the dynamic model can be compensated by a suitable state feedback action. As regards the term , we can say that the faster the rotor flux is with respect to the torque, the less the influence of the approximation in considering instead of it will be. A further justification of the approximation done can be obtained by analyzing the eigenvalues of the matrices and . In particular, these eigenvalues, for each value of the rotor speed and of the nominal slip frequency , can be determined as the roots of the following equations obtained from the characteristic polinomials of and , respectively, by neglecting the two zero eigenvalues due to the integrators: slip frequency. On the other hand, the eigenvalues are much more sensitive to ; the complex eigenvalues have a larger imaginary part for larger values of , and the real eigenvalue has a larger modulus, which corresponds to a faster dynamic evolution, when the rotor speed increases. The other subplots show a comparison between the eigenvalues of the linearized and the approximated models. It is evident that the errors on the complex eigenvalues remain very small, less than 5% on the magnitude, and less than 2% on the phase. As regards the real eigenvalue, the differences between the two systems increase with the ratio between the slip frequency and the rotor speed. In other words, larger errors are made by approximating the eigenvalues of with those of when the rotor speed reduces and the reference torque increases. It is important to note that the dynamics of the linearized system are always faster than those of the approximated one. The simulation results reported below will also show the effectiveness of the proposed scheme in the worst operating conditions, i.e., small speed and large torque.
III. CONTROLLER DESIGN
In this section, we detail the design procedures for three different controllers which are applied to the field-orientedcontrolled induction motor.
A. LQ State Feedback
The LQ state feedback control is designed by using the approximated model (26). As is well known, in order to apply the LQ technique to a linear time-invariant system, the system must be controllable or, at least, stabilizable [11] . By using the Symbolic Toolbox of MATLAB, we verified that, for each value of the rotor speed, the pair is controllable. Therefore, the closed-loop control is obtained by applying to the dynamic model (26) the following linear state feedback:
For each value of the rotor speed, the feedback gain is obtained off-line as the steady-state LQ solution which minimizes the performance index (37) with the constant weighting matrices and suitably chosen indipendently from the rotor speed. Therefore, the feedback gain matrix is given by where is the solution of the steady-state Riccati equation (38) In order to implement the controller, the discrete feedback gain is computed, for each value of the rotor speed, by using the lqrd command of the Control System Toolbox of MATLAB, thus considering the discretization of the control at the 300-Hz sampling rate (see [10] for more details).
The weighting matrices have been assumed with a diagonal form. Their first trial values have been selected so that, by considering the rated values of the state variables, all terms in the perormance index (37) had the same magnitude order. Then, a further refinement was done by looking at the desired transient performance of the nonlinear closed-loop system, i.e., through simulations of the system represented in Fig. 1 with the motor model (1)-(5). For instance, the decrease of the third term in (which weighs the flux) and the increase of the fourth one (which weighs the flux error) allowed a faster response of the rotor flux. Moreover, the currents overshoot was limited by varying the first two terms of the matrix, according to the desired constraint on the maximum currents (in our case, we assumed 1.2 times the rated current). Following these guidelines, the trial-and-error procedure led to the weighting matrices The discrete feedback gains as a function of the rotor speed are shown in Fig. 3 . The adaptation of the feedback gains has been implemented via two different interpolation procedures. First, by using third-order interpolating polynomials and, second, by building a multilayer feedforward neural network (MFFN) architecture [12] with three hidden neurons and one output neuron for each component of the matrix gain. In simulations, both techniques have shown to provide identical performance.
B. Pole Placement State Feedback
Since the dynamic model (26) has been verified to be controllable for each value of the rotor speed, the state feedback gain in (36) can also be designed by using the pole placement technique. The rotor-speed-dependent feedback gains are designed so that the closed-loop poles, given by the eigenvalues of the matrix , are fixed independently from . In other words, the state feedback counteracts the variation of the system poles due to the rotor speed variation.
The feedback gain matrix is simply designed; the desired closed-loop poles are fixed and then, for suitably chosen values of the rotor speed, the feedback gains which verify this constraint are obtained by using the place MATLAB command. These values are interpolated as described above in the case of the LQ controller. In order to let the approximated model verify the previously given constraints on the rotor flux settling time and on the currents overshoot, a good tradeoff for the choice of the closed-loop poles of the discretized system (with sampling frequency 300 Hz) has been found to be , and . The corresponding discrete rotor-speed-dependent feedback gains are represented in Fig. 4 .
C. PI Controller
In order to compare the state feedback controllers presented above with a more standard closed-loop scheme, let us consider the drive represented in Fig. 5 . To compare fairly the PI-controlled system with that obtained via state feedback designs, the parameters of the PI were chosen looking at the simulations carried out using the nonlinear model (1)-(5). In particular, the same constraints imposed for the and matrices selection in the LQ design procedure were considered.
The PI transfer fuctions have been assumed to have the form , being the complex variable. Following the described procedure, the PI parameters have been chosen equal to and for the torque error controller, and for the flux error controller, and and for the current error.
IV. OBSERVER DESIGN
As shown in Fig. 1 , the state feedback controller needs the rotor flux amplitude and the motor torque; moreover, the FOC loop needs the instantaneous rotor flux phase. Since the stator currents are assumed to be measurable, only the stationary rotor flux components must be estimated. To this aim, we propose an observer structure which is similar to that presented in [6] ; given the stator currents and voltages, the stator flux components are estimated by a suitably designed observer and then used as inputs, together with the stator currents, for the neural network estimator. The network outputs are the rotor flux components and the torque. As will be detailed in this section, both parts of the observer are designed in order to also provide good estimation performance in the presence of parameters' variations.
A. The Stator Flux Observer
By introducing the stator flux components and , and considering as inputs the stator voltages and currents, we can write (39) (40) These equations could, in principle, be implemented by using analog integrators, as is shown in [6] . However, this solution suffers from errors on the estimated fluxes in the presence of biased measured input voltages and uncertainities on the stator resistance. In order to mitigate this problem, we used the integration algorithm with adaptive magnitude compensation proposed in [13] . This algorithm is able to counteract only small variations of the stator resistance. In the presence of large detuning conditions, the estimated stator fluxes will be different from the actual ones. However, as detailed below, a suitable design of the neural network estimator (and, in particular, of its training set) will allow us to also obtain good rotor fluxes estimations in the presence of errors on the estimated stator fluxes. 
B. The Neural Network
A neural network is used to obtain the rotor flux and the torque, given the stator currents (measured) and the stator fluxes (estimated). This can be done by exploiting the following well-known relations:
An MFFN has been used to implement (41)-(43). The neural network structure is shown in Fig. 6 . As usual, the basic structure of the neurons consists of a summing device, that performs a weighted and biased sum of its inputs, and an output function, which is a nonlinear monotonically increasing function. The weights and biases of all the neurons in the whole network are adjustable in the training phase. In what follows, we assume that the nonlinear function used in the network is the so-called hyperbolic-tan function, whereas the training procedure, differently from [6] , is the Levenberg-Marquardt backpropagation algorithm [14] .
As shown in Fig. 6 , the neural network observer considered in this paper has four inputs, three output neurons, and a single hidden layer with 20 neurons.
In order to avoid a possible lack of precision of the estimated variables due to parameters uncertainties and/or variations, in what follows, we propose a suitable design of the network training set.
C. The Training Set Design
In order to allow the neural network to generalize properly, its training set should take explicitly into account the input/output pairs resulting from reasonable parameter variations. These kinds of input/output pairs are generated by suitable simulations of the ideal LQ FOC induction motor. In other words, we simulated the whole scheme presented in the previous section in an ideal environment, in which the rotor fluxes are assumed to be measurable.
Some slight modifications are inserted in these simulations to accomodate the training set richness and the parameter variations. In particular, following the procedure detailed in [15] , random signals uniform in the interval of 10% of the reference voltages, are added to the stator voltages in order to ensure the richness of the training set in the neighborhood of the desired operating conditions. Moreover, at fixed time steps, the motor parameters are varied within a suitable designed region in the parameter space. In what follows, we detail how the selection of this region has been done, which is the key point of the training set design.
By assuming that the rotor speed and the stator currents are measurable, and the corresponding errors to be independent Gaussian random variables with zero mean and given standard deviations and , an identification problem can be set up. The aim of this problem is to find the parameter vector which minimizes the following socalled reduced function [16] : (44) where the term is the inverse of the number of degrees of freedom (the number of measured points minus the number of parameters to be estimated), the symbol "" is used to denote measured variables, and identifies the th sampling time of measured and simulated variables. It is important to stress that, by neglecting the measurement errors, we can say that the only reason for differences between measured and simulated variables is due to the parameters mismatch between the actual motor and the simulated model.
In order to stop the recursive minimization procedure at a "good" point, we use the test for the goodness of fit [16] . In other words, once a step of suitable minimization procedure has been completed, said the minimum value of the objective function (44), if will be less than 1.5, this will be indicative of a good fitting of the measured points and the recursive minimization procedure will be stopped.
Therefore, once and have been chosen, we have to determine the region in the parameter space which contains all points such that , i.e., the region of all parameters yielding a good fit for the measurements according to the hypotheses made on the errors. To this aim, the so-called Price algorithm has been used.
D. The Price Algorithm
The Price algorithm is a direct, global optimization algorithm [17] , [18] . It works with the objective function values calculated in a set of points of the parameters search volume. This set of points is called a grid. In a first phase of the algorithm, the grid points are initially chosen as random points uniformly distributed in the interior of the search volume. Said the number of parameters (the size of the vector ), and the number of grid points, in order to ensure a successful Price algorithm the inequality must be verified. After the first phase is completed, the algorithm works as detailed in the following.
1) Compute the grid point in which (44) attains the maximum value, i.e., .
2) Set . 3) Choose different grid points at random, for example, . 4) Determine the centroid, , of the first points chosen at the third step, i.e., .
5) Generate the trial point ; if
is not contained in the search volume, return to the third step. 6) Calculate ; if , then is eliminated from the grid, and it is substituted by the trial point . 7) Compute the new , if necessary; 8) If a suitable convergence criterion is not satisfied, return to the first step. The convergence criterion chosen to detect the end of the minimization procedure is the previously described test for the goodness of a fit, applied to only. It is important to stress that, because of the structure of the Price algorithm, at each step, with . Therefore, since the test is applied at each step to the maximum value , we can say that, if the test is verified for , it will be verified for all the other grid points too.
It is possible to show that the larger the number of grid points , the larger is the number of potential different trial points generated at each iteration, thus ensuring completeness of the search. The more complete the search is, the larger is the probability to find a global minimum. In [17] , it has been shown that, if the objective function has only one global minimum in the search volume, the distribution of the grid points tends to become a Gaussian distribution, having as the mean the global minimum point and variance decreasing with the increase of the number of iterations.
As a concluding remark, we can say that, at the end of the minimization procedure, the grid points are an approximation of the region of reasonable parameters we were looking for.
In Fig. 7 , the projections of this region on different planes are reported for rad/s and A. It is interesting to note that the region obtained is an ellipsoid, which corresponds to the well-known confidence ellipsoid [16] . Moreover, the ellipsoid is centered at the nominal parameters, which suggests that the Price algorithm can be used for identification purposes, also.
V. SIMULATION RESULTS
A. The Simulated Drive
In this section, we present the simulation results carried out by considering the induction motor drive represented in Fig. 1 with the dynamic model (1)-(5) . The simulations were performed by using the code written in ANSI C language and presented in [9] .
All simulations were obtained by considering the presence of a space-vector PWM voltage-source inverter with dc supply of 1.5 kV and constant switching frequency of 300 Hz [19] . Moreover, the constant reference flux has been chosen equal to 1.8 Wb and the trapezoidal reference torque starts at 0.5 s, increases to 400 N m in 1 s, is held constant for 2 s, decreases to 400 N m in 2 s and, again after 2 s, increases with the same slope. It is important to stress that these reference signals yield larger model approximation errors, due to the corresponding small speed and large torque operating conditions (see Section II).
Although not shown in this paper, similar results have been obtained in the presence of a speed regulation loop which has been implemented by adding a further PI controller, the output of which provides the reference torque as shown with dashed line in Fig. 1 . In order to also consider critical operating conditions, the startup transient has been included in the simulations. Therefore, the initial conditions of the stator currents, the rotor fluxes, and the rotor speed have been set to zero.
Under closed-loop operating conditions and in the presence of matched and detuned parameters, the performance of the robust neural network observer is compared with that achieved with an EKF [2] and with the observer proposed in [6] . In particular, in order to construct the EKF model, the induction motor states have been enlarged with the rotor time constant, and the rotor speed has been assumed to be measurable. The intial conditions of the EKF observer have been set to zero, except for the rotor time constant, which has been set to its nominal value. For the EKF algorithm, the covariance matrices of the process and measurements noises have been chosen, respectively, equal to
In what follows, we detail the results obtained with LQ, pole placement, and PI control, in three different situations corresponding to ideal parameters matching, slight detuning, and large detuning. To perform the simulations in the worst case, we assumed that the considered detuning held from the initial time instant, without introducing further parameters variations during the simulations.
B. Ideal Parameters Matching
Let us assume that the actual induction motor parameters coincide with the nominal ones, the values of which have been presented above. The different observers will then be designed by using the nominal induction motor parameters.
In the simulations, all the estimators worked well, and only slight differences were checked among the corresponding estimated variables. Therefore, we will present the results by considering only the robust neural network observer presented in this paper. Fig. 8 shows the electrical and mechanical variables obtained when using the LQ controller. Similar results are obtained with the pole placement controller. To verify the improvements obtained with the state feedback controllers with respect to the PI one, Fig. 9 shows the flux and currents obtained with the PI and a comparison with the corresponding variables previously represented. It is interesting to note that the LQ controlled drive, although it provides a smaller current overshoot, ensures faster response with smaller overshoot on the rotor flux magnitude. This advantage will be maintained in all the other simulations, even when not explicitly highlighted.
Since several simulations have shown that the LQ controller is superior to the others considered here, in what follows, we will present only the results obtained in the presence of the LQ controller. 
C. Slight Parameters Detuning
In order to check the robustness of the different observers, we first assume that the actual parameters of the induction motor are slightly detuned with respect to the nominal ones, as follows: In other words, we designed the observers referring to the nominal parameters of the motor, whereas the simulated motor was assumed to be detuned according to Fig. 7 .
The results obtained with our neural network estimator are not reported because they do not change significantly with respect to those presented in the previous subsection. Fig. 10 shows the flux magnitude and the torque obtained with the EKF and the observer presented in [6] . From this figure, it is evident that the EKF is superior to the neural network. This happens because the EKF algorithm contains an adaptation strategy, whereas the network is designed as a pattern recognition system without any adaptation mechanism. It is important to stress that, with our robust neural network, also, we do not introduce any on-line adaptation mechanism, but its training set itself exploits information on the variation or detuning of the motor parameters, thus allowing us to overcome the problem.
D. Large Parameters Detuning
In many real applications, the motor parameters are known with uncertainties or may vary on ranges which are larger than those considered above. In order to check the robustness of the estimators in the presence of larger detuning, let us consider the following parameter uncertainties: % % % % % Under this situation, both the EKF and the neural network work very badly, i.e., they provide large estimation errors or do not converge at all and, consequently, both the PI and the state feedback control schemes provide completely unsatisfactory performance. Fig. 11 shows the results obtained with the LQ controller and our robust neural network observer. It can be noted that the performance with this configuration is still satisfactory, despite the quite severe detuning conditions considered. Fig. 12 shows the performance of the LQ controller with the robust neural network estimator, in the presence of a speed control loop. The rotor speed is regulated by means of a PI regulator, which provides the reference torque to the LQ regulator. The parameters of this PI controller are and . The reference speed profile is similar to that of the reference torque; it varies from 0 to 25 rad/s in 4 s, starting from 0.5 s, then it remains constant for 1 s, returning to 0 in 4 s. The simulation is performed in the specified large detuning conditions. It can be seen that the reference profile is followed with accuracy, without significant overshoots on the rotor speed or on stator currents and rotor flux. This simulation, together with the other results presented, confirms the high-performance quality of the proposed drive system.
E. Some Considerations for Practical Implementation
A low-cost fast implementation of the proposed control system can be simply done by using analog neural network chips. The computation time of these chips is less than 0.1 s per neuron [12] , thus allowing fast processing. The rotorspeed-dependent gains implementation does not require a large number of neurons; four neurons per gain component are necessary to approximate the ten gain components. Thus, the total number of neurons needed for the system implementation, including the neurons of the neural network rotor flux observer is about 70 neurons. This number of neurons can be implemented on a single chip. The computation time of such a structure is much smaller than the turn-off time of a GTO, which can be assumed to be 100 s. Since the modulation index of the space-vector PWM inverter is limited by this turn-off time, a practically instantaneous control system can be implemented by starting the inverter gating counters exactly 100 s after the stator currents, voltages, and rotor speed have been sampled. The control calculations can be performed in the requested time limit. The described analog neural network chip has the drawback of small flexibility. Another way to implement it is by using a digital signal processor (DSP) board. With a DSP, a larger number of neurons can be implemented, and the system is more flexible, because changing network weights is easier. Moreover, there is also the possibility to implement a different rotor flux observer, such as, for instance, an EKF (see [9] ).
VI. CONCLUSION
An LQ regulator has been used as state feedback controller for a field-oriented-controlled induction motor. The flux and torque errors are assumed as further model states, and the rotor speed is assumed to be measurable together with the stator currents. The resulting performance index is quite straightforward to tune, since it penalizes the physically meaningful states directly. Having fixed the performance index, the feedback gains are calculated off-line for different steady-state rotor speeds. The calculated gains are suitably interpolated off-line, thus providing a rotor-speed-dependent gain which is then implemented on-line in order to also obtain good performance during constant acceleration and speed transients. A similar procedure has also been shown to be suitable in order to implement a rotor-speed-dependent feedback gain designed through pole placement technique. The rotor fluxes and the torque are estimated by using a neural-network-based observer.
In order to construct the training set, the LQ-controlled motor and realistic parameters uncertainities, estimated by the Price algorithm, have been considered. The whole system, both the controller and the flux estimator, can be implemented with a neural network, which is easily available as a commercial chip, thus obtaining a very compact, economic, reliable, and fast FOC system. Several numerical investigations have shown the effectiveness of the proposed scheme.
