We simulate the thermalization of qubits forming a quantum Ising spin chain when coupled to a thermal reservoir or environment. We consider different schemes in the systemreservoir coupling: the system qubits coupled to a common reservoir, and an independent local reservoir for each qubit, and a single reservoir coupled only to the first site of the system. Our simulations show the presence of favorable scenarios for enhancing or preventing thermalization of the spins. First, all independent local reservoirs enable more rapid thermalization in the comparison to a common reservoir. Second, the thermalization timescale changes depending on the position in the phase diagram of the quantum Ising model, which stops thermalizing in the paramagnetic limit for our choice of the model. Further, growing system sizes show a slow down in the thermalization process for a common reservoir. These results use the Lindblad master equation with multi-channel Lindblad operators. Moreover, we explore if these Lindblad operators which are non-local can be approximated with Lindblad operators acting on a small neighborhood of spins. We find that this approach is most successful in the extreme ferromagnetic and paramagnetic limits. Throughout our analysis, we use exact diagonalization methods.
I. INTRODUCTION
According to statistical mechanics, a many-body quantum system coupled to a thermal bath will thermalize independently of the initial state. However, the conditions for thermalization need to be questioned for each specific setting. For example, the presence of gaps in the environment density of states of the environment [1] , the existence of system symmetries [2] or the emergence of dynamical phase transitions in the thermodynamic limit may affect the thermalization process. Understanding dissipation and thermalization is fundamental for the development of quantum technologies, including the engineering of environments for state preparation, and the dynamics associated with decoherence. While setting up a comprehensive study, multiple aspects and concepts are necessary to understand the problem, including selecting the model for the system and the environment, choosing the approximations to describe the dynamics and thus the governing equation, and eventually proposing experiments to observe these dynamics.
The most convenient simplification to describe the evolution of a quantum system coupled to a thermal reservoir is the Lindblad master equation [3] [4] [5] [6] , which preserves mathematical properties of the open system density matrix such as positivity and norm. With this framework the description of a single-body system is accessible, but many-body open quantum systems still impose challenges and imply from our perspective an extension to the standard numerical methods. The main numerical challenge is that the Lindblad equation contains as many terms or decaying channels as transitions between the system energy levels. A common simplification is to consider single-channel Lindblad equations, which depend on Lindblad operators that act locally on each element of the open system. This approach is accurate for situations where the environment produces a single relevant transition, for instance in weakly interacting qubits. It has been used to analyze transport in spin problems, where a one-dimensional many-body open system couples to reservoirs via both the first and last site [7, 8] or to study decoherence in strongly correlated systems [9] [10] [11] [12] . However, as shown in [13] [14] [15] [16] for single open systems, the single-channel approach may not be sufficiently accurate to describe thermalization. A qualitative reason is that a many-body, or even a multi-level, open system only relaxes to its thermal equilibrium state when the environment can redistribute the occupation probabilities of all its energy levels according to a Gibbs distribution. Naturally, this process can only occur when the Lindblad equation produces transitions among all system energy levels.
In this work, we consider an environment composed of a continuous set of independent harmonic oscillators that are weakly coupled to our system. To justify our use of the Lindblad equa-tion, a Born-Markov approximation is considered, in which we take the relaxation timescale of the environment to be very short in comparison to the relaxation timescale of the system. This approximation implies that the reservoir state only suffers small fluctuations around its thermal initial state, such that only short-time system-environment correlations are considered. Moreover, to derive the Lindblad equation it is necessary to consider the secular approximation, which truncates fast frequencies, i.e., large differences between energy transitions, and which is based on a similar argument as used for the rotating wave approximation.
We further consider the quantum Ising model [17] as our system in the system-reservoir setting. From a theoretical perspective, the quantum Ising model is appealing due to the broad toolset available to treat its static solutions. For instance, the Jordan-Wigner transformation allows us to solve an infinite one-dimensional chain analytically and provides many insights for other questions such as the energy spectrum. The equilibrium and dynamics of a closed system have been analyzed to a great extent including generalizations of the quantum Ising model with, e.g., longrange interactions [18] [19] [20] [21] . On the one hand, equilibrium properties of the thermal many-body state can be analyzed via imaginary time evolution of matrix product density operators [22, 23] or locally purified tensor networks [24] and minimally entangled typical thermal states [25] . On the other hand, the dynamics of the closed system produced when quenching a part of it gives rise to the convergence to a local equilibrium as described by the eigenstate thermalization hypothesis [26] . However, a complete framework to analyze the Ising model as an open many-body system coupled to a thermal environment has not been explored to our knowledge. Although we could have considered other Hamiltonians such as the Bose-Hubbard model, we choose the quantum Ising model due to the overlap most researchers have with this model in at least one aspect of their work. In addition, the quantum Ising model can also be motivated with regards to experiments; it is one option to describe quantum simulator experiments among other spin systems such as the XY Z model, as well as Bose-and Fermi-Hubbard models.
Quantum simulator platforms mimicking the quantum Ising model include ultracold atoms and molecules [27] , trapped ions [28] , and Rydberg systems [29] . The choice of environments coupled to these architectures is subtle, especially if the corresponding interaction is to be described with a Lindblad master equation. For simplicity, we consider an environment consisting of a three-dimensional electromagnetic field present in AMO-based (atomic molecular optical) quantum simulator platforms, which couples to the spins of our system via dipole interactions. The black-body radiation of the surrounding experiment can serve as motivation to choose such a field. In addition, trapped ions [30] , Rydberg atoms [31] and ultracold atoms [32] can be confined in an optical cavity considered in the bad cavity limit, where the electromagnetic field has a broad-band density of states and therefore produces the desired Markovian interaction [33] . Although we use the electromagnetic field as a basis throughout the paper, a set of interacting spins coupled to a continuous bosonic environment can be mimicked via other models. One possibility is to consider ultracold atoms coupled to the bosonic field formed by the excitations of a Bose-Einstein condensate (BEC) as proposed in [34] and extended in [35] for the Ising model. A very close alternative is to consider atoms with two internal levels, a first one that is trapped by an optical lattice and that implements the open system dynamics and a second one that is untrapped and plays the role of an environment [36, 37] . Similarly, recent progress enabled the coupling of qubits to acoustic phonons in superconducting qubits [38] , although the long coherence times between qubit and phonon modes cannot be accurately described with our approach based on the Born-Markov approximations. However, both BEC excitations at low momenta [39] and acoustic phonons have a linear dispersion, analogous to photons in the electromagnetic field. This analogy draws the similarity to the model here studied and further underlines the experimental applicability of our work.
The dynamics of an open Ising model has been studied by considering independent baths coupled to both ends of the chain with mathematically constructed Lindblad operators [7] and by considering a thermal reservoir coupled to just two spins together with periodic boundary conditions [40] . However, a general description of an Ising chain coupled to a thermal bath in different configurations and without periodic conditions has not been done up to now to our knowledge. In this work, we build such a description and extend previous studies in two ways. (i) We analyze three distinct scenarios of coupling a reservoir to our system as presented in Fig. 1 and analyze its decay with a multi-channel approach. In detail, we consider three basic scenarios, namely the case of (a) a common reservoir coupled to all sites, thus producing atom-atom interactions, Are there any suitable approximations to model the process in the many-body limit? The system Hamiltonian consists of an external field in the x-direction indicated by the big blue arrow trying to align the spin 1/2 (blue spheres with arrow) in the x-direction in the ground state. The nearest-neighbor interaction in the z-direction, highlighted only for the first two sites in (a), competes with the external field in the ground state trying to align neighboring spins.
The reservoirs correspond to a three-dimensional electromagnetic field represented by grey ovals with a dense and wide mode spectrum. The grey arrows indicate the interaction with each of the system spins. We consider: (a) a common reservoir coupled to all sites, (b) independent local reservoirs for each site, and (c) a single site coupled to a local reservoir. Multi-channel Lindblad operators can simulate all of the three scenarios; neighborhood single-channel Lindblad operators are enabled for scenarios (b) and (c).
(b) independent local reservoirs coupled to each site, and (c) a single reservoir coupled only to the first site in the spin chain. We analyze the resulting timescale for thermalization and discuss how to resolve the symmetry present in the quantum Ising model, which might prevent thermalization.
(ii) We raise the question of whether neighborhood single-channel Lindblad operators are sufficient to describe thermalization due to the aforementioned limitations of single-site singlechannel Lindblad operators. In contrast, the neighborhood single-channel operators act on up to three sites and allow us to control the interaction better and generate long-range order. In detail, one qubit will be changed while the other two nearest-neighbor qubits act as a control leading to the full three-site neighborhood; a two-site neighborhood is sufficient for the boundaries in this scenario with open boundary conditions. The single site operator captures the paramagnetic limit where the energy contribution is defined by the local magnetization and not the interaction between nearest-neighbor spins. Such control scenarios can also be explored explicitly and quantitatively in the future in universal quantum computers utilizing appropriate quantum gates; the CNOT (controlled-not) gate is an example of an analogous idea in a closed system with unitary time evolution, where an operation on one qubit is based on the state of another qubit. We obtain our results with an exact diagonalization implementation [41] from the OSMPS package [42] . The choice of exact diagonalization limits us to a few qubits, and the multi-channel method is also bounded to few qubits since the number of transitions to be considered grows exponentially with system size. This limit is because the number of transitions or channels and the dimension of the density matrix grow exponentially in the number of spins, N , i.e., as 2 N without considering symmetries. Moreover, we analyze the spectrum of the Liouville propagator and study steady states and timescales characterized by the gap in the Liouville propagator. In detail, the gap between the first and the second eigenvalue of the Liouville operator determines the slowest possible timescale in the system, while the time evolution of different initial states may be governed by decaying timescales from larger eigenvalues. Such spectrum analysis requires diagonalizing a matrix of dimension 2 2N , which is even more limiting. Hence, calculations beyond six qubits are unfeasible without parallelization, and each additional qubit in the open systems increases the computational resources used by a factor of 64 due to the cubically scaling eigenvalue decomposition. Our results from these simulations show the following:
(i) The multi-channel Lindblad operators cannot be replaced with our suggested simpler approach apart from the extreme limits of the phase diagram.
(ii) Moreover, the multi-channel Lindblad operators show significant differences if used with configurations (a), (b), or (c). These configurations give rise to completely different thermalization rates, which are faster for the system coupled to independent reservoirs, (b) and (c), in comparison to the coupling to a common environment (a). Within the independent-local reservoirs, all sites coupled to their own reservoir thermalizes faster than coupling just the first site to its reservoir. We disregard the neighborhood single-channel approach for this analysis.
(iii) The thermalization rate also depends on the Ising phase. In general, the closer to the ferromagnetic phase the faster the thermalization, while in the paramagnetic limit the system does not thermalize at all.
(iv) Finally, we have seen that the larger the number of spins in the Ising chain, the slower the thermalization.
The outline of our work is as follows. We introduce the closed and the open quantum system in the next two Secs. II and III. We continue with a detailed look at our approach of neighborhood single-channel Lindblad operators in Sec. IV. Then, we evaluate the thermalization timescales for different scenarios in Sec. V. Finally, we conclude our results in Sec. VI. The appendices add further aspects of this study, i.e., the odd symmetry sector in App. A, the choice of a different operator in the interaction Hamiltonian in App. B, and details on the standard derivation of the multi-channel operators including their coupling, see App. C.
II. TRANSVERSE QUANTUM ISING MODEL IN A CLOSED SYSTEM
We focus on the transverse quantum Ising model in one dimension with a Hamiltonian given as
where the formulation of the coupling in terms of sine and cosine simplifies addressing the ferromagnetic (φ = 0) and paramagnetic (φ = π/2) limit. The system size or the number of qubits in the quantum Ising chain is N . The Pauli spin operators σ x k and σ z k are acting on site k, cos(φ) ≡ J/ J 2 + g 2 > 0 is the unitless interaction energy, and sin(φ) ≡ g/ J 2 + g 2 is the unitless coupling to the external field. The critical point of the quantum Ising model is at φ c = π/4 for the thermodynamic limit N → ∞, i.e., J c = g c = 1/ √ 2. We treat systems below ten qubits and the position of the minimum of the gap φ c , i.e., an indicator of the quantum critical points, shifts to values φ c < π/4 due to finite-size effects. Note that in this formulation the Hamiltonian H QI is expressed in terms of the J 2 + g 2 , and all quantities are therefore unitless.
The quantum Ising model has a Z 2 symmetry, which is very useful when treating the closed quantum system. The two sectors of the symmetry, e.g., manifesting in the block-diagonal structure of the Hamiltonian, are the even and odd sector of the Z 2 symmetry. This symmetry can be used for the open system if the full Hamiltonian of the system and the bath commutes with the generator of the symmetry ⊕
The open system evolution as described with the Lindblad master equation does not break the symmetry. Thus, any state |φ = S k |ψ with S k = σ x k is in the same symmetry sector, and the remaining steps of the derivation of the Lindblad master equation are carried out solely in that symmetry sector. We remark that the choice S k = σ z k does not conserve the symmetry. Reference [43] presents a more detailed discussion of symmetries in the Lindblad master equation.
III. SYSTEM-RESERVOIR COUPLINGS AND LINDBLAD EQUATION FOR OUR SYSTEM
In this section, we introduce the different system-environment configurations as well as the models of Lindblad master equation we will consider. Section III A discusses the configurations (a), (b), and (c) from Fig. 1 to the corresponding Hamiltonians. Then, we explain the two different formulations of the Lindblad operators in the master equation in Sec. III B. Section III C reminds the reader of properties of the Lindblad master equations, which we use later on for our analysis.
A. System-reservoir configurations
We now explore the quantum Ising system coupled to a dissipative environment for the following three different configurations.
Global environment
First, we consider the case in which all spins are coupled to a common bath of harmonic oscillators, as described in Fig. 1(a) , such that the total Hamiltonian of the system (S) and the reservoir (R) can be written as
where b † q (b q ) is the creation (annihilation) operator of the environment with a frequency ω q , and n q = b † q b q is the number operator. The sums over q are not specified as the set of harmonic oscillators is large, and the exact number of them does not have any significance. The second term of Eq. (2) describes the interaction between the system and the bath, which is modulated by the coupling strength g kq . In this work, we consider that the environment is a three-dimensional electromagnetic field, such that the coupling strengths correspond to a dipole coupling of the type presented in [44] , i.e.,
where ν is the quantization volume. We consider the Planck constant and the electric permitivity 0 as unit constants. Thus, the coupling g kq contains the dipole interaction via (r k d dip )/r k and the phase relation inside the reservoir for each frequency as exp(−ir k q). The position of the k th spin in the quantum Ising chain is r k and d dip the dipole moment of the spin coupling to the electromagnetic field; we assume that all spins have equal dipole moments and d dip is independent of k. The interaction Hamiltonian also depends on the system coupling operators S k , which we choose as S k = σ x k . We point out that the limit φ = π/2 corresponds to a non-interacting model coupled via a common reservoir. This case has been discussed in a generalized fashion in [45] .
Local environments
As a second configuration, we consider that each spin is coupled to its independent local reservoir, as described in Fig. 1 
(b). The total Hamiltonian is
where now there is a set of harmonic oscillators b † kq corresponding to the bath attached to each spin k. We note that the same physics described with Eq. (4) can be obtained with the Hamiltonian in Eq. (2), i.e., with a single environment, under particular conditions. In detail, one should consider the spins separated at a minimal spatial distance L such that q 0 a lat N 1, where q 0 is the largest resonant wave vector of the field and a lat is the distance between the spins in the chain. Such resonant wave vectors correspond to those bath modes that interact resonantly with the system frequencies, ω, i.e., such that ω(q 0 ) = ω. If this condition is fulfilled, we can assure that there are no bath-mediated dipole-dipole interactions between the spins, and therefore these spins evolve as though each of them was coupled to their independent reservoir. This limit is essential as one can hardly imagine implementing independent reservoirs in experiments for very close quantum spins.
Coupling to a single site
Finally, the configuration in Fig. 1 (c) corresponds to the case described in Eq. (2) with g kq = 0 for every k = 1. The Hamiltonian of system and reservoir on the first site (R1) is then reduced to
B. Choice of Lindblad operators
Apart from the scenarios detailing how the quantum Ising chain can be coupled to the reservoir, we briefly point out the difference between the global multi-channel approach and neighborhood single-channel approach. We use the same Lindblad master equation for both approaches, which we define aṡ
where the formulation with the density matrix ρ (left hand side) or with the super-ket |ρ in Liouville space (right hand side) are equivalent. Equation (6) evolves the density matrix ρ of a shape D×D, where D is the dimension of the Hilbert space of the quantum Ising chain. In contrast, the vector representation |ρ of the density matrix has D 2 entries while the matrix L acting on |ρ from the left-hand side is of dimension D 2 × D 2 due to the outer product or Kronecker product, e.g., H ⊗ I and I an identity matrix of size D × D. The Liouville operator is defined as
In the Lindblad equation, the Hamiltonian H corresponds to the Hamiltonian of the system and possible corrections from the system-reservoir interaction. L ab are the Lindblad operators encoding the dissipative part of the dynamics via a transition from state |b to |a with a coupling C abcd . Thus, the sum over a, b, c, and d iterates over a set of states. The superscripts T and * are the transposed and complex conjugate of an operator, respectively. Throughout the work, we choose our units such that d dip = 1, the lattice spacing a lat = 1 between sites, the speed of light C = 1, the Boltzmann constant k B = 1, and no chemical potential, µ = 0, for the Bose-Einstein statistics. Moreover, we set = 1. Thus, the temperature T is implicitly in units of J 2 + g 2 and times are given implicitly in units of 1/ J 2 + g 2 . The choice of the Lindblad operators and decay rates depend on the particular case considered. We shall consider two different cases, a multi-channel Lindblad equation as derived from Markov and secular approximations [46] , and a single-channel equation with neighborhood single-channel Lindblad operators. These are detailed in the following.
Multi-channel Lindblad equation
For the first approach, i.e., the multi-channel Lindblad operators via the energy eigenstates, we follow the steps of the Born-Markov approximation [46] and resolve the secular approximation in the interaction picture via introducing the energy eigenstates of the Hamiltonian
The sum over a contains d N loc eigenstates without Z 2 symmetry, and d
loc eigenstates within a symmetry sector. This step of formulating the problem in its eigenstates leads finally to the Lindblad operators defined in terms of the eigenstates. According to this derivation, the Lindblad operators are defined as
that is, induce a transition from energy eigenstate |b to |a . These energy eigenstates can be entangled in the computational basis, i.e., the Fock basis corresponding to the qubits; thus, the state of any spin k can have different values in the eigenstates |a and |b and change during the action of L ab , although the operator in the interaction Hamiltonian acts on site k via S k , k = k . This property contributes to their being named as global Lindblad operators. Therefore, the number of Lindblad operators is d
2N
loc where the local dimension is d loc = 2 in our case. 1 The decay rates C abcd describe the dissipative action of the reservoir, i.e., the electromagnetic field, on our system. These coupling strengths fulfill the detailed balance condition for the Lindblad operators L ab and L ba via the underlying Bose-Einstein statistics. Further explanations for the detailed balance can be found in Eqs. (C4) and (C5) in the appendix. Moreover, C abcd contains the overlap of the eigenstates with the operator from the interaction Hamiltonian of the type a| S k |b . In our case, the system Hamiltonian H = H QI presented in Eq. (1); we do not use the principle value part which occurs due to a pole in the integration over the spatial and time integral to reach the coupling constant. The principal value part is a imaginary contribution and adds a correction to the Hamiltonian part of the Lindblad equation, but does not alter the Lindblad operators in the dissipative part of the Eq. (6). A detailed explanation of these steps and the rates used for the simulations follows in App. C.
Neighborhood single-channel Lindblad equation
The neighborhood single-channel Lindblad operators allow us to express the action of the environment in terms of the number of decaying channels which grows with the number of qubits only. This advantage, together with the fact that they act only on a neighborhood, make them computationally more feasible. Our design of the neighborhood single-channel Lindblad operators is inspired by the spectral decomposition described in Sec. III B 1, but does not strictly follow the spectral decomposition. In detail, we can write the eigenstate |a as a tensor product between the state |a k on site k and the state |a k , wherek is the set of all other sites k with k = k. This formulation allows us to execute the following reduction:
where Ik is the identity operator acting on the specified Hilbert spaces. Thus, these local operators induce the transition between the eigenstates |a of the Hamiltonian H S in the paramagnetic limit. We resolve the ferromagnetic limit with neighborhood operators acting on up to three sites, where the neighborhood operator is in our eyes the price to pay to resolve the energy contributions from the interaction Hamiltonian depending on the state of two neighboring spins in the system. This approach reduces the number of decaying channels to one, i.e., a pair of Hermitian conjugate operators with the corresponding rates, in the paramagnetic limit. We obtain two decaying channels, i.e., two pairs of Hermitian conjugate Lindblad operators, in the ferromagnetic limit. More details about the neighborhood single-channel Lindblad operators are given in Sec. IV. We note that to observe thermalization in the paramagnetic limit, we have to choose a coupling operator which is not diagonal to the paramagnetic Hamiltonian, for instance, S k = σ z k . A complete numerical analysis of the system dynamics for such a case is presented in App. B.
C. Properties of the Lindblad equation
It can be analytically shown that when the dissipative rates and Lindblad operators of the Lindblad equations obey the detailed balance conditions, as happens in the derivation of Sec. III B 1, its steady state or fixed point is a thermal state of the system [46] . We define the thermal state of the quantum system for the temperature T as
with β = 1/(k B T ) and the partition function Z = Tr [exp (−βH S )], where H S is the Ising model in our case. However, even if the multi-channel Lindblad equation of Sec. III B 1 governs the evolution, the system may not relax to the thermal state. To analyze this as well as the decay rates of the system, it is convenient to consider the formulation of the Lindblad equation in its vector form Eq. (6), with the Liouville operator defined in Eq. (7). Since the Liouville operator is not Hermitian, its diagonalization gives rise to left and right eigenvectors. The right eigenvectors, denoted as |v j , fulfill the condition L |v j = Λ j |v j , where Λ j are the corresponding eigenvalues of the Liouville operator L. Thus, the eigenvectors |v j form a complete basis and we can express any initial density matrix as a linear combination of the basis vectors with some complex weight c j , i.e., |ρ(0) = j c j |v j . The time-evolved state can then be written as
where c j = v j |ρ(0) . Hence, the weights of the eigenvectors with eigenvalues Λ j having zero real part do not change over time and, therefore, they correspond to steady states. However, the eigenvectors with a negative real part will decay to a steady state, with a decaying time scale given by | (Λ j )|, where refers to the real part. Eigenvalues with a positive real part cannot exist for physically meaningful states as the norm would grow over time. If the steady state is unique, there is a single eigenstate with zero real part eigenvalue. If we sort the eigenvalues as | (Λ j )| ≤ | (Λ j+1 )|, the first one denoted as Λ 0 corresponds to the zero real part, while the second eigenvalue | (Λ 1 )| defines the gap of the Liouville operator and defines the longest possible timescale for decaying to the steady state. Further details have been discussed in literature [43, 47, 48] . Therefore, the eigenvalues Λ j with zero real part do not change over time, and their eigenvectors are steady states, given they have the characteristics of a density matrix. Eigenvectors of L with negative real part eigenvalues will decay to a steady state, where the timescale of the decay depends on | (Λ j )|. Eigenvalues with a positive real-part cannot exist for physically meaningful states as the norm would grow over time. If the steady state is unique, the thermal state is the steady state and, thus, | (Λ j )| characterizes the timescale for the thermalization. The second eigenvalue | (Λ 1 )| of L is dubbed the gap of the Liouville operator as it defines the longest possible timescale for decaying to the steady state; the first eigenvalue is Λ 0 . Detailed aspects can be found in [43, [47] [48] [49] .
D. Symmetries
As mentioned in Sec. II the Ising model has a Z 2 symmetry that is preserved by the dissipation, i.e., the Hilbert space is divided into two symmetry sectors. For simplicity our analysis of thermalization will be within the even sector. Thus, instead of analyzing thermalization to the total state defined in Eq. (11), we will analyze the system thermalization to 
with H e S the Ising Hamiltonian in the even sector. We briefly visit the odd symmetry section in App. B. The use of the symmetry has three advantages:
Firstly, if we do not use the symmetry and do not break it with an additional symmetry breaking field, we have at minimum two steady states, i.e., one for each symmetry sector. Eigenvectors of degenerate eigenvalues can be rotated in the degenerate subspace, which makes it difficult to identify the steady state for each symmetry sector. If we obtain for instance a third degenerate state, we have to identify which sector has actually two steady states, while the remaining eigenvector must be the unique steady state of the other sector. In our study, for instance, we find up to four degenerate states within a single symmetry sector for just two qubits. Resolving and separating the symmetry sectors from the beginning simplifies the analysis.
Secondly, the symmetry improves the computational scaling. For our spin system, the size of the Liouville operator decreases from 2 2N × 2 2N to 2 2(N −1) × 2 2(N −1) which simplifies computational operations such as the eigenvalue decomposition. Therefore, we also have only two sets of 2 2(N −1) eigenvalues and eigenstates instead of 2 2N . Finally, since the Lindblad operator also conserves the symmetry, the probability between the two symmetry sectors does not change during a time evolution. However, to thermalize to the global thermal state defined in Eq. (11) the probability of each sector should also change as a function of the temperature. Thus, if we start in the ground state being one hundred percent in one symmetry sector, we cannot thermalize to Eq. (11) as we cannot dynamically move some probability into the other sector. However, the system will thermalize to Eq. (13) . Thus, the inclusion of symmetries has benefits regarding multiple aspects.
IV. THERMALIZATION IN THE PARAMAGNETIC AND FERROMAGNETIC LIMITS
We introduce in this section the neighborhood single-channel Lindblad operators. For this approach, we take the lessons learned from the spectral decomposition of the multi-channel approach. The idea is to mimic the spectral decomposition obtained for independent local reservoirs by introducing simpler local or neighborhood single-channel Lindblad operators, corresponding to the paramagnetic and ferromagnetic limits, respectively. With a simpler structure, they serve as an approximation for multi-channel Lindblad operators. Therefore, the neighborhood single-channel Lindblad operators are very useful to describe dissipation in many-body systems without considering the complete energy spectrum, but while still transitioning between energy eigenstates.
A. Neighborhood single-channel operators in the paramagnetic limit To derive simpler Lindblad operators which in the paramagnetic limit give rise to thermalization, we consider solely for this subsection to S k = σ z k . We concentrate on the action of the operator S k in |a a| S k |b b| on site k, and aim to isolate the site k when accounting for this step. The Schmidt decomposition [50] allows us to rewrite the eigenstates |a and |b in terms of a bipartition between the site k and all others sitesk, i.e., all k with k = k. This decomposition depends on the site k and is written as
The Schmidt decomposition characterizes the entanglement between two subsystems of a pure quantum state and generates two orthonormal sets of basis states for each of the bipartition. The Schmidt decomposition uses a singular values decomposition, i.e., a generalized eigenvalue decomposition applicable to rectangular matrices; therefore, the basis depends on the actual state. The weight of each basis state within the decomposition is set via the singular values λ ika , which are larger than or equal to zero by definition. So far, the new formulation is generally applicable, and we obtain
The coupling ij C
[k]
ab is defined with a similar notation as used for the rates of the multi-channel case in Eq. (C1); a and b are eigenstates of the system Hamiltonian H QI . Subscripts (superscripts) for the eigenstate label the subsystem (basis state) for the Schmidt decomposition. To distinguish the basis state of the Schmidt decomposition in the weight C, the orthonormal basis states of the Schmidt decomposition are a superscript in front of the symbol. The upper and lower limit for the indices running over the basis states of the Schmidt decomposition depends on the system size and amount of entanglement and is therefore not specified.
We know that the eigenstates are product states of local eigenstates of the Pauli matrices for the paramagnetic limit, i.e., product states of spins aligned and anti-aligned with the external field. The Schmidt decomposition of a product state has exactly one non-zero singular value, e.g., λ 1ka = 1. Thus, Eq. (15) reduces drastically, and we obtain
while all other Schmidt values being zero. We interpret the two terms (I) and (II) in Eq. (16) as conditions when there are non-zero contribution to the coupling ij C
ab ; we use an orthogonal set of basis vectors for k andk and thus each of the terms is either 0 or 1. These equations can be used directly to construct the Lindblad operators for the paramagnetic limit considering the conditions (I) and (II). The condition (I) marked in Eq. (16) 
† produces cooling respectively. The state on site k aligned with the external field in the x-direction is |↑ x k , while the state anti-aligned is |↓ x k . Therefore, the Lindblad operator in Eq. (17) aligns the spin k with the external field and brings this spin to the ground state of the paramagnetic limit. Further details are presented in App. B.
B. Neighborhood single-channel operators in the ferromagnetic limit
For the ferromagnetic limit, we return to S k = σ x k and start over at Eq. (15) . For simplicity in the derivation, we do not consider the Z 2 symmetry here. Therefore, we have two degenerated ground states, |↑ · · · ↑ and |↓ · · · ↓ . Arrows without a subscript indicate implicitly basis states in the z-direction. Considering a similar argument as in the paramagnetic limit we could be tempted to chose the Lindblad operators acting solely on each site k as |↑ k ↓| k and its conjugate |↓ k ↑| k . However, due to the energy contribution from the nearest-neighbor interactions, it is not clear whether these operators increase the system energy, leave it equal, or decrease it, which is essential for them to fulfill the detailed balance condition and thus produce thermalization.
To solve this problem, we propose Lindblad operators defined on a neighborhood of up to three sites. The operators acting on the additional spins help to identify how the energy changes depending on the state of the nearest-neighbors. Thus, we call them control-spins that decide upon the flip of the middle spin during the process.
We associate the complete three-site operators with heating (cooling) depending on whether they increase (decrease) the energy when driving the system toward a thermal equilibrium as they fulfill the detailed balance between different energy levels of the system Hamiltonian H QI . Operators which do not change the energy are not taken into account. In this way, we can distinguish between a thermalization and randomization of the system. In detail, we define the states |m k = |↑↑↑ k , |o k = |↑↓↑ k , |r k = |↓↑↓ k , and |t k = |↓↓↓ k on the three neighboring sites k − 1, k, k + 1. In addition, we define the two site states |u k = |↑↑ k , |v k = |↓↑ k , |w k = |↑↓ k , and |x = |↓↓ k for the sites k and k + 1. We can now define a generic Lindblad operator L
[k] ab = |a k b| k acting on the bulk of the system on a three-site neighborhood. Then, the heating operators have the form
and give rise to an increase in energy. Further, we define the Lindblad operators
for the boundary sites. Each of these Lindblad operators can be interpreted as a spin flip with one or two control-spins. Similarly, we define the operators for cooling the bulk of the system as their Hermitian conjugates, i.e.,
and
, and L
for the boundary sites. Each of these processes in the bulk of the system introduces an energy difference of ∆ = ±4J. The boundaries Lindblad operators have an energy difference of ∆ = ±2J.
C. Neighborhood single-channel operators in between the limits
We explored as well the possibility of using the neighborhood single-channel Lindblad operators from both limits to capture the region between the limits with 0 < φ < π/2, where the neighborhood single-channel operators for the paramagnetic limit are explained in Appendix B. An optimization over the ratio of the two coupling strengths, i.e., the coupling strength for the neighborhood single-channel Lindblad operators from the ferromagnetic limit and the local singlechannel Lindblad operators for the paramagnetic limit, did not lead to trace distances close to the steady state. For example, the trace distances for values of φ ≈ π/4 do not drop below 0.1. This result indicates that the multi-channel approach is required to picture thermalization in interacting many-body systems unless non-trivial approximations can simplify dynamics to neighborhood single-channel Lindblad operators.
V. THERMALIZATION TIMESCALES
We have introduced three different possibilities for coupling the spins of the quantum Ising model to reservoirs, as described in Sec. III A and Fig. 1 . In the following, we analyze both time evolution of the system and the spectrum of the Liouville operators L. We execute this analysis for the different scenarios of a system-environment coupling sketched in Fig. 1 and presented in Eqs. (2) to (5) . Firstly, we find the timescale for the thermalization of the system for the multichannel Lindblad operators.
We compare data from the Liouville operator L and the time evolution in selected figures throughout the paper. We explore two different conditions for the thermalization time, T th based on the macroscopic observable of the averaged magnetizationσ x in the x-direction, and T thD based on the trace distance D:
The density matrix of the thermal state is ρ th , and the corresponding expectation value of the average magnetization isσ x th . We use these measures for both initial states, i.e., the ground state and a random state, throughout our analysis.
We may use a quick analogy system to motivate our choice to extract the timescale. Assume we have a three-level V -system and we want to extract the timescale for the spontaneous emission into the ground state when there is no driving of the transitions. (i) We can fit a double-exponential, e.g., A 1 exp(λ 1 t)+A 2 exp(λ 2 t), to capture both timescales at once, which is preferable if we know the number of timescales involved and there is no decay possible between the two excited states in the V -system. (ii) We can fit one exponential knowing that it is not the ideal fit. (iii) We can wait until the ground state has a certain probability close to one and this time is dominated by the longest timescale. When this probability is reached, we can extract the timescale without being biased by the multiple timescales of the dynamics on a short timescale.
However, the number of timescales in the Liouville operator grows with the number of sites in our many-body system and, their contribution will depend on the initial state. The timescales involved in the decay can be far more complicated than a V -system in our case. Thus, we will use option (i) for the two-qubit system knowing the number of timescales is 2 and switch to option (iii) for the remaining analysis avoiding the problems identified with (i) and (ii). We point out that even in the two-qubit case in Fig. 2 , the double-exponential fit cannot resolve the two timescales over the full range of φ failing for small φ. Choosing a relatively tight threshold of 10 −10 ensures capturing the longest timescales while being definitely above the machine precision of 10 −14 . Based on these considerations, we can extract the slowest rate from the expected exponential decay as
where we would replace the distance with the difference to the steady state values for macroscopic observables as the magnetization. The first measurement is after one time step, i.e., dt, and the value of j depends on the initial state and which timescales it follows. The equation can be derived taking the logarithm of the ratio at two points in time while assuming and exponential decay, i.e., D((ρ(dt), ρ th )/D(ρ(T thD ), ρ th ) = exp( (Λ j )(dt − t)). We choose the thermalization time T thD and the first measurement after one time step in the evolution dt to cover a long interval. Later on, we observe in our examples that different initial states pick up either the first non-zero eigenvalues of the Liouville operator L with j = 1 or the second, that is j = 2.
Two site systems
Figure 2(a) shows an increasing thermalization time before the thermalization time is beyond the total time of the evolution τ = 10 for φ 0.9
, where φ can tune between the ferromagnetic and paramagnetic phase of the quantum Ising model, as previously defined in Eq. (1). These simulations are for a random, pure initial state. We point out that both measures yield different thermalization times T th and T thD . The maximal difference between the two definitions for all data points with a thermalization time smaller than τ is 3.75. While the magnetization, e.g.,σ x in the x-direction from Eq. (22), is more useful with regards to experiments, we use for further calculations the trace distance D. Orthogonal states can yield the same magnetization or energy. This problem becomes more exposed as we are dealing with an ensemble of pure states. The actual convergence of the x-magnetization at a temperature T = 0.11 over time shows the same trend in Fig. 2(b) .
We now analyze in Figure 3 the Liouville spectrum corresponding to the Lindblad master equation Eq. (6). The figure shows that the Liouville operator has a unique steady state apart from the limit φ = π/2. There is another unique steady state for the odd sector of the Z 2 symmetry. The gap, i.e., | (Λ 1 )|, defines the timescale for thermalization. We recall that this gap is in the Liouville operator and not to be mistaken for an energy gap in the Hamiltonian. Larger eigenvalues | (Λ 1 )| corresponding to a larger gap decay faster. Thus, a particular decay scale Λ j shall only be relevant if there is no projection of the initial state on the eigenstates |v j with 0 < j < j. Figure 2 . Thermalization timescales for the multi-channel Lindblad operators with a common reservoir. We consider two different criteria for the thermalization timescale for N = 2 qubits in the even sector of the Z 2 symmetry and the operator σ x in the interaction Hamiltonian starting from a random pure state. We use the scenario (a) with a common reservoir, i.e., the multi-channel Lindblad equation. (a) The thermalization time necessary to approach the steady state value of the magnetization up to a tolerance. We observe thermalization times for this macroscopic measure larger than our evolution time τ = 10 and indicate the corresponding region in white color. These long timescales appear towards the paramagnetic limit. (b) The local magnetization plotted over time describes the transient behavior to the steady state value, which slows down towards the paramagnetic limit φ = π/2, see red colored curves. Circles indicate the time where the magnetization is first within tolerance to the steady state value.
Treating a first order differential equation, we expect the solution to be an exponential. Thus, we calculate an exponential decay λ for the trace distance between the time-evolved state ρ(t) and the thermal state ρ th :
This decay parameter λ, extracted from Eq. (23), captures the importance of the gap in the Liouville spectrum as it matches the value of the gap, see Figure 3 . To point out the important role of the initial state we compare a system initialized in the ground state |ψ 0 with a random pure state |ψ R , and find out that the ground state thermalizes much faster since it does not depend on the slower timescale present in the spectrum of L. In contrast, the random initial state follows the long timescale.
Finally, Figure 3 also shows the failure of thermalization far in the paramagnetic regime. The gap in the Liouville operator closes towards the paramagnetic limit φ → π/2 and reaches degeneracy with four real parts of the overall four eigenvalues being zero within machine precision for φ = π/2 preventing any thermalization. This property originates in the fact that the eigenstates of the Hamiltonian are also eigenstates of the operator σ x in the interaction Hamiltonian building the full spectrum. Thus, they induce no transition but represent a dephasing with respect to the two states of each site k.
Beyond two site systems
We now go beyond the two-site system and consider system sizes up to five sites in the even symmetry sector. We investigate how the system size affects the thermalization timescale, how does the coupling scheme affect the thermalization, and question the accuracy of considering neighborhood single-channels Lindblad operators. Along with this analysis, we consider the multichannel approach. Figure 3 . Spectrum of the Liouville operator for the global multi-channel Lindblad operators with a common reservoir. The spectrum of the Liouville operator, here of case (a), defines the thermalization timescale and we show the four eigenvalues of the two-spin problem in the even sector as curves. Λ 0 is the steady-state which has to have an eigenvalue with zero real part. The rates emerge from the eigenvalues Λ j , j > 0 of the Liouville operator and diminish towards the paramagnetic limit, which leads to increasing thermalization timescales. The empty circles show the results from fitting two exponentials A 1 exp(λ 1 t)+A 2 exp(λ 2 t) for a random initial state |ψ R in the time evolution. The filled circles (squares) show the timescale extracted from the trace distance dropping below 10 −10 for the initial state |ψ R (|ψ 0 , i.e., the ground state). The four times degenerate eigenvalues Λ 0 in the paramagnetic limit lead to an infinite timescale for φ = π/2 and is not an artifact. We point out the different timescales for the different initial states |ψ 0 and |ψ R . Figure 4(a) shows the spectra of the common reservoir for different system size N ∈ {2, 3, 4, 5} for the multi-channel approach. We observe that the gap of the Liouville operator is decreasing for increasing system size leading to slower thermalization timescales. Interestingly, although this observation is not shown here, this trend also occurs when considering other decay rates different than the ones given by Eq. (C4) which are here considered.
The different system-environment coupling schemes are analyzed in Figure 4 (b). The three thermalization timescales grow for the three cases as one gets closer to the paramagnetic limit, where the thermalization time goes to infinity. Towards the ferromagnetic limit, the thermalization time gets in general shorter. Moreover, the two configurations corresponding to independent local reservoirs thermalizes faster than the one corresponding to a single common reservoir. Indeed, the single common reservoir introduces spin-spin interactions mediated by the field which apparently hinder the thermalization process. Moreover, the configuration corresponding to all spins coupled to their independent reservoirs thermalizes faster than the one where a single spin is coupled. The fact that the gap corresponding to (a) is in general much smaller than in (b) can be exploited in two possible directions. On the one hand, a common environment (a) will slow down dissipation and decoherence processes when they are not desired, like in certain quantum information schemes. On the other hand, independent local reservoirs can be used in situations where a thermal state should be reached as fast as possible. Figures 4(c) and (d) corresponding to the common and the independent local reservoirs respectively, show that the qualitative behavior of the thermalization rate with φ is the same for all temperatures T . In both cases, we observe a faster thermalization towards the ferromagnetic limit, but the common reservoir case shows additionally the presence of a second gap minimum around φ = 0.3(π/2) for high temperatures starting around T ≥ 0.51.
We follow the finite-size scaling approach to extrapolate the value of the gap (Λ 1 ) from the spectrum of the Liouville operator L for the thermodynamic limit N → ∞. We choose the function
where the system size N is the function argument, the absolute value is resolved by the trend observed in Fig. 4 , and we fit the values (Λ 1∞ ), α 1 , and α 2 . We consider all three scenarios (a), (b), and (c) for the finite-size scaling and do not obtain consistent values throughout our analysis, i.e., some rates for N = ∞ become positive including the effects from the errors bar indicated by the fit. Thus, the question of the thermalization rate for larger systems and the thermodynamic limit remains an intriguing question for quantum simulator experiments.
To analyze the feasibility of using neighborhood single-channels to simulate thermalization, we focus on the independent-local reservoir configuration (b). Figure 5 considers the neighborhood single-channel Lindblad operators mimicking the transition between the eigenstates presented in Sec. IV; strictly, these Lindblad operators represent the energy transition between eigenstates only in the ferromagnetic and paramagnetic limits, respectively. As previously discussed, these Lindblad operators produce spin flips. In the paramagnetic limit flips spins locally independent of the state on neighboring sites and are described by Eq. (17) . In contrast, the spin flip is controlled by the nearest-neighbor sites in the ferromagnetic limit, as described by Eqs. (18) and (19) .
We consider the ferromagnetic single-channel Lindblad operators in our simulations to evolve a random initial state until a time τ = 10 and plot its trace distance to the thermal state in Fig. 5(a) . The system size for the data is N = 4. We set the minimal trace distance to 10 −3 for a meaningful coloring away from the ferromagnetic limit φ = 0. As expected, the simple single-channel approach makes the system converge to the thermal state in the ferromagnetic limit, and it does so down to a trace distance of 10 −14 . We observe that we reach relatively small trace distances to the thermal state of 10 −2 for small perturbations of φ 0.032
around the ferromagnetic limit. However, the neighborhood single-channel approach will not be valid away from the limiting case. Moreover, we observe that apparently, at temperatures T ≤ 0.8 the system has not thermalized even in the ferromagnetic limit.
The reason for this is that the trace distance has been calculated at a time τ = 10 in which the system might not have thermalized yet. Indeed, as observed in Figure 5 (b) the gap of the corresponding Liouville operator (Λ 1 ) is decreasing for smaller temperatures, which confirms that a time τ = 10 is not enough to reach the thermal state in (a) for low temperatures. However, we should stress that the same argument does imply that, away from the small region around φ = 0, the system would thermalizing when considering longer times. Indeed, the rate (Λ 1 ) indicates a fast convergence to a steady state, but nevertheless this state does not correspond to the thermal one, which marks the failure of the neighborhood single-channel Lindblad operators beyond the extreme ferromagnetic limit. We discuss the neighborhood single-channel Lindblad operators for the paramagnetic limit in App. B.
VI. CONCLUSIONS
We studied thermalization of the quantum Ising model, concentrating on two different approaches: (i) We consider a multi-channel approach, which considers Lindblad operators producing transitions between the system eigenstates and is valid in any region of the phase diagram. However, it is a problematic approach for larger systems as the number of energy eigenstates increases exponentially with system size. The numerical challenge becomes visible when trying to simulate an open system composed of six qubits, which corresponds to twelve qubits in a closed system from the perspective of taking a matrix exponential or diagonalizing the operator. The careful construction for six qubits has to iterate over 4096 possible Lindblad operators and possibly construct their representation in Liouville space, i.e., a matrix of size 4096 × 4096. (ii) We introduce neighborhood single-channel operators mimicking the transitions between energy eigenstates in the ferromagnetic and paramagnetic limits. This approach can be generalized to many-body quantum systems but, on the downside, it is only exact in these two limits.
We have studied the thermalization timescales as a function of the type of system reservoir configuration, the number of qubits in our system, and the effectiveness of neighborhood singlechannel Lindblad operators. The knowledge of regions with fast or slow timescale allows one to enhance thermalization or to protect at least certain states from decoherence. One could even design protocols to quench the system into a region protected from decoherence and reverse the quench to regain the state when needed. The errors introduced due to non-adiabatic quenches might be less critical than the errors from decoherence while storing the state for a long time. In detail, we found the following. The timescale for thermalization increases toward the paramagnetic limit for all three of our system-reservoir coupling scenarios and the multi-channel Lindblad operators, i.e., the common reservoir, independent local reservoirs for each site, and one local reservoir for the first site. This trend is related to the choice of σ x in the interaction Hamiltonian between system and reservoir. The common reservoir has the slowest thermalization time among these three cases. Independent local reservoirs thermalize faster if all sites are coupled to a reservoir instead of only one site. This result is supported by data from the spectrum of the Liouville operator and the time evolution of the Lindblad equation. Thus, we suggest the independent-local reservoir scenario to enhance thermalization or the common reservoir to suppress it and extend coherence times.
a)
The thermalization time slows down for the common reservoir with increasing system size between two and five qubits. A further aspect is a second local minimum for the gap in the Liouville operator spectrum for five qubits and temperatures above T ≥ 0.51. Although the minimum is not very distinguished, it might be used as a "sweet spot" with the slowest thermalization timescale around 0.3(π/2) if the region with φ > 0.7(π/2) and an equivalent timescale is not an option. Our approximation using neighborhood single-channel Lindblad operators, designed for the ferromagnetic and paramagnetic limits, mimic thermalization only in a very narrow region around the extreme limits.
c)
The approach presented leaves open a variety of parameters to be studied in more detail. One may explore all possible angles between the direction of the dipoles and the spin chain, or even think about different dipole directions for each spin. The distance between the spins could also be changed to a non-equidistant spacing to reproduces what happens, for example, in onedimensional ion traps. There are other questions which can be addressed within this framework, such as the coupling to reservoirs at different temperatures and the resulting equilibrium temperature and possible temperature gradients. Another possible extension to this research is the increase of precision. If we have such a well-defined description of the system-reservoir interaction being able to express interactions of distant spins mediated by the reservoir, we may include the long-range interactions intrinsic to the system's Hamiltonian in a next step. These long-range interactions occur in various experimental platforms and change the statics and dynamics of a closed system [21] .
We also suggest revisiting the secular approximation towards many-body systems; the large number of possible transitions will increase the possibility of smaller differences between two transition frequencies for an increasing number of spins. Moreover, it remains an open question if the conclusions are altered when going beyond the Markov and weak coupling approximations. This question evolves toward the thermalization of non-Markovian open quantum systems [51] [52] [53] .
Relaxing these approximations can open the way to consider further experimental setups which are not covered by the approximations of the Lindblad equation. An example is a sympathetic cooling in ultracold atomic and molecular experiments [54] . Ultracold molecules have been considered in the context of collisions leading to decoherence of the system [55, 56] , which can be described with the Lindblad master equation. However, considering the environment as a quantum gas may allow one to explore Fermi vs. Bose statistics, by selecting the corresponding isotopes, or choosing a coupling which ranges from weakly to strongly interacting. Further, some open systems cannot be described with a Markov approximation such as ladder-type structures where the system is of the same size as the reservoir [57] ; one rail represents the system, the other the environment. Another example is the few nuclear spins of 13 C atoms surrounding a color center [58] . Future research may focus on local or neighborhood single-channel operators leading to the thermalization of the system, for and beyond the quantum Ising model. Such a step would help to move beyond five spins and towards the thermodynamic limit. Figure 6 . Summary for the odd symmetry sector. (a) Thermalization timescale for the odd symmetry sector via the trace distance. We observe the same trend as in the even sector, i.e., the timescale becomes longer toward the paramagnetic limit. Time evolution for τ = 10; white regions do not meet criterion within this time. (b) Rate and timescales for different system sizes for the global multi-channel approach and initial states. The curves represent the closing rate toward the paramagnetic limit and for growing system size. A random initial state (circles) matches this rate of the Liouville operator L; the ground state (squares) as initial state thermalizes faster.
The article picked so far the choice of the even symmetry sector of the Z 2 symmetry. We summarize the odd sector in this brief appendix. We expect similar behavior. The thermalization The rate of the Liouville operator for the multi-channel approach with a common reservoir with growing system size. The rate decreases toward the ferromagnetic limit and decreases for increasing system sizes. (c) We choose the neighborhood single-channel Lindblad operators designed for the paramagnetic limit on a system of L = 4. We observe that the system only thermalizes in the limit φ = π/2 and these operators cannot be used apart from φ = π/2. Here, we consider the final state of the time evolution with τ = 10 starting from a random initial state. The rate has non-zero values around φ ≈ π/2 and does not prevent thermalization.
time T thD is slowing down toward the paramagnetic limit, see Fig. 6 (a) for multi-channel Lindblad operators in scenario (a). If we consider increasing system size N within the same setup, we note that the gap is closing for an increasing number of qubits. The initial state has an equal effect on the timescale as in the even sector: the ground state (squares) has a shorter thermalization time than the random initial state (circles); the latter match the gap (Λ 1 ) in the spectrum of the Liouville operator L. We conclude from these two examples, that the feature presented in our work are not unique to the choice of the symmetry sector.
Appendix B: Thermalization for S k = σ z k Up to now, all the numerical calculations in the paper have considered the system coupling operator as S k = σ x k . However, in this appendix, we analyze the case S k = σ z k . We have some obvious changes associated with this choice. (i) The paramagnetic limit can now thermalize as the eigenstates of the paramagnetic limit do not correspond to the eigenstates of S k . In contrast, thermalization in the ferromagnetic limit suffers from this effect where the Lindblad operators induce a dephasing, but no transitions. (ii) The Z 2 symmetry is broken by the Lindblad operator, and there is no distinction between the odd and the even sector for this choice S k = σ z k . Figure 7(a) shows the thermalization timescale T thD for the multi-channel approach, as defined in Eq. (22) . We observe the opposite behavior than before, as expected: the ferromagnetic limit now has a slow timescale indicated by the white regions where the criterion is not met within τ = 10. We study the gap as a function of the system size in Fig. 7(b) , where the gap of the Liouville operator decreases for larger system sizes comparing N = 2, 3 and 4. Analogously to Figure 4(a) , the data represents scenario (a) with the multi-channel Lindblad operators. Thus, the thermalization timescale also gets slower for larger systems in this case.
We now consider the single channel Lindblad operators derived in Sec. IV for the paramagnetic limit, which are given by Eq. (17) for cooling the system, while its Hermitian conjugate heats it. To rephrase the operators in terms of the transition between states according to Eq. (6), we would define the states |y = |↑ k and |z = |↓ k and the corresponding Lindblad operators L zy . The corresponding energy difference used to calculate the rates is ∆ = ±2g. These Lindblad operators correspond to spin raising and lowering operators in the x-direction, and therefore they order term remains with a pre-factor of 2/3. This case is apart from the pre-factors such as Γ 0 the case of the spins coupled to BEC and shows the versatility at which this system can be tuned. We ran simulations similar to Fig. 4(a) for selected values of ξ and observe the same behavior, i.e., the thermalization timescale slows down for more qubits.
The last missing piece is the Bose-Einstein statisticsñ(ω) carrying the dependency on the temperature of the environment. The Bose-Einstein statistics are encoded as n(ω) = n(ω) , ∀ω > 0 , 1 + n(−ω) , ∀ω < 0 .
This approach leads to an enormous number of multi-channel Lindblad operators. The number of energy levels is d loc N (N + 1)/2 possible couplings iterating over the N sites in the system where the environment could interact. We suggest a reduction of the number of terms in three steps to decrease the number of multi-channel Lindblad operators for future studies. (1) Truncate high energy levels in the quantum system according to the temperature of the environment. Thus, we assume that the system will thermalize at the same temperature. This approach is restricted to simulations starting in the ground state. If the initial state has a projection onto an excited state which was truncated, there is no possibility to decay to an energetically lower state. Therefore, we do not employ this truncation. (2) Truncate transitions between the energy levels based on the weight a| S k |b . For zero overlap, the operator in the interaction Hamiltonian S k cannot induce the transition between the eigenstates |a and |b and, therefore, the Lindblad operator L ab does not contribute. For small overlaps in comparison to other Lindblad operators, the operator L ab has only an insignificant contribution. (3) Truncate transitions based on the probability of the transition induced by the bath. Overall, these truncations will allow one in future to reduce the number of multi-channel Lindblad operators significantly for a multi-channel approach.
