Introduction
Because of their practical applications, fractional calculus has received much attention in recent years. For example, fractal heat-transfer problems [1] , local fractional Burger's equations [2] , volterra fractional equations [3, 4] , discrete fractional equations [5, 6] , and others [7, 8] . In order to more accurately describe the evolution of a system, the concept of a variable-order operator has been developed [9] . Sun [10] proposed variable-order fractional differential operators in anomalous diffusion modeling. The numerical solutions of variableorder fractional diffusion equations have also been considered in some papers [11] [12] [13] [14] . The field is still at an early stage of development. In view of their complexity and usefulness, it is interesting to develop high accuracy numerical methods for variable-order fractional differential equations.
In this paper, we will investigate numerical methods of the 2-D variable-order anomalous sub-diffusion equation: 
subject to initial and boundary conditions: 
Here we only consider homogeneous initial and boundary conditions ( , 0) 0, u x = ( , ) 0, u L t = (0, ) 0, u t = since non-homogeneous initial and boundary conditions can be reduced to the homogeneous conditions easily.
The main contribution of this paper is that a new numerical method for solving eq. (1) with (2) is introduced by combining reproducing kernel theory and spline. Noting that piecewise polynomials are continuous but lack of the smoothness, they can not be used to solve differential equations directly. However, in this paper, by applying reproducing kernel method and some ideas of spline, new bases of reproducing kernel spaces are constructed. Our numerical algorithm with the new bases can reach the precision of spline, thus the effectiveness of numerical method is improved correspondingly. At the same time, the existence of any ε-approximate solution is proved and an effective method for obtaining the ε-approximate solution is established. Some numerical results are given. By comparing with [14] , it can be seen this numerical method is more simple and effective. It is worth noting that this method can also be used to solving other problems.
, we now introduce several definitions of spaces which will be needed in this paper.
Definition 1.
( )
The inner product and norm in 2 
T are given, respectively, by: 
L are given, respectively, by:
Analogously, it can prove that 2 
Next, the expressions of some reproducing kernels are given, which will be used in the following. The reproducing kernel of
, . 
, and ( ) W Ω is a reproducing kernel space with reproducing kernel 3 
, and it is a reproducing kernel spaces with the reproducing kernel 1,1
R x y t s R x y r t s
= where 1 ( , ) r t s is the reproducing kernel of
 , then the cubic spline space 3, S π is defined by:
where 3 p denotes the set of all polynomials with order not more than three over . j J Meanwhile, we define
A new base of W(Ω)
In the previous section, we have given the reproducing kernel 2 ( , ) r t s of 
T r t t r t t r t t S
S π over the region [0, ] T . So, The algorithms with T as a base can not reach the precision of spline.
But the following lemmas show that after adding two functions 2 , t t into T , the new T will be a base of 1 3, S π . Thus, the algorithms with the new T as a base can reach the precision of spline, the validity of numerical method is improved correspondingly.
t r t t r t t r t t 
 is linearly independent. Proof: Take any integer 2,
at bt c r t t
From eq. (4), it follows that: x R x x i ϕ = =  , and:
 is linearly independent. Proof: Take any positive integer n , suppose that 0 ( ) 0. 
T is a set whose element is linearly independent. Using the fact dim 2 3, 1 S n π = + = dim 1 1 T n = + . We obtain that 1 T is a base of
Remark 2. Theorem 3 shows that algorithms with 1 T as a base can reach the precision of spline.
Proof: Take any
With twice-integration of (10) and using the fact that (0) 0 f = , we obtain:
Combining (12) W Ω
A numerical scheme for solving eq. (1) with eq. (2)
then eq. (1) is equivalent to:
Assuming that the solution of eq. (15) exists and is unique. In the following, we prove that  is a linear bound operator.
is a linear bound operator.
Proof:
Obviously,  is a linear operator. Next, we prove that  is bounded.
It follows from 3,2 ( , , , ) ( ) R x y t s W
∈ Ω is the reproducing kernel of ( ), W Ω ( , ) ( ) u x t W ∈ Ω and the reproducing property of reproducing kernel that:
, ( , , , ) ( , ), ( , ) ( , )
W W u x t u y s R x y t s u y s R x y r t s
According to (15) and (16), we get: 
y s R x y u y s t R x y D r t s u x
By simple calculating, (17) 
then we say that ( , ) n u x t is an ε -approximate solution of eq. (15). 
. 
.
From  is bounded, we get:
According to Definition 3, ( , )
n u x t is an ε -approximate solution of eq. (15).
Remark 3.
To find the minimum value of:
we only need to compute ( ( , ))
, where 1 2 3 , , v v v can be obtained from the definition of  . Next, we change the problem of searching the minimum value of eq. (19) into solving a system of linear eqs. (23) which has one solution at least. And every solution of this system gives an ε -approximate solution of eq. (1).
To solve eq. (19), we will replace (19) by:
x t ⊂ Ω . Putting:
] 
Examples
In this section, the approach will be applied to the following example, which comes from [14] . We will compare numerical results with the reference to demonstrate the accuracy We need the following maximum error estimation function:
where n and m denotes the numbers of the selected points on the spatial domain 0 x L ≤ ≤ and temporal domain 0 t T ≤ ≤ , respectively. Example 1. Considering the following equation:
subject to the initial and boundary conditions:
The exact solution of eq. (25) is 2 ( , )
x u x t e t = . Tables 1 and 2 list the maximum errors of eq. (25) with (26), which are obtained by using the numerical schemes (2.14)-(2.17) and (7.7)-(7.10) of [14] and our new numerical method for various ( , ) x t γ and 4 h τ = , 2 4 h τ = , respectively. Whereτ and h denote the time step and space step on the finite domain 0 , 1
x t ≤ ≤ , respectively, and ( , ) x t γ satisfy 0 ( , ) 1 x t γ < < . From tabs. 1 and 2, it can be readily seen that our numerical results have a higher accuracy than [14] . So our method is superior to [14] . 
