SCOTS
The Scottish Corpus of Texts and Speech (SCOTS) is an ongoing project in the Department of English Language, University of Glasgow. Its Web site is at http:// www.scottishcorpus.ac.uk. The project is collecting material and creating a large electronic corpus of both written and spoken texts for the languages of Scotland, which will reflect the linguistic situation in present-day Scotland. The corpus is freely accessible and searchable on the Web. A corpus such as this can have any number of applications: corpus methodology makes possible various types of self-contained investigation into the lexis, grammar, phraseology, pragmatics, language contact situation, and so on of the languages of Scotland.
As the first corpus project focusing on modern texts in the languages of Scotland, SCOTS fills a gap in the corpus resources available for research. As far as the Scots language is concerned, older texts are well catered for by the Helsinki Corpus of Older Scots, which covers Scots material from the period 1450-1700 (see, e.g., Meurman-Solin 1995) , and the Edinburgh Corpus of Older Scots, for the period 1380-1500. (For information on both of these corpora, see Meurman-Solin 2003.) Other projects, such as the British National Corpus (BNC, http://sara.natcorp.ox.ac .uk/BNCbib/), contain some material in current-day Scottish English (including some spoken texts with Scottish speakers) but were not designed to reflect Scottish usage. By providing a medium-sized corpus of (in the first instance) present-day Scots and Scottish English, SCOTS opens up a number of avenues for research, both as a single corpus and in conjunction with other corpora for comparative purposes.
The corpus includes both written (80 percent) and spoken material (20 percent), the spoken material being held both as audio or video files and accompanying orthographic transcriptions. This enables study of the phonetics and phonology of the languages of Scotland, as well as research on the lexical, grammatical, phraseological, and discourse levels, from linguistic and sociolinguistic perspectives. The corpus has more than 2.5 million words now; the target is 4 million words of text.
The corpus is roughly synchronic: the texts currently being sought date from 1940 onward, although this is an arbitrary date and would not preclude the incorporation of earlier texts if these were to become available. It will be possible in a subsequent stage to extend further back in time to include older written material and to continue to add to the corpus with more up-to-date material, written and spoken, in the future.
The textual material in the corpus is mainly presented as plain, untagged text; it is not linguistically annotated. The transcriptions of sound and video recordings have limited markup showing pauses, overlaps, nonverbal utterances, and so on. Lacking a parser for Scots, we have no immediate plans to tag the text grammatically, leaving this to individual researchers, although the recent results for the parsing of the vernacular Newcastle Electronic Corpus of Tyneside English (NECTE) that is described immediately below are encouraging in this regard, and members of the SCOTS team are working with colleagues at other universities toward a solution.
NECTE
NECTE was completed in 2005 with the aid of a Resource Enhancement Grant (RE/AN6422/APN11776) from the Arts and Humanities Research Council (AHRC). NECTE consists of legacy materials from two sociolinguistic surveys carried out in the Tyneside conurbation in the Northeast of England. These are the Tyneside Linguistic Survey (TLS), for which data collection was undertaken in the late 1960s/early 1970s (Strang 1968) , and the Phonological Variation and Change in Contemporary Spoken British English (PVC) project, for which data were collected between 1991 and 1994 (Milroy, Milroy, and Docherty 1997) . The time gap between these two data sets makes the resulting corpus of particular interest to linguists working in the area of language variation and change, providing as it does, "real-time" evidence for changes in the dialect of Tyneside between 1969 and 1994 (or the 1890s and 1980s if the birth dates of the oldest and youngest informants are considered). Before the AHRC-funded phase of the NECTE project was initiated, Beal and Corrigan (2000a , 2000b , 2000c had already conducted a number of pilot studies on first pass transcriptions of these data sets that testified to the value of this material.
The primary data from the TLS consisted of audio-taped interviews, averaging 30 minutes in length, recorded on reel-to-reel analogue tapes. Information concerning the number of interviews conducted is contradictory, but the NECTE team has been able to recover ninety-two recordings, of which four are badly damaged. It is evident that more interviews were conducted, since transcribed and/or coded data exist from interviews for which no audiotape has been identified. Many, but not all, of the interviews were transcribed at a number of levels of representation, including Standard English orthography, segmental phonology, and syntagmatic, paralinguistic, prosodic, and grammatical features. In addition, an extensive file of coded social data was established for each informant. Sixty-four of the segmental phonological transcriptions and the social data were then electronically encoded, with a view to carrying out multidimensional analysis involving an unprecedentedly large set of both social and linguistic variables.
The material from the PVC project consists of 18 digital audio-taped interviews, each of up to sixty minutes' duration, in which dyads of friends or relatives conversed freely about a wide range of topics with minimal interference from the fieldworker. The PVC team restricted their transcription to those specific lexical items in phonetic context that they were interested in analyzing from auditory and/or acoustic perspectives. No systematic orthographic transcription of the material was ever attempted. The PVC project did, however, record some social data, although it was not as detailed as that of the TLS team, since they restricted their categorization of subjects to gender, age, social class, education, and occupation (Watt and Milroy 1999, 27) .
The NECTE corpus aimed to represent the data from the TLS and PVC materials at four levels: audio, orthographic transcription, grammatical markup, and phonetic transcription. Processing of the audio data from PVC was straightforward, since this was already in a digital format. The TLS data provided a number of challenges, however. It proved fortunate that most of the original reel-to-reel recordings had been transferred to audiocassette in 1994, since some of the former had deteriorated considerably in the intervening years, so that in some cases the audiocassette copy had to be used as the basis for digitization. All the TLS audio material needed a considerable amount of enhancement. The NECTE team's experience of handling the problems arising from the conservation and restoration of audiotapes that were just more than thirty years old clearly shows that early digitization of all legacy materials is an absolute priority.
Since NECTE is intended to be accessible to a wide range of end users, complete orthographic transcriptions are provided for all sociolinguistic interviews for which audio data exist. Because both the audio files themselves and partial phonetic transcriptions have also been made available, and bearing in mind the theoretical and ideological objections to the use of semiphonetic spellings to represent regional accents (Preston 1985) , the decision was made to use Standard (British) English orthography except where local vernacular renditions are either lexically or morphologically distinct from standard British norms. For these, an Orthographic Transcription Protocol (OTP) was agreed and adhered to consistently. If a lexeme had been recorded in one or more published dialect dictionaries, then the spelling used in these (or a majority of these) was adopted. In other cases, a novel spelling was agreed on by the NECTE team. The resulting OTP thus provides both a style sheet for future transcriptions of Tyneside materials and a glossary of regional usage. To ensure accuracy, the team found it necessary to conduct four transcription passes through the audio files. The first of these established a base text, the second and third were correction passes to improve transcription accuracy, and the fourth established uniformity of transcription practice across the entire corpus.
Given that some of the intended end users, as well as members of the NECTE team, would be interested in morphosyntactic analysis of the data, grammatical tagging was crucial. The annotation scheme chosen was determined by what was possible within the timescale of the project, subject to the following constraints: (1) existing tagging software had to be used; and (2) the tools in question had to encode non-Standard English reliably, that is, without the need for considerable human intervention in the tagging process and/or for extensive subsequent proofreading.
Having reviewed the full range of tagging software currently available and with these constraints in mind, the CLAWS tagger, developed for annotating the BNC by the University Centre for Computer Corpus Research on Language (UCREL) at Lancaster University, United Kingdom, was selected. It fulfils NECTE's requirements in that it is a mature system developed over many years, which has consistently achieved an accuracy rate of 96 to 97 percent in relation to the BNC corpus. The NECTE orthographic transcriptions of the TLS and the PVC audio were part of speech tagged by the CLAWS4 tagger using the UCREL C8 tagset.
Previous research, such as Kerswill and Wright (1990) , as well as consultation with sociophoneticians with expertise in northeastern dialects and other potential end users, confirmed that most researchers whose primary interest was in phonetics would prefer to do their own analyses, so a decision was taken to provide only broad transcriptions of a stratified subsample. The first five minutes of each of four PVC tapes was transcribed, giving samples of eight speakers in all: two middle-class men, two middle-class women, two working-class men, and two working-class women. For the TLS data, partial but detailed phonetic transcriptions had already been produced by the original fieldworker. These were encoded using a system whereby each five-digit code represented a specific linguistic variant, and digital electronic text files were created for sixty-one of these in order to carry out the multivariate analysis alluded to above. Since these text files had been deposited with the Oxford Text Archive, and a coding manual had also been created and retained, the NECTE team was able to decode these and so restore the original phonetic transcriptions of at least part of the TLS materials. This was a long and difficult task, but it would not have been possible at all had the TLS team, and their sponsors, the Social Science Research Council, not had the foresight to ensure that the electronic files and manual remained safe and publicly accessible.
LAP
The American Linguistic Atlas survey material consists primarily of phonetic and orthographic transcription of words and phrases, not of the entire running conversation.
More recent Atlas interviews, however, are more like the SCOTS and NECTE corpus materials in that they do capture entire conversational interviews. The Linguistic Atlas Project (LAP) is the largest single survey of regional and social differences in spoken American English. Regional surveys extend from New England to California; some fieldwork was conducted as early as the 1930s, and some continues today. Linguistic atlases of the Middle and South Atlantic States (LAMSAS), the North-Central States (LANCS), the Gulf States (LAGS), and New England (LANE) constitute the historical core of the LAP, as well as many smaller collections like Lowman's records from Southern England, Turner's Gullah interviews, and materials from disparate places like Oklahoma and the Maritime Provinces. Interviews continue for the Linguistic Atlas of the Western States (LAWS). Descriptions of surveys carried out with LAP methods, and a good deal of data from LAMSAS and LAGS, are available at the project Web site, http://www.lap.uga.edu. Finally, more recent projects seek to compare contemporary findings to earlier surveys, such as Johnson (1996) and the team's Atlanta Survey project (Kretzschmar, Lanehart, Barry, et al. 2004) . Most recently, the LAP team has begun to carry out community language studies, the first in Roswell, Georgia, which are intended to bridge the gap between LAP survey research and traditional sociolinguistic work in communities (Kretzschmar et al. forthcoming) . In all, thousands of American speakers have been interviewed for LAP over the course of its seventyfive-year history.
Along with LANE (Kurath 1939-43) , the team's principal project, LAMSAS, treats the primary settlement areas of the original colonies. LAMSAS consists of interviews, transcribed in fine phonetic notation, with 1,162 selected, native informants from 483 communities within the region. Interviews were conducted with a questionnaire of 104 pages averaging seven items per page, designed to reveal regional and social differences in everyday vocabulary, grammar, and pronunciation. Fieldwork was largely complete by 1949, with informants of middle age through the oldest living generation. LAMSAS records the English spoken along the Atlantic Coast at midcentury, among people of various social positions and degrees of education, and so it provides a benchmark for the English language in its varied shapes for a particular region at a particular time, with special reference to the development of the language in the preceding century. The significance of LAMSAS is thus historical. LAMSAS, along with LANE, is also the key to making best use of all the other regional Atlas projects, which describe the English spoken in secondary and tertiary American settlement areas. The LAMSAS Handbook describes the methods, informants, and communities of the project (Kretzschmar et al. 1993) . The LAMSAS database is in process of being created. Speakers' responses, in both standard orthography and impressionistic Atlas phonetics, are recorded in separate data tables for each question. Each response is accompanied by coding to identify the informant, a grammatical tag, comments by informants and field-workers, and information when necessary on special status (i.e., if the response was suggested, heard, from an auxiliary informant, or otherwise doubtful or noteworthy). To date, about 25 percent of the interview data have been entered and are available on the Web site; all of the data for LAMSAS African American speakers and Turner's Gullah speakers (who were interviewed with the Atlas questionnaire) are already available.
In addition to questionnaire surveys, historical and ongoing, the LAP team maintains an active community language field site in Roswell, Georgia, under the name of "Roswell Voices" (Kretzschmar, Lanehart, Anderson, et al. 2004 ). The goal is to track linguistic change within the community, especially across different generations and segments of the population.
LICHEN
The Linguistic and Cultural Heritage Electronic Network (LICHEN) focuses on the languages and cultures of the circumarctic region, that is, the region north of the fifty-fifth parallel. The goal of the network is twofold: first, to collect, preserve, and disseminate information about the languages spoken in the circumarctic region; and thus, second, to enable research on these languages. The LICHEN team aims to create a Web site with information on these languages and the peoples speaking them, and to set up a virtual learning environment for teaching the linguistic and cultural heritage of the circumarctic region. These resources would also help to promote the linguistic confidence and self-image of the speakers of these languages, strengthening their cultural awareness and facilitating cross-cultural communication between these peoples in an age of rapid global change. Languages from this region range from indigenous languages in Canada, to Scots-Gaelic and Scots in Scotland, and to Finnic minority languages in the circumarctic region: Meänkieli and Swedish Finnish in Sweden; the Kven language in Norway; Viena Karelian, Olonets Karelian, and Vepsian in Russia; the Võro and Seto languages in Estonia; and Livonian in Latvia. Varieties of national languages in the region may also be included. LICHEN already has 150 hours of interviews in Meänkieli and another 100 hours of interviews in Kven, a language that does not yet have a standardized written form.
Collective Goals
We view the diversity of our group as outlined in these short project descriptions as a strength, since it allows us to address a wider range of issues than any one of us might otherwise encounter. We cannot, however, claim to represent anybody other than ourselves or to constitute any sort of deliberative working-group structure such as one finds in standards organizations. We have come together not entirely by chance-we are an example of the "make your own luck" principle. We do believe that together we achieve something like critical mass, and therefore that our collaboration has something to offer. That is to say, as a group with common goals and yet a wide variety of data, we believe that we stand a good chance of coming to Kretzschmar et al. / Collaboration on Corpora 179 common practices, and we wish to offer the wider community the benefits of our experiences.
The first question that we have addressed is what, collectively, we are trying to do when we build and maintain our corpora. The answer, briefly put, comes down to access and analysis. We see that we all have two audiences: the general public audience and the specialist audience of linguists and other scholars and researchers who want to use our materials for their own ends. We ourselves, as linguists, are members of the latter group, but we accept implicitly the need to share our materials with the wider public and with other researchers. We do not consider that we are creating private resources just for our own analyses, even though that has been the default for much existing work in regional and social linguistic analysis and has also been the case for many existing corpora. Perhaps copyright issues will continue to constrain public access to corpora composed chiefly of copyrighted written materials, but our regional and social corpora mainly contain interviews, as well as some text, and we think that we can and should therefore make arrangements for reasonable public access. Certainly the physical site for the collection cannot be completely public, since it will contain materials and information not to be released, such as names of subjects, original versions of material not cleared for public access, and metadata about internal operations at the site. We think that the main public access point for our collections will be our project Web sites.
General users of our collections have basic needs. First, they have to be able to find our collections in the first place. This is no longer the problem that it once was because Web search engines are highly effective, yet good Web design can make it easier for general users to decide that they have found an appropriate site. General users also need to be able to find what they want on the site itself. To that end, we think that materials posted on our sites should be exemplary in nature. This means that materials should be arranged so that general users can view or listen to relatively small portions of items, not the comprehensive presentation that specialists would prefer. The sites, therefore, should identify items "typical" of the varieties we collect in which the general audience may be interested, or at the very least they should provide appropriate starting points for general users to begin their examination of the site. The general audience also needs introductory information, including basic facts about the collection itself and basic interpretive information that will allow them to understand what they see and hear on the site. These are simple matters, but they are often observed in the breach. The Linguistic Atlas site, for instance, needs to be revised to meet these goals: although the site has been used by students of American English in many places, it could be much more helpful for, say, high school students writing essays about regional American English. The Newcastle corpus team has worked with educators and local dialect and historical societies to seek advice on best practices regarding Web presentation to these nonspecialized audiences. The SCOTS project has from the beginning designed the presentation of its material with the nonspecialist in mind. The Web site must be user-friendly (most of the material comes from the general public) as it is used by a wide range of people from linguistic researchers (e.g., dictionary compilers, pragmatics analysts) to private individuals, journalists, and school pupils. Indeed, when the corpus was first launched, the most common uses were not by academic scholars but by journalists using the corpus like schoolchildren use dictionaries-to look up rude words! The LICHEN project also intends to cater not only to the academic community but also to the speakers of the minority languages collected, and indeed other communities around the world battling with the same kinds of issues.
Truth to tell, specialists need the same information and the same help toward effective use of our sites, but they also have more particular requirements. Besides access to comprehensive data, specialists need tools to count, or to measure, or to locate tokens of particular word types in the corpus, or particular pronunciations, or particular syntactic or discourse structures. Not only do they need to process types and tokens; they also need to be able to retain the counts, measurements, and judgments that they have made. Moreover, specialists should be able to make and preserve high-level interpretations of the data on the site, such as descriptions of the state of the data, arguments about features or other linguistic issues, or accounts of particular analyses. Specialist users include us, the corpus builders, but also members of the research community beyond the collection site. Nobody could predict all of the ideas for analyses that any researcher might bring to our collections, but we can at least prepare our collections for the kinds of studies that we know are common in regional and social studies, and we can facilitate our own and others' analytic procedures as much as possible. Again from the Linguistic Atlas experience, it is possible to say that the team has tried to enable access to the data in ways that prepare for analysis by others, such as through downloads of large data sets, and the site itself provides some tools to carry out searches and mapping that researchers can use. The team has also begun to add links on the Atlas site to analyses by other researchers of the data, which should be a great advantage. Indeed, a primary objective of the Tyneside corpus enhancement project at the University of Newcastle (initially because of the funding source) and of the SCOTS and the LICHEN projects was to present the corpus in such a way that it would be suitable for analyses stemming from a range of disciplines within the Arts and Humanities, not necessarily just linguists.
We think that these basic parameters for access and analysis provide a framework to support common methods to address our common problems, an important consideration being public access for general users as well as specialists. This has led us all to be very aware of the need to provide finding aids, exemplary materials, and basic information about our collections and their interpretation at our project Web sites. Provision of tools for specialists, too, and of the means for them to work on our sites and to store their results and analyses is also necessary. While each of our projects has a different history, we find that we are all moving in essentially the same direction regarding the big picture of collection, preservation, enhancement, and exemplary presentation of our regional and social corpora. Moreover, we also think that we can share more than a conceptual orientation; we think that we may also be able to settle on the use of more particular methods and tools in common. We have no illusions about all of us working on a single software platform or developing analytic tools that will satisfy us all-we are too diverse for that. Still, we do see the success of initiatives like the Open Language Archive Community (OLAC) and of free tools like the Praat acoustical analysis program, and so we do think that we can expect to use or develop particular tools in common. We also believe that there are best practices in development of our collections that we hold in common, and we are prepared even at this early stage of our collaboration to recommend some of these practices, as summarized below, to others.
Recommended Practices

Maintenance of Metadata
Our recommendations in this area include the following:
• Adherence to OLAC and Dublic Core guidelines • Attention to local metadata such as demographics, linguistic issues, and operational issues • Integration of permissions and document control along with metadata into project management software
Let us begin with metadata. First, we should all subscribe to OLAC (see the link on http://linguistlist.org). The OLAC movement is all about metadata and about the collection of metadata from many different corpora where users can explore it. Essentially, OLAC is an implementation of the Dublin Core Metadata Initiative and thus provides a template for the metadata about our collections that we already knew that we should be keeping. Beyond OLAC, we also realize that we retain more detailed elements of metadata than the OLAC/Dublin Core model demands and that we generate additional metadata all the time from operation of our collection sites.
The SCOTS project provides a fine operational model for maintenance and use of such local metadata. An important feature of the database is the sociolinguistic metadata that it contains, making the corpus texts more valuable for linguistic research. Contributors are asked to provide answers to a number of questions, giving demographic and linguistic information. To reduce the burden on contributors, and with a view to providing comparable data for each text, for the most part this involves tickbox responses. With the contributor's consent, these data are then available online to corpus researchers. The demographic information includes the following: the author's place of birth, place of residence, parents' places of birth, educational attainment, occupation, parents' occupations, and religion. Contributors are also asked about the languages spoken, written, understood and read, and the normal context of use of these languages. This information, or as much as it is possible to collect in each case, is entered for all authors of written texts that are included in the corpus and for the participants in all of the recordings. The project team also collects considerable detail about the texts submitted, such as publication or translation information as appropriate, text type and medium, intended audience, and participant roles. If the text is audio or video, we record whether the participants were aware of the recording and the level of spontaneity of spoken language production.
These two main types of metadata combined will make generalizations possible and allow correlations to be drawn, for example, between a speaker's place of birth and features of pronunciation, authors' social background and lexical items, or grammatical constructions and textual genre. For researchers with an interest either in language contact in Scotland specifically or in the general mechanisms of language contact, this is invaluable information. A borrowing that is found to be spreading through Scots may be able to be tracked, if not to its point of entry, then at least to likely types of speaker involved in innovation. Since one of the purposes of the corpus is to enable patterns to be highlighted, the metadata included with texts must be as full as possible, in order not to preempt correlations and to enable the material to speak for itself.
For any corpus project that seeks to make recent texts publicly available, one of the most evident issues arising is that of copyright and data protection permissions, and the need for an administration system to track them. We need to obtain explicit written permission from all authors of texts included in the corpus and from participants involved in audio material or transcriptions. For the SCOTS project, this is done through a series of specially designed forms completed by individuals submitting texts, and all of these permissions are recorded in the SCOTS administrative database. This database also enables the corpus builders to log communications with contacts (such as authors, participants, and submitters).
The system must have permissions controls, tracking of submissions, tracking of document-processing status, logging of correspondence, handling of multimedia document types, and mechanisms for Web delivery. It must give access to the entire data set, including the document contents, from one interface. Tight controls on validation and other rules regarding the integrity of the data must be possible. It must allow access and updates to the data from different people, at different places, possibly at the same time. In addition, it must also be capable of integrating with other administrative functions such as mail merges, report writing, and so on. The user interface we provide to all project staff must be easy to use. This is particularly important in order to reduce retraining times for casual staff.
In creating the corpus structure the SCOTS team has included database functions to control the workflow. Administrative functions range from contact management through to document entry and associated metadata manipulation. These are functions that any project creating a corpus must perform. Having these functions built into the system means that, for example, copyright law compliance is enforced. The system generates reports to facilitate the administration and management of each key stage. The data storage method is more advanced than simple flat files, and multiple concurrent users are fully supported, aiding large-scale data entry. Document contents are accessed via the unified interface, alleviating the requirement for file naming and directory organization.
With such valuable data being held in the system, it was important for the SCOTS project to choose open, standards-based solutions where possible. The user interface is implemented in Microsoft Access. This provides an easy transition for users of other Windows software. Reports can be generated, and ad hoc queries can be made by any user via a visual interface. Integration with the rest of the Office suite provides a mail merge facility with Word for numerous correspondence tasks. There are comprehensive tracking options to record the status of each submission and document. These can be used to ensure that the correct permissions have been
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Note: This is an example of a simple search for the word bonny. A concordance of all the occurrences of the word is shown. Users can expand the criteria and choose from the metadata to refine their search. They could add, for example, document type, date, and whether published to the word search. acquired before public release of the document. It is also possible to identify situations where more investigation or follow-ups are required.
For security reasons, and to allow more flexibility in the future, the online database is separate from the administrative one. The SCOTS project uses a relational database to provide the storage and search facility for the Web site. All dynamic pages are constructed using templates and processed using PHP scripts. PostgreSQL enables the use of built-in advanced text indexing, and the team has the ability to extend or modify how this facility works, possibly using word stemming, and so on. The online database holds only publicly accessible information; this means an attempt to breach the project's security would not release private information.
On a scheduled basis, all documents that are marked for public use are exported into the online database. At this stage it ensures that there are no outstanding copyright issues relating to the document. All administrative information that is not
Figure 2
Note: Every document has metadata. This screen shows the headings for information about the text, with two headings expanded. relevant to the document itself or the authors is removed. Where an author or participant has decided to restrict private information to researchers only, this information is not copied.
Our hypothesis is that many corpus builders have common needs and that a customizable, generic, online database system is required. Following approaches from scholars proposing to start building digital corpora, it became apparent that a subset of the SCOTS corpus management system (concentrating on administration and workflow) could be very useful to others. As the data structure is tailored and grew up with the particular requirements for the SCOTS corpus, it will be necessary to develop an abstracted model of the corpus management system. This will allow
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Note: This shows the metadata information on the author of a document. Not all contributors give permission for all of their data to be shown. What is allowed into the online system is controlled by the administrative database. standard data objects and types to be used freely inside the established model. As open source software is used, there are many different software and hardware platforms available as host to any system developed.
First steps to integration would involve identifying each document type and its metadata and contents. In addition, the interrelationship of different objects (e.g., author to document) must be established before the data can enter the framework. Sample data would be identified to test the maximal set of possibilities available. Any search front-end will necessitate a higher degree of customization to match the specific project.
We believe the SCOTS corpus management design can give new projects an easyto-use framework on which to base their system. Collaboration with other projects will enhance the system as we identify new data types and modules to include in the framework. As these issues are solved, this will feed back to the abstract model and provide ready-made solutions for future projects. As any collaborative effort would have the same base structure, it would make integration of data from many different
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Note: This is a screenshot of one of the data input windows, showing the MS Access form for entry of an author's submissions. Note the Tracking fields. corpora straightforward, and this may be of particular use to researchers in allowing cross-searching. Most literature on corpus projects concentrates on either the content, the encoding of the content, or the research results of the use of the corpus. We have found little on the management and administration of a corpus project. Researchers often do not recognize initially the amount of time needed to develop good management procedures and the complexity required to control the process from contact management through document entry, metadata manipulation to publication.
Since we all need to record who has said and done things, and we particularly need to manage rights and permissions for the items in our collections, and we need to keep track of the different versions of our collections as they evolve over time, we can hope for an extensible database framework that can be maintained at the site, not just as part of the OLAC meta-archive. Development of just such a database framework is one of the principal goals of the LICHEN Project. Since the network is just beginning, it is in a position to try to create an electronic framework for the collection, management, online display, and exploitation of existing corpora of the 
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Note: This picture shows one of the ways we use metadata. Using Google Earth, we can create a graphic display of where in Scotland the corpus contents come from. languages of the circumarctic regions, which is also applicable to other corpora that represent regional, social, and other varieties of languages. To achieve this, the LICHEN team will rely on close collaboration between several well-established corpus projects to discuss common goals, needs, and problems and to identify best practices such as those of the SCOTS project described above. Thus, the network would benefit not only the academic community but also the speakers of the languages concerned, and indeed other communities around the world battling with the same kinds of issues. It will be developed as a platform-independent package, supporting the additional metadata that the LICHEN collections maintain and generate, versioning of collections, and digital rights management. The LICHEN framework will incorporate an extendable set of core tools for the creation of databases. Building on the metadata descriptions from these and other tools, it will support a variety of queries across all the modalities (text, audio, video) of the data in the collections.
The work will be carried out by the engineers from MediaTeam Oulu research group, who conduct research on the features, use, and applications of multimedia and digital media types (image, sound, video, text) in information and communication systems. The research combines different areas of information and telecommunications technology, with a special focus on mobility and wireless features and on future generations of communication technology. The main fields of interest are image and video processing, language and audio technology, information hiding as a security solution, mobile services, packet networks, and distributed computing. Previous cooperation between the MediaTeam and the Department of English at Oulu has focused on the phonetic analysis of English and the use of linguistic information in language technology, in particular word prediction, and forms a solid foundation for exploring these new avenues of cross-disciplinary cooperation. Researchers from the MediaTeam will design and implement the technology making the data available to both researchers and the general public and enabling analysis and manipulation of the data and contribution of new material to the archive. LICHEN has recently received funding for three years, which should benefit all of us.
Human Subjects and Copyright
• Adherence to Human Subjects guidelines to protect the rights of research participants, with recognition that public presentation of interview material requires additional work on informed consent • Use of a copyright contract in addition to normal Human Subjects documentation, to provide a clear path for publication of materials
An overriding factor for acquisition of new materials today is effective copyright and Human Subjects permissions and control. When we take as agreed our aim to offer public access to our collections, we simply must have a clear pathway toward publication of materials that preserves the rights of both our research participants and of the corpus builders. New practices for the Linguistic Atlas provide a good model.
The Linguistic Atlas traditionally has published its data (e.g., on our Linguistic Atlas Web site, http://www.lap.uga.edu), but heretofore these data have consisted chiefly of words and phrases, not full conversational transcription. Field-workers before the invention of portable tape recorders did very well indeed to transcribe just the targeted words and phrases of the worksheets. Even after tape recorders were available, as for LAGS, it would have been prohibitively expensive to transcribe every word of a six-or eight-hour interview, and Lee Pederson and his team did very well over a period of many years to manage the transcription of the words and phrases targeted on the worksheets. Now, however, things have changed. The LAP team has to be interested in three new demands of the work: fair treatment of participants, full transcriptions in order to meet the needs of a variety of audiences, and efficient delivery of all of the information to the corpus's users. Since the LAP team intends to publish full transcripts of the interviews, the first problem was to protect the rights of the Human Subjects within the guidelines of the university's Institutional Review Board (IRB) and still be able to publish the interviews. It took many months of negotiation with the IRB to accomplish this goal. The project's Human Subjects agreement follows the standard university template, including the maximum options for publication of the interview (see appendix). The consent form, represented here in its current format for the Roswell community language site, does not guarantee the confidentiality of the speakers. Indeed, part of the consent form asks that speakers specifically allow their identity to be revealed as part of a local display. Other versions of the consent form do not ask whether speakers want their identity revealed, but they still make it clear that the team intends to publish their interview. This point is one that required negotiation with the IRB, since in other research it is normal not only to preserve confidentiality but to keep research records private to the greatest extent possible, and even to have a plan to destroy records when the project is finished. Since the LAP team explicitly intends to publish the interview materials and to retain them in permanent archives, participating speakers must understand what they are getting into, which leads to the project's use of particular statements of how the interview material might be made public, each statement to be initialed by the speaker. In Web publication, the LAP team does not plan to publish speakers' names or other personally identifying information, even for the Roswell speakers. There is a difference between use of someone's name on a local display and use of someone's name and information on the Internet.
The LAP project's other innovation was to have speakers sign an additional contract that assigns the copyright interest in their interview, in Roswell to the Folk and Heritage Bureau without a fee (see appendix), and for other funded LAP research to the university in return for a fee of $50. This contract avoids the problem that speakers might in future claim a financial interest in publications in part arising from their interviews. The contract seems to have been a major success so far: the fee has not seemed to present any administrative problems, has not added undue cost to our funded research projects in light of our other expenses, and did encourage some speakers to participate. It also gives the LAP team, in conjunction with informed consent, a clear legal path for publication of complete interviews. In Roswell, local speakers are really collaborating with the researchers on a joint effort to document their own language and culture, and thus it was appropriate not to have a fee. For instance, the team made a presentation called Roswell Voices as part of the city's sesquicentennial celebration and produced a booklet that is currently distributed from the Roswell Convention and Visitors Office (Kretzschmar, Lanehart, Anderson, et al. 2004) . However, in the project's funded research in which speakers are randomly selected to participate in areal samples, the fee offers at least a small compensation for their time and cooperation. The exchange of money is also important, according to the university legal office, to help bind the contract.
The LAP team feels that removing the names and personal information from the interviews when published does give speakers adequate protection for their privacy as expected in Human Subjects agreements. Of course, the speakers are giving their informed consent in addition to signing a work-for-hire contract, and they can decide to withdraw their interview at any time up to publication; nobody has done so thus far. The only serious question that has been raised by colleagues about this two-stage procedure is whether paying a fee to some speakers might ever be coercive, if the speakers needed money so badly that they would feel pressure to complete an interview that they otherwise would not have considered. The project has not surveyed American populations where the amount offered, $50, appears to create much risk of this kind. However, researchers must certainly be sensitive to local conditions and should adjust compensation or other aspects of their protocols so that speakers receive fair treatment.
Collections
• Immediate creation of digital copies of materials, to be maintained on more than one spinning disk • Adherence to best practices specific to linguistic interviews, not to general practices in the audio industry • Full-text orthographic transcription as soon as possible after collection, with minimal editing
The activity of collection addresses both legacy materials and newly acquired materials. We must do what we can with our legacy materials, however they were collected originally. The important thing is to safeguard them by making digital copies of audio recordings and digital images of paper records. This is, of course, an expensive and time-consuming process, but all the more important because of the frailty of our paper and audio archives-as the Newcastle team has learned only too well given the circa forty-year gap between data collection and data enhancement. Some Linguistic Atlas materials on paper are now seventy-five years old, and some of the audio tapes are forty years old. For newly acquired materials, we should begin with up-to-date recording methods and best practices, as specified in technical reports such as on Bartek Plichta's Web site (http://www.bartus.org/akustyk/). However recorded in the field, all materials need to be immediately transferred to digital storage.
We can recommend a number of best practices for the preservation and presentation of corpus materials. Signal acquisition and digitization are the first steps in the process of archiving spoken-word content for the purposes of long-term preservation. Best practices for signal acquisition and audio digitization are covered at length in Plichta (forthcoming). Most language documentation and preservation projects recognize the importance of such best practices and try to use modern technology to produce high-quality audio content. However, because of the unique nature of linguistic research, creating a robust audio recording and digitization workflow is not easy. The main difficulty stems from the fact that the professional audio industry focuses primarily on music, film, and broadcast, which use a dramatically different notion of audio quality. Thus, most modern audio technology is useless for linguists. All audio and video materials should be time-stamped, in order to permit alignment of materials in their audio, video, and text formats. We also recommend that all new material, and old material to the extent possible, receive full-text orthographic transcription as soon as possible after collection. Parts of the original audio materials of the Tyneside corpus, for example, are now so deteriorated that orthographic transcription has become impossible. While the original researchers on that project did provide some element of transcription, it was focused entirely on those items in which the researchers had a phonological interest so that much of the data were never transcribed and the opportunity of fully preserving the original interviews has been lost forever. Transcriptions should have a minimum of editing and conventional additions such as punctuation. If cleaned-up versions of the text are required for particular purposes of presentation (as, e.g., the Tyneside project will do for their nonspecialist audience), these should be prepared at a later step in the preservation and presentation process. We believe that the combination of time stamps and a minimally edited transcript are crucial for all indexing and archival activities to be carried out in the collection. Legacy materials may never receive such complete treatment as that which has been possible for the 1960s' Tyneside Linguistic Survey collection-the six thousand hours of legacy audio recordings for the Linguistic Atlas will never be transcribed in full, since it would take a single transcriber about thirty years full-time to do the work. Still, legacy materials should be processed to any extent possible, since users must have at least some finding aids before they can make use of the old data.
While we are not yet prepared to recommend any particular existing software tool, we do think that the Praat acoustical phonetics package holds great promise for the creation of time-stamped orthographic transcripts (in addition to its functions for phonetic analysis). Praat also accommodates phonetic transcriptions. Unfortunately, Praat does not support some of the text encoding standards that we would like to use, namely, Unicode and Extensible Markup Language (XML). These shortcomings, however, can be addressed in a free software add-on to Praat, called Akustyk (see Plichta's site, http://www.bartus.org/akustyk/). Akustyk converts Praat-generated TextGrid objects into time-aligned XML documents. In addition, Synchronized Multimedia Integration Language (SMIL) is used to provide Web-ready presentations compliant with the three major multimedia players: WindowsMedia, RealMedia, and QuickTime. Such time-aligned corpora are fully searchable and thus enable immediate retrieval and delivery of portions of transcribed audio files over the Internet. Akustyk can also be used to encode audio files in MP3 format by means of a speechoptimized MP3 codec. An important advantage of using Akustyk's SMIL-encoding capability is the fact that the audio/text corpus remains fully modular in its server-side format. Typically, when we think of Web multimedia presentations, we think of precompiled, opaque, binary files, such as those used in any of the popular streaming formats (e.g., Macromedia Flash). However, SMIL is a format that provides placeholders for multilayered, time-aligned content that may include audio, text, video, and still images. SMIL presentations are delivered to a multimedia player in their original, unaltered format and are combined by the player in real time.
There is a common belief that multimedia content must be delivered in a compressed form to save previous Internet bandwidth. Indeed, the delivery of uncompressed Pulse Code Modulation (PCM) audio files (e.g., Microsoft WAVE, Apple AIFF, etc.) requires a high-speed Internet connection and a fast client computer with a generous amount of random-access memory (RAM). Digital compression works on the principle of removing information from the original file to save space (socalled lossy compression). For example, in the case of audio files, this is accomplished by a complex encoding process that involves modifying the sample rate, bit depth, and removing individual samples, as determined by a psychoacoustic codec (e.g., MP3). Because of the removal of audio information (samples), media compression stands in direct conflict with the goals of long-term preservation. One might, therefore, argue that the storage of spoken-word corpora in a Web-ready format is altogether wrong. However, technologies, such as SMIL, do not require that media files be stored in a compressed format. On the contrary, because SMIL presentations are not precompiled, all media files can be stored in their original, uncompressed format, and, when called by an Internet client, compressed "on the fly" as they are being streamed to the multimedia player. This, in fact, should be the preferred option when designing digital language repositories, particularly as both the processing speed of streaming servers and bandwidth of client Internet connection speed are constantly increasing.
As regards long-term storage of our corpora, we do wish to recommend specifically that corpora be maintained on more than one spinning disk, not just on CDs. The long-term viability of CD and DVD stock remains an open question in the archive community, and even if CDs and DVDs were to last as long as we might hope, there would still be the need to invest time and energy in copying the materials periodically. Computer storage arrays, on the other hand, have become a viable option in recent years, and it may be possible for collections to be maintained at low cost on such arrays in institutional environments. Linguistic Atlas materials are now being stored in this way on the storage array at the University of Georgia, and the NECTE project has lodged all of its materials with the United Kingdom's Arts and Humanities Data Service. Finally, we wish to emphasize that the appropriate medium for presentation of our corpora is on the Web. We need not belabor the obvious here and extol the virtues of, and benefits of, Web publication. On the other hand, we also should not underestimate the cost for installation and for long-term maintenance of a complex Web site. File cabinets are cheaper and easier. But our experience tells us that the Web is worth the cost, because our collections take so much time and effort to build that we really have to take them to as wide an audience as possible of general and specialist users in order to justify the development expense.
TEI/XML
Our specific recommendations in this area are the following:
• Adopt minimal Text Encoding and Interchange (TEI)-compliant XML markup.
• Create information resources that are independent of platforms and applications.
• Supply only "rich" markup transcripts that also have an XML header or Document Type Definition (DTD) and are convertible to TEI standards.
The NECTE project provides an excellent model for application of minimal TEIcompliant XML markup. TEI defines an extensive range of XML constructs as a standard for the creation of textual corpora in particular. Together, these are emerging as world standards for the encoding of digital information, and it is for this reason that we advocate their adoption (for fuller details than we have space for, see the TEI Guidelines edited by C. M. Sperberg-McQueen and Lou Burnard (2002) and published online at http://www.tei-c.org/P4X/).
The minimal amount of markup we recommend is typically the level employed in library electronic archives, such as the Oxford Text Archive or the Virginia electronic archives. Provision of metadata and at least some text markup according to the recommendations of the TEI Consortium (http://www.w3.org/XML/) will help to make the document readable for posterity because it conforms to the international archival standard for structuring documents and document collections. Our suggestion that corpora be encoded using XML also aims to encourage the creation of information resources that are independent both of the specific characteristics of the computer platforms on which they reside (e.g., Macintosh vs. Windows) and of the software applications used to interpret them.
While we accept that the current TEI guidelines may not be sufficient for the particular research purposes of certain kinds of corpus builders and other specialists, they can be augmented by applying, where required, additional "rich" markup to second versions of transcripts, with the proviso that at least an XML header or DTD be associated with each transcript so that the two versions can be correlated. "Rich" markup in the manner in which the notion is used here might consist of part-ofspeech tagging, acoustical phonetic measurements and plots, transition relevance points between speaker turns, geocoding, or explicit markup for any other research purpose. Ideally, of course, this rich markup should be convertible to the TEI archival standard to ensure its longevity.
To illustrate in more detail the manner in which a text corpus might be converted into a TEI-conformant XML document in the TEI local processing format sense, the enrichment of the NECTE corpus in this regard will be examined in some detail below (a fuller discussion can be obtained from Allen et al. [forthcoming] ).
To be TEI-conformant, an XML document has to be validated relative to the TEI DTD. NECTE's selection of a validator was based on van den Broek (2004), a version of which is available on the AHDS Web site (see http://ahds.ac.uk/creating/ informationpapers/xml-editors/index.htm). The NECTE team chose the oXygen XML editor since it provides facilities not only for the creation of XML documents but also for their validation in relation to user-defined DTDs. The NECTE corpus document has, therefore, been validated relative to the TEI DTD by oXygen. The annotated corpus can be downloaded from the NECTE Web site (http://www.ncl.ac.uk/necte), and further details of the TEI-conformant XML encoding used are also available from the site.
To make all of this more concrete, consider the plain text and severely truncated XML excerpts from the actual NECTE corpus found in the accompanying appendix. As can be seen, the textual content is surrounded by, and interspersed with, a multitude of tags enclosed by angled brackets. These serve to specify the many features of the NECTE corpus structure, and they also encode metadata of various kinds. The XML tags in this excerpt, for example, indicate-among other things-that NECTE has four different levels of representation. The first of these is the original real-time audio, that is, <text id='TLSg01audio'>. Lines 19-39 (beginning <text id='TLSg01 NECTEortho'>) encode the second layer, namely, orthographic transcriptions of the audio. From lines 40-47, the markup <anchor id="TLSg37phonetic0000"/> signals a third level of representation, namely, the original phonetic transcriptions by the TLS project team of key items in their informants' speech (encoded as five-digit numbers "01304" and so on). Lines 50 onward incorporate part-of-speech tagging of a sample from the orthographic transcriptions contained in lines 21-23. Roswell. This may eventually bring benefits such as greater understanding of the community or improved diagnoses and procedures by speech pathologists and other health workers who need to understand language and culture. The research is not intended to benefit you personally. Your part in the study will be to talk with the interviewer. We will make a tape recording of the interview. The interviewer will first take about ten minutes to ask you for some information about you and your family; we are not trying to be nosy but to get enough information to help understand your life in the community. The interviewer will then have a conversation with you about everyday life in your local community; the conversation will take about one to two hours. You should feel no discomfort or stress during this research, and there are no risks for participation. At a later time, we may ask you for another, shorter interview, this time on videotape, that we could use to make a Roswell Voices video program. The tape recording made from your interview will be written down, and both the written version and the audio recording will be made public, including publication on the Internet. We intend that researchers, teachers, doctors and other members of the health professions, and members of the general public will be able to read and hear your interview, in order to learn more about the language and culture of Roswell. Before we put the interview on the Internet, we will remove personal information from the written version and the audio recording, such as your address, and we will also remove any information that we believe to be too personal, such as details of your personal life. Any information that we remove from the published interview will be kept private; however, you should know that research records may be obtained by court order. The Roswell Folk and Heritage Bureau is a nonprofit organization that does not expect to get a financial return from any publication of your Linguistic Interview. Professor Kretzschmar will be happy to answer any further questions about the research that you may have, now or during the course of the project, and you may reach him by calling the Linguistic Atlas Office at 706-542-2246. ***
