This paper presents automatic methods for the segmentation and classification of dialog acts (DA). In VERBMOBIL it is often sufficient to recognize the sequence of DAs occurring during a dialog between the two partners. Since a turn can consist of one or more successive DAs we conduct the c l d c a t i o n of DAs in a two step procedure: First each turn has to be segmented into units which correspond to a DA and second the DA categories have to be identified. For the segmentation we use polygams and multi-layer percep trons, using prosodic features. The classification of DAs is done with semantic dsssification trees and polygrams.
INTRODUCTION
In the VERBMOBIL-Project an automatic translation system with the application of appointment scheduling dialogs is developed 1113. The scenario is the following: the dialog partners are assumed to have at least a passive knowledge of English. They usually will speak English until they do not know how to express themselves. Then they can switch to their mother tongue. In this case they have to press a button and VERBMOBIL translates the utterance. This means a translation is given on demand and only for parts of the dialog. Nevertheless the system must follow the entire dialog in order to catch the dialog context so that e.g. the resolution of anaphora or the generation of predictions is possible [l] . Thus, also when both dialog partners speak in English the system has to keep track of the dialog history, which means at least to recognize all dialog acts. In our approach this is done within two steps: First, a turn is segmented into DA units (DAU), and, second, these segments are classified into DA categories (DAC). For the segmentation of DAUs the same methods can be applied as for the segmentation of turns into sentences, cf. [5] . Note however, that a DAU can comprise more than one sentence. In rare cases there can even be a topic shift within one sentence so that it can be 
DIALOG ACTS IN VERBMOBIL
In VERBMOBIL the dialog as a whole is seen as a sequence of DAs, which means that DAs are the basic units on the dialog level. The DACs are defined according to their illocutionary force, e.g., ACCEPT, SUGGEST, REQUEST, and can be subcategorized as for their functional role or their propositional content, e.g., DATE or LOCATION depending on the application. We defined 18 DACs on the illocutionary level and 43 subcategories [4]"
In Figure 1 . These manually created labels are used as reference for the training and evaluation of our stochastic models, as described in the remainder of this paper.
METHODS USED

Multi-layer Perceptrons (MLP)
Multi-layer perceptrons were trained to recognize the DAboundaries in a similar way as the prosodic phrase boundaries described in [SI. 
Polygrams Language Models (LM)
A certain kind of n-gram language models -so called poly-
-are used for the segmentation and classification of DAs. Polygrams are a mixture of n-grams with varying size of n. They are superior to standard n-gram models because n can be chosen arbitrarily large and the probabilities of higher order n-grams are interpolated by lower order ones. The interpolation weights are optimized using the EM algrithm. However, we found that limiting n to 3 is suffiaent for the experiments described in this paper. In 181 the DA classification results improved up to a maximum of n = 5, due to a larger amount of training data. 
where c; is the acoustic prosodic feature vector computed for word wi and denotes anoptimized weight. For every vi the score Qv, is normalized to a probability: To avoid an over expansion of the tree, which means that it is totally adapted to the training corpus and therefore loses its generality, stopping rules are needed to end the expansion process. These stopping rules define when a node is declared to be a terminal node which is then labeled with the corresponding category from the inventory.
The rule which selects the best question or decides that the present node should be a leaf node is based on an impurity measure I, where the impurity is always non-negative and takes a maximum value for a node containing equal proportions of all possible categories, and is zero for a node containing only one of all possible categories. Therefore in each node the question is chosen which maximizes AI. The node is not split if the impurity cannot be reduced any further. Our algorithm uses the Gini criterion as measure of impurity which always lies between 0 and 1 (see [SI) .
For growing the tree a strategy with two stages is used. First a much too large tree is grown using a simple stopping rule, e.g., that each terminal node contains fewer than N items (N close to 1) or that the maximum value of A I is 0. Based on the same impurity measure the tree is then pruned u p wards starting at the leaves using an independent data set. Thereafter the tree is expanded on this second data set and pruned on the first. This process is iterated until no change in the tree occurs between two iterations (a prove for the convergence of this procedure can be found in [2]). Table I .. We also tried an MLP trained on perceptual-prosodic dsuse boundaries for the classification of Ds; the recognition rate of the MLP alone was slightly better (84.4%), however the combination with the LM yielded only a recognition rate of 91.3%. All these results do not take into account the end of turns which by default are labeled as D and the classification of which is trivial.
RESULTS
Classification of Dialog Acts
For the classification of the 19 Merent DACs based on the hand-segmented data two methods were used: First, a semantic classification t i e was trained where a recognition rate of 46.4% was obtained. Second, LM classifiers were trained IS described in Section 3.2., yielding a recognition rate of 59.7%. In [8] we improved the SCT approach by using didogatate dependent SCTs and achieved results comparable to the ones for polygrams. We currently modify the tnining algorithm and will repeat the experiments described in the following for polygrams with SCTs. 
Data 4.4. Segmentation and Classification of
Dialog Acts
With respect to the integration in the VERBMOBIL system the DA classification has to deal with automatically segmented word sequences. For the segmentation we used the combination of MLP and LM as described in Section In this paper we especially showed that DAs can be reliably classified based on automatically detected segments. As for the detection of the segment boundaries the best results were achieved with the combination of an MLP classifying acoustic-prosodic feature vectors with a polygram LM. Compared with the LM alone the combination of both classifiers reduced the error by over 19%. Thus the prosodic information proved to be very useful for this task. The results for the DA classification on the automatically segmented word sequences vary depending on the number of detected segments. The best accuracy achieved is 45.8%. The highest percentage of correctly classified DAs is 61.7%. This is even higher than the recognition rate of 59.7% when using the hand-segmented data. The reason for this might be that on the one hand most of the deleted segments are misclassified on hand-segmented data and on the other hand the high number of insertions increases the likelihood for a cor- 
