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Abstract
A detailed numerical study of the long time behaviour of dispersive
shock waves in solutions to the Kadomtsev-Petviashvili (KP) I equation
is presented. It is shown that modulated lump solutions emerge from the
dispersive shock waves. For the description of dispersive shock waves,
Whitham modulation equations for KP are obtained. It is shown that the
modulation equations near the soliton line are hyperbolic for the KPII
equation while they are elliptic for the KPI equation leading to a focusing
effect and the formation of lumps. Such a behaviour is similar to the
appearance of breathers for the focusing nonlinear Schro¨dinger equation
in the semiclassical limit.
Keywords: Kadomtsev-Petviashvili equation, dispersive shock waves, Whitham
modulation equations
1 Introduction
We consider the Cauchy problem for the Kadomtsev Petviashvili (KP) equation
(ut + uux + 
2uxxx)x + αuyy = 0, α = ±1, (1)
in the class of rapidly decreasing smooth initial data. Here  > 0 is a small
parameter and we are interested in the behaviour of the solution u(x, y, t; ) as
 → 0. In such a limit the solution of the KP equation develops strong oscil-
lations and very high peaks that will be the subject of the present manuscript.
The equation (1) was first introduced by Kadomtsev and Petviashvili [22] in
order to study the stability of the Korteweg–de Vries (KdV) soliton in a two-
dimensional setting, and it is now a prototype for the evolution of weakly nonlin-
ear quasi-unidirectional waves of small amplitude in various physical situations.
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For α = −1 (α = 1) the equation (1) is called KPI (KPII) equation and de-
scribes quasi-unidirectional long waves in shallow water with weak transversal
effects and strong (weak) surface tension. The KPII equation is known to have a
defocusing effect, whereas the KPI equation is focusing. It is exactly this latter
effect which we will study in this paper. A comparison of the solutions of the
two KP equations for the same initial data is shown in Fig. 1 where one can see
the focusing effect of KPI.
Figure 1: Solution of the KPI equation (left) and of the KPII equation (right)
for  = 0.1 and the initial data u(x, y, 0) = −6∂xsech2x at time t = 0.8. Notice
how the KPI solution has developed a spike that is about 5 times higher than
the highest peak of the KPII solution.
The KP equation is also the prototypical integrable equation [9] in two spa-
tial dimensions and it has been studied via inverse scattering [15] [6]. In the
dimensionless KP equation, i.e., equation (1) with  = 1, a parameter  is in-
troduced by considering the long time behavior of solutions with slowly varying
initial data of the form u0(x, y) where 0 <   1 is a small parameter and
u0(x, y) is some given initial profile. As  → 0 the initial datum approaches a
constant value and in order to see nontrivial effects one has to wait for times
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of order t ' O(1/), which consequently requires to rescale the spatial variables
onto macroscopically large scales x ' O(1/), too. This is equivalent to con-
sider the rescaled variables x → x′ = x, y → y′ = y, t → t′ = t and put
u(x′, y′, t′) = u(x, y, t) to obtain the equation (1) where we omit the ′ for
simplicity.
For  = 0 the KP equation turns into the so called dispersion-less KP equa-
tion (dKP) [30] ,[41]
(ut + uux)x + αuyy = 0. (2)
Note that in spite of its name, the dKP equation (2) contains dispersion, and
only the highest order dispersive term has been dropped relative to (1). Local
well-posedness of the Cauchy problem for the dKP equation has been proved
in certain Sobolev spaces in [37]. Generically, the solution of the dKP equation
develops a singularity in finite time tc > 0. It is discussed in [18] and [31] that
this singularity develops in a point where the gradients become divergent in all
directions except one.
As long as the gradients of the dKP solution remain bounded, the solution
u(x, y, t; ) of the KP equation is expected to be approximated in the limit → 0
by the solution of the dKP equation. Even if there are many strong results about
the Cauchy problem for the KP equation in various functional spaces (see, e.g.,
[7, 33]), these results are insufficient to rigorously justify the small  behaviour
of solutions to KP even for 0 < t < tc. Near t = tc the solution of the KP
equation, preventing the formation of the strong gradients in the dKP solution,
starts to develop a region of rapid modulated oscillations. These oscillations
are called dispersive shock waves, and they can be approximated at the onset of
their formation by a particular solution of the Painleve´ I2 equation, up to shifts
and rescalings [11].
For later times t > tc these oscillations are expected to be described by the
modulated travelling cnoidal wave solution of the KP equation. The travelling
cnoidal wave solution is given by
u(x, y, t; ) = β1 + β3 − β2 + 2(β2 − β3)cn2
(√
β1 − β3√
6
(x+
l
k
y − ω
k
t) + φ0;m
)
(3)
where cn(z;m) is the Jacobi elliptic function of modulus m =
β2 − β3
β1 − β3 with the
constants β1 > β2 > β3, φ0 is an arbitrary constant and K(m) the complete
elliptic integral of the first kind. The wave number k and the frequency ω are
given by
k = pi
√
β1 − β3√
6K(m)
, ω =
k
3
(β1 + β2 + β3) + α
l2
k
. (4)
The average value u¯ over a period and the maximum amplitude a := umax−umin
of the oscillations are
u¯ = β2 + β3 − β1 + 2(β1 − β3)E(m)
K(m)
, a = 2(β2 − β3), (5)
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where E(m) is the complete elliptic integral of the second kind. For constant
values of β1, β2, β3 and l, the formula (3) gives an exact solution of the KP
equation. The modulation of the wave-parameters of the cnoidal wave solution
is obtained by letting βj = βj(x, y, t), j = 1, 2, 3 and l = l(x, y, t) and requesting
that (3) is an approximate solution of KP up to higher order corrections. Over
the last forty years, since the seminal paper of Gurevich and Pitaevsky, [19] there
has been a lot of attention to the quantitative study of dispersive shock waves
see e.g. the recent volume [4], and refined experiments have been developed
[39]. Most of the analysis is restricted to models in one spatial dimension. Two
dimensional models have been much less studied, see for example [20],[35],[12].
Regarding the KP equation, the formation of dispersive shock waves has been
studied numerically in [27, 24] and both numerically and analytically in [1] for
an initial step with parabolic profile, and recently in [5] using the method of
multiple scales. Modulation theory in the general setting of Riemann surfaces
has been developed in [29]. In this manuscript we derive the modulation equa-
tions for KP using the Whitham averaging method over the Lagrangian as in
[40]. Our final form of the equations for β1(x, y, t) > β2(x, y, t) > β3(x, y, t) and
q(x, y, t) := l(x, y, t)/k(x, y, t), plus two extra dependent variables p = p(x, y, t)
and r = r(x, y, t) (see definition (28 and (29)) is
∂
∂t
βi + (vi + αq
2)
∂
∂x
βi + α(2qDβi − (vi − 2βi)Dq +Dp) = 0, i = 1, 2, 3,
(6)
∂
∂t
q +
(
1
3
3∑
i=1
βi + αq
2
)
qx + 2αDq +
1
3
D(
3∑
i=1
βi) = 0, (7)
pt +
(
1
3
3∑
i=1
βi + αq
2
)
px +Dr = 0, rx − Bx
6
− α(u¯(qy − qqx) + py + qpx)) = 0,
(8)
with D =
∂
∂y
− q ∂
∂x
, the speeds vi = vi(β1, β2, β3) are
vi =
1
3
(β1 + β2 + β3) +
2
3
∏
k 6=i(βi − βk)
βi − β1 + (β1 − β3)E(m)
K(m)
, i = 1, 2, 3, (9)
with u¯ defined in (5) and B =
∑3
i=1 β
2
i − 2(β1β2 + β2β3 + β1β3). The system
satisfies two compatibility conditions given by the constraints
qx =
ky
k
− q kx
k
, px = u¯y − (qu¯)x. (10)
When α = 0 the equations (6) and the second equation in (8) coincide with
the Whitham modulation equations for KdV with r = B/6 being an integral.
The equations (6), (7) and (10) are equivalent to the equations obtained in [5],
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while the equations (8) seem to be new. We set up the Cauchy problem for the
Whitham modulation equations and we show that the Whitham system near
the solitonic front when m ' 1 is not hyperbolic.
When the modulus m→ 1, the travelling wave solution (3) of KP converges
to
u(x, y, t; ) ' β3 + 2(β1 − β3)sech2
(√
β1 − β3√
6
(x+
l
k
y − ω
k
)t+ φ0
)
. (11)
If we set β3 = 0 and β1 = 6k
2, the above expression is exactly the line soliton of
the KP equation and the wave numbers k, l and ω satisfy the dispersion relation
ω = 4k3 +
αl2
k
(see e.g. [2]). For the KPI equation the line soliton is known to
be linearly unstable under perturbations, [42], [36]. Numerical studies as [21],
see also the more recent papers [25, 27], and analytical studies [34] indicate that
the solitons of the form (11) of sufficient amplitude are unstable against the
formation of so called lump solutions.
Lumps are localised solutions decreasing algebraically at infinity that take
the form
u(x, y, t; ) = 24
(− 12 (x+ ay + (a2 − 3b2)t)2 + 3 b
2
2 (y + 2at)
2 + 1/b2)
( 12 (x+ ay + (a
2 − 3b2)t)2 + 3 b22 (y + 2at)2 + 1/b2)2
, (12)
where a and b are arbitrary constants. The maximum of the lump is located at
x = 3b2t+ a2t, y = −2at,
with maximum value 24b2. When a = 0 the lump is symmetric with respect to
y-axis.
We obtain, using the averaging over Lagrangian density, the modulation
of the soliton parameters. These equations are elliptic for KPI and therefore
they are expected to develop a point of elliptic umbilic catastrophe as for the
semiclassical limit of the focusing nonlinear Schro¨dinger (NLS) equation [11].
In the NLS case a train of Peregrine breathers is generically formed [3] that is
in amplitude three times the value of the solution at the point of elliptic umbilic
catastrophe. Furthermore the position of the breathers scales in  with the
power 4/5. The soliton front of the dispersive shock waves for KPI breaks into
a lattice of lumps and the distance among the lumps scales with , see Fig. 2
The amplitude of the first lump that appears is proportional to the ini-
tial data and, for the specific initial data considered, it is about ten times the
maximal amplitude of the initial data. The amplitude of the lump decreases
(numerically) with time, without producing any radiation as in [32]. Finally we
study the dependence on  of the position and the time of formation of the first
lump and we find a scaling exponent that is compatible with the value 4/5 as
in the NLS case.
This manuscript is organised as follows. In section 2 we derive the Whitham
modulation equations for KP using the averaging over the Lagrangian. We then
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(a)  = 0.05, C0 = 6, t = 0.8 (b)  = 0.02, C0 = 6, t = 0.8
Figure 2: Detail of the lattice arrangement of the lumps on the (x, y) plane for
two representative cases for the initial data u0(x, u) = −C0∂x sech2
√
x2 + y2.
The distance between the lumps clearly scales with .
define the Cauchy problem for the Whitham modulation equations. Next we
obtain the modulation equations of the soliton parameters and show that for
KPI such equations are elliptic. We then show that the Whitham system is not
hyperbolic near the soliton front, since two eigenvalues of the velocity matrix are
complex. In section 3 we collect known results on the focusing NLS equation and
on how solutions to the NLS equation are related to KPI solutions. In section
4 we briefly present the numerical methods used for the integration of the KP
equation. These methods are applied in section 5 to concrete examples for the
KPI equation. In particular we study numerically the nature of the lattice of
lumps that is formed out of the soliton front in the KPI solution in the small
dispersion limit. We add some concluding remarks in section 6.
2 Whitham modulation equations for KP via
Lagrangian averaging
In this section we will obtain the Whitham modulation equations for the KP
equations following Whitham method [40] of averaged Lagrangian as in [21].
2.1 Lagrangian density for the travelling wave solution of
KP
The Lagrangian density of the KP equation is
L = 2ftfx +
3
3
f3x − 4f2xx + 2αf2y (13)
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which leads to the Euler-Lagrange equation
ftx + fxfxx + 
2fxxxx + αfyy = 0.
The above equation coincides with the KP equation under the substitution
fx = u. We look for a solution that is a travelling wave, namely a solution of
the form
f = ψ + φ(θ), θ =
kx+ ly − ωt

, ψ =
c1x+ c2y − γt

,
where φ(θ) is a 2pi periodic function of its argument and the remaining quantities
are parameters to be determined. In our notation x/, y/ and t/ will be the
fast variables and x, y and t will be the slow variables. We introduce
η = fx = c1 + kφθ, fy = c2 +
l
k
(η − c1), ft = −γ − ω
k
(η − c1).
It follows from (1) that the function η(θ) satisfies the equation
3k2η2θ = −η3 + V η2 +Bη +A, (14)
where B and A are integration constants and
V = 3
(
ω
k
− α l
2
k2
)
. (15)
In order to get a periodic solution, we assume that the polynomial
− η3 + V η2 +Bη +A = −(η − e1)(η − e2)(η − e3) (16)
with e1 > e2 > e3. Then the periodic motion takes place for e2 ≤ η ≤ e1 and
one has the relation
√
3k
d η√
(e1 − η)(η − e2)(η − e3)
= d θ, (17)
so that integrating over a period, one obtains
2
√
3k
∫ e1
e2
d η√
(e1 − η)(η − e2)(η − e3)
=
∮
d θ = 2pi.
It follows that the wave number k can be expressed in terms of a complete
integral of the first kind:
k = pi
√
(e1 − e3)
2
√
3K(m)
, m =
e1 − e2
e1 − e3 , K(m) :=
∫ pi
2
0
dψ√
1−m2 sin2 ψ
. (18)
Integrating between e2 and η in equation (17) one arrives to the expression
u(x, y, t) = η(θ) = e2 + (e1 − e2)cn2
(√
e1 − e3
2
√
3
(
x− ω
k
t+
l
k
y
)
−K(m);m
)
,
(19)
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where we use also the evenness of the function cn(z;m). The Lagrangian corre-
sponding to the traveling wave solution (19) derived above takes the form
L = −2k2η2θ + η
(
B
3
− γ + c1ω
k
+ 2α
l
k
(
c2 − l
k
c1
))
+ α
(
c2 − l
k
c1
)2
+
A
3
.
(20)
2.2 Whitham average equations via Lagrangian averaging
Below we are going to apply Whitham’s procedure to obtain the modulation
of the wave parameters A, B, V , k, l, c1, c2 and γ by variation of averaged
quantities. We introduce the averaged quantities
〈η〉 = 1
2pi
∫ 2pi
0
η d θ = c1, 〈η2θ〉 =
1
2pi
∫ 2pi
0
η2θ d θ =
W
k
, (21)
where
W :=
1√
3pi
∫ e1
e2
√
−η3 + V η2 +Bη +Ad η.
Using (21), the average of the Lagrangian L defined in (20) takes the form
L := 1
2pi
∫ 2pi
0
Ld θ = −2kW + 1
3
Bc1 − γc1 + 1
3
V c21 + αc
2
2 +
A
3
.
The Lagrangian L = L(ω, k, l, A, γ, c1, c2, B) and the Whitham method consists
in assuming that the quantities ω, k, l, A, γ, c1, c2 and B depend on the slow
variables x, y and t. The variational principle is
δ
∫ ∫
L(ω, k, l, A, γ, c1, c2, B) dxd y d t = 0.
The variational equations are (see (14.69)-(14.73) in [40])
LA = 0→ kWA = 1
6
, LB = 0→ c1
6
= kWB , (22)
∂
∂t
Lω − ∂
∂x
Lk − ∂
∂y
Ll = 0, ∂
∂t
Lγ − ∂
∂x
Lc1 −
∂
∂y
Lc2 = 0 (23)
together with the consistency conditions which follows from θxt = θtx, ψxt =
ψtx, θxy = θyx, ψxy = ψyx and θyt = θty, ψyt = ψty
kt + ωx = 0,
∂
∂t
c1 +
∂
∂x
γ = 0, (24)
lt + ωy = 0,
∂
∂t
c2 +
∂
∂y
γ = 0, (25)
lx = ky,
∂
∂x
c2 =
∂
∂y
c1. (26)
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Since KP can be written in the form
ut + uux + 
2uxxx + αvy = 0, vx = uy, (27)
one has, for the travelling wave kvθ = luθ, which after integration in θ gives
kv(θ) = lu(θ) + c0 for some integration constant c0 = c0(x, y, t) independent
from θ. Therefore we define the new dependent variables p = p(x, y, t) and
q = q(x, y, t) as
q :=
l
k
, p := 〈v〉 − q〈u〉 = c2 − qc1 . (28)
To simplify further the final form of the equations we also introduce a new
dependent variable r in place of γ
r := γ − ω
k
c1 . (29)
Using (15), (22) and (26), and the above definitions we can write the six equa-
tions (23), (24), and (25) in the form
WAt +
(
V
3
+ αq2
)
WAx − 1
3
WAVx + 2αqDWA = 0, (30)
WBt +
(
V
3
+ αq2
)
WBx +WA
Bx
6
+ α(WB Dq + 2q DWB +WADp) = 0,
(31)
WV t +
(
V
3
+ αq2
)
WV x − 1
3
WAAx + 2α(WV Dq + q DWV +WB Dp) = 0,
(32)
qt +
(
V
3
+ αq2
)
qx +
1
3
(Vy − qVx) + 2αqDq = 0, (33)
pt +
(
V
3
+ αq2
)
px +Dr = 0, (34)(
B
6
− r
)
x
+ α(
WB
WA
Dq + py + qpx) = 0, (35)
where
D :=
∂
∂y
− q ∂
∂x
.
The constraints (26) can be written, after using (28) in the form
qx =
ky
k
− q kx
k
, px = c1y − (qc1)x. (36)
Equations (30)-(32), with p = 0 and the consistency conditions (24)-(26) have
been obtain [21].
We observe that equations (30), (31) and (32), for α = 0 are identical to
the Whitham modulation equations for the KdV equation [40]. Furthermore,
9
for α = 0 equation (35) can be solved exactly giving r = B/6. If we assume
that A, B and V are y-independent, we get the further integrals q = 6h(y)WA
and p = 6h(y)WB for a function h(y). Whitham was able to reduce (30), (31)
and (32) for α = 0 to diagonal form. Using e1, e2 and e3 defined in (16) as
independent variables, equations (30), (31) and (32) for α = 0 take the form
∂
∂t
ei +
3∑
k=1
σki
∂
∂x
ek = 0, i = 1, 2, 3, (37)
where the matrix σki given by
σ =
1
3
V I − WA
6
∂e1WA ∂e2WA ∂e3WA∂e1WB ∂e2WB ∂e3WB
∂e1WV ∂e2WB ∂e3WV
−1 2 2 2e2 + e3 e1 + e3 e1 + e2
2e2e3 2e1e3 2e1e2
 ,
(38)
where I is the identity matrix and ∂eiWA is the partial derivative with respect
to ei and the same notation holds for the other quantities. Equations (37) is
a system of quasi-linear equations for ei = ei(x, t), j = 1, 2, 3. Generically,
a quasi-linear 3 × 3 system cannot be reduced to a diagonal form. However
Whitham, analyzing the form of the matrix σ, was able to get the Riemann
invariants that reduce the system to diagonal form. Indeed by making the
change of coordinates
β1 =
e2 + e1
2
, β2 =
e1 + e3
2
, β3 =
e2 + e3
2
, (39)
with β3 < β2 < β1, and introducing a matrix C that produces the change of
coordinates (β1, β2, β3)
t = C(e1, e2, e3)t, the velocity matrix σ in(38) transforms
to diagonal form
σ˜ = CσC−1 =
v1 0 00 v2 0
0 0 v3
 ,
where the speeds vi = vi(β1, β2, β3) have been calculated by Whitham [40] and
take the form (9). Summarizing, the Whitham modulation equations for KdV
in the dependent variables β1 > β2 > β3 take the diagonal form
∂
∂t
βi + vi(β1, β2, β3)
∂
∂x
βi = 0, i = 1, 2, 3.
Using the same change of variables for the first three equations (30)-(32) in
the Whitham system for KP, this gives after similar computations (done in a
10
straitforward way with Maple) the system of equations
∂
∂t
βi + (vi + αq
2)
∂
∂x
βi + α(2qDβi − (vi − 2βi)Dq +Dp) = 0, i = 1, 2, 3,
(40)
∂
∂t
q +
(
1
3
3∑
i=1
βi + αq
2
)
qx + 2αDq +
1
3
D(
3∑
i=1
βi) = 0, (41)
pt +
(
1
3
3∑
i=1
βi + αq
2
)
px +Dr = 0, (42)
rx − Bx
6
− α(c1(qy − qqx) + py + qpx)) = 0, (43)
with D =
∂
∂y
− q ∂
∂x
and the quantities B and c1 take the form
B =
3∑
i=1
β2i − 2(β1β2 + β2β3 + β1β3), c1 = β3 + β2 − β1 + 2(β1 − β3)
E(s)
K(s)
The constraints (36) can be written in the dependent variables β1 > β2 > β3,
in the form
qx =
3∑
j=1
βjy − qβjx
3vj − V , px =
3∑
j=1
2βj − V
3vj − V [βjy − qβjx] . (44)
The equations (40) (41) and (44) are equivalent to the equations obtained in
[5], while the equations (42) and (43) are new. For example the equation for the
variable p in [5] is the linear combination of the two constraints (44), namely
px + (β1 + β3 − β2)qx = E(s)
K(s)
Dβ1 +
(
1− E(s)
K(s)
)
Dβ3.
Remark. For α = 0 equation (43) can be solved exactly giving the integral
r = B/6 + g, where g = g(y, t) is an arbitrary function. If we further assume
that βi, i = 1, 2, 3 are y-independent, and we set g(y, t) = 0, then we get the
integrals q = 6h(y)WA and p = −6h(y)WB for an arbitrary function h(y) and
the equations (40) coincide with the Whitham modulation equations for the KdV
equation. If we assume like in [5] that the quantities βi(x, y, t) = βi(η, t), i =
1, 2, 3, where η = x + P (y, t) and q = Py(y, t), r = r(η, t) and p = p(y, t) one
obtains Dβi = 0 and Dr = 0 and the Whitham-KP system reduce to
∂
∂t
βi + (vi + αq
2)
∂
∂η
βi − α((vi − 2βi)qy + py) = 0, i = 1, 2, 3, (45)
∂
∂t
q + 2αqqy = 0, pt = 0, rη − Bη
6
− α(c1qy + py) = 0. (46)
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In equation (45) and the second equation in (46), since βi = βi(η, t) and r =
r(η, t), namely they are independent from y, consistency conditions imply that
qy = 0 or qy = const and py = 0 or py = const which give the reduction to KdV
or cylindrical KdV. For further details refer to [5].
2.3 Limiting behaviour of the Whitham modulation equa-
tions near the soliton front
In the limit m → 1 the wave-train of oscillations becomes a sequence of near-
solitary waves. When m→ 1 one has (see e.g. [28])
E(m) ' 1 + (1−m)
[
Λ− 1
2
]
, K(m) ' Λ, Λ = 1
2
log
16
1−m2 . (47)
One can verify that the speeds vi have the following limiting behaviour ( see
e.g. [19]) in the ‘solitonic limit”, m = 1 or β2 = β1:
v1(β1, β1, β3) = v2(β1, β1, β3) =
2
3
β1 +
1
3
β3,
v3(β1, β1, β3) = β3.
(48)
In this limit the equation for the variable β3 in (40) takes the form
∂
∂t
β3 + β3
∂
∂x
β3 + α ((qβ3 + p)y + q(β3y − (qβ3 + p)x)) = 0.
This equation has to be equivalent to the dKP equation (2). Indeed using the
linear combination of the constraints (44) one obtains, in the limit β2 → β1, the
equation px + β3qx = Dβ3 which implies the dKP equation
∂
∂t
β3 + β3
∂
∂x
β3 + α(qβ3 + p)y = 0, β3y − (qβ3 + p)x = 0,
or (
∂
∂t
β3 + β3
∂
∂x
β3
)
x
+ α
∂2
∂y2
β3 = 0.
The above equation implies that if we chose β3(x, y, 0) = 0 at the soliton front,
it will remain zero also al later times. It follows that when m→ 1 and β3 = 0,
we have px = 0, py = 0, B = 0, and c1 = 0 so that the Whitham system reduce
to the form
β1t +
(
2
3
β1 − αq2
)
β1x + 2αqβ1y +
4
3
β1α(qy − qqx) = 0, (49)
qt + (
β1
3
− αq2)qx + 2αqqy + 2
3
(β1y − qβ1x) = 0 (50)
pt + ry = 0, rx = 0, (51)
namely we have two sets of uncouple equations. It is straightforward to check
that the first two equations of the above system are elliptic (see below). In the
next section we want to show that the equations (49) and (50) can be derived
as modulation of the soliton parameters.
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2.4 Soliton modulation of the KP equation
We are interested in studying the slow modulation of the wave parameters of the
soliton solution (11) following Whitham’s averaging procedure of the Lagrangian
density. We make the ansatz
ψx = a sech
2
[( a
12
) 1
2
(
x− ω
k
t+
l
k
y
)]
, ψt = −ω
k
ψx, ψy =
l
k
ψx,
where a is the amplitude, k the wave number and ω the frequency. The average
Lagrangian L is obtained by integration, namely
L = k
∫ +∞
−∞
Lx. =
4
15
√
12
(
ka
5
2 − 5a 32ω + 5αl
2
k
a
3
2
)
. (52)
The variation with respect to the amplitude gives
δL
δa
= 0 −→ ω = ka
3
+ α
l2
k
. (53)
The variation with respect to the phase θ(x, y, t) = kx + ly − ωt gives the
equations
∂
∂x
δL
δk
− ∂
∂t
δL
δω
+
∂
∂y
δL
δl
= 0,
namely
at +
(a
3
− αq2
)
ax +
4
3
aα(qy − qqx) + 2αqay = 0, (54)
plus the consistency equations
∂
∂y
k − ∂
∂x
l = 0,
∂
∂t
k +
∂
∂x
ω = 0,
∂
∂t
l +
∂
∂y
ω = 0,
that can be written in the form
ky = (qk)x, q =
l
k
, (55)
kt + (
a
3
− αq2)kx + 2αqky + k
3
ax = 0, (56)
qt + (
a
3
− αq2)qx + 2αqqy + 1
3
(ay − qax) = 0. (57)
We have three equations (54), (56) and (57) for three variables a, k and q, while
ω is recovered from (53). The equations (54) and (57) are independent from the
variable k,(
a
q
)
t
+
(
a
3 − αq2 − 43αqa− q3 a3 − αq2
)(
a
q
)
x
+
(
2αq 43αa
1
3 2αq
)(
a
q
)
y
= 0.
Defining A1 as the first matrix and A2 as the second matrix, the above system
of equations is strictly hyperbolic if the eigenvalues of
A1 + ξA2
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are real for any real ξ. After a simple calculation one obtains that the eigenvalues
λi, i = 1, 2, of the matrix A1 + cξA2 are
λ1,2 =
a
3
− αq2 + 2ξαq ± 2
3
√
αa(q − ξ)2,
where the amplitude a > 0. From the above expression, it is clear that for KPII
(α = 1) all the eigenvalues are always real while for KPI (α = −1) the eigenval-
ues are complex. In this case it is expected that the parameters describing the
evolution of the leading soliton front have a singularity of elliptic type (elliptic
umbilic catastrophe) as in the singularity formation of the semiclassical limit of
the nonlinear Schro¨dinger equation. Indeed in this case the generic initial data
evolve, near the point of elliptic umbilic catastrophe, into a breather, that is
a rational solution. For the KPI case, we numerically observe that the leading
solitons emerging from the dispersive shock wave always break into a series of
lumps arranged on a lattice.
3 Solutions to focusing NLS and KPI equations
The Cauchy problem for the semiclassical limit of the focusing NLS equation
i ψy +
2
2
ψxx + ψ|ψ|2 = 0, (58)
where we denote time by y, was considered in [23]. For generic initial data
ψ(x, y = 0; ) the solution develops an oscillatory zone. The (x, y) plane is
basically divided into two regions, a region where the solution ψ(x, y; ) has
a highly oscillatory behaviour with oscillations of wave-length , and a region
where the solution is non oscillatory. In [11] and [3], the transition region
between these two regimes has been considered. Introducing the slow variables
ρ = |ψ|2, w = 
2 i
(
ψx
ψ
− ψx
ψ
)
,
the NLS equation can be written in the form
ρy + (ρw)x = 0, (59)
wy − ρx + wwx + 
2
4
(
ρ2x
2ρ2
− ρxx
ρ
)
x
= 0. (60)
The semiclassical limit takes the hydrodynamic form
ρy + (ρw)x = 0, (61)
wy − ρx + wwx = 0. (62)
For generic initial data, the solution of the above elliptic system of equations
develops a point (x0, y0) where the gradients ρx and wx are divergent but the
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quantities w(x0, y0) and ρ(x0, y0) remain finite. Such a point is called an elliptic
umbilic catastrophe. Correspondingly the solution of the NLS equation remains
smooth and can be approximated by the tritronque´e solution to the Painleve´ I
equation fzz = 6f
2 − z [11]. However the approximation is not valid near the
poles zp of the tritronque´e solution. At the poles the NLS solution is approxi-
mated [3] by the rational Peregrine breathers. These breathers are parametrized
by the two real constants a and b and take the form
Q(x, y; a, b) = e− i(ax+(a
2/2−b2)y) b
(
1− 4 1 + 2 i b
2y
1 + 4b2(x+ ay)2 + 4b4y2/4
)
, (63)
where |Q(x, y; a, b)| → b as |x| → ∞ and the maximum value of |Q(x, y; a, b)| is
three times the background value b, namely
sup
x∈R,y∈R+
|Q(x, y; a, b)| = 3b.
Identifying a = −w(x0, y0) and b =
√
ρ(x0, y0), the NLS solution is given in
the limit → 0 by [3]
ψ(x, y; ) = e
i
Φ(xp,yp)Q
(
x− xp

,
y − yp

)
+O(
1
5 )
where Φ(xp, yp) is a phase, (xp, yp) is related to the poles zp of the tritronque´e
solution f(z) via the variable
zp =
c0

4
5
[xp − x0 + (a+ i b)(yp − y0)], (64)
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ax
Figure 3: The maxima ψmax of the
L∞ norm of the solution to the fo-
cusing NLS equation (58) for the ini-
tial data C0sech
2x for several values
of C0 = 1, . . . , 9 with a linear fit
|ψ(x, y; )|max = 3.2128C0 − 1.2864.
with (x0, y0) the point of elliptic
umbilic catastrophe and c0 a constant
that depends on the initial datum.
For example the first breather cor-
responds to the first pole at zp '
−2.38 on the negative real axis of
the tritronque´e solution. The macro-
scopic feature of this behaviour is that
the maximum hight of the solution
is approximately 3 times the value b
that is the value of ρ(x0, t0;  = 0)
at the critical point. Furthermore the
above formula for zp shows that the
position of the lump in the (x, t) plane
scales like 
4
5 . When the value b is not
available, one may wonder whether
the maximum peak of the NLS solu-
tion scales linearly with the maximum
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value of the initial data. Using the same numerical approach as in [11] (we use
N = 214 Fourier modes and Nt = 10
4 time steps), we get the L∞ norm of
ψ(x, y; ) for  = 0.1 and for the initial data ψ(x, 0) = C0∂xsech
2x for several
values of C0. The maxima of the L
∞ norms are shown in Fig. 3 in dependence
of C0. They can be fitted via linear regression to the line 3.2128C0 − 1.2864,
thus confirming that the maximum value of the solution scales linearly with the
maximum value of the initial data above some threshold amplitude C0.
We now connect the NLS breather solution (63) to the KPI lump solution
(12) by observing that the expression
u(x, y, t) = 12
∣∣∣∣Q(x− (a2 + 3b2)t, 2√3(y + 2at); a2√3 , b2
)∣∣∣∣2 − 3b2 (65)
coincides with the general lump solution (12) of KPI for  = 1. Using this
connection, we make the following conjecture.
Conjecture 1. The position of the lumps emerging from the soliton front is
determined by the relation
zp =
c0

4
5
[xp−(a2 +3b2)tp−(x0−(a2 +3b2)t0)+(a+i
√
3b)(yp+2at−y0−2at0)],
(66)
where (x0, y0) is the position where a singularity of the Whitham system is
expected to appear at the time t0 and (xp, yp) is the position where the lump is
expected to appear at the time tp and c0, a and b are some constants.
For initial data symmetric with respect to y → −y the first lump that is
appearing in the KPI solution is on the line y = 0, thus a = 0 and y0 = yp = 0
due to symmetry reasons. We conclude form (66) that the position of the first
lump is expected to be given by
zp =
c0

4
5
[xp − 3b2tp − (x0 − 3b2t0)], (67)
namely the quantity xp − 3b2tp is expected to scale like  45 . We are going to
verify this ansatz numerically in the next section.
4 Numerical Method
In this section we summarize the numerical methods used in the following section
to solve the Cauchy problem for KPI in the small dispersion limit. We consider
the evolutionary form of the KP equation (1):
ut + uux + 
2uxxx = −α∂−1x uyy, (68)
defined on the periodic square [−5pi, 5pi]2, with initial condition u(x, y, 0) =
u0(x, y); here ∂
−1
x is defined via its Fourier multiplier −i/kx where kx is the
dual Fourier variable to x.
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For the numerical approximation of the solution u(x, y, t) of equation (68),
we adopt a Fourier collocation method (also known as Fourier pseudospectral
method) in space coupled with a Composite Runge–Kutta method in time.
Referring to [8, 38] for a detailed overview of Fourier collocation methods
and spectral methods in general, we sketch here the main features of this dis-
cretization method. The starting point of Fourier spectral methods consists in
approximating the Fourier transform û(kx, ky, t) of the solution u(x, y, t), where
kx, ky are the dual variables to x, y, via a discrete Fourier transform for which
fast algorithms exist, the fast Fourier transform (FFT). This means we approx-
imate the rapidly decreasing initial data as a periodic (in x and y) function. We
will always work on the domain 5[−pi, pi]× 5[−pi, pi] in the following. We use Nx
respectively Ny collocation points in x respectively y.
The discretized approximation of the KPI equation (68) can be written in
the form:
ût = Lû+N(û), (69)
where for the KPI equation (68), the linear and nonlinear parts L and N have
the form:
L = − i k
2
y
kx
+ 2 i k3x,
N(û) = −1
2
i kxû2.
(70)
The convolution in Fourier space in the nonlinear term N in equation (70) is
computed in physical space followed by a two-dimensional FFT.
For the time discretization of equation (69) several fourth order methods
were discussed in [26] for the small dispersion limit of KP. We adopt here
Driscoll’s Composite Runge–Kutta method [10], which requires that the lin-
ear operator L of equation (70) is diagonal, which is the case here. Thus the
evaluation of both positive and negative powers of L can be obtained with a
computational cost O(N).
Composite Runge–Kutta methods partition the Fourier space for the lin-
ear part of the equation into two parts, one for the low frequencies (or “slow”
modes), |k| := |(kx, ky)| < kcutoff , and one for the high frequencies (or “stiff”
modes), |k| ≥ kcutoff . Then, the Fourier components of the solution are ad-
vanced in time using different Runge–Kutta integrators for the two partitions.
In particular, a third-order L-stable method (RK3 in the following) is used for
the higher frequencies, while for the lower frequencies stiffness is not an issue
and a standard explicit fourth-order method (RK4) can be used. As a result,
the method is explicit, but has much better stability properties than the explicit
RK4 method for which no convergence could be observed in the studied exam-
ples in [26]. Despite the use of a third order method for the high frequencies,
Driscoll’s method shows in practice fourth order accuracy as shown in [26] and
references therein.
In his article [10], Driscoll suggests to adopt the fourth order method for all
the frequencies such that:
||L||∞ < 2.8
h
, (71)
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where h is the time-step used, in accordance with the stability region of the
RK4 method, see e.g. [38]. However, in previous studies as [26] and references
therein, it was observed that the method is stable only if very small time steps
depending on the spatial resolution are used (obviously h ∝ 1/(NxNy)). For
this reason, we modified condition (71) to the following:
||L||∞ < 2
−7
h
. (72)
As a result of this change, many fewer Fourier modes of the linear part are
advanced with a RK4 method than in Driscoll’s original method, but this is
still preferable over a standard RK3 method (an explicit RK3 method would
impose similar stability requirement as RK4, and an implicit method would
make the solution of an implicit equation system necessary in each time step,
which would be computationally too expensive).
Due to the very high accuracy required by our simulations, the numerical
method exposed so far has been implemented in a MPI-parallel C code.
The accuracy of the solutions is controlled as in [26] in two ways: since
the KPI solution for smooth initial data is known to stay smooth, its Fourier
transformed must be rapidly decreasing for all time. Thus if the computational
domain is chosen large enough, this must be also the case for the discrete Fourier
transform. The decrease of the Fourier coefficients can thus be used to control
the numerical resolution in space during the computation. If the latter is as-
sured, the resolution in time can be controlled via conserved quantities of the
KP solution as the L2 norm or the energy, computed numerically as:
‖u‖2L2 =
N∑
|k|=0
|ûk|2, (73)
which will be numerically time dependent due to unavoidable numerical errors.
As discussed for instance in [26] the accuracy in the conservation of such quan-
tities can be used as an indicator of the numerical accuracy.
5 Numerical solution
In this section we analyse the behaviour of the KPI solution for the initial data
u0(x, y) = −C0∂x sech2
√
x2 + y2. (74)
for several values of  and C0. In table 1, we report the different set-ups for the
numerical simulations.
The solution u(x, y, t; ) starts to oscillate around the time and the location
where the solution of the dKP (2) equation has its first singularity, which occurs
on the positive part of the initial data. There is a second singularity that occurs
slightly later on the negative part of the initial data and a dispersive shock
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Table 1: Parameter values for the numerical experiments run (numbered by n)
in this work.
n  C0 h grid
1 0.02 6 4 · 10−5 215 × 215
2 0.03 6 4 · 10−5 215 × 215
3 0.04 6 8 · 10−5 215 × 215
4 0.05 6 1 · 10−4 215 × 215
5 0.06 6 1 · 10−4 214 × 214
6 0.07 6 2 · 10−4 214 × 214
7 0.08 6 1 · 10−4 214 × 214
8 0.09 6 2 · 10−4 214 × 214
9 0.10 6 2 · 10−4 214 × 214
10 0.10 4 1 · 10−4 213 × 213
11 0.10 5 1 · 10−4 213 × 213
12 0.10 7 1 · 10−4 213 × 213
13 0.10 8 1 · 10−4 213 × 213
wave develops also there. The two dispersive shock wave fronts behave quite
differently in time. While in the negative front the oscillations are defocused, in
the positive front the oscillations seem to be focused and the (modulated) line
soliton fronts break into a number of lumps that are arranged in a lattice, as
shown in Fig. 2.
Figure 4: The L∞ norm the solution of the KPI equation as a function of time
for  = 0.10 and for different values of the initial amplitude. The interpolation
expression is |u|∞ = 10.838C0 − 29.894.
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According to a result of [16], for small norm initial data∫ ∞
−∞
∫ +∞
−∞
d y d ξû0(ξ, y) 1,
the solution of the KPI equations with  = 1 does not develop lumps. Here
û0(ξ, y) is the Fourier transform with respect to x of the initial data. When we
introduce the small  parameter, such norm is of order 1/2 and therefore it is
never small. For this reason, the evolution of our initial data always develops
lumps for sufficiently small . However for small values of C0, namely for C0 ≤ 3
the the times required by the solution to develop the first lump were regarded
as too long, and thus disregarded.
The same question as for NLS in Fig. 3 is addressed in Fig. 4 for the KPI
example. We show for several values of the constant C0 and for fixed  = 0.1 the
maximum amplitude as a function of time. The amplitude of the first lump is
proportional to the initial amplitude. We then consider on the right in Fig. 4 the
maximum of the L∞ norm in the range of time considered as a function of the
maximum amplitude of the initial data u0(x, y, 0) in (74) which is proportional
to C0. The fitting shows that umax is approximately 10.8 times C0.
In Fig. 5, one can see the formation of the first lump from the dispersive
shock of KPI on the x-axis. Next we consider the fitting of the first spike that
emerges from the soliton front to the KP lump (12). This is shown in Fig. 6 on
the x-axis for various values of . The excellent agreement is obvious.
In Fig. 7 we show the 2D-plot of the highest peak. We subtract the fitted
lump solution and, as can be seen from the picture, the difference is negligible
with respect to the remaining oscillations.
We study numerically the scaling of the lump parameters as a function of 
for fixed initial data. The first scaling that we consider is the L∞ norm |u|∞ as
a function of  (see Fig. 8). A fitting of |u|∞ to c1 +c2β with gives c1 = 77.9350
c2 = −191.4782 and β = 0.6437.
Next we consider the dependence of the position and the time of appearance
of the highest peak as a function of . Since the time of the second breaking,
its location and the value of the solution are not known, but all enter formula
(66), it will be numerically inconclusive if they all will be identified via some
fitting for x, t and u separately. Instead we just consider the combination of
these values needed for (66), xmax− |u|max/8tmax and fit the observed values to
c1 + c2
β . As shown in Fig. 9, we find c1 = 14.3537, c2 = 6.1037 and β = 0.7820
which is compatible with the value 4/5.
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Figure 5: Solution to KPI equation for the initial data −6∂x sech2
√
x2 + y2
along the line y = 0 for  = 0.02 for several values of time. The formation of
the lump and its detachment from the train of oscillations can be clearly seen.
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Figure 6: A comparison between the numerical solution and the lump for-
mula (12) for four different values of , at a time slightly after the lump achieves
its maximum height. The maximum peak becomes narrower and higher with
decreasing values of .
Figure 7: 2D plot of the KPI solution for  = 0.06 and t = 0.9. On the right
picture, the maximum peak has been subtracted using the lump solution (12).
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Figure 8: On the left the L∞ norm of the solution u(x, y, t; ) as a function of
time for several values of . On the right a fitting of |u|∞ in dependence of  to
c1 + c2
β , which yields c1 = 77.9350, c2 = −191.4782, β = 0.6437.
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Figure 9: The value xmax − |u|max/8tmax as a function of . A power fitting
xmax − |u|maxtmax/8 = c1 + c2β gives the coefficients c1 = 14.354, c2 = 6.1037,
β = 0.7820.
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6 Conclusion
In this work we have presented a detailed numerical study of the long time
behavior of dispersive shock waves in KPI solutions. It was shown that in the
positive part of the solution, a secondary breaking of the dispersive shock wave
can be observed for sufficiently long times, depending on the amplitude of the
initial data. At this secondary breaking, the parabolic shock fronts develop
a cusp from which modulated lump solutions emerge. We have justified this
behaviour with the observation that the Whitham modulation equations near
the solitonic front are not hyperbolic. The scaling of the maximum of the
solution is linear with respect to the maximum amplitude of the initial data,
and for the specific initial data considered, this scaling coefficient turns out to
be about 10. Regarding the scaling of x and t as a function of , the same
scalings are observed as in the case of the semiclassical limit of focusing NLS.
It would be interesting to identify the values of the break-up point (x0, y0, t0)
for given initial data. A way to obtain this information would be to solve the
Whitham equations and to determine the point where their solutions develop a
cusp for given initial data. A detailed study of the Whitham equations could
also give an indication on how to make the above conjecture more precise, and
how to prove it eventually. Finally a more mathematical goal is the study of the
integrability and Hamiltonian structure of the Whitham modulation equation
as defined in [13], [14]. This will be the subject of further work.
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