INTRODUCTION
A REALISTIC MODEL of the acoustic interaction with ocean bottom is a necessary requirement for making predictions of the propagation loss of low-frequency sound in the deep ocean. The traditional approach in ocean acoustics has been to describe the bottom interaction by a single parameter-the bottom loss, This model is based on Rayleigh reflection at the sea floor, and is consequently not suitable for modeling the behavior at low frequencies (less than about 100 Hz) where the incident acoustic energy penetrates the seafloor and interacts with the subbottom structure [ l ] . In order to account for the interactions within the sediment column: it is necessary to develop a geophysical model of the ocean bottom. Relatively simple models have proven to be adequate for predicting the propagation loss in deep-water environments [ 2 ] . These models require measures of the sound speed, density, and attenuation profiles within 100-200 m of the seafloor. We shall consider here the measurement of sediment-sound-speed profiles.
Standard marine seismic techniques such as reflection and refraction profiling are not suitable for determining the sound speed in thin surficial sediment layers of thickness much less than l/lO-l/lS the water depth
[3], [4] . In this paper we describe a method for estimating the subbottom sound speed and the sound-speed gradient near the seafloor from bottom-reflected signals measured in experiments using small Manuscript received August 11, 1983; revised November 23,1983 . N. R. Chapman explosive charges. The bottom reflections recorded at different ranges are analyzed to obtain ocean-bottom impulse responses which are then interpreted using simple geophysical models of the sound-speed profiles in the bottom. This technique provides a different approach from the ray-parameter method described by Bryan [4] for obtaining the sound speed in very thin subbottom layers from sonobuoy data.
Our method makes use of a curve-fitting technique based on the 1, norm (least absolute value) criterion to deconvolve the sediment impulse response. This approach is attractive because the l l norm provides a more robust criterion than conventional (least squares) techniques for extraction of a sparse spike train, or impulse response [SI. The algorithm proceeds by extracting spikes one at a time in a manner that causes the 1, norm to decrease by the maximum m o u n t possible as each spike is located. In practice, relatively few spikes are required to achieve an adequate correspondence with the measured signal. An estimate of the source waveform must be provided to or generated by the algorithm, although the Zl deconvolution strategy is completely general and can be used to analyze data obtained with any kind of seismic source. For our own experiments with small underwater explosives, we have developed a procedure for determining the bubble-pulse wavelet of the shot directly from the bottomreflected signal. Consequently, the method presented here enhances our earlier approach which required a known wavelet synthesized from previous measurements to initiate the proIn the remaindex of the paper we shall describe the Zl algorithm and the bubble-pulse-wavelet estimator. We will then illustrate the use of the algorithm in obtaining estimates of the sediment-sound-speed gradient by applying it to a data set recorded in an experiment carried out in the Alaskan Abyssal Plain. A geophysical model consisting of a single layer of constant sound-speed gradient is used to. interpret the impulse responses deconvolved from the data.
Finally, we present the sound-speed profile for the near-surface sediments determined from the analysis. gram 161 .
DECONVOLUTION WITH THE I, NORM

A. General
Our method for measuring sediment-sound-speed profiles proceeds in three stages: 1) we first estimate a bubble-pulse wavelet for each trace directly from the measured bottomreflected signal; 2 ) each trace is then deconvolved with its own wavelet to obtain the impulse response for the particular grazing angle; and 3) the set of impulse responses for different ranges is then interpreted using a geophysical model to determine the sediment-sound-speed profile. The first two parts are described in this section, and the geophysical model is presented in the following section where the results of the technique are shown.
B. ll Deconvolution Algorithm
The bottom-reflected signal can be modeled as a convolution of a sparsely populated spike train (or ocean-bottom impulse response) s: of length m and a source wavelet w of length k , with an additive noise term r. Thus the measured signal t , of length n = m + k -1, is defined by t = w * s + r
where * denotes convolution. The analysis of bottom reflections from underwater explosive charges is complicated by the bubble pulses in the source waveform, which correspond to the successive expansions and contractions of the gas bubble following the initial shock pulse. The resulting train of pulses may mask, distort, or mimic the signals from the subbottom structure. Consequently, a general problem in processing the data is to deconvolve the impulse response from the measured signal and hence to deduce a layered structure for the ocean bottom. We shall assume that the bottom is composed of random layers such as in turbidite sediments. For this model the deconvolved impulse response will consist of a sparsely populated series of reflected arrivals from subbottom layers, and signals refracted by sound-speed gradients in the sediment [7] . The effect of water column multiples was not apparent in our experiments, which were designed to probe the surficial sediments with weak explosive charges.
Assuming first that the source wavelet is known, (1) can be written in matrix notation as
where the elements of the n X rn matrix W are defined by
Typical values for n exceed a few hundred while k is often less than 50, so the matrix W is usually large and slightly 27 overdetermined. Although it is possible to solve the system of equations (2) This algorithm is locally optimal, in the sense that both the new spike position and all the amplitudes of s(j+' are chosen to yield the maximum possible decrease in moving from
We have carried out an extensive study using both synthetic data and measured bottom-reflected signals to determine the performance of the algorithm, and to compare it to the conventional l2 deconvolution strategy. Our computational experience has indicated that the method based on one-at-atime spike extraction with the 1, -norm performs better than the 12 techniques in almost all cases [SI. We have also developed a more efficient l , algorithm in which the optimal spike amplitudes are found using a simplex pivot determined by the largest wavelet element. (The simplex method of linear programming proceeds from one iteration to the next by first choosing a pivotal element of the matrix and then transforming the matrix through the use of the pivot.) By using this easily determined pivot to calculate trial amplitudes for each possible spike location, the ultimate choice of new spike positions involves much less effort than is required by the locally optimal procedure. In practice the new algorithm is about ten times faster and requires much less storage space than the original, but the advantages over the 1, algorithm are maintained.
C. Bubble-Pulse-Wavelet Estimation
It is possible to use a known wavelet in the deconvolution algorithm; however, we have developed a method to estimate a bubble-pulse wavelet directly from the bottom-reflected signal. This approach removes the need to record the shot IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. OE-9, NO. 1, JANUARY 1984 waveform during the experiment or to simulate the wavelet from other information. There are several standard procedures for wavelet estimation, but these methods are based on the assumption that the waveform is of a minimum phase [IO] .
This assumption may be adequate for the pulses produced by the airgun arrays which are in widespread use in marine seismic exploration. However, we have found that our bubble-pulse I wavelets are not of a minimum phase, and moreover, that minimum-phase wavelets derived from the measured signals do not provide satisfactory estimates for use in deconvolution [ I I ] . Consequently, we have developed a method for estimating a three-peak bubble-pulse wavelet that does not depend on the minimum-phase assumption. The waveform consists of a shock pulse and only two bubble pulses; additional bubble pulses do not provide an improvement. This approach is empirical and differs from the work of Ziolkowski and co-workers who have developed a model for the signature of airguns [I21 and airgun arrays [ 131 from the physics of the source.
Our algorithm proceeds in three stages, of which the first two use information derived directly from the individual bottom-reflected signals. These stages are: 1) measurement of the first and second bubble-pulse periods; 2 ) estimation of the relative amplitudes of the shock pulse and the two bubble pulses; and 3) filling in the negative phase portions by modeling these regions as exponentials or sums of exponentials. The details of this scheme have been published [ 1 I ] ~ and we shall include only a brief summary here.
The bubble-pulse periods are determined from the autocorrelation of the bottom-reflected signal. In practice it was found useful to confine the search for the maxima in the autocorrelation within time windows around the bubble-pulse periods expected for the shots used in the experiment. The relative amplitudes of the peaks were determined by identifying the largest peaks in the signal, and by using their positions to define amplitudes at the two appropriate bubble-pulse periods. From these values a least-squares estimate of the relative peak amplitudes was obtained. We have examined bottom-reflected signals from several sets of data recorded at 1500 samples/s, and have found that this procedure gave peak amplitudes relative to the shock pulse within the range of 0.7-1.15 for the first bubble pulse and of 0.15-0.40 for the second bubble pulse.
The negative phases between the pulses may be divided into two sections, an exponential decay from the peak to a negative offset value, and an exponential rise from the offset to the next peak. The first portion between the shock pulse and the first bubble pulse was modeled by fitting a sum of exponentials via Prony's method for each section, while the second negative phase and the portion following the second bubble pulse were each fitted by a single exponential term.
APPLICATION TO EXPERIMENTAL DATA
A. Experiment Fig. 1 . The bubble-pulse wavelet which was derived from this signal using the method outlined in the previous section is shown in the inset. (The time scale in the inset is slightly smaller than for the measured trace.)
B. Geophysical Model
The model used in this analysis is similar to those proposed by Kaufman [ 151 and Dicus [16] . The unconsolidated sediments near the seafloor are modeled as a single layer of constant sound-speed gradient overlying a constant sound-speed half-space which represents deeper consolidated sediments. The impulse response of this model consists of a seafloor reflection, and a secondary pulse that will be reflected from the consolidated sediment layer for large grazing angles, or refracted entirely within the constant gradient layer for lower grazing angles [ 71 .
In the top layer, the sound-speed profile of the unconsolidated sediments is given by where co is the sediment sound speed at the seafloor, and g is the gradient. This profile has a singularity at z, = c0/2g and so it is not suitable for very thick layers. Using values of co and g reported by Hamilton [ 171 for turbidite abyssal plains, the critical depth is about 1 k m . Therefore, the profile is satisfactory for our purposes since we are modeling the unconsolidated sediments within 100-200 m of the seafloor.
At these depths the sound-speed variation is approximately linear, as can be seen by expanding c(z) binomially for Using this model, the travel time difference At between the arrival that is totally refracted within the constant gradient layer and the seafloor reflected arrival is given by 2gz/co < 1.
where 8 is the grazing angle at the seafloor, and c ,~ is the sound speed at the bottom of the water column. Thus the ratio of the sound speeds at the ocean bottom and the sediment-sound-speed gradient can be determined from a linear least-squares fit of (3/2At)'I3 v-s cos' 8.
C. Interpretation of the Data
The broad-band bottom-reflected signals for grazing angles between 11-50" were deconvolved and the impulse responses were low-pass fiitered at 200 Hz. These filtered impulse responses are plotted in Fig. 2 where the first peak at each grazing angle represents the seafloor reflection. The prominent secondary pulse which lags the seafloor reflected arrival by about 100 mas at 50" is clearly observed at lower grazing angles, and at about 11" it becomes the dominant arrival.
This pulse. was interpreted as a sediment refracted arrival and was used to estimate the sound-speed gradient.
For grazing angles less than 22.5", the data were well described by this model, and the least-squares fit of (3/2At)'I3 v. At the larger grazing angles the refraction model does not provide an adequate fit to the data. It i s possible that for these for the sound speed w i t h the first 100 m of the sediment column is consistent with the surficial sound speeds predicted using the gradient of 1.1 s-l determined from the refraction model. Consequently, we have used the results of both models to obtain the sediment sound-speed profile shown i n Fig. 3. angles the acoustic energy penetrates deep enough to interact IV. SUMMARY with the unconsolidated sediments, or with a strong near-surface reflector, and thus is returned to the receiver by reflection. This interpretation was investigated using the thin layer model proposed by Bryan [4] . Assuming in this case that the upper layer is a constant sound-speed layer, the arrival time difference between the pulses is given by
We have presented a method for measuring the sound-speed gradient in surficial sediment layers using ocean-bottom impulse responses deconvolved from bottom-reflected signals. The deconvolution algorithm is based on a curve-fitting technique using the ZI norm criterion t o construct a sparsely populated spike train. The II strategy is completely general -- X. LePichon, J. Ewing, and R. E. Houtz, "Deep-sea sediment
