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Abkürzungen
ARE Algebraische Riccati-Gleichung (Algebraic Riccati Equation)
ARIOHMM Autoregressives Eingangs-/Ausgangs- Hidden Markov Modell
(Autoregressive Input/Output HMM)
CAN Controller Area Network
DGL Differentialgleichung
FAS Fahrerassistenzsystem
HIL Hardware-in-the-Loop
HMM Hidden Markov Model
IDO Inverse Dynamische Optimierung
IRS Institut für Regelungs- und Steuerungssysteme
LQ Linear Quadratisch
MINLP Gemischt-Ganzzahliges Nichtlineares Programm
(Mixed-Interger Nonlinear Programming)
MPR Modellprädiktive Regelung
NLP Nichtlineares Programm
NMS Neuromuskuläres System
RDG Riccati-Differentialgleichung
RMS Quadratischer Mittelwert (Root Mean Square)
SISO Eingrößensystem (Single-Input/Single-Output)
SQP Sequentielle Quadratische Programmierung
StVO Straßenverkehrs-Ordnung
VR Virtuelle Realität
u.d.N. unter den Nebenbedingungen
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Schreibweise und Symbole
Um die Übersicht zu verbessern, wurden die Symbole in drei Abschnitte aufgeteilt.
Zuerst werden die allgemeine Syntax und allgemeine Symbole eingeführt. Es folgen
zwei Abschnitte, in denen jeweils die für das Längs- und Querführungs-FAS spezifi-
schen Symbole definiert werden.
Allgemein
Indizes und Exponenten

 Größe erfüllt die Bedingung des Nash-Gleichgewichts

 Größe erfüllt die notwendige Bedingung des Nash-Gleichgewichts

i Siehe oben, (Index definiert den Spieler)

S Größe erfüllt die Bedingung des Stackelberg-Gleichgewichts

P Größe ist Pareto optimal
˜ Annäherung einer Größe
ˆ Optimale bzw. stark kooperative Lösung
 A-priori gegebene Referenzgrößeq Gegebene optimale Lösung (IDO)
~ Aggregierte Matrizen des gesamten Prädiktionsintervalls

 Untere Grenze einer Größe (Nebenbedingung)

 Obere Grenze einer Größe (Nebenbedingung)
L Größe im temporären lokalen Koordinatensystem
G Größe im globalen Koordinatensystem
A Assistenzsystem
F Fahrer
A Alle nicht-menschlichen Spieler
H Alle menschlichen Spieler
i Spieler i (i wird nur für die Indizierung eines Spielers verwendet)
 i Alle Spieler außer i
tku Iterationen k eines Algorithmus
pjq Größen des j-ten Zeitintervalls
λ Index des Spielers für die Stabilitätsbetrachtung
z Terme, die sich für affine bzw. linearisierte Größen ergeben
Skalare
∆τ Länge eines Zeitintervalls
N Gesamtanzahl aller Spieler
T Länge des Zeithorizonts
Tc Updaterate des Reglers
Tp Länge des Prädiktionshorizonts
Tr Laufzeit einer Berechnung
 Nummerische Toleranzschwelle
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a, . . . , h Parameter der veranschaulichenden Beispiele (Kapitel 3)
ci Gewichtungsfaktor zur Bestimmung des Pareto-Optimums
m Anzahl der Zeitintervalle
mi Anzahl der Parameter für die Approximation der Stellgrößentrajek-
torien von Spieler i
n Systemordnung
ne Anzahl aller Systemeingangsgrößen (Stellgrößen) des Systems
ni Anzahl der Systemeingangsgrößen von Spieler i
nA Anzahl der Systemeingangsgrößen aller nicht-menschlichen Spieler
nH Anzahl der Systemeingangsgrößen aller menschlichen Spieler
t Zeit
t0 Startzeitpunkt eines Optimierungszyklus
Vektoren
θ Parametervektor der Gütefunktionale
e Vektor zur Berücksichtigung der Nebenbedingungen
p Substitutionsparametervektor für die Stellgrößen des Menschen
q Parametervektor der Steuergrößen bei Schießverfahren
s Parametervektor des Zustands beim Mehrfachschießverfahren
u Stellgrößenvektor (bzw. Eingangsgrößen des Systems)
x Zustandsvektor
Matrizen
0 Nullmatrix
A Systemmatrix
B Eingangsmatrix
C Matrix der Gradienten
F Gewichtungsmatrix des Endzustandes
H Zeitdiskrete Eingangsmatrix
I Einheitsmatrix
Ki Teil der Lösung des direkten Ansatzes (Stackelberg)
L Teil der Lösung des direkten Ansatzes (Stackelberg)
M Matrix der ARE
M i Matrix der quadratischen Gesamtkosten im LQ-Fall für Spieler i
N Selektionsmatrix für Differenz zwischen Stellgrößen
P Lösung der Riccati-Gleichung
Q Gewichtungsmatrix der Systemzustände im quadratischen Gütemaß
R Gewichtungsmatrix der Stellgrößen im quadratischen Gütemaß
Si BiR
1
ii B
T
i
V Transitionsmatrix für die geschlossene Lösung
Z Matrix der Norm der IDO
∆Q Gewichtung der Zustandsdifferenz im diskreten quad. Gütemaß
∆R Gewichtung der Stellgrößendifferenz im diskreten quad. Gütemaß
Φ Transitionsmatrix (zeitdiskrete Systemmatrix)
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Mengen
A Menge der nicht-menschlichen Spieler
H Menge der menschlichen Spieler
J Menge der Gütefunktionen eines Spiels
N Menge der natürlichen Zahlen mit Null
N¡0 Menge der natürlichen Zahlen ohne Null
O Einzugsbereich der Lyapunov-Stabilität
P Menge der Spieler eines Spieles
R Menge der reellen Zahlen
R¥0 Menge der positiven reellen Zahlen inklusive Null
R¡0 Menge der positiven reellen Zahlen ohne Null
U Zulässige Strategiemenge
U Menge kooperativer Strategien (siehe Definition (3.5))
W Binäre Menge W  t0, 1u
Funktionen und Funktionale
Hpq Hamiltonfunktional
Jpq Gütefunktion
J 1pq Gütefunktion beim Einfachschießverfahren
Jpq Gütefunktion beim Mehrfachschießverfahren
φ
 
tpIq, tpIIq

Transitionsfunktion des Systems vom Zeitpunkt tpIq zu tpIIq
ψpq Lagrange-Multiplikatoren
φpq Basis Funktion (Einfach- und Mehrfachschießverfahren)
fpq Systemdifferentialgleichung
gpq Gleichheitsnebenbedingungen
ipq Ungleichheitsnebenbedingungen
mpq Modellfunktion des Verhaltens der nicht-menschlichen Regler
si,N pq Zusammengefasste Optimierungsprobleme der Stufe i bis N
(Stackelberg-Strategie (2.18))
zpq Zielmengenbeschreibung des Optimierungsproblems
cpq Bestrafungsterm in der Gütefunktion (Nebenbedingungen)
hpq Funktion zur Bewertung des Endzustandes (Teil der Gütefunktion)
jpq Funktion zur dynamischen Bewertung der Trajektorien (Teil der Gü-
tefunktion)
Kaligraphische Symbole
U Strategie beim allgemeinen Spiel
S System
O Verallgemeinerung eines Optimierungsproblems
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Symbole des Längsführungs-FAS
Symbol Einheit
Zustände und variable Größen
FL Luftwiderstand N
FR Rollreibung des Fahrzeugs N
FS Hangabtriebskraft N
Fz Summe der Stützkräfte aller Räder N
Kv Verstärkungsfaktor [MAvM11] -
MA Pedalmoment des FAS Nm
MF Pedalmoment des Fahrers Nm
MM Motormoment Nm
MR Coulombsche Reibung im Antriebsstrang Nm
Pv Adaptionsfaktor [MAvM11] -
ΘG Äquivalentes Gesamtträgheitsmoment kg m2
ξ Kraftstoffverbrauch (kumuliert) l
α Normierter Pedalwinkel (α P r0, 1s) -
αl Zwischengröße des Motormodells -
αs Steigungswinkel rad
ω Motordrehzahl rad{s
τHW Zeitlücke zum Vorderfahrzeug s
τTC Zeit bis zur Kollision mit Vorderfahrzeug s
d Abstand zum Vorderfahrzeug m
me Äquivalente Fahrzeugmasse kg
:uG Übersetzungsverhältnis des Getriebes -
rK Kurvenradius m
v Fahrzeuggeschwindigkeit m{s
vL Geschwindigkeit des vorausfahrenden Fahrzeuges m{s
vξ Geschwindigkeit mit dem minimalen Energieverbrauch m{s
Parameter
A Bezugsfläche Strömungswiderstand m2
kA,HW Verstärkung der Abstandsregelung FAS (Zeitlücke) -
kA,TC Verstärkung der Abstandsregelung FAS (Kollision) -
kF,HW Verstärkung der Abstandsregelung Fahrer (Zeitlücke) -
kF,TC Verstärkung der Abstandsregelung Fahrer (Kollision) -
k1    k5 Faktoren für die Berechnung von der Geschwindigkeit
mit dem minimalen Energieverbrauch
-
Kmax Maximale Pedalsteifigkeit [MAvM11] Nm{rad
Pr Reifendruck kPa
α Obere Grenze der Fahrpedalstellung (100 %) -
α Untere Grenze der Fahrpedalstellung (0 %) -
:uD Übersetzung Differentialgetriebe -
ω Obere Grenze Motordrehzahl rad
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ω Untere Grenze Motordrehzahl rad
ω0,P Kreisfrequenz des PT2-Glieds des Pedalmodells rad{s
ρ Luftdichte kg/m3
τA Zeitkonstante Kraftaufbau FAS-Aktor s
τF Zeitkonstante Kraftaufbau Mensch s
τM Zeitkonstante des PT1-Glieds im Motormodell s
τA,HW Parameter der Abstandsregelung FAS (Zeitlücke) s
τA,TC Parameter der Abstandsregelung FAS (Kollisionszeit) s
τF,HW Parameter der Abstandsregelung Fahrer (Zeitlücke) s
τF,TC Parameter der Abstandsregelung Fahrer (Kollisionszeit) s
τTC,max Parameter der Abstandsregelung [MAvM11] s
τHW,min Parameter der Abstandsregelung [MAvM11] s
τTC,max Parameter der Abstandsregelung [MAvM11] s
c1 bis c5 Koeffizienten des SAE Rollreibungsmodells -
cw Strömungswiderstandskoeffizient -
dP Dämpfung des PT2-Glieds des Pedalmodells -
g Erdbeschleunigung ( 9,81) m{s2
kP Verstärkungsfaktor des PT2-Glieds des Pedalmodells -
kM Proportionalitätsfaktor Motormodell Nm/%
kr Faktor der viskosen Reibung im Antriebsstrang Nm/rad
mg Fahrzeugmasse kg
Funktionen
FLpvptqq Luftwiderstandskraft auf das Fahrzeug
FRpvptqq Rollreibung des Fahrzeugs
∆g p:uI , :uIIq Verhältnis der äquivalenten Massenträgheiten
:U p:uI , :uIIq Transformationsmatrix der Drehzahl beim schalten
fmpq Motorkennfeld
fξpq Fahrzeug- und Motordynamik (für Energieoptimum)
ξpq Kennfeld des spezifischen Kraftstoffverbrauchs
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Symbole des Querführungs-FAS
Symbol Einheit
Indizes
c Gesamtfahrzeugmodell (beinhaltet Lenksystem und Kinematik)
l Index eines spezifischen Movemes
p Moveme-Modell
s Lenksystem
v Fahrzeugkinematik
Zustände und variable Größen
Fr Rückstellkraft der Räder auf die Zahnstange N
MA,a Adaptiver Momentenanteil [dMA14] Nm
MA,s Antizipatorische Steuerung [dMA14] Nm
β Schwimmwinkel rad
δ Lenkradwinkel rad
δs Lenkwinkel (am Rad) rad
9ψ Gierrate rad/s
ω Lenkradwinkelgeschwindigkeit rad{s
ψ Gierwinkel rad
v Fahrzeuggeschwindigkeit m{s
x kartesische Koordinate m
y kartesische Koordinate m
y lateraler Abstand m
Parameter
a, b, c Parameter des diskreten Moveme-Modells -
is Übersetzung von Lenkradwinkel zu Lenkwinkel -
ir Übersetzung von Zahnstange zu Lenkradwinkel -
κ Faktor der Lenkunterstützung -
mg Fahrzeugmasse kg
np Dimension des Moveme-Zustandsraums -
q Anzahl der Movemes eines Fahrers -
Θz Trägheitsmoment um die Gierachse kg m2
Cf Seitensteifigkeit der Vorderräder N{rad
Cr Seitensteifigkeit der Hinterräder N{rad
Cs Effektive Schräglaufsteifigkeit N{rad
lr Abstand des Schwerpunktes zur hinteren Achse m
lf Abstand des Schwerpunktes zur vorderen Achse m
Ds Dämpfung an der Lenksäule Nm s/rad
Dr Dämpfung an der Zahnstange Nm s/rad
K0 Parameter [dMA14] Nm/rad
Kf Parameter [dMA14] N
Ks Parameter [dMA14] N/rad
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TAB Parameter [dMA14] s
Matrizen und Vektoren
As Systemmatrix des Lenkmodells
Av Systemmatrix des Einspurmodells
O Systemmatrix des Moveme-Modells
br Eingangsvektor der Zahnstangenkraft
bs Eingangsvektor der Lenkmomente
bv Eingangsvektor des Einspurmodells
cs Ausgangsvektor des Lenkmodells
h Affiner Vektor des Moveme-Modells
xc Systemzustände des Gesamtfahrzeugmodells
xs Zustandsvektor des Lenkmodells
xv Systemzustände des Einspurmodells
λ Auswahlvektor der Movemes
Funktionen
mpq Zusammengefasste Funktion zur Berechnung des Fah-
rerlenkmoments
Npq Funktion zur Bestimmung der Anzahl der Moveme-
Wechsel
1 Einleitung
1.1 Motivation
In Deutschland erfolgt über 90 % des gesamten Personenverkehrs auf der Straße
[NH06, S. 35]. Nach wie vor sind Auto und Bus die mit großem Abstand risikoreichs-
ten Verkehrsmittel [Vor10]. Für Deutschland und das Jahr 2014 allein belaufen sich die
Folgen von Unfällen im Straßenverkehr auf 3.377 Tote und 389.500 Verletzte [sta15].
Die überwiegende Zahl der Unfälle sind dabei auf menschliche Fehler bei der Fahr-
zeugführung zurückzuführen (nach [sta13] sind es 86%, nach [SRJ05] 75% und nach
[Tre79] 70% bis 90% aller Unfälle). Auf dieser Basis scheint die Erhöhung des Auto-
mationsgrads eines Automobils erstrebenswert, um den Einfluss von menschlichen
Fahrfehlern zu verringern. Ziel vieler Fahrzeughersteller ist daher ein hoch automati-
siertes bzw. „autonomes Fahrzeug“. Darunter wird von den Herstellern im Allgemei-
nen ein Fahrzeugführungssystem nach Level 3 der SAE Definition [Soc14]1 verstan-
den, welches immer noch einen Fahrer als Rückfallebene vorsieht.
Es gibt bei der Erhöhung des Automationsgrads im Fahrzeug, ebenso wie in ande-
ren Anwendungsdomänen, aber durchaus auch Nachteile. So haben Untersuchungen
in der Prozessautomation widersprüchliche Anforderungen an den Prozessbediener
gezeigt, die unter dem Ausdruck Ironie der Automation (Ironie of Automation [Bai83])
zusammengefasst werden:
• Je autonomer ein Produktionssystem wird, desto seltener muss ein Bediener ein-
greifen. Durch fehlendes Training wird gleichzeitig seine Befähigung dies im
Notfall zu tun immer geringer.
• Die Automation übernimmt teilweise Aufgaben, die der Mensch schlecht aus-
führen kann, gleichzeitig wird erwartet, dass dieser die Automation überwacht
und beurteilen kann, ob diese korrekt handelt.
• Bei einem weitgehend autonomen System muss der Mensch dann eingreifen,
wenn die Automation überfordert ist. Allerdings ist der Mensch in diesen Situa-
tionen meist ebenfalls überfordert.
Die Überwachungsaufgabe wird für den Mensch also immer komplexer, je autonomer
ein Kontrollsystem wird. Die Erkenntnisse von [Bai83] konnte in [Kom08] auch auf
den Kontext der Fahrzeugführung übertragen werden. Mehr Automation stellt also
1 [Soc14]: „Level 3: Driving mode-specific performance by an automated driving system of all aspects
of the dynamic driving task with the expectation that the human driver will respond appropriately
to a request to intervene (Vom Fahrmodus abhängige Durchführung aller Aspekte der dynamischen
Fahraufgabe mittels eines automatisiert fahrenden Systems, mit der Erwartung, dass der menschliche
Fahrer in angemessener Weise auf eine Anforderung zum Eingriff reagiert)“.
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nicht zwangsweise eine Verbesserung der Gesamtsystemperformance dar, zumindest
solange ein Operator bzw. Fahrer, Bestandteil des Konzepts bleibt.
Ein komplett und umfassend autonomes Serienfahrzeug gänzlich ohne die Notwen-
digkeit eines Fahrers, d.h. das fünfte und höchste Level2 nach der Definition von
[Soc14], ist auf absehbare Zeit nicht realisierbar [Mau15, Goo15]. So prognostiziert der
Verband der Automobilindustrie (VDA) die Einführung von Fahrzeugen des dritten
Automationslevels ab 2020 [VDA15]. Für die Einführung von echten autonomen Fahr-
zeugen (Level 5) wird vom VDA keine konkrete Prognose abgegeben, diese werden
erst deutlich nach 2030 erwartet [VDA15]. Auch verhindern gegenwärtig Internatio-
nale Bestimmungen (Wiener Übereinkommen über den Straßenverkehr vom 8. No-
vember 1968) die Zulassung von autonomen Fahrzeugen. Selbst Nevada, der in dieser
Hinsicht progressivste Bundesstaat der USA3, verlangt für die Zulassung „autonomer
Fahrzeuge“, die zwingende Anwesenheit eines Fahrers, der das System überwacht
[nev12].
Zumindest in einer Übergangsphase werden also auch zukünftig im allgemeinen Stra-
ßenverkehr Fahrer benötigt, die in kritischen Verkehrssituationen, oder einem Fehler
der Automation, die Fahrzeugführung übernehmen. Es ergibt sich damit aber, analog
zur Ironie der Automation [Bai83], das Problem, dass die Fahrer zunehmend nicht
mehr in der Lage sein werden, die Steuerung des Fahrzeuges in einer solchen Situati-
on zu übernehmen. Diese Problematik wurde für die automatisierte Fahrzeugführung
in einer Studie von [FKL 08] gezeigt. Die Hauptproblematik ist dabei der Verlust des
Situationsbewusstseins, sollte der Mensch aktiv aus dem Regelkreis genommen wer-
den. Das Situationsbewusstsein beschreibt das Gesamtensemble aller Informationen
und deren richtige Einschätzung, die für das korrekte Handeln in einer Situation (hier
die Fahraufgabe) benötigt werden. Eine Metastudie [dHMS14] zeigt diese Problema-
tik bereits bei der Teilautomatisierung der Fahraufgabe durch einen Abstandsregel-
tempomaten.
Im Bereich der Luftfahrt gibt es ähnliche Erkenntnisse [WC80, YSH07]. So gab es un-
ter anderem von 1988 bis 2002 neun folgenschwere Unglücke, die sich auf Proble-
me bei der Interaktion zwischen Piloten und Cockpitautomation zurückführen las-
sen [YSH07]. Es wurde auch hier der Verlust des Situationsbewusstseins als Problemfeld
identifiziert. Analog zu [Bai83] zeigte sich auch bei der Flugführung, dass die Pilo-
ten zunehmend nicht mehr in der Lage sind ihr Fluggerät manuell zu kontrollieren
[Bie08]. Es kann gesagt werden, dass durch die Automatisierung der Fahrzeugfüh-
rung, der Straßenverkehr nicht zwangsweise sicherer wird. Unter Umständen wird
dieser sogar unsicherer. Dies gilt zumindest so lange wie der Fahrer als Rückfallebene
bereitstehen muss.
Die vorliegende Arbeit zielt daher, entgegen der gegenwärtigen Tendenz, nicht dar-
auf ab die Fahrzeugführung zu automatisieren. Stattdessen ist die Idee dieser Ar-
beit ein Assistenzsystem zu entwickeln, das den Fahrer bestmöglich unterstützt, aber
2 [Soc14]: „Level 5: Full-time performance by an automated driving system of all aspects of the dynamic
driving task under all roadway and environmental conditions (Vollzeitige Durchführung aller Aspekte
der dynamischen Fahraufgabe mittels eines automatisiert fahrenden Systems, unter allen Straßen- und
Umweltbedingungen)“.
3 Die USA sind nicht an das Wiener Übereinkommen gebunden da diese es nicht unterzeichnet haben.
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nicht ersetzt. Zentraler Vorteil dieses Ansatzes ist, dass der Fahrer aktiv in die Fahr-
zeugführung eingebunden bleibt und dadurch sein Situationsbewusstsein beibehält.
Wenngleich es zahlreiche Arbeiten in diesem Bereich gibt, sind diese jedoch durch ein
heuristisches Vorgehen und die Gerätetechnik geprägt. Sie sind somit auf Einzelan-
wendungen beschränkt. Ein systematischer Entwurf eines solchen Assistenzsystems,
startend von der Modellierung bis zum Reglerentwurf, ist nicht möglich da bisher
die Methoden fehlen. Das abstrakte Ziel der Arbeit ist die Kooperation zwischen Au-
tomation und Fahrer. Zur genaueren Einordnung von Kooperation erfolgt zuerst eine
Diskussion dieses Begriffes.
1.2 Begriffsdefinition: Mensch-Maschine Kooperation
Oft wird in der wissenschaftlichen Gemeinschaft unter „kooperativer Regelung“ die
übergreifende Regelung mehrerer maschineller Agenten verstanden (vgl. beispiels-
weise [FM04, RBA07, Lew14]). Ein Beispiel ist die Einhaltung einer Formation durch
autonome Fahrzeuge [FM04]. Im Gegensatz dazu behandelt diese Arbeit Regelstruk-
turen, bei denen ein oder mehrere maschinelle Regler mit einem oder mehreren Men-
schen, welche ebenfalls als Regler wirken, interagieren. Es stellt sich die Frage, wie
die Kommunikation und die Interaktion zwischen Mensch und Automation model-
liert werden kann.
Bisher gibt es keine präzise Definition von Kooperation in einem systemtheoretischen
Kontext. Daher soll zunächst eine Diskussion des Begriffes erfolgen, welcher als ab-
straktes Ziel der Arbeit definiert ist. Nach der Brockhaus Enzyklopädie beschreibt der
Begriff Kooperation (kirchenlateinisch Mitwirkung) im Allgemeinen eine Zusammen-
arbeit. Eine Präzisierung des Begriffes ist allerdings nur Domänen-spezifisch möglich,
wie z.B. in der Wirtschaft [bro13], Robotik [She92], computerunterstützter Gruppen-
arbeit [Dix94] und Multi-Agenten-Systemen [OSFM07]. Die Beschreibung, die einer
systemtheoretischen am nächsten kommt, ist die Definition von Hoc [Hoc01]. Hoc
spricht von Kooperation zwischen zwei oder mehr Partnern, wenn die folgenden Be-
dingungen erfüllt sind:
1. Jeder Partner strebt Ziele an und wetteifert mit dem anderen um Ziele und Res-
sourcen.
2. Jeder Partner versucht zu interagieren, um die individuellen Tätigkeiten und/oder
die gemeinsame Tätigkeit zu ermöglichen.
Ein Partner kann dabei ein Mensch oder ein Automationssystem sein und wird nach-
folgend als allgemeiner Begriff für ein Element aus einer dieser beiden Mengen ver-
wendet. Für die Definition von Kooperation aus regelungstechnischer Sicht in dieser
Arbeit wird Hocs Definition präzisiert: 4
4 Als Ergänzung zu entkoppelten Systemen, stellt auch eine Regelungsstruktur aus mehreren Partnern
bzw. Reglern die im Sinne einer Kaskadenregelung angeordnet sind, kein gemeinsames System dar.
Da dabei das zu regelnde System für die äußeren Regler jeweils aus den geschlossenen Regelkreisen
der inneren Regler besteht, wird von keinem der Regler ein gemeinsames System beeinflusst. Beispiele
hiervon sind Fahrdynamikregelung (ESP) und Antiblockiersystem (ABS).
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Definition1.1 (Kooperation)
Grundlage für Kooperation in der Regelungstechnik ist eine kooperative Rege-
lungsstruktur. Diese besteht aus mindestens zwei Reglern bzw. allgemein Part-
nern mit jeweils einer Menge individueller Ziele. Die Partner beeinflussen syn-
chron ein gemeinsames, dynamisches System. Ein gemeinsames, dynamisches
System liegt vor, wenn eine Separierung in mehrere entkoppelte Systeme nicht
möglich ist. Mehrere Systeme gelten als entkoppelt, wenn diese jeweils exklusiv
von nur einem Partner, ohne die gleichzeitige Abhängigkeit von einem weite-
ren Partner, beeinflusst werden4. Kooperation besteht in einer kooperativen Rege-
lungsstruktur dann, wenn seitens der Partner eine Einigung auf ein kooperatives
Ergebnis möglich ist.
Es stellt sich bei der Definition 1.1 die Frage, was ein kooperatives Ergebnis ist. Für den
trivialen Fall, dass die individuellen Ziele aller Partner identisch und erreichbar sind,
ist das kooperative Ergebnis das individuelle Ziel der Partner. Sind die individuellen
Ziele der Partner nicht identisch, ist das kooperative Ergebnis, das sich aus der Ko-
operation ergibt, nicht zwangsweise gleich mit einem (oder mehreren) individuellen
Ziel eines Partners. Eine notwendige Bedingung für die Kooperation ist daher, dass
eine Einigung zwischen den Partnern möglich ist. Die individuellen Ziele der Partner
dürfen daher nicht antithetisch sein und sich gegenseitig ausschließen.
Aus Definition 1.1 können verschiedenste Konzepte für „Kooperation“ abgeleitet wer-
den. Im nachfolgenden Kapitel wird daher eine Strukturierung vorgeschlagen.
1.3 Klassifizierung von Kooperation
In diesem Abschnitt wird der Begriff Kooperation und damit das Thema der Arbeit
weiter präzisiert. Dazu wird eine Einteilung von Kooperation in grundlegende Ko-
operationsprinzipien vorgenommen. Als eine Ergänzung zur bestehenden Literatur
[Hoc01, WHW09, Sch91]5 wird eine Unterteilung von Kooperation auf Basis des Inter-
aktionskonzepts zwischen den Partnern vorgestellt, welches als wesentliches Unter-
scheidungsmerkmal verwendet wird. Die Interaktion kann dabei auch als erweiterte
Kommunikation verstanden werden, da deren primäre Aufgabe der Austausch von
Informationen und anschließende Entscheidungsfindung zwischen den Partnern ist.
Eine Einteilung auf Basis der Interaktion ist aus systemtheoretischer Sicht sinnvoll,
da die Interaktionsform die Auswahl einer späteren mathematischen Beschreibungs-
form erheblich beeinflusst. Auf dieser Basis werden die folgenden vier maßgeblichen
Kategorien vorgeschlagen:
5 Hier wird eine Unterteilung der Kooperation nach Systemarchitektur (seriell/parallel) und der Abhän-
gigkeit und Kompetenz (Interferenz) der Partner vorgeschlagen.
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• Debattive Kooperation
• Aktionsbasierte Kooperation
• Unbewusste Kooperation
• Ereignisdiskrete Kooperation
Im Folgenden werden diese Kategorien detailliert betrachtet.
1.3.1 Debattive Kooperation
Die wesentliche Interaktion bzw. Kommunikation zwischen den einzelnen Partnern
bei der debattiven Kooperation ist die Debatte. Debatte ist hierbei als interaktive Ab-
folge von Vorschlag, Diskussion und Annahme/Ablehnung zu verstehen. Im Allge-
meinen werden für diese Punkte sehr hohe Kommunikationsformen, wie gesproche-
ne Sprache und Schrift verwendet. Um das gegenseitige Vorschlags- und Annahme-
wesen zu unterstützen, findet die Kommunikation im Allgemeinen sequentiell statt,
auch weil hohe und komplexe Kommunikationsformen (wie Sprache) nicht gleichzei-
tig bidirektional Informationen übertragen können. Die grundsätzliche Aufgabe muss
bei dieser Form nicht zwingend zu Beginn der Kooperation (vollständig) geklärt sein.
Individuelle Ziele der Partner können sich hier auch erst im Laufe der Kooperation
herausbilden. Beispiele sind Kooperationen in Gesellschaft und Wirtschaft.
1.3.2 Aktionsbasierte Kooperation
Im Gegensatz zur debattiven Kooperation, erfolgt die Interaktion nicht auf Basis ab-
strakter Formen wie Sprache, etc. sondern prozessnah direkt auf Basis von physika-
lischen Größen die bei der Interaktion involviert sind. Beispielsweise können diese
Größen Kräfte, Momente, Positionen, etc. sein. Im Vergleich zur debattiven Koopera-
tion eignet sich diese Klasse nicht für abstrakte Aufgaben (z.B. Erstellung eines Ge-
setzes oder einer Norm), sondern für prozessnahe Aufgaben (Steuern, Regeln, etc.).
Die gegenseitige Interaktion kann parallel bzw. gleichzeitig bidirektional erfolgen. Für
diese Form muss die Kooperationsaufgabe bzw. der gemeinsame Prozess den Part-
nern a-priori bekannt sein, da auf dessen Basis eine Kooperation stattfindet. Im Allge-
meinen verfügt jeder Partner a-priori über ein (zumindest vereinfachtes) Modell des
Prozesses und der anderen Partner. Ein Beispiel ist das gemeinsame (stumme) Tragen
eines Tisches von zwei oder mehr Personen. Die Interaktion mit dem Tisch und damit
die Kommunikation zwischen den Personen erfolgt über Kräfte bzw. Momente.
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1.3.3 Unbewusste Kooperation
Bei der Klassifizierung von Kooperation nach der Interaktion stellt sich die Frage,
ob Kooperation auch ohne Kommunikation bzw. Interaktion zwischen den Partnern
möglich ist. Von der trivialen Lösung (in der Ziel und Handeln aller Partner identisch
ist und dies auch allen Partner bekannt ist) abgesehen, erfordert Kooperation zwangs-
weise eine gewisse Abstimmung zwischen den Partnern, weshalb Interaktion bzw.
Kommunikation in allen bisherigen Definitionen von Kooperation ein wesentlicher
Bestandteil ist. Es existiert jedoch ein Sonderfall von Kooperation den man kontrain-
tuitiv als „Unbewusste Kooperation“ bezeichnen kann.
Zum Verständnis des Konzeptes wird zunächst ein primärer Partner definiert, der
die maßgebliche Beeinflussung des gemeinsamen Systems übernimmt. Geht man da-
von aus, dass der primäre Partner über keine ideale Wahrnehmung des zu beeinflus-
senden Systems verfügt, kann eine begrenzte Systembeeinflussung durch den sekun-
dären Partner auch ohne Abstimmung mit dem primären Partner erfolgen, solange
diese durch den primären Partner nicht wahrgenommen wird.
Die beiden Partner beeinflussen dabei ein gemeinsames und nicht entkoppeltes Sys-
tem. Weiterhin wird versucht ein gemeinsames Ziel zu erreichen. Somit sind alle An-
forderungen von Kooperation nach Definition 1.1 bzw. [Hoc01] erfüllt. Der primäre
Partner nimmt jedoch keinen weiteren Partner im gemeinsamen System wahr, eine
Interaktion ist daher nicht gegeben.
1.3.4 Ereignisdiskrete (überwachende) Kooperation
Eine weitere sehr spezifische Kooperationsform wird als ereignisdiskrete bzw. über-
wachende Kooperation bezeichnet. Wie bereits erklärt wurde, kann eine reine Über-
wachungsaufgabe für einen Menschen problematisch sein. Für technische Regelungs-
systeme ist diese Problematik aber nicht zutreffend. Es ist daher denkbar, einen mensch-
lichen Bediener durch ein technisches System zu überwachen. Stellt das überwachen-
de technische System einen kritischen Zustand fest, greift es in den technischen Pro-
zess ein, um ihn wieder in einen sicheren Arbeitspunkt zu überführen, oder zumin-
dest um den zu erwartenden Schaden zu reduzieren. Befindet sich der technische
Prozess nicht in einem kritischen Zustand erfolgt die Prozessführung durch den Men-
schen. Für das Konzept ist es essentiell, dass kritische Zustände sicher erkannt werden
können und eine Strategie existiert, um den kritischen Zustand in einen sicheren Zu-
stand zu überführen. Die dabei verwendeten Konzepte sind anwendungsspezifisch.
Beispiele für diese Art der überwachenden Kooperation sind z.B. das Sicherungs-
system zur Überwachung von Zugführern oder das Reaktorschutzsystem in Kern-
reaktoren. Es erfolgt keine explizite Kommunikation vom überwachten Partner zum
überwachenden Partner, der im Hintergrund den Systemzustand des Gesamtsystems
überwacht. Die Kommunikation kann daher als unidirektional und ereignisdiskret
angesehen werden, da abseits der ereignisdiskreten Noteingriffe (und evtl. vorgela-
gerten Warnungen) auch keine Rückmeldung und damit Kommunikation vom über-
wachenden Partner an den überwachten Partner erfolgt. Die Interaktion der Partner
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erfolgt also ereignisdiskret, woraus sich der Name dieser Kooperationsklasse ableiten
lässt. Dieser Ansatz setzt eine sehr spezifische Problemstellung voraus. Es wurde nur
der Vollständigkeit halber hier aufgenommen und wird im Folgenden nicht weiter
betrachtet.
Um die vorgestellten Kooperationskonzepte besser in den Kontext der Fahrzeugfüh-
rung einbetten zu können, wird nachfolgend das Drei-Ebenen-Modell des menschli-
chen Handelns und das Drei-Ebenen-Modell der Fahrzeugführung vorgestellt.
1.4 Drei-Ebenen-Modelle
Nach [Ras83] lässt sich der Mensch bei der Bearbeitung von Aufgaben in drei hier-
archische Kognitionsebenen unterteilen: Fertigkeitsbasiertes Verhalten, regelbasiertes
Verhalten und wissensbasiertes Verhalten.
• Fertigkeitsbasiertes Verhalten: Dieses beschreibt Handlungen, meist motori-
scher Art, welche stark trainiert wurden, wie z.B. immer wiederkehrende Hand-
lungen bei Fließbandarbeit. Die Ausführung dieser Handlungen erfolgt nach
dem Training primär unterbewusst.
• Regelbasiertes Verhalten: Aufgaben dieser Ebene wurden in der Vergangenheit
bereits gelöst, weshalb gespeicherte Verhaltensregeln verfügbar sind. Bedingt
durch mangelndes Training verglichen mit fertigkeitsbasierten Verhalten ist die
mentale Beanspruchung höher.
• Wissensbasierte Verhalten: Für die Behandlung bisher unbekannter Handlun-
gen bzw. Problemstellungen. Kennzeichen dieses Verhaltens ist dabei, dass auf
Basis existierenden Wissens und Erfahrungen, mental verschiedene Lösungs-
vorschläge erstellt werden, die anschließend gedanklich auf ihre Eignung un-
tersucht werden. Darauf aufbauend wird die beste Lösung ausgewählt und aus-
geführt. Die Bearbeitung solcher Aufgaben ist entsprechend mit einer starken
mentalen Beanspruchung verbunden.
Diese psychologische Unterteilung ist sehr allgemein und lässt sich auf jede zielge-
richtete Aufgabenstellung anwenden. Als veranschaulichendes Beispiel ist die Aufga-
be der Fahrzeugführung geeignet. Für die Modellierung der Fahraufgabe wurde diese
von [Don82] aus einer Ingenieurssicht in drei Ebenen eingeteilt. Die Unterteilung er-
folgt hier in drei hierarchischen Aufgabenebenen für die Navigations-, Führungs- und
Stabilisierungsaufgabe.
• Navigationsebene: Ziel ist es, aus dem gegebenen Straßennetz und zusätzlichen
Informationen, wie z.B. Staumeldungen eine geeignete Strecke zum Zielort ab-
zuleiten.
• Führungsebene: Hier wird auf Basis der aktuellen Verkehrssituation ein Manö-
ver ausgewählt. Bei dem Manöver handelt es sich um eine zeitliche Prädiktion
von Führungsgrößen wie Geschwindigkeit und lateraler Position.
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• Stabilisierungsebene: In der Stabilisierungsebene werden die Manövergrößen
eingeregelt und gegebenenfalls auf Störungen reagiert. Unter der Annahme ei-
ner normalen Fahrsituation mit ausreichend Abstand zu den physikalischen
Grenzbereichen der Fahrzeugdynamik, kann die Stabilisierungsaufgabe in die
gegenseitig entkoppelten Teilaufgaben, Längs- und Querführung, unterteilt wer-
den [Mac03].
Die drei Ebenen der Fahrzeugführung können den drei psychologischen Ebenen zu-
gewiesen werden [WHW09]. So wird die Navigationsaufgabe im Wesentlichen mit
der Methodik für wissensbasiertes Verhalten gelöst. Die Führungsebene entspricht
vorwiegend einem regelbasierten Verhalten und die Stabilisierungsaufgabe ist ein
trainiertes fertigkeitsbasiertes Verhalten. Es ist anzumerken, dass diese Zuordnung
stark von der Erfahrung des Fahrers abhängt [WHW09]. So wird ein Fahrneuling stark
auf wissensbasiertes Verhalten zurückgreifen. Mit zunehmender Fahrerfahrung wird
die Fahraufgabe dann immer mehr zum fertigkeitsbasierten Verhalten. Die beiden
Drei-Ebenen-Modelle sind in Abbildung 1.1 vergleichend dargestellt.
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Abbildung 1.1: Drei-Ebenen-Modell für zielgerichtete Tätigkeiten nach [Ras83], zugeordnet zu dem
Drei-Ebenen-Modell für die Fahrermodellierung von [Don82]. Abbildung frei nach
[WHW09].
1.5 Diskussion der Kooperationskonzepte
Da je nach der mentalen Ebene (vgl. Abbildung 1.1) vom Menschen verschiedene
Konzepte für die Lösung von Aufgaben verwendet werden, ist es sinnvoll auch das
Konzept der Kooperation daran anzupassen. Übertragen auf den Kontext der Fahr-
zeugführung gilt Entsprechendes. Nachfolgend wird auf die Kompatibilität der Ko-
operationsformen zu den mentalen Ebenen und den Ebenen der Fahrzeugführung
eingegangen.
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Debattive Kooperation: Eine debattive Kooperationsform eignet sich sehr gut für ab-
strakte Problemstellungen der wissensbasierten Verhaltensebene, da durch die Debat-
te der Entscheidungs- und Planungsprozess des Menschen unterstützt werden kann.
Da für eine debattive Einigung zwischen den Partnern aber eine gewisse Zeit benötigt
wird, ist diese Art der Kooperation nicht für zeitkritische Aufgaben geeignet. Da bei
der Einigung bzw. der Diskussion der zu fahrenden Strecke die Zeitanforderungen ge-
ring sind, eignet sich die debattive Kooperation im Fahrzeug-Kontext sehr gut für die
Navigationsebene. Eine debattive Kooperationsform ist auch für die Unterstützung
des Fahrers auf der Manöverebene denkbar. Da die Zeitkonstanten der Fahrzeugdy-
namik unter einer Sekunde liegen, kann die debattive Kooperationsform nicht für die
Unterstützung des Fahrers bei Aufgaben der Stabilisierungsebene verwendet werden.
Aktionsbasierte Kooperation: Diese Form benötigt eine klar definierte Aufgabe bzw.
Ziel. Auch muss klar sein, welche Prozessgrößen für die Kommunikation verwendet
werden. Zusätzlich muss jeder Partner die Intention der anderen Partner erkennen
können, welche hinter der Beeinflussung dieser Größen stecken. Diese Kooperations-
form benötigt also ein gewisses Maß an Training, weshalb sie nur für regelbasiertes
und fertigkeitsbasiertes Verhalten angewendet werden kann. Damit ist im Fahrzeug-
Kontext das Konzept der aktionsbasierten Kooperation sehr gut für eine Unterstüt-
zung des Fahrers auf der Stabilisierungsebene und, im gewissen Rahmen, auf der
Manöverebene geeignet. Für die Navigationsebene ist die aktionsbasierte Kooperati-
on nicht sinnvoll.
Unbewusste Kooperation: Dieses Konzept setzt die nicht-wahrnehmbare Beeinfluss-
barkeit des primären Partners voraus, was wiederum ein Wahrnehmungsmodell er-
fordert. Eine präzise Modellierung für nicht trainierte Handlungen ist schwierig, wes-
halb sich dieses Konzept vor allem für die Unterstützung von fertigkeitsbasiertem
Verhalten eignet. Da Einflüsse auf Route und Manöver vom Fahrer wahrgenommen
würden eignet sich die unbewusste Kooperationsform im Fahrzeug-Kontext nur für
die Stabilisierungsebene.
Eine Zusammenfassung, welche Kooperationsform sich für welche Aufgabenebene
und Ebene der Fahrzeugführung eignet, ist in Abbildung 1.2 gegeben.
1.6 Kooperative Fahrerassistenz: Stand von
Wissenschaft und Technik
Ein Ziel der hier vorliegenden Arbeit ist ein Beitrag zur kooperativen Fahrerassis-
tenz. In diesem Abschnitt wird daher der gegenwärtige Stand von Wissenschaft und
Technik bei kooperativen Fahrerassistenzsystemen (FAS) vorgestellt. Auf nicht ko-
operative Systeme (wie Antiblockiersysteme), nur den Fahrer informierende Systeme
oder überwachende Notfallsysteme (wie Notbremsassistenten) wird nicht eingegan-
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gen. Die Vorteile des kooperativen Ansatzes gegenüber nicht kooperativen Ansätzen
wurden bereits in Abschnitt 1.1 diskutiert. Zur Strukturierung wird das verwendete
Kooperationskonzept nach Kapitel 1.3 verwendet.
1.6.1 Debattive Fahrerassistenz
Das einzige FAS welches auf einem debattiven Kooperationsansatz aufbaut, ist der
Ansatz des Conduct-by-wire Konzepts [WH06, WHB 06, GHW 11, Fra14]. Die Idee
ist, die Interaktion des Fahrers mit dem Fahrzeug von der Stabilisierungsebene (Lenk-
rad und Pedale als Eingänge des Fahrzeugs) auf eine höhere Ebene mit abstrakteren
Eingaben zu verlagern. Auf Basis einer neuartigen Mensch-Maschine-Schnittstelle,
kann der Fahrer das gewünschte Fahrmanöver (z.B. ein Spurwechsel) auswählen und
in einem gewissen Rahmen parametrisieren. Die Trajektorienplanung erfolgt auf Basis
dieser Angaben dann automatisiert durch das Fahrzeug und die Regelung der Stabi-
lisierungsebene dann autonom. Es handelt sich hierbei nicht um eine reine Kaska-
denregelung, da die Automation nicht nur das befohlene Manöver ausführt, sondern
auch die Auswirkungen (z.B. zukünftige Fahrertrajektorie) dem Fahrer anzeigt und
mit diesem abstimmt. Primäre Forschungsfrage bei diesem Ansatz ist die Gestaltung
der Mensch-Maschine Schnittstelle.
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Abbildung 1.2: Kooperationsformen im Bezug zu den mentalen Verarbeitungsebenen und der Hierarchie
der Fahraufgabe. Die farbigen Balken geben dabei jeweils an für welche Ebene eine
Kooperationsform geeignet ist.
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1.6.2 Unbewusste Fahrerassistenz
In einer, im Zuge dieser Arbeit durchgeführten Masterarbeit, wurde erstmalig ein
Konzept eines FAS, basierend auf einem unbewussten Kooperationsansatz entwickelt
und umgesetzt [Sau13]. Ziel des Systems ist es, durch eine gezielte minimale Verän-
derung des Fahrpedalsignals, den Energieverbrauch des Fahrzeuges zu optimieren.
Das Assistenzsystem beinhaltet ein Modell der menschlichen Wahrnehmung. Die Ein-
flüsse des Systems auf die Längsdynamik werden prädiziert und mit dem Modell
der menschlichen Wahrnehmung verglichen. Damit wird erreicht, dass der Fahrer die
Einflüsse des Systems nicht wahrnimmt. Erste Studien zeigen, dass mit dem System
eine Reduzierung des Energieverbrauchs von 2,5 % möglich ist, ohne dass Probanden
die Eingriffe aktiv wahrnehmen und ohne dass diese sich unbewusst adaptieren. Das
Konzept und die Ergebnisse wurden in [SFH14] veröffentlicht.
1.6.3 Aktionsbasierte Fahrerassistenz
Im Fahrzeug bietet sich das Lenkrad als Schnittstelle für ein aktionsbasiertes FAS bei
der Querführung und die Pedale als Schnittstelle für ein Längsführungs-FAS an.
Bei der Querführung ist der Ansatz, dass sowohl der Fahrer, als auch das Assistenz-
system, ein Moment auf das Lenkrad geben können. Alle gegenwärtigen Systeme
beschränken sich auf die Unterstützung bei der Spurhaltung bei gerader oder annä-
hernd gerader Fahrbahn. Droht das Verlassen der Fahrspur, wird vom System ein ent-
sprechendes Lenkmoment appliziert. Die meisten Systeme sind allerdings bewusst so
gestaltet, dass eine autonome Spurhaltung nicht möglich ist. Erstmals wurde ein sol-
ches System 2001 als Option für den exklusiv in Japan erhältlichen Nissan Cima in
einem Serienmodell angeboten [nis14]. Gegenwärtig (Stand 2015) sind diese Systeme
für die meisten Fahrzeugmodelle der Oberklasse (u.a. bei den Marken: Audi, Ford,
Honda, Mazda, Mercedes, Skoda, Tesla, Toyota, VW) erhältlich. Einige Hersteller (z.B.
BMW) bieten keine kooperative, sondern nur informierende FAS für die Querführung
an.
Bei der Längsführung können Fahrer und Fahrerassistenzsystem parallel Kräfte auf
das Fahrpedal (Gaspedal) geben. Das Konzept wurde 2009 von Nissan beim Infiniti
FX erstmals bei einem Serienfahrzeug eingeführt [nis15]. Dabei unterstützt das Pedal
den Fahrer bei der Abstandsregelung zum vorausfahrenden Verkehr. Abgesehen von
der Marke Nissan gibt es nach aktuellem Stand (Anfang 2016) sehr wenige Modelle
(z.B. Mercedes-Benz C350e) für welche ein solches System in Serie angeboten wird,
wodurch die Marktdurchdringung aktuell sehr gering ist. Da verschiedene Zulieferer
haptische Pedalsysteme entwickelt haben, ist der Einsatz des Konzeptes in zukünfti-
gen Modellen sehr wahrscheinlich. FAS bei denen (auch) eine haptische Interaktion
über das Bremspedal stattfindet, gibt es nach aktuellem Stand nicht.
Wissenschaftlich wurde die Idee von haptischer Interaktion zwischen Fahrer und ei-
nem möglichen FAS erstmals 1992 in einer Simulatorstudie untersucht [SGH92]. In-
teressanterweise beschäftigt sich die Studie bereits sowohl mit der Interaktion über
ein Pedal als auch über das Lenkrad. Die Aktionen des FAS wurden in der Studie
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allerdings a-priori für die Szenarien als Steuerung vordefiniert. De facto konnte da-
durch keine Interaktion zwischen Fahrer und FAS erfolgen. Die Studienergebnisse
zeigten aber erstmals das Potential für eine haptische Interaktion. Erste Experimen-
te mit einem FAS für die Querführung, welches das applizierte Lenkmoment online
an die aktuelle Fahrsituation anpasst, erfolgten in [SG01, GG04, BSB07, LWS07] und
[MAB08]. In [FKL 08] wird eine Betrachtung des Konzepts aus verkehrspsychologi-
scher Sicht vorgestellt. Aktuelle Untersuchungen sind in [ACK 12, SCC 13, PPA13]
und [KVHH14] gegeben. Die FAS unterscheiden sich nur darin, auf welcher Basis das
unterstützende Lenkmoment bestimmt wird. In Tabelle 1.1 sind die Ansätze zusam-
mengefasst.
Wissenschaftliche Untersuchungen mit einem FAS für die Längsführung auf Ba-
sis eines haptischen Fahrpedals wurden in [HAV02, Abb06, Mul07, HYR 10] und
[MAvM11] veröffentlicht. Technisch sind alle Längsführungs-FAS als Kennfeld rea-
lisiert. Aus regelungstechnischer Sicht basieren diese FAS auf Abschnittsweise defi-
nierten Regelgesetzen (vgl. B.4.1).
Die FAS Unterstützung bei der Querführung und bei der Längsführung hat rege-
lungstechnisch die gleiche Grundstruktur. Sie ist in Abbildung 1.3 dargestellt. In Grün
ist dabei die Querführung; in Blau die Längsführung dargestellt. Durch die haptische
Kopplung können die Partner die jeweils anderen Momente/Kräfte wahrnehmen. Die
Momente/Kräfte dienen hier sowohl der Steuerung des Fahrzeugs als auch als Kom-
munikationskanal zwischen FAS und Fahrer.
Der Entwurf des FAS (also die Auslegung der kooperativen Regelung) sowohl
für die Längs- als auch die für Querführung, erfolgt bei allen realisierten Ansät-
zen heuristisch auf Basis von Experimenten. In [AM10, ACMv12, MAvM11] wird
die Idee vorgestellt das FAS als Analogon zum Fahrer und im Besonderen dessen
neuromuskulären System zu entwerfen. Entsprechende Modelle des neuromusku-
lären Systems werden in [Abb06, Dro10, AM10, VMA 13] diskutiert. Die Modelle
stützen sich auf verschiedene neuromuskuläre Experimente und Messungen, siehe
[vSdB02, AMv11b, AMv 11a]. Eine Bestimmung der Parameter des neuromuskulä-
ren Modells ist aufwendig. Als Ersatzgröße wird daher die Lenkimpedanz identifi-
ziert [AvB04, MVA 11, KAV 14]. Die Bestimmung dieser mechanischen Gesamtim-
pedanz des neuromuskulären Systems war bisher nur für gemessene Daten offline
möglich. Eine online und echtzeitfähige Bestimmung der Impedanz konnte erstmals
in der im Zuge dieser Arbeit betreuten Masterarbeit [CV14] erreicht werden.
Es gibt aktuell aber kein formales Verfahren, um aus dem neuromuskulären Modell
oder dessen online messbarer Approximation geeignete Parameter für den Regler des
Vorgehen Angewendet in
Lineares Regelgesetz [SG01, GG04, LWS07, MAB08, SCC 13, PPA13]
Kennfeld [BSB07, dMA14]
Nichtlineares Regelgesetz [ACK 12, KVHH14]
Tabelle 1.1: Strukturierung der in der Literatur vorgeschlagener Querführungs Assistenzsystemen auf
Basis des Regelungskonzeptes
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Assistenzsystems zu bestimmen. Die Parameter des Reglers werden daher auch bei
diesem Ansatz ohne Verwendung der Modelle, heuristisch bestimmt.
Obwohl zur aktionsbasierten Kooperationsform, verglichen mit den beiden anderen
Konzepten, viele Veröffentlichungen in der Literatur existieren, besteht hier nach Mei-
nung des Autors dennoch der größte Forschungsbedarf. Da eine analoge Fragestel-
lung auch abseits der Fahrerassistenz in anderen Domänen der Mensch-Maschine-
Interaktion besteht, wird aktionsbasierte Kooperation nachfolgend zunächst abseits
des Anwendungskontextes Fahrerassistenz betrachtet, dann aber auf die Lösung der
FAS Aufgabe angewendet.
1.7 Aktionsbasierte Kooperation abseits FAS
Eine analoge Problemstellung zur aktionsbasierten kooperativen Fahrerassistenz
(Abbildung 1.3) gibt es in weiteren Bereichen, in denen Mensch und Automation eine
Aufgabe kooperativ ausführen. Der Sinn dieser erweiterten Betrachtung ist es zu
evaluieren, ob Ansätze aus anderen Domänen in den FAS-Kontext übertragen werden
können. Ein anschauliches Beispiel ist die Mensch-Roboter Kooperation mit dem Ziel,
Lasten gemeinsam zu tragen [MLM 11, MLK 12, WHL16]. Des Weiteren existieren
kooperative Teleoperationssysteme in denen der Bediener durch ein elektronisches
System unterstützt wird wie in [YOHY92, GPC05, TO07, FTG 09, DN11, SHE 12]
vorgeschlagen oder durch einen weiteren haptisch gekoppelten Bediener wie in
[NMG03, KHZ11] vorgestellt. Praktisch orientiertere Anwendungen von aktions-
basierter Kooperation wurde für Chirurgieroboter [NMG05b, MMT13], Greifer-
/Kransysteme [HS10], Tiefseebagger [KFvA13], Flugzeuge [GSFW06, LMv06]
und elektrische Rollstühle [LR01, BA98, CD10] vorgeschlagen. Ein weiteres sehr
interessantes Beispiel ist die Regelung von über Gehirn-Computer-Schnittstellen
gesteuerte Prothesen, wie in [KBS 06, GNL 08, MGV 09] und [CRZV13]. Durch die
große Varianz bei der Interpretation der Signale der Gehirn-Computer-Schnittstelle ist
+
Fahrer
FAS
Lenkrad
Fahrpedal Fahrzeug
δ
α
MD
FD
MA
FA
Abbildung 1.3: Aktionsbasierte kooperative Regelung für die Quer- und Längsführung eines Fahrzeugs.
(δ Lenkwinkel, MD Lenkmoment des Fahrers, MA Moment des FAS, α Winkel des
Fahrpedals, FD Pedalkraft des Fahrers und FA Pedalkraft des FAS)
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es hier notwendig, den Menschen durch einen Maschinellen Regler zu unterstützen,
wodurch sich eine aktionsbasierte Kooperation zwischen Mensch und Automation
ergibt. In der Literatur werden all diese Anwendungen meist unter dem Stichwort
„Shared Control“ eingeordnet [HV89, KHF92, LX02, NMG05b, KBS 06, MA11]. Die
Verwendung des Begriffs ist aber nicht einheitlich und manche Autoren (z.B. [SV78])
verstehen teilweise sogar voll autonome Systeme darunter. In dieser Arbeit wird
unter dem Begriff eine parallele Regelstruktur nach Abbildung 1.4 verstanden. Es
ist dabei exemplarisch der Fall mit zwei Reglern dargestellt, die Struktur ist jedoch
um eine beliebige Anzahl an Reglern erweiterbar. Eine direkte gegenseitige Messung
bzw. Wahrnehmung der Stellgrößen des jeweils anderen Reglers ist optional, zeigt
sich aber in vielen Anwendungsfällen und Studien als vorteilhaft, z.B. [GG04, dD11].
Dies konnte auch in einer am Institut durchgeführten Voruntersuchung bestätigt
werden [LDFH14]. Die Struktur aus Abbildung 1.4 wird nachfolgend als kooperative
Regelstruktur bezeichnet.
In der Forschung gibt es, abseits der Problemstellung Fahrerassistenz, aktuell zwei
systematische Herangehensweisen an die Problematik kooperativer Regelstrukturen
(Abbildung 1.4): impedanz- und passivitätsbasierte Ansätze sowie Maschinelles
Lernen. Im Nachfolgenden wird auf diese Konzepte eingegangen.
Impedanz- und passivitätsbasiertes Vorgehen: Das Prinzip wird bei der ge-
meinsamen physischen Interaktion von Mensch und Maschine mit einem dritten
Objekt oder untereinander verwendet. Historisch stammt der Ansatz aus dem
Bereich von Telepräsenzsystemen. In diesem Kontext hat sich gezeigt, dass Menschen
gut mit Objekten interagieren können, deren Dynamik sich als passive mechanische
Impedanz beschreiben lässt [Hog89]. Grundlage für die Auslegung von Reglern bei
Regelstrecke
Regler 1
Regler 2
u1ptq
u2ptq
xptq
Abbildung 1.4: Aktionsbasierte „Shared Control“ Regelstruktur mit zwei Reglern. Gepunktet ist die
Rückführung der Stellgrößen der Regler untereinander dargestellt. (x Systemzustände, u1
Stellgrößen Regler 1, u2 Stellgrößen Regler 2)
1.7 Aktionsbasierte Kooperation abseits FAS 15
Telepräsenzsystemen ist daher die Vorgabe einer Wunschimpedanz für das Verhalten
des vom Menschen beeinflussten Systems (bestehend aus dem manipulierten Objekt,
den Aktoren und der Regelung) [Hog85, SC92]. Meist wird folgende Wunschdynamik
vorgegeben
m0,i:xi   d0,i 9xi   c0,ixi  Fi. (1.1)
Wobei xi die Auslenkung in der Koordinate i, m0,i die Massen, d0,i der Dämpfung-
koeffizient, c0,i die Federkonstante und Fi die angreifende Kraft in der Koordinate
i ist. Bei Telepräsenzsystemen mit einer langen Signallaufzeit, z.B. Teleoperation im
Weltall [IYD 04], kann es bedingt durch die Verzögerung der Stellsignale an die
Aktorik vor Ort und der haptischen Signale zurück zum Bediener, zur Instabilität des
Gesamtsystems kommen. Für die Teleoperation wurde von [AS89] ein Regelkonzept
entwickelt, um diese Problematik zu umgehen. Voraussetzung dafür ist, dass sich der
Mensch, und das von ihm manipulierte System, im regelungstechnischen Kontext
passiv verhalten (vgl. [Kha96, Seite 436 ff]). Dieses Konzept wurde in [KHZ10] und
[KHZ11] auf Strukturen mit zwei oder mehr Bedienern erweitert. In [KYF93, KKH01]
und [ESH13] wurde das Konzept für das gemeinsame Tragen von Lasten verwendet.
Der Roboter manipuliert dabei die Last so, dass diese für den Menschen eine passive
Dynamik nach (1.1) aufweist. Die Parameter (m0,i, d0,i, c0,i) sind dabei einstellbar.
Eine interessante Erweiterung ist [WHL16], hier wird die Impedanz des Roboters
so gewählt, dass ein zweiter Roboter das gemeinsam getragene Objekt im Bezug
zu seiner Bewegungsrichtung manipulieren kann, das Objekt darüber hinaus aber
stabilisiert wird. Das Konzept der Passivität kann aber auch auf abstraktere Inter-
aktionsformen angewendet werden. In [KH04] wird ein Roboter vorgestellt, der
gemeinsam mit einem Menschen tanzen kann. Der essentielle Nachteil dieses Vorge-
hens ist, dass keine zielgerichtete Beeinflussung oder Interaktion zwischen Mensch
und Roboter stattfindet. Das Konzept erreicht eine rein passive Kompatibilität des
Roboters gegenüber dem Menschen.
Maschinelles Lernen: Das Konzept ist ein neuer und weiterentwickelter Ansatz
für die Problemstellung der Mensch-Roboter-Interaktion insbesondere des gemeinsa-
men Tragens von Lasten durch Menschen und Roboter. Grundlage der Modellierung
der Trageaufgabe ist hier ein Modell des Trageaufwands der einzelnen Partner.
Dieser Aufwand berechnet sich über die Norm der von einem Partner auf die Last
aufgebrachten Kräfte. Die Kräfte der Roboter werden auf Basis einer vorgegebenen
Richtlinie zur Verteilung des Aufwands bestimmt. Mögliches Ziel können dabei
z.B. eine gleichmäßige Verteilung des Aufwands sein, oder die Minimierung des
Aufwandes der menschlichen Träger. Dieses Ziel bildet dann die Grundlage eines
Maschinellen Lern Algorithmus mit dessen Hilfe die Strategie des Roboters gelernt
wird. Das Konzept wird in den Arbeiten von [LMH10, MLK 12] [LKRH13] vorge-
stellt und verwendet. Ein ähnlicher Ansatz wird auch in [SKO12] vorgeschlagen,
wobei hier eine optische Erfassung der Bewegung die Kraft-/Momentensensorik
ersetzt. Bei dem Vorgehen handelt es sich um einen Black-Box Ansatz. Eine Model-
lierung des Menschen und auch des Prozesses erfolgt nicht. Konzeptbedingt kann
aus einer, für eine spezifische Situation trainierten Strategie, nicht auf die Strategie in
einer anderen Situation geschlossen werden. Für das Training ist es notwendig, dass
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Mensch und Roboter die Aufgabe zusammen wiederholt durchführen. Diese Not-
wendigkeit schließt die praktische Nutzung dieses Konzeptes für sicherheitskritische
Anwendungen aus.
Abgesehen von den hier vorgestellten Konzepten ist die Herangehensweise an die
kooperative Regelung im Allgemeinen pragmatisch, d.h. Design und Auslegung die-
ser Systeme erfolgt heuristisch auf Basis von Experimenten. Einige ausgewählte Bei-
spiele in verschiedensten Domänen sind [YSD03, GPC05, OGGL06, KBS 06, MAB08,
TMA10, MLM 11, AMv 11a, CD12, PO12, LDFH14, BvMA14] und [XHWT14].
Es zeigt sich aus dem Stand der Technik, dass, auch abseits des FAS-Kontextes, bisher
kein durchgängiges und systematisches Konzept für die Regelung von kooperativen
Regelstrukturen existiert.
1.8 Wissenschaftliche Fragestellung
Aus der Sicht des Autors stellen sich für eine aktionsbasierte kooperative Regelstruk-
tur (Abbildung 1.4) drei Kernfragen:
1. Wie wird der Mensch als Teilsystem dieses Regelkreises und insbesondere die
gegenseitige Interaktion zwischen Mensch und Automation modelliert?
2. Wie kann auf dieser Basis eine systematische Herangehensweise an die Gestal-
tung der Automation erfolgen?
3. Wie können diese Ansätze schließlich bei einer gegebenen Anwendung umge-
setzt werden?
Die in den Abschnitten 1.6 und 1.7 vorgestellten Forschungsansätze liefern nur eini-
ge Teilantworten zu diesen Fragen, wie z.B. die Modellierung des Neuromuskulären
Systems. In keinem der Ansätze erfolgte bisher eine explizite Modellierung der In-
teraktion zwischen Mensch und Regler. Eine methodische Betrachtung, wie solche
Systeme ausgelegt werden sollten, ist ebenfalls noch nicht erfolgt. Konzepte für die
Implementierung solcher Regelsysteme basieren aktuell auf heuristischen Vorgehen,
ohne die explizite Betrachtung von Systematik und Generalisierbarkeit. Auch können
diese domänenspezifischen Lösungen nicht allgemein auf andere Problemstellungen
übertragen werden. Bisher können die oben gestellten Fragen folglich nicht formal
und vor allem nicht kohärent beantwortet werden.
Ziel dieser Arbeit ist es, neben der Beantwortung der drei Kernfragen, ein systema-
tisches und durchgehendes Konzept zur Modellierung und Realisierung von koope-
rativen Regelkreisen vorzustellen. Das Konzept lässt sich allgemein auf alle Anwen-
dungsbereiche applizieren, deren Problemstellung sich als kooperative Regelkreiss-
truktur, wie in Abbildung 1.4 dargestellt, ausdrücken lässt. In der hier vorliegenden
Arbeit wird das neuartige Konzept der kooperativen Regelung auf den Bereich der
kooperativen Fahrzeugführung angewendet.
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1.9 Gliederung der Arbeit
Das Differentialspiel ist in dieser Arbeit die mathematische Grundlage für die syste-
matische Modellierung von Kooperation. Der Modellierungsgedanke wird in Kapitel
3 motiviert und im Detail vorgestellt (erste Kernfrage). Auf Basis dieses Modells
erfolgt der Vorschlag eines Regelungskonzepts und dessen Anwendung (Kernfrage
zwei und drei). Nachfolgend wird die sich daraus ergebende Struktur der Arbeit
vorgestellt:
Kapitel 2: In diesem Kapitel erfolgt eine kompakte Einführung in Differential-
spiele und die Definition notwendiger Begriffe der Spieltheorie.
Kapitel 3: Nach der Motivation des Modellierungsansatzes in 3.1 wird der ko-
operative Regelkreis in Abschnitt 3.2 als Differentialspiel modelliert. In Abschnitt 3.3
werden formale Bedingungen für die nicht-menschlichen Regler eines kooperativen
Regelkreises aufgestellt und darauf aufbauend das Regelkonzept der kooperativen
Regelung abgeleitet. Um dieses jenseits von mathematischen Gedankenspielen einset-
zen zu können, werden im Anschluss verschiedene numerische Ansätze vorgestellt
(Abschnitt 3.4 und 3.5). Anschließend erfolgt eine Einbettung des neuen Konzepts der
kooperativen Regelung in die bestehende Regelungstechnik (Abschnitt 3.7). Am Ende
des Kapitels (Abschnitt A.3) wird die Lösung des Inversen Optimierungsproblems
diskutiert, welches hier für die Identifizierung des menschlichen Regelverhaltens
notwendig ist. Das gesamte Kapitel ist dabei so allgemein wie möglich gehalten, um
das Konzept der kooperativen Regelung auf alle Anwendungsbereiche übertragen zu
können. In Kapitel 3 wird die erste und zweite der wissenschaftlichen Fragestellung
aus Abschnitt 1.8 beantwortet.
Kapitel 4: Die in Kapitel 3 vorgestellten Algorithmen sind zwar sehr universell,
aber nur bedingt für eine Lösung der Problemstellung in Echtzeit geeignet. Es
werden daher spezifische Lösungen für relevante Problemstellungen betrachtet.
Die resultierenden, spezialisierten Algorithmen ermöglichen eine echtzeitfähige
Umsetzung. Das Kapitel dient als Bindeglied zwischen der allgemeinen Betrachtung
in Kapitel 3 und der konkreten Anwendung „Fahrerassistenz“ in Kapitel 5.
Kapitel 5: Nach der Vorstellung der theoretischen Grundlagen der kooperati-
ven Regelung erfolgt in diesem Kapitel deren Anwendung. Es werden zwei neuartige
kooperative FAS vorgestellt. Ein System zur Unterstützung des Fahrers bei der
Längsführung des Fahrzeuges in Abschnitt 5.1 und ein System für die Unterstützung
bei der Querführung in Abschnitt 5.2. Für jedes der beiden Systeme erfolgt die Mo-
dellierung der Regelstrecke und des Fahrers sowie eine Anpassung der Algorithmen
an die spezifische Problemstellung. Das Kapitel ist die Antwort auf die letzte der drei
Fragen aus Abschnitt 1.8.
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Kapitel 6: Abschließend werden in diesem Kapitel die zuvor in 5.1 und 5.2 vorge-
stellten FAS experimentell in einem Fahrsimulator untersucht. Dazu werden drei
Fahrstudien vorgestellt. Insgesamt zeigen die Ergebnisse der Studien, dass das
vorgeschlagene Konzept der kooperativen Regelung auf die Problemstellung der
Fahrerassistenz angewendet werden kann und vorteilhaft gegenüber dem bisherigen
Stand der Technik ist.
Kapitel 7: Im letzten Kapitel werden die wesentlichen Gedanken dieser Arbeit
nochmal zusammengefasst.
2 Mathematische Grundlagen
der Spieltheorie
In diesem Kapitel werden die Konzepte der Spieltheorie eingeführt, welche die
mathematischen Grundlagen für die in den nachfolgenden Kapiteln der Arbeit
vorgestellten kooperativen Regelung bildet. Die Spieltheorie ist ein Teilbereich der
Mathematik, der sich mit der Modellierung von (menschlicher) Entscheidungs-
findung beschäftigt. Verglichen mit der klassischen Entscheidungstheorie werden
in der Spieltheorie mehrere interdependente Entscheidungen betrachtet, die von
individuellen Entscheidern getroffen werden. Das heißt, dass sich die Konsequenz
bzw. das Ergebnis für einen Entscheider nicht nur aus seiner eigenen, von ihm selbst
beeinflussbaren Entscheidung, sondern auch aus den Entscheidungen der jeweils
anderen Entscheider ergibt. Die Entscheidungen sind also voneinander abhängig.
Als historischer Grundstein der Spieltheorie gilt eine Arbeit von John von Neumann
1928 [Neu28]. Darin beschäftigte sich von Neumann erstmals mit der formalen
Beschreibung und Analyse von Gesellschaftsspielen. Dieser erste Anwendungsfall
wirkte sich maßgeblich auf die Namensgebung aus. Die Betrachtung wirklicher
Spiele ist gegenwärtig aber nur noch einer von sehr vielen Anwendungsfällen der
Spieltheorie. Einen bedeutenden Beitrag leistete Nash [Nas51] mit der Vorstellung
des Nash-Gleichgewichts. Von Stackelberg [Sta52] wurde im Weiteren die, vor allem
in der Wirtschaftstheorie bedeutende, Stackelberg-Strategie vorgeschlagen. Die Men-
ge der Veröffentlichungen mit Bezug zur Spieltheorie ist umfangreich. Eine breite
Einführung in die Spieltheorie ist z.B. in [HI06, Meh07, SLB09] und [Bar13] gegeben.
Nachfolgend erfolgt eine Einführung in die elementaren Begriffe der Spieltheorie
bevor in weiteren Abschnitten eine Einführung in Differentialspiele erfolgt.
Grundelement der Spieltheorie ist der Spieler. Ein Spieler i ist ein Entscheider,
der eine Strategie Ui P Ui auswählt. Eine Strategie Ui ist dabei ein vollständiger
Verhaltensplan eines Spielers für das Spiel. Die Strategiemenge Ui beschreibt dabei
die Menge aller Strategien, die Spieler i wählen kann. Ein Spiel besteht aus N P N¡0,
hier konsequent durchnummerierten, Spielern. Ziel eines Spielers i ist es, durch die
Wahl seiner Strategie Ui, sein Ergebnis zu optimieren. Die Spieler verhalten sich
dabei rational. Formal wird dies mit einer Gütefunktion6 Ji pU1, . . . ,Ui, . . . ,UN q mit
Ji : U1      UN Ñ R beschrieben, die minimiert werden soll7. Analog wählt der
Spieler j eine Strategie aus seiner Strategiemenge Uj auf Basis seiner Gütefunktion
Jj pq. Da die Gütefunktionen von den gewählten Strategien aller N Spieler abhängen
6 Die Gütefunktion wird auch als Auszahlungsfunktion bezeichnet.
7 Grundsätzlich könnte auch eine Problemstellung definiert werden, in der die Gütefunktion maximiert
werden soll (was vor allem in wirtschaftswissenschaftlichen Veröffentlichung geläufig ist). Alle Pro-
blemstellungen werden hier aber durchgängig als Minimierungsproblem festgelegt.
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können, ergeben sich N gegenseitig gekoppelte Optimierungsprobleme. Für den
Spezialfall N  1 ist das Spiel ein gewöhnliches Parameter-Optimierungsproblem.
Auf die Lösung des Spiels, d.h. die Antwort auf die Frage, welche Entscheidung die
Spieler in einer gegebenen Situation treffen sollen, wird in Abschnitt 2.2 eingegangen.
Folgende Definition fasst ein Spiel formal zusammen.
Definition2.1 (Spiel in Normalform)
Ein Spiel in Normalform ist ein 3-Tupel pP,U, Jq mit den drei Mengen
• P die Menge der N (hier durchnummerierten) Spieler,
• U  U1      UN die Menge aller Strategiemengen der Spieler,
• J  tJ1 pq , . . . , JN pqu die Menge aller Gütefunktionen.
2.1 Differentialspiele
Da es sich bei der kooperativen Regelung (siehe Abbildung 1.4) um eine dynami-
sche Problemstellung handelt, beschäftigt sich die vorliegende Arbeit ausschließlich
mit Differentialspielen. Differentialspiele sind ein Teilbereich der Spieltheorie und be-
schreiben Spiele auf Basis von dynamischen Systemen, die mittels Differentialglei-
chungen beschrieben werden. Diese Erweiterung der Spieltheorie wurde erstmals von
Isaacs [Isa65] vorgeschlagen. Eine gute Einführung in die Thematik der Differential-
spiele wird z.B. in [LR71, BO99, Bre10] und [Eng05] gegeben.
Neben den N (in dieser Arbeit konsequent durchnummerierten) Spielern ist das Sys-
tem S ein Element des Differentialspiels. Bei einer regelungstechnischen Problemstel-
lung ist das System die Regelstrecke.
Definition2.2 (System in Zustandsraumdarstellung)
Ein System S sei für den Zeithorizont t P r0, T q mit T P R¡0 Y t8u durch die
gewöhnlichen Differentialgleichungen
S : 9xptq  f t,xptq,u1ptq, . . . ,uN ptq t P r0, T q , (2.1)
und durch die Anfangswertbedingung
xp0q  x0
gegeben. Dabei seix P Rn der Zustandsvektor,x0 der initiale Systemzustand zum
Startzeitpunkt und f : R¥0  Rn  Rn1      RnN Ñ Rn. ni ist die Dimension
der Systemeingangsgröße ui P Rni des Spielers i.
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Die Strategie Uiptq des Spielers i ist im Differentialspiel ein Vektor von Trajektorien
von ni Eingangsgrößen (aus Sicht des Systems) bzw. Stellgrößen (aus Sicht des Spie-
lers) und wird daher mit uiptq bezeichnet. Analog zur allgemeinen Spieltheorie ist
es das Ziel des Spielers i seine Stellgrößen uiptq so zu wählen, dass er sein Gütemaß
- durch die Gütefunktion Ji pxptq,u1ptq, . . . ,uN ptqq beschrieben - minimiert8. Aller-
dings hängt seine Gütefunktion nicht mehr nur von seiner Strategie und den Strate-
gien der anderen Spieler ab, sondern auch vom sich daraus ergebenden Verlauf der
Zustandsgrößen xptq des Systems. Eine geläufige Definition der Gütefunktion ist die
Bolzasche Form [Föl94]
Jipq  hi
 
xpT q, T   T»
0
ji
 
t,xptq,u1ptq, . . . ,uN ptq

d t (2.2)
mit hi : Rn  R¡0 Ñ R und ji : R¥0  Rn  Rn1      RnN Ñ R. Ein verbreitetes
Beispiel einer bolzaschen Gütefunktion ist die quadratische Struktur
rJi pq  xT pT qF ixpT q   T»
0
xT ptqQixptq   uT ptqRiuptq d t. (2.3)
Mit F i P Rnn,Qi P Rnn undRi P Rnene . Dabei ist
ne 
N¸
i1
ni (2.4)
und
uptq  uT1 ptq    uTN ptqT .
Die Länge des Zeithorizontes T ist entweder unendlich (T Ñ 8), a-priori gegeben
oder definiert als die Zeitdauer bis zum Erreichen einer Zielzustandsmenge. Für einen
endlichen Zeithorizont wird der Endzustand upT q im Gütemaß berücksichtigt9. Im
Fall T Ñ8 und einer bolzaschen Gütefunktion entfällt der Term hipq in (2.2) bzw. F i
in (2.3) entsprechend. Unabhängig seiner spezifischen Definition gilt T global für alle
Spieler des Differentialspieles. Die Gütefunktionen Ji pq sind spielerspezifisch.
Wie beim allgemeinen Spiel kann ein Spieler in der Auswahl seiner Strategie be-
schränkt sein. In technischen Problemstellungen wird die Beschränkung der Stellgrö-
ßen meist durch eine Menge von Gleichheits- und Ungleichheitsnebenbedingungen
spezifiziert. Für einen Spieler i sind diese gegeben durch
0  gi
 
t,uiptq
 @t P r0, T q (2.5)
0 ¥ ii
 
t,uiptq
 @t P r0, T q . (2.6)
8 Mathematisch präzise handelt es sich dabei um ein Funktional und keine Funktion. Ungeachtet des-
sen ist die Verwendung des Begriffes „Gütefunktion“ in der Literatur üblich [Föl94, Eng05]. Um die
Konsistenz zu dieser zu wahren, wird daher dieser Begriff verwendet.
9 Das Intervall r0, T q bezieht sich auf die Stellgrößen, die Zustandsgrößen werden im Intervall p0, T s
betrachtet.
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Mit gi : R¥0  Rni Ñ RN¡0 und ii : R¥0  Rni Ñ RN¡0 . Analog zum allgemeinen
Spiel kann die Beschränkung der Stellgrößentrajektorien auch durch die Strategie-
menge Ui beschrieben werden
uiptq P Ui. (2.7)
Die unendliche Menge Ui enthält dabei alle nach (2.5) und (2.6) zulässigen Trajekto-
rien der Stellgrößen ui. Analog ergibt sich die Strategiemenge der Gesamtstrategie
zu
U  U1      UN . (2.8)
Auf den ersten Blick wirkt das Vorgehen der Modellierung von Beschränkungen über
(unendliche) Mengen zwar umständlicher, ermöglicht aber eine kompaktere Darstel-
lung, weshalb dieser Ansatz im Folgenden verwendet wird. Zur Erinnerung: Die Be-
schränkungen der Stellgrößen sind optional. Es sind auch Spiele möglich, in denen
nur die Strategien ui einzelner, aber nicht aller, oder auch von keinem der Spieler, be-
schränkt sind. In diesem Fall enthält Ui für die Spieler ohne Beschränkung der Stell-
größenstrategien alle finiten Stellgrößentrajektorien.
Da jeder Spieler im Differentialspiel durch Wahl seiner Strategie bzw. Stellgrößeui die
Minimierung seiner Gütefunktion Jipq anstrebt, ergeben sich N gegenseitig gekop-
pelte, dynamische Optimierungsprobleme. Für den Sonderfall N  1 ergibt sich ein
gewöhnliches dynamisches Optimierungsproblem. Zusammenfassend ist eine forma-
le Definition eines Differentialspiels angegeben:
Definition2.3 (Differentialspiel)
Ein Differentialspiel ist ein Tupel pS,P, T,U, Jq der folgenden Elemente:
• Ein System S nach Definition 2.2,
• eine Menge P von N (durchnummerierten) Spieler,
• der explizit oder implizit definierten Zeitdauer des Spiels T ,
• die Menge aller Strategiemengen U  U1      UN ,
• die geordnete Menge der Gütefunktionen J   J1 pq , . . . , JN pq (.
Es wird im Folgenden angenommen, dass jeder Spieler perfekte Kenntnisse über
das System S (einschließlich der Kenntnis über den initialen Zustand xp0q), die
Gütefunktionen Ji pq und Nebenbedingungen gipq, iipq der anderen Spieler hat.
Diese Arbeit beschäftigt sich ausschließlich mit dynamischen Problemstellungen.
Spiele ohne Dynamik nach Definition 2.1 werden lediglich vereinzelt als Beispiele
verwendet, um einzelne Gedankengänge anschaulicher darstellen zu können. Da
Differentialspiele den Hauptteil der Arbeit darstellen, werden im nächsten Kapitel
alle Konzepte direkt für diese formalisiert. Die Definitionen für Spiele ohne Dynamik
finden sich im Anhang A.1.
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2.2 Grundkonzepte der Spieltheorie
Aus Sicht des Spielers i stellt sich die Frage, wie eine Strategie bzw. Stellgrößentra-
jektorie uiptq, die seine Gütefunktion Ji pq minimiert, bestimmt werden kann. Wird
nur ausschließlich der Spieler i betrachtet, lässt sich dessen Problemstellung durch
folgendes dynamische Optimierungsproblem darstellen:
min
uiptq
Ji
 
xptq,uiptq,u iptq

t P r0, T q (2.9a)
unter den Nebenbedingungen
9xptq  f t,xptq,uptq (2.9b)
xp0q  x0 (2.9c)
ui ptq P Ui. (2.9d)
Dabei ist
u iptq 

uT1 ptq    uTi1 ptq uTi 1 ptq    uTN ptq
T
ein geordneter Vektor, der die Stellgrößentrajektorien der anderen Spieler zusammen-
fasst, die der Spieler nicht direkt beeinflussen kann. Die Schreibweisen
Ji pxptq,u1ptq, . . . ,uN ptqq , Ji pxptq,uiptq,u iptqq und Ji pxptq,uptqq
für die Gütefunktion eines Spielers i sind äquivalent. Sie werden nachfolgend aber je-
weils bewusst verwendet, um bestimmte Aspekte mit Bezug zu den Stellgrößen klarer
darzustellen. Analoges gilt für die Differentialgleichung (fpq) des Systems S.
Es bedarf im Vergleich zur klassischen dynamischen Optimierung Strategien dafür,
wie ein Spieler das eigene Optimum bestimmen kann, da alle Spieler die Minimie-
rung Ihrer Gütefunktion anstreben und die einzelnen Optimierungsprobleme gekop-
pelt sind.
2.2.1 Nash-Gleichgewicht
Das von Nash [Nas51] vorgeschlagene Nash-Gleichgewicht ist ein Gleichgewicht im
Spiel, bei dem jeder Spieler eine Strategie gewählt hat unter deren Kombination es für
keinen Spieler lohnend ist, einseitig seine Strategieauswahl zu ändern.
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Definition2.4 (Nash-Gleichgewicht)
Ein Nash-Gleichgewicht uptq ist eine Kombination von zulässigen Strategien
bzw. von Stellgrößentrajektorien aller Spieler des Spieles, für die für jede gülti-
ge Strategie uiptq P Ui eines Spielers gilt
Ji
 
x,uiptq,u iptq
 ¥ Ji xptq,ui ptq,u iptq @i  1, . . . , N. (2.10)
Die Zustandstrajektorie xptq ergibt sich dabei jeweils als Lösung der Systemdif-
ferentialgleichung des Systems S mit dem entsprechenden uptq.
Das Nash-Gleichgewicht uptq wird auch als Nash-Strategie bezeichnet. Formal kor-
rekt müsste man uptq als Strategie im Nash-Gleichgewicht benennen. Anschaulich
beschrieben lohnt es sich für keinen Spieler eine Strategie ungleich des Nash-
Gleichgewichts zu wählen, wenn die anderen Spieler unverändert die Strategien
des Nash-Gleichgewichts anwenden. Durch ein einseitiges Abweichen vom Nash-
Gleichgewicht kann ein Spieler sein Ergebnis (Ji pq) nicht verbessern. Ein rationaler
Spieler wird daher auch nicht davon abweichen. Da dies für alle Spieler im Spiel
gilt, werden alle Spieler das Nash-Strategie uptq anwenden. Unter der Annahme,
dass alle Spieler rational handeln, ist das Nash-Gleichgewicht daher aus Sicht der
Spielerentscheidungen bzw. der Strategien/Stellgrößen eine stabile Lösung des
Differentialspiels [Isa65]. Das Nash-Gleichgewicht führt aber nicht zwangsweise zu
einem stabilen System aus Sicht der Regelungstechnik, da ein Nash-Gleichgewicht
nichts über den Verlauf der Zustandsgrößen xptq des zugrunde liegenden Systems
aussagt. Auch sind in einem Differentialspiel die Stellgrößentrajektorien eines Nash-
Gleichgewicht immer noch zeitabhängige Funktionen.
Ein Spiel kann keine, eine endliche oder eine unendliche Menge von Nash-
Gleichgewichten besitzen [Eng05]. Eine allgemeine Aussage über die Anzahl der
Nash-Gleichgewichte eines Differentialspiels nach Definition 2.3 ist nicht möglich
[Eng05]. Formal kann ein Nash-Gleichgewicht uptq mit folgendem verketteten
Optimierungsproblem berechnet werden:
@i P P :
ui ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq,u iptq

(2.11a)
unter den Nebenbedingungen
9xptq  f t,xptq,uiptq,u iptq (2.11b)
xp0q  x0. (2.11c)
Das Optimierungsproblem (2.11) ist eine alternative Darstellung der Definition des
Nash-Gleichgewichts 2.4. Auf die Lösung von 2.11 wird im Folgenden Abschnitt ein-
gegangen.
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Bestimmung des Nash-Gleichgewichts: Variationsrechnung
Unter der Bedingung, dass die Gütefunktionen in der Struktur (2.2) gegeben ist und
die Funktionen fpq, hipq und jipq @ i  1, . . . , N stetig nach der Zeit differenzierbar
sind, können auf Basis von Pontryagins Minimum Prinzip [Pon86]10 die notwendi-
gen Bedingungen für ein Nash-Gleichgewicht aufgestellt werden. Das Vorgehen (und
auch die Herleitung) ist dabei analog zum Fall eines dynamischen Optimierungspro-
blems mit einem einzelnen Optimierer (vgl. [Föl94]), aber mit dem Unterschied, dass
es für jeden Spieler eine Hamilton-Funktion gibt. Mit den Hamilton-Funktionen
Hi
 
t,xptq,uptq,ψiptq
  ji t,xptq,uiptq,u iptq   ψiptqTf t,xptq,uiptq,u iptq
(2.12)
und den Lagrange-Multiplikatoren ψiptq der jeweiligen Spieler ergeben sich die not-
wendigen Bedingungen für ein Nash-Gleichgewicht zu
@ i P P :
ui ptq  arg min
uiptq
Hi
 
t,xptq,uiptq,u iptq,ψiptq

(2.13a)
mit den Nebenbedingungen
9xptq  BHipqBψi
(2.13b)
9ψiptq  
BHipq
Bx (2.13c)
ui ptq P Ui. (2.13d)
Unter der weiteren Annahme, dass die Stellgrößentrajektorien uiptq der Spieler nicht
beschränkt sind, vereinfacht sich (2.13a). In diesem Fall ergeben sich die Nash-
Gleichgewichte uptq als Lösung des folgenden Differentialgleichungssystems:
@i P P :
0  BHipqBui (2.14a)
9xptq  BHipqBψi
(2.14b)
9ψiptq  
BHipq
Bx . (2.14c)
10 Das Minimum Prinzip wurde ursprünglich 1961 für den Maximierungsfall als Maximum Prinzip pos-
tuliert.
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Die entsprechenden Endwertbedingungen für (2.13) und (2.14) ergeben sich analog
zum dynamischen Optimierungsproblem. Für einen festen Endzeitpunkt und End-
zustand gilt xpT q  const. Für einen festen Endzeitpunkt T , aber beliebigen Endzu-
stand, gilt
@i  1, . . . , N : ψipT q 
Bhi
 
xptq, t
Bx

tT
. (2.15)
Für einen nicht a-priori gegebenen Endzeitpunkt T gilt die Transversalitätsbedingung
[Pon86]. Für einfache Problemstellungen können gegebenenfalls mittels (2.13) bzw.
(2.14) das Nash-Gleichgewicht oder die Nash-Gleichgewichte analytisch bestimmt
werden. Es ist auch möglich das Randwertproblem (2.14) numerisch mittels Schieß-
verfahren zu lösen [BSM06].
Bestimmung des Nash-Gleichgewichts: Iterativer Ansatz
Alternativ zu der vorgestellten Lösung mittels der Variationsrechnung kann ein Nash-
Gleichgewicht auch iterativ bestimmt werden [LR71]. Dieses Vorgehen eignet sich be-
sonders für eine numerische Lösung. Der Ansatz ist hierbei, ausgehend von einer
Startlösung ut0uptq (Die Nummer des aktuellen Iterationsschritts wird in der Arbeit
als hochgestellter Index in geschweiften Klammern dargestellt), die Optimierungs-
probleme der einzelnen Spieler iterativ zu lösen. Die Spieler optimieren dabei jeweils
ihre Stellgrößen unter der Annahme, dass die Stellgrößen der anderen Spieler kon-
stant sind. Für die Iteration k und den Spieler i ergibt sich das einfache dynamische
Optimierungsproblem:
u
tku
i ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq,utk1u i ptq

(2.16a)
unter den Nebenbedingungen
9xptq  f t,xptq,uiptq,utk1u i ptq (2.16b)
xp0q  x0. (2.16c)
Auf Basis dieses Ergebnisses ergibt sich utkuptq aus utkui ptq und den Stellgrößen der
anderen Spieler utk1u i der vorhergehenden Iteration
utkuptq 

u
tk1u
1 ptq
...
u
tku
i ptq
...
u
tk1u
N ptq
ﬁﬃﬃﬃﬃﬃﬃﬃﬂ
. (2.17)
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Ausgehend vom ersten Spieler werden die Optimierungsprobleme nacheinander für
alle Spieler gelöst. Der zyklische Algorithmus beginnt nach dem Spieler i  N wie-
der bei i  1. Die iterative Optimierung wird fortgesetzt bis utkuptq konvergiert. In
der Praxis bedeutet dies einen Abbruch des Algorithmus, wenn sich die Stellgrößen
über N oder mehr Iterationen nicht signifikant ändern. Die dabei auftretenden dy-
namischen Optimierungsprobleme (2.16) können durch direkte Schießverfahren oder
direkte Kollokation gelöst werden. Eine Einführung in diese Verfahren ist in Anhang
A.2 gegeben. Für einige Problemstellungen (z.B. quadratische Gütefunktionen siehe
[LR71]) kann nachgewiesen werden, dass der hier vorgestellte iterative Ansatz immer
zu einem Nash-Gleichgewicht konvergiert, sofern dieses existiert. Im allgemeinen Fall
kann die Konvergenz nicht garantiert werden.
2.2.2 Stackelberg-Strategie
Im Falle des Nash-Gleichgewichts treffen alle Spieler ihre Strategiewahl gleichberech-
tig, d.h. es gibt keine Reihenfolge in der sich die Spieler auf eine Strategie festle-
gen müssen. Besonders deutlich wird dies bei der iterativen Bestimmung des Nash-
Gleichgewichts (2.16). Die Spieler adaptieren, in einer Art virtuellen Spiels, ihre Strate-
gien gegenseitig an die Strategien der jeweiligen Mitspieler, bis sich als Ergebnis das
Nash-Gleichgewicht des Spiels ergibt. Ein alternatives Lösungskonzept wurde von
Stackelberg [Sta52] vorgeschlagen. Grundlage der Stackelberg-Strategie ist, dass die
Spieler ihre Strategie geordnet und nacheinander festlegen. Ein führender Spieler legt
als erstes seine Strategie u1ptq fest. Ohne Beschränkung der Allgemeinheit wird hier
die Reihenfolge der Spiele auf Basis des Indexes definiert mit dem führenden Spieler
i  1. Eine einmal feststehende Strategie u1ptq kann von Spieler 1 nicht mehr geändert
werden und ist den weiteren Spielern bei ihrer Strategieauswahl bekannt. Auf dieser
Basis legt dann der nachfolgende Spieler i  2 seine Strategie fest. Die Spieler gehen
dabei davon aus das die nachfolgenden Spieler rational auf ihre Strategie reagieren,
also die Spieler optimal nach ihren jeweiligen Gütemaßen handeln. Dieses Vorgehen
setzt sich fort bis zum letzten Spieler i  N . Da zu diesem Zeitpunkt alle Strategien
der Mitspieler festgelegt sind, vereinfacht sich hier die Auswahl der Strategie uN ptq
auf die Lösung eines einfachen, dynamischen Optimierungsproblems.
Die Reihenfolge der Spieler hat Auswirkung auf die sich ergebende Stackelberg-
Strategie xsptq. Häufige Anwendung findet die Stackelberg-Strategie in der Wirt-
schaftstheorie bei der Modellierung von Märkten mit einem deutlich dominierenden
Marktteilnehmer. Der dominierende Marktteilnehmer ist hierbei der führende Spieler
i  1, dessen Konkurrenz wird meist zu einem reagierenden Spieler i  2 zusammen-
gefasst.
Bestimmung einer Stackelberg-Strategie
Mathematisch lässt sich die Berechnung einer Stackelberg-Strategie als N -stufiges,
kaskadiertes dynamisches Optimierungsproblem beschreiben. Die Gesamtstrategie
uptq besteht in jeder Stufe i aus drei disjunkten Teilstrategien. Diese sind:
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• uiptq: Die Strategie (bzw. Stellgrößentrajektorien) des Spielers i, die in dieser
Stufe optimiert wird.
• u iptq: Der Vektor der Strategien der Spieler 1 bis i1. Diese Strategien wurden
in vorherigen Stufen bestimmt und stehen bereits fest.
• u¡iptq: Der Vektor der Strategien der Spieler i  1 bis N . Diese Spieler legen ihre
Strategien in einem der folgenden Schritte fest.
Entsprechend gilt für den führenden Spieler i  1 bzw. die erste Stufe u 1ptq  H
und für den letzten Spieler i  N gilt u¡N ptq  H. Das Optimierungsproblem der
Teil-Stackelberg Strategie usi für den Spieler i ist gegeben durch:
usi ptq  arg min
uiptqPUi
Ji
 
xptq,u iptq,uiptq,u¡iptq

(2.18a)
unter den Nebenbedingungen
9xptq  f t,xptq,u iptq,uiptq,u¡iptq (2.18b)
xp0q  x0 (2.18c)
u iptq 

us1 ptqT    usi1 ptqT
T
(2.18d)
u¡iptq  si,N
 
u iptq,uiptq,u¡iptq

. (2.18e)
Dabei fasst die Funktion si,N pq die dynamischen Optimierungsprobleme zusammen,
welche die nachfolgenden i bis N Spieler beschreiben. Diese Probleme sind analog zu
(2.18). Beim Optimierungsproblem, das den letzten Spieler i  N beschreibt, existiert
die Nebenbedingung (2.18e) nicht.
2.2.3 Pareto-Optimum
Die bisher vorgestellten Lösungsverfahren werden in der Literatur meist als „nicht ko-
operative“ Lösungsansätze bezeichnet, da jeder Spieler rational nur die Verbesserung
seiner Gütefunktion anstrebt. Das bedeutet, ein Spieler strebt auch eine Verbesserung
an, wenn dies zu Nachteilen für die anderen Spieler führt. Es ist aber möglich zu for-
dern, dass eine Verbesserung für einen Spieler nicht auf Kosten eines anderen Spielers
erfolgen darf. Das auf dieser Forderung basierende Optimum wird Pareto-Optimum11
genannt. Formal ist das Pareto-Optimum gegeben durch folgende Definition:
11 Nach Vilfredo Pareto 1848 bis 1923
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Definition2.5 (Pareto-Optimum)
Eine Strategie upptq ist ein Pareto-Optimum wenn, keine andere zulässige Strate-
gie uptq mit u P U existiert, für die gilt
Ji
 
xptq,uptq ¤ Ji xptq,upptq, @ i P P (2.19)
und
Jj
 
xptq,uptq   Jj xptq,upptq (2.20)
für mindestens ein j P P.
Sprachlich ausgedruckt: Eine Strategie ist dann ein Pareto-Optimum, wenn keine an-
dere zulässige Strategie existiert, die für mindestens einen der Spieler zu einem besse-
ren Ergebnis führt, aber keinen der Spieler schlechter stellt. Ein Nash-Gleichgewicht
kann ein Pareto-Optimum sein. Ein Spiel hat im Allgemeinen mehr als ein Pareto-
Optimum, häufig unendlich viele Pareto-Optima.
Bestimmung des Pareto-Optimums
Werden die Gütefunktionen der einzelnen Spieler mittels Gewichtungsfaktoren zu-
sammengefasst, kann ein Pareto-Optimum eines Differentialspieles mit folgendem
globalen Optimierungsproblem berechnet werden:
up ptq  arg min
uptq
N¸
i1
ciJi
 
xptq,uptq (2.21a)
unter den Nebenbedingungen
9xptq  f t,xptq,u (2.21b)
xp0q  x0 (2.21c)
uptq P U. (2.21d)
mit ci P p0, 1q @ i  1, . . . , N . Durch die Variation der Parameter ci, für die gilt
1 
N¸
i1
ci, (2.22)
können die verschiedenen Pareto-Optima des Spiels bestimmt werden. Ein formaler
Beweis für Bedingung (2.21) ist in [Lei74] gegeben. (2.21) ist eine hinreichende, aber
nicht notwendige Bedingung für ein Pareto-Optimum. Es kann somit nicht garan-
tiert werden, dass mit diesem Ansatz, selbst wenn alle ci berücksichtigt werden, alle
Pareto-Optima des Spiels gefunden werden. Auf die Bestimmung aller Pareto-Optima
in einem Differentialspiel wird in [RE14] eingegangen.
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2.3 Beispiele zur Spieltheorie
Um die Nash-, Stackelberg- und Pareto-Lösung zu verdeutlichen, werden zwei Bei-
spiele diskutiert. Das erste Beispiel ist dabei ein statisches Spiel und soll die Unter-
schiede der vorgestellten Gleichgewichte bzw. Lösungsstrategien verdeutlichen. Das
zweite Beispiel ist ein Differentialspiel und soll die Erweiterung auf dynamische Sys-
teme verdeutlichen.
Beispiel2.1:
Cournot-Duopol
Als einfaches statisches Spiel wird das Cournot-Duopol (Nach Antoine-Augustin
Cournot 1801-1877) verwendet. Das Cournot-Duopol ist die mathematische Be-
schreibung eines unvollkommenen Marktes mit zwei konkurrierenden Firmen. Als
idealisiertes Modell eines Marktes ist das Cournot-Duopol Bestandteil eines jeden
Lehrbuchs der Volkswirtschaftslehre, z.B. [BMW06]. In diesem Beispiel wird ange-
nommen, dass beide Firmen jeweils eine von ihnen frei festlegbare Menge eines
homogenen Gutes produzieren. Homogen bedeutet, dass die Beschaffenheit und
Qualität der Güter beider Unternehmen identisch sind (z.B. genormte Treibstoffe).
Die Möglichkeit der Produktdifferenzierung besteht daher nicht. Die Produktions-
menge des Gutes ist die Strategie der beiden Spieler. Dabei wird angenommen,
dass auch eine fraktionale Menge des Gutes produziert werden kann. Es gilt:
Ui P Ui  R¥0, i  1, 2. (2.23)
Im gegebenen Markt ist der mittlere Verkaufspreis des Gutes jeweils abhängig von
der Gesamtmenge des produzierten Gutes und die Produktionskosten von der je-
weils von einem Unternehmen produzierten Gütermenge. Der Basispreis wird für
das Beispiel mit 20 angenommen und der erzielbare mittlere Verkaufspreis sinkt
linear mit der Menge der insgesamt produzierten Güter. Weiter wird angenom-
men, dass die Produktionskosten mit der produzierten Menge steigen, wie es bei
beschränkten Ressourcen wie z.B. einer Ölquelle der Fall ist. Im Beispiel sind die
Basiskosten für beide Unternehmen 10, die Kostensteigerung ist ebenfalls linear.
Die Gütefunktionen, die hier den mit 1 multiplizierten Ertrag eines Unterneh-
mens angeben, werden als symmetrisch zueinander angenommen d.h. sie sind mit
Ausnahme der getauschten Indizes identisch. Zusammengefasst ergibt sich für die
beiden Spieler die Gütefunktion
JipUi,U iq  
 
20 pUi   U iq
Ui   10  Ui{2Ui	, i  1, 2. (2.24)
In Abbildung 2.1 ist das Konturdiagram von J1pq dargestellt. Daraus zeigt sich
direkt, dass die optimale Marktsituation für Unternehmen 1: U1  3, 33 ^ U2  0
ist. Dies ist allerdings nur bei einem Monopol des Unternehmens 1, nicht aber für
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den gegebenen Markt möglich. Würden sich beide Firmen absprechen mit dem
Ziel ihren kumulierten Gewinn
JppU1,U2q  J1pU1,U2q   J2pU1,U2q (2.25)
zu optimieren, ergäbe sich das nach (2.25) optimale Pareto-Optimum zu Up 
2 2
T . Ohne die Annahme (2.25) ergäbe sich eine unendliche Menge von Pareto-
Optima. Die sich nach (2.21) ergebenden Pareto-Optima sind in Abbildung 2.1 dar-
gestellt.
In einer Marktsituation ist eine Absprache aber meist explizit verboten, weshalb
sich für den Markt ein Nash-Gleichgewicht einstellen wird. Für die gegebene Pro-
blemstellung ergibt sich dieses zu U1  2, 5^U2  2, 5. Auf den ersten Blick wirkt
das Nash-Gleichgewicht unlogisch, da es verglichen mit Up eine Verschlechterung
des Ergebnisses für beide Firmen darstellt. Betrachtet man aber den Verlauf der Gü-
tefunktion über U1 unter der Annahme, dass vom zweiten Unternehmen Up2  2
beibehalten würde, wie in Abbildung 2.1 dargestellt, zeigt sich, dass es in dieser
Situation für Unternehmen 1 rational ist die Produktion zu erhöhen, weil dadurch
das Unternehmen seinen Ertrag steigern könnte. Da dies beiden Firmen bewusst
ist, werden beide ihre Produktion bis zur Nash-Strategie erhöhen, bei welcher sich
ein Gleichgewicht einstellt, in welchem es dann für keine der Firmen rational ist
von dieser Strategie abzuweichen. Bezogen auf den Funktionswert der Gütefunkti-
on ist das Nash-Gleichgewicht U weniger erstrebenswert als das Pareto-Optimum
(siehe Tabelle 2.1), stellt aber den rationalen Gleichgewichtszustand des Systems
dar.
Wird angenommen, dass Unternehmen 1 zuerst seine Produktionszahlen festlegt
und anschließend daran gebunden ist und Unternehmen 2 rational darauf reagiert,
ergibt sich das Stackelberg-Gleichgewicht. Die Gütefunktion J1pq über U1 unter
der Annahme, dass U2 sich als rationale Antwort auf U1 ergibt, formal
U2  arg min
U2
J2
 U1,U2, (2.26)
ist in Abbildung 2.2 dargestellt. Das Stackelberg-Gleichgewicht bei Dominanz von
Unternehmen 1 ergibt sich damit zu Us1  2, 85. Da das Spiel symmetrisch ist,
ergibt sich das Stackelberg-Gleichgewicht bei der Annahme, dass Spieler 2 do-
minant ist entsprechend umgekehrt. Obwohl die Stackelberg-Strategie für Unter-
nehmen 1 (wenn dieses dominiert) vorteilhafter als die Anwendung des Nash-
Gleichgewichts ist, würden die Strategien, wie beim Fall des Pareto-Optimums,
wieder zum Nash-Gleichgewicht konvergieren, falls das Unternehmen nicht an
seine Strategiewahl gebunden wäre. Die Gütefunktion J1pq unter der Annahme
U2  2, 375  const. ist in Abbildung 2.2 dargestellt. In Tabelle 2.1 sind die Ergeb-
nisse des Spiels zusammengefasst.
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U1 U2 J1pq J2pq
Monopol (Unternehmen 1) 3,33 0 -16,67 0
Optimale Pareto Strategie 2 2 -10 -10
Nash-Gleichgewicht 2,5 2,5 -9,375 -9,375
Stackelberg (Unternehmen 1 dominant) 2,85 2,375 -9.55 -8.52
Tabelle 2.1: Lösungen des Cournot-Duopol Modells
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Abbildung 2.1: Konturdiagram von J1pq und die Lösungen bzw. Gleichgewichte für das Beispiel 2.1
aus Sicht des Unternehmens 1
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Abbildung 2.2: Gütefunktion von Spieler 1
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Beispiel2.2:
Linear Quadratisches Differentialspiel
Gegeben sei ebenfalls ein Spiel mit zwei Spielern und jeweils einer skalaren Stell-
größe. Als einfaches dynamisches Beispiel wird ein Integrator, welcher die Summe
der beiden Stellgrößen integriert, als System gewählt.
S : 9xptq  u1ptq   u2ptq (2.27)
xp0q  x0 P R¡0
Die Spieler optimieren die folgenden Gütefunktionen auf einem unendlichen Zeit-
horizont:
J1
 
xptq, u1ptq
  8»
0
b
 
xptq2    u1ptq2 d t (2.28)
J2
 
xptq, u2ptq
  8»
0
c
 
xptq2    u2ptq2 d t. (2.29)
Mit b, c P R¡0. Die Stellgrößentrajektorien beider Spieler sind in diesem Beispiel
nicht beschränkt.
Nash-Gleichgewicht
Die beiden Hamilton-Funktionen sind hier
H1 pq  b
 
xptq2    u1ptq2   ψ1ptq u1ptq   u2ptq (2.30)
H2 pq  c
 
xptq2    u2ptq2   ψ2ptq u1ptq   u2ptq. (2.31)
Daraus ergeben sich die idealen Stelltrajektorien als die Lösung des homogenen
Differentialgleichungssystems erster Ordnung
d
dt

u1ptq
u2ptq
9u1ptq
9u2ptq
ﬁﬃﬃﬂ 

0 0 1 0
0 0 0 1
b b 0 0
c c 0 0
ﬁﬃﬃﬂ

u1ptq
u2ptq
9u1ptq
9u2ptq
ﬁﬃﬃﬂ . (2.32)
Die Eigenwerte der Matrix in (2.32) sind 0, 0,
?
a  b,?a  b. Da für das Beispiel
nur abklingende Stellgrößen-Trajektorien gültige Lösungen sind, ergeben sich die
Nash-Trajektorien der Spieler zu
u1 ptq  k1ep
?
b cqt (2.33)
u2 ptq  k2ep
?
b cqt. (2.34)
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Aus der Anfangsbedingung der Systemtrajektorie xp0q  x0 ergeben sich die Kon-
stanten zu
k1  x0
?
b  c
1  cb
(2.35)
k2  ck1
b
. (2.36)
Für c  0 ergibt sich die gleiche Lösung wie für das Optimalsteuerungsproblem
mit nur einem Regler bzw. Stellgröße.
Pareto-Optimum
Mit dem Ansatz
Jppq 
8»
0
α

b pxptqq2   pu1ptqq2
	
  p1 αq

c pxptqq2   pu2ptqq2
	
d t (2.37)
und mit α P p0, 1q können mit der Hamilton-Funktion
Hpq  pαb  p1 αq cq pxptqq2   α pu1ptqq2   p1 αq pu2ptqq2   ψptq pu1ptq   u2ptqq
(2.38)
die pareto-optimalen Lösungen berechnet werden. Diese ergeben sich zu
up1ptq  k3eλt (2.39)
up2ptq  k4eλt. (2.40)
Die Konstanten sind dabei
λ  
d 
αb  p1 αqc 12α   12 p1 αq


(2.41)
k3  x0λ1  α1α
(2.42)
k4  k3 α1 α. (2.43)
Das Ergebnis zeigt auch, dass für den Fall b  c die Nash-Strategie Pareto optimal
ist.
Stackelberg-Strategie
Eine analytische Betrachtung der Stackelberg-Strategie ist umfangreich und wird
später im Kapitel 4.1 vorgestellt. Auf Basis von (2.18) kann das Problem numerisch
gelöst werden.
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Vergleich von Nash-, Stackelberg- und Pareto-Strategie
Für b  c  1 und x0  0, 5 sind die verschiedenen Lösungen des Differentialspiels
aus Abbildung 2.3 dargestellt. Die entsprechenden Grenzwerte ptÑ8q der Güte-
funktionen J1pq, J2pq sind in Tabelle 2.2 angegeben. Wie bereits analytisch gezeigt,
ist das Nash-Gleichgewicht hier eine Pareto optimale Strategie. Zum Vergleich ist
auch die Lösung des Optimalsteuerungsproblems
ueptq  arg min
uptq
8»
0
 
xptq2    uptq2 d t (2.44a)
unter den Nebenbedingungen
9xptq  uptq (2.44b)
xp0q  0, 5 (2.44c)
dargestellt, das als Sonderfall der Spieltheorie P  t1u angesehen werden kann.
Aufgrund der Symmetrie des Problems sind die Nash-Strategien u1 ptq, u2 ptq
der beiden Spieler identisch. Die Summentrajektorie der Stellgrößen des Nash-
Gleichgewichts u1 ptq   u2 ptq ist dabei identisch mit der Stellgrößentrajektorie, die
sich aus (2.44) mit der Gütefunktion
8»
0
pxptqq2   12 puptqq
2 d t (2.45)
ergeben würde. Würde Spieler 1 die Stellgrößentrajektorie u1ptq  0 applizieren,
ergäbe sich die Trajektorie des zweiten Spielers als u2ptq  ueptq und J1pq  0, 125
(diese Trajektorie wurde auch zur Initialisierung der Berechnung verwendet).
Durch die quadratische Struktur des Gütemaßes (2.28) ist us1ptq aber für den do-
minierenden Spieler vorteilhafter.
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Abbildung 2.3: Zustand- und Stellgrößentrajektorien des Differentialspiels 2.2 für das
Nash-Gleichgewicht und der Stackelberg-Strategie
J1pq J2pq
Nash-Gleichgewicht 0,133 0,133
Stackelberg (Spieler 1 dominiert) 0,112 0,204
Optimal Steuerungsproblem 0,250 -
Tabelle 2.2: Grenzwerte (tÑ 8) der Gütefunktionen des Differentialspiels
2.4 Zusammenfassung des Kapitels
Abschließend sollen die drei grundlegenden Konzepte der Spieltheorie noch einmal
anschaulich zusammengefasst werden:
• Das Nash-Gleichgewicht ist eine Gleichgewichtsstrategie des Spiels. Eine ein-
seitige Abweichung von dieser ist für keinen der Spieler rational.
• Die Stackelberg-Strategie ist die Lösung des Spieles bei einer gegebenen Se-
quenz welche die Abfolge der Spieler festlegt.
• Das Pareto-Optimum ist die optimale Lösung für die Verknüpfung der indivi-
duellen Ziele der einzelnen Spieler. Es ist im Allgemeinen für die Spieler aber
nicht rational diese Strategie anzuwenden. Auch sagt die Definition des Pareto-
Optimums nichts über die Gewichtung der einzelnen Spieler-Ziele aus.
Im Folgenden Kapitel werden die Ideen der Spieltheorie auf die Problemstellung der
kooperativen Regelungstechnik angewendet. Im Kapitel 4 wird auf die Bestimmung
der Nash- und der Stackelberg-Strategie im Linear Quadratischen Fall eingegangen.
3 Kooperative Regelung
In diesem Kapitel erfolgt die Modellierung von Kooperation als Differentialspiel. Auf
dieser Basis werden erstmals formale Bedingungen für einen kooperativen Regelkreis
aufgestellt, welche die theoretische Grundlage für kooperative Regelsysteme darstel-
len. Das hier vorgestellte Konzept wurde in verdichteter Form in [FOSH14a] und
[FOSH14b] veröffentlicht.
Im ersten Abschnitt wird die aktionsbasierte Kooperation als Differentialspiel mo-
delliert. Darauf aufbauend wird in den folgenden zwei Abschnitt eine mathemati-
sche Herangehensweise an das Kooperationsproblem vorgestellt. Daraus ergeben sich
grundsätzlich zwei mögliche Vorgehensweisen. Zum einem ist es möglich, die Reg-
lerstellgrößen direkt und ohne die explizite Deklaration des Reglers zu berechnen,
was in Abschnitt 3.4 diskutiert wird. Eine alternative Vorgehensweise ist, die Reg-
lerstellgrößen auf Basis eines vollständig definierten Differentialspiels zu bestimmen.
Dies wird in Abschnitt 3.5 vorgestellt. In Abschnitt 3.6 wird auf relevante Spezialfälle
eingegangen. Die Einbindung der hier vorgestellten Konzepte in einen technischen
Regelkreis wird in Abschnitt 3.7 diskutiert.
Alle in diesem Kapitel vorgestellten Betrachtungen, Verfahren und Algorithmen sind
allgemein gehalten. Auf spezifische Lösungen wird im nächsten Kapitel eingegan-
gen.
3.1 Motivation für einen spieltheoretischen Ansatz
Für eine mathematische Modellierung, und damit für die Kernfragen aus Abschnitt
1.8, ist die Wahl der Modellform zur Beschreibung des menschlichen Verhaltens maß-
geblich, da dies die Modellform für die Interaktion zwischen den einzelnen Partner
entscheidend beeinflusst. Eine grundlegende Frage ist daher, wie das menschliche
Verhalten und die menschliche Interaktion mit dem technischen System präzise und
möglichst allgemeingültig modelliert werden kann.
Da aktionsbasierte Kooperation meist eine motorische Handlung des Menschen bein-
haltet (siehe Abschnitt 1.5), ist es naheliegend zuerst diesen Aspekt näher zu betrach-
ten. Ein klassischer Widerspruch der Neurophysiologie ist, dass der Mensch zwar zu
schnellen und koordinierten Bewegungen fähig ist, aber die klassischen Rückkopp-
lungskreise im neuromuskulären System vergleichsweise langsam sind und geringe
Verstärkungen aufweisen, wodurch schnelle und koordinierte Bewegungen tatsäch-
lich nicht möglich sein sollten [Kaw99]. Als Hypothese wird daher angenommen, dass
der Mensch über ein internes Modell des neuromuskulären Systems und der Bewe-
gungsaufgabe verfügt, welches verwendet wird, um die Auswirkung der applizierten
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neuromuskulären Steuersignale zu prädizieren und auf diese Weise das Bewegungs-
system geeignet anzusprechen. Einzelne Experimente deuten sogar darauf hin, dass
diese Modelle für Bewegungen explizit im zentralen Nervensystem abgebildet sind.
Eine gute Übersicht zu relevanten Studien ist in [Kaw99] und [Lat08] gegeben. Das
menschliche Bewegungssystem ist allerdings überaktuiert und so können Bewegun-
gen auf verschiedene Arten realisiert werden. Ein verbreiteter Ansatz zur Handha-
bung dieser Überbestimmtheit ist die Modellvorstellung, dass der Mensch eine Gü-
tefunktion verwendet, um seine Möglichkeiten zu bewerten und anschließend die
optimale Lösung anwendet [Nel83, CJ71, Hat76, SNW90]. Aus regelungstechnischer
Sicht ist daher eine Modellierung des Menschen als Optimalregler naheliegend12. Los-
gelöst von motorischen Handlungen ist in der Psychologie bei der Modellierung von
menschlichen Handlungen ein ähnlicher Modellansatz verbreitet. Nach [Ras83] prä-
diziert der Mensch auf Basis seines Wissens die Auswirkung seiner Handlungsmög-
lichkeiten, bewertet diese und führt dann die beste Option aus. In [SF74, BB76] und
[JF09] wurden für die Modellierung von menschlichen Anlagenbedienern das Kon-
zept eines Optimalreglers vorgeschlagen.
Für die Domäne der Fahrerassistenz, die in dieser Arbeit als Anwendungsbeispiel
dient, ist die Optimalregelung ebenfalls ein häufiger Ansatz für die Fahrermodellie-
rung. [Mac81] schlug ein Vorausschaumodell für den Fahrer vor. In diesem prädi-
ziert der Fahrer die zukünftige Fahrzeugposition zu gewissen Zeitpunkten mit ei-
nem internen Modell der Fahrdynamik und vergleicht diese mit der Solltrajekto-
rie. Auf Grundlage dieser Prädiktion berechnet der Fahrer anschließend die optima-
len Lenkeingriffe um die Abweichung der Fahrtrajektorie von der Wunschtrajekto-
rie zu minimieren. Zu diesem grundlegenden Ansatz wurden verschiedene Erwei-
terungen, um z.B. die Beschränkung der menschlichen Wahrnehmung und Akto-
rik zu modellieren, vorgestellt [SCS00, Mac01]. In verschiedenen Fahrstudien (z.B.
[SCS00, But04, UP05, MC11, TH12, MBW14]) konnte gezeigt werden, dass der Ansatz
des Vorausschaumodells für die Modellierung der menschlichen Fahrweise geeignet
ist. Aus technischer Sicht entspricht das Konzept des Vorausschaumodells einer Spe-
zialform der Modellbasierten-Prädiktiv-Regelung (MPR). Einige Veröffentlichungen
beschreiben das Fahrerverhalten daher direkt und allgemeiner als MPR. In [CPO06]
wird ein diskretes lineares Systemmodell und eine quadratische Gütefunktion für die
Beschreibung verwendet. Da ein lineares Fahrzeugmodell das Fahrverhalten nicht in
allen Betriebspunkten ausreichend genau abbildet, wird in [Kee08] ein MPR Konzept
vorgestellt, welches das Modell um den jeweiligen Arbeitspunkt linearisiert. Ziel die-
ses Ansatzes ist es, sehr erfahrene Fahrer (z.B. Testfahrer, die im Vergleich zum nor-
malen Fahrer auch eine präzisere interne Abbildung der Fahrzeugdynamik in deren
Grenzbereichen haben) modellieren zu können. Zusätzlich wurde in [KC11] ein Mo-
dell des neuromuskulären Systems in den MPR Ansatz integriert. Alternativ zu den
obigen Arbeiten verwendet [YSN08] ein kontinuierliches Systemmodell. In [QCC 15]
werden explizite Unsicherheiten des Systemmodells des Fahrzeugs berücksichtigt.
12 Dieses Konzept der Bewegungsgenerierung wurde auch in die Robotik übertragen [MTL10, FP03,
LHM02].
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Regelstrecke:
9xptq  f
 
t,xptq,u1ptq,u2ptq

Partner 1:
arg min
u1ptq
J1
 
xptq,u1ptq,u2ptq

Partner 2:
arg min
u2ptq
J2
 
xptq,u1ptq,u2ptq

u1ptq
u2ptq
xptq
Abbildung 3.1: Das der aktionsbasierten Regelung zugrundeliegendes Differentialspiel am Beispiel von
zwei Reglern
Zusammengefasst zeigt sich aus der Analyse der Literatur, dass sowohl aus biologi-
scher Sicht wie auch aus Sicht der Anwendung die Modellierung des Menschen als
Optimalregler eine sinnvolle Modellwahl für die aktionsbasierte Kooperation ist. Dar-
über hinaus ist ein Optimalregler eine sehr allgemeine Modellform für die Automati-
on. Modelliert man den Menschen und die Automation jeweils als ein Regler, welcher
seine Stellgrößen auf Basis einer Optimierung, unter Verwendung eines internen Mo-
dells des Gesamtsystems und einer Zielfunktion wählt, bietet sich die Modellierung
der in Kapitel 1.7 bzw. Abbildung 1.4 allgemein eingeführten, kooperativen aktions-
basierten Regelstruktur als Differentialspiel an. Diese Modellierung wird im nächsten
Abschnitt vorgestellt. Bisher wurde die Spieltheorie in diesem Kontext, abgesehen
von Spezialfällen in [TAT11, NC13, NC15], noch nicht angewendet.
3.2 Modellierung von Kooperation als Differentialspiel
Die Optimalregler bzw. die Spieler des Differentialspiels können die Stellgröße ent-
weder direkt auf Basis des Gütemaßes berechnen, wie (z.B. beim MPR) oder indirekt
über ein optimales Regelgesetz (wie z.B. beim linear-quadratischen Riccati Regler).
Als Regler wird hier jeweils die Bestimmung der allgemeinen Stellgröße bezeichnet.
Eventuelle Stellglieder bzw. auch die menschliche Aktorik werden als Teil der Regel-
strecke betrachtet. Damit ergibt sich für eine Regelstruktur nach Abbildung 1.4 ein
Differentialspiel mit den Reglern als Spieler und der Regelstrecke als System S des
Differentialspiels. Die Spieler bzw. Regler werden im Folgenden als Partner bezeich-
net. In Abbildung 3.1 ist als Beispiel das Differentialspiel für einen kooperativen Re-
gelkreis mit N  2 dargestellt. Bei einem Fahrerassistenzsystem existiert jeweils nur
ein menschlicher Partner und ein kooperierendes System. Da aber die hier vorgestell-
te Systematik für alle im Kapitel 1.7 vorgestellten Domänen anwendbar ist und dort
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teilweise mehr als zwei Partner vorhanden sind, wird hier der allgemeine Fall be-
trachtet. Bei der kooperativen Regelung gibt es zwei disjunkte Mengen von Spielern.
Die Menge aller menschlichen Partner H und die Menge der Partner A, die durch
ein oder mehrere technische Systeme gebildet werden. Für H  H ergibt sich ein
Multiagentensystem und bei A  H ergibt sich eine klassische spieltheoretische Pro-
blemstellung. Beim hier betrachteten Kooperationsproblem wird davon ausgegangen,
dass es mindestens einen Menschen und eine Maschine im Regelkreis gibt. Es gilt
daher |A| ¥ 1 und |H| ¥ 1. Um eine bessere mathematische Darstellung zu ermögli-
chen wird angenommen, dass die insgesamtN menschlichen und nicht menschlichen
Regler durchnummeriert sind und die Mengen A und H formal die Menge der Indi-
zes der jeweiligen Gruppe beschreiben, A Y H  P  t1, . . . , Nu. Es gilt NA  |A|
und NH  |H|. Zur Vereinfachung der Nomenklatur werden die Steuergrößen der
nicht menschlichen Regler in dem Vektor uAptq zusammengefasst. Die Anordnung
der uiptq @i P A in diesem zusammenfassenden Vektor erfolgt geordnet mit aufstei-
gendem Index i. Analog wird der Vektor uHptq für die Spieler i P H definiert.
Die Regelstrecke wird in diesem Kapitel als bekannt angenommen. Ebenso wird ange-
nommen, dass die geordnete Menge der Gütefunktionen aller menschlichen Spieler
JH : tJipq| @i P Hu (3.1)
bekannt ist13. Sofern Beschränkungen der menschlichen Stellgrößen existieren, wer-
den diese als bekannt angenommen. Die Ziele der menschlichen Spieler, welche durch
JH beschrieben werden, sind durch den Menschen vorgegeben. Die Elemente der
Menge der Gütefunktionen der nicht menschlichen Spieler
JA : tJipq| @i P Au (3.2)
sind hingegen frei wählbar. Diese Struktur wird nachfolgend als gekoppelte Regel-
struktur bezeichnet:
Definition3.1 (Gekoppelte Regelstruktur)
Eine gekoppelte Regelstruktur ist eine Abwandlung eines Differentialspiels aus
Definition 2.3. Hier gilt für die Menge der Spieler P  AYH mit den beiden dis-
junkten Spielermengen A und H. Dabei gilt, dass die Gütefunktionen JH bekannt
und JA (noch) nicht festgelegt sind.
Wäre auch JA bekannt, ergäbe sich ein mathematisch vollständig beschriebenes Dif-
ferentialspiel. Dies wird nachfolgend als gekoppelter Regelkreis bezeichnet.
13 In einer realen Anwendung müssen diese zuerst identifiziert werden. Die Identifikation ist durch das
Lösen des Inversen Optimalregelungsproblems möglich, auf das in Abschnitt 3.4.3 eingegangen wird.
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Definition3.2 (Gekoppelter Regelkreis)
Ein gekoppelter Regelkreis ist ein Differentialspiel nach Definition 2.3. Es gilt für
die Spieler P  A Y H mit den beiden disjunkten Spielermengen A und H. Alle
Gütefunktionen Jipq,@i P P werden als gegeben angenommen.
Definition 3.2 ist identisch mit der ursprünglichen mathematischen Definition eines
Differentialspiels 2.3, bei dem ebenfalls die Gütefunktionen aller Spieler als gegeben
angenommen werden, weil die zusätzliche Unterteilung der Spielermengen in zwei
Teilmengen in der klassischen Spieltheorie keinerlei Relevanz hat. Der Begriff wird
hier aber zur präziseren Abgrenzung verwendet.
Die gekoppelte Regelstruktur ist der Ausgangspunkt für das in dieser Arbeit vorge-
stellte Konzept der kooperativen Regelung. Der gekoppelte Regelkreis ist das Ziel
und wird im Weiteren für die Implementierung des Konzeptes verwendet werden.
Zuerst stellt sich jedoch die essentielle Frage, welcher Ansatz (vgl. Abschnitt 2.2)
für die Modellierung der Lösung des gekoppelten Optimierungsproblems bzw. des
Differentialspiels am besten geeignet ist. Eine direkte und formalisierte Absprache
zwischen den menschlichen und nichtmenschlichen Spielern ist bei der hier be-
trachteten aktionsbasierten Kooperation nicht vorgesehen. Die Interaktion zwischen
den Partnern erfolgt bei der aktionsbasierten Kooperation kontinuierlich über die
Zustandsgrößen xptq und die Stellgrößen uptq des Regelkreises. Die Einigung erfolgt
also implizit, indem jeder Partner auf Basis seines individuellen Regelziels Ji pq seine
Stellgrößen uiptq rational wählt und sich dabei kontinuierlich an die anderen Partner
anpasst. Die menschlichen Partner befinden sich also in Bezug auf die anderen
menschliche Partner und der Automation in einem Nash-Gleichgewicht.
Diese theoretischen Überlegungen werden auch durch Experimente gestützt. So
wurde in [BOW09] gezeigt, dass sich in einem haptisch gekoppelten Regelkreis
zwischen zwei Menschen ein Nash-Gleichgewicht einstellt.
3.3 Formale Betrachtung von Kooperation
Dieses Kapitel behandelt die Frage, wie der Begriff Kooperation formalisiert werden
kann und welche formalen Forderungen sich daraus ableiten. Nach der hier zugrun-
deliegenden Definition von Kooperation (Definition 1.1 und [Hoc01]) ist eine Mög-
lichkeit zur Einigung das Grundmerkmal von Kooperation. Wie bereits im vorherge-
henden Abschnitt diskutiert, erfolgt diese Einigung für die gegebene Problemstellung
implizit, über das Konzept des Nash-Gleichgewichts uptq. Für einen kooperativen
gekoppelten Regelkreis muss daher gelten:
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Definition3.3 (Schwach kooperativer Regelkreis)
Ein gekoppelter Regelkreis nach Definition 3.2 wird als schwach kooperativ be-
zeichnet, wenn mindestens ein Nash-Gleichgewicht existiert.
Jedoch ist im Allgemeinen das Erreichen irgendeines Regelergebnisses (hier Nash-
Gleichgewicht) nicht das Ziel eines Regler- bzw. Systementwurfs. Ziel der Reg-
lerauslegung ist es vielmehr, das Verhalten des Regelkreises an übergeordnete
Anforderungen anzupassen. Um dies zu modellieren, wird das klassische Differenti-
alspiel um eine globale Gütefunktion
JG
 
xptq,uptq (3.3)
erweitert. Die Gütefunktion JGpq gibt die übergreifende Zielstellung für den Re-
gelkreis jenseits der individuellen Ziele Jipq an. Es ist anzumerken, dass ein Nash-
Gleichgewicht die optimale Lösung in Bezug auf die individuellen Gütefunktionen
der Spieler ist, aber nicht notwendigerweise die optimale Lösung der globalen Güte-
funktion JGpq darstellt. Bei einer rein technischen Fragestellung wird JGpq von den
Systementwicklern vorgegeben. Der Grundgedanke des hier vorgestellten Ansatzes
für das Design kooperativer Regelsysteme ist, die verfügbaren Freiheitsgrade, also
das Verhalten der nicht-menschlichen Regler, so zu wählen, dass das resultierende
Nash-Gleichgewicht optimal im Bezug zur globalen Gütefunktion ist. Die Eigenschaft
der Existenz eines optimalen Nash-Gleichgewichts im Regelkreis wird als stark koope-
rativ bezeichnet:
Definition3.4 (Stark kooperativer Regelkreis)
Ein gekoppelter Regelkeis nach Definition 3.2 wird als stark kooperativ be-
zeichnet, wenn er schwach kooperativ ist (Definition 3.3) und das sich er-
gebende Nash-Gleichgewicht des Regelkreises das nach JGpq optimale Nash-
Gleichgewicht ist, welches für die zugrundeliegende gekoppelte Regelstruktur
erreicht werden kann.
Auch beim stark kooperativen Regelkreis ist es zulässig, dass mehr als ein Nash-Gleich-
gewicht existiert, sofern alle Nash-Gleichgewichte im Bezug zu JGpq gleichwertig
sind.
Im Folgenden werden die Bedingungen für schwache und starke Kooperation in
einem gegebenen kooperativen Regelkreis formalisiert. Der Entwurf kooperativer
Regelsysteme, ausgehend von einer kooperativen Regelstruktur, leitet sich in einem
zweiten Schritt daraus ab.
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3.3.1 Bedingungen für schwache Kooperation
Zuerst soll auf die notwendige Bedingung für schwache Kooperation eingegangen
werden. Eine notwendige Bedingung für ein Nash-Gleichgewicht aus Sicht des Spie-
lers i ist, dass die Stellgrößentrajektorien uiptq des Spielers die Lösung des zugehöri-
gen dynamischen Optimierungsproblems sind. Diese Bedingung allein ist aber nicht
hinreichend für ein Nash-Gleichgewicht, da die Bedingung gegenseitig für alle Spie-
ler des Spiels erfüllt sein muss (vgl. (2.11)).
Wird zunächst angenommen, dass die Stellgrößen der anderen Spieler u iptq bekannt
sind, kann die notwendige Bedingung formalisiert werden. Unter dieser Annahme
gilt für die einseitig optimalen Stellgrößen ui ptq des Spielers i das nachfolgende Op-
timierungsproblem:
ui ptq : arg min
uiptqPUi
Ji
 
xptq,uiptq,u iptq

(3.4a)
unter den Nebenbedingungen
9xptq  f t,xptq,uiptq,u iptq (3.4b)
xp0q  x0. (3.4c)
Die Stellgrößen, welche die notwendige Bedingung des Nash-Gleichgewichts erfül-
len, werden mit Hochstellung  bezeichnet.
Darauf aufbauend sei die Menge Ui definiert. Diese enthält als Elemente alle mögli-
chen Kombinationen von einseitig idealen Stellgrößentrajektorien ui P Ui von Spieler
i nach Gleichung (3.4) und den jeweils zugehörigen Stellgrößentrajektorien der ande-
ren Spieler
Ui :
#
ui ptq u iptq
  @ ui ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq,u iptq
+
. (3.5)
Die Nebenbedingungen (3.4b) und (3.4c) des Optimierungsproblems in der Mengen-
definition (3.5) werden zugunsten einer verständlicheren Darstellung nicht darge-
stellt, gelten aber natürlich entsprechend. Auch wenn vereinfacht als

ui ptq u iptq

dargestellt, sind die Trajektorien im Vektor entsprechend nach den Spielerindizes sor-
tiert und als Spaltenvektor angeordnet.
Die Stellgrößenbeschränkungen der anderen Spieler werden bei (3.5) nicht berück-
sichtigt. Ergibt sich eine Trajektorie ui ptq unter verschiedenen u iptq, enthält Ui alle
diese Kombinationen. Im Folgenden Beispiel wird Ui veranschaulicht.
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Beispiel3.1:
Gegeben seien zwei Spieler mit den jeweils skalaren aber nicht beschränkten Stra-
tegien u1 und u2 mit u1, u2 P R. Für bessere Anschaulichkeit wird ein statisches
System angenommen und die Gütefunktionen der Spieler basieren, wie bei einem
klassischen Spiel, direkt auf den Strategien. Die Gütefunktion des Spielers 1 sei
gegeben mit
J1 pu1, u2q  pu1   u2q2 . (3.6)
Es lässt sich eine geschlossene Lösung für das Optimierungsproblem von Spieler 1
angeben: u1  u2. Damit ergibt sich die Menge U1 zu
U1 
! a aT  @ a P R) . (3.7)
Die Menge Ui erlaubt eine alternative Darstellung aller Nash-Gleichgewichte in ei-
nem Differentialspiel.
Lemma3.1 (Alternative Darstellung Nash-Gleichgewicht)
Die Menge aller Nash-Gleichgewichte U ergibt sich zu
U  X
@iPP
Ui. (3.8)
Beweis:
Da sich Ui aus dem Optimierungsproblem (3.4) berechnet, ergibt sich für die Schnitt-
menge genau die uptq bei denen es für jeden Spieler rational ist, die Strategie ui ptq
zu wählen. Dies entspricht der Definition des Nash-Gleichgewichts 2.4.
In Abbildung 3.2 werden die Beziehungen der Mengen U,Ui,Ui,U an einem sta-
tischen Beispiel mit zwei Spielern und jeweils einer Stellgröße verdeutlicht. Für das
Beispiel sind die Elemente der Mengen U1 und U2 Skalare (die Stellgröße des jeweils
anderen Spielers ist nicht Teil der Stellgrößenbeschränkung eines Spielers) und die
Elemente der Mengen U,U1,U2 und U sind Vektoren.
Mit den Mengen Ui kann die notwendige Bedingung für schwache Kooperation auf-
gestellt werden. Zur Wiederholung, die Menge U ist U1  U2.
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U1
U2
u1
u2
U
U2
U1
U
Abbildung 3.2: Beziehungen der Mengen U,Ui,Ui,U für ein statisches Beispiel mit N  ne  2. U
(die Schnittmenge von U1 und U2) ist zur Verdeutlichung mit einer gestrichelten Linie
umrandet.
Satz3.1 (Notwendige Bedingung für schwache Kooperation in einer gekop-
pelten Regelstruktur)
Eine notwendige Bedingung für einen schwach kooperativen Regelkreis istUH X U ¥ 1 (3.9)
mit
UH  X
@iPH
Ui. (3.10)
Beweis:
Es ist offensichtlich, dass für
UH  0 kein Nash-Gleichgewicht für die mensch-
lichen Spieler existiert. Dies ist unabhängig vom Verhalten der nicht menschlichen
Spieler i P A, da jegliche (sogar die unzulässigen d.h. auch diejenigen, die nicht die
Stellgrößenbeschränkungen erfüllen) Möglichkeiten der Stellgrößen für die Berech-
nung von UH berücksichtigt wurden. Gilt zwar
UH ¥ 1 aber UH X U  0, exis-
tiert ebenfalls kein Nash-Gleichgewicht, da alle Stellgrößenpaarungen, für die eine
Einigung zwischen den menschlichen Spieler möglich wäre, nicht zulässig sind. Ko-
operation nach Definition 1.1 bzw. 3.3 ist also nicht möglich, da keine Einigung bzw.
Nash-Gleichgewicht (Lemma 3.1) möglich ist.
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Da für die Berechnung vonUH keinerlei Informationen über die, in einer gekoppelten
Regelstruktur, noch nicht gegebenen Regler der Automation notwendig sind (ausge-
nommen dem Wissen über die Stellgrößenbeschränkungen dieser Systeme, welches
aber in einer technischen Anwendung a-priori gegeben ist), kann diese Bedingung
vor dem Reglerentwurf geprüft werden. Ist Satz 3.1 nicht erfüllt, ist es für eine ge-
gebene gekoppelte Regelstruktur unter keinen Umständen möglich eine kooperative
Regelung zu entwerfen.
Beispiel3.2:
Das Beispiel basiert auf Beispiel 3.1. Es wird angenommen i  1, 2 P H. Die Güte-
funktion des zweiten menschlichen Spielers sei
J2 pu1, u2q  pb  u2q2 , b P R. (3.11)
Die Stellgrößen beider Spieler werden als nicht beschränkt angenommen. Die not-
wendige Bedingung für schwache Kooperation ist erfüllt, da die optimale Strategie
für Spieler 2 u2  b ist und sich damit mit Spieler 1 ein Nash-Gleichgewicht mit
u2  bÑ u1  b ergibt pUH  U 
 
b b(q.
Wird hingegen als Gütefunktion des zweiten Spielers
J2 pu1, u2q  pu1   u2   cq2 , c P Rz t0u (3.12)
gewählt, ist die Bedingung für schwache Kooperation nicht erfüllbar, da u2  c
u1 und u1  u2 und es damit mit c  0 nur eine leere Schnittmenge zwischen U1
und U2 gibt pUH  Hq.
Um eine notwendige und hinreichende Bedingung für schwache Kooperation eines
kooperativen Regelkreises zu erhalten, wird die Menge
X
@iPA
Ui  UA (3.13)
eingeführt. Damit ergibt sich:
Satz3.2 (Notwendige und hinreichende Bedingung für schwache Kooperation
eines gekoppelten Regelkreises)
Notwendige und hinreichende Bedingung für schwache Kooperation eines ge-
koppelten Regelkreises ist UH X UA ¥ 1. (3.14)
Beweis:
Da P  AYH gilt U  UA X UH. Nach Lemma 3.1 ist UH X UA  U ¥ 1
gleichbedeutend mit der Existenz eines Nash-Gleichgewichts und damit der Grund-
lage einer Einigung zwischen den Partnern.
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Beispiel3.3:
Dieses Beispiel basiert auf Beispiel 3.2. Im Gegensatz zu Beispiel 3.2 wird ange-
nommen, dass H  t1u und A  t2u. Für
J2 pu1, u2q  pb  u2q2 , b P R (3.15)
ist die notwendige und hinreichende Bedingung für schwache Kooperation erfüllt.
Das Nash-Gleichgewicht ist pUH  U   b b(q (siehe Beispiel 3.2). Für
J2 pu1, u2q  pu1   u2   cq2 , c P Rz t0u (3.16)
ist die notwendige und hinreichende Bedingung für schwache Kooperation nicht
erfüllt.
Satz 3.2 entspricht der zu Beginn des Abschnitts aufgestellten, verbalen Forderung
nach einem Nash-Gleichgewicht in einem gekoppelten Regelkreis. Da Ui schon bei
der Bestimmung von Ui berücksichtigt wurde und hier alle i P P betrachtet werden,
muss U nicht mehr explizit berücksichtigt werden.
3.3.2 Definition der stark kooperativen Nash-Strategie
Wie bereits erwähnt, beantwortet die Definition von schwacher Kooperation 3.3 nur
die Frage nach der Existenz eines Nash-Gleichgewichts und damit, ob eine koope-
rative Regelung für die gekoppelte Regelstruktur überhaupt möglich ist. Absicht ei-
ner Reglerauslegung ist es aber, eine möglichst optimale Regelung zu schaffen. Ziel
ist ein stark kooperativer Regelkreis nach Definition 3.4. Für den Fall
UH X U  1 ist
bei der gegebenen gekoppelten Regelstruktur nur eine Nash-Strategie möglich. Es ist
nicht möglich dieses zu beeinflussen und die einzigen logischen Stellgrößen uAptq der
nicht-menschlichen Regler A ergeben sich direkt aus UH.
Für den Fall
UH X U ¡ 1 gibt es Freiheitsgrade, die genutzt werden können, um
ein mit Bezug auf JGpq möglichst optimales Nash-Gleichgewicht zu erreichen. Diese
„ideale Nash-Strategie“, die bei einer gegebenen gekoppelten Regelstruktur erreicht
werden kann, wird als stark kooperative Nash-Strategie eingeführt und ist durch folgen-
de Definition gegeben:
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Definition3.5 (Stark kooperative Nash-Strategie)
Eine Strategie ist eine stark kooperative Nash-Strategie puptq, wenn diese die Lö-
sung des folgenden Optimierungsproblems darstellt:
puptq  arg min
uptq
JG
 
xptq,uptq (3.17a)
unter den Nebenbedingungen
9xptq  f t,xptq,uptq (3.17b)
xp0q  x0 (3.17c)
uptq P UH (3.17d)
uiptq P Ui @ i P A. (3.17e)
Die Bedingung (3.17d) erzwingt, dass puptq aus Sicht der Spieler H ein Nash-Gleich-
gewicht darstellt. Aus Sicht der Spieler A betrachtet, entspricht puptq streng formal
keinem Nash-Gleichgewicht, da dessen Definition 2.4 auf den Gütefunktionen ba-
siert. Die Gütefunktionen der Menge JA sind aber (noch) beliebig und bewusst nicht
Teil der Definition von puptq. Für die Spieler A wurden (noch) keine individuellen
Ziele definiert, wodurch keine Optimierungsprobleme für diese Spieler aufgestellt
werden können. Dennoch wird puptq als Nash-Strategie bezeichnet, da es das beste
Nash-Gleichgewicht ist, das mit und zwischen den Spielern H erreicht werden kann.
Einfacher gesagt, da die Spieler A (noch) keine individuellen Ziele haben, akzeptieren
sie jegliche Form der Kooperation.
Für eine gegebene Problemstellung kann es mehr als ein stark kooperatives Nash-
Gleichgewicht geben. Die Definition 3.5 berücksichtigt formal auch den SonderfallUH X U  1, bei dem bereits die Nebenbedingungen genau eine eindeutige Lösung
ergeben. Durch das folgende Beispiel soll die Definition verdeutlicht werden.
Beispiel3.4:
Ein menschlicher Spieler sei wie in Beispiel 3.1 gegeben und es gilt A  t2u. Das
globale Gütemaß sei
JG pu1, u2q  pu1  eq2 , e P R. (3.18)
Die stark kooperative Nash-Strategie für dieses Spiel ist pu  e eT .
Die Bestimmung einer stark kooperativen Nash-Strategie puptq (Definition 3.5) kann di-
rekt und ohne die explizite Kenntnis der Gütefunktionen JA erfolgen. Auf die nume-
rische Bestimmung eines stark kooperativen Nash-Gleichgewichts wird in Abschnitt 3.4
eingegangen. Da puptq die im Sinne einer kooperativen Regelung zu applizierenden
Stellgrößentrajektorien der nicht-menschlichen Regler enthält, ist es grundsätzlich in
einer Anwendung möglich, diese Regler ohne die Kenntnisse der Gütefunktionen JA
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und damit einem mathematisch vollständig beschriebenen Differentialspiel, zu reali-
sieren.
3.3.3 Bedingungen für einen stark kooperativen Regelkreis
Vergleicht man die Definition 3.4 des gesuchten stark kooperativen Regelkreises und der
Definition der stark kooperativen Nash-Strategie 3.5 ergibt sich, dass nach den Defini-
tionen ein Regelkreis dann stark kooperativ ist, wenn das Nash-Gleichgewicht des zu-
grundeliegenden Differentialspiels eine stark kooperative Nash-Strategie ist. Formal gilt
daher:
Definition3.6 (Alternative Definition stark kooperativer Regelkreis)
Ein gekoppelter Regelkreis (Definition 3.2) ist dann stark kooperativ, wenn min-
destens eine stark kooperative Nash-Strategie pu ptq existiert und es keine wei-
teren Nash-Gleichgewichte uptq im Differentialspiel gibt, die nicht gleichzeitig
auch stark kooperative sind.
Für die gesuchten pJA kann daraus die folgende Bedingung abgeleitet werden:
Satz3.3 (Notwendige Bedingung für die pJA eines stark kooperativen Regelkrei-
ses)
Notwendige Bedingung für starke Kooperation in einem Regelkreis ist, dass ein
stark kooperatives Nash-Gleichgewicht puptq existiert (Satz 3.17) und dass für die
Gütefunktionen pJA gilt
@i P A :pui ptq  arg min
uiptqPUi
pJi xptq,uiptq, pu iptq (3.19a)
unter den Nebenbedingungen
9xptq  f t,xptq,uptq (3.19b)
xp0q  x0. (3.19c)
Beweis:
Satz 3.3 folgt direkt aus der Forderung, dass die Gütemaße pJA zu einem stark koopera-
tiven Nash-Gleichgewicht führen müssen (Definition 3.6 und Definition 3.5).
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Bei (3.19) handelt es sich um ein Inverses Optimierungsproblem (Anhang A.3). Ein
inverses Optimierungsproblem ist im Allgemeinen mehrdeutig. Daher kann mehr als
ein Gütemaß existieren, welches die Bedingung (3.19) erfüllt, sofern nicht weitere Ne-
benbedingungen eingeführt werden.
Die Bedingung ist nur notwendig, da sie zwar die Existenz (mindestens einer) stark
kooperativen Stellgrößentrajektorie puptq garantiert, aber nicht ausschließt, dass es wei-
tere Nash-Gleichgewichte gibt, die keine stark kooperative Nash-Strategie sind. Es wä-
re grundsätzlich möglich Satz 3.3 um die Bedingung, dass nur ein einziges Nash-
Gleichgewicht existieren darf, zu erweitern. Dies ist jedoch unnötig, da die Durchset-
zung der Strategie puptq einfach dadurch erfolgen kann, dass die Spieler i P A sich
auf die Strategie pui ptq (oder eine der Strategien) festlegen. Damit wird die Problema-
tik von nicht stark kooperativen Nash-Strategien umgangen, ohne dies explizit bei der
Bestimmung der Gütefunktionen berücksichtigen zu müssen. Im Folgenden werden
die Gedanken des Abschnittes in einem abschließenden Beispiel zusammengefasst.
Beispiel3.5:
Um die Überlegungen von Abschnitt 3.3 anschaulich darzustellen, wird ein sta-
tisches Beispiel vorgestellt. Gegeben sind zwei Spieler mit jeweils einer skalaren
Stellgröße u1 und u2 mit der Beschränkung u1, u2 P R¥0. Bei Spieler i  1 handelt
es sich um einen Menschen und bei Spieler i  2 um ein technisches System, wel-
ches den Menschen unterstützen soll. Die Gütefunktion des Menschen ist gegeben
durch
J1pu1, u2q 
 
u1  pf  u2q
2
, f P R¡0 (3.20)
und die globale Gütefunktion durch
JGpu1, u2q  u21   u22. (3.21)
Gesucht ist die Gütefunktion des technischen Systems J2pq, wodurch sich ein stark
kooperativer Regelkreis ergibt.
Das Optimierungsproblem des Spielers i  1, welches das optimale u1 in Abhän-
gigkeit von u2 (3.4) bestimmt, kann geschlossen gelöst werden
u1 
"
f  u2 für f  u2 ¥ 0
0 für f  u2   0. (3.22)
Damit ergibt sich folgende Menge U1  UH
U1 
!
f  g gT @ g P R mit pf  gq ¥ 0)Y!0 hT @ h P R mit pf  hq   0).
(3.23)
Die stark kooperative Nash-Strategie ergibt sich zupu  arg min
uPU1XU
JG pu1, u2q 

f{2 f{2 . (3.24)
In Abbildung 3.3 sind U1 (rot), JGpq (grün) und pu (schwarzer Punkt) dargestellt.
Die Gütefunktion J2pq eines Systems, welches für den gegebenen Spieler 1 zu ei-
nem stark kooperativen Regelkreis (also der idealen Kooperation) führt, ergibt sich
nach Satz 3.3 aus pJ2  pu1 , u2 : pu2  arg min
u2PU2
J2
 pu1 , u2 . (3.25)
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Eine mögliche Lösung des Problems ist die Gütefunktion
pJ2 pu1, u2q  pu1  u2q2 . (3.26)
Die Menge U2, die sich für (3.26) ergibt, ist ebenfalls in Abbildung 3.3 (blau) ab-
gebildet. Es gilt
U1 X U2  U   pu(. (3.27)
f
f
u1
u2
JGpq Ò
UH
pUA
pu
Abbildung 3.3: Beispiel eines stark kooperativen Nash-Gleichgewichts und eines stark kooperativen
Regelkreises
3.4 Direkte numerische Bestimmung einer
stark kooperativen Nash-Strategie
In diesem Abschnitt wird darauf eingegangen, wie puptq (Definition 3.5) berechnet
werden kann. Im Vergleich zu den eher grundlegenden Überlegungen des vorigen
Abschnitts sollen hier Ansätze vorgestellt werden, auf deren Basis Algorithmen ent-
worfen werden können, um puptq in einer praktischen und realen Problemstellung zu
bestimmen.
Für die Bestimmung der stark kooperativen Nash-Strategie gibt es zwei Ansatze die in
Abbildung 3.4 gegenübergestellt sind. Bei einem stark kooperativen Regelkreis (Defi-
nition 3.6) sind die Gütemaße der Automation pJA bekannt. puptq ergibt sich daher
als Nash-Gleichgewicht des Differentialspiels. Auf die Bestimmung von pJA wird im
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nächsten Abschnitt eingegangen. In diesem Abschnitt wird auf die Bestimmung vonpuptq direkt auf Basis einer gegebenen gekoppelten Regelstruktur eingegangen. Dabei
ergibt sich die Problemstellung:
Problemstellung3.1 (Direkte Bestimmung einer stark kooperativen Nash-
Strategie)
Gegeben:
• S, System
• r0, T q, Zeitintervall des Spiels
• N , Anzahl der Spieler (N ¥ 2)
• H, Menge der Indizes der menschlichen Spieler im Spiel (N ¡ |H| ¥ 1)
• Jipq @i P H, Gütefunktionen der Spieler P H
• Ui @i P H, die jeweils konvexen Mengen der Stellgrößenbeschränkungen
der Spieler P H (sofern vorhanden)
• Ui @i P A, die jeweils konvexen Mengen der Stellgrößenbeschränkungen
der Spieler P A (sofern vorhanden)
• JGpq, globale Gütefunktion
Gesucht:
• puptq, stark kooperative Nash-Strategie nach Definition 3.5
Berechnung des
Nash-Gleichgewichts
Entwurf eines stark
kooperativen Regelkreises
(Kapitel 3.5)
Direkte Bestimmung der stark
kooperativen Nash-Strategie
(Kapitel 3.4)
Ziel: stark kooperative Nash-Strategie puptq
Abbildung 3.4: Zwei Ansätze zur Bestimmung der stark kooperativen Nash-Strategie
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Es wird in diesem Abschnitt angenommen, dass die Nebenbedingungen der Stell-
größenbeschränkungen (Ui) konvex sind. Theoretisch kann das Problem auf Basis
des Optimierungsproblems(3.17) der Definition 3.5 gelöst werden. Dafür wird aber
UH benötigt. Die Berechnung dieser, für eine kontinuierliche dynamische Problem-
stellung unendlichen Menge, ist aber in den wenigsten Fällen praktikabel. Für eine
umsetzbare Lösung wird daher vorgeschlagen UH nicht explizit zu berechnen, son-
dern ein geschachteltes bzw. hierarchisches Optimierungsproblem zu lösen. Ziel des
primären Optimierungsproblems ist dabei, den mit Bezug zu JGpq optimalen Vek-
tor der Steuergrößen der Automation uAptq zu berechnen. Die Existenz eines Nash-
Gleichgewichts mit den Spielern P H im Regelkreis ist eine Nebenbedingung für das
primäre Optimierungsproblem, wobei diese Nebenbedingung selbst wieder ein Opti-
mierungsproblem ist. Formal ergibt sich:
puAptq  arg min
uAptqPUA
JG
 
xptq,uAptq,uHptq

(3.28a)
unter den Nebenbedingungen
@i P H : ui ptq  arg min
uiptqPUi
Ji
 
xptq,uAptq,uiptq,uHziptq

(3.28b)
9xptq  f t,xptq,uAptq,uHptq (3.28c)
xp0q  x0 (3.28d)
Dabei ist uHziptq der geordnete Vektor der Stellgrößentrajektorien aller Spieler P H,
ausgenommen der Trajektorien des Spielers i. Die Menge UA ist die zusammenge-
fasste Strategiemenge für den Vektor der Stellgrößen uAptq aller nicht-menschlichen
Spieler. UA ergibt sich als Kombination der Strategiemengen:
UA  @ iPAUi. (3.29)
Im Vergleich zur Menge UA beschreibt die Menge UA nur die Beschränkungen der
Stellgrößen, nicht aber die Abhängigkeiten der Stellgrößen der einzelnen Spieler. Es
sei noch einmal wiederholt, dass uAptq der zusammengefasste Vektor der Stellgrößen-
trajektorien aller technischen Regler ist. Entsprechend ist uH der zusammenfassende
Vektor der Steuergrößen aller menschlichen Spieler. Die internen Optimierungspro-
bleme (3.28b) entsprechen der Suche nach einem Nash-Gleichgewicht für die mensch-
lichen Spieler unter der Annahme, dass die Stellgrößen uAptq dabei gegeben sind. Es
ist damit ein Standardproblem der Spieltheorie (vgl. [Eng05]). Die Nebenbedingung
der Systemdynamik (3.28c) und die Anfangswertbedingung (3.28d) gelten hierbei ent-
sprechend auch für das Problem (3.28b), formal präzise ist dabei die Nebenbedingung
der Systemdynamik
9xptq  f t,xptq,uAptq,uiptq,uHziptq. (3.30)
Zur Lösung des Problems (3.28) eignen sich im Besonderen die, für die Lösung
von dynamischen Optimierungsproblemen weit verbreiteten, direkten Einfach- und
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Mehrfachschießverfahren, auf die im Anhang A.2 eingegangen wird. Im Folgenden
soll auf die Ersatzoptimierungsprobleme eingegangen werden, die sich bei der An-
wendung von Schießverfahren ergeben. Dabei wird vorausgesetzt, dass sich alle Gü-
tefunktionen in der Form (2.2) darstellen lassen.
3.4.1 Anwendung des Einfachschießverfahrens
Grundlage der Anwendung des Einfachschießverfahrens ist ein dynamisches Opti-
mierungsproblem mittels eines Parameter-Optimierungsproblems zu approximieren.
Bei der Problemstellung (3.28) gibt es allerdings zwei Optimierungsprobleme. Für den
Spezialfall, dass für eines der beiden Optimierungsprobleme ((3.28a) oder (3.28b)) ei-
ne analytische Lösung möglich ist, wäre es denkbar nur jeweils das Problem zu pa-
rametrisieren, das numerisch gelöst werden muss. Da aber im allgemeinen Fall beide
Problemstellungen numerisch gelöst werden müssen, wird hier dieser Ansatz vorge-
stellt. Die Stellgrößentrajektorien uiptq des Spielers i werden approximiert durch
ruipt, qiq  mi¸
j1
qi,jφi,jptq. (3.31)
Dabei ist φi,j : R¥0 Ñ R für j  1, . . . ,mi jeweils eine gegebene linear unabhängige
Funktion, qi,j P Rni der Parametervektor für die Funktion φi,j und
qi 

qTi,1    qTi,mi
T P Rnimi
der zusammengefasste Vektor aller Parameter des Spielers i. Analog zu uAptq istruApt, qAq der zusammengefasste Vektor der approximierten Stelltrajektorien aller
nicht-menschlichen Spieler. Dabei ist qA der Vektor aller für die ApproximationruApt, qAq benötigten Parameter. Entsprechendes gilt für ruHpt, qHq und qH. Damit er-
gibt sich für (3.28) das folgende Ersatzproblem:
pqA  arg min
qA
JG
 
xptq, ruApt, qAq, ruHpt, qHq (3.32a)
unter den Nebenbedingungen
9xptq  f t,xptq, ruApt, qAq, ruHpt, qHq (3.32b)
xp0q  x0 (3.32c)
UA Q ruApt, qAq (3.32d)
mit ruH t, qH aus @i P H:
qi  arg min
qi
Ji
 
xptq, ruApt, qAq, ruipt, qiq, ruHzipt, qHziq (3.32e)
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unter den Nebenbedingungen
9xptq  f t,xptq, ruApt, qAq, ruHpt, qHq (3.32f)
xp0q  x0 (3.32g)
Ui Q ruipt, qiq (3.32h)
Hierbei bezeichnet qHzi den Vektor aller Parameter für die Approximationen der Tra-
jektorien ruHpt, qHq der Spieler P H ohne die Trajektorien ruipt, qiq. Das Optimierungs-
problem (3.32a) ist unter der Bedingung
ruApt, pqAq  puAptq (3.33)
eine exakte Substitution des Originalproblems (3.28).
Um das Problem (3.32a) durch Parameteroptimierung lösen zu können, ist es notwen-
dig das Optimierungsproblem in ein Nichtlineares Programm (NLP) der Form
pqA  arg min
qA
J 1
 
qA

(3.34a)
unter den Nebenbedingungen
0  g1A
 
qA

(3.34b)
0 ¥ i1A
 
qA

(3.34c)
zu überführen. Die Funktion J 1pq beschreibt zusammenfassend die Lösung des Dif-
ferentialspiels und anschließende Auswertung der Gütefunktion JGpq für einen ge-
gebenen Parametervektor qA. Dazu sind die folgenden Schritte notwendig:
1. Bestimmung der Stellgrößentrajektorien ruApt, qAq für den gegebenen Vektor qA.
2. Berechnung des Nash-Gleichgewichts der Spieler P H (3.32e) Ñ qH unter der
Annahme der im vorhergehenden Schritt bestimmten Stellgrößentrajektorien
der Automation. Diese Problemstellung kann dabei mit den im Abschnitt 2.2.1
eingeführten Verfahren gelöst werden. Die sich dabei ergebenden dynamischen
Optimierungsprobleme können durch die Anwendung des Einfachschießver-
fahrens (Anhang A.2) gelöst werden.
3. Bestimmung der Stellgrößentrajektorien ruHpt, qHq mit dem im vorherigen
Schritt bestimmten Vektor qH.
4. Lösung des Anfangswertproblems des Systems S Ñ xptq für die gegebenen
Stellgrößen und den Anfangswert x0. Numerisch kann diese Integration durch
Ein- oder Mehrschrittverfahren gelöst werden [BSM06].
5. Auswertung der Gütefunktion JG
 
xptq, ruApt, qAq, ruHpt, qHq
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Eine geschlossene mathematische Darstellung von J 1pq ist im Allgemeinen nicht
möglich.
Da gegebenenfalls nicht für jeden Vektor qA ein Nash-Gleichgewicht existiert, muss
bei der Optimierung dessen Existenz erzwungen werden. Dazu wird ein Penalty-
Ansatz vorgeschlagen, bei dem die Nichtexistenz eines Nash-Gleichgewichts P H
durch einen Strafterm in J 1pq berücksichtigt wird14 Die Nebenbedingungen (3.34b)
und (3.34c) beschreiben nur noch die Stellgrößenbeschränkungen der Spieler P A und
ergeben sich direkt aus (2.5) und (2.6).
Anmerkungen zur Implementierung des erweiterten Einfachschießverfahren
Sollte es in einer spezifischen Problemstellung möglich sein die Nebenbedingungen
g1pq, i1pq in eine, im Bezug zu den Parametern, lineare Form zu überführen, ist dies
vorzuziehen, da dies die Optimierung vereinfacht. Eine Beschreibung der Nebenbe-
dingungen über Mengen (U) ist für eine konkrete Lösung nicht sinnvoll, da Optimie-
rungsalgorithmen die Formulierung als NLP voraussetzen. Sollten die Stellgrößen der
Spieler nicht beschränkt sein, entfällt (3.34b), (3.34c) und das Optimierungsproblem
kann mit unbeschränkten Parameteroptimierungsverfahren gelöst werden. Eine ana-
lytische Darstellung des Gradienten
∇J 1pqAq 
BJ 1pqAq
BqA


BJ 1pqAq
BqA,1
...
BJ 1pqAq
BqA, °
@iPA
nimi
ﬁﬃﬃﬃﬂ (3.35)
ist im Allgemeinen nicht möglich und eine numerische Berechnung vergleichsweise
aufwendig. Ein weiterer elementarer Nachteil der Anwendung des Einfachschießver-
fahrens ist, dass bei der Optimierung eine Abhängigkeit zwischen jedem Element des
Vektors qA besteht und die Funktion J 1 pq zwar numerisch implementiert, aber nicht
analytisch dargestellt werden kann. Damit ist der zu erwartende Rechenaufwand des
Verfahrens hoch. Zusätzlich ist eine geeignete Wahl von qt0uA entscheidend.
3.4.2 Erweiterung des klassischen Mehrfachschießverfahrens
Um den oben genannten Nachteil der gegenseitigen Abhängigkeit der Optimierungs-
parameter zu umgehen, wird beim Mehrfachschießverfahren durch das Einführen
weiterer Parameter das Optimierungsproblem (3.32) in mehrere, in Bezug auf die Pa-
rameter entkoppelte Optimierungsprobleme aufgeteilt (vgl. Anhang A.2). Um dies
zu ermöglichen, wird das Zeitintervall r0, T q in m Teilintervalle der jeweiligen Breite
14 Alternativ könnte man dies auch über eine Gleichheitsnebenbedingung formalisieren, die für alle qA
bei denen ein Nash-Gleichgewicht besteht, erfüllt ist.
3.4 Direkte numerische Bestimmung einer stark kooperativen Nash-Strategie 57
∆τpjq, j  1, . . . ,m aufgeteilt. In diesen Zeitintervallen werden die Stellgrößentrajek-
torien aller Spieler als abschnittsweise konstante Funktion approximiert. Die Interval-
leinteilung ist dabei global und gilt für alle Spieler. Beim Einfachschießverfahren ist
eine explizite Einteilung in Intervalle nicht notwendig. Die Approximation der Stell-
größen ruipt, qiq für Spieler i ergibt sich damit zu
ruipt, qiq  m¸
j1
qi,pjqφpjqptq (3.36)
mit
φpjqptq 
$''&''%
1 für t P

j1°
k1
∆τpkq,
j°
k1
∆τpkq


0 für t R

j1°
k1
∆τpkq,
j°
k1
∆τpkq

. (3.37)
Der Index pjq steht dabei für das jeweilige Zeitintervall. Er wird zur besseren Unter-
scheidung mit den Spielerindizes in runden Klammern dargestellt. Der Vektor
qpjq 

qT1,pjq    qTN,pjq
T
(3.38)
beschreibt die Parameter aller Spieler zur Approximation von uptq in einem Intervall
pjq. Zur Entkopplung der einzelnen Parameter werden zusätzliche Optimierungspa-
rameter eingeführt. Analog zum klassischen Mehrschrittverfahren wird ein Parame-
tervektor eingeführt, um das Optimierungsproblem von den eigentlichen Systemzu-
ständen zu entkoppeln. Der Vektor spjq P Rn beschreibt die Substitution der System-
zustände zu Beginn des Intervalls pjq. Der Vektor s P Rpnmq ist der zusammenfassende
Vektor aller Vektoren spjq.
Um das Konzept der formalen Entkopplung des Optimierungsproblems (vgl. s als
Ersatzgrößen für die Systemzustände) auch auf das spieltheoretische Problem zu er-
weitern, wird der Vektor
p P RdimpqHq
eingeführt, der als Ersatz für den Vektor qH dient. Für gegebene Vektoren qA, s und
p kann der Funktionswert der Gütefunktion JGpq berechnet werden. Abkürzend
wird die Auswertung der Gütefunktion direkt mittels der Parametervektoren mit der
Funktion JGps, qA,pq bezeichnet. Durch die Einteilung in Intervalle in m unabhängi-
ge Abschnitte kann die Berechnung des Gütefunktionswertes getrennt für jeden die-
ser Abschnitte erfolgen und es gilt
JG
 
s, qA,p
 p m¸
j1
JG,pjq
 
spjq, qA,pjq,ppjq

. (3.39)
Dabei ist qA,pjq und ppjq der Teil der entsprechenden Vektoren, welche die Steuergrö-
ßen im Intervall j definieren. JG,pjqpq beschreibt die Auswertung von JGpq für
t P

j1¸
k1
∆τpkq,
j¸
k1
∆τpkq

. (3.40)
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Für die Realisierung der Funktion JGpq sind folgende Schritte notwendig:
1. Bestimmung der Stellgrößentrajektorien ruApt, qAq und ruHpt,pq aus den Para-
metervektoren qA und p mit (3.36) (p ist entsprechend für qH einzusetzen) und
(3.37).
2. Lösung der m Anfangswertprobleme des Systems S Ñ xptq für die gegebenen
Stellgrößen mit jeweils den Anfangswerten spjq
3. Auswertung der Gütefunktion JG
 
xptq, ruApt, qAq, ruHpt,pq mit den sich erge-
benden Trajektorien.
Im Vergleich zu der dem Einfachschießverfahren zugrunde liegenden Funktion J 1Gpq,
ist es hierbei nicht notwendig ein spieltheoretisches Problem zu lösen und ein Nash-
Gleichgewicht zu berechnen. Daher und durch die vergleichsweise einfache Appro-
ximation von uptq ist die Berechnung des Funktionswertes von JGpq deutlich we-
niger aufwendig als beim Einfachschießverfahren. In Spezialfällen, z.B. bei einem li-
nearen System und einer Gütefunktion auf Basis von quadratischen Funktionen, ist
JGpq geschlossen darstellbar. Das Vorgehen ist auch für die Auswertung der spieler-
individuellen Gütefunktionen Jipq Ñ Ji pq übertragbar. Damit kann das Optimie-
rungsproblem (3.28) durch folgendes NLP angenähert werden:
ps, pqA, p  arg min
s,qA,p
JG
 
s, qA,p

(3.41a)
unter den Nebenbedingungen
0  spj 1q  xpjq
 
spjq, qA,pjq,ppjq

, @j  1, . . . ,m 1 (3.41b)
0  sp1q  x0 (3.41c)
0  g1A
 
qA

(3.41d)
0 ¥ i1A
 
qA

(3.41e)
0  g1H
 
p

(3.41f)
0 ¥ i1H
 
p

(3.41g)
0  pi  arg min
qi
m¸
j1
Ji,pjq
 
spjq, qA,pjq,pHzi,pjq, qi,pjq

, @i P H (3.41h)
und den Nebenbedingungen für (3.41h)
0  g1i
 
qi

(3.41i)
0 ¥ i1i
 
qi

. (3.41j)
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Dabei steht die Funktion xpjq
 
spjq, qA,pjq,ppjq

abkürzend für die Lösung der Diffe-
rentialgleichung der Systemzustände xptq zum Zeitpunkt
tpj 1q 
j¸
l1
∆τplq
welche sich aus dem Anfangswertproblem
9xptq  f t,xptq, ruA,pjqpt, qA,pjqq, ruH,pjqpt,ppjqq (3.42a)
xptpjqq  spjq (3.42b)
mit
tpjq 
j1¸
l1
∆τplq (3.43)
ergibt. Dieses Problem kann durch numerische Integration (Ein- oder Mehrschrittver-
fahren [BSM06]) gelöst werden. Die Bedingung (3.41b) sorgt für die Berücksichtigung
der Systemdynamik. Die Anfangswerte der Systemzustände werden durch (3.41c) be-
rücksichtigt. Die Nebenbedingungen (3.41d) und (3.41e) beschreiben die Stellgrößen-
beschränkungen der Spieler P H. Zusätzlich müssen jetzt auch die Beschränkungen
der Spieler A berücksichtigt werden (Nebenbedingung (3.41f) und (3.41g)). Die Ne-
benbedingungen (3.41h) erzwingen dabei das Nash-Gleichgewicht zwischen (und zu)
den Spielern H. Im Vergleich zum Einfachschießverfahren wird dies jetzt durch die
Berücksichtigung von
m
¸
@iPH
ni, (3.44)
Optimierungsproblemen beschrieben. Die einzelnen Optimierungsprobleme sind da-
bei nicht mehr direkt gekoppelt (siehe Ji,pjqpq). Die Systemdynamik und deren Ste-
tigkeit ist keine Nebenbedingung dieser Optimierungsprobleme, da dies bereits bei
der globalen Optimierung berücksichtigt wird. Das Parameteroptimierungsproblem
(3.41) ist ein NLP.
In Abbildung 3.5 wird das Konzept veranschaulicht. Die linke Abbildung zeigt die
Zustandstrajektorie xptq und die Approximation der Stellgrößentrajektorien ru1pq undru2pq mittels der Parameter qA und p die sich nach der ersten Iterationen des Optimie-
rungsalgorithmus, der auf das NLP angewendet wird, ergibt. Die Nebenbedingungen
sind noch nicht erfüllt. Die rechte Abbildung zeigt die Trajektorien auf Basis der Lö-
sung des NLP. Für die Lösung des NLP gilt p  pqH und pu entspricht xptq zu den
Zeitpunkten tpjq.
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Abbildung 3.5: Erweitertes Mehrfachschießverfahren am Beispiel A  t1u ,H  t2u mit einer skalaren
Zustands- und je einer Stellgrößentrajektorie. Die linke Abbildung zeigt die erste Iteration
des NLP. Hier sind die Stetigkeitsbedingungen für die einzelnen Abschnitte der
Systemtrajektorie noch nicht erfüllt. Die rechte Abbildung zeigt das Ergebnis am Ende der
Optimierung bei erfüllten Stetigkeitsbedingungen und einem Nash-Gleichgewicht
zwischen ru1pt, qAq und ru2pt,pq.
Unter der Bedingung von stetiger Differenzierbarkeit der Gütefunktion JGpq(3.39)
gilt:
BJG
 
s, qA,p

Bspjq

BJG,pjq
 
spjq, qA,pjq,ppjq

Bspjq
(3.45)
BJG
 
s, qA,p

BqA,pjq

BJG,pjq
 
spjq, qA,pjq,ppjq

BqA,pjq
(3.46)
BJG
 
s, qA,p

Bppjq

BJG,pjq
 
spjq, qA,pjq,ppjq

Bppjq
(3.47)
und @j  k :
B2JG
 
s, qA,p

BspjqBspkq
 0, B
2JG
 
s, qA,p

BspjqBqA,pkq
 0, B
2JG
 
s, qA,p

BspjqBppkq
 0 (3.48)
B2JG
 
s, qA,p

BqA,pjqBspkq
 0, B
2JG
 
s, qA,p

BqA,pjqBqA,pkq
 0, B
2JG
 
s, qA,p

BqA,pjqBppkq
 0 (3.49)
B2JG
 
s, qA,p

BppjqBspkq
 0, B
2JG
 
s, qA,p

BppjqBqA,pkq
 0, B
2JG
 
s, qA,p

BppjqBppkq
 0. (3.50)
Damit vereinfacht sich die Optimierung und die evtl. dazu notwendige Bestimmung
der Ableitungen erheblich. Entsprechendes gilt auch für die Ableitungen aller
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Nebenbedingungen, (3.41h) eingeschlossen. Durch die Problemstruktur eignet sich
insbesondere das Verfahren der Sequentiellen Quadratischen Programmierung (SQP)
zur Lösung von (3.41).
3.4.3 Anwendung der Inversen Optimierung
In der hier diskutierten Problemstellung 3.1 wird angenommen, dass die Gütefunk-
tionen der Spieler H bekannt sind. In einer realen Anwendung müssen diese jedoch
identifiziert werden. Diese Identifizierung kann mittels Inverser Dynamischer Opti-
mierung (IDO) erfolgen. Für den FAS Kontext wurde in der Abschlussarbeit [Got13]
und der Veröffentlichung [GFH14] gezeigt, dass der in [MTL10] vorgeschlagenen An-
satz verwendet werden kann um die Gütefunktion des Menschen zu bestimmen. In
der Arbeit [Kur15] wurde im Weiteren ein alternativer und performanterer Algorith-
mus für diese Problemstellung entwickelt. Beide Ansätze erlauben die Berechnung
von JH auf Basis von aufgezeichneten Daten und damit letztlich die Anwendung
des in diesem Kapitel entwickelten Konzepts der kooperativen Regelung (vgl. Ka-
pitel 6)15. Im Anhang A.3 wird die IDO und deren Anwendung im Kontext der ko-
operativen Regelung detailliert vorgestellt. Neben der Bestimmung von JH kann die
inverse Optimierung für die Bestimmung der globalen Zielfunktion JGpq verwendet
werden und wird für den im folgenden Kapitel vorgestellten Entwurf benötigt. Auf
diese Aspekte wird im Anhang A.3.2 eingegangen.
3.5 Numerischer Entwurf eines
stark kooperativen Regelkreises
In diesem Abschnitt wird diskutiert, wie für eine gegebene gekoppelte Regelstruktur
die Gütefunktionen JA bestimmt werden können, die zu einem stark kooperativen Re-
gelkreis nach Definition (3.6) führen, bei dem puptq sich als Nash-Gleichgewicht ergibt
(vgl. Abbildung 3.4). Auf den ersten Blick scheint dieses Vorgehen keinerlei prakti-
sche Relevanz zu haben, da es möglich ist die technisch relevanten Stellgrößen direkt
auf Basis des vorherigen Kapitels zu berechnen und es somit keinen Grund zu geben
scheint das Gütemaß der Automation explizit zu bestimmen. Aus Sicht der Realisie-
rung kann dieser alternative Ansatz über den stark kooperativen Regelkreis jedoch vor-
teilhaft sein.
In einem ersten Schritt sind bei diesem Ansatz die Gütemaße pJA zu bestimmen. Die-
ser Schritt kann jedoch offline erfolgen, ist also nicht Bestandteil des später zu im-
plementierenden Regelalgorithmus. Als online zu lösende Problemstellung verbleibt
15 Die online Identifizierung von JH ist mit den aktuellen Algorithmen noch nicht möglich, wird aber in
zukünftigen Arbeiten untersucht werden. Eine onlinefähige Identifizierung würde es zusätzlich erlau-
ben Änderungen in der Zielstellungen des Menschen zu erkennen und entsprechend zu berücksichti-
gen.
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die Bestimmung des Nash-Gleichgewichts, einem Standard-Problem der Spieltheorie
[Isa65, LR71, BO99]. Mathematisch entspricht dies der Problemstellung (2.11). Es er-
geben sich also insgesamt N gekoppelten dynamischen Optimierungsproblemen, die
sich jedoch jeweils mit den gewöhnlichen Methoden der dynamischen Optimierung
lösen lassen (vgl. Abschnitt 2.2.1). Für spezifische Problemstellungen ist eine geschlos-
sene Lösung möglich [LR71, Eng05], worauf später in Kapitel 4 eingegangen wird.
Demgegenüber erfordert die direkte Bestimmung der stark kooperativen Nash-Strategie
die Lösung des Problems (3.28). Zur Erinnerung, (3.28) besteht aus nH 1 gekoppelten
dynamischen Optimierungsproblemen, wobei jedoch die nH Optimierungsprobleme,
welche das Nash-Gleichgewicht zwischen und zu den Spieler H beschreiben, Neben-
bedingungen des Optimierungsproblems mit dem Gütemaß JGpq sind. Wegen dieser
Struktur lassen sich die Methoden der dynamischen Optimierung nicht mehr direkt
anwenden. In der Literatur gibt es bisher nur vereinzelte Veröffentlichungen für den
Spezialfall N  2 (wird in Abschnitt 3.6.1 behandelt) und die Problemstellung gilt
als schwierig zu lösen [SCJ73, BNB13, XZC15]. In Kapitel 4 erfolgt ein Vergleich der
beiden Ansätze für die spezifische LQ-Problemstellung.
In diesem Kapitel wird das Design eines stark kooperativen Regelkreises allgemein vor-
gestellt. Formal entspricht die Bestimmung von pJA der nachfolgenden Problemstel-
lung.
Problemstellung3.2 (Entwurf eines stark kooperativen Regelkreises)
Gegeben:
• S, System
• r0, T q, Zeitintervall des Spiels
• N , Anzahl der Spieler (N ¥ 2)
• H, Menge der Indizes der menschlichen Spieler im Spiel (N ¡ |H| ¥ 1)
• Jipq @i P H, Gütefunktionen der Spieler H
• Ui @i P H, Stellgrößenbeschränkungen aller Spieler H (sofern vorhanden)
• Ui @i P A, Stellgrößenbeschränkungen aller Spieler A (sofern vorhanden)
• JGpq, Globale Gütefunktion
Gesucht:
• pJipq @i P A, Gütefunktionen der Spieler A, welche die Bedingung eines
stark kooperativen Regelkreises nach Satz 3.3 erfüllen.
Die Berechnung von puptq und anschließende Lösung des inversen Optimierungspro-
blems als Ansatz für die Lösung von Problem 3.2, folgt direkt aus Satz 3.3. Zusätzlich
3.5 Numerischer Entwurf eines stark kooperativen Regelkreises 63
Gegeben: S, JH, JGpq,U
Berechnung von
puptq (Kap. 3.4)
Bestimmung von pJApq aus
puptq (Inv. Opt.-problem)
Annahme einer Struktur rJApq
Optimieren der Parameter
der gegebenen Struktur rJApq
Abbildung 3.6: Gegenüberstellung beider Ansätze zur Lösung der Problemstellung 3.2
wird ein Ansatz vorgeschlagen, welcher die explizite Berechnung von puptq umgeht
und pJA direkt berechnet. Die beiden Ansätze sind in Abbildung 3.6 skizziert und wer-
den in den nachfolgenden Abschnitten diskutiert.
3.5.1 Entwurf mittels Inverser Optimierung
In Anlehnung an Satz 3.3 kann die Lösung der Problemstellung 3.2 durch die folgen-
den zwei Schritte erfolgen:
1. Bestimmung von puptq
2. Darauf basierend die Lösung der inversen Optimalregelprobleme @i P A:
pJi pq : 0 ! pui ptq  arg min
uiptqPUi
pJi xptq,uiptq, pu iptq @t P r0, T q (3.51a)
9xptq  f t,xptq,uiptq, pu iptq (3.51b)
xp0q  x0. (3.51c)
Der erste Schritt wurde bereits in Abschnitt 3.4 diskutiert. Auf die Lösung des zweiten
(des inversen Optimierungsproblems) wird im Anhang A.3 eingegangen. Allerdings,
von wenigen Spezialfällen abgesehen, ist eine Lösung des inversen Optimierungspro-
blems nur möglich, wenn eine Struktur bzw. Funktional in der Form
Ji
 
xptq,uptq,θi

(3.52)
für die Gütefunktion vorgegeben wird. Dabei ist θi ein Parametervektor, der bei der
Lösung des inversen Optimalregelungsproblems bestimmt wird. Allerdings stellt die
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Vorgabe einer Struktur einer Gütefunktion eine Nebenbedingung für das inverse Op-
timierungsproblem dar, welche zur formalen Unlösbarkeit führen kann. Es wird da-
her folgende Definition eingeführt:
Definition3.7 (Invers kompatible Struktur)
Eine Gütefunktionsstruktur Jipxptq,uptq,θiq wird als invers kompatibel für die
Lösung eines inversen Optimierungsproblems bezeichnet wenn gilt
Dθi, 0  quiptq  arg min
uiptqPUi
Ji
 
xptq,uiptq, qu iptq,θi @ t P r0, T q . (3.53)
Dabei sind quiptq die gegebene optimale Trajektorien für die Stellgrößen des Spieles
i und qu iptq die entsprechenden Trajektorien der Stellgrößen der anderen Spieler.
Die Nebenbedingungen der Systemdynamik und der Anfangswerte gelten entspre-
chend für das Optimierungsproblem in (3.53), sind aber für eine bessere Übersicht-
lichkeit nicht dargestellt. Ohne zusätzliche Einschränkungen gibt es grundsätzlich
eine unendliche Anzahl von invers kompatiblen Strukturen für ein inverses Optimie-
rungsproblem. Die Erfüllung dieser Bedingung ist elementar für die Lösung des zwei-
ten Schritts des Ansatzes, da eine exakte Lösung pJA des inversen Optimierungspro-
blems (3.51) notwendig ist. Eine approximative Lösung des inversen Optimierungs-
problems, d.h. die Lösung des Problems
Ji pq : 
!¥ pui ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq, pu iptq,θi @t P r0, T q (3.54)
mit  P Rni¡0 ist formal nicht ausreichend, da für die sich ergebenden Stellgrößentra-
jektorien, die nicht exakt mit den zugrunde liegenden Trajektorien puptq übereinstim-
men, die Optimalität der Lösung nach Definition 3.17 nicht mehr gewährleistet ist.
Noch schwerwiegender ist, dass die Existenz eines Nash-Gleichgewichts im resultie-
renden Differentialspiel in diesem Fall nicht gesichert ist. Es wird daher im folgenden
Abschnitt ein alternatives Verfahren vorgestellt.
3.5.2 Entwurf durch Strukturvorgabe
Aufgrund der Problematik, dass der Entwurf auf Basis von Satz 3.3 nur bei Kenntnis
einer invers kompatiblen Struktur praktisch angewendet werden kann, wird ein al-
ternativer Ansatz für die Lösung der Problemstellung 3.2 vorgeschlagen. Grundlage
dabei ist eine Struktur für jeder der Gütefunktionen JA mitrJi xptq,uptq,θi,@i P A. (3.55)
Dabei sei θi ein Spaltenvektor mit einer endlichen Anzahl an Parametern P R, welche
die spezifische Gütefunktion definieren. Entsprechend ist θA der kombinierte Vektor
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aller Vektoren θi @i P A. Ein Beispiel ist die quadratische Struktur (2.3). Der Parame-
tervektor θi entspricht hier den Elementen der Matrizen Si,Qi undRi.
Durch die namensgebende, direkte Vorgabe der Struktur für die einzelnen Gütefunk-
tionen, vereinfacht sich der Reglerentwurf erheblich, da er sich auf die Bestimmung
der idealen und kooperativen Parameter beschränkt. Diese können mit dem folgen-
den Optimierungsproblem berechnet werden:
pθA  arg min
θA
JG
 
xptq,uptq (3.56a)
unter den Nebenbedingungen
@i P A :
ui ptq  arg min
uiptqPUi
rJi xptq,uiptq,u iptq,θi (3.56b)
und
@i P H :
ui ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq,u iptq

(3.56c)
(3.56b) und (3.56c) jeweils u.d.N.
9xptq  f t,xptq,uiptq,u iptq (3.56d)
xp0q  x0. (3.56e)
Dabei ist (3.56a) ein Parameteroptimierungsproblem, dessen Nebenbedingungen
(3.56b) und (3.56c) bei einem gegebenen θ, das Standardproblem der Bestimmung ei-
nes Nash-Gleichgewichts eines vollständig beschriebenen Differentialspiels (Kapitel
2.2.1) darstellt. Damit kann (3.56) numerisch als unbeschränktes Parameteroptimie-
rungsproblem gelöst werden.
Erfüllen die vorgegebenen Strukturen der Gütefunktionen rJA die Eigenschaft, dass es
sich bei diesen, unter Verwendung der Parametervektoren aus der Lösung des Op-
timierungsproblems (3.56), um invers kompatible Strukturen (Definition 3.7) zu den
Problemstellungen (3.51) handelt gilt
@i P A : rJi xptq,uiptq,u iptq, pθi   pJi xptq,uiptq,u iptq. (3.57)
Führen die vorgegebenen Strukturen zu keinen invers kompatiblen Strukturen (im
Sinne des Abschnittes 3.5.1), dann ergibt sich mit den rJipxptq,uptq, rθq der nach
JGpq optimale kooperative Regelkreis, der unter der Nebenbedingung der gegebe-
nen Strukturen rJA möglich ist. Der Regelkreis ist damit zumindest schwach kooperativ.
Das ist ein deutlicher Vorteil gegenüber dem zuvor vorgestellten Entwurf auf Basis
von Satz 3.3.
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3.6 Spezialfälle der kooperativen Regelung
In diesem Kapitel soll auf zwei Spezialfälle der kooperativen Regelung eingegangen
werden. Für diese in der Praxis durchaus relevanten Fälle vereinfachen sich die bisher
in diesem Kapitel vorgestellten Berechnungen erheblich.
3.6.1 Zwei Partner Struktur
Für den Fall |A|  1 und |H|  1 gibt es einen Zusammenhang zwischen der stark
kooperativen Nash-Strategie und der Stackelbergstrategie.
Satz3.4 (Stark kooperative Nash-Strategie für |A|  1 und |H|  1)
Für den Fall |A|  1 und |H|  1 gilt
puptq  usptq (3.58)
mit der Automation A als dominierenden Spieler und JApq  JGpq.
Beweis:
Dies kann gezeigt werden, wenn man den Lösungsansatz zur Berechnung von stark
kooperativen Nash-Strategien puptq (3.28) mit der Definition der Stackelberg-Strategie
(2.18) für den Zwei-Spieler-Fall vergleicht.
Im Zwei-Spieler-Fall entspricht also die Bestimmung der stark kooperativen Nash-Stra-
tegie der Berechnung der Stackelberg-Strategie. Es ist aber anzumerken, dass trotz der
resultierenden identischen Optimierungsprobleme zwei grundsätzlich verschiedene
Ideen hinter der Stackelberg-Strategie und der hier vorgestellten stark kooperativen
Nash-Strategie stecken. Ziel der Stackelberg-Strategie ist die Beschreibung der Lösung
eines Differentialspiels bei einer gegebenen Rangfolge der Spieler, während das Ziel
von stark kooperativen Nash-Strategie eine nach JGpq optimale Lösung des Differential-
spiels ist.
3.6.2 Äquivalenz der Ziele
Für den Fall, dass gilt
Jipq 
(3.60)
JGpq @i P H (3.59)
bezogen auf das Optimierungsproblem
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arg min
uptqPU
Ji_G
 
xptq,uptq (3.60a)
unter den Nebenbedingungen
9xptq  f t,xptq,uptq (3.60b)
xp0q  x0 (3.60c)
existiert eine triviale Lösung für pJA. Dabei steht  für die Äquivalenz von zwei Gü-
tefunktionen (siehe Anhang A.4) und der Index des Gütemaßes (i _ G) dafür, dass
entsprechend ein Gütemaß Jipq oder das Gütemaß JGpq in das Optimierungspro-
blem (3.60) einzusetzen ist.
Satz3.5 (Triviale Lösung des Kooperationsproblems)
Für den Fall, dass die Bedingung (3.59) erfüllt ist, ergeben sich die Elemente vonpJA als pJipq  JGpq @i P A.
Beweis:
Das Optimierungsproblem (3.60) führt für JGpq oder jeder dazu äquivalenten Güte-
funktion zur optimalen Lösung puptq (da ja puptq gerade über JGpq definiert ist). Da
alle Spieler eine zu JGpq äquivalente Gütefunktion haben, ist diese Lösung ein Nash-
Gleichgewicht puptq  puptq. Somit sind die Bedingungen des Satzes 3.3 erfüllt d.h. fürpJipq  JGpq ist die Lösung optimal mit Bezug zu JGpq und im Nash-Gleichgewicht
zu den Spielern H.
Auf den ersten Blick wirkt Satz 3.5 akademisch, aber er beschreibt die Lösung für
den (in dieser Arbeit nicht behandelten) Sonderfall H  H. Im Kontext der Mensch-
Maschine-Kooperation löst dies die Problemstellung, einen Menschen beim Erreichen
seines individuellen Zieles bestmöglich durch Automation zu unterstützen. Womit
das individuelle Ziel des Menschen zu JGpq wird. Es ist direkt zu erkennen, dass die
Lösung des Differentialspiels in diesem Spezialfall pareto-optimal ist.
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3.7 Allgemeine regelungstechnische Umsetzung
In diesem Kapitel soll diskutiert werden, in welcher Form die Regler bzw. Spieler P A
realisiert werden können. Wie bereits in 3.4 und 3.5 diskutiert, kann die Berechnung
der Regler-Stellgrößen uAptq über die stark kooperative Nash-Strategie puptq erfolgen
oder über die Gütefunktionen des stark kooperativen Regelkreises ( pJA bzw. dessen Ap-
proximation) mit anschließender Bestimmung des Nash-Gleichgewichts.
3.7.1 Kooperative Regelung mit gleitendem Horizont
Die Berechnung von puptq erfolgte, in beiden Ansätzen, bisher als Differentialspiel
bzw. optimales Steuerungsproblem über den, je nach Anwendung endlichen oder
unendlichen, Zeithorizont r0, T q des gesamten Szenarios. Dabei wird eine offene In-
formationsstruktur angewendet, d.h. die Lösung des Differentialspiels erfolgt aus-
schließlich gesteuert auf den Modellannahmen der Spieler und des Systems. Es erfolgt
keine Rückkopplung von (gemessenen) Zustands- bzw. Stellgrößen des realen Syste-
mes bzw. der Spieler16. Da die Spieltheorie von idealen Modellannahmen ausgeht ist
ein Feedback dort auch nicht notwendig. Es ist aber für eine reale regelungstechnische
Anwendung abseits von mathematischen Gedankenspielen unerlässlich.
Um das Differentialspiel in einen geschlossenen Regelkreis zu überführen, wird das
Konzept des gleitenden Optimierungshorizonts angewendet. Das heißt, die Stellgrö-
ßen uAptqwerden zum Zeitpunkt t  t0 ¥ 0 auf Basis eines optimalen Steuerungspro-
blems berechnet. Für die Gütefunktionen wird nur der Zeithorizont rt0, Tpq berück-
sichtigt. Es gilt T ¥ Tp mit Tp P R¡0. Die berechneten Stellgrößentrajektoren werden
(gesteuert) bis zum Zeitpunkt t  t0   Tc auf das System gegeben (Tp ¥ Tc P R¡0).
Zum Zeitpunkt t  t0   Tc wird eine neue Berechnung auf Basis der dann aktuellen,
realen Systemzustände xpt0   Tcq durchgeführt. Der Vorgang wird iterativ wieder-
holt. Für Tp  T , idealen Modellannahmen und Tc P p0, Tps ist das Ergebnis iden-
tisch zu der ursprünglichen Betrachtung. Aus regelungstechnischer Sicht entspricht
dies dem Konzept einer Modellprädiktiven Regelung (MPR). In Abbildung 3.7 ist das
Konzept für eine Zustandsgröße und zwei Partner mit je einer Stellgröße und der
Annahme nicht idealer Modelle skizziert. Basierend auf dem Startzustand xpt0q wird
ein Optimalsteuerungsproblem gelöst und die daraus berechneten idealen Stellgrö-
ßen des Automationssystems auf das System angewendet. Der Mensch wird analog
dazu modelliert. Da weder das Modell der Regelstrecke noch die Modellierung des
Menschen ideal ist, weicht die Prädiktion vom realen Systemverhalten ab, weshalb
zum Zeitpunkt t0   Tc ein neues Optimierungsproblem auf den gemessenen Zustän-
den xpt0 Tcq gelöst wird, um die zukünftigen Stellgrößen zu bestimmen. Das gesam-
te Vorgehen wird entsprechend wiederholt.
16 In der Literatur (z.B. [Eng05]) wird der Ansatz daher teilweise auch formal korrekt als open-loop Diffe-
rential Game bezeichnet.
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puAptq  arg min
uAptqPUA
JG
 
xptq,uAptq, puHptq (3.61a)
unter den Nebenbedingungen
pui ptq  arg min
uiptqPUi
Ji
 
xptq,uAptq,uiptq, puHziptq @i P H (3.61b)
9xptq  f t,xptq,uAptq,uHptq (3.61c)
xpt0q  xt0 (3.61d)
Das Optimierungsproblem kann mit den Verfahren aus Abschnitt 3.4 gelöst werden.
Wird stattdessen der alternative Ansatz über den stark kooperativen Regelkreis verwen-
det, um die Stellgrößentrajektorie pui eines Reglers i P A zum Zeitpunkt t0 zu erhal-
ten, ist das Nash-Gleichgewicht des Differentialspiels zu berechnen. Es ergibt sich als
Lösung des nachfolgenden Problems:
@i P P :
pui ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq,u iptq

(3.62a)
unter den Nebenbedingungen
9xptq  f t,xptq,uiptq,u iptq (3.62b)
xpt0q  xt0 (3.62c)
Dabei sind für alle Spieler i P A die Gütefunktionen pJipq bzw. rJipq zu verwenden.
Da Bedingung 3.3 nur notwendig, aber nicht hinreichend ist, kann es sein, dass für
das Problem (3.62) mehrere Nash-Gleichgewichte existieren, von denen eine Teilmen-
ge nicht stark kooperativ ist. Legt man die Automation auf das stark kooperative Nash-
Gleichgewicht fest, kann die Problematik der Mehrdeutigkeit jedoch umgangen wer-
den.
In beiden Problemstellungen ((3.61) und (3.62)) steht xt0 für die gemessenen bzw.
beobachteten Zustände des realen Systems zum Zeitpunkt t  t0. Das Konzept des
gleitenden Horizonts setzt zwangsweise voraus, dass das System S vollständig beob-
achtbar sein muss. Die zu lösenden Probleme an den anderen Berechnungszeitpunk-
ten, ergeben sich entsprechend. Durch die Kopplung ist es formal nicht möglich die
zu applizierende Stellgröße eines beliebigen Reglers zu bestimmen, ohne gleichzeitige
die Stellgrößen aller anderen Regler (eingeschlossen der menschlichen) zu berechnen.
Dies gilt sowohl für den Rechenweg über (3.61) wie auch den Rechenweg über (3.62).
Aus Sicht der Implementierung des Regelkreises ist es sowohl für den Weg über (3.61)
wie auch (3.62) sinnvoll puAptq zentral auf einer Einheit zu berechnen und entspre-
chend die Teilergebnisse auf die Regler A zu verteilen. Alternativ kann puAptq für
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Abbildung 3.7: Grundprinzip der Optimierung mit gleitendem Horizont für den Fall N  2 und je einer
Zustands- und Stellgröße. Die internen Modelle werden als nicht ideal angenommen. xptq
ist die Zustandstrajektorie des realen Systems und rxptq die für das Zeitintervall auf Basis
des Modells prädizierte Zustandstrajektorie.
3.7.2 Stabilität des kooperativen Regelkreises
In diesem Kapitel soll die Stabilität eines kooperativen Regelsystems diskutiert wer-
den. Können die Ergebnisse der dynamischen Optimierungsprobleme, welche die
Regler beschreiben, durch eine konstante Zustandsrückführung ausgedrückt werden
und ist darüber hinaus das System linear, können die Methoden der linearen Rege-
lungstechnik, vorweg die Betrachtung der Eigenwerte, zur Analyse der Stabilität ver-
wendet werden. Dies stellt allerdings einen sehr spezifischen Sonderfall dar, auf den
im Kapitel 4 eingegangen wird.
Um Stabilität für den allgemeinen Fall zu betrachten wird auf das Stabilitätskonzept
von Ruhelagen nach Lyapunov zurückgegriffen [Lja66].
jeden der NA Regler lokal berechnet werden. Die Aufteilung benötigt, alle Kompo-
nenten zusammengenommen, zwar die |A|-fache Rechenkapazität, erhöht aber die
funktionale Sicherheit. Da die Stellgrößen redundant berechnet werden, ist eine ein-
fache Erkennung und Korrektur einer fehlerhaften Berechnung möglich. Durch eine
entsprechende Anpassung der Gütefunktionen ist eine Berücksichtigung fehlerhafter
Regler jederzeit möglich ohne die Algorithmen anzupassen.
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Definition3.8 (Stabilitätsbegriff nach Lyapunov)
Eine Ruhelage xR eines autonomen Systems 9xptq  fGpxptqq ist asymptotisch
stabil, wenn für eine beschränkte Auslenkung innerhalb eines Bereiches O um
die Ruhelage gilt: xptq  xR für tÑ8.
Mit dieser Definition ergeben sich die bekannten Stabilitätsbedingungen nach Lyapu-
nov [Kha96]. Übertragen auf die Problemstellung dieser Arbeit ist fGpxptqq die
Differentialgleichung des geschlossenen kooperativen Regelkreises mit allen N
Partnern. Essentielle Voraussetzung von Stabilität nach 3.8 ist, dass das System S
vollständig steuerbar oder zumindest der Zustand xR in endlicher Zeit von jedem
Zustand xp0q P O erreichbar ist. Für die Analyse der Steuer- bzw. Erreichbarkeit ist
hier entsprechend die Gesamtheit aller ne Eingänge des Systems zugrunde zu legen.
Das MPR Problem des kooperativen Regelkreises kann in ein Standard MPR Problem
überführt werden, wenn es möglich ist die Systemdynamik und das Verhalten der
Regler H in einer gemeinsamen Differentialgleichung der Form
9xptq  fS H
 
t,xptq,uAptq

(3.63)
darzustellen. D.h. das Verhalten der Spieler H wird als Teil des Systemverhaltes be-
trachtet. Eingangsgrößen dieses Ersatzsystems sind damit nur noch die Stellgrößen
uA. Es ergibt sich für den Fall, dass puAptq direkt aus JGpq berechnet wird, JGpq in
bolzascher Form und keine Beschränkungen für uAptq gegeben sind, für jede MPR
Iteration die ProblemstellungpuAptq  arg min
uA

hG
 
xpt0   Tpq
  t0 Tp»
t0
jG
 
xptq,uAptq

d t
	
(3.64a)
unter den Nebenbedingungen
9xptq  fS H
 
t,xptq,uAptq

(3.64b)
xpt0q  xt0 . (3.64c)
Dies stellt die klassische MPR Problemstellung dar, worauf existierende MPR Stabili-
tätskonzepte angewendet werden können. Grundgedanke aller im Folgenden im De-
tail vorgestellten Stabilitätsbeweise ist es die Existenz einer Lyapunov Funktion V pxq
nachzuweisen, wodurch die Stabilität aus den Stabilitätsbedingungen nach Lyapu-
nov folgt. Für den Fall Tp Ñ 8 ist eine Ruhelage mit dem Einzugsbereich O nach
[CS82, CA98] asymptotisch stabil, wenn die nachfolgenden zwei Bedingungen erfüllt
sind:
• Die Funktion jG
 
xptq,uAptq

der Gütefunktion ist eine Lyapunov Funktion.
• Für die Lösungen aller Optimierungsprobleme (3.64) mit einem Startzustand im
Bereich O gilt
@x0 P O :
8»
0
jG
 pxptq, puAptq d t   8. (3.65)
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Dabei sind pxptq die sich für puAptq aus (3.63) ergebenden Systemtrajektorien. Bei ei-
nem endlichen Prädiktionshorizont Tp   8 sind diese Bedingungen aber nicht mehr
ausreichend. Ansätze, mit denen sich für nichtlineare MPR bei endlichem Prädikti-
onshorizont Stabilität garantieren lässt, lassen sich in drei Kategorien einteilen:
1. Erweiterung der einzelnen MPR Optimierungsprobleme durch Nebenbedin-
gungen für die Endzustände xpTpq [MM90, MM93]
2. Verwendung des Terms hG
 q der Gütefunktion JGpq zur „Simulation eines un-
endlichen Horizontes“ [RM93, PSZ98, JYH01, JH05, LASC06]
3. Kombination der Ansätze 1 und 2 [CA98, Fon01, AFN04]
Die naheliegende Herangehensweise an die Stabilitätsproblematik ist dabei die Ein-
führung von Nebenbedingungen, welche erzwingen, dass am Ende des jeweiligen
Prädiktionshorizonts xpTpq  xR gilt. Da diese Forderung aber zur Unlösbarkeit der
einzelnen MPR Optimierungsprobleme führen kann, ist ein weniger restriktiver An-
satz die Forderung, dass am Ende jedes Prädiktionshorizontes die Systemzustände
näher an der Ruhelage liegen als zu Beginn. Ein Nachteil der Einführung von Neben-
bedingungen ist, dass sich der Arbeitsaufwand für die Lösung der Optimierungspro-
bleme durch die dabei eingeführten Zustandsbeschränkungen deutlich erhöht. Des
Weiteren widerspricht der Ansatz der wesentlichen Forderung der Kooperation, der
Einigung der Partner. Durch die Einführung von Zustandsrandbedingungen auf Sei-
ten der Automation würde das Erreichen von xptq  xR erzwungen werden. Diese
Ansätze, und somit auch alle kombinierten Ansätze, sind daher mit dem Gedanken
der kooperativen Regelung nicht vereinbar.
Die Idee des zweiten Ansatzes der Aufzählung ist, die Optimierung über einen un-
endlichen Prädiktionshorizont mit einem endlichen Prädiktionshorizont zu approxi-
mieren. Dazu wird die Gütefunktion in zwei Intervalle aufgeteilt
8»
t0
jG
 
xptq,uAptq

d t 
t0 Tp»
t0
jG
 
xptq,uAptq

d t 
8»
t0 Tp
jG
 
xptq,uAptq

d t. (3.66)
Die Kosten werden anschließend durch die Einführung einer oberen Schranke hG
 q
für die Teilkosten des zweiten Integrals abgeschätzt
8»
t0
jG
 
xptq,uAptq

d t ¤
t0 Tp»
t0
jG
 
xptq,uAptq

d t   hG
 
xpt0   Tpq

. (3.67)
Da de facto ein unendlicher Prädiktionshorizont mit einem endlichen Prädiktionsho-
rizont betrachtet wird, wird (3.67) als quasi unendlicher Horizont Ansatz bezeichnet.
Der Ansatz kann im Kontext der kooperativen Regelung verwendet werden um Sta-
bilität zu garantieren.
Zusammengefasst zeigt der Abschnitt, dass die Stabilitätsansätze der MPR auf die
kooperative Regelung übertragbar sind. Im folgenden Kapitel wird das Konzept des
quasi unendlichen Prädiktionshorizonts für den LQ Fall noch einmal aufgenommen.
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3.7.3 Vergleich mit verteilter modellprädiktiv Regelung
Der Begriff verteilte modellprädiktiv Regelung stammt aus dem Kontext der Regelung
chemischer Anlagen [CSdL13]. Die verteilte MPR wurde entwickelt, weil großindustri-
elle chemische Anlagen wegen technischen oder historischen Gründen teilweise nicht
von einer zentralen MPR gesteuert werden können, obwohl es mathematisch die op-
timale Lösung darstellt. Stattdessen werden voneinander abhängige Teile der Anlage
jeweils von eigenen MPR-Systemen kontrolliert, die miteinander kommunizieren. Die
faktisch zentrale Regelungsaufgabe ist also auf verschiedene Regler verteilt. Ziel da-
bei ist es die Subsysteme, welche von den einzelnen Reglern kontrolliert werden, so
zu gestalten, dass möglichst wenige Querabhängigkeiten und damit Abstimmungs-
bedarf zwischen den Regelungen bestehen. Verteilte Modell Prädiktive Regelung wird
auch als kooperative Modell Prädiktive Regelung bezeichnet. Die resultierende Struk-
tur von der in dieser Arbeit vorgestellten kooperativen Regelung und der verteilten MPR
sind kongruent. Ziele und Vorgehensweise sind bei den beiden Konzepten jedoch un-
terschiedlich. Es gibt zwei zentrale Herangehensweisen an die verteilte MPR:
• Nicht zusammenarbeitende verteilte MPR z.B. [JK01, CJKT02, RH07]
• Zusammenarbeitende verteilte MPR z.B. [VRW05, RS08, ZL07].
Beim nicht zusammenarbeitenden MPR optimiert jeder MPR eine lokale Gütefunkti-
on auf Basis des jeweiligen Subsystems. Auswirkungen auf andere Teilsysteme wer-
den im Gütemaß nicht direkt berücksichtigt. Im Gegensatz dazu versuchen die ein-
zelnen MPR bei der zusammenarbeitenden verteilten MPR eine gemeinsame globale
Gütefunktion für die gesamte Anlage zu optimieren. Es werden also die Auswirkun-
gen auf die anderen Teilsysteme explizit berücksichtigt. Für beide Herangehenswei-
sen wurde eine Vielzahl von Konzepten vorgeschlagen um die verteilte MPR technisch
umzusetzen.
Es gibt wesentliche Unterschiede zwischen der verteilten MPR und der kooperativen
Regelung. Bei der in dieser Arbeit untersuchten kooperativen Regelung planen die
menschlichen Regler die Verbesserung ihrer individuellen Ziele, während die Regler
der Automation auf die Verbesserung von JGpq abzielen. Vergleicht man dies formal
mit der verteilten MPR entspräche der Sonderfall |A|  0 einer nicht zusammenarbei-
tenden verteilten MPR. Der Sonderfall |H|  0 entspräche einer zusammenarbeitenden
verteilten MPR. Da sich die kooperative Regelung der Kooperation von Mensch und
Automation beschäftigt, d.h. |A| ¥ 0 ^ |H| ¥ 0, schließt diese jedoch explizit diese
beiden Sonderfälle aus. Zusätzlich können die im Kontext der verteilten MPR vorge-
schlagenen Kommunikationsformen (für eine Übersicht siehe z.B. [LCPC10, Lun14])
nicht auf die Interaktion mit einem Menschen übertragen werden. Daher können die
Methoden der verteilten MPR nicht auf die Problemstellung der kooperativen Rege-
lung angewendet werden.
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3.8 Zusammenfassung des Kapitels
In diesem Kapitel wurde erstmals eine formale Modellierung von Kooperation als Dif-
ferentialspiel vorgestellt. Für die Auslegung der Automation leitet sich daraus als Ziel
ein stark kooperativer Regelkreis ab, also das Erreichen des, nach der globalen Gütefunk-
tion JGpq bestmöglichen, Nash-Gleichgewichts im Differentialspiel. Die sich für die-
sen Fall ergebende Stellgrößentrajektorie puptq wird als stark kooperative Nash-Strategie
bezeichnet. Aus technischer Sicht stellte sich die Frage, wie die Stellgrößen der Au-
tomation puAptq bestimmt werden können, was die Grundlage zur Umsetzung eines
kooperativen Regelsystems ist. Dazu wurden zwei Ansätze vorgeschlagen. Beim ers-
ten Ansatz wird puAptq direkt17 mittels einer Optimierung nach JGpq bestimmt. Für
N  2 entspricht dies der Berechnung einer Stackelberg-Strategie. Für eine numeri-
sche Lösung der Problemstellung des direkten Ansatzes wurden Algorithmen auf Basis
des Schießverfahrens entwickelt. Beim direkten Ansatz werden die Gütefunktionen JA,
zu denen ein Nash-Gleichgewicht besteht, nicht explizit berechnet.
Als Alternative zu diesem Ansatz wurde im Weiteren ein indirekter Ansatz17 vorge-
stellt. Hierbei werden explizit die Gütefunktionen pJi @i P A berechnet. Das zur Lauf-
zeit zu lösende Problem entspricht damit der Bestimmung eines Nash-Gleichgewichts
für ein vollständig beschriebenes Differentialspiel. Für die Bestimmung von pJA wur-
den ebenfalls zwei Möglichkeiten vorgestellt. Sie kann einerseits durch die Lösung
eines inversen Optimierungsproblems auf Basis der stark kooperativen Nash-StrategiepuAptq erfolgen oder alternativ direkt als Optimierungsproblem postuliert werden. In
Abbildung 3.8 ist das logische Vorgehen der in der vorliegenden Arbeit entwickelten
Konzepte (direkter Ansatz, indirekter Ansatz und die beiden Ansätze zur Bestimmung
von pJA) gegenübergestellt. Die Bestimmung der Gütefunktionen der menschlichen
Spieler JH, welche bei allen Ansätzen benötigt werden, konnte auf die Lösung eines
inversen Optimierungsproblems zurückgeführt werden. Um die kooperative Rege-
lung in einem realen Regelkreis einsetzen zu können, wird das Konzept des gleiten-
den Horizonts der MPR vorgeschlagen. Im Vergleich zur klassischen MPR ist dabei
allerdings für jeden Optimierungshorizont ein spieltheoretisches Problem zu lösen.
Die Stabilitätaussagen der klassischen MPR können dann auf die Problemstellung der
kooperativen Regelung übertragen werden.
17 Die im Folgenden verwendeten Bezeichnungen direkter Ansatz und indirekter Ansatz für die beiden
grundlegenden Konzepte der kooperativen Regelung sollten nicht mit den direkten bzw. indirekten
Methoden zur Lösung dynamischer Optimierungsprobleme verwechselt werden. In beiden koopera-
tiven Konzepten können direkte und indirekte Optimierungsmethoden für die Lösung der jeweiligen
dynamischen Optimierungsprobleme verwendet werden. In den Abschnitten 3.4 und 4.3 werden di-
rekte Optimierungsansätze verwendet, in den Abschnitten 4.1 und 4.2 indirekte Optimierungsansätze.
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Lösen des Inversen
Opt. Problems (3.51)
Bestimmung von
puptq aus (3.28)
Bestimmung der Nash-Strategie uptq
für das Differential Spiel aus JH und pJA
Design durch
Strukturvorgabe
(Problem (3.56))Direkter Ansatz:
Lösung der Pro-
blemstellung 3.1
bzw. des Optimie-
rungsproblems (3.28)
Ausgangssituation: S, JH, JGpq,U
Ziel: stark kooperative Nash-Strategie puptq
pJApJA
puptq
Abbildung 3.8: Zusammenfassung der in diesem Kapitel vorgestellten Lösungen des kooperativen
Regelungsproblems und deren Subprobleme. In Rot ist dabei die direkte Bestimmung der
stark kooperativen Nash-Strategie dargestellt. Ein alternativer Ansatz ist die explizite
Bestimmung der Gütefunktionen und anschließende Berechnung eines
Nash-Gleichgewichts (indirekter Ansatz). Für die Bestimmung der Gütefunktion gibt es
dabei zwei Ansätze. Die Lösung eines inversen Optimierungsproblems (in Blau
eingezeichnet) oder der Entwurf durch Strukturvorgabe (Grün).

4 Echtzeitfähige Lösung
spezifischer Problemstellungen
Im vorhergehenden Kapitel wurde das Konzept der kooperativen Regelungstechnik
für den allgemeinen Fall vorgestellt. Die für eine praktische Realisierung eines sol-
chen Regelungssystems notwendigen Berechnungen der Reglerstellgrößen sind je-
doch auf Basis der allgemeingültigen Algorithmen vergleichsweise aufwendig. In die-
sem Kapitel wird daher auf spezifische Problemstellungen eingegangen. Ziel ist die
Herleitung von Algorithmen, mit denen eine echtzeitfähige Lösung der spieltheore-
tischen Probleme der kooperativen Regelung möglich ist. Dabei wird zunächst eine
linear-quadratische Problemstellung (LQ) behandelt, welche bereits für die Darstel-
lung mancher praktischer Probleme ausreicht. Im Weiteren wird diese Problemstel-
lung erweitert um ein noch breiteres Feld von Anwendungen zu ermöglichen.
Zuerst wird die Vorgehensweise für den Fall der direkten Bestimmung von puptq dis-
kutiert (vgl. Abbildung 3.8). Anschließend wird ein neuer Algorithmus für die Be-
rechnung des Nash-Gleichgewichts in einer zeitinvarianten, beschränkten und/oder
affinen Problemstellung vorgestellt. Dies entspricht der in Echtzeit zu lösenden Teil-
problemstellung beim indirekten Ansatz der kooperativen Regelung. Die in Kapitel 5
vorgestellten kooperativen Fahrerassistenzsysteme basieren mathematisch auf den in
diesem Kapitel vorgestellten Konzepten. Als Grundlage für die folgenden Abschnitte
erfolgt die Definition des zeitinvarianten LQ-Differentialspiels.
Definition4.1 (LQ-Differentialspiel)
Ein LQ-Differentialspiel ist ein Differentialspiel mit linearer Systemdynamik der
Form
9xptq  Axptq  
N¸
i1
Biuiptq (4.1)
und der Spieler-Gütefunktionen der Form
Jipxptq,uptqq  12x
T pT qF ixpT q   12
T»
0
xT ptqQixptq  
N¸
l1
uTl ptqRilulptq d t. (4.2)
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Für die Matrizen gilt dabei A P Rnn, Bi P Rnni , F i P Rnn, Qi P Rnn und
Ril P Rnlnl . Es wird angenommen, dass die Matrizen Rii positiv definit18 und die
Matrizen Qi und Ril @l  i positiv semidefinit sind. Da jedes Gütemaß (4.2) mit un-
symmetrischen Matrizen auch mit symmetrischen Matrizen dargestellt werden kann,
wird im nachfolgenden angenommen, dass die Matrizen F i,Qi undRil symmetrisch
sind.
4.1 Direkter Ansatz
In diesem Abschnitt soll auf die direkte Bestimmung der stark kooperativen Nash-
Strategie puptq in LQ-Spielen eingegangen werden. Diese erfordert die Lösung der
Problemstellung (3.28). Die Spieler A werden zusammengefasst betrachtet. Dieses
Vorgehen wurde bereits in Kapitel 3 motiviert. Der resultierende virtuelle Spieler wird
mit dem Index A bezeichnet und BA ist entsprechend die Zusammenfassung aller
Eingangsmatrizen der Spieler A. Um die Gleichungen anschaulich herzuleiten wird
zunächst angenommen, dass |H|  1. Der menschliche Partner wird mit dem IndexH
gekennzeichnet. Dies stellt den Sonderfall eines Stackelberg-Gleichgewichts in einem
LQ-Differentialspiel dar (vgl. Abschnitt 3.6.1), dessen Lösung in [SCJ73] betrachtet
wurde. Ziel ist die nach der globalen Gütefunktion
JGpq  xT pT qFGxpT q  
T»
0
xT ptqQGxptq   uTAptqRGAuAptq   uTHptqRGHuHptq d t
(4.3)
optimale Stellgrößentrajektorie puAptq zu bestimmen. Dabei wird die Reaktion des
Spielers H berücksichtigt, dessen Ziel die Optimierung der Gütefunktion (4.2) mit
i  H ist. Mit gegebenen Trajektorien puAptq ergeben sich die Optimalitätsbedingun-
gen für puHptq analog zu (4.13). Die Optimalitätsbedingungen der Trajektorien puAptq
sind aber komplexer, da die Trajektorien uHptq von uAptq abhängen und daher aus
Sicht von Spieler A, der Spieler H Teil der Systemdynamik ist. Die stark kooperative
Nash-Strategie puptq ergibt sich zu
puAptq  R1GABAKAptqpxptq (4.4)puHptq  R1HHBHKHptqpxptq. (4.5)
18 Positive Definitheit ist notwendig, da die Stellgrößen im LQ-Differentialspiel nicht beschränkt sind.
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Dabei istKAptq undKHptq die Lösung des Differentialgleichungssystems
9KHptq  ATKHptq KHptqAQH  KHptqSHKHptq   
 KHptqSGKAptq (4.6a)
KHpT q  FH (4.6b)
9KAptq  ATKAptq KAptqAQG  KAptqSGKAptq   
 KAptqSHKHptq  QHLptq (4.6c)
KApT q  FG KHLpT q (4.6d)
mit Lptq als Lösung des Differentialgleichungssystems
9Lptq ALptq LptqA LptqSHKHptq  LptqSGKAptq   SHKAptq   
BHR1HHRGHR1HHBTHKHptq (4.7a)
Lp0q 0 (4.7b)
und
SG  BAR1GABTA (4.8)
SH  BHR1HHBTH . (4.9)
Die Differentialgleichung des Menschen H (4.6a), aus der sich dessen ideale Tra-
jektorie ergibt, ist identisch zu der Gleichung für die Berechnung eines Nash-
Gleichgewichts (4.15), welche im folgenden Abschnitt hergeleitet wird. Das Berech-
nungsschema kann auf beliebige NH ¡ 1, sich untereinander im Nash-Gleichgewicht
befindende, menschliche Partner erweitert werden19.
Eine geschlossene Lösung des gekoppelten Differentialgleichungssystems aus (4.6)
und (4.7) ist nicht bekannt. Die numerische Lösung des Differentialgleichungssystems
ist deutlich aufwendiger als dessen Pendant beim indirekten Ansatz (4.15) (siehe nächs-
ter Abschnitt), da für das System (4.6) die Endwerte und für das System (4.7) die An-
fangswerte gegeben sind. Für die Lösung dieser Problemklasse bedarf es nicht echt-
zeitfähiger, iterativer Verfahren wie z.B. Schießverfahren. Bisher wurde eine Lösung
der Problemstellung nur für wenige, nicht praxisrelevante Spezialfälle, z.B. [SCJ73]
und [BNB13], publiziert.
Echtzeitfähige Lösung beim direkten Ansatz
Grundsätzlich ist es möglich, puptq auf Basis, des im Abschnitt 3.4.2 vorgestellten
neuen kooperativen Mehrfachschießverfahrens, zu berechnen. Das Mehrfachschieß-
verfahren ist jedoch ein iteratives Verfahren und eine Bestimmung der zur Lösung
eines Problems benötigten Iterationen ist nicht a-priori möglich. Erschwerend kommt
hinzu, dass im Allgemeinen das Mehrfachschießverfahren erst nach der finalen Itera-
tion eine zulässige Lösung liefert, die Berechnung also nicht einfach nach einer fixen
19 Zur Erinnerung: Die Anzahl der Spieler A ist beim direkten Ansatz ohnehin ohne Bedeutung.
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Anzahl von Iterationen abgebrochen werden kann, um eine suboptimale Lösung zu
erhalten. Für eine echtzeitfähige Umsetzung ist daher auch dieser Ansatz nicht ziel-
führend.
Für die Implementierung des direkten Ansatzes der kooperativen Regelung wird daher
vorgeschlagen, die Problemstellung (3.28) nur approximativ zu lösen. Eine Möglich-
keit der Vereinfachung ist die Annahme, dass der Mensch bei der Lösung seines Op-
timierungsproblems nicht die exakte zukünftige Stellgrößentrajektorien der Automa-
tion puAptq zugrunde legt, sondern mit ruAptq lediglich eine Abschätzung dieser Grö-
ße20. Das grundlegende dynamische Optimierungsproblem, das einen Spieler i P H
beschreibt, ergibt sich dann zu:
pui ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq, puHziptq, ruAptq (4.10a)
unter den Nebenbedingungen
9xptq  f t,xptq,uiptq, puHziptq, ruAptq (4.10b)ruAptq mi t,xptq,uiptq, puHziptq, puAp0q (4.10c)
xp0q  x0. (4.10d)
Dabei sind puHziptq die Stellgrößentrajektorien der anderen Spieler P Hzi, zu denen im-
mer noch ein Nash-Gleichgewicht besteht. Die Funktionmi : R¥0  Rn  Rne Ñ RnA
beschreibt das Modell der Automation im Menschen, welches dieser nutzt um das
zukünftige Verhalten der Automation zu prädizieren. Die einfachste Annahme eines
solchen Modells wäre z.B.
mi
 
t,xptq,uiptq, puHziptq, puAp0q  puAp0q. (4.11)
Da damit die direkte Abhängigkeit der Stellgrößen zwischen den Spielermengen A
und H in den jeweiligen Optimierungsproblemen aufgehoben wurde, ist (4.10) ein
gewöhnliches dynamisches Optimierungsproblem.
Im Vergleich zur hier für den direkten Ansatz vorgestellten Annäherung der Lösung
kann die Problemstellung beim indirekten Ansatz exakt und ohne Vereinfachungen ge-
löst werden.
4.2 Indirekter Ansatz: LQ-Fall
In diesem Abschnitt wird auf die Bestimmung des Nash-Gleichgewichts im LQ-Diffe-
rentialspiel (Definition 4.1) eingegangen. Für den Indirekten Kooperationsansatz ist die
Bestimmung des Nash-Gleichgewichts die zur Laufzeit zu lösende Problemstellung.
Da LQ-Differentialspiele die einfachste Form von nicht statischen Spielen darstellt,
20 Aus mathematischer Sicht stellt dies zwar eine Vereinfachung dar, aus physiologischer Sicht ist die
Annahme aber fast plausibler als die Annahme einer mathematisch exakten Lösung.
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gab es bereits Ende der 60er Jahre intensive Forschungsbemühungen in diesem Be-
reich. Die hier vorgestellte Herleitung zur Bestimmung der Nash-Strategie auf Basis
von Optimalitätsbedingungen wurde bereits in [SH69, LR71] und [Fri71] vorgeschla-
gen. Die Problemstellung kann analytisch gelöst werden.
4.2.1 Riccati DGL für finite LQ-Differentialspiele
Grundlage der analytischen Bestimmung des Nash-Gleichgewichts ist die Betrach-
tung der notwendigen Bedingungen für Optimalität, die sich aus der Variationsrech-
nung ergeben (vgl. Kapitel 2.2.1). Um die einzelnen Gleichungen darstellbar zu hal-
ten, wird hier der Fall N  2 betrachtetet. Eine Erweiterung auf beliebige N P N¡0
ist ohne Einschränkungen möglich. Für die beiden Spieler ergeben sich die beiden
Hamilton-Funktionen:
H1pq  12x
T ptqQ1xptq  
1
2
2¸
i1
uTi ptqR1iuiptq  ψT1 ptq
 
Axptq  
2¸
i1
Biui

(4.12a)
H2pq  12x
T ptqQ2xptq  
1
2
2¸
i1
uTi ptqR2iuiptq  ψT2 ptq
 
Axptq  
2¸
i1
Biui

. (4.12b)
Daraus ergibt sich nach dem Hamilton-Verfahren (2.14) das folgende Differentialglei-
chungssystem, welches ein Nash-Gleichgewicht erfüllen muss,
0  R11u1ptq  B1ψ1ptq (4.13a)
0  R22u2ptq  B2ψ2ptq (4.13b)
9ψ1ptq  Q1xptq ATψ1ptq (4.13c)
9ψ2ptq  Q2xptq ATψ2ptq (4.13d)
ψ1pT q  F 1xpT q (4.13e)
ψ2pT q  F 2xpT q. (4.13f)
Analog zum bekannten Fall von N  1 ergibt sich die Lösung von (4.13) und damit
die Nash-Strategien zu
u1 ptq  R111 BT1 P 1ptqxptq (4.14a)
u2 ptq  R122 BT2 P 2ptqxptq. (4.14b)
Wobei P 1ptq und P 2ptq das gekoppelte Riccati-Differentialgleichungssystem
9P 1ptq  ATP 1ptq  P 1ptqAQ1   P 1ptqS1P 1ptq   P 1ptqS2P 2ptq (4.15a)
P 1pT q  F 1 (4.15b)
9P 2ptq  ATP 2ptq  P 2ptqAQ2   P 2ptqS2P 2ptq   P 2ptqS1P 1ptq (4.15c)
P 2pT q  F 2 (4.15d)
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mit
Si  BiR1ii BTi (4.16)
erfüllen muss. Für Spezialfälle ist (4.15) geschlossen lösbar. Numerisch kann es durch
eine Zeittransformation t1  T  t und anschließender Integration gelöst werden. Mit
den in der Einleitung des Kapitels getroffenen Annahmen (Definition 4.1) existiert
ein eindeutiges Nash-Gleichgewicht für diese Problemstellung [Eng05]. Es zeigt sich
in (4.15), dass die Terme mitRil @i  l keinerlei Einfluss auf das Nash-Gleichgewicht
haben.
Das Nash-Gleichgewicht in zeitvarianten LQ-Differentialspielen (Aptq,Biptq)
und/oder Gütefunktionen (Qiptq,Rilptq) kann ebenfalls mit der Riccati Gleichung
(4.15) bestimmt werden, wenn entsprechend die zeitvarianten Matrizen in die Glei-
chungen eingesetzt werden. Die Darstellung als lineare Zustandsrückführung, wie
im nächsten Abschnitt dargestellt, ist für zeitvariante LQ-Differentialspiele jedoch
nicht möglich.
4.2.2 Riccati DGL für infinite LQ-Differentialspiele
Für einen unendlichen Zeithorizont (T Ñ 8) lauten die Gütefunktionen des LQ-Dif-
ferentialspiels
Jipxptq,uptqq 
8»
0
xT ptqQixptq  
N¸
l1
uTl ptqRilulptq d t. (4.17)
Wie bereits von Kalman [Kal60] für N  1 gezeigt wurde, ergibt sich eine Lö-
sung, die als konstante Zustandsrückführung dargestellt werden kann. Das Nash-
Gleichgewicht ist durch die Beziehung
u1 ptq  R111 BT1 P 1xptq (4.18a)
u2 ptq  R122 BT2 P 2xptq (4.18b)
gegeben. Dabei sind P 1 und P 2 symmetrische, reelle und positiv semidefinite Ma-
trizen, die nachfolgendes Gleichungssystem von algebraischen Riccati Gleichungen
(ARE) lösen
0  ATP 1   P 1A Q1  P 1S1P 1  P 1S2P 2 (4.19a)
0  ATP 2   P 2A Q2  P 2S2P 2  P 2S1P 1. (4.19b)
Das System von ARE (4.19) kann mehr als eine Lösung haben, wobei für regelungs-
technische Anwendungen nur stabile Lösungen zielführend sind. Für Stabilität gilt
bekanntermaßen die (hinreichende) Bedingung, dass alle Eigenwerte der Systemma-
trix des geschlossenen Regelkreises
Ac  A S1P 1  S2P 2 (4.20)
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einen negativen Realteil haben müssen. Analog zur klassischen regelungstechnischen
Problemstellung ist die ARE nur dann stabil lösbar, wenn das System (4.1) entwe-
der asymptotisch stabil ist, das System mit B  B1 B2 vollständig steuerbar ist,
oder zumindest alle Zustandsgrößen die in die Gütefunktionen eingehen stabilisier-
bar sind. Algorithmen zur Lösung der ARE (4.19) sind im Anhang A.5 dargestellt.
Der Funktionswert einer Spielergütefunktion (4.17) für das unendliche Intervall
r0,8q, also die Gesamtkosten, ergibt sich für ein Nash-Gleichgewicht und einen be-
liebigen Startzustand x0 zu
xT0M ix0. (4.21)
Dabei istM i die eindeutige Lösung der Lyapunov Gleichung
0  ATcM i  M iAc  Qi   P Ti SiP i. (4.22)
Der entsprechende Beweis ist in [Eng05, Seite 287f] gegeben.
Zusammenfassend ist zu sagen, dass der Indirekte Ansatz für die hier betrachtete Pro-
blemstellung entsprechend einfach ist. Auch ist die Analyse der Stabilität des Ge-
samtregelkreises unproblematisch, da die klassischen Methoden der linearen Rege-
lungstechnik verwendet werden können. Die Annahme eines zeitinvarianten LQ-
Differentialspiels ist aber zu einschränkend für die hier vorgestellt Anwendung. Es
wird daher ein alternativer Ansatz für die Bestimmung des Nash-Gleichgewichts in
einer erweiterten Problemstellung vorgeschlagen.
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In diesem Abschnitt wird ein Lösungskonzept vorgestellt, das auf einer geschlosse-
nen Bestimmung des Nash-Gleichgewichts basiert, die existiert, falls abschnittswei-
se zeitlich konstante Stellgrößentrajektorien uptq angenommen werden. Im Vergleich
zur Lösung des vorherigen Abschnitts erlaubt dieser Ansatz die direkte Berücksich-
tigung von Referenzen für die Stell- und die Zustandsgrößentrajektorien, einer affi-
nen Systemdynamik und die Berücksichtigung der Änderung der Stellgrößen in der
Gütefunktion. Mit dem Konzept lassen sich Problemstellungen der folgenden Form
lösen:
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Problemstellung4.1 (erweitertes affin Quadratisches Differentialspiel)
Gegeben: Differentialspiel mit dem System
9xptq  Aptqxptq  Bzptqz  
¸
iPP
Biptquiptq (4.23a)
und den Gütefunktionen
Jipq 
 
xpT q  xipT q
T
QipT q
 
xpT q  xipT q
   
 
T»
0
 
xptq  xiptq
T
Qiptq
 
xptq  xiptq
   uiptq  uiptqTRiiptq uiptq  uiptq
    
¸
lPPztiu
 
N ilptquiptq N il1ptqulptq
T  
N ilptquiptq N il1ptqulptq

d t. (4.24)
Gesucht: Nash-Strategie uptq
Dabei ist Bz P Rnnz die affine Eingangsmatrix und z 

1    1T der affine
Eingangsvektor. xiptq und uiptq sind gegebene Referenztrajektorien für die Zustands-
bzw. Stellgrößen des Spielers i. Zunächst wird angenommen, dass die MatrizenQi @t
positiv semidefinit und die Matrizen Rii @t positiv definit sind. Der letzte Term
von Jipq (der Summenterm mit N il und N il1 ) kann verwendet werden, um die
quadratische Differenz zwischen den Stellgrößen der Spieler zu bestrafen.
Diese Erweiterungen werden für das Fahrerassistenzsystem des nächsten Kapitels
benötigt. Wesentlicher Vorteil des Verfahrens dieses Abschnittes ist die echtzeitfä-
hige Anwendbarkeit. In einem zweiten Schritt wird der hier vorgestellte Ansatz
weiterentwickelt, um einen Regelalgorithmus mit garantierter Stabilität zu erhalten.
Anschließend wird ein Algorithmus für die Erweiterung des Konzepts um die
Berücksichtigung von Beschränkungen der Stellgrößen und der Zustandsgrößen
vorgestellt. Als erster Schritt wird auf die Zeitdiskretisierung des Modells und die
zeitdiskrete Approximation der Gütefunktionen eingegangen.
Diskrete Betrachtung einer affinen Systemdynamik
Es wird angenommen, dass sich der Prädiktionshorizont in m Abschnitte unterteilt,
in denen die Stellgrößentrajektorien uptq aller Partner jeweils abschnittsweise kon-
stant sind. Im Gegensatz zur klassischen diskreten Regelungstechnik wird hier aber
nicht gefordert, dass diese Zeitabschnitte äquidistant sind. Die Zeitdauer eines Ab-
schnittes pjq wird als ∆τpjq bezeichnet. Die Zeitpunkte, an denen eine Änderung der
Stellgrößentrajektorie stattfindet, werden mit tpjq bezeichnet. In Abbildung 4.1 wird
ein Beispiel für solche Trajektorien gezeigt. Es gilt
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tpjq 
m¸
j1
∆τpjq (4.25)
und
uptq  upjq @t P

tpj1q, tpjq

. (4.26)
Durch die Annahme der abschnittsweise konstanten Stellgrößentrajektorien können
die Systemzustände xpt  tpjqq  xpjq bei der Annahme einer zeitvarianten System-
dynamik iterativ mit der Rekursionsgleichung
xpjq  Φpjqxpj1q  
N¸
i1
Hi,pjqui,pjq (4.27)
berechneter werden. Die Matrizen ergeben sich bekanntermaßen aus der Transitions-
matrix φ pt, t0q [Föl92, S. 425ff]:
Φpjq  φ
 
tpjq, tpj1q

(4.28)
Hi,pjq 
tpjq»
tpj1q
φ
 
tpjq, τ

Bi pτq d τ. (4.29)
tpmq  T
t
St
el
l-
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d
Z
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0
xptq
up1q
up2q upmq
uptq
xp1q
xp2q xpmq
∆τp1q
tp1q tp2q
Abbildung 4.1: Zeitdiskretisierung der Stellgrößentrajektorien uptq und der zeitdiskreten Betrachtung der
Zustandstrajektorie xptq für das Beispiel N  n  ne  1
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Die Matrizen Φpjq werden im Folgenden als bekannt vorausgesetzt. Das Vorgehen
kann auf affine Systemdynamiken der Form (4.23a) erweitert werden. Es ergibt sich
dann die Rekursionsgleichung
xpjq  Φpjqxpj1q  Hz,pjq  
N¸
i1
Hi,pjqui,pjq. (4.30)
Die affine EingangsmatrixHz,pjq berechnet sich analog zu (4.29).
Formulierung der diskreten Spielergütefunktionen
Die Zustandspunkte xpjq werden für die Formulierung eines zeitdiskreten Spielergü-
temaßes verwendet, das sich in seiner allgemeinsten Form als
Jipq 
m¸
j1
Ji,pjqpq (4.31)
mit den Gütefunktionen eines Zeitpunktes tpjq
Ji,pjqpq 
 
xpjq  xi,pjq
T
Qi,pjq
 
xpjq  xi,pjq

(4.32a)
   ui,pjq  ui,pjqT Rii,pjq  ui,pjq  ui,pjq (4.32b)
   ∆xpjq ∆xi,pjqT ∆Qi,pjq  ∆xpjq ∆xi,pjq (4.32c)
   ∆ui,pjq ∆ui,pjqT ∆Rii,pjq  ∆ui,pjq ∆ui,pjq (4.32d)
 
¸
lPPztiu
 
N il,pjqui,pjq N il1,pjqul,pjq
T  
N il,pjqui,pjq N il1,pjqul,pjq

(4.32e)
ergibt. Diese Gütefunktion wird verwendet, um das kontinuierliche Funktional (4.24)
anzunähern. Im kontinuierlichen Gütemaß (4.24) haben (4.32c) und (4.32d) keine Ent-
sprechung. Dabei ist xpjq ein gegebener Referenzvektor für den Zustand zum Zeit-
punkt t  tpjq des Spielers i. Analog ist ui,pjq die Referenz für die Stellgrößen des Spie-
lers i. In (4.32c) erfolgt eine Bewertung der Differenz zweier aufeinanderfolgender
Zustände in Bezug auf eine frei wählbare Referenz ∆xi,pjq. Analog bewertet (4.32d)
die Differenz der Stellgrößen. Die Differenzen sind dabei definiert als
∆xpjq  xpjq  xpj1q (4.33)
∆ui,pjq  ui,pjq  ui,pj1q. (4.34)
Im Vergleich zum kontinuierlichen Gütemaß müssen die Matrizen Rii,pjq nur positiv
semidefinit, nicht mehr positiv definit sein21. Die MatrizenQi,pjq, ∆Qi,pjq und ∆Rii,pjq
werden als positiv semidefinit angenommen.
21 Die Problematik des kontinuierlichen Falls, dass nicht positiv definiten Matrizen Rii,pjq zu unbe-
schränkten Stellgrößen führen würden, entfällt bei der diskreten Betrachtung.
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Ist eine möglichst genaue Übereinstimmung der diskreten Gütefunktion (4.32) mit
der kontinuierlichen Gütefunktion (4.24) gewünscht, können die Gewichtungsmatri-
zen als Koeffizienten einer Newton-Cotes-Formel [BSM06, Sch11] gewählt werden.
Das diskrete Gütemaß (4.32) entspricht dann der, zur Lösung im Allgemeinen ohne-
hin notwendigen, numerischen Integration des Integrals in (4.24). In Tabelle 4.1 sind
die, sich für die Annäherung des kontinuierlichen Gütemaßes aus Qiptq ergebenden,
KoeffizientenQi,pjq angegeben. Für die Simpson-Formel ist ein äquidistantes ∆τ und
m gerade notwendig. Eine weitere Verbesserung der Annäherung kann erreicht wer-
den, falls die tpjq auf Basis der Gaußschen Quadraturformel gewählt werden. Die Ter-
me QipT q werden additiv bei den Termen Qi,pmq berücksichtigt. Die Matrizen Rii,pjq
ergeben sich nach dem gleichem Schema.
Verfahren Qi,pjq Fehlerordnung
Rechteck-Formel ∆τpjqQiptpjqq 1
Trapez-Formel 12
 
∆τpjq  ∆τpj 1q

Qiptpjqq 2
Simpson-Formel ζ∆τ3 Qiptpjqq mit ζ 
$'&'%
4, j gerade
2, j ungerade
1, j  m
4
Tabelle 4.1:Qi,pjq für die Annäherung der Integration durch ein diskretes Gütemaß
4.3.1 Geschlossene Darstellung des Nash-Gleichgewichts
Durch sukzessives Einsetzen der Gleichung (4.27) in sich selbst, ist es möglich alle
diskreten Zustände xpjq, j  1, . . . ,m ausgehend vom Anfangszustand xp0q  xp0q
und den gegebenen Stellgrößen upjq, j  1, . . . ,m zu berechnen. Man erhält eine
Systemgleichung für den gesamten Horizont
~x  ~Φxp0q   ~Hz~z  
N¸
i1
~Hi~ui (4.35)
mit den aggregierten Matrizen
~Hi 

Hi,p1q 0    0
Φp1qHi,p1q Hi,p2q
...
...
...
. . . 0
Φpm1q   Φp1qHi,p1q Φpm2q   Φp1qHi,p1q    Hi,pmq
ﬁﬃﬃﬃﬃﬂ (4.36)
~Φ 

Φp1q
Φp2qΦp1q
...
Φpmq   Φp2qΦp1q
ﬁﬃﬃﬃﬂ (4.37)
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und den aggregierten Vektoren
~x 

xTp1q x
T
p2q    xTpmq
T
(4.38)
~z  zT    zT T (4.39)
~ui 

uTi,p1q u
T
i,p2q    uTi,pmq
T
. (4.40)
Die Matrix ~Hz ergibt sich analog aus (4.36) mit i  z. Das Konzept hinter Gleichung
(4.35) ist in der Regelungstechnik bekannt und wird bei linearer MPR ( ~Hz  0 und
N  1) angewendet. Dort wird das Konzept als Batch-Ansatz bezeichnet [BBM14,
Seite 149f]. In der Spieltheorie wurde das Konzept bisher noch nicht angewendet. Im
Folgenden wird der Batch-Ansatz (Gleichung (4.35)) erweitert, um daraus einen effizi-
enten Algorithmus für die Berechnung eines Nash-Gleichgewichts abzuleiten. Durch
das Einsetzen von (4.35) in (4.31) können alle Gütefunktionen in einen geschlossenen
Ausdruck Jip~uq umgeformt werden, der nur noch von
~u  ~uT1    ~uTN T
abhängt. Es ist weiter möglich die Ableitungen der Jip~uq nach dem Vektor ~u geschlos-
sen zu berechnen
BJip~uq
B~ui  Cii~ui   ci  
¸
lPPzi
Cil~ul. (4.41)
Die entsprechenden Umformungen und Rechnungen, die zu den Matrizen Cii,Cil
und dem Vektor ci führen, sind im Anhang A.6 aufgeführt. Auf Basis der N Glei-
chungen (4.41) ergeben sich die notwendigen Bedingungen eines Minimums, bzw. in
deren Kombination die notwendige Bedingung eines Nash-Gleichgewichts zu0...
0
ﬁﬃﬂ 


C11    C1N
...
. . .
...
CN1    CNN
ﬁ
ﬃﬂ
þC
~u  


c1
...
cN
ﬁ
ﬃﬂ
þc
. (4.42)
Für den Fall einer regulären Matrix ~C kann das eindeutige Nash-Gleichgewicht be-
rechnet werden als
~u  

~C
	1
~c. (4.43)
Für den Fall, dass die Matrix ~C nicht regulär ist, existiert eine unendliche Menge von
Nash-Gleichgewichten. Die Hauptdiagonalen der Matrizen ~Rii wirken sich direkt ad-
ditiv auf die Hauptdiagonale der Matrix ~C aus. Bei einer praktischen Anwendung
kann daher durch eine minimale Adaption dieser Matrizen, d.h. durch eine unwesent-
liche Veränderung der Ziele, die Regularität der Matrix ~C, und damit eine eindeutige
Lösung, erzwungen werden.
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Rechenaufwand
Die Berechnung des Nash-Gleichgewichts mittels (4.43) ist die zur Laufzeit zu lösende
Problemstellung des indirekten Ansatzes. Für die numerische Berechnung der Lösung
ist es im Bezug zum Rechenaufwand und der numerischen Genauigkeit nicht sinnvoll
die Inverse der Matrix ~C explizit zu berechnen, sondern stattdessen das Gleichungs-
system (4.42) direkt auf Basis des Gaußalgorithmus und der LR-Zerlegung zu lösen
[Sch11, Seite 30ff]. Der numerische Aufwand beträgt dabei etwa 23 pnemq3 Rechenope-
rationen.
Die Matrix ~C hängt weder von den Referenzgrößen der Spieler (xi, ui) noch von
den Anfangswerten der Zustände x0 ab. Damit kann, wenn die Matrizen der Zu-
standsdifferentialgleichung (~Φ, ~Hi, ~Hz) und die Matrizen der Gütemaße (Qi, Rii,
N il, N il1 ) zeitinvariant sind, die Berechnung der Inversen, bzw. die Zerlegung der
Matrix ~C, vorab erfolgen. Für diesen Fall vereinfacht sich die Berechnung des Nash-
Gleichgewichts damit erheblich auf das Aufstellen des Vektors ~c und dessen Multi-
plikation mit der a priori gegebenen Inversen von ~C.
Unabhängig ob die Inverse von ~C vorab berechnet wird oder nicht ist die notwendige
Rechenzeit zur Bestimmung des Nash-Gleichgewichts, im Gegensatz zu einem iterati-
ven Algorithmus, a-priori bestimmbar und für jeden Rechenzeitpunkt des gleitenden
Horizonts gleich.
Hinreichende und notwendige Bedingung für ein Nash-Gleichgewicht
Da (4.42) nur auf der notwendigen Bedingung für Minima basiert, ist im allgemei-
nen Fall nicht sichergestellt, dass die Berechnung zu einem Nash-Gleichgewicht führt.
Hinreichende und notwendige Bedingung für ein Nash-Gleichgewicht ist, dass für
den Vektor ~u, der sich als Lösung der Gleichung (4.42) ergibt,
@i P P : B
2Jip~uq
pB~uiq2

~ui~ui
¡ 0 (positiv definit) (4.44)
gilt. Aus (4.44) lassen sich Bedingungen für die Matrizen der Gütemaße bzw. der Sys-
temgleichungen ableiten.
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Satz4.1 (Hinreichende Bedingung bei positiv definiten Matrizen)
Gilt für alle Spieler i P P und alle Zeitintervalle j  1, . . . ,m, dass die Matrizen
Qi,pjq,Rii,pjq,∆Qi,pjq und ∆Rii,pjq positiv semidefinit sind und ist für jeden der
Spieler mindestens eine der Bedingungen
1. @j : Qi,pjq positiv definit und ~Hi ist spaltenregulär (entspricht Spaltenregu-
larität vonHi siehe Lemma 4.1)
2. @j : Rii,pjq positiv definit
3. @j : ∆Qi,pjq positiv definit und ~Hi ist spaltenregulär (entspricht Spaltenre-
gularität vonHi siehe Lemma 4.1)
4. @j : ∆Rii,pjq positiv definit
erfüllt, dann ist Bedingung (4.44) erfüllt.
Beweis:
Die Hesse-Matrix eines Spielers (Herleitung siehe Anhang A.6) ergibt sich zu
B2Jip~uq
2 pB~uiq2
 þHi
T þQi þHi
I
  þRii
II
  þHi
T þV
T
i,x
þ∆Qi þV i,x þHi
III
  þV Ti,u þ∆Rii þV i,u
IV
  þNTil þN il
V
(4.45)
Aus der Definition von Definitheit folgt, dass eine Matrix, welche sich aus der Summe
von positiv semidefiniten Matrizen und mindestens einer positiv definiten Matrix zu-
sammensetzt, positiv definit ist. Es bleibt zu zeigen, dass die einzelnen Matrizen, aus
denen sich (4.45) zusammensetzt, zumindest positiv semidefinit sind und mindestens
eine der Matrizen positiv definit ist. Da die Matrizen ~Qi, ~Rii, ~∆Qi und ~∆Rii sich aus
positiv semidefiniten Matrizen auf der Hauptdiagonalen aggregieren, sind sie positiv
semidefinit. Entsprechendes gilt für positive Definitheit. Der Summand (I) ist immer
nicht negativ definit und positiv definit bei Erfüllung von Bedingung (1). Summand
(II) und die entsprechende Bedingung sind trivial. Da ~∆Qi im dritten Summanden
nicht negativ definit ist, ist auch
~V
T
i,x
~∆Qi ~V i,x
nicht-negativ definit. Damit ist der ganze Term nicht negativ definit. Da ~V i,x nach
Definition regulär ist, ist für eine positiv definite Matrix ~∆Qi der Term
~V
T
i,x
~∆Qi ~V i,x
positiv definit. Damit ergibt sich, dass der gesamte Summand positiv definit ist, falls
Bedingung (3) erfüllt ist. Die entsprechende Aussage kann auch auf Summand (IV)
angewendet werden, da ~V i,u nach Definition regulär ist. Damit ist dieser Term unter
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Bedingung (4) positiv definit. Summand (V) ergibt immer eine nicht negativ definite
Matrix (Multiplikation mit Transponierten).
Lemma4.1 (Spaltenregularität ~Hi)
Eine hinreichende Bedingung für Spaltenregularität von ~Hi ist, dass alle Matri-
zenHi,pjq, j  1, . . . ,m, den vollen Spaltenrang (ni) haben.
Beweis:
Die Matrizen Hi,pjq stehen auf der Hauptdiagonalen der Matrix ~Hi. Da über dieser
Diagonalen nur Nullmatrizen stehen hat ~Hi unabhängig von den Φpjq vollen Spal-
tenrang.
Anschaulich betrachtet bedeutet die Spaltenregularität von ~Hi, dass keine Redun-
danz in den Stellgrößen des Spielers i besteht; verschiedene Eingangsgrößen nicht die
exakt gleiche Auswirkung auf die Systemdynamik haben22. Für das gesamte System
können aber weiterhin zwischen verschieden Spieler redundante Stellgrößen existie-
ren.
Im Folgenden werden zwei Ergänzungen vorgestellt. Als erstes wird eine Erweite-
rung gezeigt, mit der die Stabilität des Gesamtregelkreises garantiert werden kann.
Anschließend wird diskutiert, wie Problemstellungen gelöst werden, in denen Ne-
benbedingungen für Stell- und Zustandsgrößen existieren.
4.3.2 Garantierte Stabilität
Für eine reale Implementierung des Regelsystems wird (4.42) wiederkehrend auf ei-
nem gleitenden Horizont gelöst um die Stellgrößen zu berechnen (siehe Abschnitt
3.7). Der vorgestellte Algorithmus erlaubt zwar die numerisch effiziente Berechnung
eines Nash-Gleichgewichts, garantiert aber in seiner jetzigen Form keine Stabilität für
den geschlossenen Regelkreis. Es wird daher auf Basis des Konzepts des quasi unend-
lichen Horizonts (Abschnitt 3.7.2) eine Erweiterung des Algorithmus vorgeschlagen.
Grundlage ist ein Spieler bzw. Regler mit der Gütefunktion
Jλpq 
8»
0
xT ptqQλxptq   uTλ ptqRλλuλptq d t (4.46)
22 Wäre physikalisch ein solches System gegeben, können die entsprechenden Eingänge für die Berech-
nung virtuell zusammengefasst werden und die Stellgrößen in einem zweiten Schritt (nach einem
Schlüssel oder mittels eines Optimierungsproblems) auf die realen Eingänge verteilt werden.
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wobei Rλλ positiv definit ist und Qλ zunächst auch als positiv definit angenommen
wird. Ziel des spezifischen Spielers, der mit dem Index λ bezeichnet wird, ist damit
die Stabilität des Regelkreises in der Ruhelage x  0. Sollte in jedem Optimierungs-
schritt des gleitenden Horizontes (nach Tc) das Differentialspiel mit einem unendli-
chen Horizont gelöst werden und die Gütefunktion (4.46) einen endlichen Funktions-
wert aufweisen, ist der Gesamtregelkreis stabil. Es wird im Weiteren angenommen,
dass sich das Differentialspiel aus den beiden Zeitbereichen r0, Tλq und rTλ,8q zu-
sammensetzt. Die Gütefunktion (4.46) kann dann in der Form
Jλpq 
Tλ»
0
xT ptqQλxptq   uTλ ptqRλλuλptq d t 
8»
Tλ
xT ptqQλxptq   uTλ ptqRλλuλptq d t
(4.47)
geschrieben werden. Für das zweite Zeitintervall pTλ,8q werden folgende zwei An-
nahmen getroffen:
• Lineare Systemdynamik nach Definition (4.1)
• Die Gütefunktion aller Spieler ist
i P Pz tλu : Jipq 
8»
Tλ
xT ptqQixptq   uTi ptqRiiuiptq d t (4.48)
wobeiQi positiv semidefinit undRii positiv definit sind.
Für das Zeitintervall r0, Tλq müssen, von der Gütefunktion des Spielers λ abgesehen,
keine weiteren über die Problemstellung 4.1 hinausgehende Annahmen erfüllt wer-
den. Das System kann also weiterhin affin sein und die Gütefunktionen ein Trajekto-
rienfolgeproblem beschreiben. Mit diesen Annahmen kann das Berechnungsschema
des Abschnittes 4.3.1 dahingehend erweitert werden, dass der Spieler λ ein Differen-
tialspiel mit quasi unendlichem Horizont löst (vgl. Abschnitt 3.7.2). Die Gütefunktion
des unendlichen Horizonts von Spieler λ kann geschrieben werden als
Jλpq  ~xT ~Qλ1~x  ~uTλ ~Rλλ~uλ (4.49)
mit
~Qλ1  ~Qλ  
0    0... . . . ...
0    Mλ
ﬁﬃﬂ . (4.50)
Die Matrix Mλ, mit der sich die Kosten des zweiten Zeitintervalls berechnen lassen,
ergibt sich aus (4.22) und kann offline berechnet werden.
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Satz4.2 (Stabilität des kooperativen Regelkreises beim indirekten Ansatz)
Der geschlossene kooperative Regelkreis ist global asymptotisch stabil, falls nach-
folgende Bedingungen erfüllt sind:
• Es existiert mindestens ein Spieler λ mit der Gütefunktion (4.46).
• Die Matrix Mλ des (oder der) Spieler λ enthält ausschließlich endliche Ele-
mente.
• Ab t ¥ Tλ gilt: Das System ist linear und zeitinvariant und die Gütemaße
aller Spieler sind in der Form (4.48) gegeben.
Beweis:
Satz 4.2 folgt direkt aus dem klassischen Stabilitätsbeweis nichtlinearer MPR [CA98,
AFN04]. Hierbei entspricht Spieler λ dem Regler der nichtlinearen MPR. Die Spieler
Pz tλu werden aus Sicht der Stabilität als Teil der Systemdynamik angesehen (vgl.
Funktion fS H
 
t,xptq,uAptq

aus Abschnitt 3.7.2).
Es ist anzumerken, dass im Vergleich zu [CA98] hier keine Randwertbedingung für
xpTλq benötigt wird, da unter den getroffenen Annahmen für alle xpTλq P Rn ein li-
neares Regelgesetz für das zweite Zeitintervall pTλ,8q existiert.
Die Forderung Qλ positiv definit ist hinreichend aber nicht zwangsweise notwendig
für Stabilität. Es ist nur notwendig, dass alle Zustände direkt oder indirekt in die Kos-
tenmatrix Mλ einfließen. Ein Beispiel für einen indirekten Einfluss ist eine Integrato-
renkette. Bei dieser ist es ausreichend, den Zustand, der sich als Ausgang des letzten
Integrators ergibt, in Qλ zu berücksichtigen. Eine weniger restriktive Bedingung für
Qλ ist daher, dass das Matrizenpaar Qλ1 A das Beobachtungskriterium nach Kalman
erfüllt [Mar71]. Dabei giltQλ  QTλ1Qλ1 und rangQλ  rangQλ1 .
Die Einträge vonMλ sind nur dann endlich, wenn alle Zustandsgrößen von Spieler λ
stabilisierbar sind. Eine hinreichende aber nicht notwendige Bedingung hierfür ist die
vollständige Steuerbarkeit aller n Zustandsgrößen durch den Spieler. Eine notwendi-
ge Bedingung ist, dass alle von Spieler λ nicht steuerbaren Zustandsgrößen entweder
bereits durch die Systemdynamik stabil sind oder durch mindestens einen anderen
Spieler stabilisiert werden. Letzteres heißt, dass diese Zustände vom einem Spieler i
steuerbar sind und die entsprechenden Diagonalwerte in Qi größer 0 sind. Aus der
geforderten Endlichkeit von Mλ folgt auch anschaulich, dass kein Spieler eine von
der Ruhelage xR  0 abweichende Referenz xptq für t ¡ Tλ haben kann. Eine Ru-
helage xR  0 ist dann, und nur dann, möglich, wenn bei Anwendung der Transfor-
mationsvorschrift x1  x xR das System weiterhin linear bleibt. Die Berechnungen
erfolgen dann auf Basis der transformierten Zustände x1.
Die Annahme, dass das Differentialspiel in ein LQ-Differentialspiel der Problemstel-
lung 4.1 übergeht, welche getroffen werden muss um formal Stabilität garantieren zu
können, wirkt realitätsfern. Es gibt aber durchaus reale Problemstellungen, die diesem
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Problem entsprechen. So z.B. ein Ausweichmanöver mit anschließender stationärer
Fahrt bei der kooperativen Querführung eines Fahrzeugs.
4.3.3 Erweiterung des Algorithmus um Beschränkungen
In vielen Problemstellungen sind die Stellgrößen, welche die einzelnen Partner ap-
plizieren können, beschränkt. Für solche Fälle eignet sich der bisherige Ansatz für
die Bestimmung des Nash-Gleichgewichts nicht. Es wird daher im Folgenden ein al-
ternatives Vorgehen vorgestellt. Die Beschränkungen (vgl. allgemeiner Fall (2.6)) der
Stellgrößen eines Spielers i in einem Intervall pjq werden mit den beiden Ungleichun-
gen
ui,pjq ¥ ui,pjq (4.51)
ui,pjq ¤ ui,pjq (4.52)
und den bekannten Vektoren der unteren Grenzen ui,pjq und der oberen Grenzen
ui,pjq beschrieben.
Da viele technische Systeme physikalische Beschränkungen aufweisen, wie z.B. me-
chanische Anschläge, welche mit dem affinen Systemmodell im Vergleich zu einem
allgemeinen nichtlinearen Modell nur sehr beschränkt berücksichtigt werden können,
werden auch analog Beschränkungen des Zustandes x der Form
xpjq ¥ xpjq (4.53)
xpjq ¤ xpjq (4.54)
modelliert. Der hier vorgeschlagene Ansatz basiert auf dem in der klassischen Opti-
mierung (N  1) bekannten Konzept der Barrierefunktion (z.B. [NW06, Seite 497ff]
und [Rao09b, Seite 443ff]). Grundgedanke ist es, die Einhaltung der Nebenbedingun-
gen durch entsprechende quadratische Strafterme, in der zu optimierenden Güte-
funktion zu berücksichtigen. Das Ersatzoptimierungsproblem, das sich für jeden der
Spieler ergibt, ist
ui  arg min
m¸
j1
Ji,pjqpq   ci,pjqpq. (4.55)
Dabei ist ci,pjqpq die Straf- oder Barrierenfunktion des Zeitschritts, welche zu
ci,pjqpq 

xpjq  xi,pjq
	T
Qi,pjq

xpjq  xi,pjq
	
 

xpjq  xi,pjq
	T
Qi,pjq

xpjq  xi,pjq
	
 

ui,pjq  ui,pjq
	T
Rii,pjq

ui,pjq  ui,pjq
	
 

ui,pjq  ui,pjq
	T
Rii,pjq

ui,pjq  ui,pjq
	
(4.56)
gewählt wird. Dabei sind die MatrizenQi,pjq,Q

i,pjq,R

ii,pjq,R

ii,pjq positiv semidefinite
Diagonalmatrizen. Analog zu Anhang A.6 kann die Gleichung für alle Zeitintervalle
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j  1, . . . ,m aggregiert werden, wodurch sich die Matrizen ~Qi , ~Q

i ,
~R

ii,
~R

ii und die
Funktion
cip~u, ~Q

i ,
~Q

i ,
~R

ii,
~R

iiq
ergeben. Im Vergleich zu den Bestrafungsfunktionen des klassischen Ansatzes enthält
(4.56) jedoch keine Fallunterscheidungen und die Ungleichheitsbedingungen wer-
den hier faktisch als Gleichheitsbedingungen betrachtet. Dadurch werden Stellgrößen
bzw. Zustände, deren zugehörigen Nebenbedingungen erfüllt sind, verfälscht, wenn
die entsprechenden Einträge in den Matrizen nicht Null sind. Die Wahl der Matrizen
ist daher essentiell. Bei einer praktischen Umsetzung des klassischen Barrierenansat-
zes werden diese meist schlicht konstant gewählt. Der entscheidende Vorteil dieses
Ansatzes ist jedoch, dass bei bekannten Matrizen Qi,pjq,Q

i,pjq,R

ii,pjq undR

ii,pjq die
Lösung des Differentialspiels mit dem in Kapitel 4.3.1 vorgestellten Vorgehen mög-
lich ist. Die Ableitungen der Strafunktionen ergeben sich analog zu Anhang A.6 und
können einfach zu denen des eigentlichen Gütemaßes Jipq addiert werden. Die Grun-
didee des Algorithmus ist, die Matrizen Qi,pjq,Q

i,pjq,R

ii,pjq,R

ii,pjq iterativ anzupas-
sen und die Berechnung auf die Lösung von Problemstellung (4.42) zu reduzieren.
Der Ablauf des Algorithmus ist in Abbildung 4.2 dargestellt. Vor der ersten Iteration
k  0 (der Index der Iteration wird in geschweiften Klammern dargestellt) werden
die Barriere-Matrizen
~Q
t0u
i ,
~Q
t0u
i ,
~R
t0u
ii ,
~R
t0u
ii
aller Spieler i P P mit Nullmatrizen initialisiert23. In jeder Iteration wird als erstes das
Nash-Gleichgewicht, der um die Barrierefunktion erweiterten Problemstellung (4.55),
mit gegebenen Barriere-Matrizen berechnet. Dies erfolgt auf Basis von Kapitel 4.3.1.
Anschließend wird untersucht, ob die aktuelle Lösung ~u tku, ~x tku die Nebenbedin-
gungen einhält. Dazu werden folgende Vektoren für alle Spieler i P P
e
tku
i  ~ui  ~utkui (4.57)
e
tku
i  ~utkui  ~ui (4.58)
und für die Zustandsgrößen
etkux  ~ux  ~utkux (4.59)
etkux  ~utkux  ~ux (4.60)
berechnet. Falls alle Elemente der Vektoren (4.57) bis (4.60) kleiner als eine Toleranz-
schwelle  P R¡0 sind, wird der Algorithmus beendet. Sollte dieses Abbruchkriteri-
um nicht erfüllt sein, erfolgt eine Anpassung der Barriere-Matrizen (genauer: deren
Hauptdiagonalelemente). Nachfolgend ist exemplarisch das Schema für die Anpas-
sung von ~R

ii dargestellt.
r
tk 1u
ii,ll 
$'&'%
0 für etkui,l ¤ 0
r
tku
ii,ll für 0   etkui,l   
Ò rtkuii,ll für etkui,l ¥ 
(4.61)
23 Dies entspricht der Lösung des unbeschränkten Problems.
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Start
Initialisierung der Matrizen
~Q
t0u
i 
~Q
t0u
i  0
~R
t0u
ii 
~R
t0u
ii  0
Bestimmung der N Gradienten
BJip~uq ci

~u,~Q
tku
i ,
~Q
tku
i ,
~R
tku
ii ,
~R
tku
ii
	
B~ui
Nash-Gl. berechnen
~u tku  

~C
tku
	1
~c tku
~x tku  ~Φxp0q   ~Hz~z  
N¸
i1
~H i~u
tku
i
Abbruchkriterium
erfüllt?
Ende
Adaption der Matrizen
~Q
tku
i ,
~Q
tku
i ,
~R
tku
ii ,
~R
tku
ii
ó
~Q
tk 1u
i ,
~Q
tk 1u
i ,
~R
tk 1u
ii ,
~R
tk 1u
ii
k  0
~C
tku
,~c tku
Ja
Nein
k   
Abbildung 4.2: Algorithmus zur diskreten Berechnung eines Nash-Gleichgewichts bei quadratischem
Gütemaß, affinem System und Beschränkungen
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Dabei ist rtk 1uii,ll der Eintrag in der Zeile und Spalte l der Matrix ~R
tk 1u
ii und e
tku
i,l das
l-te Element des Vektors (4.57). Im letzten Fall erfolgt eine Vergrößerung des Wertes
im Vergleich zur vorhergehenden Iteration. Als mögliche Umsetzung wird folgende
Gleichung
r
tk 1u
ii,ll  max

1, rtkuii,ll
	2  2

e
tku
i,l
	2

max
 
1,
~utkui,l  	2
 (4.62)
gewählt24. Die Anpassung von ~R
tk 1u
ii , ~Q
tk 1u
i und ~Q
tk 1u
i ergibt sich nach dem
gleichen Schema. Mit den neuen Barriere-Matrizen erfolgt eine weitere Iteration des
Algorithmus.
Es ist beim klassischen quadratischen Bestrafungsansatz bekannt, dass die Lösung
des Ersatzproblems mit zunehmender Gewichtung der Barrierefunktionen garantiert
zum beschränkten Minimum konvergiert, sollte das Ersatz-Optimierungsproblem je-
weils exakt und global gelöst werden [NW06, Seite 502]. Die hier verwendete ge-
schlossene Lösung nach Abschnitt 4.3.1 ist exakt und global. Des Weiteren sichert die
Adaption (4.61) die streng monoton zunehmende Gewichtung von aktiven Barriere-
funktionen. Es folgt daher, dass der vorgeschlagene Algorithmus für k Ñ 8 garan-
tiert gegen das beschränkte Nash-Gleichgewicht konvergiert. Es kann keine Aussage
getroffen werden wie viele Iterationen notwendig sind, bis die Lösung in eine für
die Erfüllung des Abbruchkriteriums ausreichende Nähe zum beschränkten Nash-
Gleichgewicht konvergiert. Formal betrachtet erfüllt die (nach einer endlichen Anzahl
von Iterationen) resultierende Lösung die aktiven Nebenbedingungen nicht exakt.
4.4 Zusammenfassung des Kapitels
In diesem Kapitel wird die Berechnung der kooperativen Stellgrößen in einer erwei-
terten LQ Problemstellung diskutiert. Es zeigt sich, dass die Berechnung der Stellgrö-
ßen auf Basis des direkten Ansatzes (siehe Abbildung 3.8) selbst für den LQ-Fall mit
N  2 nur auf Basis der Approximation der Lösung praktikabel ist.
Diese Problematik ist beim indirekten Ansatz nicht gegeben. Da bei diesem die Be-
stimmung des Nash-Gleichgewichtes die online zu lösende Problemstellung darstellt,
wurde hierfür ein neuer Algorithmus vorgestellt. Im Gegensatz zur bekannten Lö-
sung auf Basis der Optimalitätsbedingungen der Variationsrechnung, kann dieser Al-
gorithmus auch bei einer affinen Systemdynamik, Referenztrajektorien im Gütemaß
und beschränkten Zustands- und Stellgrößen verwendet werden. Mit gewissen An-
nahmen kann die globale asymptotische Stabilität für den geschlossenen Gesamtre-
gelkreis garantiert werden.
Im folgenden Kapitel werden zwei Assistenzsysteme vorgestellt. Ein FAS nutzt dabei
den direkten Ansatz, das andere den indirekten Ansatz.
24 Die Gleichung (4.62) basiert auf der Idee, bei der Nichteinhaltung einer Nebenbedingung die entspre-
chende Gewichtung des Strafterms mindestens zu verdoppeln, bei einer ausgeprägten Verletzung der
Nebenbedingung aber eine entsprechend deutlichere Erhöhung der Gewichtung vorzunehmen.

5 Kooperative Fahrerassistenz
Nachdem das theoretische Konzept der kooperativen Regelung in den letzten beiden
Kapiteln diskutiert wurde, stellt dieses Kapitel zwei praktische Anwendungen vor. Es
wird dabei ein FAS für die Fahrzeuglängsführung (Abschnitt 5.1) und ein FAS für die
Fahrzeugquerführung (Abschnitt 5.2) betrachtet. Das FAS für die Längsführung ba-
siert dabei auf dem indirekten Ansatz, das FAS für die Querführung nutzt den direkten
Ansatz (linker und rechter Pfad in Abbildung 3.8). Die sich für diese Anwendung erge-
benden Differentialspiele haben zwei Spieler (N  2): Den Fahrer, gekennzeichnet mit
dem Index F , und das FAS mit dem Index A. Die Interaktion erfolgt bei beiden Syste-
men auf einer haptischen Ebene über das Fahrpedal bzw. das Lenkrad. Die Struktur
der Gesamtregelkreise beider Systeme wurde in Abbildung 1.3 gezeigt. Bei den in
diesem Kapitel vorgestellten Systemen erfolgt die Berechnung der FAS-Stellgrößen
erstmals auf Basis eines modellbasierten Vorgehens. Eine empirische Validierung der
in diesem Kapitel vorgestellten FAS erfolgt im nächsten Kapitel.
5.1 Kooperative Längsführung
Wie bereits in der vorangegangenen Einleitung erwähnt, ist die Grundlage des hap-
tischen Assistenzsystems für die Fahrzeuglängsführung die Interaktion der Partner -
Fahrer und FAS - über das Fahrpedal. Über das Pedal erfolgt dabei sowohl die Kom-
munikation zwischen den Partnern, wie auch die Kontrolle des Fahrzeugs. Das FAS
ist so ausgelegt, dass nur eine Kraft entgegen der Aktuierungsrichtung des Pedals auf-
gebracht werden kann; das FAS kann also nur gegen den Fuß des Fahrers drücken.
Würde das FAS eine Kraft in Aktuierungsrichtung applizieren, würde das Pedal unter
dem nur aufliegenden Fahrerfuß wegklappen. Der Fahrer könnte dieser Pedalbewe-
gung, die zu einer Beschleunigung des Fahrzeuges führen würde, nicht entgegenwir-
ken. Durch die Einschränkung der Kraftrichtung des FAS kann das FAS das Fahrzeug
nur verzögern, nicht aber selbständig beschleunigen. Das FAS hat zwei Anwendungs-
fälle. Der Erste ist die Unterstützung des Fahrers bei der Anpassung der Geschwin-
digkeit an die Strecke, (Geschwindigkeitsbeschränkungen, Kurven etc.) wie auch an
den evtl. vorausfahrenden Verkehr, mit dem Ziel die Verkehrssicherheit verbessern.
Der Zweite ist den Fahrer zu einer verbrauchsoptimalen Fahrweise anzuleiten. Die
beiden Aspekte können auch kombiniert werden. Eine rein simulative Version des
Assistenzsystems wurde erstmals in der Abschlussarbeit [Den14] aufgebaut.
Das Unterkapitel 5.1 gliedert sich in drei Teile. Im ersten Teil (Abschnitt 5.1.1) erfolgt
die Modellierung der Regelstrecke. Im zweiten Teil (Abschnitt 5.1.2) wird das Fahrer-
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modell diskutiert. In Abschnitt 5.1.3 wird dann die Berechnung der FAS-Stellgröße
vorgestellt.
5.1.1 Systemmodell der kooperativen Fahrzeuglängsführung
Das Gesamtsystem der kooperativen Fahrzeuglängsführung setzt sich aus einem Mo-
dell für das Fahrpedal und des Neuromuskulären Systems (NMS) und einem Modell
der Fahrzeuglängsdynamik zusammen. Gekoppelt sind beide System über den Pe-
dalwinkel des Fahrpedals αptq, welcher hier normiert betrachtet wird.
Modell des Fahrpedals und des neuromuskulären Systems
Ein essentieller Teil der Regelstrecke ist die haptische Schnittstelle, die aus der Mecha-
nik des Fahrpedals, dem damit interagierenden NMS des Menschen und der Aktorik
des FAS besteht. In [vSdB02, Abb06, Mul07] und [Dro10] wurden, basierend auf einer
White-Box-Modellierung, Modelle für das NMS-Pedal System vorgeschlagen. Ver-
nachlässigt man Dynamiken, die deutlich schneller als die spätere Rechenschrittweite
des FAS sind, ergibt sich das Modell des NMS-Pedal System in Abbildung 5.1 [Den14].
Die mechanische Impedanz des Pedals und die passive Dynamik des Muskel-Fuß-
Systems und der FAS Aktorik werden dabei zu einem gemeinsamen PT2 Glied mit
den Parametern kP , dP und ωP zusammengefasst. Da das Pedal rotatorisch um einen
Drehpunkt wirkt, werden die Pedalkräfte als Momente beschrieben. Der Kraft- bzw.
Momentaufbau des Menschen wird mit einem PT1-Glied mit der Zeitkonstante τF
modelliert. Um analog den Momentenaufbau des FAS-Momentes MA durch die FAS-
Aktorik (beinhaltet auch die Regelung und Leistungselektronik) zu modellieren, wur-
de das ursprüngliche Modell um ein weiteres PT1-Glied mit der Zeitkonstante τA er-
weitert. Die Eingangsgrößen des Modells uAptq und uF ptq können daher anschaulich
als Sollvorgaben für die Pedalmomente MAptq und MF ptq interpretiert werden. Aus-
gangsgröße des Modells des NMS-Fahrpedalsystem ist die Fahrpedalstellung αptq.
Diese Größe ist wiederum die Eingangsgröße des Modells der Fahrzeugdynamik.
+
uAptq
MAptq
uF ptq MF ptq
αptq
τF
τA
kP , dP , ω0,P
Abbildung 5.1: Modell des NMS-Fahrpedalsystems mit der Aktorik der FAS
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Modell der Fahrzeuglängsdynamik
In dieser Arbeit wird von einen Personenkraftwagen mit konventionellem Antriebss-
trang mit Schaltgetriebe ausgegangen, das Konzept des FAS kann jedoch auf beliebige
Antriebsstrangkonfigurationen übertragen werden. Bei der Modellierung des Fahr-
zeugs werden die folgenden Vereinfachungen getroffen:
• Keine Berücksichtigung des Reifenschlupfs. Das Längskraftpotential der Reifen
wird als unbeschränkt angenommen.
• Nick- und Wankbewegungen werden nicht modelliert.
• Luftbewegungen relativ zum Fahrzeugkoordinatensystem werden nicht be-
rücksichtigt.
• Die Unterbrechung der Zugkraft beim Schaltvorgang wird nicht berücksichtigt.
Eine Modellierung der Kupplung ist daher nicht notwendig. Da Anfahren ohne
Kupplung nicht realisierbar ist, wird eine Mindestgeschwindigkeit von vptq ¡
3 m{s angenommen.
• Alle Elemente des Antriebsstranges werden als starr angenommen.
• Das Bremssystem wird nicht modelliert.
Im Folgenden wird zunächst von einer konstanten Getriebeübersetzung :uG ausge-
gangen. Auf eine variable Getriebeübersetzung wird später eingegangen.
Grundlage der Modellierung der translatorischen Fahrzeugbewegung ist das zweite
Newtonsche Gesetz und die Kräftebilanz aller in Fahrzeuglängsrichtung wirkenden
Kräfte
me 9vptq  FM ptq  FRptq  FAptq  FSptq  FLptq. (5.1)
Dabei ist
• FM ptq: Antriebskraft
• FRptq: Rollwiderstandskraft der Räder
• FAptq: Reibung im Antriebsstrang
• FSptq: Hangabtriebskraft
• FLptq: Luftwiderstandskraft
vptq die Fahrzeuglängsgeschwindigkeit undme die äquivalenten Gesamtmasse (bein-
haltet die transformierten Trägheitsmomente des Antriebsstrangs und der Räder). Die
Hangabtriebskraft ergibt sich aus der Gleichung
FSpαsq  mgg sinpαsq (5.2)
mit der Fahrzeugmasse mg in kg, die Gravitationsbeschleunigung g in m{s2 und dem
Steigungswinkel αs in rad, der von der Position des Fahrzeuges abhängt. Weiter gilt
FL
 
vptq  12ρcwAvptq2 (5.3)
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mit der Luftdichte ρ in kg{m3, der zum Geschwindigkeitsvektor orthogonalen Fläche
A des Fahrzeuges in m2 und dem Widerstandsbeiwert cw. Der Rollwiderstand der
Räder FR wird nach dem Standard SAE J2452 [Soc08] berechnet:
FR pvptqq  P c1r F c2z
 
c3   c4vptq   c5vptq2

. (5.4)
Die Gleichung ist eine „Magic Formula“ ohne physikalischen Bezug. Die Parameter
c1 bis c5 sind ohne Einheiten. Die Gesamtstützlast aller Räder Fz ist in N, vptq in m{s
und der Reifendruck Pr in kPa definiert.
Nach [CP88] und [SHB13, Seite 196ff] kann der Verbrennungsmotor mittels eines PT1
Glieds und nachgeschaltetem Kennfeld, wie in Abbildung 5.2 dargestellt, modelliert
werden. Der Ausgang des PT1 Glieds αl kann als proportional zum Luftmassenstrom
des Motors interpretiert werden. Das Kennfeld MM ptq  fmpαlptq, ωptqq beschreibt
das Motormoment MM ptq über αlptq und der Rotationsgeschwindigkeit des Verbren-
nungsmotors ωptq. Im relevanten Drehzahlbereich ist die Abhängigkeit des Kennfel-
des fM pωptq, αLq von ωptq gering. Das Kennfeld kann durch die affine Funktion
MM ptq  kMαl  MS (5.5)
mit dem Motorschleppmoment MS approximiert werden [Den14]. Die Reibung im
Antriebsstrang wird nach [Alt99, Seite 15f] durch
sgn
 
ωptqMR   krωptq (5.6)
modelliert. Dabei istMR die Haftreibung und kr der Proportionalitätsfaktor der Gleit-
reibung. Das rotatorische Modell des Antriebsstrangs setzt sich damit aus dem PT1
Glied von Abbildung 5.2, der Approximation des Kennfelds (5.5) und dem Reibungs-
modell (5.6) zusammen.
Mit :uG, dem Übersetzungsverhältnis des Fahrzeuggetriebes, :uD, der Übersetzung des
Differentialgetriebes und rR, dem Radradius kann das rotatorische und das transla-
torische Teilmodell zusammengefasst werden. Es ergibt sich das Modell der Fahr-
zeuglängsdynamik aus Abbildung 5.3. Das gesamte Modell basiert auf nur zwei
Zustandsgrößen, dem Motormoment MM ptq und der Motordrehzahl ωptq bzw. der
Fahrzeuggeschwindigkeit vptq. Das äquivalente Trägheitsmoment des gesamten An-
triebsstrangs am Motorausgang ist
ΘG p:uGq  ΘM  ΘK  ΘG,ein  ΘG,aus  ΘD,ein
:u2G
  ΘD,aus   2ΘR,v   2ΘR,h  mgr
2
R
:u2G:u
2
D
.
(5.7)
fmpαlptq, ωptqq
αptq
MMptq
αlptq
ωptq
τM
Abbildung 5.2: Klassisches Motormodell mit PT1 Glied und Kennfeld
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FLpvptqq
FRpvptqq
αptq MMptq
MS MR
ωptq vptq
FSptq
+
+
+
τM kM ΘG
kR
rRz p:uG:uDq
p:uG:uDrRq
1
Abbildung 5.3: Struktur des Längsdynamikmodells
Die einzelnen Trägheitsmomente sind in Tabelle 5.1 aufgeführt. Die Massenträgheit
aller nachrangigen Elemente (z.B. Verbindungswellen) werden auf die Elemente in
Tabelle 5.1 umgelegt.
In der Abschlussarbeit [Den14] wurde das Modell mit der kommerziellen Fahrzeug-
simulationssoftware CarMaker Version 4.0.5 von IPG verglichen, die eine detailliertere
Fahrzeugmodellierung beinhaltet (u.a. Kupplung, Motormodellierung auf Basis meh-
rerer Kennfelder, endliche Steifigkeit aller Komponenten des Antriebstrangs, kom-
plexe Reifenkraft und Schlupfberechnung [IPG13a]). Es zeigte sich dabei, dass das
hier vorgestellte Modell nur geringfügig von der kommerziellen Referenzimplemen-
tierung, die auch validiert ist, abweicht. So beträgt die maximale Abweichung bei
einer 30 s Beschleunigungsphase von 10 km/h auf 120 km/h mit 2/3 der Motorleistung
lediglich 0,4 km/h.
Gesamtmodell
Mit dem Vektor
xptq  MF ptq MAptq αptq 9αptq MM ptq ωptqT (5.8)
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Zeichen Beschreibung
ΘM Trägheitsmoment des Motors
ΘK Trägheitsmoment der Kupplung
ΘG,ein Trägheitsmoment des Fahrzeuggetriebes (Motorwelle)
ΘG,aus Trägheitsmoment des Fahrzeuggetriebes (Abtriebswelle)
ΘD,ein Trägheitsmoment des Differenzials (eingangsseitig)
ΘD,aus Trägheitsmoment des Differenzials (ausgangsseitig)
ΘR,v Trägheitsmoment eines Rads (Vorderachse)
ΘR,h Trägheitsmoment eines Rads (Hinterachse)
Tabelle 5.1: Massenträgheitsmomente, die in das äquivalente Gesamtträgheitsmoment ΘG eingehen
können die beiden Teilmodelle in die gemeinsame Darstellung überführt werden:
9MF ptq
9MAptq
9αptq
:αptq
9MM ptq
9ωptq
ﬁﬃﬃﬃﬃﬃﬃﬂ 


1
τF
0 0 0 0 0
0 1τA 0 0 0 0
0 0 0 1 0 0
ω20,P kP ω
2
0,P kP ω
2
0,P 2dPω0,P 0 0
0 0 kMτM 0
1
τM
0
0 0 0 0 1ΘGp:uGptqq
kr
ΘGp:uGptqq
ﬁ
ﬃﬃﬃﬃﬃﬃﬃﬂ
Ap:uGptqq
xptq   
 


1
τF
0
0 1τA
0 0
0 0
0 0
0 0
ﬁ
ﬃﬃﬃﬃﬃﬃﬂ
B

uF ptq
uAptq

uptq
 


0
0
0
0
0
MS MR 
Fsptq FLpvptqq FRpvptqq
:uGptq:uDrR
ﬁ
ﬃﬃﬃﬃﬃﬃﬂ
Bzpvptq,:uGptqq
. (5.9)
Der Bezug zur Fahrzeuglängsgeschwindigkeit vptq ist gegeben durch
vptq 

0 0 0 0 0 rR
:uGptq:uD

xptq. (5.10)
Das Modell (5.9) ist nichtlinear, da die Kräfte Fsptq, FLptq, FRptq selbst nichtlinear von
ωptq abhängen. Des Weiteren ist die Getriebeübersetzung :uGptq veränderlich, wo-
durch das Trägheitsmoment ΘGptq variabel ist.
Der normierte Fahrpedalwinkel α ist durch mechanische Anschläge begrenzt25. Es gilt
daher die Zustandsbeschränkung
@t : α  0 ¤ αptq ¤ 100%  α. (5.11)
25 Um den Wertebereich der Parameter später für die Gütemaße zu normieren, wird bei den Gütemaßen
der Pedalwinkel α (und entsprechend auch seine Ableitung 9α) auf den Bereich 0 bis 100 (nicht 0 bis 1)
normiert und die Drehzahl in der gängigen Einheit 1/min betrachtet.
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Durch die Begrenzung des FAS auf das Stellen von Momenten entgegen der Pedal-
richtung und der Beschränkung des Fahrers auf das Stellen von Momenten in Pedal-
richtung, ergeben sich die konzeptionellen Nebenbedingungen
@t : MAptq ¤ 0 (5.12)
@t : MF ptq ¥ 0. (5.13)
Schaltstrategie
Bei der Modellierung wird angenommen, dass die Übersetzung des Fahrzeuggetrie-
bes :uGptq zu jeden Zeitpunkt bekannt ist. Um :uGptq bestimmen zu können, muss die
Schaltstrategie bekannt sein. Solange die angewendete Schaltstrategie gegeben ist, ist
es für das FAS unerheblich, ob das Getriebe manuell von Fahrer oder z.B. als automa-
tisiertes Schaltgetriebe von einem technischen System geschaltet wird. Entsprechend
ist die Schaltstrategie formal Bestandteil des Fahrzeug- oder des Fahrermodells. Es ist
für die spätere Berechnung unerheblich, ob das Fahrzeuggetriebe eine diskrete An-
zahl von Übersetzungsstufen aufweist oder die Übersetzung :uGptq eine wertkontinu-
ierliche Größe darstellt.
Bei Getrieben mit diskreten Übersetzungsstufen wird in Fahrdynamiksimulationen
im Allgemeinen modelliert, dass bei Überschreitung einer gangabhängigen Drehzahl
in den nächsthöheren Gang und bei Unterschreiten einer Drehzahl in den nächst-
kleineren Gang geschaltet wird [IPG13b, Seite 101f]. Als Alternative zu dieser recht
einfachen Schaltstrategie ist es auch möglich den Gangwechsel auf Basis eines dyna-
mischen Optimierungsproblems mit Bezug zur zukünftigen Strecke durchzuführen.
In [Ter10] wurde eine solche prädiktive Getriebeführung erstmals für schwere Nutz-
fahrzeuge vorgestellt. Dieses Konzept wurde in Kombination mit einer autonomen
Längsführung in der Abschlussarbeit [Rie12] auf PKW übertragen.
5.1.2 Fahrermodell Längsführung
Der Fahrer wird bei der Längsführung als vorausschauender Optimalregler mit glei-
tendem Horizont und quadratischer Gütefunktion JF pq modelliert. Dieser Model-
lansatz wird in der Literatur bei Fahrermodellen üblicherweise für die Querführung
verwendet, worauf in Abschnitt 3.1 eingegangen wurde. Unter der Annahme, dass
uAptq und :uGptq a-priori bekannt sind, ergibt sich das, den Fahrer beschreibende, dy-
namische Optimalsteuerungsproblem für den Zeithorizont t P rt0, Tpq zu:
uF ptq  arg min
uF ptq
t0 Tp»
t0
 
xptq  xF ptq
T
QF ptq
 
xptq  xF ptq
   uF ptq2RFF ptq d t
(5.14a)
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unter den Nebenbedingungen
9xptq  A :uGptqxptq  Buptq  Bz vptq, :uGptq (5.14b)
αptq ¥ 0 @t (5.14c)
αptq ¤ 100% @t (5.14d)
MF ptq ¥ 0 @t (5.14e)
xpt0q  xt0 . (5.14f)
Die Matrix QF ptq und der Skalar RFF ptq26 der Gütefunktion können auf Basis des
inversen Optimierungsproblems (Abschnitt A.3) bestimmt werden. Die Systemdyna-
mik (5.14b) wurde im vorhergehenden Abschnitt 5.1.1 hergeleitet.
Referenzgeschwindigkeit
Der Referenzvektors xF ptq enthält die Referenzmotordrehzahl ωF ptq, die sich über
(5.10) aus der Referenzgeschwindigkeit vF ptq ergibt. vF ptq vereint den Geschwindig-
keitswunsch des Fahrers vF,W ptq und die Abstandregelung zu einem eventuell vor-
handenen Führungsfahrzeugs.
Grundgedanke der Modellierung der Abstandregelung ist der Fahrerwunsch nach
einer Mindestzeitlücke (Englisch: Time Headway) τF,HW bezogen auf ein vorausfah-
rendes Fahrzeug. Die Zeitlücke ist definiert als
τHW ptq  dptq
vptq . (5.15)
Dabei ist dptq der Abstand vom Ego-Fahrzeug (vordere Stoßstange) zum voraus-
fahrenden Fahrzeug (hintere Stoßstange) im Straßenkoordinatensystem. § 4 Straßen-
verkehrs-Ordnung (StVO) fordert eine ausreichend große Zeitlücke zum vorausfah-
renden Verkehr. Nähert sich das eigene Fahrzeug mit τHW pt0q ¥ τF,HW dem vor-
ausfahrenden Fahrzeug, kann mit der Geschwindigkeitstrajektorie vLptq des voraus-
fahrenden Fahrzeugs und dem Fahrzeugabstand zu Beginn des Horizonts dpt0q die
Geschwindigkeitstrajektorie vF,HW ptq berechnet werden, bei der die geforderte Zeit-
lücke eingehalten wird. Wird die geforderte Zeitlücke schon zu Beginn des Intervalls
unterschritten, ergibt sich vF,HW ptq nach dem Regelgesetz
vF,HW ptq  vLptq  kF,HW vpt0q
dpt0q . (5.16)
In [Lee76] und [YW95] wurde gezeigt, dass Fahrer bei der Annäherung an ein Fahr-
zeug auch dessen Geschwindigkeit berücksichtigen und die Einhaltung einer Min-
destzeit bis zur Kollision (Englisch: Time to Collision) τF,TC mit diesem Fahrzeug
26 Für RFF wird weiterhin die Nomenklatur einer Matrix verwendet, um konsistent zu den anderen
Kapiteln zu bleiben.
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anstreben. Die Zeit bis zu Kollision τTC berechnet sich mit der Geschwindigkeit des
vorausfahrenden Fahrzeuges vLptq als
τTCptq 
#
dptq
vptqvLptq für vptq ¡ vLptq
8 für vptq ¤ vLptq
. (5.17)
Analog zur Zeitlücke kann aus τF,TC die Geschwindigkeitstrajektorie vF,TCptq be-
rechnet werden, für die τF,TC gerade eingehalten wird. Das Regelgesetz, welches an-
gewendet wird, falls die Mindestzeit zur Kollision bereits zu Beginn des Intervalls
unterschritten wird, ist
vF,TCptq  vLptq  kF,TC vpt0q  vLpt0q
dpt0q . (5.18)
Zusammengefasst ergibt sich das Modell der Geschwindigkeitsreferenz des Fahrers
als
vF ptq  min pvF,W ptq, vF,HW ptq, vF,TCptqq .27 (5.19)
In der Abschlussarbeit [Mos15] wurde eine erweiterte Modellierung des Abstand-
regelverhaltens des Fahrers vorgeschlagen, in der sich der Fahrer langsam seinem
Wunschabstand annähert. Es zeigte sich, dass mit der verfeinerten Modellierung kei-
ne besseren Ergebnisse erzielt werden konnten, weshalb diese hier nicht weiter be-
trachtet wird.
5.1.3 Fahrerassistenzsystem Längsführung
Das Längsführungs-FAS basiert auf dem indirekten Ansatz über das Nash-
Gleichgewicht, der in den letzten beiden Kapiteln bereits allgemein diskutiert wurde.
Für das hier vorgestellte FAS wird daher die Struktur des Optimierungsproblems des
FAS-Reglers und dessen Gütefunktion JApq analog zum Fahrermodell (5.14) gewählt.
Die Nebenbedingung (5.14e) ist dabei durch
MAptq ¤ 0@t (5.20)
zu ersetzten. Die Geschwindigkeitsreferenz vAptq des FAS ergibt sich, wie bei der Mo-
dellierung des Fahrers, aus einzelnen Komponenten. Dabei wird die maximale Kur-
vengeschwindigkeit berücksichtigt. Diese kann für einen gegebenen Kurvenradius rK
auf Basis der Haftschlussgrenze nach oben mit
vA,P   ?µgrK (5.21)
abgeschätzt werden. Dabei ist µ der Haftreibungskoeffizient Fahrbahn-Reifen, rk der
Kurvenradius in m und g die Erdbeschleunigung. Des Weiteren wird die zulässige
Höchstgeschwindigkeit vA,Bptq berücksichtigt. Die Geschwindigkeitskomponenten
aus der Abstandsregelung vA,HW ptq und vA,TCptq berechnen sich analog wie bei der
27 vF ptq ist zu jedem Zeitpunkt t der kleinste Wert der Trajektorien vF,W ptq, vF,HW ptq und vF,TCptq.
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Fahrermodellierung in Abschnitt 5.1.2 beschrieben. Damit ergibt sich die Geschwin-
digkeitsreferenz des Fahrers zu
vAptq  min
 
vA,P ptq, vA,Bptq, vA,HW ptq, vA,TCptq

. (5.22)
Die Geschwindigkeitsreferenz berücksichtigt in dieser Form nur Sicherheitsaspekte.
Für den zweiten Anwendungsfall des FAS, eine energieoptimale Fahrweise, muss der
Energieverbrauch in das Gütemaß des FAS einbezogen werden. Dazu wird die ener-
gieoptimale Geschwindigkeitstrajektorie vξptq berechnet und bei der Geschwindig-
keitsreferenz berücksichtigt. Diese ergibt sich aus der Minimierung der pro Strecke
benötigten Energie. Auf diesen Aspekt wird in Abschnitt 6.4 noch eingegangen.
Für das FAS müssen zwei Teilaufgaben gelöst werden. Die erste ist die Bestimmung
des idealen pJApq bzw. den beiden Elementen QA,RAA. Die zweite Teilaufgabe ist
dann, darauf aufbauend, die Berechnung des Nash-Gleichgewichts, um die Stellgrö-
ße uAptq des FAS zu bestimmen.
Bestimmung von pJApq
Um pJApq des stark kooperativen Regelkreises bestimmen zu können, muss in einem ers-
ten Schritt die in einer praktischen Anwendung unbekannte Fahrergütefunktion JF pq
bestimmt werden. Dies erfolgt über die Lösung des inversen Optimierungsproblems,
welches in Kapitel A.3 diskutiert wurde, erfolgen. Mit dem daraus resultierenden Fah-
rergütemaß JF pq und einer gegebenen globalen Gütefunktion JGpq kann die FAS-
Gütefunktion des stark kooperativen Regelkreises mit dem in Kapitel 3.5 vorgestellten
Vorgehen bestimmt werden. Da JApq auf Basis einer quadratischen Funktion model-
liert wurde und die Struktur damit vorgegeben ist, wird das Vorgehen nach Kapitel
3.5.2 angewendet. Das Parameteroptimierungsproblem (3.56a) wird dabei mit einem
Sequentiellen Quadratischen Programmierungs (SQP) Algorithmus [NW06, Kapitel
18] gelöst. Als Nebenbedingung der Optimierung wird gefordert, dassQA positiv se-
midefinit und RAA ¡ 0 ist. Die für die Parameteroptimierung notwendige Lösung
von (3.56b) und (3.56c) erfolgt basierend auf dem folgenden Abschnitt. Trotz der qua-
dratischen Struktur von JApq und JF pq kann die globale Gütefunktion weiterhin be-
liebig, ohne Einschränkungen, vorgegeben werden.
Berechnung des Nash-Gleichgewichts
Während die Bestimmung von pJApq nicht in Echtzeit erfolgen muss bzw. sogar off-
line vor Fahrtantritt durchgeführt werden kann, muss die Bestimmung des Nash-
Gleichgewichtes puptq in Echtzeit erfolgen, da sich die FAS Stellgrößen uAptq, t P
rt0, Tcq, aus dem Differentialspiel ergeben. Um eine rechenzeitoptimale Berechnung
des Nash-Gleichgewichts zu ermöglichen, wird das Problem auf den in Abschnitt
4.3 vorgestellten diskreten Algorithmus zurückgeführt. Die Idee ist dabei die Schalt-
strategie und die nichtlinearen Terme der Systemfunktion iterativ zu berücksichtigen.
Dieses Vorgehen ähnelt der Berücksichtigung von Beschränkungen in Abschnitt 4.3.3.
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Dazu wird angenommen, dass die Gangwechsel im Intervall rt0, Tpq a-priori bekannt
sind. Damit erhält man nach einer Linearisierung der Systemdynamik (5.9) die qua-
dratisch affine Problemstellung 4.1. Es kann damit die, in Abschnitt 4.3 hergeleitete,
Lösung für die Berechnung des Nash-Gleichgewichts verwendet werden. Der Ablauf
des Algorithmus des Längsführungs-FAS ist in Abbildung 5.4 dargestellt und wird
im Folgenden erläutert. Die Berücksichtigung der Nebenbedingungen ((5.11),(5.12)
und (5.13)) erfolgt wie im Ablaufdiagramm 4.2 gezeigt und wird hier, um die Über-
sichtlichkeit zu wahren, nicht dargestellt. Für die erste Iteration wird angenommen,
dass die Übersetzung des Fahrzeuggetriebes für den gesamten Prädiktionshorizont
rt0, Tpq konstant der aktuellen Übersetzung :uGpt0q ist. Für die m betrachteten Zeitin-
tervalle wird angenommen, dass ein Wechsel der Getriebestufe nur an den diskreten
Zeitpunkten, nicht aber in den Zeitintervallen, stattfindet. Es ergibt sich damit der
Vektor
~:u
tku
G 

:u
tku
G,p1q    :u
tku
G,pmq
T
, (5.23)
der die Getriebeübersetzung in den Intervallen angibt. Wie bereits erwähnt wurde
sind für k  0 alle Einträge gleich :uGpt0q. Das nichtlineare Systemmodell (5.9) wird
um die Fahrzeuggeschwindigkeit vpt0q linearisiert. Es ergibt sich das neue affine Zu-
standsraummodell
9xptq 

A
 
:uGpt0q
 Az vpt0q, :uGpt0q	xptq  Buptq  Bz vpt0q, :uGpt0q (5.24)
wobei die Matrix Azpq eine Nullmatrix ist, bis auf das Element der letzten Zeile und
Spalte, für das gilt

B

FL
  ωptqrR
:uGpt0q:uD
  FR  ωptqrR:uGpt0q:uD 	
Bωptq

ωptqvpt0q :uGpt0q:uDrR
. (5.25)
Die anderen Matrizen sind identisch zu (5.9). Das neue Systemmodell ist damit affin
und die aggregierten Matrizen
~Φ
t0u
, ~H
t0u
, ~H
t0u
z
können wie in Abschnitt 4.3 aufgestellt werden. Mit diesen Matrizen werden, eben-
falls analog zu Abschnitt 4.3, die Stellgrößentrajektorien des Nash-Gleichgewichts be-
rechnet. Mit ~utku werden anschließend die diskreten Zustandstrajektorien ~xtku ermit-
telt. Basierend auf ~xtku (bzw. ~ωtku) und der verwendeten Schaltstrategie, wird die
Wahl der Getriebeübersetzung angepasst und es ergibt sich der neue Vektor ~:utk 1uG .
Die Schaltstrategie muss dafür bekannt sein, hat aber ansonsten keine Relevanz für
den Algorithmus. Mit dem Vektor ~:utk 1uG wird die Fahrzeuggeschwindigkeit v˜ptq an
den Intervallgrenzen tp1q bis tpmq ohne Änderung der Approximation der nichtlinea-
ren Terme neu berechnet. Da hierbei die anderen Zustände nicht direkt von der Fahr-
zeuggeschwindigkeit abhängen, kann dies über ein reduziertes Zustandsraummodell
erfolgen [Den14]. Es ergibt sich der Vektor
~vtk 1u  12

vpt0q   v˜tk 1up1q v˜
tk 1u
p1q   v˜
tk 1u
p2q    v˜
tk 1u
pm1q   v˜
tk 1u
pmq
T
(5.26)
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Start
Initialisierung
~Φ
t0u
, ~H
t0u
z ,
~H
t0u
, ~:u
t0u
G
Bestimmung der Gradienten
pBJip~uq   cipqq {B~ui, i  A,F
für das System
~x  ~Φ
tku
xp0q   ~H
tku
z  
~H
tku
~u
Nash-Gl. berechnen
~u tku  

~C
tku
	1
~c tku
Motordrehzahl ~ωtku berechnen
~Φ
tku
, ~H
tku
z ,
~H
tku
, ~utku Ñ ~ωtku
k ¡ kmax
Ende
Geschwindigkeit prädizieren
~xtku, ~:u
tku
G Ñ ~v
tk 1u
Schaltstrategie anwenden
~
:u
tku
G , ~ω
tku Ñ ~:u
tk 1u
G
Systemmatrizen neu aufstellen
~
:u
tk 1u
G , ~v
tk 1u Ñ
~Φ
tk 1u ~H
tk 1u
, ~H
tk 1u
z
k  0
~C
tku
,~c tku
Ja
Nein
k   
Abbildung 5.4: Algorithmus zur diskreten Berechnung eines Nash-Gleichgewichts für das kooperative
Längsführungs-FAS
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der Abschätzung der mittleren Fahrzeuggeschwindigkeit in den Zeitintervallen. Mit
diesen Informationen kann die neue aggregierte Systemmatrix aufgestellt werden
~Φ 

Φ
 
v
tk 1u
p1q , :u
tk 1u
G,p1q

:U
 
:upt0q, :utk 1uG,p1q

Φ
 
v
tk 1u
p2q , :u
tk 1u
G,p2q

:U
 
:u
tk 1u
G,p2q , :u
tk 1u
G,p1q

Φ
 
v
tk 1u
p1q , :u
tk 1u
G,p1q

:U
 
:upt0q, :utk 1uG,p1q

...
Φ
 
v
tk 1u
pmq , :u
tk 1u
G,pmq

:U
 
:u
tk 1u
G,pmq, :u
tk 1u
G,pm1q
    :U :upt0q, :utk 1uG,p1q 
ﬁﬃﬃﬃﬃﬃﬂ .
(5.27)
Dabei ist
Φ
 
v
tk 1u
plq , :u
tk 1u
G,plq

die Zeitdiskretisierung (4.28) der Systemmatrix
A p:uGptqq  Az
 
vptq, :uGptq

im Intervall l, wobei gilt
:uGptq  :utk 1uG,plq ^ vptq  v
tk 1u
plq .
Im Weiteren ist vtk 1uplq das l-te Element des Vektors ~v
tk 1u und :utk 1uG,plq das l-te Element
von :utk 1uG . Die Matrix :Up:uI , :uIIq beschreibt den Energieerhaltungssatz beim Wechsel
der Fahrzeuggetriebeübersetzung von :uI nach :uII . Die Matrix ist definiert als
:U p:uI , :uIIq :

1 0    0
0 . . . . . .
...
...
. . . 1 0
0    0 ∆g p:uI , :uIIq
ﬁﬃﬃﬃﬃﬂ (5.28)
mit
∆g p:uI , :uIIq  ΘG p:uIqΘG p:uIIq . (5.29)
Mit der Matrix ~Φ
tk 1u
kann nun die neue diskrete EingangsmatrixHtk 1u aufgestellt
werden (siehe (4.36)). Formal werden zwei Matrizen Htk 1uA und H
tk 1u
F aufgestellt,
die aber für die Übersichtlichkeit im Ablaufdiagramm zusammengefasst wurden.
Entsprechend wird die neue Matrix Htk 1uz der Fahrwiderstände aufgestellt. Dabei
wird angenommen, dass Gang und Geschwindigkeit in den m Intervallen konstant
sind.
Um die Terminierung des Algorithmus innerhalb des zur Verfügung stehenden Zeit-
fensters zu garantieren, wird nach einer festen Anzahl von kmax Iterationen abgebro-
chen. Simulationen, die im Zuge der Abschlussarbeiten [Mos15] und [Den14] durch-
geführt wurden, zeigten, dass k  10 Iterationen ausreichen. Der Algorithmus wird
wiederholt auf das jeweilige Optimierungsproblem des gleitenden Horizontes (vlg.
Abschnitt 3.7) angewendet, um die Stellgrößen des Längsführungs FAS zu bestim-
men. Der Algorithmus wurde auf dem Fahrsimulator des IRS implementiert. Die Er-
gebnisse werden im nächsten Kapitel vorgestellt.
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5.2 Kooperative Querführung
Grundlage des kooperativen Querführungs-FAS ist, dass sowohl der Fahrer, als auch
das FAS, ein Lenkmoment auf den Lenkstrang des Fahrzeugs geben können (siehe
Abbildung 1.3). Über diese Momente erfolgen sowohl die Kommunikation zwischen
den Partnern, wie auch die Steuerung des Fahrzeugs. Verglichen mit dem Längsfüh-
rungssystem, welches nur gegen den Fahrerfuß wirken kann, gibt es keine solche Ein-
schränkung für das Querführungs-FAS. Fahrer und FAS sind strukturell gleichberech-
tigt und beide Partner sind, ohne den jeweils anderen, in der Lage die Querführung
autonom zu übernehmen. Eine vereinfachte Version des FAS wurde in [FFH16] ver-
öffentlicht. Die Gliederung von 5.2 ist identisch zu 5.1. Zuerst wird auf das Modell
der Regelstrecke eingegangen. Anschließend wird in 5.2.2 das Fahrermodell und ab-
schließend in 5.2.3 die Berechnung der FAS-Stellgröße vorgestellt.
5.2.1 Systemmodell der Fahrzeugquerführung
Im Gegensatz zum Längsführungs-FAS wird das NMS im Fahrermodell berücksich-
tigt und nicht im Systemmodell. Das Systemmodell beschreibt daher ausschließlich
die klassische Fahrzeugquerkinematik und das Lenksystem. Für das hier vorgestellte
kooperative Querführungs-FAS wird angenommen, dass das Fahrzeugsystem allge-
mein durch die Zustandsdifferentialgleichung
9xc  f
 
t,xc,MAptq,MF ptq

(5.30)
mit dem Zustandsvektor xc, dem Lenkmoment des FAS MA und dem Lenkmoment
des Fahrers MF beschrieben wird. Da die Modellierung eines solchen Fahrzeugsys-
tems bereits intensiv erforscht und dokumentiert ist, sind die Details der Modellie-
rung im Anhang B.1 dargestellt.
5.2.2 Fahrermodellierung Querführung
Für das Querführungs-FAS wurde ein neuartiger Ansatz für die Modellierung des
Fahrers und dessen NMS entwickelt. Es ist bekannt, dass ein Fahrer während der
Fahrzeugführung seine Handbewegungen, mit denen er das Lenkrad manipuliert,
nicht bewusst steuert [Don99]. Für unterbewusste Bewegungen gibt es deutliche An-
haltspunkte, dass diese durch die Kombination von Elementen einer endlichen Menge
von Bewegungsprimitiven realisiert wird [MIS04, FH05, Kal09, HG10]. Die biologisch
motivierte Grundlage des Fahrermodells ist daher, das Bewegungssystem auf Basis
einer endlichen Anzahl von Lenkbewegungsmustern zu beschreiben. In Anlehnung
an die Arbeiten [DVMP03b] und [DVMP03a], in denen auf einer höheren Abstrak-
tionsebene, Bewegungsbausteine beim Schreiben klassifiziert wurden, werden diese
Muster Movemes genannt. Die Movemes werden aus aufgezeichneten Trajektorien
des Fahrermoments MF ptq identifiziert. Im Gegensatz zu den verbreiteten Modellen
5.2 Kooperative Querführung 113
Moveme-Auswahl
` Fahrzeug
FAS
Moveme 1
Moveme 2
. . .
. . .
Moveme q
MF ptq xptq
MAptq
Abbildung 5.5: Moveme-basiertes Fahrermodell. Die beiden anderen Bestandteile des kooperativen
Regelkreises, das FAS und das Fahrzeug, sind gestrichelt dargestellt.
des neuromuskulären Systems auf Basis von Übertragungsfunktion bzw. Impedan-
zen (z.B. [Abb06]), erfordert die Identifizierung der Parameter des Moveme-Modells
nicht die Applizierung eines, den Fahrer beeinträchtigenden, Anregungssignals (vgl.
[KAV 14] und [CV14]). Die Movemes ersetzen eine Modellierung des NMS, beschrei-
ben aber nicht das Regelverhalten des Menschen. Dieses wird durch einen Regler be-
schrieben, welcher die verschiedenen Movemes nacheinander ausführt um damit ei-
ne, im Sinne der Fahrzeugführung, zielführende Beeinflussung des Lenksystems zu
erreichen. Das Moveme-Fahrermodell wurde in [FTDH13] und [FTDH14] veröffent-
licht und ausführlich diskutiert. In Abbildung 5.5 ist die Grundstruktur des Moveme-
Fahrermodells mit insgesamt q Movemes dargestellt. Das Fahrzeug und FAS sind zur
besseren Einordnung ebenfalls eingezeichnet. Im Folgenden wird die mathematische
Beschreibung der Movemes vorgestellt.
Modellierung der Movemes
Ein Moveme ist ein dynamisches System mit einer spezifischen Parametrierung und
dient der Approximation des menschlichen NMS. Das Moveme beschreibt die Lenk-
momententrajektorie MF ptq, die vom NMS des Menschen realisiert wird. Mathema-
tisch wird das Moveme als affines Zustandsraummodell der Form
9xpptq  Olxpptq   hl (5.31)
114 5 Kooperative Fahrerassistenz
beschrieben. Dabei beschreibt Ol P Rnpnp und hl P Rnp die spezifische Parametrie-
rung des l-ten Movemes. Insgesamt wird der Fahrer durch eine Menge bzw. Daten-
bank von q Movemes beschrieben. Die Elemente des Zustandsvektors xp P Rnp des
Movememodells sind identisch für alle q Movemes. Das erste Element von xp ist das
Fahrerlenkmoment MF , auf die weiteren wird später eingegangen.
Um den Wechsel zwischen verschiedenen Movemes zu modellieren, wird der Vektor
λptq P Wq mit W  t0, 1u eingeführt. Die Funktion beschreibt, welches der Movemes
zu einem spezifischen Zeitpunkt verwendet wird, um die Momententrajektorie zu
erzeugen. Dabei wird per Definition angenommen, dass immer nur ein Moveme zu
einem Zeitpunkt aktiv ist. Es ergibt sich die Bedingung
@t xλptq,λptqy  1. (5.32)
Das Gesamtsystem aller Movemes kann dargestellt werden als
9xpptq 
q¸
l1
λlptq
 
Olxpptq   hl

, (5.33)
dabei ist λl das lte Element des Vektors λ. Der nächste Schritt der Fahrermodellie-
rung ist die Beschreibung des Regelalgorithmus für die Moveme-Auswahl.
Modellierung des Moveme-Wechsels
Die Modellierung des Moveme-Wechsels erfolgt auf Basis eines Optimierungspro-
blems, das iterativ auf einem gleitenden Horizont gelöst wird. Diese Modellform wur-
de bereit in Abschnitt 3.1 motiviert. Dabei wird zunächst angenommen, dass MAptq
bekannt ist. Das Optimalsteuerungsproblem zu einem Zeitpunkt t  t0 ist:
λptq : arg min
λptq
JF
 
xcptq,xpptq,λptq

(5.34a)
unter den Nebenbedingungen
9xc ptq  f
 
t,xcptq,MAptq,MF ptq

(5.34b)
9xpptq 
q¸
l1
λlptq
 
Olxpptq   hl

(5.34c)
xc pt0q  xc,t0 (5.34d)
xp pt0q  xp,t0 (5.34e)
λpt0q  λt0 (5.34f)
λptq PWq @t (5.34g)
1  w MF ptq,λptq @t (5.34h)
1  xλptq,λptqy @t. (5.34i)
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Die Funktion (5.34h) w : R Wq Ñ t0, 1u beschränkt die Auswahl der Movemes. Es
ist nicht bekannt, ob die von einem spezifischen Moveme beschriebene Dynamik des
Lenkmoments, auch in einem anderen Momentbereich durch das NMS realisiert wer-
den kann, als in demjenigen Momentbereich, in dem die Dynamik beobachtet wur-
de. Durch die Funktion (5.34h) werden daher alle Movemes auf Momentbereiche be-
schränkt, in denen die entsprechenden Dynamiken beobachtet werden konnten. Ist
das aktuell gewählte Moveme λptq unter dem aktuellen Moment MF ptq gültig, gilt
wpq  1, anderenfalls gilt wpq  0. Für das Fahrergütemaß wird folgende Struktur
verwendet
JF pq  N pλptqq   hF
 
xc pt0   Tpq ,xp pt0   Tpq
  t0 Tp»
t0
jF
 
t,xcptq,xpptq,λptq

d t.
(5.35)
Die Funktion N pλptqq zählt dabei die Wechsel zwischen den Movemes im Zeitinter-
vall rt0, t0   Tpq28. In Studien kann beobachtet werden, dass Fahrer keine ideale Quer-
führung anstreben, sondern kleinere Regelabweichungen bis zum Überschreiten ei-
ner Schwelle ignorieren [God88]. Durch die Funktion N pλptqq kann dieses Verhalten
im Optimierungsproblem berücksichtigt werden. Durch die Bestrafung der Moveme-
Wechsel im Gütemaß wird erreicht, dass nur unter der Voraussetzung der Verbes-
serung des Restgütemaßes ein Moveme-Wechsel erfolgt. Kleinere Regelabweichun-
gen werden also toleriert. Der Rest der Gütefunktion entspricht der sehr allgemeinen
Form (2.2) und unterliegt ansonsten keiner Einschränkung.
Durch λ P Wq ist (5.34) ein ganzzahliges, nichtlineares Optimierungsproblem. Zur
Lösung wird das Problem analog zu dem in Abschnitt 3.4 vorgestellten Mehrfach-
schießverfahren in m Zeitintervalle eingeteilt, für die jeweils λ  const. angenommen
wird. Es ergeben sich im ungünstigsten Fall qm mögliche Verläufe für λptq. Mit Bedin-
gung (5.34h), durch welche sich die effektive Anzahl an Möglichkeiten deutlich redu-
ziert, ist es in einer realen Anwendung dennoch nicht realistisch, das Problem durch
direkten Vergleich zu lösen. Für die Lösung des Problems wird daher ein approximati-
ver Lösungsansatz angewendet. Der Ansatz ist dabei das dynamische Optimierungs-
problem abschnittsweise für die m Zeitintervalle zu lösen. Dazu werden, ausgehend
von den bekannten Startzuständen xc,t0 und xp,t0 , die Zustandstrajektorien xcptq und
xpptq für das erste Zeitintervall

t0, t0  ∆τp1q

und allen q möglichen Movemes be-
rechnet. Durch einen direkten Vergleich aller Lösungen, wird das ideale Moveme für
diesen Zeitabschnitt bestimmt. Auf den sich (unter der Annahme des idealen Move-
mes für den ersten Zeithorizont) ergebenden Zuständen xppt0 ∆τp1qq,xcpt0 ∆τp1qq
wird dieses Vorgehen für das zweite Zeitintervall

t0  ∆τp1q, t0  ∆τp1q  ∆τp2q

wie-
derholt. Das Vorgehen wird iterativ fortgesetzt bis zum Zeitpunkt t0 Tp. Der Rechen-
aufwand reduziert sich auf die Lösungen vonmq Anfangswertproblemen der System-
differentialgleichung mit der jeweiligen Länge ∆τpjq. Es kann gezeigt werden, dass die
Anwendung, des in den Wirtschaftswissenschaften weit verbreiteten B+B Verfahren
(Englisch „Branch-and-Bound“) [DL60, Cla99], ebenfalls zu dem hier vorgestellten
Lösungsansatz führt [Gre13]. Eine ausführliche Diskussion der Lösung des Optimie-
28 Das Intervall schließt den Anfangswert λt0  λpt0q ein.
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rungsproblems (5.34) wurde in [FTDH14] veröffentlicht. In der Veröffentlichung wur-
de außerdem eine Weiterentwicklung des Lösungsansatzes vorgestellt, welcher durch
weitere Vereinfachungen, die theoretische Rechenkomplexität um den Faktor lnpqq{lnp2q
reduziert.
Identifikation der Parameter des Fahrermodells
Die Parameter (Ol,hl) der einzelnen Movemes können aus einer bekannten Mo-
mententrajektorie MF ptq des Fahrers identifiziert werden. Dabei müssen sowohl die
Schaltzeitpunkte, bei denen zwischen den Movemes gewechselt wurde, detektiert
werden, als auch die Parameter der einzelnen Movemes bestimmt werden. Für die
Aufgabe der Identifikation wurde am IRS in der Masterarbeit [Mai12] ein Algorith-
mus entwickelt, der in [DMFH13a] und [DMFH13b] veröffentlicht wurde. Im Ver-
gleich zur kontinuierlichen Darstellung (5.31) wird bei diesem Algorithmus ein Mo-
veme durch eine affine Differenzengleichung zweiter Ordnung der Form
MF,pmq  alMF,pm1q   blMF,pm2q   cl (5.36)
beschrieben. Für die diskreten Parameter des Movemes l gilt al, bl, cl P R. Untersu-
chungen von Lenktrajektorien in [DMFH13b] zeigen, dass die Ordnung der Differen-
zengleichung (5.36) für die Modellierung von Lenkbewegungen ausreicht. Ein konti-
nuierliches Moveme-Modell der Form
d
dt

MF ptq
9MF ptq

xpptq


0 1

pIII
pI

pII
pI

Ol

MF ptq
9MF ptq

 

0
4cl
pI

hl
(5.37)
mit
p1{2 
al
2 
c
a2l
4   bl (5.38)
pI  T 2b pp1p2   p1   p2   1q (5.39)
pII  4Tb p1 p1p2q (5.40)
pIII  4 pp1p2  p1  p2   1q (5.41)
kann mit der bilinear Transformation angenähert werden. Dabei ist Tb die Abtastzeit
der Moveme Differenzengleichung. Alternativ kann die Differenzengleichung nume-
risch mit dem Matrizen-Exponential Ansatz transformiert werden [BV94].
Der Identifikationsalgorithmus erkennt keine wiederkehrenden Movemes im Mo-
mentensignal. Um einen nicht redundanten Datensatz an Movemes zu erhalten, müs-
sen daher in einem Nachbearbeitungsschritt sich wiederholende Movemes aussortiert
werden. In der Masterarbeit [Frö14] wurde ein Algorithmus hierfür entwickelt. Da-
bei wird durch direkten Vergleich der Moveme-Trajektorien eine minimale Basis an
Movemes bestimmt, durch die sich die Trajektorien aller Movemes darstellen lassen.
Zusätzlich zu den Moveme-Parametern wird der Gültigkeitsbereich der Movemes bei
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der Identifizierung erfasst (Nebenbedingung (5.34h)).
Die Validierung des Moveme-Modells wurde in [FTDH13] vorgestellt. Die Gütefunk-
tion des Fahrers JF pq kann mit den im Anhang A.3 vorgestellten Methoden der IDO
bestimmt werden.
5.2.3 Fahrerassistenzsystem Querführung
Das Querführungs-FAS nutzt den direkten Ansatz (Optimierungsproblem (3.28)). Im
Vergleich zum Längsführungs-FAS, welches auf dem indirekten Ansatz basiert, entfällt
daher die explizite Anpassung des Assistenzsytems an den Fahrer. Einzig die Iden-
tifizierung von JF pq ist weiterhin notwendig. Durch die Verwendung des Moveme-
Modells ist es ferner notwendig die Movemes des Fahrers zu identifizieren. Das kann
sowohl online wie auch offline erfolgen. Der entscheidende Schritt ist in diesem An-
satz die Bestimmung der stark kooperativen Nash-Strategie bzw. hier des stark kooperati-
ven Lenkmoments xMAptq des FAS.
Bestimmung der stark kooperativen Nash-Strategie
Formal ergibt sich das stark kooperative Lenkmoment xMAptq des FAS als Lösung des
folgenden Optimierungsproblems:
xMAptq : arg min
MAptq
JG
 
xcptq,xp ptq,MAptq

(5.42a)
unter den Nebenbedingungen
λptq  arg min
λptq
JF
 
xcptq,xpptq,λptq

(5.42b)
9xc ptq  f
 
t,xcptq,MAptq,MF ptq

(5.42c)
9xp ptq 
q¸
l1
λl ptq
 
Olxpptq   hl

(5.42d)
xc pt0q  xc,t0 (5.42e)
xp pt0q  xp,t0 (5.42f)
λpt0q  λt0 (5.42g)
λptq PWq @t (5.42h)
1  w MF ptq,λptq @t (5.42i)
1  xλptq,λptqy @t. (5.42j)
Die Nebenbedingungen (5.42c) bis (5.42j) gelten entsprechend auch für das innere Op-
timierungsproblem (5.42b). Bisher wurde davon ausgegangen, dass für die Stellgrö-
ßen u P Rne gilt und zusätzlich eventuelle Beschränkungen der Stellgrößen konvexe
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Mengen bilden. Kurz die Strategiemenge U war konvex. Die Stellgröße des Fahrers
ist hier jedoch der Auswahlvektor des Moveme-Modells λptq, welcher nicht konvex
ist. Die Erweiterung auf gemischt ganzzahlige Stellgrößen hat jedoch keine Auswir-
kungen auf die Definition eines Differentialspiels nach 2.3 und auch keine auf die for-
malen Aussagen und Ergebnisse der Kapitel 2 und 3. Insbesondere Abschnitt 3.3 gilt
weiterhin unverändert. Die Abkehr von einer konvexen StrategiemengeU hat aber er-
hebliche Auswirkungen auf die numerische Bestimmung eines Nash-Gleichgewichts
uptq und einer stark kooperativen Nash-Strategie puptq (vgl. Abschnitt 3.4), da jetzt kei-
ne NLP sondern gemischt-ganzzahlige nichtlineare Programme (MINLP) gelöst wer-
den müssen.
In einer Implementierung des FAS ist die Problemstellung (5.42) entsprechend alle Tc
zu lösen. Problematisch dabei ist der Rechenaufwand, der für das Fahrermodell - also
die Lösung des Optimierungsproblems (5.42b) - aufgebracht werden muss. Bei gege-
benen MAptq beträgt die Rechenzeit auf einem aktuellen Computersystem29 in etwa
Tc{3 [FTDH14]. Da diese Berechnungen jedoch mehrfach ausgeführt werden muss ist
eine exakte Lösung des Problems (5.42) in Echtzeit auf der zum jetzigen Zeitpunkt
verfügbaren Hardware nicht möglich.
Durch die Vereinfachung des Konzepts der Stackelberg-Lösung ist es allerdings mög-
lich eine approximative Lösung zu bestimmen. Dies wurde bereits in Abschnitt 4.1
allgemein diskutiert. Dazu wird angenommen, dass der Fahrer die Änderungen der
FAS Lenkmomente MAptq, welche sich aus der aktuellen Lösung des Problems (5.42)
ergeben, nicht für die Prädiktion seines LenkmomentsMF ptq berücksichtigt. Stattdes-
sen wird eine Approximation von MAptq verwendet. Folglich ergibt sich die Problem-
stellung: xMAptq : arg min
MAptq
JG
 
xc ptq , rxp ptq ,MAptq (5.43a)
unter den Nebenbedingungen
rλptq  m t,xc,t0 ,xp,t0 ,λt0 ,MAptq (5.43b)
9xc ptq  f
 
t,xcptq,MAptq,MF ptq (5.43c)
r9xp ptq  q¸
l1
rλl ptq Olxpptq   hl (5.43d)
xc pt0q  xc,t0 (5.43e)
xp pt0q  xp,t0 . (5.43f)
Die Funktionmpq (5.43b) steht dabei abkürzend für die entkoppelte Lösung des Opti-
mierungsproblems des Fahrermodells (5.34) unter der Annahme des a-priori bekann-
ten Verlaufs von MAptq. Die einfachste Annahme dabei ist MAptq MA,t0 . Hier wird
die Lenkmomententrajektorie xMAptq des, in der vorausgehenden Iteration der gleiten-
den Optimierung, gelösten Optimalsteuerungsproblems (5.43) verwendet. Bei (5.43)
29 Intel®Core i7-2600, 3,4 GHz, 8 GB RAM
5.2 Kooperative Querführung 119
handelt es sich um ein klassisches dynamisches Optimierungsproblem, welches mit
bekannten Verfahren wie z.B. den Schießverfahren (siehe Anhang A.2) gelöst werden
kann.
Ablauf der Berechnungen
Zusammenfassend wird der Ablauf der einzelnen Berechnungen bei der Bestimmung
von xMAptq für den gleitenden Horizont mit dem Startzeitpunkt ti vorgestellt. Der Ab-
lauf ist in Abbildung 5.6 dargestellt. Zu Beginn werden die Zustände des Fahrzeugs
xcptiq, die Zustände des Moveme-Modells xpptiq und das vom Fahrer applizierte
Moveme λptiq für den Zeitpunkt ti bestimmt. Die Bestimmung des aktuellen Move-
mes erfolgt durch den direkten Vergleich der Movemes mit der aktuellen Historie der
gemessenen Lenkmomenttrajektorie des Fahrers. Um die Laufzeit Tr auszugleichen,
wird mit der Berechnung zum Zeitpunkt t  tiTr begonnen. Alle Anfangszustände
der Optimierungsprobleme (Zeitpunkt t  ti) werden daher ausgehend von den
Messwerten des Zeitpunktes t  tiTr prädiziert. Dabei wird angenommen, dass der
Fahrer sein aktuelles Moveme beibehält. Unter der Annahme der a-priori bekannten
Approximation des FAS-Lenkmoments MAptq wird das Optimierungsproblem (5.34),
welches die Moveme-Auswahl des Fahrers beschreibt, gelöst. Aus der bekannten
Movemeauswahl rλ werden die Verläufe der Zustände des Moveme-Modells xp
und damit die Schätzung des Fahrerlenkmoments MF bestimmt. Final wird das
Lenkmoment des FAS xMAptq auf Basis des Optimierungsproblems (5.43) berech-
net. Das Vorgehen wird für die folgenden Horizonte (ti Tc, ti 2Tc, usw.) wiederholt.
Der Ansatz des Querführungs-FAS stellt keine besonderen Anforderungen an
die Modellierung des Fahrzeugs, abgesehen von der sehr allgemeinen Struktur-
forderung (5.30). Da die beiden Problemstellungen entkoppelt gelöst werden, ist
es auch möglich jeweils verschiedene Fahrzeugmodelle für die Berechnung des
Fahrer- und FAS-Lenkmoments zu verwenden. Für die Implementierung im Zuge
der vorliegenden Arbeit wurde für beide Problemstellungen ein lineares Modell
verwendet, welches im Anhang B.1 vorgestellt wird. Die globale Gütefunktion
JGpq kann ohne Einschränkungen beliebig gewählt und auch zur Laufzeit geändert
werden. Ist JGpq in der quadratischen Struktur (4.31) gegeben und das Systemmodell
(5.43) linear, kann die Problemstellung verhältnismäßig einfach mit dem Algorithmus
des Abschnitts 4.3 gelöst werden.
Modifikationen des Querführungs-FAS
Abschließend sollen noch zwei Modifikationen des Querführungs-FAS erwähnt wer-
den. Für das FAS ist es notwendig das Fahrermoment MF ptq präzise und vor allem
dynamisch messen zu können. Um den Aufwand und die Kosten für die entsprechen-
de Messtechnik in einer Serienanwendung zu umgehen, ist es alternativ möglich die
Movemes auf Basis des Lenkradwinkels δptq zu definieren und daraus das Moment
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Start
Bestimmung der Initialzustände
Prädiktion des Fahrermoments
(Optimierungsproblem (5.34))
Berechnung des FAS-Momentes
(Optimierungsproblem (5.43))
Ende
λptiq,xcptiq,xmptiq
MF ptq
xMAptq
Abbildung 5.6: Ablauf der Berechnung von xMAptq für eine einzelne Iteration des gleitenden
Horizontoptimierungsproblems zum Zeitpunkt ti des kooperativen FAS für die
Fahrzeugquerführung
5.3 Zusammenfassung des Kapitels
In diesem Kapitel wurde die Anwendung der Theorie der kooperativen Regelung ge-
zeigt. Basierend auf der Theorie der vorhergehenden Kapitel wurden zwei kooperati-
ve FAS vorgestellt. Ein FAS unterstützt den Fahrer bei der Längsführung, das Andere
in der Abschlussarbeit [Frö14] verfolgt und in [FFH16] veröffentlicht.
Des Weiteren ist ein alternatives Vorgehen bei der Bestimmung des Fahrerlenk-
moments MF ptq denkbar. In der Masterarbeit [IC14] und den darauf aufbauen-
den Veröffentlichungen [IFDH15, IDFH16] wurde eine neue Hidden Markov Mo-
del (HMM) Klasse vorgestellt. Das sogenannte Autoregressive Ein-/Ausgang HMM
(ARIOHMM) beschreibt ein System, dessen Ausgangstrajektorien sich aus der Kom-
bination bekannter Subsysteme ergeben. Die Kombination dieser Subsysteme ist da-
bei abhängig von den Eingangsgrößen des Modells. Mittels des ARIOHMM kann
das Fahrermodell approximiert werden. Ein explizites Identifizieren von JF pq ist
bei diesem Ansatz nicht notwendig. Das ARIOHMM kann auf Basis aufgezeichne-
ter Fahrzeug- und Lenkmomententrajektorien individuell für einen Fahrer trainiert
werden.
auf Basis eines inversen Lenkmomenten Modells zu berechnen. Dieser Ansatz wurde
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unterstützt bei der Querführung des Fahrzeuges.
Die Interaktion beim Längsführungs-FAS erfolgt über ein haptisches Fahrpedal. Die
kooperative Fahrzeuglängsführung greift dabei den indirekten Ansatz auf (vgl. Abbil-
dung 3.8). Eine Herausforderung stellen die Besonderheiten der Fahrzeuglängsfüh-
rung dar (Getriebeübersetzung, nichtlineare Systemdynamik). Dazu wurde eine an-
wendungsspezifische Erweiterung des Algorithmus aus Kapitel 4 vorgestellt.
Die kooperative Fahrzeugquerführung basiert auf dem Konzept der direkten Koope-
ration. Die Interaktion zwischen Fahrer, FAS und Fahrzeug erfolgt über das Lenkrad.
Für das Querführungs-FAS wurde ein neuartiges, biologisch inspiriertes Fahrermo-
dell entwickelt. Für die Realisierung dieses Modells muss ein ganzzahliges Optimie-
rungsproblem gelöst werden.
Die beiden in dieser Arbeit vorgestellten kooperativen FAS sind die ersten FAS die
auf einer formalen, spieltheoretischen Grundlage basieren. Beide FAS wurden auf ei-
nem Fahrsimulator implementiert. Die Ergebnisse werden im nächsten Kapitel vor-
gestellt.
ve FAS vorgestellt. Ein FAS unterstützt den Fahrer bei der Längsführung, das Andere
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In diesem Kapitel werden Ergebnisse, d.h. sowohl Simulationen als auch Messun-
gen, der beiden kooperativen FAS aus dem vorhergehenden Kapitel vorgestellt. Dazu
wurden drei Fahrstudien durchgeführt in denen die kooperativen spieltheoretischen
FAS mit realen Fahrern untersucht werden. Bevor die Fahrstudien vorgestellt werden,
wird auf die simulative Validierung des Konzeptes eingegangen.
6.1 Simulation
Vor der Implementierung der spieltheoretischen FAS auf dem Fahrsimulatorsystem,
mit dem die Fahrstudien durchgeführt werden, wurden verschiedene Simulationen
durchgeführt. Mit Hilfe der Simulationen konnte vorab eine Plausibilisierung der FAS
erfolgen und die entwickelten Algorithmen verifiziert werden. Im Weiteren diente der
Programmcode der Simulationen als Grundlage für die Implementierung auf dem
Fahrsimulator. Die einzelnen Modelle von Fahrer und Fahrzeugdynamik die den bei-
den FAS (vgl. Kapitel 5) zugrunde liegen, wurden vor der Simulation der Gesamtsys-
teme validiert. Diese Validierungen erfolgten im Zuge von Abschlussarbeiten oder
wurden bereits in Veröffentlichungen vorgestellt. Eine Übersicht ist in Tabelle 6.1 ge-
geben.
Im Kontext der Mensch-Maschine-Interaktion sind der Aussagekraft von numeri-
schen Simulationen jedoch Grenzen gesetzt. Ein Indiz für das Potential der beiden
Systeme in der Realität und der Validität des Konzeptes der kooperativen Regelung
kann nur in Studien mit realen Fahrern gewonnen werden. Die Vorstellung von Si-
mulationsergebnissen ist daher kompakt gehalten. Nachfolgend wird exemplarisch
auf eine Simulation des Längsführungs-FAS eingegangen. Für die Simulationen des
Querführungs-FAS wird auf Veröffentlichungen verwiesen.
Modell Validiert in
Streckenmodell Querführung [Tra12]
Streckenmodell Längsführung [Sau13, Den14, Mos15]
LQ-Fahrermodell Längsführung [Den14]
Moveme-Fahrermodell Querführung [Tra12, FTDH13]
LQ-Fahrermodell Querführung [Kur15]
Tabelle 6.1: Validierung der einzelnen, verwendeten Teilmodelle
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6.1.1 Simulation Längsführungs-FAS
Da das Längsführungs-FAS auf dem indirekten Ansatz der kooperativen Regelung ba-
siert, erfolgte die Simulation des Systems in zwei Schritten:
1. Bestimmung der stark kooperativen FAS-Gütefunktion pJApq aus den gegebenen
Gütefunktionen JGpq und JF pq (siehe Abschnitt 3.5).
2. Simulation des Differentialspiels mit Fahrer JF pq und FAS pJApq (siehe Ab-
schnitt 4.3 und 5.1.3).
Der erste Schritt, die Bestimmung von pJApq, unterscheidet sich nicht von den ent-
sprechenden Berechnungen im Zuge der Studien, die in den Abschnitten 6.3 und 6.4
vorgestellt werden. Für den zweiten Schritt (Bestimmung des Nash-Gleichgewichts
zur Laufzeit des Reglers) wird eine exemplarische Simulation vorgestellt. Bei dem
Szenario wird die Geschwindigkeitsanpassung der Fahrer-FAS-Kombination an ei-
ne a-priori gegebene Sollgeschwindigkeit untersucht. Das FAS und das Modell der
Längsdynamik ist dabei wie in Abschnitt 5.1 beschrieben. Die beiden Gütemaße JF pq,
JApq werden mittels quadratischer Funktionen modelliert. Die Parameter der Simu-
lation sind im Abschnitt B.3 dargestellt.
In Abbildung 6.1 ist die Geschwindigkeitstrajektorie des Fahrzeugs für eine simulier-
te Fahrt ohne FAS-Unterstützung wie auch für eine Fahrt mit FAS abgebildet. Au-
ßerdem ist in der Abbildung die Referenz der Geschwindigkeit des Fahrers vF und
des FAS vA dargestellt. Die Pedalmomente MA und MF , der Pedalwikel α und der
Gang sind ebenfalls abgebildet. Bei Betrachtung der Abbildung 6.1 fällt auf, dass sich
die beiden Simulationen mit und ohne FAS für die ersten 420 m Strecke nicht unter-
scheiden. In diesen Bereichen sind alle Trajektorien identisch. Dies lässt sich dadurch
erklären, dass die Ziele von FAS und Fahrer in diesem Bereich gleich sind30. Wenn
der Prädiktionshorizont den Bereich der unterschiedlichen Geschwindigkeitsreferenz
erreicht, beginnen sich die Simulationen zu unterscheiden. Da die vom Fahrer ange-
strebte Beschleunigung, auf Grund der 30 km/h geringeren Referenzgeschwindigkeit,
nicht optimal für das FAS ist wird von diesem ein Gegenmoment MAptq auf das Pe-
dal ausgeübt. Der Fahrer reagiert darauf mit einer Erhöhung seines Momentes MF ptq
und überstimmt das FAS. Dazu ist anzumerken, dass die Bestrafung der Regelabwei-
chung der Geschwindigkeit im Gütemaß deutlich größer ist als die der Stellgröße,
welche dem Pedalmoment entspricht. Insgesamt ist das Fahrermoment MF ptq bei der
Simulation mit FAS höher als bei der Simulation ohne FAS. Die Simulation mit FAS
ergibt im Bereich mit unterschiedlichen Geschwindigkeitsreferenzen (vi) eine gerin-
gere Geschwindigkeit verglichen mit der Simulation ohne FAS. Auffällig sind jedoch
einige sprunghafte Änderungen in den Momentenverläufen. Dabei gibt es zwei sehr
deutliche Momentenabfälle bei 450 m und 550 m und mehrere kleinere Sprünge der
Momente in den Bereichen 100 m bis 250 m, 420 m bis 500 m und 1050 m bis 1300
m. Die Sprünge bei 450 m und 550 m ergeben sich dadurch, dass in den Gütemaßen
30 Da FAS und Fahrer nur ein entgegengesetztes Moment aufbringen können, ist eine Verteilung des Stell-
aufwandes hier nicht möglich. Zum Vergleich, bei der Querführung ist diese Aufwandsaufteilung mög-
lich [FOSH14b].
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Abbildung 6.1: Geschwindigkeit, Pedalmomente, Pedalwinkel und Gang bei der Simulation des
Längsführungs-FAS und der Simulation des gleichen Szenarios ohne FAS
126 6 Ergebnisse
die Abweichung der Motordrehzahl (x6) bestraft wird und die Sollgeschwindigkei-
ten in eine Solldrehzahl umgerechnet werden. Die Änderung des Gangs, welcher an
diesen Stellen stattfindet, führt zu einer sprunghaften Verringerung des Drehzahlfeh-
lers und damit, über die Gütemaße bzw. Optimierung, zu geringeren Pedalmomen-
ten. Würde nicht in einen höheren, sondern einen in einen kleineren Gang geschaltet
werden, würde sich die Abweichung im Gütemaß entsprechend vergrößern. Die klei-
neren Sprünge in MAptq und MF ptq ergeben sich durch die unstetige Vorgabe der
Geschwindigkeitsreferenz und der diskreten Betrachtung des Prädiktionshorizonts.
Aus den Streckendifferenzen zwischen den sprunghaften Änderungen der Momente
bzw. des Pedalwinkels in den drei Bereichen und der Fahrzeuggeschwindigkeit lässt
sich die Diskretisierung des Prädiktionsintervalls (Tabelle B.3) ablesen.
Sollte dieser sprunghafte Momentenverlauf in einer realen Anwendung nicht ge-
wünscht werden, kann das Verhalten durch die Anpassung des Gütemaßes umgan-
gen werden. Wird die Gewichtung der Drehzahl qω (Element der MatrixQi) für jedes
Intervall im Gütemaß gangabhängig gewählt
qω,pjq  qω

:uref
:upjq

2
, (6.1)
kann indirekt die Fahrzeuggeschwindigkeit vptq im Gütemaß berücksichtigt werden,
ohne den Algorithmus abzuändern. Dabei ist :upjq die Übersetzung im Zeitabschnitt j
und :uref eine Referenzübersetzung. Die kleineren Sprünge der Momententrajektorie
können durch Interpolation der Geschwindigkeitsreferenzen viptq umgangen werden.
In Abbildung 6.2 sind die Verläufe der Zustandsgrößen für den Prädiktionshorizont
nach 450 m Fahrt mit FAS dargestellt31. Die sich bei der ersten Iteration des Algo-
rithmus ergebenden Pedalwinkel verletzen die zulässigen Grenzen des Pedalwinkels
(0 ¤ α ¤ 100%). Über die Iterationen und der damit zunehmenden Einführung von
Straftermen im Gütemaß, welche die Einhaltung der Pedalwinkel-Grenzen forcieren,
nähert sich der Pedalwinkel den Grenzen an. Der größte Pedalwinkel für k  10 ist
α  102%. Für die Berechnung bei 450 m konvergiert der Algorithmus nach der zehn-
ten Iteration. Auch die Untersuchung von anderen Stellen in der Simulation zeigt,
dass der Algorithmus nach höchstens zehn Iterationen konvergiert ist32.
Zusätzliche Simulationen des Längsführungs-FAS sind in den beiden Abschlussarbei-
ten [Den14, Mos15] gegeben.
6.1.2 Simulation Querführungs-FAS
Erste Simulationen des Querführungs-FAS erfolgten in der Masterarbeit [Ott13]. Im
Vergleich zum in Kapitel 5.2 vorgestellten Querführungs-FAS, verwendet dieses FAS
kein Moveme-Fahrermodell, sondern ein weniger komplexes LQ-Fahrermodell, ana-
log zum Fahrermodell des Längsführungs-FAS (Abschnitt 5.1.2). Dieses System ba-
siert wie das Längsführungs-FAS auf dem indirekten Ansatz der kooperativen Rege-
31 Der Ablauf des Algorithmus ist in den Abbildungen 4.2 und 5.4 dargestellt.
32 Bei der Implementierung auf dem Fahrsimulator wird nach der fünfzehnten Iteration abgebrochen.
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Abbildung 6.2: Normierter Pedalwinkel α, Fahrer-Pedalmoment MF und FAS-Pedalmoment MA über
tku die Iterationen des Algorithmus (vgl. Abbildung 4.2 und 5.4) für das
Prädiktionsintervall bei 450 m Strecke
lung. Eine ausführliche simulative Validierung dieses FAS wurde in [FOSH14b] ver-
öffentlicht. Ein Teil dieser Simulationen, nämlich die Simulation eines Differential-
spiels, in dem ein Fahrer und ein FAS ein gemeinsames Fahrzeug lenken, ähneln
den in [NC13, NC15] durchgeführten Simulationen. Auch wenn in diesen Veröffent-
lichungen durch die Verwendung einer aktiven Frontlenkung ein anderes System-
modell und andere Lösungsalgorithmen für das Differentialspiel verwendet werden,
sind die Ergebnisse der Simulationen qualitativ vergleichbar. In [NC15] wird ebenfalls
ein Stackelberg-Gleichgewicht untersucht. Jedoch ist dort die Reihenfolge der Spieler
im Vergleich zu dieser Arbeit vertauscht. In [NC15] ist der führende Spieler der Fah-
rer und der folgende Spieler das FAS. In dieser Arbeit ist der führende Spieler das
FAS und der folgende Spieler der Fahrer (vgl. Abschnitt 3.6.1). Ein Vergleich der Be-
stimmung von pJApq ist nicht möglich, da in [NC15] alle Gütemaße als gegeben ange-
nommen werden. Die erste simulative Validierung des in Abschnitt 5.2 vorgestellten
Querführungs-FAS (direkten Ansatz und Moveme-Fahrermodell) erfolgte in der Mas-
terarbeit [Frö14]. Alle Simulationen des Querführungs-FAS zeigen, wie auch schon
beim Längsführungs-FAS, durchgängig valide Ergebnisse.
6.2 Einführung Fahrstudien
Im weiteren Verlauf des Kapitels werden drei Fahrstudien mit den beiden kooperati-
ven FAS aus Kapitel 5 vorgestellt. Das Ziel ist dabei ein Nachweis der Anwendbarkeit
der Methodik der kooperativen Regelung in realen Systemen. Es ist nicht Ziel die-
ser Arbeit eine umfangreiche Applikation der beiden FAS durchzuführen. Auch ist
es nicht Ziel eine umfangreiche Studie der FAS unter ergonomischen bzw. psycho-
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logischen Gesichtspunkten durchzuführen. Dies wäre im gegebenen Rahmen dieser
Arbeit nicht durchführbar. Die Ergebnisse der Studien sollen als erstes Indiz für den
Nutzen der beiden kooperativen FAS verstanden werden. Um die beiden FAS testen
zu können, wurden diese auf einem statischen Fahrsimulator implementiert. Auf die
Studien wird im Folgenden eingegangen.
6.2.1 Fahrsimulator
Für die Validierung der beiden kooperativen FAS wurde ein statisches Fahrsimulati-
onssystem aufgebaut (siehe Abbildung 6.3 links). Eine Übersicht der Hardwarekom-
ponenten des Simulatorsystems ist im rechten Bereich von Abbildung 6.3 dargestellt.
Der Entwicklungsfokus des Systems lag auf den haptischen Komponenten, über wel-
che die Interaktion zwischen Fahrer, FAS und Fahrzeug erfolgt.
Kern des Simulators ist ein Echtzeit-System des Herstellers dSPACE. Auf der DS1006
Prozessorkarte des Systems wird sowohl die Simulation der Fahrzeugdynamik als
auch alle Berechnungen der beiden Fahrerassistenzsysteme in Echtzeit durchgeführt.
Das System ist mit einem AMD Opteron 8387 2,8 GHz Prozessor und 1 GB DDR2-RAM
ausgestattet. Wobei jedoch auf Grund von Beschränkungen des Compilers nur einer
der vier Prozessorkerne genutzt werden kann. Das System ist mittels eines CAN-Bus
mit einem haptischen Lenkrad des Typs SENSO-Wheel SD-LC von Sensodrive verbun-
den. Das Lenkrad erlaubt das Stellen eines Moments bis  16,6 Nm bei einer Auf-
lösung von 30 mNm. Es dient zur Darstellung des FAS-Lenkmoments, sowie der
Rückstellkräfte und Dämpfung des simulierten Lenkstrangs. Für die Messung des
Fahrer-Lenkmomentes und der Lenkradwinkelgeschwindigkeit wurde das Lenkrad
um ein Messsystem erweitert. Eine detaillierte Beschreibung des Messsystems ist in
der Abschlussarbeit [Pfl15] gegeben. Zwei haptische Pedale sind ebenfalls über CAN
mit dem System verbunden. Das Fahrpedal erlaubt die Nachbildung einer beliebigen
Pedal-Charakteristik. Dabei kann sowohl die statische Rückstellkraft über dem Pedal-
winkel, als auch Dämpfung und Hystereseverhalten frei und nichtlinear vorgegeben
Bremse
Fahrpedal
Lenkrad dSpace
PC
Video/Audio
CAN Ethernet
HDMI
Abbildung 6.3: Fahrsimulator des IRS
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werden. Zusätzlich zur Emulation eines klassischen Fahrpedals dient das System zur
Darstellung des FAS-Pedalmoments. Das Pedal kann dauerhaft ein Moment von 133
Nm stellen. Orthogonal zur Pedalplatte entspricht dies einer Kraft von 400 N. Die Auf-
lösung beträgt 3,3 mNm bzw. 10 mN. Ein Messsystem für das Fahrer-Pedalmoment
ist integriert. Das Regelkonzept, welches entwickelt wurde um eine hoch dynamische
Pedalkraft präzise stellen zu können, wurde in [FRDH14] vorgestellt. Die Integra-
tion in die Fahrsimulatorumgebung wurde in [RFDH14] veröffentlicht. Weitere De-
tails zum Fahrpedal können den beiden Abschlussarbeiten [Stü12, Rot13] entnommen
werden. Das Bremspedal des Simulators ist eine modifizierte Version eines Vorserien-
modells eines haptischen Pedals33. Eine Messung des Fahrer-Pedalmoments ist damit
jedoch nicht möglich. Das Lenksystem und das Fahrpedal sind in Abbildung 6.4 dar-
gestellt.
Das Echtzeit-System ist über eine proprietäre Netzwerkverbindung mit einem PC-
System verbunden. Dieser Leitrechner dient der Konfiguration und Steuerung der
Simulation. Zusätzlich wird die Visualisierung der Fahrszene berechnet. Die Ausgabe
erfolgt über einen zentralen Monitor mit 117 cm Bildschirmdiagonale und zwei klei-
neren Anzeigen für die Simulation der Seitenspiegel34.
Die Programmierung der Assistenzsysteme erfolgte in Matlab/Simulink 2010b und C.
Die Übersetzung des zuvor in C umgewandelten Programmcodes sowie die Admi-
nistration des Echtzeit-Systems erfolgt mit der Version 7.2 des dSPACE Softwarepakts.
Für die Fahrzeugsimulation, deren Visualisierung und Integration wird die Software
CarMaker 4.5.2 von IPG Automotive eingesetzt. Die Realisierung der auditiven Fahr-
zeugsimulation erfolgte mit Adletec SoundMaker 1.1.
Der Fahrsimulator simuliert die Fahrzeugdynamik eines Personenkraftwagens der
Kompaktklasse. Das validierte Fahrzeugmodell wurde von IPG Automotive zur Verfü-
gung gestellt. Die Kenndaten des Fahrzeuges sind in Tabelle 6.3 angegeben. Das nicht-
lineare IPG-Fahrzeugmodell ist deutlich detaillierter als die vereinfachten Modelle
aus Abschnitt 5.1.1 und B.1, die den Berechnungen der beiden Fahrerassistenzsyste-
me zugrunde liegen [IPG14]. Die korrespondierenden FAS-Modell Parameter sind im
Anhang B.2 zu finden.
6.2.2 Vergleichssysteme
Um eine Einordnung der Ergebnisse der im Zuge dieser Arbeit entwickelten FAS zu
ermöglichen, ist ein Vergleich mit existierenden Systemen sinnvoll. Allerdings sind
die beiden hier vorgestellten FAS die bisher ersten FAS, die auf Basis der Spieltheorie
entwickelt wurden, daher existieren keine direkten Vergleichssysteme. Es ist aber ein
33 Das Pedal wurde dankenswerterweise von einem Automobilzulieferer zur Verfügung gestellt.
34 Alternativ ist es möglich eine Virtual-Reality-Brille für die Visualisierung zu verwenden. Diese ermög-
licht dem Fahrer die dreidimensionale Wahrnehmung der Szene mit voller Rundumsicht. Die Details
der Integration des VR-Systems sind in der Bachelorarbeit [YB14] dargestellt. Bedingt durch das ge-
häufte Auftreten von Kinetose (Simulatorkrankheit) bei der Verwendung des VR-Systems wurde es
jedoch nicht für die Validierung eingesetzt. Bei Verwendung des klassischen Visualisierungssystems
sind keine derartigen Probleme aufgetreten.
130 6 Ergebnisse
Abbildung 6.4: Detailansicht des haptischen Pedal- und Lenksystems
Vergleichssystem Längsführung
Als Vergleich zum spieltheoretischen Längsführungs-FAS (Abschnitt 5.1) dient das
FAS von Mulder et al. [MAvM11]. Dieses beschränkt sich auf die Unterstützung des
Fahrzeugtyp VW Golf VI GTD
Gesamtmasse (inkl. Zuladung) 1634 kg
Bezugsfläche (Luftwiderstand) 2,15 m2
Luftwiderstandsbeiwert 0,30
Motortyp Vierzylinder Diesel mit Turboaufladung
Hubraum 1968 cm3
Leistung 125 kW
Motormodell Modellierung über Kennfeld
Getriebe 6 Gang Schaltgetriebe
Schaltstrategie Autonomer Gangwechsel bei Grenzdrehzahl
Schaltgrenze (Gang 1) Ò: 2800 1{min
Schaltgrenzen (Gang 2-5) Ó: 1300 1{min, Ò: 2500 1{min
Schaltgrenze (Gang 6) Ó: 1500 1{min
Reifentyp 195/65R15
Reifenmodellierung Modellierung über Kennfelder und [Soc08]
Tabelle 6.3: Technische Daten des Validierungsmodells des Fahrsimulators
Vergleich mit den in Abschnitt 1.6.3 vorgestellten, heuristisch entwickelten Systemen
möglich. Eine Übersicht über bisher veröffentliche Studien, die mit diesen Systemen
durchgeführt wurden, ist in [PAMW15] gegeben. Ein Vergleich zwischen den einzel-
nen Systemen erfolgte allerdings bisher nicht. Zwei Systeme ([MAvM11, dMA14]) die-
nen in einzelnen Szenarien als Vergleich zu den im Zuge dieser Arbeit entwickelten
FAS. Bei den Systemen handelt es sich jeweils um ein haptisches Längsführungs- und
Querführungs-FAS.
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Fahrers bei der Abstandshaltung zu einem vorausfahrenden Fahrzeug. Bei zu gerin-
gem Abstand zum vorausfahrenden Fahrzeug wird die Steifigkeit des Fahrpedals
durch ein vom FAS aufgebrachtes Pedalmoment erhöht. Die formale Berechnungs-
vorschrift des Pedalmomentes bei diesem FAS ist in B.4.1 beschrieben.
Vergleichssystem Querführung
Als Vergleich zum spieltheoretischen Querführungs-FAS (Abschnitt 5.2) dient das
FAS von Abbink et al. [dMA14]. Dieses FAS basiert auf einer antizipatorischen Steue-
rung und einer Adaption der Lenkradsteifigkeit. Die Berechnung des Lenkmomentes
ist im Anhang B.6.1 beschrieben. Das FAS versucht das, in empirischen Studien be-
obachtete, Regelverhalten eines Menschen nachzuahmen. Das FAS eignet sich nur für
die Unterstützung in klassischen Spurhalteszenarien. Eine Unterstützung des Fahrers
bei Manövern, die über die klassische Spurhaltung hinausgehen (z.B. ein Ausweich-
manöver), ist aufgrund des Konzepts der Adaption der Lenkradsteifigkeit und der
ausschließlichen Betrachtung eines zukünftigen Zeitpunktes nicht möglich.
6.2.3 Überblick über die Studien
In den folgenden Abschnitten werden die drei Studien vorgestellt, die im Rahmen der
vorliegenden Arbeit durchgeführt wurden:
• Fahrstudie Längsführung (Abschnitt 6.3)
• Fahrstudie Energieverbrauch (Abschnitt 6.4)
• Fahrstudie Querführung (Abschnitt 6.5)
Der Fokus der beiden Studien in den Abschnitten 6.3 und 6.5 liegt in der Un-
tersuchung des Einflusses des Längs- bzw. Querführungs-FAS auf Indikatoren mit
Bezug zur Fahrsicherheit wie z.B. der Zeitabstand zum vorausfahrenden Fahr-
zeug, die Geschwindigkeitsüberschreitung und die Querablage. Für das kooperati-
ve Längsführungs-FAS wurde darüber hinaus eine weitere Studie durchgeführt (Ab-
schnitt 6.4). Fragestellung dieser Studie ist, ob das FAS zu einer verbrauchsoptimier-
ten Fahrweise beitragen kann. Außerdem wurde eine Fahrstudie durchgeführt, um
die in Abschnitt 5.2.3 vorgestellte, vereinfachte Version des Querführungs-FAS, eben-
falls mit Fokus auf Sicherheitsaspekten, zu validieren. Diese wurde in [FFH16] veröf-
fentlicht und wird daher hier nicht wiederholt.
Probanden
Die Probanden wurden überwiegend aus der Gruppe der Studierenden des KIT ange-
worben und entsprechen damit einer relativ jungen Fahrergruppe. Diese Fahrergrup-
pe ist überproportional häufig in Unfälle verwickelt [Sta14, Seite 17]. In einer realen
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Anwendung ist daher zu erwarten, dass diese Gruppe besonders von den hier vor-
gestellten Systemen profitiert. Alle Probanden haben mindestens die Fahrerlaubnis
der Klasse B. Die Teilnahme an den Studien war stets freiwillig und es erfolgte kei-
ne finanzielle Kompensation. Es stand den Probanden frei, den Versuch jederzeit und
ohne Angabe von Gründen abzubrechen. Keiner der Probanden hatte zum Zeitpunkt
der Studien Vorwissen über das zu untersuchende System oder die Ziele der Studie.
6.3 Fahrstudie Längsführung
In diesem Abschnitt wird die erste Fahrstudie vorgestellt, mit welcher das
Längsführungs-FAS untersucht wurde. Die Durchführung der Studie erfolgte im Zu-
ge der Bachelorarbeit [Mos15]. Der Fokus der Studie lag auf der Fahrsicherheit. Es
nahmen zehn Probanden an der Studie teil. Detaillierte Informationen zu den Proban-
den sind in Tabelle B.4 zusammengefasst. Der Abschnitt gliedert sich wie folgt: Zuerst
wird in 6.3.1 eine Übersicht der Studie gegeben, anschließend wird die Parametrisie-
rung des FAS vorgestellt (6.3.2). Im Weiteren werden die Szenarien und Ergebnisse
vorgestellt (6.3.3 bis 6.3.5), abschließend erfolgt deren Diskussion (6.3.6).
6.3.1 Ablauf der Studie
Die Studie setzt sich aus drei Szenarien zusammen, welche von den Probanden an
zwei aufeinander folgenden Tagen absolviert wurden:
(A) Identifikation: Ziel des Szenarios ist die Aufzeichnung von Daten für die Iden-
tifizierung von JF pq.
(B) Abstandsregelung: In diesem Szenario wird der Einfluss des FAS auf das Ab-
standregelverhalten des Fahrers untersucht.
(C) Reale Fahrt: Untersuchungsgegenstand dieses Szenarios ist das Abstands- und
Geschwindigkeitsregelverhalten in einer realitätsnahen Fahrt.
Szenario A wurde am ersten Tag, die Szenarien B und C am zweiten Tag durchge-
führt. Die Abfolge der zu untersuchenden FAS Einstellungen wurde in den Szenarien
variiert, um einen möglichen Trainingseffekt auszugleichen. Die Probanden wurden
nicht über Funktionsweise und jeweilige Parametrierung des FAS informiert. Nach
jeder Fahrt wurden die Probanden gebeten, einen Fragebogen (siehe Anhang B.4) zu
beantworten. Damit sollte die subjektive Bewertung des FAS ermittelt werden. Die
Probanden beeinflussen die Längsdynamik ausschließlich über das Fahrpedal. Das
Bremspedal des Simulators wird in dieser Studie nicht benutzt.
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6.3.2 Konfiguration Längsführung-FAS
Für die Modellierung des Fahrers wurde eine quadratische Gütefunktion der Form
JF pq 
t0 TP»
t0
 
xptq xF ptq

QF
 
xptq xF ptq
T    uF ptq2RFF     9uF ptq2∆RFF d t
(6.2)
gewählt35. Die Referenz der Motordrehzahl ωF ptq ergibt sich aus der Referenz der
Geschwindigkeit vF ptq. Diese setzt sich wie in Kapitel 5.1.2 beschrieben aus der Ge-
schwindigkeitsbegrenzung und der Abstandsregelung für ein gegebenenfalls voraus-
fahrendes Fahrzeug zusammen. Die Mindestzeitabstände wurden für die Kollisions-
zeit τTC  1, 5 s und für die Zeitlücke τHW  1, 5 s gewählt. Die Referenz für die
weiteren Zustandsgrößen in xF ptq ist konstant Null. Die DiagonalmatrixQF und die
beiden SkalareRFF und ∆RFF werden individuell für jeden der Probanden mit dem
in [Kur15] vorgestellten inversen Optimierungsalgorithmus auf Basis der Daten von
Szenario A identifiziert.
Die Updaterate Tc der gleitenden Optimierung ist 50 ms und der Prädiktionshorizont
ist Tp  10 s. Die Abtastzeiten der Zeitdiskretisierung des Algorithmus (vgl. Kapitel
4.3) sind in Tabelle B.3 dargestellt. Es wurde eine nicht äquidistante Einteilung ge-
wählt, um einen guten Trade-off zwischen Auflösung im Kontrollintervall, Länge des
Prädiktionshorizonts und Rechenzeit zu erreichen. Die globale Gütefunktion JGpq
wurde mit
JGpq 
T»
0
 
xptqxGptq

QG
 
xptqxGptq
T  uAptq2RGA   9uAptq2∆RGA d t (6.3)
und den Parametern
QG  diag
  
0 0 0 0 3, 125 0, 55
 
RGA  0, 75 ∆RGA  7, 50 (6.4)
vorgegeben. Die Bestimmung der stark kooperativen Gütefunktion pJApq erfolgt auf Ba-
sis der Methode aus Abschnitt 3.5.2. Die Struktur der FAS Gütefunktion ist analog zu
(6.2) gewählt, der Index F ist dabei durchA zu ersetzen. Die Parameter der Gütefunk-
tion (QA,RAA,∆RAA) wurden für jeden der Probanden auf Basis des vorgegebenen
JGpq und den identifizierten, individuellen JF pq bestimmt. In Szenario B dient das
haptische Längsführungs-FAS von Mulder et al. [MAvM11] als Vergleich.
6.3.3 Szenario A
Ziel des Szenarios ist die Gewöhnung der Probanden an den Simulator und die Auf-
zeichnung von Daten für die Identifizierung von JF pq. Die 2100 m lange Strecke setzt
sich aus mehreren Beschleunigungs- und Verzögerungsphasen sowie Abschnitten mit
35 Die Ableitung von 9uF ptq wird nicht explizit berechnet, sondern durch (4.32d) angenähert.
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Abbildung 6.5: Stecke von Szenario A (Identifikation) mit Geschwindigkeitsbeschränkungen in km{h. In
Rot ist der für die Identifizierung verwendete Streckenabschnitt markiert.
Ergebnisse
Die identifizierten Gütefunktionen der Probanden JF pq sind in der Tabelle B.5 und
die zugehörigen stark kooperativen Gütefunktionen des FAS pJApq sind in Tabelle B.6
im Anhang dargestellt. Die Berechnung der pJApq dauerte 2,7 bis 3,2 Stunden pro Fah-
rer36.
6.3.4 Szenario B
Dieses Szenario dient der Validierung des Einflusses des FAS auf das Abstandregel-
verhalten des Fahrers. Dem eigenen Fahrzeug fährt in diesem Szenario ein weiteres
Fahrzeug voraus. Die Probanden übernahmen die Längsführung unter Berücksich-
tigung des vorausfahrenden Fahrzeugs. Die Geschwindigkeit des vorausfahrenden
Fahrzeugs ist über die Strecke vorgegeben. Durch entsprechende Manöver dieses
36 Es wurde ein virtualisiertes Rechnersystem mit statisch zugewiesenen Ressourcen verwendet (4 Gbit
RAM und ein Kern des Intel Xeon E5-2630v2 Prozessors).
konstanter Geschwindigkeit (80 km{h, 100 km{h und 120 km{h) zusammen (siehe Abbil-
dung 6.5). Die Bestimmung der Gütefunktionen erfolgte in dem markierten Bereich
nach einer Trainingsphase. Ergebnisse von [MLR 04] zeigen eine sehr schnelle Ge-
wöhnung der Probanden an ein Fahrsimulatorsystem. Die 1000 m lange Trainings-
phase ist daher ausreichend. Aufgabe der Probanden ist die Einhaltung der vorgege-
benen Geschwindigkeit. Das Längsführungs-FAS ist in diesem Szenario nicht aktiv.
Die Querführung des Fahrzeugs erfolgte manuell durch die Probanden.
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kein FAS FAS [MAvM11] FAS nach 5.1
RMS von τHW ptq in s 0,49 0,61 0,69
RMS von MAptq in Nm - 4,57 18,33
RMS von MF ptq in Nm 11,44 15,30 20,2
Ist das FAS hilfreich? (Frage F11)
0 (Nein) bis 10 (Ja)
3,1 5,2 6,3
Bewertung des FAS (Frage F12)
1 (sehr gut) bis 6 (ungenügend)
4 3,8 2,9
Tabelle 6.4: Mittelwerte über die Ergebnisse aller Probanden einer Fahrt bei der Abstandshaltung zu
einem vorausfahrenden Fahrzeug. Es sind alle drei Fahrten dargestellt.
Fahrzeuges wird der Fahrer bei der Abstandregelaufgabe herausgefordert. Für
die Berechnung der Geschwindigkeitsreferenz werden die gleichen Zeitlücken wie
beim Fahrermodell verwendet (1, 5 s). Die Querführung des Fahrzeuges erfolgt in
diesem Szenario durch einen autonomen Regler. Das Lenkrad hat keine Funktion.
Die Strecke wird von jedem Probanden dreimal absolviert. Dabei erfolgt bei einer
Fahrt keine Unterstützung des Fahrers durch ein FAS, eine Fahrt erfolgt mit dem
FAS nach [MAvM11] und eine Fahrt mit dem kooperativen FAS. Die Abfolge dieser
Konfigurationen wurde dabei zwischen den Probanden variiert.
Ergebnisse
Die Ergebnisse sind in Tabelle 6.4 zusammengefasst. Für den Zeitabstand und die Mo-
mente sind dabei die Mittelwerte über die Effektivwerte aller zehn Probanden darge-
stellt, für die subjektiven Bewertungen jeweils die Mittelwerte über alle Antworten.
Bei der Fahrt mit dem FAS nach [MAvM11] vergrößert sich der Zeitabstand im Mit-
tel um 24 % im Vergleich zu der Fahrt ohne FAS Unterstützung (p = 0,025)37. Bei der
Fahrt mit dem kooperativen FAS beträgt die Vergrößerung 39 % (p = 0,006). Das Pe-
dalmoment MAptq des spieltheoretischen FAS ist um das Vierfache höher als beim
Vergleichssystem von Mulder.
37 Der p-Wert gibt die Wahrscheinlichkeit die gegebenen Ergebnisse zu erhalten unter der Annahme, dass
die Nullhypothese korrekt ist, an (Fehler 1. Art). Hier entspricht die Nullhypothese der Aussage „Der
Zeitabstand ist bei der Fahrt mit dem FAS nicht größer im Vergleich zur Referenzfahrt“. Ein niedriger p-
Wert ist ein Indiz, dass die Nullhypothese unwahrscheinlich ist. In der vorliegenden Arbeit wird der p-
Wert mittels des einseitigen t-Tests berechnet [BD09]. Der Berechnung des p-Wertes liegt die Annahme
zugrunde, dass die beiden zu betrachtenden Verteilungen normalverteilt sind oder sich die Verteilun-
gen durch einen ausreichend großen Stichprobenumfang einer Normalverteilung annähert (Zentraler
Grenzwertsatz). Durch die relativ kleine Probandenanzahl ist diese Annahme hier allerdings formal
nicht gesichert. Per Definition wird bei einem p-Wert von kleiner als 0,05 eine Hypothese als signifi-
kant, ab einem p-Wert von 0,01 als stark signifikant bezeichnet [BD09, Seite 740].
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Abbildung 6.6: Stecke und Geschwindigkeitsbegrenzung von Szenario C
6.3.5 Szenario C
Ziel von Szenario C ist sowohl die Untersuchung des Abstand- wie auch des Ge-
schwindigkeitsregelverhaltens auf einer realitätsnahen Strecke. Die 2700 m lange
Fahrstrecke und die, über Verkehrszeichen vorgegebene, Geschwindigkeitsbegren-
zung sind in Abbildung 6.6a dargestellt. Abschnittsweise wird die mögliche Ge-
schwindigkeit durch ein vorausfahrendes Fahrzeug begrenzt, dessen Manöver von
der Position des eigenen Fahrzeugs getriggert werden. Anders als bei Szenario B kön-
nen diese Fahrzeuge an einigen Stellen überholt werden oder biegen von der Fahr-
spur ab. Die Referenzgeschwindigkeit aus der Geschwindigkeitsbegrenzung (Beschil-
derung) und aus der Abstandsregelung nach Abschnitt 5.1.2 ist in Abbildung 6.6b
dargestellt. Die gewünschten Zeitabstände sind wieder 1, 5 s. Die Probanden absol-
vierten das Szenario mit dem kooperativen Längsführungs-FAS sowie ohne FAS Un-
terstützung. Die Querführung des Fahrzeugs erfolgte manuell durch die Probanden
über das haptische Lenkrad. Eine Unterstützung der Probanden bei der Querführung
erfolgte nicht.
Objektive Ergebnisse
Tabelle 6.5 fasst die objektiven Ergebnisse des Szenarios zusammen. Dabei beschreibt
v∆Bptq die Überschreitung der durch die Beschilderung vorgegebenen Höchstge-
schwindigkeit vBptq:
v∆Bptq 
#
0 für vptq ¤ vBptq
vptq  vBptq für vptq ¡ vBptq
. (6.5)
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Referenz FAS
RMS von v∆Bptq τHW ptq MF ptq v∆Bptq τHW ptq MF ptq MAptq
Einheit km{h s Nm km{h s Nm Nm
P1 14,04 1,10 12,42 7,39 0,93 13,70 2,13
P2 3,84 1,14 12,83 3,53 1,58 15,39 3,64
P3 6,50 0,92 12,27 7,53 1,05 13,44 0,81
P4 3,23 1,13 12,43 3,81 1,00 20,31 18,22
P5 5,33 0,97 12,02 3,54 1,04 26,00 19,38
P6 4,45 1,09 12,00 1,24 1,03 19,67 12,92
P7 9,17 0,83 12,60 6,13 1,30 16,17 5,35
P8 9,94 1,22 12,90 15,24 1,11 15,92 4,27
P9 22,15 1,07 13,30 8,10 1,24 10,67 6,07
P10 8,40 1,05 12,01 6,45 1,02 13,57 1,88
ø 8,71 1,05 12,48 6,30 1,13 16,48 7,47
Tabelle 6.5: Objektive Ergebnisse von Szenario C (Realfahrt) für alle 10 Probanden
Der Zeitabstand τHW ptqwurde nur für Bereiche des Szenarios mit vorgelagertem Ver-
kehr berechnet. Der Zeitabstand τHW ptq bei der Fahrt mit Assistenzsystem ist im Mit-
tel um 80 ms bzw. 8% größer verglichen mit der Fahrt ohne FAS (p = 0,156). Im Mittel
ist die Geschwindigkeitsüberschreitung bei der Fahrt mit dem FAS 28 % geringer als
bei der Referenzfahrt (p = 0,087). Der absolute Unterschied beträgt 2,41 km{h. Der Ef-
fektivwert des Fahrermoments MF ptq ist bei der Fahrt mit dem FAS um 4 Nm bzw.
32 % größer. In Abbildung 6.7 sind die resultierenden Geschwindigkeitstrajektorien
des Fahrzeugs für den Durchlauf mit und ohne FAS für je zwei der Probanden darge-
stellt. Die zugehörigen Trajektorien der Pedalmomente der Fahrer und des FAS sind
ebenfalls abgebildet.
Subjektive Ergebnisse
Die Ergebnisse der subjektiven Bewertung sind im Anhang in der Tabelle B.7 dar-
gestellt. Im Mittel wird bei Frage F12 die Fahrt mit FAS um eine Schulnote besser
bewertet als die Fahrt ohne FAS (p = 0,064). Acht der zehn Probanden bewerteten die
Fahrt mit FAS-Unterstützung besser als die Referenzfahrt. Der Boxplot für Frage F12
ist in Abbildung 6.8 dargestellt.
6.3.6 Diskussion der Ergebnisse
Bei der Betrachtung der identifizierten Fahrergütefunktionen (Tabelle B.5) zeigt sich,
dass die Systemzustände MF , α und 9α kaum in den Regelzielen berücksichtigt wer-
den. Das wesentliche Regelziel ist, wie aus regelungstechnischer Sicht zu erwarten,
die Einhaltung der Geschwindigkeit bei gleichzeitiger Minimierung des Aufwands
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Abbildung 6.8: Boxplot der subjektiven Beurteilung des Längsführungs-FAS (Die Box zeigt das 25 und 75
% Perzentil und den Median, die Whisker die Extrema, Kreuze Ausreißer). Die
Detailergebnisse sind in Tabelle B.7 dargestellt.
(R und ∆R). Ein Nebenziel des Fahrers ist die Minimierung des Motormomentes.
Die einzelnen Probanden unterscheiden sich in ihrer Gewichtung der jeweiligen Teil-
ziele.
Um die Fahrergütemaße JF pq mit den FAS-Gütefunktionen rJApq (Tabelle B.6) in Re-
lation setzen zu können, bietet sich der Quotient qω{R an. Dieser beschreibt (stark ver-
einfacht) das Verhältnis von Geschwindigkeitsregelung zu Regelaufwand. Je größer
qω{R, desto geringer die Regelabweichung im Bezug zur Fahrzeuggeschwindigkeit.
Vergleicht man die Gütemaße JF pq und rJApq zeigt sich, dass das Verhältnis der Quo-
tienten qω{R in JF pq und rJApq für einen Fahrer umgekehrt proportional ist. D.h. klei-
nere qω{R in JF pq führen in der Tendenz zu größeren qω{R bei rJApq und vice versa.
Das FAS ergänzt damit den Fahrer im Bezug zu JGpq. Insgesamt zeigt sich in den Gü-
temaßen eine verhältnismäßig starke Gewichtung des Motormomentes MM , wie sie
auch im globalen Gütemaß 6.4 vorgegeben ist.
Bei der Abstandshaltung (Tabelle 6.4) wird, trotz des objektiv deutlich höheren FAS-
Moments, das kooperative FAS von den Probanden subjektiv deutlich besser bewer-
tet als das FAS von Mulder (Frage F11 und F12 in Tabelle 6.4). Im Weiteren ist die
Verbesserung des Zeitabstandes durch das kooperative FAS deutlich größer als beim
Vergleichssystem [MAvM11] (39 % gegenüber 24 %). Die Verbesserung durch das
FAS von Mulder ist signifikant, die durch das kooperative FAS stark signifikant. Der
Zeitabstand in Szenario B ist vergleichsweise gering (0,49 s bis 0,69 s).
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Zum Vergleich: Der gesetzlich gewünschte Zeitabstand liegt bei τHW  1, 8 s und ei-
ne rechtliche Maßregelung erfolgt bei einer Unterschreitung eines Zeitabstandes von
τHW  0, 9 s38. Das Szenario entspricht keiner typischen Verkehrssituation, da be-
wusst durch entsprechende Manöver des vorausfahrenden Fahrzeugs, das Abstand-
regelverhalten des Fahrers herausgefordert wurde. In Sachen Verkehrssicherheit ist
die Vergrößerung des Zeitabstands um 200 ms durch das kooperative FAS eine klare
Verbesserung.
Im Szenario C, welches eine realistischere Verkehrssituation als Szenario B beschreibt,
sind die Zeitabstände größer (Tabelle 6.5). Die Verbesserung durch das FAS ist dort
jedoch geringer (im Durchschnitt 8 %). Dabei ist zu berücksichtigen, dass ein Ein-
griff des FAS erst ab einem Zeitabstand von τHW  1, 5 s erfolgt. Die Unterstützung
durch das FAS in Szenario C führt zu einer Verringerung der Überschreitung der Ge-
schwindigkeitsbegrenzung (im Durchschnitt um 28 %). Deutlich interessanter und
aufschlussreicher als die Betrachtung der Mittelwert ist die individuelle Betrachtung
der Probanden. Der Effekt des FAS ist bei den meisten Probanden, deren Fahrverhal-
ten man in der Vergleichsfahrt ohne FAS als angemessen bezeichnen kann, gering.
Betrachtet man aber die Probanden P1 und P9, welche zu einer ausgeprägten Über-
schreitung der Geschwindigkeitsbegrenzung neigen (Tabelle 6.5), zeigt sich eine deut-
liche Verbesserung durch das FAS. Das gleiche Bild ergibt sich, wenn man die indivi-
duellen Verbesserungen der Zeitabstände betrachtet.
Allgemein zeigt die Fahrt mit dem FAS deutlich weniger starke Beschleunigungs- und
Verzögerungsphasen. Dieser Effekt des FAS konnte bei den meisten Probanden beob-
achtet werden. Ein exemplarisches Beispiel dazu ist der Proband P7 in Szenario C
(Abbildung 6.7). Dieser musste bei 600 m und 2200 m sein Fahrzeug stark abbremsen,
um nicht mit einem vorausfahrenden Fahrzeug (vgl. Abbildung 6.6b) zu kollidieren.
Durch die angepasste Geschwindigkeit mit dem FAS konnten diese deutlichen Verzö-
gerungsphasen vermieden werden.
Grundsätzlich ist zu erkennen, dass alle Probanden mit einer Erhöhung des Pedalmo-
ments MF auf ein FAS-Moment MA reagieren. Dies ist besonders ersichtlich in den
durch die Abstandsregelung induzierten Momentspitzen (Abbildung 6.7 bei 800 m
und 1900 m). Abhängig von diesem Gegenmoment erhöht wiederum das FAS sein
Moment. Es stellt sich ein Nash-Gleichgewicht zwischen Fahrer- und FAS-Moment
ein. Die Stärke der resultierenden Momente variiert stark zwischen den Probanden
(vgl. Proband P5 und P7 in Abbildung 6.7). Das Level der Nash-Momente hängt von
der Gewichtung der Stellgröße der Gütemaße der Partner ab. Die Abhängigkeit vom
FAS-Gütemaß konnte in [Mos15] durch die explizite Vorgabe verschiedener JApq ge-
zeigt werden.
Die Bewertung, ob die FAS Eingriffe als störend empfunden werden (Frage F5), deckt
sich mit den RMS Werten des FAS-Moments (Tabelle 6.5). Je größer MA, desto mehr
fühlten sich die Probanden gestört und desto mehr fühlten sie sich vom FAS bevor-
mundet (Frage F6). Die Antworten der Fragebögen (insbesondere Frage F6) lassen
erkennen, dass nach Meinung der Probanden mit der gegebenen Konfiguration des
kooperativen FAS eine ausgeglichene Autoritätsverteilung zwischen der Automation
und dem Fahrer erreicht wurde.
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6.4 Fahrstudie Energieverbrauch
In diesem Abschnitt wird die zweite Fahrstudie zum Längsführungs-FAS vorgestellt.
Intention der Konfiguration des FAS in diesem Abschnitt ist es, den Fahrer zu einer
energieoptimalen Fahrweise anzuleiten. Es nahmen zehn Probanden an der Studie
teil. Detaillierte Informationen zu den Probanden sind in Tabelle B.8 zusammenge-
fasst. Die Struktur des Abschnittes orientiert sich an der Struktur des vorausgehenden
Abschnittes 6.3. Zuerst wird in 6.4.1 eine Übersicht der Studie gegeben und anschlie-
ßend die Parametrisierung des FAS vorgestellt (6.4.2). Im Weiteren werden die Sze-
narien und Ergebnisse erläutert (6.4.3 und 6.4.4). Abschließend erfolgt die Diskussion
(6.4.5).
6.4.1 Ablauf der Studie
Die Studie setzt sich aus zwei Szenarien zusammen, welche von den Probanden an
zwei aufeinander folgenden Tagen absolviert wurden.
(A) Identifikation: Aufzeichnen von Daten für die Identifizierung von JF pq.
(B) Energieverbrauch bei Überlandfahrt: In diesem Szenario wird der Einfluss des
FAS auf den Energieverbrauch bei einer Überlandfahrt untersucht.
Szenario A wurde am ersten Tag, Szenario B am zweiten Tag absolviert. Die Abfol-
ge der zu untersuchenden FAS Einstellungen wurde in Szenario B variiert um einen
möglichen Trainingseffekt auszugleichen. Die Probanden wurden nicht über Funkti-
onsweise und jeweilige Parametrierung des FAS informiert. Nach jeder Fahrt wurden
die Probanden gebeten einen Fragebogen zu beantworten. Damit sollte die subjektive
Bewertung des FAS ermittelt werden. Der Fragebogen ist im Anhang B.5 gegeben.
6.4.2 Konfiguration des FAS
Die Modellierung des Fahrers erfolgt auf Basis des quadratischen Gütemaßes (6.2).
Die Parameter der Fahrergütemaße werden individuell für jeden Fahrer auf Basis der
Daten der Identifikationsfahrt (Szenario A) identifiziert. Die Zeitkonstanten des Algo-
rithmus entsprechen denen der vorhergehenden Studie39. Die Struktur des globalen
Gütemaßes wurde als
JGpq 
T»
0
 
ωptq  ωGptq
2
qω,G
 
:uptq   uAptq2RGA d t (6.6)
gewählt. Die Referenzdrehzahl ωGptq berechnet sich dabei nach (5.10) aus der energie-
optimalen Fahrzeuggeschwindigkeit vξptq. Das Ziel des Gütemaßes ist die Bestrafung
39 Tc  50 ms, Tp  10 s und Abtastzeiten nach Tabelle B.3
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einer Abweichung von der energieoptimalen Geschwindigkeit vξptq. Für die Berech-
nung wird dies indirekt über die Motordrehzahl ωptq implementiert. Die Gewichtung
der Drehzahlabweichung qω,G p:uptqq ist vom entsprechenden Gang abhängig (vgl. Ab-
schnitt 6.1.1). In diesem Abschnitt wird die Gewichtung immer in Bezug zum dritten
Gang angegeben und als qωp3q bezeichnet. Für die anderen Gänge ergeben sich die
jeweiligen Gewichtungen aus (6.1). Die gangabhängige Gewichtung der Motordreh-
zahl im Gütemaß wurde auch bei der Modellierung des Fahrers berücksichtigt40.
Auf Basis der Struktur (6.6) und vξptq wurden zwei globale Gütemaße aufgestellt.
Das erste JGpq beschreibt das Ziel, den Fahrer durch vergleichsweise geringe FAS-
Momente zu einer energieoptimalen Fahrweise anzuleiten. Die Bestrafung der FAS-
Momente ist beim zweiten JGpq geringer wodurch sich entsprechend größere FAS-
Momente einstellen werden. Die beiden Zielstellungen, bzw. die daraus resultieren-
den FAS, werden im Folgenden als anleitend bzw. unterstützend bezeichnet. Die Para-
meter der beiden JGpq sind:
• Anleitende Zielstellung
qωp3q,G  1, RGA  2
• Unterstützende Zielstellung
qωp3q,G  1, RGA  0, 5
Auf Basis der beiden globalen Zielstellungen und der identifizierten JF pq werden für
jeden der Probanden die Parameter der beiden stark kooperativen Gütefunktionen pJApq
bestimmt. Die Struktur ist analog zum globalen Gütemaß (6.6) gewählt. Die Referenz
wird für die beiden FAS aus der verbrauchsoptimalen Geschwindigkeitstrajektorie
vξptq berechnet.
6.4.3 Szenario A
Ziel des Szenarios ist neben der Gewöhnung der Probanden an den Fahrsimulator
die Aufzeichnung von Daten für die Identifizierung von JF pq. Die Strecke mit der
Gesamtlänge von 8000 m und die geltenden Geschwindigkeitsbeschränkungen sind
in Abbildung 6.9 dargestellt. Aufgabe der Probanden ist die Einhaltung der vorgege-
benen Geschwindigkeit. Im schwarz markierten Bereich führten die Probanden einige
Bremstests durch, wie z.B. Abbremsen an einem Stoppschild oder ein Notbremsma-
növer bei einem plötzlich auftauchenden Hindernis. Diese wurden durchgeführt, um
die Probanden an das Bremsverhalten des Fahrzeugs zu gewöhnen, da das Fahrzeug-
modell über kein Antiblockiersystem verfügt. Das Längsführungs-FAS ist in diesem
Szenario nicht aktiv. Die Querführung des Fahrzeugs erfolgte manuell durch die Pro-
banden. Anschließend wurden die Parameter der Gütefunktionen JApq des Fahrers
und darauf aufbauend die Parameter der beiden stark kooperativen GütefunktionenpJApq der Assistenzsysteme bestimmt.
40 Die Berechnung der energieoptimalen Geschwindigkeit vξptq ist im Anhang B.5.1 dargestellt. Die Ge-
schwindigkeit vξptq ist ebenfalls ein elementarer Bestandteil des FAS das auf der unbewussten Koope-
rationsform aufbaut und im Abschnitt 1.6.2 vorgestellt bzw. in [SFH14] veröffentlicht wurde.
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Abbildung 6.9: Stecke von Szenario A (Training und Identifikation) mit Geschwindigkeitsbeschränkungen
in km/h. In Rot ist der für die Identifizierung verwendete Streckenabschnitt markiert. In
Schwarz ist der Abschnitt markiert in dem die Bremstests durchgeführt werden.
Ergebnisse
Die identifizierten Parameter der Gütefunktionen der Probanden JF pq sind in Tabelle
B.9 dargestellt. Die stark kooperativen Gütefunktionen pJApq des anleitenden FAS und
des unterstützenden FAS sind in Tabelle B.10 im Anhang dargestellt. Die vollständige
Berechnung dauerte drei bis vier Stunden pro Fahrer.
6.4.4 Szenario B
In diesem Szenario wird untersucht, ob durch die Unterstützung des FAS eine Reduk-
tion des Treibstoffverbrauchs möglich ist. Die Strecke entspricht einer realen knapp
25 km langen Landstraße südlich von Karlsruhe, die in Abbildung 6.10 dargestellt
ist41. Die Strecke wurde für den statischen Fahrsimulator als eben modelliert. Es wur-
de Gegenverkehr auf der Gegenfahrspur simuliert. Die auf dieser Strecke zulässige
Höchstgeschwindigkeit ist in Abbildung 6.11 dargestellt. Um die Streckengeometrie
(Kurven) auch in dieser Darstellung zu veranschaulichen, wird die Geschwindigkeit
dargestellt, die bei einer maximalen Querbeschleunigung von 5 m/s2 gefahren werden
kann, sofern diese kleiner als die zulässige Höchstgeschwindigkeit ist. Für die Strecke
wurde die energieoptimale Geschwindigkeit vξptq berechnet (siehe Abbildung 6.11).
Die Fahrtzeit bei vξptq beträgt 30,25 Minuten, der Kraftstoffverbrauch für eine energie-
optimale Fahrweise mit dem VW ist 2,325 l (9,3 l/100 km). Die Strecke wurde von den
Probanden insgesamt drei Mal gefahren; einmal zur Referenz ohne Unterstützung
41 Von Waldbronn nach Bad Herrenalb über Schöllbronn, Marxzell und Schielberg.
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Abbildung 6.10: Stecke von Szenario B (Überlandfahrt)
Objektive Ergebnisse
In Tabelle 6.6 ist der kumulierte Kraftstoffverbrauch für die gesamte Strecke, die
Fahrtzeit Ts und die Effektivwerte des Fahrer- und FAS-Pedalmoments für alle Fahr-
ten dargestellt. Der Kraftstoffverbrauch ist bei den Fahrten mit FAS im Mittel um
10,3 bzw. 6,6 % geringer. Am geringsten ist er bei der Fahrt mit dem unterstützenden
FAS (-0,3 l bzw -10,3 %). Der p-Wert für die Aussage einer Reduktion des Kraftstoff-
verbrauchs durch das FAS ist 0,007 für das anleitende FAS und 0,004 für das unter-
stützende FAS. In Abbildung 6.12 sind die resultierenden Fahrzeuggeschwindigkeits-
, Fahrer-Pedalmoment- und FAS-Pedalmomenttrajektorien sowie die Verbrauchstra-
jektorien für die drei Fahrten exemplarisch für Proband P7 und P9 und den Strecken-
abschnitt zwischen 2500 und 5000 m dargestellt. Eine Darstellung der gesamten Fahrt
ist in Abbildung B.3 zu sehen.
durch das FAS, einmal mit dem anleitenden FAS und einmal mit dem unterstützen-
den FAS. Die Abfolge wurde zwischen den Probanden variiert. Die Querführung des
Fahrzeugs erfolgte manuell durch die Probanden. Die Probanden erhielten die An-
weisung gemäß der StVO zu fahren.
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Abbildung 6.11: Zulässige Höchstgeschwindigkeit, mögliche Geschwindigkeit bei einer
Querbeschleunigung von maximal 5 m/s2 (zur Veranschaulichung der Streckenführung)
und energieoptimales Geschwindigkeitsprofil für Szenarios B (Überlandfahrt)
Subjektive Ergebnisse
Die Antworten der Probanden auf den Fragenkatalog sind in Tabelle B.11 im Anhang
dargestellt. Das anleitende FAS wurde von den Probanden insgesamt 0,6 Notenstufen
besser als die Referenzfahrt ohne FAS-Unterstützung bewertet (Frage F11: Bewerten
Sie das FAS in Schulnoten, p = 0,172). Das unterstützende FAS wurde von den Pro-
banden 0,6 Notenstufen schlechter als die Referenz bewertet (p = 0,155).
6.4.5 Diskussion der Ergebnisse
Im Gegensatz zur Studie aus Abschnitt 6.3 wurden hier die optimalen FAS-GütemaßepJApq für zwei globale Gütemaße JGpq bestimmt. Das Verhältnis zwischen der Ge-
wichtung der Motordrehzahl bzw. Geschwindigkeit qωp3q der beiden FAS-Gütemaße
JApq ist im Mittel näherungsweise vier. Dies entspricht dem Verhältnis zwischen den
Gewichtungen der beiden vorgegebenen globalen Gütemaße JGpq. Die beiden FAS-
Gütemaße sind damit plausibel.
Es konnte in der Studie, trotz der kleinen Probandenzahl, eindeutig nachgewiesen
werden, dass mit den beiden kooperativen FAS eine Reduktion des Kraftstoffver-
brauchs erreicht werden kann. Für das anleitende FAS ergibt sich im Mittel eine Ein-
sparung von 6,6 % und für das unterstützende FAS eine Einsparung von 10,3 %. Ver-
gleicht man die erzielten Einsparungen mit der theoretisch erreichbaren, also dem
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Verbrauch bei vξ, entspricht die Reduktion 39 % bzw. 60 % des maximal erreichba-
ren Potentials. Die Einsparungen durch die kooperativen FAS sind dabei umso grö-
ßer, je weniger energieoptimal die Probanden ohne FAS-Unterstützung fahren. So
konnte mit den beiden FAS eine überproportionale Verbesserung bei den Probanden
P2, P6 und P7 erreicht werden, jedoch nur eine unterproportionale bei den Proban-
den P5 und P9. Die Tendenz, dass weniger vorbildliche Fahrer mehr von der FAS-
Unterstützung profitieren, zeigte sich auch in der Studie im Abschnitt 6.3. Zur bes-
seren Einordnung der Einsparung sei das ebenfalls im Zuge dieser Arbeit entwickel-
te Assistenzsystem, welches auf einer unbewussten Kooperationsform aufbaut, er-
wähnt. Dieses konnte eine Reduktion des Verbrauchs von ca. 2,5 % erreichen [SFH14].
Die Einsparung durch das hier vorgestellte und auf aktionsbasierter Kooperation auf-
bauende System ist damit vier Mal so groß. Ein Nachteil des anleitenden und des
unterstützenden FAS ist, dass sich bei Fahrten mit diesen die Fahrzeit erhöht. Die Er-
höhung der Fahrzeit ist, prozentual betrachtet, allerdings nur halb so groß wie die
erreichte Kraftstoffersparnis.
Bei der Betrachtung der Trajektorien von Proband P7 (siehe Abbildung B.3 links) zeigt
sich, dass es in Bereichen, in denen der Fahrer nicht energieoptimal fährt, zu einer
Überhöhung der Pedalmomente von Fahrer und FAS kommt. Dies zeigt sich vor allem
in den Abschnitten mit Kurven oder bei einer Änderung der zulässigen Geschwindig-
keit. Gut zu erkennen ist dieser Effekt bei 3,25 km in Abbildung 6.12. Derselbe Effekt
ist auch bei der im vorhergehenden Kapitel vorgestellten Studie zu beobachten (vgl.
Abbildung 6.7) und zeigt sich ebenso in der Simulation (vlg. Abschnitt 6.1.1). Proband
P9 (siehe Abbildung B.3 rechts) lässt sich von beiden FAS Konfigurationen zu einer
energieoptimalen Fahrweise anleiten. Die resultierende Fahrweise ist annähernd ver-
brauchsoptimal, die FAS-Momente gering.
Bei der subjektiven Bewertung der beiden FAS-Konfigurationen durch die Proban-
den wird das anleitende FAS gegenüber dem unterstützenden FAS bevorzugt (siehe
Tabelle B.11 Frage F11: Bewerten Sie das FAS in Schulnoten). Die unterstützende FAS-
Konfiguration wird in dieser verallgemeinerten Fragestellung durch die Probanden
schlechter bewertet als die Referenzfahrt ohne FAS-Unterstützung (siehe ebenfalls
Frage F11 in Tabelle B.11). Bei genauerer Betrachtung geht aus Frage F6 hervor, dass
die Pedaleingriffe des unterstützenden FAS als störend wahrgenommen wurden. Das
unterstützende FAS wird von den Probanden aber immer noch hilfreicher als die Re-
ferenz bewertet (Frage F10). In der Praxis muss in der Applikation eine zweckmäßige
Abstimmung zwischen der objektiven Verbrauchsreduktion und der subjektiven Ak-
zeptanz des FAS durch die Fahrer erreicht werden. Für diese Abstimmung existiert
mit dem SkalarRGA im Gütemaß JGpq ein spezifischer Applikationsparameter.
Über die Ergebnisse der Studie hinausgehend, soll an dieser Stelle noch auf einen
praktischen Aspekt eingegangen werden. Im Gegensatz zu den Konfigurationen der
Systeme, die in den Abschnitten 6.3 und 6.5 gezeigt werden, wird für das verbrauchs-
optimierende FAS nicht zwingend eine Umfeldsensorik benötigt. Für die notwendige
Bestimmung der Position auf der aktuellen Route reicht die, in Zukunft ohnehin se-
rienmäßig vorhandene, Sensorik aus42. Mit einer Umfeldsensorik können zusätzlich
42 Das ab 2018 für neue Fahrzeugmodelle in der EU vorgeschriebene eCall Notrufsystem erfordert ein
System zur Positionsbestimmung.
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auch Verkehrsobjekte berücksichtigt werden, wodurch sich weiteres Potential für die
Verbrauchsoptimierung ergibt.
6.5 Fahrstudie Querführung
In diesem Abschnitt wird die Fahrstudie vorgestellt, in der das Querführungs-FAS un-
tersucht wurde. Die Studie wurde im Zuge der Bachelorarbeit [EH15] durchgeführt.
Es nahmen zwölf Probanden an der Studie teil. Detaillierte Informationen zu den Pro-
banden sind in Tabelle B.12 zusammengefasst. Struktur und Vorgehen orientiert sich
an den beiden bereits vorgestellten Studien. Zuerst wird in 6.5.1 eine Übersicht der
Studie gegeben und anschließend die Parametrisierung des FAS vorgestellt (6.5.2). Im
Weiteren werden die Szenarien und Ergebnisse vorgestellt (6.5.3 bis 6.5.5). Abschlie-
ßend erfolgt die Diskussion (6.5.6).
6.5.1 Ablauf der Studie Querführung
Die Studie setzt sich aus drei Szenarien zusammen.
(A) Identifikation: Ziel ist die Aufzeichnung von Daten für die Identifikation der
Movemes und der Fahrer-Gütefunktion.
(B) Spurhaltung: Überlandfahrt mit dem Ziel die Unterstützung des FAS bei der
Spurhaltung zu untersuchen.
(C) Ausweichmanöver: In diesem Szenario wird die FAS Unterstützung bei einem
kritischen Fahrmanöver betrachtet.
Die Strecken der Szenarien B und C wurden jeweils mit verschiedenen FAS-Konfigu-
rationen absolviert, die im Folgenden vorgestellt werden. Die Reihenfolge der Test-
durchläufe mit den verschiedenen FAS-Konfigurationen wurde zwischen den Pro-
banden variiert. Die Probanden wurden nach jeder Fahrt gebeten einen Fragebogen
zu beantworten. Der Fragebogen ist im Anhang B.6 abgebildet.
6.5.2 Konfiguration Querführung
Für die Modellierung des Fahrers wurde eine quadratische Gütefunktion der Form
JF pq  qNN
 
λptq  t0 Tp»
t0
 
xptqxF ptq
T
QF
 
xptqxF ptq
  qM MF ptq2 d t (6.7)
mit
QF  diag
  
0 q 9ψ qψ qy qω qδ
 
(6.8)
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gewählt43. Die Referenz der lateralen Position yptq ist die Mitte der rechten Fahrspur.
Die Referenz des Gierwinkels ψptq ergibt sich aus dem Fahrbahnverlauf der rechten
Fahrspur. Die Referenz aller anderen Zustandsgrößen ist konstant null. Die Parameter
des Gütemaßes (qN , qM , q 9ψ , qψ , qy , qω , qδ) wurden individuell für jeden der Probanden
mit dem in [Kur15] vorgestellten inversen Optimierungsalgorithmus identifiziert. Der
Parameter qδ wurde dabei zur Normierung zu 1 gewählt.
Die Strukturen der Movemes des Fahrermodells sind in (5.36) bzw. (5.37) gegeben.
Die Parameter der Movemes wurden, mit den in Abschnitt 5.2.2 diskutierten Algo-
rithmen, individuell für jeden Fahrer identifiziert. Die Identifikation der Gütefunktion
und der Movemes erfolgt auf Basis der Daten von Szenario A. Der Prädiktionshori-
zont ist Tp  1, 5 s und Tc ist 50 ms. Dies gilt sowohl für das Fahrermodell (5.34) als
auch für die FAS-Regelung (5.43). Die kontinuierlichen Modelle wurden für das Fah-
rermodell mit einer Abtastzeit von 50 ms und für den FAS-Regelalgorithmus mit einer
Abtastzeit von 10 ms diskretisiert. Die Struktur der globalen Gütefunktion ist gegeben
durch
JGpq 
t0 Tp»
t0

1 0, 7pt t0q
Tp
	 
xptqxGptq
T
QG
 
xptqxGptq
  MAptq2RGA	 d t
(6.9)
mit der Referenz analog zu (6.7). Mit dem ersten geklammerten Term wird dabei mo-
delliert, dass weiter in der Zukunft liegende Regelabweichungen weniger stark im
Gütemaß berücksichtig werden. Es wurden zwei verschiedene Konfigurationen des
Gütemaßes untersucht. Für die MatrixQG gilt in beiden Fällen
QG  diag
  
0 2 5 10 0 0
 
. (6.10)
Die beiden Konfigurationen unterscheiden sich im SkalarRGA:
• Assistierende Konfiguration:RGA  3
• Dominante Konfiguration:RGA  1, 5
In der assistierenden Konfiguration ist das FAS nicht in der Lage die Spurhaltung oh-
ne Mitwirkung des Fahrers auszuführen, da die FAS-Lenkmomente nicht ausreichen.
Ohne zusätzliche Lenkbewegungen des Fahrers verlässt das Fahrzeug die Fahrspur.
In der dominanten Konfiguration sind allein die FAS-Lenkmomente für die Spurhal-
tung ausreichend, d.h. auch ohne Eingriffe des Fahrers bleibt das Fahrzeug innerhalb
der Fahrspurbegrenzungen. In Szenario B der Studie dient das haptische FAS von
Abbink et al. [dMA14] als Vergleich.
6.5.3 Szenario A
Ziel dieses Szenarios ist die Identifizierung der Movemes und Gütefunktionen des
Fahrers. Die Strecke wurde dahingehend ausgelegt den gesamten Lenkmomentbe-
reich des Fahrers auszunutzen. Die Strecke besteht aus insgesamt vier ISO 3888-1
43 Der Zustandsvektor bezieht sich dabei nur auf das Fahrerzeugmodell (Anhang B.1), d.h. x  xc. Von
den Zuständen des Moveme-Modell geht nur das Lenkmoment MF in das Gütemaß ein.
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Doppelspurwechsel [Int99] und drei Klothoiden (Abbildung 6.13a). Die Gesamtlän-
ge der Strecke ist 2,3 km. Es erfolgt keine Unterstützung des Fahrers bei der Querfüh-
rung. Die Längsführung des Fahrzeugs erfolgt autonom auf Basis eines vorgegebenen
Geschwindigkeitsprofils. Die ersten drei Spurwechsel wurden mit 50, 80 bzw. 100 km{h
absolviert. Die Geschwindigkeit der restlichen Strecke ist 80 km/h.
Die Identifikation der einzelnen Movemes erfolgt, wie in Abschnitt 5.2.2 diskutiert,
mit dem Algorithmus aus [DMFH13a]. Die Identifikation der Fahrergütemaße erfolgt
mit dem Algorithmus aus [Kur15]. Durchschnittlich dauert die Identifikation der Mo-
vemes 2,5 Stunden und die Lösung des Inversen Optimierungsproblems 5 Stunden
für jeden der Probanden44.
Ergebnisse
Im Mittel wurden für jeden Probanden 65 unterschiedliche Movemes identifiziert,
die als Grundlage für dessen Fahrermodell verwendet werden. Die Parameter der
identifizierten Fahrergütemaße JF pq sind im Anhang in Tabelle B.13 dargestellt.
6.5.4 Szenario B
In diesem 7,5 km langen Szenario wird die Spurhaltung in einem Landstraßensze-
nario untersucht. Die Strecke ist in Abbildung 6.13b dargestellt. Der Querschnitt der
Fahrbahn entspricht dem Regelquerschnitt einer deutschen Landstraße (RQ 9,5) nach
[For96]. Die Breite einer Fahrspur ist 3 m. Die Probanden wurden angewiesen sich auf
der rechten Fahrspur zu halten. Die Längsführung des Fahrzeugs erfolgte durch einen
autonomen Regler. Die Pedale des Fahrsimulators wurden dabei nicht verwendet. Es
wurde ein Geschwindigkeitsprofil mit 60, 80 und 100 km{h vorgegeben. Die Strecke des
Szenarios wurde mit vier Konfigurationen absolviert: Keine FAS-Unterstützung des
Fahrers, das kooperative FAS mit der assistierenden Einstellung von JGpq, das koope-
rative FAS mit der dominanten Einstellung von JGpq und das nicht-spieltheoretische
Referenz-FAS nach [dMA14].
Ergebnisse
Die subjektiven und objektiven Ergebnisse des Szenarios sind in zusammengefasster
Form in Tabelle 6.7 dargestellt. ∆yptq bezeichnet dabei die Abweichung der Querko-
ordinate y von der Referenz nach
∆yptq  yptq  yptq. (6.11)
Im Mittel ist ∆yptq bei der Fahrt mit dem assistierenden FAS 2 cm (8 %) geringer als
bei der Referenzfahrt ohne FAS (p = 0,13). Bei der Fahrt mit dem Referenz-FAS nach
44 Berechnet auf einem virtualisierten Rechnersystem mit 4 Gbit RAM und einem Kern des Intel Xeon
E5-2630v2 Prozessors.
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Abbildung 6.13: Strecken von Szenario A (Identifikationsfahrt) und B (Spurhaltung)
6.5.5 Szenario C
Ziel des Szenarios ist die Untersuchung eines Ausweichmanövers. Dazu wurde eine
Strecke bestehend aus drei, an den ISO Doppelspurwechsel [Int99] angelehnten, Aus-
weichmanövern entworfen. Die Aufgabe ist einem Fußgänger auf der Straße auszu-
weichen. Die dafür zur Verfügung stehende linke Fahrspur ist durch stehende Fahr-
zeuge begrenzt. Die Fahrbahngeometrie entspricht der Norm RQ 9,5. In Abbildung
6.14a ist die Strecke dargestellt. Abbildung 6.14b zeigt den Fahrbahnausschnitt eines
Manövers. Die Position des Fußgängers ist mit einem Kreuz markiert, die Begrenzung
der Gegenfahrbahn durch Verkehrsobjekte ist in blau dargestellt. In Rot ist die Refe-
renztrajektorie für das Manöver eingezeichnet. Eine Darstellung des Manövers aus
der Verfolgerperspektive ist in Abbildung 6.15 gegeben. Im Bereich des Fußgängers
verlagert sich die Referenz (Sollposition des Fahrzeugschwerpunkts) von der Mitte
der rechten Fahrspur auf die linke Fahrspur. Bei einer Fahrzeugbreite von 2,05 m be-
trägt dabei der gewünschte Sollabstand zum Fußgänger etwa 1,5 m. Da eine Unste-
tigkeit der Referenztrajektorie yptq für das vorgestellte Regelkonzept unproblematisch
[dMA14] ist die Querablage 2 cm größer (8 %) verglichen mit der Referenzfahrt ohne
FAS-Unterstützung (p = 0,08). Das dominante FAS unterscheidet sich in Bezug auf
∆yptq nicht von der Referenz. Die Variable Tb gibt die kumulierte Zeit an, in der das
Fahrzeug die Fahrspurbegrenzung verletzt. Eine Verletzung der Fahrspur ist dabei
dann gegeben, wenn sich ein Teil der simulierten Fahrzeuggeometrie außerhalb der
rechten Fahrspur befindet. Das Verhältnis Tb{T gibt damit die Dauer der Verletzung
der Fahrspur in Prozent der Gesamtfahrzeit an.
6.5 Fahrstudie Querführung 153
kein FAS Assis.
FAS
Domi.
FAS
Referenz
FAS
RMS von ∆yptq in m 0,25 0,23 0,25 0,27
Tb{T in % 5,16 4,17 6,57 7,67
RMS von MAptq in Nm - 0,52 0,71 0,69
RMS von MF ptq in Nm 0,80 0,95 1,08 1,31
Waren die Eingriffe störend?
Nicht störend(0) - Sehr störend(10)
0,75 2,67 4,58 1,67
Unterstützte Sie das FAS?
Überhaupt nicht(0) - Sehr(10)
3,08 5,25 6,42 3,75
Wünschen Sie sich das FAS?
Nein(0) - Ja(10)
7,00 6,00 5,67 6,83
Tabelle 6.7: Mittelwerte der objektiven Ergebnisse und subjektiven Ergebnisse (Frage F4, F5 und F8) der
Spurhalte-Aufgabe über alle Probanden
ist, wird ein abrupter Wechsel der Fahrspur vorgegeben. Das Szenario wurde mit bei-
den Konfigurationen des kooperativen FAS und zum Vergleich ohne FAS Unterstüt-
zung absolviert. Das FAS nach [dMA14] kann in diesem Szenario nicht verwendet
werden (vgl. B.6.1), weil es nur für die Spurhaltung konzipiert wurde.
Objektive Ergebnisse
In Tabelle 6.8 sind die objektiven Ergebnisse der Probanden dargestellt. Es werden
jeweils die Effektivwerte für die einzelnen Probanden aufgeführt. ∆yptq beschreibt
dabei die laterale Abweichung im gesamten Szenario und ∆ywptq die laterale Abwei-
chung für die drei Ausweichmanöver. Beim maßgeblichen Ausweichmanöver verrin-
gert sich im Mittel ∆ywptq um 14 cm (19 %, p = 0,034) beim assistierenden und um
22 cm (30 %, p = 0,004) beim dominanten FAS verglichen mit der Referenzfahrt. De-
taillierte Ergebnisse des Probanden P4 sind in Abbildung 6.16 dargestellt. Die laterale
Position bezieht sich dabei auf die Mitte der rechten Fahrspur.
Subjektive Ergebnisse
Die subjektive Beurteilung der FAS Konfigurationen durch die Probanden mittels
der Fragebögen ist in Tabelle B.14 des Anhangs im Detail dargestellt. In Abbildung
6.17 sind die Ergebnisse zusammengefasst. Beide FAS Konfigurationen wurden als
sehr hilfreich erachtet (Frage F5) und von den Probanden gegenüber der Abwesen-
heit eines FAS bevorzugt (Frage F8). Die p-Werte für die Hypothese, dass die FAS-
Konfigurationen als hilfreicher empfunden werden als kein FAS, liegen bei 0,05 für
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Abbildung 6.15: Ausweichmanöver aus der Verfolgerperspektive
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Abbildung 6.16: Positions-, Lenkradwinkel- und Momententrajektorien des Probanden P4 beim
Ausweichmanöver
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Abbildung 6.17: Boxplot der Antworten der fünften und achten Frage der subjektiven Beurteilung des
Ausweichmanövers. Der Antwortbereich der Frage F5 ist überhaupt nicht(0) bis sehr
unterstützt(10), der von Frage F8 Nein, auf keinen Fall(0) bis Ja, auf jeden Fall(10). Die
Detailergebnisse sind in Tabelle B.14 dargestellt.
das assistierende FAS und bei 0,001 für das dominante FAS. Die p-Werte für die Hypo-
these, dass kooperative FAS-Konfigurationen gegenüber der Referenzfahrt bevorzugt
werden, liegen jeweils bei 0,01.
6.5.6 Diskussion der Ergebnisse
Betrachtet man nur den absoluten Zahlenwert der Gewichtung der Fahrergütefunkti-
on (Tabelle B.13), scheint die Fahrzeugstabilisierung, mathematisch formuliert 9ψptq 
0, das wichtigste Fahrerziel zu sein. Berücksichtigt man aber die unterschiedlichen
physikalischen Einheiten der Gierwinkeländerung (in rad{s) und der Querablage (in
m) zeigt sich, dass die Fahrzeugstabilisierungs- und die Querführungsaufgabe etwa
gleichbedeutend sind45. Der Lenkradwinkel δ und die Lenkradwinkelgeschwindig-
keit ω gehen, wie zu erwarten, bei den meisten Probanden überhaupt nicht bzw. nicht
entscheidend in die Gütefunktion ein. Bei der Spurhalteaufgabe von Szenario B würde
man eigentlich eine Verbesserung mit zunehmender Unterstützung durch das FAS er-
warten. In der Tat verbessert das kooperative FAS in der assistierenden Konfiguration
die Querablage. Das dominante FAS kann aber keine Verbesserung im Bezug zu ∆y
erreichen. Im Gegenteil, die Probanden verlassen mit dem dominanten FAS die Fahr-
spur sogar etwas häufiger als ohne Unterstützung. Das Referenz FAS nach [dMA14]
führt zum objektiv schlechtesten Fahrergebnis aller Durchläufe (siehe ∆y und Tb{T ).
Dies steht zunächst im Widerspruch zu der von den Autoren des FAS selbst durchge-
führten Studie [dMA14], welche eine klare Verbesserung des Fahrergebnisses durch
das FAS nachweisen konnten. Allerdings bemerkt man schnell, dass in dieser Studie
45
9ψ  1 bedeutet eine Drehrate von 57,3 0/s, y  1 eine Abweichung von 1 m.
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nur ein spezifisches und eingeschränktes Anwendungsszenario betrachtet wurde. In
der Studie [FFH16], die mit dem technisch leicht vereinfachten Querführungs-FAS
(vgl. Abschnitt 5.2.3) durchgeführt wurde, führte eine Erhöhung der Unterstützung
durch das kooperative FAS, wie zu erwarten, zu einer Verbesserung von ∆y. Die RMS-
Fehler von ∆y waren dort größer (0,67 m bis 0,44 m). Die Strecke dieses Szenarios ist
dabei dynamischer, d.h. es gibt mehr Kurven und die Kurvenradien sind geringer.
Für das hier dargestellte Szenario B zeigen die Ergebnisse, dass die Probanden die
Querführungssaufgabe auch gut ohne die unterstützenden Momente des FAS durch-
führen konnten. Durch hohe Unterstützungsmomente scheint es zu einer Ablenkung
des Fahrers oder einem Konflikt mit diesem zu kommen und dadurch zu einer Ver-
schlechterung der Fahrergebnisse. Das deckt sich auch mit der subjektiven Aussage,
dass die Probanden in diesem Szenario das Fahrzeug ohne FAS vorziehen (Frage F8).
Obwohl die Momente des FAS von [dMA14] objektiv die gleiche Stärke (vgl. RMS
vonMAptq) wie die des dominanten FAS haben, werden die Eingriffe des dominanten
FAS von den Probanden als deutlich störender wahrgenommen. Den größten Anteil
(in diesem Szenario ca. 80%) an MAptq des Referenz FAS hat die statische Erhöhung
der Lenkradsteifigkeit (vgl. (B.22)), die unabhängig vom Fehler der Querposition ist.
Dieser Momentenanteil verändert jedoch nur das Lenkgefühl der Probanden. Das im
Bezug zu ∆y zielgerichtete Moment ist bei diesem FAS-Ansatz mit einem Effektivwert
von ca. 100 bis 200 mNm aber im Verhältnis gering. Dies wirkt sich entsprechend auch
auf die subjektive Bewertung der Unterstützung durch das FAS aus (Frage F5). Alle
Aspekte zusammengefasst werden die beiden kooperativen FAS von den Probanden
subjektiv besser bewertet, als das Referenzsystem nach [dMA14]. In ihrer eigenen Stu-
die sind die Autoren nicht auf subjektive Aspekte eingegangen. Der Vergleich der ob-
jektiven Ergebnisse stützt die Präferenz der Probanden für die spieltheoretischen FAS.
Im Gegensatz zum Spurhaltemanöver zeigt sich bei dem Ausweichmanöver (Szena-
rio C), dass die laterale Abweichung, wie zu erwarten, mit zunehmendem unterstüt-
zenden Moment des kooperativen FAS, abnimmt (Tabelle 6.8). Betrachtet man die in-
dividuellen Ergebnisse der Probanden (Tabelle 6.8), zeigt sich, dass Probanden, die
ohne FAS Unterstützung schlechte Fahrleistungen aufweisen (z.B. Proband P6), am
meisten vom FAS profitieren. Dieser Effekt zeigt sich analog auch bei den anderen
Studien. Betrachtet man die Trajektorien des vierten Probanden (Abbildung 6.16)46,
wird ersichtlich, dass die Schwierigkeit des Ausweichszenarios der Spurwechsel zu-
rück auf die rechte Fahrbahn ist. Ohne die FAS Unterstützung ist der Proband beim
ersten Spurwechsel nicht in der Lage das Fahrzeug rechtzeitig abzufangen. In der
Konsequenz überfährt er die rechte Fahrbahnbegrenzung und verlässt die Fahrbahn.
Durch ein entsprechend gegen gerichtetes Moment wird ein Verlassen der Fahrbahn
in den Fahrten mit FAS Unterstützung verhindert.
Beide spieltheoretischen FAS Konfigurationen werden subjektiv als positiv und hilf-
reich erachtet (Abbildung 6.17 und B.14). Die Unterschiede in der Wertung durch die
Probanden sind signifikant (vgl. p-Werte Abschnitt 6.5.5). Interessant ist der Vergleich
der Bewertung zwischen Szenario C (Ausweichmanöver) und Szenario B (Spurhal-
46 Dieser wurde ausgewählt, weil sein Verhalten repräsentativ für ca. 50 % der Probanden ist, die Schwie-
rigkeiten mit dem Ausweichmanöver hatten. Die positive Auswirkung des FAS ist bei Proband P2 und
P6 sogar noch deutlicher.
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tung). Im anspruchsvolleren Ausweichmanöver werden die FAS von den Probanden
deutlich positiver wahrgenommen als im Spurhaltemanöver. Am deutlichsten wird
dies beim Vergleich der Fragestellung, ob sich die Probanden ein entsprechend kon-
figuriertes Fahrzeug wünschen (Frage F8). Während bei der Spurhaltung eine Konfi-
guration ohne FAS bevorzugt wird, bevorzugen die Probanden im Ausweichszenario
die Konfigurationen mit FAS. Dies indiziert, dass die Akzeptanz eines FAS mit stei-
gender Schwierigkeit der Fahrsituation zunimmt. Auch im Bezug zur Lösung dieses
Zielkonfliktes ermöglicht das kooperative FAS ein besseres Herangehen als die heu-
ristisch entworfenen FAS, da auch hier ein eindeutiger Applikationsparameter zur
Verfügung steht.
6.6 Zusammenfassende Diskussion
Die experimentellen Ergebnisse in diesem Kapitel zeigen klar einen Nutzen der ent-
wickelten FAS, die auf dem spieltheoretischen Ansatz der kooperativen Regelung ba-
sieren. In den kritischen Fahrsituationen der Studien (Abschnitt 6.3: Abstandshaltung
und Abschnitt 6.5: Ausweichmanöver) zeigt sich jeweils ein objektiver Sicherheits-
gewinn durch die kooperativen FAS im Vergleich zu Referenzfahrten ohne FAS. In
einer eher alltäglichen Fahrsituation (Abschnitt 6.3: Fahrt auf Landstraße und Ab-
schnitt 6.5: Spurhaltung) ist der objektive Sicherheitsgewinn durch die FAS gering.
Die entwickelten FAS würden allerdings auch in diesen Szenarien bei Fahrfehlern,
z.B. durch Übermüdung oder Ablenkung des Fahrers, eingreifen. Um diesen Effekt
nachzuweisen währen jedoch umfangreichere Studien notwendig. Es konnte eben-
falls ein deutlicher, über Sicherheitsaspekte hinausgehender, Nutzen der FAS gezeigt
werden. So kann im Mittel eine Reduktion des Kraftstoffverbrauchs um 10 % erreicht
werden (Abschnitt 6.4). Die Probanden bevorzugen subjektiv in den anspruchsvollen
Szenarien die Konfiguration mit Unterstützung durch das entwickelte FAS; in weni-
ger anspruchsvollen Szenarien (Abschnitt 6.4 und Unterabschnitt 6.5.4) wird von den
Probanden aber keine FAS-Unterstützung gewünscht. Eine Nützlichkeit des FAS wird
von den Probanden allerdings in jedem Szenario gesehen.
Grundsätzlich zeigt sich ein Zielkonflikt zwischen objektiven Regelzielen und der
subjektiven Bewertung des FAS durch die Probanden. Dies wurde auch in [RH15]
identifiziert. Es ist leicht nachzuvollziehen, dass eine größere Amplitude der eingrei-
fenden Momente des FAS zu einer geringeren Regelabweichung führt, die Proban-
den sich aber zunehmend gestört und bevormundet fühlen. Diese Aussage wird von
[FFH16] gestützt.
Die durchgeführten Studien zeigen klare Vorteile der in dieser Arbeit entwickelten,
spieltheoretischen FAS gegenüber bisherigen FAS! Die objektiven Ergebnisse sind si-
gnifikant besser, verglichen mit den FAS nach [dMA14] und [MAvM11]. Zusätzlich
wurde das spieltheoretische FAS bei der Längsführung von den Probanden klar prä-
feriert. Bei der Querführung bevorzugten die Probanden zwar unwesentlich das FAS
nach [dMA14], dieses führt hier aber zu einer Verschlechterung des Fahrergebnisses.
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Insgesamt zeigen die Ergebnisse der vier47 Studien zweifelsfrei, dass das in Kapitel 3
vorgeschlagene Konzept der kooperativen Regelung auf Basis eines Differentialspiels
erfolgreich auf die Problemstellung der Fahrerassistenz, sowohl bei Quer- wie auch
Längsführung, angewendet werden kann und dass ein solches System mit Standard-
hardware umsetzbar ist.
47 Drei dieser Studien wurden in dieser Arbeit vorgestellt, eine wurde in [FFH16] veröffentlicht.
7 Zusammenfassung
Aktuell existiert eine Vielzahl von technischen Prozessen, die nicht vollständig au-
tomatisiert werden können, um gänzlich auf einen menschlichen Bediener als Rück-
fallebene zu verzichten. Dies gilt im Besonderen für den Bereich des „Autonomen
Fahrens“. Die Überwachung und vor allem das adäquate Eingreifen im Fehlerfall ist
paradoxerweise für den Menschen umso fordernder, je umfassender die Automation
eines Prozesses ist. Anstelle den Menschen durch die Automatisierung seines Umfel-
des immer mehr in eine Rolle zu zwingen, die er im Grunde nicht erfüllen kann, ist
eine Zusammenarbeit von Mensch und Automation erstrebenswert und notwendig.
Selbst bei hohen Automatisierungsgraden sind auf absehbare Zeit Übergabeszenari-
en zwischen Mensch und Automation notwendig. Bisher ist dieser Teil der Koope-
ration nur unzureichend untersucht worden. Diese Arbeit beschäftigt sich daher mit
Strukturen in denen Mensch und Automation gemeinsam die Aufgabe der Regelung
übernehmen. In dieser Arbeit wird dabei eine spezifische Form von Kooperation zwi-
schen Mensch und Automation betrachtet, die als „aktionsbasierte Kooperation“ klas-
sifiziert wurde. Bisher wurden in diesem Bereich nur heuristische Ansätze verfolgt.
Kern dieser Arbeit ist die modellbasierte Herangehensweise an diese Klasse von Re-
gelungssystemen, die auf der Modellierung der Regelstruktur als Differentialspiel ba-
siert. Dieses Vorgehen grenzt diese Arbeit gegenüber den heuristischen Ansätzen aus
der Literatur ab. Das Ziel ist es, mit der Automation ein möglichst gutes Regeler-
gebnis, unter Berücksichtigung des Menschen, zu erreichen. Aus der mathematischen
Formulierung der Zielstellung konnten formale Bedingungen für die Stellgrößen der
Regelung und in der Folge für die Regelung selbst aufgestellt werden. Es wurden
zwei Ansätze abgeleitet. Bei dem direkten Ansatz werden die Reglerstellgrößen direkt
aus der globalen Zielstellung des Gesamtregelkreises berechnet. Der indirekte Ansatz
berechnet in einem ersten Schritt explizit ein Gütefunktional für die Automation und
in einem zweiten Schritt die Stellgrößen als Nash-Gleichgewicht zwischen Automa-
tion und Mensch. Der indirekte Ansatz wirkt auf den ersten Blick umständlich, zeigt
sich aber in der Umsetzung als vorteilhaft. Aus einer praktischen Perspektive ent-
sprechen beide Wege einer modellprädiktiven Regelung, bei der die Reglerstellgrößen
jedoch auf Grundlage einer jeweils spezifischen spieltheoretischen Problemstellung
anstatt eines klassischen dynamischen Optimierungsproblems berechnet werden. Für
sowohl den direkten als auch den indirekten Ansatz wurden Algorithmen entwickelt,
mit denen die mathematischen Teilschritte für den allgemeinen Fall gelöst werden
können.
Im Weiteren wurden Lösungen für, in der Regelungstechnik besonders relevante Pro-
blemstellungen, untersucht. Für den indirekten Ansatz wurde ein neuer Algorithmus
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entwickelt, der effizient ein Nash-Gleichgewicht berechnen kann48. Eine Erweite-
rung dieses Algorithmus für die Berücksichtigung von Stell- und Zustandsgrößen-
beschränkungen wurde ebenfalls entwickelt. Aus regelungstechnischer Sicht kann,
bei weiteren Annahmen, formal die Stabilität des Gesamtregelkreises bei Anwendung
dieses Algorithmus garantiert werden. Für den direkten Ansatz wurden Vereinfachun-
gen vorgeschlagen. Damit können die beiden Konzepte der kooperativen Regelung
auf, in der Praxis relevante, Problemstellungen angewendet werden. D.h. die jewei-
ligen Problemstellungen können in Echtzeit gelöst werden und das auch mit abseits
der akademischen Welt vertretbaren Rechenressourcen.
Auf diesen theoretischen Grundlagen aufbauend, wurden zwei, auf Spieltheorie ba-
sierende, kooperative Fahrerassistenzsysteme entwickelt und implementiert. Das ers-
te FAS basiert auf dem indirekten Ansatz und unterstützt den Fahrer bei der Längs-
führung. Die Interaktion dieses Längsführungs-FAS erfolgt über ein haptisches Fahr-
pedal. Das FAS unterstützt den Fahrer sowohl in der Geschwindigkeitsregelung als
auch bei der Abstandsregelung zu einem evtl. vorausfahrenden Fahrzeug. Zudem
kann das System den Fahrer zu einer energieoptimalen Fahrweise anleiten. Für das
Längsführungs-FAS wurde ein Modell der Fahrzeuglängsdynamik und des neuro-
muskulären Systems aufgestellt. Die nichtlineare Systemdynamik, die wechselnde
Getriebeübersetzung und Zustandsbeschränkungen stellen eine Herausforderung für
die Berechnung der Pedalmomente dar. Für die Lösung wird die Problemstellung ite-
rativ auf eine affine zeitvariante Systemdynamik reduziert, wodurch sich die erge-
bende Unterproblemstellung effizient lösen lässt. Darüber hinaus wurde ein variabler
Zeitabstand für die Zeitdiskretisierung des Modells vorgeschlagen, womit gleichzei-
tig ein langer Prädiktionshorizont und eine gute Zeitauflösung des Steuerhorizonts
bei vertretbarem Rechenaufwand realisiert werden kann.
Das zweite FAS basiert auf dem direkten Ansatz der kooperativen Regelung und unter-
stützt den Fahrer bei beliebigen Quermanövern. Grundlage des Querführungs-FAS ist
ein haptisches Lenkrad. Für das FAS wurde ein neuartiges, neuromuskulär motivier-
tes Fahrermodell entwickelt. Die Idee ist dabei das Fahrerlenkmoment aus individuel-
len Bewegungsbausteinen zusammenzusetzen. In verschiedenen Veröffentlichungen
konnte gezeigt werden, dass sich mit diesem Modell das menschliche Lenkverhalten
gut beschreiben und vor allem prädizieren lässt. Dieser Modellansatz führt auf ein
wertdiskretes Optimierungsproblem. Bezüglich des Rechenaufwands stellt dies ein
Nachteil, verglichen mit klassischen Optimierungsproblemen, dar. Um dieses Fahrer-
modell für das FAS verwenden zu können, wurden daher Vereinfachungen vorge-
schlagen, woraus sich ein zweistufiger Ablauf ergibt. Zuerst wird das Lenkmoment
des Fahrers prädiziert. Anschließend wird das Lenkmoment des FAS auf Basis eines
klassischen modellprädiktiven Regelungsproblems bestimmt.
Als abschließender Schritt wurde ein Fahrsimulator aufgebaut, die beiden FAS imple-
mentiert und insgesamt vier Studien durchgeführt. Für den Fahrsimulator mussten
die entsprechenden haptischen Komponenten entwickelt bzw. erweitert werden. Die
Ergebnisse der Studien, die in Kapitel 6 diskutiert wurden, sind bei beiden Systemen
48 Unter der Annahme einer affinen, zeitvarianten Systemdynamik und einer quadratischen zeitvarianten
Modellierung der Spielergütemaße.
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sowohl objektiv, als auch in der subjektiven Bewertung durch die Probanden, viel-
versprechend. Beispielsweise konnte eine mittlere Kraftstoffersparnis von über 10 %
nachgewiesen werden. Ein Vergleich mit den aktuell maßgeblichen haptischen FAS,
die jeweils heuristisch entworfen wurden, zeigt für die Längs- und die Querführung
substantielle und messbare Verbesserungen der in dieser Arbeit entwickelten Syste-
me.
Ein weiterer entscheidender Vorteil ist, dass für die Parametrisierung der entwor-
fenen FAS, im Vergleich zu den klassischen Ansätzen, keine umfangreichen Experi-
mente und Studien notwendig sind. Beim direkten Ansatz entfällt die Parametrierung
und beim indirekten Ansatz erfolgt diese auf Grundlage der (numerischen) Lösung
einer mathematischen Problemstellung. Notwendig sind die Identifizierung des Fah-
rers und die Vorgabe eines globalen Ziels. Es gibt dabei keinerlei Einschränkung für
das globale Ziel, sofern dieses mathematisch als Gütemaß formuliert werden kann.
Mit den hier vorgestellten Regelkonzepten ist es grundsätzlich möglich, dass FAS on-
line an die jeweiligen Eigenschaften des Fahrers anzupassen und damit z.B. Unauf-
merksamkeit, Erschöpfung oder akute medizinische Probleme des Fahrers zu kom-
pensieren. In der Praxis scheitert die dynamische Anpassung aber aktuell noch dar-
an, dass keine echtzeitfähigen Ansätze für die Identifizierung des Fahrers existieren.
Diese sind Gegenstand aktueller Arbeiten.
Die im Zuge dieser Arbeit entwickelte Methodik stellt erstmals ein durchgängiges,
formales Werkzeug für die Modellierung und Regelung von aktionsbasierten koope-
rativen Regelkreisstrukturen bereit. Im Weiteren wurden in der Arbeit alle notwen-
digen Algorithmen entwickelt, um eine praktische Anwendung der Methodik zu er-
möglichen. Neben dem in der Arbeit gezeigten Anwendungsbeispiel Fahrerassistenz,
gibt es ein breites Spektrum weiterer Anwendungen, so z.B. Flugführung, Robotik
oder in der Medizintechnik.

A Mathematische Ergänzungen
A.1 Definitionen für allgemeine Spiele
In diesem Abschnitt werden die Definitionen aus dem Abschnitt 2.2 für allgemeine
Nichtdifferentialspiele in Normalform nach Def. 2.1 angegeben. Da Spiele in Nor-
malform in dieser Arbeit nur als veranschaulichendes Beispiel für den Fall N  2
verwendet werden, beschränkt sich dieser Abschnitt darauf.
DefinitionA.1 (Nash-Gleichgewicht im allgemeinen Spiel)
Ein Nash-Gleichgewicht im allgemeinen Spiel ist eine Gesamtstrategie des Spiels
U  pU1 ,U2 q P U, für die gilt
J1 pU1,U2 q ¥ J1 pU1 ,U2 q @ U1 P U1 ^ J2 pU1 ,U2q ¥ J2 pU1 ,U2 q @ U2 P U2. (A.1)
DefinitionA.2 (Stackelberg-Strategie im allgemeinen Spiel)
Eine Strategie Us  pUs1 ,Us2 q P U ist eine Stackelberg-Strategie mit einem domi-
nierenden Spieler 1 und einem dominierten Spieler 2, wenn gilt
J1 pU1,Us2 pU1qq ¥ J1 pUs1 ,Us2 q @ U1 P U1 (A.2)
mit
Us2 pU1q  arg min
U2 PU2
J2 pU1,U2q . (A.3)
XX A Mathematische Ergänzungen
DefinitionA.3 (Pareto-Optimum im allgemeinen Spiel)
Eine Strategie Up P U ist ein Pareto-Optimum, wenn keine andere zulässige Stra-
tegie U P U existiert, für die gilt
J1
 Uq ¤ J1 Up ^ J2 Uq ¤ J2 Up (A.4)
und
J1
 Uq   J1 Up _ J2 Uq   J2 Up. (A.5)
Das Nash-Gleichgewicht U, die Stackelberg-Strategie Us und das Pareto-Optimum
Up können auch für Spiele in Normalform, in Analogie zu den in Abschnitt 2.2
vorgestellten Konzepten, berechnet werden. Davon ausgenommen ist die indirekte
Lösung zur Bestimmung des Nash-Gleichgewichts.
A.2 Einfach- und Mehrfachschießverfahren
Direkte Einfach- und Mehrfachschießverfahren sind bekannte und verbreitete Verfah-
ren zur numerischen Lösung von dynamischen Optimierungsproblemen. Eine gute
Einführung in diese Verfahren ist in [DBDW06, Rao09a, KBSS11] gegeben. Mit ihnen
können dynamische Optimierungsprobleme nachfolgender Form gelöst werden:
puptq  arg min
uptqPU
J
 
xptq,uptq (A.6a)
unter den Nebenbedingungen
9xptq  f t,xptq,uptq (A.6b)
xp0q  x0. (A.6c)
Dabei gilt f : R¥0RnRne Ñ Rn mit ne die Dimension von uptq. Es wird angenom-
men, dass Beschränkungen von uptq über die Menge U beschrieben sind (vgl. Kapitel
2.1).
A.2.1 Einfachschießverfahren
Grundlage der Anwendung von direkten Einfachschießverfahren für die Lösung von
dynamischen Optimierungsproblemen ist, die zu optimierende Trajektorie (hier uptq)
durch eine parametrisierbare Funktion rupt, qq zu approximieren. Dies kann beispiel-
weise durch den Ansatz rupt, qq : m¸
j1
qjφjptq (A.7)
A.2 Einfach- und Mehrfachschießverfahren XXI
erfolgen. Dabei sind φjptq bekannte, zueinander orthogonale Funktionen, die mit dem
Faktor qj P Rne gewichtet werden. q ist der Vektor aller Koeffizientenvektoren qj . Ei-
ne gängige Wahl für die Funktionen φjptq ist es, diese als abschnittsweise konstant zu
definieren.
Mit rupt, qq kann nun das ursprüngliche dynamische Optimierungsproblem (A.6)
durch das nachfolgende Parameteroptimierungsproblem approximiert werden:
min
q
J
 
xptq, rupt, qq (A.8a)
unter den Nebenbedingungen
9xptq  f t,xptq, rupt, qq (A.8b)
xp0q  x0 (A.8c)
U Q rupt, qq. (A.8d)
Da für jede Iteration der Optimierung ein Parametervektor q bekannt ist, kann mittels
numerischer Integration von (A.8b) die Zustandstrajektorie xptq berechnet und dann
die Gütefunktion ausgewertet werden. Unter der Annahme von stetiger Differenzier-
barkeit der Gütefunktion J
 
xptq, rupt, qq nach q kann das Optimierungsproblem (A.8)
mit Sequentieller Quadratischer Programmierung (SQP) gelöst werden. Nachteil des
Einfachschießverfahren ist, dass dieses bei instabilen Systemen nur beschränkt an-
wendbar ist, da die Bestimmung eines initialen Parametersatzes q, welcher zu einer
finiten (und damit berechenbaren) Systemtrajektorie xptq führt, schwierig sein kann.
Ebenso kann bei diesem Ansatz evtl. vorhandenes Wissen über den Verlauf der idea-
len Systemtrajektorien nicht genutzt werden.
Für das Beispiel einer skalaren Steuergröße uptq und der Parametrisierung dieser
durch Anwendung einer abschnittsweisen konstanten Funktion, sind die Trajektorien
xptq und rupt, qq in Abbildung A.1 dargestellt.
A.2.2 Mehrfachschießverfahren
Eine Weiterentwicklung von Einfachschießverfahren stellt das direkte Mehrfach-
schießverfahren dar. Es wir hier angenommen, dass uptq durch rupt, qq auf Basis von
m abschnittsweise konstanten Funktionen (A.10) approximiert wird
rupt, qq  m¸
j1
qpjqφpjqptq. (A.9)
Um den Unterschied zum allgemeineren Ansatz beim Einfachschießverfahren (A.7)
zu verdeutlichen, wird der Index, der jetzt explizit ein Zeitintervall beschreibt, in run-
den Klammern dargestellt. Bei einer äquidistanten Unterteilung des Intervalls r0, T s
in m abschnittsweise konstante Funktionen, ergeben sich die Funktionen zu
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Abbildung A.1: Einfachschießverfahren am Beispiel eines Systems mit einer skalaren Zustands- und einer
Stellgrößentrajektorie. Die Stellgrößentrajektorie rupt, pqqq wurde hier durch
abschnittsweise zeitlich konstante Funktionen mit dem Funktionswert qj parametrisiert.
Die Zustandstrajektorie xptq ergibt sich weiterhin aus der Lösung der
Systemdifferentialgleichung.
φpjqptq 
"
1 für t P rj∆τ ∆τ, j∆τq
0 für t R rj∆τ ∆τ, j∆τq (A.10)
mit ∆τ  T {m.
Bei der Anwendung des Einfachschießverfahrens ist (A.10) ebenfalls eine (von vie-
len) Möglichkeit zur Parametrisierung der Trajektorien. Jedoch wird, verglichen mit
dem Einfachschießverfahren, beim Mehrfachschießverfahren die Zustandstrajekto-
rie xptq für jedes der m Zeitintervalle t P rj∆τ ∆τ, j∆τq unabhängig bestimmt,
wodurch die Verwendung einer abschnittsweise definierten Funktion zwangsweise
notwendig ist. Damit eine abschnittsweise Betrachtung der Intervalle möglich wird,
wird der Vektor spjq P Rn eingeführt, welcher die Startwerte der Zustandsgrößen
für ein Intervall beschreibt. Entsprechend ist s der zusammenfassende Vektor aller
m Vektoren spiq. Ein Vorteil dieses Ansatzes ist, dass sich so m, ausschließlich über
die Nebenbedingungen gekoppelte, Optimierungsprobleme ergeben. Um eine Ver-
wechslung mit den Spielergütemaßen zu verhindern, wird der Index des Zeitinter-
valls bei Jpjqpq in runden Klammern geschrieben. Die Zustandstrajektorien des Zei-
tintervalls j lassen sich mittels numerischer Integration der Systemdynamik mit den
initialen Zuständen spjq und den Parametern qpjq, welche die Steuertrajektorien in die-
sem Intervall approximieren, berechnen. Damit ist das Teil-Gütemaß Jpjqpq aus Opti-
mierungssicht nur von diesen Parametern abhängig, weshalb diese Gütefunktion als
J 1pjqpqpjq, spjqq bezeichnet wird. Es ergeben sich daherm gegenseitig unabhängige Op-
timierungsprobleme. Dies ist ein großer Vorteil, verglichen mit dem Einfachschießver-
fahren, bei dem Abhängigkeiten zwischen den einzelnen qpjq bestehen, welche die Lö-
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sung des Optimierungsproblems erschweren. Die Stetigkeit der Zustandstrajektorie
an den Grenzen der Zeitintervalle, muss allerdings über Nebenbedingungen erzwun-
gen werden. Formal ergibt sich beim Mehrfachschießverfahren das folgende Optimie-
rungsproblem:
min
q,s
m¸
j1
J 1pjq
 
qpjq, spjq

(A.11a)
unter den Nebenbedingungen
0  spj 1q  xpjq
 
qpjq, spjq
 @ j  1, . . . ,m 1 (A.11b)
0  x0  sp1q (A.11c)
U Q rupt, qq. (A.11d)
Die Nebenbedingung (A.11b) erzwingt die Stetigkeit der Zustandstrajektorie. Dabei
steht xpjqpqpiq, spiqq abkürzend für den Zustandsvektor zum Zeitpunktpunkt t  j∆τ .
Dieser wird über numerische Integration der Systemgleichung (A.6b) ausgehend von
dem Startzeit t  pj  1q∆τ , dem Startwert spjq und dem Steuervektor, beschrieben
durch qpjq, berechnet.
Das Optimierungsproblem kann ebenfalls mit Hilfe von SQP Ansätzen gelöst wer-
den, sofern J 1pjq
 
qpjq, spjq

stetig nach den Parametern differenzierbar ist. Die Lösung
mittels SQP ist hier im Besonderen sinnvoll, da nur beschränkt Abhängigkeiten zwi-
schen den einzelnen Einträgen von q und s bestehen. Anschaulich stellt das Mehr-
fachschießverfahren eine m-fache, abschnittsweise Anwendung des Einfachschieß-
verfahrens unter der Forderung von Stetigkeit zwischen den Teillösungen dar. Das
Konzept ist in Abbildung A.2 dargestellt.
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Abbildung A.2: Mehrfachschießverfahren am Beispiel einer skalaren Zustands- und
Stellgrößentrajektorie. Die Stellgrößentrajektorie rupt, pqqq wurde durch abschnittsweise
zeitlich konstante Funktionen mit dem Funktionswert qj parametrisiert. Die blau
gestrichelten Trajektorienabschnitte zeigen die Zustandstrajektorie die jeweils auf Basis
der Startwert sj berechnet wurden. Die linke Abbildung zeigt das Ergebnis nach der
ersten Iteration des zugrundeliegenden Parameteroptimierungsproblems. Hier sind die
Stetigkeitsbedingungen für die einzelnen Abschnitte der Systemtrajektorie noch nicht
erfüllt. Die rechte Abbildung zeigt das Ergebnis am Ende der Optimierung bei erfüllten
Stetigkeitsbedingungen.
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A.3 Inverse dynamische Optimierung
Die Inverse Optimierung ist notwendig, um einige essentielle Probleme bei der ko-
operativen Regelung zu lösen. Bevor auf diese spezifischen Problemstellungen ein-
gegangen wird erfolgt eine kompakte Einführung in die Inverse Optimierung. Unter
dem Begriff Inverse Dynamische Optimierung (IDO) versteht man die Identifizierung
der Gütefunktion eines dynamischen Optimierungsproblems aus einem Satz gegebe-
ner optimaler Trajektorien. Die Randbedingungen der Optimierung, wie die Dynamik
des zugrunde liegenden Systems und die Beschränkungen der Stellgrößen, werden
als bekannt angenommen.
ProblemstellungA.1 (Inverses Dynamisches Optimierungsproblem)
Gegeben:
• S, System
• r0, T q, Zeithorizont
• quptq, t P r0, T q, optimale Stellgrößentrajektorien
• U, Beschränkung der Stellgrößen (sofern sie beschränkt sind)
Gesucht:
Eine Gütefunktion Jpxptq,uptqq für die gilt
quptq  arg min
uptqPU
J
 
xptq,uptq (A.12a)
unter den Nebenbedingungen
9xptq  f t,xptq,uptq (A.12b)
xp0q  x0. (A.12c)
Die IDO beschreibt die in Definition A.1 gegebene mathematische Problemstellung.
Zur besseren Unterscheidung zwischen inverser Problemstellung und dynamischem
Optimierungsproblem werden die gegebenen optimalen Trajektorien des inversen
Problems mit „qa“ gekennzeichnet. In der Regelungstechnik wurde die IDO erst-
mals von Kalman in [Kal64] diskutiert, der damit versuchte, eine Brücke zwischen
der traditionellen Regelungstheorie und der damals neuen, optimalen Regelungs-
theorie zu bauen. Er zeigte, dass für jeden gegebenen, stabilisierenden linearen Reg-
ler immer ein entsprechendes optimales Regelungsproblem existiert. Im mathema-
tischen Kontext wird das Problem der IDO bereits seit den Anfängen der Varia-
tionsrechnung diskutiert. Beispiele hierzu sind [Dou41] und [Fun62]. In jüngster
Zeit wurde das Konzept verwendet, um Eigenschaften der menschlichen Bewegung
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zu identifizieren, die als optimales Steuerungsproblem modelliert werden können
[MTL10, BPC 06, Alb13, Hat14]. Eine weitere Anwendung von IDO ist die Identi-
fizierung von Modellen für die Beschreibung von menschlichen Regelungsaufgeben,
so z.B. bei der Fahrzeugführung [But04] und der Flugzeugführung [AGMS13].
Zu einem Optimierungsproblem existieren grundsätzlich unendlich viele Gütefunk-
tionen, die bei einer ansonsten identischen Problemstellung zum gleichen Ergebnis
führen. Um dies formal beschreiben zu können wurde die Eigenschaft der Äquivalenz
von Gütefunktionen eingeführt (siehe Kapitel A.4). Die inverse Optimierung kann
verwendet werden, um die Gütefunktion Jipq eines Spielers in einem Differential-
spiel zu identifizieren, sofern die Trajektorien des Spiels bekannt sind. Voraussetzung
ist, dass bekannt sein muss, welches grundsätzliche Lösungskonzept (siehe Kapitel
2.2 z.B. Nash-Gleichgewicht, Stackelberg-Gleichgewicht) dem gekoppelten Entschei-
dungsproblem zugrunde liegt. Unter der Annahme einer Nash-Strategie kann die
Gütefunktion eines Spielers auf Basis der folgenden Problemstellung bestimmt wer-
den.
ProblemstellungA.2 (Inverses Spielerproblem)
Gegeben:
• S, System
• r0, T q, Zeithorizont
• qui ptq, t P r0, T q, Stellgrößentrajektorien des Nash-Gleichgewichts von Spie-
ler i P P
• qu iptq, t P r0, T q, Stellgrößentrajektorien des Nash-Gleichgewichts aller an-
deren Spieler
• Ui, Beschränkung der Stellgrößen für Spieler i (sofern vorhanden)
Gesucht:
Eine Gütefunktion Jipxptq,uptqq für die gilt
qui ptq  arg min
uiptqPUi
Ji
 
xptq,uiptq, qu iptq (A.13a)
unter den Nebenbedingungen
9xptq  f t,xptq,uiptq, qu iptq (A.13b)
xp0q  x0. (A.13c)
Da die Trajektorien qu iptq bekannt sind, wird Jipq @i P Pzi und Uipq @i P Pzi nicht
für die Bestimmung der Gütefunktion Jipq benötigt und es ist unerheblich wie viele
Spieler das Spiel hat. Auf Basis des Problems A.2 kann auch die Gütefunktion des do-
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minierten Spielers eines Stackelbergspiels bestimmt werden. Dazu ist entsprechendqui ptq und qu iptq durch qusi ptq und qus iptq zu ersetzen. Die Vorgehensweise zur Lösung
der Problemstellung A.1 und A.2 ist identisch. Die im nächsten Abschnitt dargestell-
ten Lösungsansätze eignen sich daher für beide Problemstellungen. Da die Nomen-
klatur der Problemstellung A.2 allgemeiner ist wird sie im Folgenden verwendet um
die Lösungskonzepte der IDO vorzustellen, auch wenn die vorgestellten Ansätze in
der Literatur nur für klassische inverse Optimierungsprobleme und nicht für spiel-
theoretische Probleme beschrieben werden.
A.3.1 Lösung des Inversen Dynamischen Optimierungsproblems
Die Ansätze zur Lösung eines IDO lassen sich analog zur Lösung von dynamischen
Optimierungsproblemen in indirekte und direkte Lösungsverfahren unterteilen.
Indirekte Lösungsverfahren
Die indirekten Lösungsverfahren basieren auf den, sich aus der Variationsrechnung
ergebenden, notwendigen Bedingungen der optimalen Lösung eines Optimierungs-
problems. Zuerst werden die notwendigen Bedingungen für das zugrunde liegen-
de Optimierungsproblem (vgl. Abschnitt 2.2.1) aufgestellt. Aus diesem Differential-
gleichungssystem werden dann die Gütefunktionen bestimmt. Der indirekte Ansatz
wurde bereits von Kalman angewendet, um Gewichtungsmatrizen der Gütefunktion
eines zeitinvarianten LQ-Reglers im SISO Fall zu bestimmen [Kal64]. Eine Erweite-
rung auf den Mehrgrößenfall erfolgte in [JK73, Cas80, FN84] und auf mehrere Regler
in [FK88]. Alle diese Ansätze verwenden die algebraische Riccati-Gleichung (ARE)
zur Bestimmung der Gütefunktion. Für dynamische Optimierungsprobleme mit li-
nearer Systemdynamik und quadratischen Gütefunktionen wurde in [Tha67, MA73]
gleichermaßen ein Vorgehen auf Basis der Hamilton-Jacobi-Bellman Differentialglei-
chung vorgeschlagen. Für die identische Problemklasse wurde in [JAB13] ein Al-
gorithmus direkt auf Basis der Hamilton-Gleichungen (bzw. Pontryagins Minimum
Prinzip) vorgestellt. Aufgrund des Ansätzes über die Optimalitätsbedingungen sind
die sich ergebenden Lösungen bzw. Algorithmen der Indirekten Lösungsverfahren
sehr problemspezifisch aber meist effizienter als direkte Methoden.
Direkte Lösungsverfahren
Bei den direkten Lösungsverfahren wird das Problem der IDO direkt als Opti-
mierungsproblem gelöst. Dazu wird das IDO als hierarchisches Optimierungspro-
blem mit zwei Ebenen formuliert, weshalb das Konzept Zwei-Ebenen-Ansatz ge-
nannt wird. Bekannt wurde das direkte Lösungsverfahren durch die Anwendung in
[MTL10]. Ursprünglich entwickelt wurde der Ansatz in [Hat08, HSB12] und [Hat14].
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Um das IDO Problem lösen zu können, ist es notwendig eine parametrisierbare Struk-
tur für die Gütefunktion mit
Ji
 
xptq,uptq,θi

(A.14)
vorzugeben. Die Bestimmung der Gütefunktion Jipq reduziert sich daher auf die Be-
stimmung des Parametervektors θi. Auf den ersten Blick scheint die Notwendigkeit
zur Vorgabe einer Struktur für die Gütefunktion ein Nachteil zu sein, verglichen mit
den indirekten Lösungsverfahren. In den spezifischen Problemstellungen, auf denen
die indirekten Lösungsverfahren angewendet werden können, ist aber die Struktur
der Lösung a-priori bekannt und damit also implizit gegeben.
Das direkte Lösungsverfahren besteht aus zwei Optimierungsebenen. Die untere Ebe-
ne löst das grundlegende dynamische Optimierungsproblem für einen gegebenen Pa-
rametervektor θi. Die obere Ebene minimiert den Abstand zwischen den Stellgrößen-
trajektorien ui pθi, tq, die sich für θi aus der unteren Ebene ergeben, und den a-priori
gegebenen Trajektorien qui ptq durch Variation der Parameter θi. Formal ergibt sich
die folgende Problemstellung:
θ˘  arg min
θi
T»
0
 
ui pθi, tq  qui ptq TZ ui pθi, tq  qui ptq  d t (A.15a)
mit
uipθi, tq  arg min
uiptqPUi
Ji
 
xptq,uiptq, qu iptq,θi (A.15b)
unter den Nebenbedingungen
9xptq  f t,xptq,uiptq, qu iptq (A.15c)
xp0q  x0. (A.15d)
Dabei ist Z P Rnini eine beliebige aber positiv definite Matrix. Für eine Lösung θ˘i
des Optimierungsproblems (A.15) gilt
uipθ˘i, tq  qui ptq @t P r0, T q (A.16)
sofern sie
0 
T»
0
 
uipθ˘i, tq  qui ptq TZ uipθ˘i, tq  qui ptq  d t (A.17)
erfüllt. Das Optimierungsproblem (A.15a) ist ein klassisches NLP und (A.15b) ein
klassisches dynamisches Optimierungsproblem. Beide Optimierungsprobleme kön-
nen numerisch gelöst werden. Die einfachste und allgemeinste Implementierung
kann erreicht werden, wenn (A.15b) bei jeder Auswertung der Gütefunktion (A.17)
gelöst wird. Dies ist auf der linken Seite von Abbildung A.3 dargestellt.
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min
θi
T»
0
 
uipθi, tq  qui ptq TZ   
..
 
uipθi, tq  qui ptq  d t
min
uiptqPUi
Ji
 
xptq,uiptq, qu iptq,θi
u.d.N.
9xptq  f t,xptq,uiptq, qu iptq
xp0q  x0
Inverse Dynamische Optimierung
min
θA
JG
 
xptq,uptq
@A : min
uiptqPUi
rJi xptq,uiptq,u iptq,θi
@H : min
uiptqPUi
Ji
 
xptq,uiptq,u iptq

jeweils u.d.N.
9xptq  f t,xptq,uptq
xp0q  x0
Entwurf durch Strukturvorgabe
θ
tku
iui
 
θ
tku
i , t

θ
tku
A
puptq,xptqq|
θ
tku
A
Abbildung A.3: Vergleich der beiden Optimierungsebenen beim Zwei-Ebenen-Ansatz der IDO (links) und
beim Entwurf durch Strukturvorgabe aus Abschnitt 3.5.2 (rechts)
Die Problemstellung (A.15) hat Parallelen zur Problemstellung (3.56) die im Zuge des
Entwurfs der Automation vorgeschlagen wurde. In Abbildung A.3 sind sie gegen-
über gestellt. Beide bestehen aus zwei logischen Optimierungsebenen, wobei die je-
weils obere Ebene ein Parameteroptimierungsproblem ist. Die untere Ebene ist beim
IDO ein klassisches dynamisches Optimierungsproblem, wohingegen beim Entwurf
des Regelkreises durch Strukturvorgabe (Abschnitt 3.5.2) in der unteren Ebene ein
Nash-Gleichgewicht bestimmt wird. Für den nicht kooperativen Spezialfall N  1
und |H|  0 sind die auf der unteren Optimierungsebene zu lösenden Probleme iden-
tisch.
A.3.2 Inverse Optimierung für kooperative Regelung
Im Kontext der kooperativen Regelung wird die IDO benötigt um folgende Fragestel-
lungen zu lösen:
1. Identifikation der Gütefunktionen Jipq @i P H von den Modellen der Menschen
im Regelkreis.
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2. Entwurf der Gütefunktionen der Automation Jipq @i P A auf Basis von Ab-
schnitt 3.5.1.
3. Bestimmung einer globalen Gütefunktion JGpq.
Die erste Fragestellung wurde bereits in der Problemstellung A.2 formalisiert. Dabei
wurde die direkte Lösung der IDO vorgestellt. Um die mathematische Fragestellung
lösen zu können, müssen entsprechende optimale Trajektorien quptq in einem Versuch
aufgezeichnet werden. Die zweite Fragestellung (formal das Problem (3.51)) ist aus
mathematischer Sicht identisch mit Problemstellung A.2. Dabei ist entsprechend fürquptq die stark kooperative Nash-Strategie puptq zu verwenden. Die dritte Fragestellung
behandelt die Frage, wie die globale Gütefunktion JGpq gewählt werden kann. Die
globalen Zielstellungen können durch die geeignete Wahl einer Gütefunktion JGpq
direkt modelliert werden. Allerdings existieren in manchen Problemstellungen (z.B.
in biologischen und sozialen) teilweise keine klaren Ziele. In diesem Fall kann die
Identifikation von JGpq auf Basis von vorgegebenen, gewünschten und idealen (oder
zumindest von jeder beteiligten Partei akzeptierten) Lösungstrajektorien quptq erfol-
gen. Dabei sind zwei Fälle bei der Bestimmung von JGpq zu unterscheiden.
Im ersten Fall wird für den gesamten Regelkreis das idealisierte gewünschte Verhalten
vorgeben, d.h. quptq beschreibt das gewünschte Verhalten aller N Regler bzw. Spieler.
In diesem Fall ergibt sich JGpq aus der folgenden IDO:
0 ! quptq  arg min
uptqPU
JG
 
xptq,uptq (A.18a)
unter den Nebenbedingungen
9xptq  f t,xptq,uptq (A.18b)
xp0q  x0. (A.18c)
Für die Spieler H kann die Annahme von idealisiertem Verhalten aber irrational sein,
da die Konsistenz mit den individuellen Zielen der Spieler nicht garantiert ist. Im
zweiten Fall wird daher nur das idealisierte und gewünschte Verhalten der Auto-
mation mit den Stellgrößentrajektorien quAptq vorgegeben werden. Das Verhalten der
Partner H ergibt sich dann entsprechend aus deren individuellen Zielstellungen. In
diesem Fall folgt JGpq aus dem zu (3.28) inversen Problem.
In zwei Abschlussarbeiten wurde IDO auf die Problemstellungen der kooperativen
Regelung angewendet. In der Abschlussarbeit [Got13] wurde inverse Optimierung
verwendet um die Gütefunktion eines Fahrers bei der Manöverplanung zu bestim-
men. In der Arbeit [Kur15] wurde mit inverser Optimierung die Gütefunktion eines
als Optimalregler modellierten Fahrers bei der Querführungsaufgabe identifiziert.
Es konnte in beiden Arbeiten gezeigt werden, dass die Gütefunktionen mit dem in
[MTL10] vorgeschlagenen Zwei-Ebenen-Ansatz identifiziert werden können. Die Be-
stimmung der Funktionen auf Basis eines Szenarios der Länge T  15 s dauert bei
Verwendung des nicht optimierten Zwei Ebenen Ansatzes unter den in [Kur15] ge-
wählten Einstellungen ca. 60 min. Durch eigene, auf die Problemklasse spezialisierte
Algorithmen konnte die Rechenzeit auf 20 s verkürzt werden.
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A.4 Äquivalenz von Gütefunktionen
In einer Anwendung (z.B. MPR), in der nur das Argument θ des Extrema einer Güte-
funktion Jpθq von Relevanz ist, nicht aber der Funktionswert, ist der direkte Vergleich
zweier Gütefunktionen
J1pθq  J2pθq (A.19)
nicht zielführend, da auch für den Fall J1pθq  J2pθq
arg min
θ
J1pθq  arg min
θ
J2pθq (A.20)
gelten kann. Dies ist zum Beispiel der Fall, wenn gilt
J2pθq  aJ1pθq   b (A.21)
mit a P R¡0, b P R. Um dies formal zu beschreiben, wird die Eigenschaft der Äqui-
valenz () zweier Gütefunktionen mit Bezug zu einem Optimierungsproblem einge-
führt.
DefinitionA.4 (Äquivalenz Gütefunktion)
Zwei Gütefunktionen J1pq und J2pq werden als äquivalent
J1pq pOPq J2pq (A.22)
im Bezug zu einem Optimierungsproblem OP bezeichnet wenn gilt
OPpJ1pqq  OPpJ2pqq. (A.23)
Dies gilt sowohl für Funktionen wie auch Funktionale.
Dabei bezeichnet OP ein beliebiges Optimierungsproblem und OPpJlpqq die Menge
aller Argumente des Minimums (oder der Minima) des Optimierungsproblems bei
der Gütefunktion Jlpq. Entsprechend sind zwei Gütefunktionen nicht äquivalent (),
wenn (A.23) nicht erfüllt ist. Zur Veranschaulichung wird ein Beispiel gezeigt.
BeispielA.1:
Gegeben sei das beschränkte Parameteroptimierungsproblem
arg min
θ
Jpθq (A.24a)
mit der Nebenbedignung
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θ ¤ 4 (A.24b)
θ ¡ 0 (A.24c)
und den Gütefunktionen
J1pθq  pθ  2q2   pi (A.25)
J2pθq  |sin pθ  2q|  θ10 (A.26)
J3pθq  pθ  2q3   pθ  2q2 . (A.27)
Es gilt
J1pθq 
(A.24)
J2pθq (A.28)
und
J1pθq 
(A.24)
J3pθq ^ J2pθq 
(A.24)
J3pθq. (A.29)
A.5 Lösung der (unsymmetrischen) Algebraischen
Riccati Gleichung
In diesem Abschnitt werden Lösungskonzepte für unsymmetrische ARE der Form0...
0
ﬁﬃﬂ  I bAT	
P 1...
PN
ﬁﬃﬂ 
P 1...
PN
ﬁﬃﬂA 
Q1...
QN
ﬁﬃﬂ
P 1...
PN
ﬁﬃﬂS1    SN 
P 1...
PN
ﬁﬃﬂ
(A.30)
diskutiert, wie sie für die zeitinvariante Lösung des LQ-Differentialspiels in Kapitel 4
benötigt werden. Für den allgemeinen Fall gilt P i,A,F i P Rnn und Si P Rnin. b
ist das Kronecker-Produkt.
Der in der Regelungstechnik gängige Ansatz der Lösung der ARE über die Hamil-
ton Matrix (z.B. [AKFIJ12]) kann hier aufgrund der Dimensionen des gekoppelten
Gleichungssystems (A.30) nicht verwendet werden. Ein anwendbarer Lösungsansatz
für die ARE ist es, das zugrunde liegende Differentialgleichungssystem (4.15) zu ver-
wenden und auf Basis eines angenommenen Anfangswertes (bzw. formal Endwert)
numerisch zu integrieren, bis die Differentialgleichungen zu einer Lösung der ARE
konvergieren. Als Alternative dazu wurde in [GL00] die Lösung der ARE auf Ba-
sis des Newton-Raphson-Verfahrens vorgeschlagen. Um die Konvergenzeigenschaf-
ten zu verbessern, wurden weitere iterative Verfahren vorgeschlagen, die in jedem
Schritt eine Approximation des Originalproblems lösen und damit die Lösung ver-
bessern (z.B. in [Guo01] auf Basis der Sylvester Gleichung und in [MXM05] auf Basis
der Lyapunv Gleichung). Nachteil aller dieser häufig eingesetzten iterativen Lösungs-
verfahren ist jedoch, dass nur jeweils eine Lösung der ARE bestimmt wird und es for-
mal unmöglich ist, alle Lösungen zu bestimmen. Eine Lösung der ARE ist aber nicht
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zwangsweise auch ein Lösung des regelungstechnischen Problems (siehe Gleichung
(4.20)). Es wird daher ein algebraischer Lösungsansatz verwendet der alle Lösungen
einer ARE berechnen kann.
Basis ist die Arbeit von [AKFJ93], welche die Verbindung der Eigenvektoren und Ei-
genwerten der Matrix
M 

A S1 S2    SN
Q1 AT 0    0
Q2 0 AT    0
...
...    . . .   
QN 0 0    AT
ﬁﬃﬃﬃﬃﬃﬂ (A.31)
mit der Lösung der zugehörigen ARE aufzeigte. Der darauf aufbauende Algorithmus
wurde von [MEP11] und [Eng13] vorgeschlagen und besteht aus drei wesentlichen
Schritten:
1. Aufstellen der MatrixM und berechnen der Eigenwerte und Eigenvektoren.
2. Bestimmung aller M invarianten Unterräume Pj unter Verwendung der Eigen-
werte mit negativen Realteil.49
3. Sofern Xj invertierbar ist, ergibt sich aus jedem der im vorherigen Schritt be-
stimmten Unterräume Pj eine Lösung der ARE (hier für N  2 gezeigt):
P 1  Y jX1j (A.32)
P 2  ZjX1j (A.33)
mit
Pj  im
XjY j
Zj
ﬁﬂ .50 (A.34)
Auf Basis der stabilen Eigenwerte der Matrix M kann auf die Lösbarkeit bzw. die
Anzahl der Lösungen einer ARE geschlossen werden.
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In diesem Abschnitt wird die diskrete Gütefunktion (4.31) eines Spielers i mittels
(4.35) umgeformt und anschließend analytisch die Gradienten bestimmt, mit dem
Ziel, die Matrizen Cii,Cil und den Vektor ci zu erhalten. Um die Übersichtlichkeit
zu verbessern, werden jeweils die Berechnungen für die einzelnen Summanden von
(4.32) getrennt durchgeführt. Für die vollständige Gütefunktion können die einzelnen
Terme der folgenden Abschnitte einfach aufsummiert werden.
49 Bei ausschließlich einfachen Eigenwerten ergeben sich die Unterräume einfach als Kombination (ohne
Wiederholung und ohne Betrachtung der Reihenfolge) von je n Eigenvektoren.
50 im: mathematisch Bild siehe [BSM06, Seite 328]
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Zustandsgrößen (4.32a)
Jipq 
m¸
j1
 
xpjq  xi,pjq
T
Qi,pjq
 
xpjq  xi,pjq



~x ~xi
	T
~Qi

~x ~xi
	
Jip~uq 

~Φxp0q   ~Hz~z  ~xi  
N¸
l1
~H l~ul
	T
~Qi

~Φxp0q   ~Hz~z  ~xi  
N¸
l1
~H l~ul
	
(A.35)
mit
~Qi 

Qi,p1q 0    0
0 Qi,p2q   
...
...
...
. . . 0
0    0 Qi,pmq
ﬁﬃﬃﬃﬃﬂ (A.36)
~xi 
 
xi,p1q
T     xi,pmqT T . (A.37)
Daraus ergeben sich die Ableitungen:
BJip~uq
B~ui  2 þH
T
i
þQi
 
þΦxp0q   þHzþz  þxi

ci
  2 þHi
T þQi þHi
Cii
~ui  
¸
lPPzi
2HTi þQi þH l
Cil
~ul
B2Jip~uq
pB~uiq2
 2 ~Hi
T ~Qi
~Hi. (A.38)
Stellgrößen (4.32b)
Jip~uq 
m¸
j1
 
ui,pjq  ui,pjq
T
Rii,pjq
 
ui,pjq  ui,pjq



~ui  ~ui
	T
~Rii

~ui  ~ui
	
(A.39)
mit
~Rii 

Rii,p1q 0    0
0 Rii,p2q   
...
...
. . . . . . 0
0    0 Rii,pmq
ﬁﬃﬃﬃﬃﬂ (A.40)
~ui 
 
ui,p1q
T     ui,pmqT T . (A.41)
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Daraus ergeben sich die Ableitungen:
BJip~uq
B~ui  2þRiiþui
ci
  2þRii
Cii
~ui
B2Jip~uq
pB~uiq2
 2~Rii. (A.42)
Änderung der Zustandsgrößen (4.32c)
Jip~uq 
m¸
j1
 
∆xpjq ∆xi,pjq
T ∆Qi,pjq  ∆xpjq ∆xi,pjq


~V i,x~x ~∆xi
	T
~∆Qi

~V i,x~x ~∆xi
	


~V i,x
 
~Φxp0q   ~Hz~z  
N¸
l1
~H l~ul
 ~∆xi	T ~∆Qi   

~V i,x
 
~Φxp0q   ~Hz~z  
N¸
l1
~H l~ul
 ~∆xi	 (A.43)
mit
~∆Qi 

∆Qi,p1q 0    0
0 ∆Qi,p2q   
...
...
...
. . . 0
0    0 ∆Qi,pmq
ﬁﬃﬃﬃﬃﬂ (A.44)
~V i,x  I 

0pnnq          0
I
. . .
...
0 I . . .
...
...
. . . . . . . . .
...
0    0 I 0
ﬁﬃﬃﬃﬃﬃﬃﬃﬂ
(A.45)
~∆xi 

∆xi,p1q
∆xi,p2q
...
∆xi,pmq
ﬁﬃﬃﬃﬂ

∆xi,p0q
0
...
0
ﬁﬃﬃﬃﬂ . (A.46)
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Dabei ist ∆xi,p0q die Zustandsreferenz für die Differenz im ersten Zeitschritt. Es erge-
ben sich die Ableitungen:
BJip~uq
B~ui  2 þH
T
i
þ∆Qi
 
þV i,xþΦxp0q   þV i,x þHzþz  þ∆xi

ci
  2 þHi
T þV
T
i,x
þ∆Qi þV i,x þHi
Cii
~ui  
¸
lPPztiu
2HTi þV
T
i,x
þ∆Qi þV i,x þH l
Cil
~ul (A.47)
B2Jip~uq
pB~uiq2
2 ~Hi
T ~V
T
i,x
~∆Qi ~V i,x ~Hi. (A.48)
Änderung der Stellgrößen (4.32d)
Jip~uq 
m¸
j1
 
∆ui,pjq ∆ui,pjq
T ∆Rii,pjq  ∆ui,pjq ∆ui,pjq


~V i,u~ui  ~∆ui
	T
~∆Rii

~V i,u~ui  ~∆ui
	
(A.49)
mit
~∆Rii 

∆Rii,p1q 0    0
0 ∆Rii,p2q   
...
...
...
. . . 0
0    0 ∆Rii,pmq
ﬁﬃﬃﬃﬃﬂ (A.50)
~V i,u  I 

0pniniq          0
I
. . .
...
0 I . . .
...
...
. . . . . . . . .
...
0    0 I 0
ﬁﬃﬃﬃﬃﬃﬃﬃﬂ
(A.51)
~∆ui 

∆ui,p1q
∆ui,p2q
...
∆ui,pmq
ﬁﬃﬃﬃﬂ

ui,p0q
0
...
0
ﬁﬃﬃﬃﬂ . (A.52)
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Dabei ist ui,p0q die Stellgrößenreferenz für die Differenz im ersten Zeitschritt. Daraus
ergeben sich die Ableitungen:
BJip~uq
B~ui  2þV
T
i,u
þ∆Rii þ∆ui
ci
  2þV Ti,u þ∆Rii þV i,u
Cii
~ui (A.53)
B2Jip~uq
pB~uiq2
 2~V Ti,u ~∆Rii ~V i,u. (A.54)
Differenzen zwischen Spielerstellgrößen (4.32e)
Dieser Abschnitt betrachtet die Gewichtung zwischen den Stellgrößen der Spieler i
und l. Sollten die Differenzen zu weiteren Spielern Teil der Gütefunktion des Spie-
lers i sein, ergeben sich diese Terme analog und können entsprechend aufsummiert
werden.
Jip~uq 
m¸
j1
 
N il,pjqui,pjq N il1,pjqul,pjq
T  
N il,pjqui,pjq N il1,pjqul,pjq



~N il~ui  ~N il1~ul
	T 
~N il~ui  ~N il1~ul
	
(A.55)
mit
~N il 

N il,p1q 0    0
0 N il,p2q   
...
...
...
. . . 0
0    0 N il, pmq
ﬁﬃﬃﬃﬃﬂ . (A.56)
Die Matrix ~N il1 setzt sich analog zusammen. Daraus ergeben sich die Ableitungen:
BJip~uq
B~ui  2 þN
T
il
þN il
Cii
~ui  
2 þN
T
il
þN il1
Cil
~ul (A.57)
B2Jip~uq
pB~uiq2
 2 ~NTil ~N il. (A.58)

B Modellierung und Validierung
B.1 Fahrzeugmodell der Querdynamik
In diesem Abschnitt wird das Fahrzeugmodell der Querdynamik vorgestellt, welches
für die Implementierung des Querführungs-FAS auf dem IRS-Fahrsimulator verwen-
det wurde. Die Fahrzeugmodellierung ist ein bereits intensiv erforschter Bereich und
Gegenstand einiger Lehrbücher [MW14, Pfe13, KN00, Jaz14].
Um eine lineare Beschreibung der Fahrzeugkinematik zu ermöglichen, wird das Fahr-
zeug in einem lokalen Koordinatensystem betrachtet, welches vor Beginn eines jeden
Optimierungsproblems des gleitenden Horizont Ansatzes neu aufgestellt wird. Der
Ursprung des lokalen Koordinatensystems (Index L) ist der Fahrzeugschwerpunkt
zu dem Startzeitpunkt t0 des jeweiligen Prädiktionszeitpunktes. Die Orientierung des
Koordinatensystems ist die Fahrzeugrichtung des Startzeitpunktes t0. Dadurch gilt
für den Gierwinkel ψLpt0q  0. Der geometrische Bezug zwischen dem statischen
globalen Koordinatensystem (Index G) ist in Abbildung B.1 dargestellt. Alle nach-
folgend betrachteten Koordinaten sind grundsätzlich im lokalen Koordinatensystem,
der Index L wird daher nicht explizit angegeben.
Einspurmodell
Um die Querdynamik des Fahrzeuges zu modellieren, wird das bekannte lineare Ein-
spurmodell [MW14, Seite 613ff] verwendet. Durch die Verwendung des lokalen Koor-
dinatensystems stellt dieses Modell einen sinnvollen Kompromiss zwischen Modell-
genauigkeit und dem numerischen Aufwand zur Lösung dar. Ein detaillierter Ver-
gleich mit dem nichtlinearem Einspurmodell und dem nichtlinearem Zweispurmo-
dell findet in der Arbeit [Tra12] statt. Mit dem Lenkwinkel δsptq als Eingangsgröße
kann das Modell als linearer Zustandsraum der Form
9xv ptq  Avptqxvptq   bvptqδsptq (B.1)
mit dem Zustandsvektor der Fahrzeugkinematik
xvptq 

βptq 9ψptq ψptq yptq
T
(B.2)
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∆ψ
xL
xG
ψL
yL
yG
yGpt0q
xGpt0q
Abbildung B.1: Definition des lokalen Fahrzeugkoordinatensystems für das Prädiktionsintervall
beginnend zum Zeitpunkt t0
lf
δs
β
lr
ψ v
Abbildung B.2: Geometrische Beziehungen im Einspurmodell
dargestellt werden. Dabei ist ψ der Gierwinkel und y die laterale Koordinate im lo-
kalen Koordinatensystem (Abbildung B.1), 9ψ die Gierrate und β der Schwimmwinkel
(Abbildung B.2). Die Systemmatrix ist dabei
Avptq 

CfCr
mgvptq
Crlrmgvptq2Cf lf
mgvptq2 0 0
CrlrCf lf
Θz
Cf l2fCrl2r
Θzvptq 0 0
0 1 0 0
vptq 0 vptq 0
ﬁﬃﬃﬃﬂ (B.3)
und der Eingangsvektor
bvptq 

Cf
mgvptq
Cf lf
Θz 0 0
T
. (B.4)
Dabei ist mg die Fahrzeugmasse, Θz das Trägheitsmoment um den Massenschwer-
punkt des Fahrzeuges, Cf die Seitensteifigkeit der Vorderachse, Cr die Seitensteifig-
keit der Hinterachse, lf und lr der Abstand der Achsen zum Schwerpunkt (Abbildung
B.2). Die Fahrzeuggeschwindigkeit vptq wird als gegeben angenommen51.
51 Eine entsprechende Modellierung dieser ist beim Längsführungs-FAS Abschnitt 5.1.1 gegeben.
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Lenksystem
Die Modellierung des Lenkstranges wurde aus den Abschlussarbeiten [Wen14,
Frö14], die sich auf [MW14] und [Pfe13] stützen, übernommen. Es wird ein linearer
Zusammenhang zwischen dem Lenkwinkel δsptq und dem Lenkradwinkel δptq ange-
nommen.
δsptqis  δptq (B.5)
Dabei ist is das Übersetzungsverhältnis des Lenksystems. Die Dynamik des Lenksys-
tems wird als System zweiter Ordnung mit dem Zustandsvektor
xsptq 

ωptq δptqT . (B.6)
beschrieben. Dabei ist ωptq die Lenkradgeschwindigkeit. Das Zustandsraummodell
ergibt sich damit zu
9xsptq  Asxsptq   brFrptq   bs pMAptq  MF ptqq (B.7)
mit den Matrizen und Vektoren
As 
dsκdr
Θsκ 0
1 0

, br 
 1
κirΘs
0

, bs 
 1
Θs
0

.
Dabei ist Θs die Zusammenfassung aller Massenträgheitsmomente des Lenksystems.
Θs beinhaltet die Trägheit des Lenkrades, und der damit verbundenen menschlichen
Hände, die Trägheit des FAS-Aktors, der Lenkstange, der Vorderräder, sowie aller
Verbindungselemente. Die Reibung des Lenksystems wird über zwei Dämpfungsko-
effizienten modelliert. Dabei beschreibt ds die Dämpfung der Lenksäule und dr die
Dämpfung der Zahnstange. ir ist das Übersetzungsverhältnis zwischen Zahnstange
und Lenkrad. Mit dem Faktor κ wird eine idealisierte Lenkunterstützung modelliert,
indem die Rückstellkräfte mit diesem Faktor skaliert werden. Die von den Rädern auf
die Zahnstange aufgebrachte Kraft Frptq wird nach [MW14, Seite 47 in Kombination
mit Seite 620] mit
Frptq  Cs

δsptq  βptq  lf
9ψptq
vptq
	
(B.8)
als Funktion des Schräglaufwinkels modelliert. Dabei ist Cs die effektive Schräglauf-
steifigkeit. Der Zusammenhang zum Lenkwinkel δs, der Eingangsgröße der Fahr-
zeugkinematik, ergibt sich über
δsptq 

0 1is
l jh n
cs
xsptq. (B.9)
Gesamtmodell des Fahrzeugs
Das Modell der kooperativen Regelstrecke ergibt sich aus der Zusammenfassung der
beiden vorgestellten Teilmodelle
9xc ptq  Aptqxcptq   bAMAptq   bFMF ptq. (B.10)
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Mit dem Zustandsvektor
xcptq 

βptq 9ψptq ψptq yptq ωptq δptq
T
, (B.11)
der Systemmatrix
Aptq 

Avptq bvptqcs
Arptq As   Csbrcs

,
mit
Arptq 

Cs
κirΘs
Cslf
κirΘsvptq 0 0
0 0 0 0
ﬀ
,
und den Eingangsvektoren
bA  bF 

0 0 0 0 bs
T
.
Die Eingangsgrößen des Modells sind die Lenkmomente von Fahrer MF ptq und FAS
MAptq.
B.2 Parameter der Systemmodelle der Validierung
In diesem Abschnitt sind die in der Validierung verwendeten Parameter der internen
Systemmodelle der FAS angegeben (Abschnitt 5.1.1 und B.1).
Abkürzung Beschreibung Wert
A Bezugsfläche 2,15 m2
cw Luftwiderstandsbeiwert 0,3
ρ Luftdichte 1,205 kg{m3
c1 Koeffizient 1 Rollwiderstand [Soc08] -0,5
c2 Koeffizient 2 Rollwiderstand [Soc08] 1,04
c3 Koeffizient 3 Rollwiderstand [Soc08] 0,1
c4 Koeffizient 4 Rollwiderstand [Soc08] 2  104
c5 Koeffizient 5 Rollwiderstand [Soc08] 4  107
Fz Gesamtstützlast 16,75 kN
Pr Reifendruck 220 kPa
rR Dynamischer Radradius 0,297 m
mg Fahrzeugmasse 1634 kg
ΘM Trägheitsmoment des Motors 0,168 kg m2
ΘK Trägheitsmoment der Kupplung 0,2 kg m2
ΘG,ein Trägheitsmoment des Getriebes (Motorseitig) 0,001 kg m2
ΘG,aus Trägheitsmoment des Getriebes (Abtriebsseitig) 0,037 kg m2
ΘD,ein Trägheitsmoment des Differentials (Eingangssei-
tig)
0,001 kg m2
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ΘD,aus Trägheitsmoment des Differentials (Ausgangssei-
tig)
0,001 kg m2
ΘR,v Trägheitsmoment eines Rades (Vorderachse) 1,661 kg m2
ΘR,h Trägheitsmoment eines Rades (Hinterachse) 1,609 kg m2
:uD Übersetzungsverhältnis Differential 0,599
:uG,1 Übersetzungsverhältnis 1. Gang 3,769
:uG,2 Übersetzungsverhältnis 2. Gang 2,086
:uG,3 Übersetzungsverhältnis 3. Gang 1,323
:uG,4 Übersetzungsverhältnis 4. Gang 0,918
:uG,5 Übersetzungsverhältnis 5. Gang 0,714
:uG,6 Übersetzungsverhältnis 6. Gang 0,597
kM Faktor Motormodell 420,8 Nm
kr Reibung Antriebstrang (Geschwindigkeitsfaktor) 0 Nms{rad
MS Schleppmoment -72,46 Nm
MR Reibung Antriebstrang (Offset) 0 Nm
τM Zeitkonstante Motor 100 ms
τA Zeitkonstante Momentaufbau FAS 2,5 ms
τF Zeitkonstante Momentaufbau Fahrer 100 ms
kp Verstärkung Pedal 6,65103 1{Nm
dp Dämpfung Pedal 0,49 Nms/rad
ω0,P Char. Frequenz Pedal 5,34 rad{s
Tabelle B.1: Modellparameter Längsführung
Abkürzung Beschreibung Wert
Cr Seitensteifigkeit Hinterachse 75 kN{rad
Cf Seitensteifigkeit Vorderachse 45 kN{rad
mg Fahrzeugmasse 1634 kg
lf Abstand Schwerpunkt/Vorderachse 0,91 m
lr Abstand Schwerpunkt/Hinterachse 1,67 m
Θz Trägheitsmoment um Fahrzeugschwerpunkt 1814,1 kg m2
ir Übersetzung Zahnstange 100 1{m
is Lenkübersetzung 16,127
Θs Trägheitsmoment Lenksystem 0,26 kg m2
κ Faktor Lenkunterstützung 2,2
ds Dämpfung Lenksäule 0,0578 Nms/rad
dr Dämpfung Zahnstange (bezogen auf δs) 17 Nms/rad
Cs effektive Schräglaufsteifigkeit 40 kN{rad
Tabelle B.2: Modellparameter Querführung
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B.3 Parameter der Simulation
Die in der Simulation (Abschnitt 6.1.1) verwendete quadratische Struktur der Güte-
maße JApq und JF pq ist
Jipq 
t0 10s»
t0
 
xptqxiptq

Qi
 
xptqxiptq
T   uiptq2Rii   9uiptq2∆Rii d t. (B.12)
Die Parameter des Fahrergütemaßes JF pq sind
QF  diag
  
0 0 0 2 0, 5 6
 
RFF  0, 75 ∆RFF  2, 5 (B.13)
und die des FAS-Gütemaßes JApq sind
QA  diag
  
0 0 0 2 0, 5 6
 
RAA  1, 5 ∆RAA  2, 5. (B.14)
Die Sollwerte für den Zustand x sind sowohl beim Fahrer (xF ptq) wie auch beim FAS
(xAptq) konstant null, ausgenommen die Motordrehzahl, welche durch die a-priori
gegebene Fahrzeuggeschwindigkeit gegeben ist.
Die Parameter des verwendeten Längsführungsmodells (Abschnitt 5.1.1) sind in Ta-
belle B.1 gegeben. Der Prädiktionshorizont beträgt 10 s und Tc  50 ms. Die Dis-
kretisierung des Prädiktionshorizonts ist nicht äquidistant um einen guten Trade-off
zwischen der Länge des Prädiktionshorizonts, der Genauigkeit und der Rechenzeit
zu erreichen. Die Abtastzeitpunkte sind in Tabelle B.3 gegeben.
∆τ1 ∆τ5 ∆τ6 ∆τ10 ∆τ11,∆τ12 ∆τ13 ∆τ16 ∆τ17 ∆τ20 ∆τ21,∆τ22
10 ms 50 ms 100 ms 750 ms 1 s 1, 25 s
Tabelle B.3: Intervalle der Diskretisierung des Prädiktionshorizonts
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B.4 Daten Studie Längsführung
Alter Geschlecht Führerscheinkl. Fahrleistung pkm{Jr.)
21 M B 8000
22 W B 2000
24 M B 3000
21 M B 1000
23 M A,B 1000
22 M B 10000
23 M B 8000
27 M A,B 35000
55 M A,B,C 17000
27 W B 10000
Tabelle B.4: Probanden der Studie Längsführung
B.4.1 Referenzsystem Längsführungs-FAS
Als Vergleichssystem soll das von [MAvM11] vorgeschlagene FAS vorgestellt werden.
Grundkonzept dieses FAS ist die Erhöhung der Pedalsteifigkeit. Das vom FAS gestell-
te Moment ergibt sich zu
MAptq  αptqKvptq (B.15)
mit
Kvptq 
$'&'%
Kmax für Pvptq ¡ 1
KmaxptqP ptq für 0   Pvptq ¤ 1
0 für Pvptq ¤ 0
(B.16)
und
Pvptq 
$'&'%
τTC,max
τTCptq für 0 ¤ τHW ptq   τHW,min
τHW,min pτHW,max  τHW ptqq τTC,maxτTCptq für τHW,min ¤ τHW ptq ¤ τHW,max
0 für τHW ptq ¡ τHW,max
.
(B.17)
Für die Parameter gilt Kmax, τTC,max, τHW,min, τTC,max P R¥0. Das Konzept und alle
Parameter wurden von Mulder experimentell ermittelt. In der Bachelorarbeit [Bus12]
wurden einige Erweiterungen für das FAS nach Mulder vorgeschlagen. In der hier
vorliegenden Arbeit wird die ursprüngliche Version nach [MAvM11] verwendet.
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Fragebogen Längsführungs-FAS 
 
1: Konnten Sie die gestellten Aufgaben nach eigener Einschätzung gut umsetzen? 
 
 Aufgabenstellung 
exzellent erfüllt 
10 9 8 7 6 5 4 3 2 1 0 Aufgabenstellung 
ungenügend erfüllt 
 
2: Hatten Sie Schwierigkeiten der vorgegebenen Geschwindigkeit zu folgen? 
 
 Große 
Schwierigkeiten 
10 9 8 7 6 5 4 3 2 1 0 Keine 
Schwierigkeiten 
 
3: Wie häufig war ein Eingriff des Assistenzsystems am Gaspedal spürbar? 
 (in 10% Schritten über der Zeit) 
 
 Eingriffe 
kontinuierlich 
10 9 8 7 6 5 4 3 2 1 0 Keine Eingriffe 
spürbar 
 
4: Wie stark waren diese Eingriffe am Gaspedal spürbar? 
 
 Eingriffe sehr 
stark spürbar 
10 9 8 7 6 5 4 3 2 1 0 Keine Eingriffe 
spürbar 
 
5: Vervollständigen Sie bitte den Satz durch Ankreuzen einer Bewertung: 
„Die Eingriffe haben mich beim Erreichen des Testziels insgesamt ….“: 
 
 …stark gestört 10 9 8 7 6 5 4 3 2 1 0 …sehr hilfreich 
unterstützt 
 
6: Haben Sie jederzeit die Kontrolle über das Fahrzeug gehabt, oder fühlten Sie sich durch das 
Assistenzsystem bevormundet? 
 
 Bevormundung 
 
10 9 8 7 6 5 4 3 2 1 0 Volle Kontrolle 
 
7: Bewerten Sie das Assistenzsystem in Bezug auf vorausschauende Fahrweise:  
(Reaktion auf zukünftige Geschwindigkeitsbeschränkungen) 
 
 zu sehr 
vorausplanendes 
Verhalten 
10 9 8 7 6 5 4 3 2 1 0 deutlich 
vorausplanendes 
Verhalten 
wünschenswert 
 
8: Ist das Fahrzeug mit Assistenzsystem kontrollierbar? 
 
 Voll kontrollierbar  
 
10 9 8 7 6 5 4 3 2 1 0 Nicht kontrollierbar 
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9: Hatten Sie Schwierigkeiten Ihren Sicherheitsabstand einzuhalten? 
 
 Große 
Schwierigkeiten 
10 9 8 7 6 5 4 3 2 1 0 Keine 
Schwierigkeiten 
 
10: War der vom Assistenzsystem präferierte Sicherheitsabstand angemessen? 
 
 Zu groß 
 
10 9 8 7 6 5 4 3 2 1 0 Zu klein 
 
11: Würden Sie das Assistenzsystem als hilfreich betrachten? 
 
 Ja 
 
10 9 8 7 6 5 4 3 2 1 0 Nein 
 
12: Bewerten Sie das Assistenzsystem in Schulnoten: 
 
 Sehr gut 
 
1 2 3 4 5 6 Ungenügend 
 
 
13: Wie viel würden Sie für so ein Assistenzsystem bezahlen? (in €) 
 
______________ 
 
 
14: Wie empfanden sie die Schwierigkeit des Szenarios? 
 
 Sehr 
anspruchsvoll 
10 9 8 7 6 5 4 3 2 1 0 Sehr einfach 
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qMF qMA qα q 9α qMM qω R ∆R
P1 0,01 0,00 0,00 0,08 1,01 1,07 1,00 19,28
P2 0,01 0,00 0,00 0,00 0,02 1,57 1,00 0,46
P3 0,01 0,00 0,00 0,00 1,00 2,01 1,00 19,99
P4 0,02 0,00 0,02 0,02 1,01 2,00 1,00 20,16
P5 0,97 0,00 0,00 0,01 0,34 0,00 1,00 6,61
P6 0,00 0,00 0,00 0,03 3,42 6,82 1,00 68,67
P7 0,00 0,00 1,28 1,68 0,61 1,29 1,00 12,32
P8 0,00 0,00 0,01 0,00 0,74 1,66 1,00 14,81
P9 0,01 0,00 0,04 0,33 0,24 1,45 1,00 5,02
P10 0,00 0,00 2,45 0,24 0,65 1,90 1,00 13,13
Tabelle B.5: Parameter der identifizierten Fahrergütemaße JF pq der Gleichung (6.2) für alle Probanden
qMF qMA qα q 9α qMM qω R ∆R
P1 0,01 0,01 0,01 0,01 10,00 0,90 1,00 730,1
P2 0,00 0,00 0,00 0,00 1,25 0,06 1,00 12,50
P3 0,00 0,00 0,00 0,00 1,25 0,04 1,00 12,58
P4 0,01 0,00 0,00 0,00 14,97 0,19 1,00 191,3
P5 0,01 0,09 0,00 0,02 12,06 0,65 1,00 120,5
P6 0,00 0,00 0,00 0,00 5,43 0,06 1,00 54,57
P7 0,00 0,00 0,00 0,00 5,55 0,28 1,00 55,55
P8 0,00 0,01 0,00 0,00 1,53 0,00 1,00 15,74
P9 0,00 0,00 0,00 0,00 1,27 0,03 1,00 12,70
P10 0,00 0,01 0,00 0,01 1,51 0,00 1,00 15,19
Tabelle B.6: Parameter der stark kooperativen FAS-Gütemaße pJApq für alle Probanden auf Basis der pJF pq
von Tabelle B.5
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Referenz ohne FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 ø σ
F1 4 6 7 8 8 9 2 4 10 3 6,1 2,72
F2 7 5 7 2 2 3 9 6 0 3 4,4 2,84
F3 2 0 1 2 0 0 0 0 0 3 0,8 1,14
F4 2 0 0 1 0 0 0 0 0 2 0,5 0,85
F5 5 5 5 5 5 5 5 5 0 5 4,5 0,70
F6 1 1 1 2 0 0 0 0 0 0 0,5 1,60
F7 1 3 5 5 0 5 2 0 5 0 2,6 2,27
F8 8 10 10 10 10 10 6 10 10 9 9,3 1,34
F9 9 6 1 4 6 0 9 6 0 7 4,8 3,43
F10 1 4 5 5 5 5 0 0 5 1 3,1 2,28
F11 2 2 6 9 0 0 0 0 10 2 3,1 3,84
F12 4 5 3 1 6 6 6 6 1 4 4,2 1,99
F13 0 0 50 100 0 0 0 0 150 50 35 53
F14 8 4 4 2 7 1 9 7 8 8 5,8 2,82
Fahrt mit kooperativem FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 ø σ
F1 6 7 6 6 9 7 8 7 7 3 6,6 1,58
F2 6 1 5 6 1 4 6 3 7 3 4,2 2,15
F3 4 8 2 7 10 6 1 6 9 4 5,7 2,95
F4 4 7 2 9 10 7 2 8 8 4 6,1 2,88
F5 5 8 2 6 9 7 4 3 7 5 5,6 2,22
F6 1 8 2 8 9 7 1 3 5 3 4,7 3,10
F7 3 5 5 8 10 7 2 7 8 4 5,9 2,51
F8 9 6 8 8 10 3 9 7 3 8 7,1 2,42
F9 8 3 2 8 2 0 7 3 4 5 4,2 2,74
F10 2 7 5 8 7 6 0 3 3 4 4,5 2,55
F11 4 8 9 7 6 3 2 5 1 3 4,8 2,66
F12 4 2 1 3 3 4 4 4 3 4 3,2 1,03
F13 50 400 400 50 50 200 50 50 10 100 136 148
F14 7 4 4 2 7 1 6 5 8 8 5,2 2,44
Tabelle B.7: Ergebnisse der subjektiven Bewertung (Frage F1 bis F14) aller Probanden
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B.5 Daten Studie Energieverbrauch
Alter Geschlecht Führerscheinkl. Fahrleistung pkm{Jr.)
21 M B 2000
21 M B 1000
23 M A,B 15000
22 M B,BE 1000
21 W B 300
22 M B 2000
21 M B 4000
20 M B 1000
27 W B 5000
23 M A,B 750
Tabelle B.8: Probanden Studie Energieverbrauch
B.5.1 Berechnung der energieoptimalen Geschwindigkeit
Die verbrauchsoptimale Geschwindigkeitstrajektorie vξptq ergibt sich aus dem folgen-
den Optimierungsproblem:
min
αptq

Jvpvptqq  
T»
0
k4 9MM ptq   k5ξ
 
vptq,MM ptq, :uGptq

d t
	
(B.18a)
unter den Nebenbedingungen
 9vptq9ωptq
9MM ptq
ﬁﬂ  f ξ pvptq, ωptq,MM ptq, αptqq (B.18b)
vp0q  v0 (B.18c)
MM p0q MM,0 (B.18d)
ωp0q  ω0 (B.18e)
αptq ¤ 100 % @ t (B.18f)
αptq ¥ 0 % @ t. (B.18g)
fξpq beschreibt die Dynamik des Fahrzeuges und des Motors. Die Modellierung er-
folgte analog zum Abschnitt 5.1.1, jedoch ohne die dort getroffene Annäherung der
Nichtlinearitäten [Sau13]. α ist der Fahrpedalwinkel, ω die Motordrehzahl, MM das
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Pedalmoment und die Schaltstrategie, aus der sich :uG ergibt, wird als bekannt ange-
nommen. Die Funktion ξpq beschreibt den Kraftstoffverbrauch pro Zeit und Strecke
(Einheit 103 kg/sm). Die Funktion Jvpvptqq des Gütemaßes ist
Jvpvptqq 
T»
0
k1
min vptq  vptq, 0  k2 min vptq  vptq, 02
  k3
min vptq  vptq, 0 d t. (B.19)
Dieser Term dient der Anpassung der Geschwindigkeit an die Verkehrssituation. Der
Term vptq berechnet sich dabei aus dem Minimum der zulässigen Geschwindigkeit
  10 % und der bei einer Querbeschleunigung von 5 m/s2 möglichen Geschwindigkeit
(vgl. (5.21)). Der Term vptq ist das Minimum der zulässigen Höchstgeschwindigkeit
- 15 % und der Geschwindigkeit auf Basis der Querbeschleunigung. Die Parameter
des Gütemaßes zur Berechnung der optimalen Geschwindigkeit wurden gewählt zu
k1  5, k2  5, k3  4, k4  10 und k5  24. Eine detailliertere Diskussion dieser
Berechnung erfolgt in [SFH14] und der Masterarbeit [Sau13].
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Fragebogen 
 
Liebe Teilnehmerin, lieber Teilnehmer, 
bitte füllen Sie die nachfolgenden Fragen wahrheitsgemäß aus. 
 
 
Ziel: Fahren Sie das Szenario gemäß der StVO. Bleiben Sie dabei auf Ihrer Spur. 
 
 
1: Wie bewerten Sie selbst ihre Fahrweise? 
 
 Sehr gut 
 
10 9 8 7 6 5 4 3 2 1 0 Ungenügend 
 
2: Hatten Sie Schwierigkeiten eine, ihrer Meinung nach, angemessene 
 Geschwindigkeit einzuhalten? 
 
 Keine 
Schwierigkeiten 
10 9 8 7 6 5 4 3 2 1 0 Große 
Schwierigkeiten 
 
3: Hatten Sie Schwierigkeiten die vorgeschriebenen Höchstgeschwindigkeiten nicht zu überschreiten? 
 
 Keine 
Schwierigkeiten 
10 9 8 7 6 5 4 3 2 1 0 Große 
Schwierigkeiten 
 
4: Wie häufig war ein Eingriff des Assistenzsystems am Gaspedal spürbar? 
 (in 10% Schritten über der Zeit) 
 
 Eingriffe 
kontinuierlich 
10 9 8 7 6 5 4 3 2 1 0 Keine Eingriffe 
spürbar 
 
5: Wie stark waren diese Eingriffe am Gaspedal spürbar? 
 
 Eingriffe sehr 
stark spürbar 
10 9 8 7 6 5 4 3 2 1 0 Keine Eingriffe 
spürbar 
 
6: Bewerten Sie die Eingriffe des Assistenzsystems als störend oder hilfreich? 
 
 Hilfreich 
 
10 9 8 7 6 5 4 3 2 1 0 Störend 
 
 
7: Haben Sie jederzeit die Kontrolle über das Fahrzeug gehabt oder fühlten Sie sich durch das 
Assistenzsystem bevormundet? 
 
 Volle Kontrolle 10 9 8 7 6 5 4 3 2 1 0 Bevormundung 
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8: Bewerten Sie das Assistenzsystem in Bezug auf vorausschauende Fahrweise: (Reaktion auf zukünftige 
Streckenführung/Geschwindigkeitsänderung) 
 
 zu sehr 
vorausplanendes 
Verhalten 
10 9 8 7 6 5 4 3 2 1 0 deutlich 
vorausplanendes 
Verhalten 
wünschenswert 
 
9: Ist das Fahrzeug mit Assistenzsystem kontrollierbar? 
 
 Voll kontrollierbar  
 
10 9 8 7 6 5 4 3 2 1 0 Nicht kontrollierbar 
 
10: Würden Sie das Assistenzsystem als hilfreich bewerten? 
 
 Ja 
 
10 9 8 7 6 5 4 3 2 1 0 Nein 
 
11: Bewerten Sie das Assistenzsystem in Schulnoten: 
 
 Sehr gut 
 
1 2 3 4 5 6 Ungenügend 
 
 
12: Wie viel würden Sie für solch ein Assistenzsystem bezahlen? (in €) 
 
  
 
13: Wie empfanden sie die Schwierigkeit des Szenarios? 
 
 Sehr 
anspruchsvoll 
10 9 8 7 6 5 4 3 2 1 0 Sehr einfach 
 
 
 
14: Haben Sie sonstige Anmerkungen zum Fahrverhalten des Fahrzeugs? 
 
__________________________________________________________________________________ 
__________________________________________________________________________________ 
__________________________________________________________________________________ 
__________________________________________________________________________________ 
__________________________________________________________________________________ 
__________________________________________________________________________________ 
 
 
 
 
 
 
 
LIV B Modellierung und Validierung
qMF qα qMM qωp3q R ∆R
P1 0,00 0,01 0,03 1,02 1,00 5,02
P2 0,01 0,05 0,03 1,15 1,00 5,08
P3 0,00 0,00 0,03 1,00 1,00 5,00
P4 0,01 0,03 0,03 0,87 1,00 4,68
P5 0,01 0,04 0,03 1,07 1,00 4,06
P6 0,01 0,00 0,03 0,93 1,00 4,81
P7 0,03 0,02 0,03 1,02 1,00 5,12
P8 0,00 0,01 0,03 1,06 1,00 5,16
P9 0,02 0,09 0,03 1,10 1,00 5,24
P10 0,01 0,03 0,05 1,54 1,00 8,79
Tabelle B.9: Parameter der identifizierten Fahrergütemaße JF pq aus Gleichung (6.2) für alle Probanden.
Die Parameter qMA und q 9α sind für alle Probanden 0.
anl. FAS unt. FAS
qωp3q R qωp3q R
P1 0,25 1,00 0,79 1,00
P2 0,17 1,00 1,01 1,00
P3 0,25 1,00 0,81 1,00
P4 0,23 1,00 1,35 1,00
P5 0,29 1,00 1,49 1,00
P6 0,14 1,00 0,72 1,00
P7 0,13 1,00 0,71 1,00
P8 0,14 1,00 0,80 1,00
P9 0,12 1,00 0,91 1,00
P10 0,19 1,00 0,78 1,00
Tabelle B.10: Parameter der stark kooperativen FAS-Gütemaße pJApq für alle Probanden auf Basis der pJF pq
von Tabelle B.9 für das anleitende und das unterstützende FAS
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Abbildung B.3: Trajektorien zweier Probanden bei der Überlandfahrt. In Schwarz ist die Fahrt ohne FAS,
in Blau die Fahrt mit anleitendem FAS und in Rot die Fahrt mit unterstützendem FAS
dargestellt.
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Referenzfahrt ohne FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 ø σ
F1 9 6 9 3 5 7 7 8 8 6 6,8 1,9
F2 9 6 8 4 9 9 6 7 8 6 7,2 1,7
F3 10 4 10 5 8 9 7 10 8 6 7,7 2,2
F4 0 1 0 2 4 0 0 0 0 1 0,8 1,3
F5 0 4 0 1 7 0 0 0 0 1 1,3 2,4
F6 5 8 9 5 7 5 7 5 6 5 6,2 1,5
F7 10 10 10 10 6 8 10 10 10 5 8,9 1,9
F8 0 3 5 0 4 5 5 5 0 3 3 2,2
F9 9 9 10 10 7 8 10 10 10 7 9 1,2
F10 2 6 10 0 8 5 0 0 0 3 3,4 3,7
F11 3 2 1 5 3 1 4 3 6 4 3,2 1,6
F12 25 100 200 0 250 0 0 50 0 0 63 92
F13 5 3 8 6 8 3 4 5 9 8 5,9 2,2
Anleitendes FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 ø σ
F1 9 4 9 6 7 8 8 5 6 5 6,7 1,8
F2 8 2 8 8 9 10 8 7 6 7 7,3 2,2
F3 9 6 10 6 9 10 8 10 6 7 8,1 1,7
F4 6 2 1 5 6 6 5 2 8 2 4,3 2,4
F5 6 7 1 5 9 5 5 7 9 2 5,6 2,6
F6 7 3 10 10 9 8 7 3 2 5 6,4 3
F7 6 4 10 8 8 8 8 7 3 6 6,8 2,1
F8 8 5 6 5 3 7 6 3 8 3 5,4 2
F9 9 7 10 8 8 9 10 8 3 7 7,9 2
F10 7 3 10 9 9 9 7 3 6 2 6,5 2,9
F11 2 3 2 1 2 2 2 4 3 5 2,6 1,2
F12 250 0 200 200 400 600 890 100 100 0 270 280
F13 5 5 8 5 7 3 4 7 9 8 6,1 2
Unterstüzendes FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 ø σ
F1 9 4 7 7 7 8 7 6 8 5 6,8 1,5
F2 3 5 6 9 10 9 8 1 8 8 6,7 2,9
F3 2 10 10 8 10 10 9 10 8 8 8,5 2,5
F4 10 5 4 7 10 7 9 9 7 7 7,5 2
F5 10 10 5 10 10 9 9 10 8 8 8,9 1,6
F6 0 0 3 3 1 2 5 0 3 7 2,4 2,3
F7 2 0 9 3 3 7 3 1 4 8 4 3
F8 10 9 10 5 10 10 9 3 8 6 8 2,5
F9 3 3 10 4 3 7 5 0 4 9 4,8 3
F10 0 1 8 5 4 7 6 1 6 10 4,8 3,3
F11 5 5 3 4 4 4 3 5 3 3 3,9 0,88
F12 0 0 0 100 0 0 690 0 150 1 94 220
F13 5 6 7 6 7 3 4 6 9 8 6,1 1,8
Tabelle B.11: Antworten des Fragenkatalogs Studie Energieverbrauch
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B.6 Daten Studie Querführung
Alter Geschlecht Führerschein Fahrleistung pkm{Jr.)
26 M B 4800
22 W B 2400
24 M B 600
21 M B 1200
20 W B 240
25 M B 720
32 M B 2400
27 M BE, CE 12000
23 M B 12000
26 M B 2400
23 M A, BE k.A.
26 M B 9600
Tabelle B.12: Probanden der Studie Querführung
B.6.1 Referenzsystem Querführungs-FAS
Der Ansatz des Querführungs-FAS [dMA14] ist es, eine antizipatorische Steuerung
mit einer Adaption der Lenkradsteifigkeit zu kombinieren. Das Lenkmoment des FAS
ergibt sich zu
MAptq MA,sptq  MA,aptq. (B.20)
Das gesteuerte Moment ergibt sich dabei zu
MA,sptq  Kf
 
ypt  TABq  ypt  TABq

.52 (B.21)
Für die Berechnung der zukünftigen lateralen Position ypt   TABq wird dabei ange-
nommen, dass das aktuelle Fahrermoment im Intervall rt, t  TABq konstant bleibt.
Die Referenz yptq ist in [dMA14] grundsätzlich die Mitte der Fahrspur. Der Momen-
tenanteil der Adaption ist
MA,aptq  αptq

K0  Ks
 
yptq  yptq	. (B.22)
Die Parameter wurden analog zu [dMA14] gewählt (KF  2, K0  Ks  4, 2 und
TAB  0, 7).
52 In der Veröffentlichung wird auch die Berücksichtigung des Gierwinkelfehlers vorgeschlagen. Da die
Parameter in [dMA14] aber so gewählt wurden, dass dieser Term mit Null multipliziert wird, wird
dieser Term hier nicht aufgeführt.
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Fragebogen 
 
1: Hatten Sie Schwierigkeiten sich auf der Fahrbahn zu halten? 
 
 Große Schwierigkeiten 10 9 8 7 6 5 4 3 2 1 0 Keine Schwierigkeiten 
 
2: Wie stark haben sie Eingriffe auf das Lenkrad gespürt? 
 
 Sehr stark 10 9 8 7 6 5 4 3 2 1 0 Keine 
 
3: Wie oft haben sie die Eingriffe auf das Lenkrad gespürt? 
 
 Sehr oft 10 9 8 7 6 5 4 3 2 1 0 nie 
 
4: Waren die Eingriffe störend? 
 
 Sehr störend 10 9 8 7 6 5 4 3 2 1 0 Nicht störend 
 
5: Haben sie die Eingriffe beim Erreichen des Ziels unterstützt? 
 
 Sehr unterstützt 10 9 8 7 6 5 4 3 2 1 0 überhaupt nicht 
 
6: Fühlten sie sich durch die Eingriffe vom Assistenzsystem bevormundet? 
 
 Vom AS bevormundet 10 9 8 7 6 5 4 3 2 1 0 Nicht vom AS 
bevormundet 
 
7: Hatten sie die volle Kontrolle über das Fahrzeug? 
 
 Volle Kontrolle 10 9 8 7 6 5 4 3 2 1 0 Keine Kontrolle 
 
8: Würden sie sich ein solches Assistenzsystem in ihrem eigenen Auto grundsätzlich wünschen? 
 
 Ja, auf jeden Fall 10 9 8 7 6 5 4 3 2 1 0 Nein, auf keinen Fall 
       
 
9: War die vorgegebene Geschwindigkeit zur Einhaltung der Testziele in Ordnung? 
 
 Zu schnell 10 9 8 7 6 5 4 3 2 1 0 Zu langsam 
 
10: Wie empfanden sie die Schwierigkeit des Szenarios?  
 
 Sehr anspruchsvoll 10 9 8 7 6 5 4 3 2 1 0 Sehr einfach 
 
 
 
B.6 Daten Studie Querführung LIX
q 9ψ qψ qy qω qM qN
P1 7,20 3,70 0,33 4,42 4,79 0,1
P2 13,70 0,30 0,04 0 0 0,1
P3 2,04 1,85 0,19 2,61 2,32 0,1
P4 1,85 0 0,05 0 0 0,1
P5 1,77 0,96 0,16 2,80 1,51 0,1
P6 1,65 0,06 0,04 0 0 0,1
P7 1,64 0 0,04 0 0 0,1
P8 6,91 0,74 0,04 0 0 0,1
P9 377e3 8,72 10e3 0 656e3 0,1
P10 4,16 0 0,05 0 0 0,1
P11 2,35 0 0,04 0 0 0,1
P12 5,09 0 0,05 0 0 0,1
Tabelle B.13: Parameter der identifizierten Fahrergütemaße JF pq aus Gleichung (6.7) bei der Querführung
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Referenz ohne FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 ø σ
F1 4 5 1 9 7 8 10 6 4 7 5 3 5,75 2,60
F2 2 0 1 0 2 0 1 0 3 6 3 10 2,34 2,99
F3 2 0 1 0 3 0 1 0 4 6 3 10 2,50 3,03
F4 2 0 0 0 2 0 1 0 2 4 3 5 1,58 1,73
F5 2 0 8 0 3 0 1 0 6 5 2 9 3,00 3,25
F6 2 0 0 0 1 0 1 0 2 3 2 9 1,67 2,53
F7 6 10 9 10 3 10 1 10 8 6 6 6 7,08 2,97
F8 2 5 10 0 6 0 1 0 8 5 4 8 4,08 3,50
F9 5 4 6 8 7 8 9 8 4 6 5 7 6,42 1,68
F10 6 5 6 9 8 7 9 8 4 5 6 7 6,67 1,61
Assistierendes FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 ø σ
F1 4 0 1 6 7 3 7 6 5 5 5 3 4,34 2,23
F2 5 10 8 5 6 7 7 9 7 8 8 10 7,50 1,68
F3 8 10 6 5 8 8 6 7 7 7 7 10 7,42 1,50
F4 4 8 0 3 6 3 6 7 5 5 5 5 4,75 2,10
F5 6 5 7 8 6 10 9 10 7 6 6 9 7,41 1,72
F6 6 7 0 5 5 10 9 8 2 6 5 9 6,00 2,92
F7 7 7 8 10 5 6 5 7 6 7 5 6 6,58 1,44
F8 7 2 10 7 4 10 6 9 7 5 5 8 6,67 2,42
F9 5 5 6 6 4 5 5 8 4 6 5 7 5,50 1,17
F10 7 2 6 9 7 5 8 9 4 5 6 7 6,25 2,05
Dominantes FAS
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 ø σ
F1 4 0 0 6 6 6 0 6 4 4 7 2 3,75 2,63
F2 8 10 9 6 7 8 10 8 9 9 9 10 8,58 1,24
F3 8 9 6 9 9 8 10 7 8 8 9 10 8,42 1,16
F4 6 2 0 5 7 4 3 6 7 8 7 7 5,16 2,44
F5 8 9 10 8 8 10 9 9 7 6 7 9 8,33 1,23
F6 10 5 3 6 4 10 9 7 6 8 8 9 7,08 2,31
F7 4 7 4 10 7 4 9 6 3 6 4 6 5,83 2,16
F8 4 4 10 7 7 9 9 8 3 3 3 7 6,17 2,62
F9 5 5 5 7 7 5 9 8 4 6 5 7 6,08 1,50
F10 8 2 4 9 7 5 9 8 4 5 6 7 6,17 2,20
Tabelle B.14: Antworten zum Fragenkatalog (Frage F1 bis F10) des Ausweichszenarios für alle zwölf
Probanden für die drei Konfigurationen des FAS (Referenz, Unterstützendes FAS und
Dominantes FAS)
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In diesem Buch erfolgt eine modellbasierte Betrachtung von kooperativen Regelkreisen. Auf 
der Basis einer formalen Modellierung von Kooperation wird systematisch ein Regelkonzept 
abgeleitet. Kern dieses Konzeptes ist das Lösen eines Diﬀ erentialspiels auf einem gleitenden 
Horizont. Eine Herausforderung für die Implementierung des Konzepts stellt die Lösung dieser 
Problemstellung in Echtzeit dar. Ein wesentlicher Teil der Arbeit besteht daher in der Entwick-
lung von Ansätzen und Algorithmen zur Umsetzung des vorgeschlagenen Konzeptes. So wird 
unter anderem ein Ansatz vorgestellt bei dem ein Teil der Berechnungen oﬀ line erfolgen kann 
und sich das zur Laufzeit zu lösende Problem auf die Berechnung eines Nash-Gleichgewichts 
reduziert. Für die Berechnung in Echtzeit wird ein Algorithmus vorgestellt. 
Im Anschluss werden zwei kooperative Assistenzsysteme vorgestellt. Das erste assistiert dem 
Fahrer bei der Fahrzeugquerführung und nutzt ein haptisches Lenkrad. Für dieses System wird 
ein Bewegungsprimitiven-basiertes Fahrermodell eingeführt. Das zweite System unterstützt 
den Fahrer mittels eines haptischen Fahrpedals bei der Längsführung des Fahrzeuges. Am 
Fahrsimulator durchgeführte Studien zeigen eine deutliche Verbesserung des Fahrverhaltens 
mit den Assistenzsystemen bei der Abstandsregelung, Geschwindigkeitsregelung, Spurhal-
tung, Ausweichmanövern und bei der Reduktion des Kraft stoﬀ verbrauchs. Die beiden neuen, 
systematisch entwickelten Systeme schneiden in den Studien sowohl objektiv wie auch bei 
der subjektiven Bewertung durch die Probanden deutlich besser ab als bisherige, auf einer 
experimentellen Basis entwickelte, Assistenzsysteme.  
Auch wenn die vorgestellte Methodik am Beispiel Fahrzeugführung motiviert und veranschau-
licht wird, ist sie auf andere Domänen übertragbar und stellt erstmals ein durchgängiges 
Werkzeug für den Entwurf von kooperativen Regelkreisstrukturen dar.
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