The Higgs potential appears to be fine-tuned, hence very sensitive to values of other scalar fields that couple to the Higgs. We show that this feature can lead to a new epoch in the early universe featuring violent dynamics coupling the Higgs to a scalar modulus. The oscillating modulus drives tachyonic Higgs particle production. We find a simple parametric understanding of when this process can lead to rapid modulus fragmentation, resulting in gravitational wave production. A nontrivial equation-of-state arising from the nonlinear dynamics also affects the time elapsed from inflation to the CMB, influencing fits of inflationary models. Supersymmetric theories automatically contain useful ingredients for this picture.
I Introduction
The origin of the Higgs mass and the mechanism of electroweak symmetry breaking (EWSB) are among the biggest puzzles in fundamental physics. The Higgs mass receives large quantum corrections unless there is new physics to tame this sensitivity, e.g. supersymmetry (SUSY), which predicts that the masses of the Higgs and numerous other scalars lie near a common scale of supersymmetry breaking. The Large Hadron Collider (LHC) has not found the predicted plethora of new particles near the Higgs mass. However, this does not rule out a scenario such as SUSY. Our universe may simply lie in the region of parameter space where the Higgs boson is accidentally much lighter than the other scalars. In this article, we will show that such a scenario can lead to dramatic non-perturbative dynamics in the early universe, generating potentially observable cosmological signatures.
Within SUSY extensions of the SM, the parameters of the SM are not truly constant but are affected by the values of scalar fields called moduli. These fields have couplings to the SM suppressed by a large scale (e.g., the Planck scale), so they cannot be produced or detected at colliders. Our vacuum is a minimum of the potential for the moduli and the Higgs. In this context, the LHC results hint that this minimum lies near a critical point in parameter space where the Higgs is significantly lighter than the typical SUSY scale, with the Higgs potential precariously balanced between no EWSB and severe EWSB. Can we test this scenario with cosmology?
In the present universe, we cannot vary parameters to explore the potential near such a critical point. However, the early universe might already have carried out such an exploration. In the early universe, moduli were generically displaced from the minimum and evolving in time. We will show that the accidental lightness of the Higgs in the present universe or equivalently, the weakness of EWSB, can potentially lead to non-perturbative, violent cosmological dynamics of the moduli and SM fields. Such dynamics can yield potentially observable signatures like a high frequency ∼ 10 kHz stochastic gravitational background and change the expansion history of the universe.
Testing whether we live in a "meso-tuned" universe is a key goal for a future very high energy hadron collider [1] . Our goal here is to explore the cosmological dynamics, seeking signals that give a positive and direct test of fine tuning, separate from collider probes.
We intend to open a new angle on the possible connection between EWSB and early universe cosmology.
1
Our goal here is not to explain fine tuning. Plausibly there is a landscape of possible theories with varying amounts of fine tuning, and we find ourselves in a moderately tuned vacuum. (A separate tuning is needed to cancel the cosmological constant.) For our purposes it does not matter whether this is due to random chance or anthropic selection; what matters for us are the cosmological implications of this tuning. Our work explicitly demonstrates that instead of being merely an aesthetic concept, fine-tuning has concrete physical consequences. The global minimum of the potential is at (φ = φm, h = 0), whereas φ0 is the point of symmetry breaking. 1 Related work includes studies of: time-dependent SM parameters in the early universe [2] [3] [4] [5] [6] [7] ; a different possible inflationary probe of fine-tuning [8] ; whether parametric resonance can solve the moduli problem [9] or not [10] .
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II A Simple Model We seek a simplified model capturing the assumption that a Higgs field h couples to a modulus φ (with characteristic field range f ) such that for typical values of φ, the Higgs mass takes a natural value of order M (e.g. the SUSY-breaking scale), but for particular values of φ the Higgs mass may be much smaller. Such a potential could have the form
A priori we expect φ 0 ∼ φ 1 ∼ f . The value φ = φ 0 is the point of marginal EWSB, whereas φ = φ 1 is the point where V is minimized for h = 0 (along the "ridge" in the potential in Fig. 1 ). The global minimum of this potential is at φ m = (bφ 0 − φ 1 )/(b − 1) and |h m | = M (φ 0 − φ 1 )/(2λf (1 − b)), where
The parameter b plays a critical role in the dynamics; b < 1 is necessary for the potential to be bounded from below.
There is no a priori reason why the the global minimum of the potential lies near the point of marginal EWSB. The closer φ m is to φ 0 , the greater our surprise. This means,
In terms of this fine tuning parameter, the observed Higgs mass around the global minimum is
This is closely related to fine tuning in the usual sense: if eq. (1) represented a tree-level potential, loop corrections, including a φ tadpole, would shift the minimum away from marginal EWSB and spoil the coincidence. However, we take eq. (1) to represent the quantum-corrected effective potential, so that we do not have to compute loop-induced shifts in VEVs. We will mostly have in mind fine-tuned supersymmetric theories, where this toy simplified potential can arise with M 2 ∼ m 2 soft as explained in §D 2. For concreteness, we will focus on ∆ = 10 −6 which corresponds to M ∼ 10 2 TeV. We consider the hierarchy m Self-interaction terms which we have neglected for simplicity, e.g. (m
, could have important effects on the dynamics (such as oscillon formation [11] [12] [13] [14] [15] ).
For the aforementioned hierarchy of scales, the nonlinear dynamics we are interested in requires that λ be much smaller than the SM value (λ ∼ 0.1), but does not necessarily imply an inconsistency with the the observed electroweak properties (see §V). Alternatively, we will argue that the relevant nonlinear dynamics is still present 
. For this plot we have chosen ∆ = 10
2 , M/f = 10 −13 and λ ∼ 10 −24 , which corresponds to b = 0.9. We have confirmed that changing the parameters (for example, increasing λ by 6 orders of magnitude) while keeping b ∼ 1 fixed, does not qualitatively change our results.
with a different hierarchy and λ ∼ 0.1, although it becomes extremely challenging to simulate numerically. We also note that for simplicity, our simulations substitute a real scalar field for the complex h.
III Non-linear Dynamics
In a typical untuned scenario, when m φ H in the early universe, the modulus field starts oscillating coherently along a valley of the potential, leading to an adiabatically evolving, early matter-domination epoch.
In contrast, in a tuned universe, the modulus-Higgs system can undergo explosive, non-perturbative field dynamics leading to fragmentation of the fields on short time scales (t H −1 ), and yield a non-trivial equation of state for a number of e-folds of expansion following the fragmentation.
For ∆ 1, the effective Higgs mass term oscillates between very large positive and negative values due to the oscillation of φ. Such oscillations lead to non-adiabatic, out-of-equilibrium production of the Higgs particles (see Fig. 2 ). By considering tachyonic resonance [16] , for f ∼ φ in ∼ m pl , the efficiency of such particle production is controlled by q ≡ M 2 /m 2 φ . In particular, q 1 (as we assume) should lead to a broad range of physical momenta for the produced Higgs particles, see Fig. 3 .
Efficient transfer of energy from the modulus to the Higgs field is countered by the Higgs self-interaction λ. When particle production is sufficiently efficient, the Higgs field will be sufficiently populated in non-zero momentum modes to backreact on the modulus, making it spatially inhomogeneous (fragmented), as illustrated in 
, where φosc is the amplitude of the background modulus oscillations. For this normalization, when P φ (k) = O(1), the modulus becomes inhomogeneous. Initially, the tachyonic instability in the Higgs is closely followed by excitations in the modulus (due to re-scattering). Comoving modes k < m φ q 1/2 grow exponentially. At the third oscillation of the modulus backreaction takes place. The spectra then settle down and power slowly propagates towards higher comoving modes.
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FIG. S4. Snapshots of the values of the Modulus (first row) and Higgs (second row) fields on a two-dimensional slice through the simulation box at four di↵erent times. Around the time of backreaction, t ⇡ 23m 1 (second column), the Higgs field forms domains ('bubbles') with = ± p 2| |f/q. They disappear within t ⇠ 10m 1 , due to collisions, as well as oscillations of the remnant condensate. The used parameters are b = 1, q = 10 2 , M = 10 12 m pl , f = m pl .
S2 Gravitational Waves and Lattice Simulations

Equations of Motion
We calculate the gravitational waves generated by the nonlinear field dynamics using
where h T T ij is the spatial, transverse, traceless part of the metric perturbations (g µ⌫ = g
FRW µ⌫ + h µ⌫ ), and ⇧ T T ij is the transverse-traceless part of the energy momentum tensor of the fields which sources the gravitational waves. This is 11   FIG. S4 . Snapshots of the values of the Modulus (first row) and Higgs (second row) fields on a two-dimensional slice through the simulation box at four di↵erent times. Around the time of backreaction, t ⇡ 23m 1 (second column), the Higgs field forms domains ('bubbles') with = ± p 2| |f/q. They disappear within t ⇠ 10m 1 , due to collisions, as well as oscillations of the remnant condensate. The used parameters are b = 1, q = 10 2 , M = 10 12 m pl , f = m pl .
S2 Gravitational Waves and Lattice Simulations
Equations of Motion
FRW µ⌫ + h µ⌫ ), and ⇧ T T ij is the transverse-traceless part of the energy momentum tensor of the fields which sources the gravitational waves. This is (second column), the Higgs field forms domains ('bubbles') with h = ± 2|φ|f /q. They disappear within ∆t ∼ 10m −1 , due to collisions, as well as oscillations of the remnant φ condensate. The parameters we used are ∆ = 10 −6 , b = 0.9, with q = 10 2 , M = 10 −13 m pl , f = m pl . Fig. 4 . We will describe the process in more detail below.
A Does the modulus fragment? The Higgs field must be significantly populated to backreact and fragment the modulus. Large q favors tachyonic resonance whereas large λ limits the Higgs field occupation num- (2)) serves as a fragmentation efficiency parameter since it incorporates both effects to determine whether the modulus fragments. At the level of the potential in eq. (1), b controls the relative difference in the potential energy density between the ridge and valleys:
From detailed numerical simulations ( §A), we see no rapid fragmentation of the modulus field for b 1; energetically, there is not much to be gained by falling into the valleys. For b ∼ O [1] , the modulus becomes completely fragmented, i.e. the energy density in the zero mode of the modulus is comparable to that in high-momentum modes. We find that for the duration of our simulations after fragmentation, ρ h /ρ φ ∼ 1. That is, we are always left with significant energy density in the spatially inhomogeneous remnant modulus field (Fig. 2) . Fig. 3 shows the power spectra of the two fields
for understanding the distribution and time evolution of field perturbations at different scales. Note that the power spectra have been scaled by the the amplitude of the oscillating modulus. Thus when the spectra are of order unity, the rms fluctuations in the fields are becoming comparable to the background modulus field, signaling fragmentation of the modulus.
Snapshots of the evolution of Higgs and modulus fields are shown in Fig. 4 . The modulus first begins its oscillations from φ in = m pl , then passes through φ = 0, causing the Higgs potential to develop minima. After a few oscillations, the fields start exploring these minima in a spatially inhomogeneous manner, leading to the formation of temporary domains. This is also the time when the backreaction on the oscillating modulus field becomes relevant. These domains quickly interact with each other and the still oscillating modulus field leading to complex spatio-temporal behaviour of the fields. The domains annihilate and the modulus field fragments spatially. The formation and dynamics of these domains turn out to be the dominant source of the gravitational wave signal we will discuss in §IV A (see §B for more details). We note that the existence of domain walls relies on there being a two dimensional field space. If the field space is higher dimensional, it is possible that higher dimensional transient defects like strings or textures will play a similar role.
The existence of transient h-domains (with accompanying domain walls) in this class of models is novel. Within a short period, ∆t ∼ 10m −1 φ , the domains disappear completely, and the fields enter a long turbulent stage. Perhaps, the shortness of the period in which the domains exist was the reason they were not noticed in [16] .
B The Equation of State
The expansion history of an FRW universe is controlled by the equation-of-state parameter w:
where . . . indicates spatial averaging over H −1 scales and temporal averaging over rapid oscillations in p tot . For fixed b, the detailed dynamics of the fields and time scale of fragmentation depend on the particular values of q and λ. For example, for b ∼ O [1] , as q increases, the modulus fragments earlier (Fig. 5, right panel) . However, w shows a simpler behavior as a function of b in the tuned case when ∆ 1:
• For b ≈ 1, once fields fragment, we get 1/4 w 1/3 for the duration of our simulations (∼ few efolds).
• For b 1, we find a non-trivial (0 < w < 1/3), adiabatically evolving w.
• For b 1, w → 0. Again, we see some adiabatic evolution of w.
To sum up, along with ∆ 1 (tuning), we also need b 1 for significant nonlinear dynamics, fragmentation and a non-trivial (w = 0) equation of state (Fig. 5 ).
C Very Long-term Dynamics: Beyond Simulations We can only offer qualitative expectations for the long-term evolution of this highly nonlinear system. Even with complete fragmentation and an equation of state w ∼ 1/3 seen in our simulations, significant energy density remains in the modulus field. We expect that after waiting long enough, without additional physics the universe will again become matter dominated.
Perturbative modulus decays occur on a timescale
φ , much longer than the duration of the simulations (t sim ∼ few × 10 2 m −1 φ ). Energy could be drained more quickly from the modulus if the Higgs decays to other light species, freeing up phase space for further moduli conversion into the Higgs field. Plausibly, this might significantly reduce the energy density of the modulus compared to the decay products, though we have not simulated such dynamics. Nevertheless, it is difficult to see how matter domination can be avoided if even a small fraction of the initial energy density of the modulus survives in low momentum modes. In general we can allow a long-time averaged, constant 0 < w mod < 1/3 to stand in for a range of possible behaviors (including the possibility of a nontrivial (w = 0, 1/3) equation of state maintained via nonlinear mode-mode couplings [16] ). 1, the modulus and Higgs fields can fall into the Higgs minima in a spatially inhomogenous manner. Nonlinear, spatially inhomogeneous field dynamics are thus possible even in theories that are not fine-tuned. However, we find that the fields end up in a state with an almost homogeneous modulus oscillating along one of the Higgs valleys around the global minimum. The initial Higgs production is typically not robust enough to backreact and break up the condensate. This behaviour quickly yields a standard matter-dominated phase with equation of state w ≈ 0. We have simulated ∆ = 0.8, b = 0.5 as well as ∆ = 4, b = 0.9 to see the behavior described above. We also found that for ∆ = 10 −3 we see a transitionary behavior between the tuned and untuned case, with the equation of state evolving from radiation dominated towards matter domination during the duration of our simulations. These results confirm a general expectation that ∆ controls the duration to matter domination, with smaller ∆ leading to a longer duration.
D Without Fine Tuning
Note that if b = 1 (or sufficiently close to one), the existence of runaway directions changes the behavior qualitatively. In this case, we can end up with an equation of state w ∼ 1/3 even when ∆ 1.
IV Potential Signals and Consequences
A Stochastic Gravitational Waves For b 1, the fields in the modulus-Higgs system fragment rapidly (for q 1), providing a source for the production of gravitational radiation [18] [19] [20] [21] . The characteristic physical frequency of gravitational waves at the time of their generation is f g ∼ β −1 H osc , with β ∼ q −1/2 and H osc ∼ m φ the Hubble parameter when the modulus starts oscillating. Redshifting f g to today, we obtain (see §B for details)
where we assume the universe can be approximated as radiation dominated shortly after φ begins oscillation. Note that for β 1, these frequencies are beyond the reach of current interferometric detectors (f 0 kHz), though not too far. Techniques for probing higher frequencies in the future have been discussed [22] [23] [24] .
The fraction of energy density in gravitational waves today (per logarithmic interval in frequency around f 0 ) can be estimated as [25] 
where Ω r,0 is today's fraction of energy density stored in radiation and δ π is the fraction of the energy density in anisotropic stresses when gravitational waves are produced. From the scalar field simulations (or estimates from linear instability calculations and energetic arguments), δ π ∼ 0.3 and β ∼ q −1/2 which yield Ω gw,0 ∼ 10
for q = 10 2 . This result is consistent with our more detailed lattice simulations which calculate the gravitational wave spectrum using HLattice [26] (see Fig. 6 ). Note that detectable Ω gw,0 (f 0 ∼ 10 2 Hz) 10 −8 for aLIGO at design sensitivity [27] .
We can relax the assumption of a radiation-like equation of state immediately after fragmentation and generalize the above formulae. Assuming that (i) fragmentation and gravitational wave production happens quickly after modulus domination, (ii) the appropriately averaged equation of state w = w mod for N mod e-folds after fragmentation and before final radiation domination kicks in, the above formulae become
,
Note that a more observationally accessible, lower frequency signal using large values of N mod (1 − 3w mod ) would lead to a significant suppression of Ω gw,0 , making detection challenging. A more coarse-grained constraint on total integrated gravitational wave energy density is provided by a measurement of the number of BSM light degrees of freedom present at the time of the CMB (∆N eff ) through its impact on the cosmic microwave background [28] . Assuming gravitational waves are the only light degrees of freedom beyond those in the Standard Model, current constraints yield d ln f Ω gw,0 (f ) 10 −6 [29] , with an order of magnitude or more improvement expected from future missions [30] .
is within an order of magnitude of this future threshold, and could potentially exceed it with either a wider scan of parameters, or inclusion of gauge fields [31] . We note that this constraint does does not rely on the peak frequency of the gravitational waves, making larger m φ acceptable.
B Constraints from/on Inflationary Observables
Another possible consequence of the non-linear dynamics is to change the allowed e-folds during inflation. The e-folds between the time the current co-moving horizon scale exited the horizon during inflation and the end of inflation are related to the e-folds between the end of inflation and today in a given expansion history [32] . The expansion history also allows us to keep track of the evolution of the energy density. Then the n s and r bounds from CMB measurements constrain an inflationary model together with its associated evolution afterwards.
Assuming that during inflationary reheating, w doesn't exceed 1/3, we can obtain a conservative lower bound on
with r the tensor-to-scalar ratio, ρ k (ρ end ) the energy density when the mode exits the horizon (at the end of inflation), and w mod the average w between the time when the modulus starts oscillating and before it fully decays to radiation. For 0 < w mod < 1/3, the bound can be considerably weaker compared to when w mod = 0. Details of the derivation and implications of this bound can be found in §C.
V More Realistic Models
The simulation establishes that fragmentation requires
If we take λ to be its Standard Model value, then M ∼ m φ f and we cannot take both M and m φ of order the fundamental SUSY breaking scale. To make b ∼ 1 compatible with the SM Higgs boson, one could take (for instance) M ∼ 10 3 TeV and m φ ∼ 1 keV, or M ∼ 10 11 GeV and m φ ∼ 100 TeV. However, the large mass hierarchy M/m φ makes it very difficult to simulate the nonlinear dynamics.
Closer to our simulations, we could take m φ M ∼ 10 2 TeV but λ ∼ 10 −24 . Then the λ appearing in the simulation must differ from the observed λ at the global minimum. This can happen in the SUSY two-Higgs doublet model, with its D-flat direction |h u | ≈ |h d | along which the effective quartic coupling can be tiny. If, as the modulus oscillates, the D-flat direction becomes tachyonic, we could achieve b ∼ O [1] . The modulus couplings must be arranged so that the point of marginal EWSB lies near the point at which the D-flat direction is accessible, which requires some additional fine-tuning. Loop corrections and higher dimension operators can produce effective quartic couplings λ ∼ m 
VI Conclusions
If the physical constants of the SM are determined by the VEVs of some scalar fields, in a tuned universe, even a small displacement of such a scalar field from its minimum can dramatically alter electroweak physics, leading to highly non-trivial dynamics in the early universe. We demonstrate this simple idea in a modulus-Higgs system. We find that in the simplest model (eq. (1)
, the fields fragment rapidly. This fragmentation leads to: (i) generation of gravitational waves; (ii) a non-trivial equation-of-state 1/4 w 1/3 for the duration of the simulations. The non-trivial equation of state can lead to a change in constraints on inflationary models, or alternatively, change constraints on the moduli mass. Assuming an equation of state w ≈ 1/3 is maintained (for example, through the decay of the Higgs) up to eventual matter domination at a eq , we can expect a stochastic background of gravitational waves at high frequencies f 0 10 kHz × m φ /(10TeV), with Ω gw,0 ∼ 10 −9 − 10 −8 .
This paper serves as the first step, and provides a template for, exploring the cosmological dynamics of electroweak fine tuning. We leave more realistic model building and numerical simulations (e.g. the two Higgs doublet model with a flat direction) to future work.
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A Field Dynamics and Lattice Simulations 1 Modulus-Higgs Potential We study a modulus φ and a Higgs field h with the potential:
As discussed in the main text, the field value φ 1 denotes the minimum of the potential in the φ direction when h = 0, whereas φ 0 indicates the point of symmetry breaking. The global minimum of the potential is located at
where ∆ ≡ (φ 0 − φ m )/f is the fine-tuning parameter defined in eq. (3) −6 . The additive constant in the potential in eq. (A1),
is chosen so that at the global minimum V (φ m , h m ) = 0.
As noted in the text, for φ ≤ φ 1 we can evaluate the potential energy difference between the ridge where h = 0 and the electroweak-breaking valley, i.e. the minimum of the potential at fixed φ. The result is
In particular, for small b there is very little energy gained in rolling down from the ridge to the valley, and dynamical effects are suppressed.
As seen from some of the above expressions, the case b = 1 is to be handled with care. When b → 1 at fixed φ 0 − φ 1 , the global minimum runs away: φ m → −∞, |h m | → ∞. This behavior can be clarified by rewriting the potential as a sum of a positive definite term and a quartic Higgs potential:
This form of the potential makes it clear that if φ 1 = φ 0 and b = 1, the second and third terms vanish and there is a flat direction where
If b = 1 and φ 1 < φ 0 , or if b > 1, the potential is not bounded below. Hence, we consider only the case b < 1 for which we have a well-defined global minimum.
Without loss of generality, we can shift the field φ to set φ 1 = 0. (Note that φ is uncharged, so φ = 0 is not a special point in field space.) For simplicity, in our numerical simulations we treat φ and h as two real scalar fields. The discussion above still applies after making the replacement |h| 2 → 1 2 h 2 . Hence, below we will work with the potential
2 Equations of Motion and Initial Conditions We work in a flat Friedmann-Robertson-Walker (FRW) universe with the metric
The dynamics of the modulus-Higgs system is determined bÿ
FIG. S1. The instability chart featuring the real part of the Floquet exponent normalized by the modulus mass (left) and the Hubble rate (right), characterizing the Higgs particle production rate. When in ⇠ f , Higgs particle production is expected for q > 1. In FRW space-time kphys = k/a(t), implying that a given co-moving mode flows towards the bottom left corner of the chart as the universe expands as indicated with the white lines in the second chart. Note that particle production is e cient if |<(µk)|/H ⇠ qmpl/f 1.
The Fourier modes of the canonically normalized Higgs, h c = a 3/2 h, evolve according to
where
In the last line, we have used a standard approximation for a massive oscillating background scalar field, namely a 3/2 (t) (t) / cos(m t) and 3H
This implies that ! 2 (k, t) < 0 for nearly a half of the (t) oscillation. Such co-moving modes can then be unstable, and grow exponentially with time. In the context of preheating this amplification is known as tachyonic resonance.
To study parametric resonance in the Higgs from a periodic frequency change, one can resort to Floquet theory. If we ignore expansion, i.e., put a(t) = const. and (t) = in cos(m t), then Eq. (S7) is just the equation of motion of a simple harmonic oscillator with a periodically varying angular frequency. The Floquet theorem then tells us that its solution takes the form
where µ k is called the Floquet exponent and P k± (t) are periodic functions of time. If <(µ k ) 6 = 0 one of the two terms increases exponentially with time. The numerically obtained exponent is given in the left panel in Fig. S1 as a function of the model parameters. The broad instability bands are consistent with our naive expectations, Eq. (S9).
To explain the additional features, such as narrow stability and instability bands one has to consider the evolution of h ck (t) in greater detail, e.g., take into account the non-adiabatic change of ! 2 (k, t) every time (t) = 0 for small enough k and large initial amplitudes.
However, these small features are irrelevant after the expansion of the universe is restored. In the right panel in Fig. S1 we show that a given co-moving mode can flow across multiple broad instability bands. If |<(µ k )| H, the mode amplitude can grow significantly within less than an e-fold of expansion.
FIG. 7.
The instability chart featuring the real part of the Floquet exponent normalized by the modulus mass (left) and the Hubble rate (right), characterizing the Higgs particle production rate. When φin ∼ f , Higgs particle production is expected for q > 1. In FRW space-time k phys = k/a(t), implying that a given co-moving mode flows towards the bottom left corner of the chart as the universe expands as indicated with the white lines in the second chart. Note that particle production is efficient if
where the potential is given by (A7). The Hubble parameter is determined via the Friedmann equation with
2 pl where ρ tot is the spatially averaged, total energy density of the fields. We note that for most of this section and the subsequent one on gravitational waves, we will provide results for the above toy model. Nevertheless, we will point out features that might be qualitatively different when considering the more realistic potential with a higher dimensional field space.
We assume that initially the modulus has a non-zero vacuum expectation value, φ in ∼ f ∼ m pl (where the Higgs has a positive mass), but that the Higgs does not, h in = 0.
2 The initial Hubble rate is (ignoring contributions from vacuum fluctuations)
Since the mass of the modulus is comparable to the Hubble rate, we expect the modulus to start oscillating right away. Along with the homogeneous fields, vacuum fluctuations (δφ and δh) are present in the fields. The mode functions for the quantum fluctuations satisfy linearized equations around a time-dependent classical background determined by φ(t) and a(t). Such a linear description typically suffices to capture the initial evolution of δφ and δh. If there are growing (i.e., unstable) modes, the linear description eventually becomes inaccurate and the occupation number of these fields becomes quite high. Hence, it is plausible that the subsequent non-linear evolution system can be studied classically with lattice simulations.
Linear instabilities in the Higgs
The linearized equations of motion for δφ and δh are
implying that at the linear level the modulus fluctuations evolve as those of a scalar field with a constant mass, whereas the Higgs ones have a time-dependent mass which can lead to instabilities. We are primarily interested in ∆ 1, with φ ∼ f , hence we ignore φ 0 = (1 − b)f ∆ compared to φ in the above equation for our instability analysis.
The Fourier modes of the canonically normalized Higgs, δh c = a 3/2 δh, evolve according to
In the last line, we have used a standard approximation for a massive oscillating background scalar field, namely a 3/2 (t)φ(t) ∝ cos(m φ t) and
This implies that ω 2 (k, t) < 0 for nearly a half of the φ(t) oscillation. Such co-moving modes can then be unstable, and grow exponentially with time. In the context of preheating this amplification is known as tachyonic resonance.
To study parametric resonance in the Higgs from a periodic frequency change, one can resort to Floquet theory. If we ignore expansion, i.e., put a(t) = const. and φ(t) = φ in cos(m φ t), then Eq. (A13) is just the equation of motion of a simple harmonic oscillator with a periodically varying angular frequency. The Floquet theorem then tells us that its solution takes the form
where µ k is called the Floquet exponent and P k± (t) are periodic functions of time. If (µ k ) = 0 one of the two terms increases exponentially with time. The numerically obtained exponent is given in the left panel in Fig. 7 as a function of the model parameters. The broad instability bands are consistent with our naive expectations, Eq. (A15).
To explain the additional features, such as narrow stability and instability bands, one has to consider the evolution of δh ck (t) in greater detail, e.g., take into account the non-adiabatic change of ω 2 (k, t) every time φ(t) = 0 for small enough k and large initial amplitudes.
However, these small features are irrelevant after the expansion of the universe is restored. In the right panel in Fig. 7 we show that a given co-moving mode can flow across multiple broad instability bands. If | (µ k )| H, the mode amplitude can grow significantly within less than an e-fold of expansion.
Important Parameters for the Nonlinear Dynamics
We have shown that the Higgs vacuum fluctuations can be linearly unstable and grow exponentially with time. As non-linear terms from the potential in Eq. (A7) become important, the exponential growth is expected to slow down. To estimate whether the energy in the amplified fluctuations is comparable to the background or not around the time non-linearities become significant we return to the backreaction efficiency parameter
As discussed above, b < 1 is required for V ≥ 0. We have also ignored φ 0 compared to φ for simplicity. If b 1 and we assume that the energy in the amplified fluctuations is comparable to the background, i.e.,
The latter inequality implies that the quartic Higgs selfinteraction has become important much earlier. Therefore, the Higgs instability is shut down before the amplified Higgs fluctuations have become energetic enough to backreact on the modulus background. We are left with a strongly self-coupled Higgs, interacting relatively weakly with the energetically dominant φ(t). The modulus is expected to remain homogeneous for a very long time.
If b 1 and we again assume that the energy in the amplified fluctuations is comparable to the background, i.e.,
The latter inequality implies that the quartic Higgs selfinteraction becomes important around the time the amplified Higgs fluctuations have become energetic enough to backreact on the modulus background. The ensuing non-linear dynamics leads to the rapid fragmentation of φ(t).
As discussed earlier (see eq. (A5)), another related way of understanding the relevance of b is as follows. The difference between the height of the ridge and the valleys in the potential is directly proportional to this same parameter b. As a result, b 1 makes the potential energy gained by falling into the valleys negligible. Hence, a small b suppresses significant non-linear dynamics from Higgs production and backreaction, consistent with the discussion above. In our simulations, we explore the dynamics of our system for 0.001 ≤ b 1.
Another useful parameter that characterizes the nonlinear dynamics is q ≡ M 2 /m 2 φ which controls the speed of energy transfer from the modulus to the Higgs (see right panel in Fig. 5 ). In our numerical investigations, we considered different q in the range 25 ≤ q ≤ 10 4 . Note that for our simulations, we typically set f ∼ m pl and M ∼ 10 −13 f and q = M 2 /m 2 φ ∼ 10 2 and we increase/decrease these values by an an order of magnitude. With these sets of parameters, b ∼ 1 is achieved by choosing a very small λ 1 (typically λ ∼ 10 −24 ). However, qualitatively similar dynamics are expected even for large λ (in particular for λ ∼ 0.1 -the SM value at the global minimum), as long as the other parameters are adjusted to still yield b ∼ 1. To obtain b ∼ 1 with λ ∼ 0.1, we then need M ∼ m φ f . There are (at least) two possibilities to realize it in supersymmetric theories: low-scale SUSY breaking and very fine-tuned SUSY breaking, which we discuss further in section §D.
Our reason for not choosing these "obvious" values (λ ∼ 0.1) is that the time and length scale associated with tachyonic particle production (∼ M −1 ) is extremely short compared to another natural time scale of the problem, m −1 φ (the oscillation time-scale of the modulus). This disparity of scales creates a dynamical range problem for our simulations, and is beyond our ability to directly simulate given our computational resources. 3 
Lattice Simulations
We use the parallelized version of LatticeEasy [33] to calculate the non-linear evolution of the fields and the self-consistent evolution of a(t). The initial physical length of the edge of the simulation box is L in = 0.5H
in , whereas we set a in = 1, with a end ∼ O[few e-folds]. Note that a slightly super-horizon box was needed sometimes to capture the tachyonic instability in h. The number of co-moving lattice points is N = 512 3 , and our time steps vary between dt = 0.00125m
φ depending on the parameters chosen. The violation of the energy conservation in the above simulations is always less than O [10 −4 ]. At the start of the simulations φ has a background value, set to φ in = m pl . The initial background field velocity, φ in , is equal to −3H in φ in /2, in accordance with LatticeEasy conventions. The initial Fourier modes of the fields and field velocities (excluding the zero modes of φ andφ) are drawn from Gaussian probability distributions with covariance matrices equal to the squared amplitudes of the corresponding vacuum fluctuations. Initially, the energy budget is dominated by the homogeneous φ, i.e., almost no energy is stored in the gradients. The values of φ in anḋ φ in imply that w in ≈ −1/4 which is equivalent to starting the simulation soon after the end of slow-roll inflation if φ was the inflaton.
Simulation Outputs:
Snapshots of the evolution of Higgs and modulus fields are shown in Fig. 4 , along with the discussion of the dynamics in the main text. We do not repeat this discussion here. Along with the fields, we keep track of the spatially averaged energy density
as well as the pressure will be beyond what is computationally feasible for us.
Changing M/f or q = M 2 /m 2 φ (by an order of magnitude each) while keeping b fixed did not qualitatively change our results. The largest and smallest values of λ we ran in our simulations while maintaining the same b = 0.9 were 10 −18 and 10 −24 respectively. As expected, all these changes again did not affect our main claim: we get significant nonlinear dynamics, fragmentation and a non-trivial equation of state for b ∼ 1 and ∆ 1. The equation of state is defined as w ≡ p / ρ where the angular brackets include a spatial average and when there are rapid oscillations, a temporal average as well. In Figs. 8 and 5 , we show the results for the evolution of the energy densities and the equation of state for a range of parameters. Note that for the results in Figs. 8, we have chosen parameters so that the fragmentation efficiency b = 0.9, but allowed other parameters to vary. For the cases considered, the equation of state after fragmentation always settles near 1/4 w 1/3, and the amount of energy density in the modulus and Higgs fields are comparable.
B Gravitational Waves and Lattice Simulations 1 Equations of Motion
where h T T ij is the spatial, transverse, traceless part of the metric perturbations (g µν = g
FRW µν + h µν ), and Π T T ij is the transverse-traceless part of the energy momentum tensor of the fields which sources the gravitational waves. This is a "passive calculation" where the (small) backreaction of the metric perturbations on the fields is ignored.
a. Characteristic Scales
Let us consider a gravitational wave generated at a = a g in the early universe with a co-moving wavenumber k. By taking into account red-shifting due to expansion and conservation of entropy after thermalization, the frequency today of this GW signal is
g th g 0
where H g is the Hubble parameter of the universe at the time of generation of the gravitational waves, g th and g 0 are the effective number of relativistic degrees of freedom at the epoch of thermalization (a th ) and today (a 0 ), Ω r,0 is the fractional energy density in relativistic species today and w mod is the mean equation of state between generation and thermalization (after which we assume a standard thermal history). We can parametrize the characteristic wavenumber at which the gravitational waves are generated:
where the parameter β has been estimated from an analysis of the linear instabilities in the field perturbations (see eq. (A15)), with φ g being the amplitude of the modulus at the time of GW production. The fraction of energy density in gravitational waves per logarithmic interval in wavenumber today is conventionally given as Ω gw,0 = ρ −1 c,0 (d ln ρ gw,0 /d ln k) . Since GWs redshift as radiation, one can show that
where Ω gw is the fractional energy density in gravitational waves at the time of generation. Ω gw can be estimated using the characteristic wavenumber above and assuming that a fraction δ π of the energy density is involved in generating the gravitational waves (see for example [25] , with significant fragmentation, δ π 0.3.):
where ρ g is the total density at the time of generation of the gravitational waves. A more detailed discussion of such scalings (with slightly different parametrization) can be found [34] . For g th /g 0 = 10 2 , H 0 = 1.4 × 10 −33 eV, Ω r,0 = 6.4 × 10 −5 [35] , we can get an estimate of the characteristic frequency and amplitude of the gravitational energy density:
where β −1 ∼ q 1/2 m pl / f φ g . For the simulation parameters (∆ = 10 −6 , q = 10 2 , b = 0.9, f = m pl ) for Figs. 6 and 9, we get β ∼ 0.1.
Lattice Simulations and Results
To calculate the GWs we use HLattice [26] . We calculate them passively, i.e., we evolve the metric perturbations without accounting for their feedback on the fields and metric dynamics. We use the 6 th -order symplectic integrator for the self-consistent evolution of the fields and the scale factor, the HLATTICE2 spatial-discretization scheme and k eff (not k std ) for the TT projector.
Figs. 6 and 9 are based on lattice simulations with N = 256 3 , L in H in = 2.0 and dt = L in /(16N 1/3 ) ≈ 0.00120m φ . The time step for the gravitational waves is dt GW = 4dt. At the end of the simulation a ≈ 12, which corresponds to t ≈ 70m −1 φ (this is also the time when the equation of state settles to a constant value, see orange curve in Fig. 5 ). The results of our simulations for gravitational waves are given in Fig. 9 (right) . We show the time evolution of the gravitational wave spectra up to t ≈ 70m −1 φ . The initial tachyonic instability in the Higgs generates GWs with welldefined cut-off, f 0 q 1/2 m φ m pl /(f × 10 TeV) × kHz ≈ 10 kHz, corresponding to the comoving modes k < m φ q 1/2 . After backreaction, the spectrum settles down and GWs are slowly generated on intermediate frequencies, as power propagates towards smaller comoving scales, see Fig. 3 .
In Fig. 6 in the main text, we scale the gravitational wave spectrum at t ≈ 70m −1 φ assuming different subsequent expansion histories characterized by (N mod , w mod ). For the parameters q = 10 2 , b = 0.9, f = m pl , we found δ π ∼ 0.3 and β ∼ 0.1, showing a consistency between our estimates in the previous sub-section and the results of the numerical simulations.
A more detailed understanding of the main source of gravitational wave production is obtained by specifically considering the domain walls formed in the Higgs-modulus system as seen in Fig. 4 . The GW power emitted by a single 'bubble' with quadrupole moment Q and radius R is (see [36] ) where the subscript g denotes quantities at the time of generation of the GWs. We also have P gw,g ∼ ρ gw,g R 2 from which follows that
At the time of domain formation t g ∼ 22m
where ρ g is the total energy density in the fields at the time of generation of the GWs). From the simulations R ∼ 10m
φ (see second column in Fig. 4) , implying
In the above estimate, we take the factor in the brackets to be ∼ 10 −1 and φ g ∼ 10 −1 m pl consistent with simulations. This explains the strength of the signal Ω gw,0 ∼ Ω gw,g × Ω r,0 ∼ 10 −8 . In our model with two real fields, the formation of the transient domain walls is important for the generation of GWs, giving an order of magnitude stronger signal than the one from the subsequent long turbulent stage. The time of formation of the domains and their length scale properly accounts for peak in the gravitational wave spectrum. In a more realistic theory, with a complex Higgs and moduli fields along with gauge fields, it is possible higher dimensional transient textures to play a qualitatively similar role. We leave this investigation to future work.
C Inflationary Constraints
The key point is that the e-folds between the time the current comoving horizon scale exited the horizon during inflation and the end of inflation are related to the e-folds between the end of inflation and today in a given expansion history. The expansion history also allows us to keep track of the evolution of the energy density. Then the n s and r bounds from CMB measurements constrain an inflationary model together with its associated evolution afterwards. This basic idea was proposed in Ref. [32] .
The cosmological history that we consider includes inflation, inflationary reheating characterized by a constant w re in the equation of state, radiation domination, an early matter domination phase starting when H ≈ m φ and the modulus begins to oscillate around its minimum, and radiation domination again after the perturbative decays of modulus. Differing from the discussions in Ref [37] [38] [39] , we include a possible non-trivial equation of state with a constant w mod = 0 originating from non-perturbative particle production after the modulus starts to oscillate and before the full conversion of the modulus energy into radiation. The constant, w re , could be taken as an average from the end of inflation till radiation domination and satisfies
where a end , a re (ρ rad , ρ re ) are the scale factors (energy densities) at the end of inflation and at the end of inflationary reheating respectively. Similarly, w mod is the average from modulus oscillation till its full decay and satisfies
where a mod , a dec (ρ mod , ρ dec ) are the scale factors (energy densities) when the modulus starts to oscillate and when full decays of the modulus happen (equivalently when radiation dominates again) respectively. Our derivation closely follows Ref [38] and we will summarize the key steps below. The comoving Hubble scale k = a k H k that exits the horizon during inflation could be written as
In terms of e-folds, e N k = 
Note that the e-folds between the modulus oscillation and full energy conversion into radiation is given by
In addition, a dec could be rewritten in terms of the scale factor, a 0 , today. Given the conserved comoving entropy, it can be achieved by relating the energy density at the end of modulus epoch, ρ dec to the temperature today through
where g dec;s and g 0;s are the effective degrees of freedom for entropy. Furthermore, N RD can be replaced by
Combining all the equations above, we have
This equation relates the e-folds in the modulus epoch to the e-folds in the inflation epoch. For slow-roll inflation,
where r is the tensor-to-scalar ratio, A s the amplitude of scalar perturbation and ρ k is the energy density when the mode exits the horizon. In addition, using
N mod could be expressed in terms of the modulus mass, The red solid and green dotted lines correspond to w mod = 0 and 0.1 respectively. In the left panel, the light blue shaded region corresponds to the current 1σ bounds on ns from Planck TT+lowP+lensing. The narrower darker blue shaded region corresponds to the 1σ bounds of a future CMB experiment of ns with sensitivity ±2 × 10 −3 [30] , assuming the same central value as Planck. In the right panel, the blue shaded region corresponds to the 1σ bounds of a future CMB experiment of r with sensitivity ±5 × 10 −4 [30] , assuming a measured central value of r being 0.085.
where we approximated t dec − t mod by the perturbative lifetime of the modulus τ mod = (cm
where we use ln 10 10 A s = 3.062 (central value of Planck TT+lowP+lensing) at k = 0.05 Mpc −1 [35] , T 0 = 2.725 K, g 0;s = 3.91 and g dec;s = g dec = 10.76. Thus we obtain a lower bound on m φ ,
Note that generically we expect 0 < w re < 1/3 and (1/4)(1 − 3w re )N re > 0, which leads to a conservative bound on m φ independent of the details of the inflation reheating stage
The presence of a non-zero w mod could change the bound on m φ dramatically compared to the case with w mod = 0. Since the logarithmic terms in the exponent in Eq. C15, C16 are usually tiny, a crude rule of thumb is that when N k < 57, the bound could be significantly weakened with w mod > 0 while when N k > 57.0, the bound is more tightened with w mod < 0. The details of the bounds depend on specific inflation models. Let's take a look at the model with a polynomial potential
where φ inf is the inflaton and α > 0. In this case, N k , r and ρ k /ρ end can be written in terms of the spectral index n s and the power α:
In our evaluation below, we use n s = 0.9677 ± 0.006 (Planck TT+lowP+lensing) [35] . We also fix c = 1/16π. For α = 1, the lower bounds on m φ as a function of n s or r are illustrated in Fig. 10 . In this case, the central value of n s gives us N k ≈ 46.4, r ≈ 0.086, ρ k /ρ end ≈ 9. This leads to a conservative lower mass bound of the modulus, m φ > 477 TeV when w mod = 0 and a much weaker bound when w mod increases, e.g., m φ > 8 MeV when w mod = 0.1. Yet the potential strong mass bound on the modulus for w mod = 0 may not be solid given the current precision of n s . If we allow for n s to vary in the 1σ range, for instance, when n s takes the value at the lower 1σ bound, n s = 0.962, N k ≈ 39.2, r ≈ 0.10, ρ k /ρ end ≈ 8.3. When w mod = 0, m φ > 0.14 MeV, which is negligible. In the future, if the precision of n s could be improved by a factor of 2 to 3 with the CMB-S4 measurements [30] , we will have a better assessment of the compatibility of the modulus scenario and different classes of inflation models. A more optimistic scenario is that in the near future, we will detect primordial gravitational waves and measure r. The precision of CMB-S4 measurement of r is projected to be significantly improved to 5 × 10 −4 . Assuming a measured r = 0.085 and CMB-S4's sensitivity, we could obtain a solid lower bound on m φ : m φ > 1000 TeV, when w = 0 as shown in the right panel of Fig. 10 . When w is increased to 0.1, the bound is considerably relaxed to be well below the cosmological moduli bound.
Additional cosmological constraints on this scenario could arise from isocurvature considerations [40] . Alternatively, the field φ could itself be the inflaton, yielding additional constraints from the power spectrum of perturbations [35] .
D Aspects of the model 1 Approaches to b ≈ 1 We have argued that the modulus fragments for a parameter choice
As we will review below in §D 2, a standard scenario with moduli-mediated supersymmetry breaking will have both scalar mass parameters at the SUSY-breaking scale, m φ ∼ M ∼ m 3/2 , and the modulus couplings suppressed by f ∼ m pl . In that case, achieving b ∼ 1 requires a tiny quartic coupling λ ∼ (m 3/2 /m pl ) 2 . At first glance, this seems in conflict with the Standard Model Higgs quartic λ ∼ 0.1. However, there are least three variations on this scenario that we can consider:
• Low-scale SUSY breaking: M ∼ 10 2 to 10 3 TeV, λ ∼ 0.1, f ∼ m pl , m φ ∼ 10 eV to 1 keV. Here the modulus is light because the fundamental scale of SUSY-breaking is low, but the Higgs mass scale is heavier due to stronger interactions with the SUSY-breaking sector.
• Very fine-tuned SUSY breaking: m φ ∼ 10 2 to 10 3 TeV, λ ∼ 0.1, f ∼ m pl , M ∼ 10 11 to 10 12 GeV. Here we keep the modulus somewhat heavier than the TeV scale, but imagine that the natural scale for the Higgs VEV is orders of magnitude larger, closer to the intermediate scale. The physics is the same as the first case, except that the fundamental scale of SUSY breaking is larger and the weak scale is more fine-tuned (i.e. ∆ is much larger).
• Proximity to a D-flat direction: m φ M ∼ 10 2 to 10 3 TeV, f ∼ m pl , λ ∼ 10 −24 . In this case, a tiny effective quartic coupling is achieved along a D-flat direction. The Standard Model Higgs VEV does not lie along this direction, so the theory must be arranged so that our vacuum lies near the D-flat direction.
All of these three cases have interesting aspects, but none of them are completely trivial from the model-building viewpoint. In most of the remainder of this section we will focus on the last case, with a small quartic coupling along a D-flat direction. Our focus on this case is partly motivated by the fact that our simulations are all performed at very small λ, because the case M m φ is much more computationally expensive. Furthermore, because the Higgs field acquires very large values along a D-flat direction, most Standard Model particles will become very heavy and it may be a better approximation to neglect thermal effects in this case. Still, we think that all three of these scenarios are deserving of further exploration in the future.
2 Origin of moduli couplings In this section we will explain the origin of the M 2 (φ/f )h † h ansatz for the modulus coupling to the Higgs, and some variations that can arise. We first start by supposing that the modulus is a chiral superfield X ⊃ X + F X θ 2 , with a supersymmetry breaking VEV X = X 0 + F X,0 θ 2 , where X 0 ∼ m pl , F X,0 ∼ m 3/2 m pl .
where M S is a measure of SUSY-breaking and α u,d , β u,d are dimensionless parameters. If α u α d > 1, then at φ 0, there is no tachyon and the symmetry is unbroken. On the other hand if α u,d > 0, then at φ 0, there is a tachyon along the D-flat direction and the Higgs can acquire large values. Thus, qualitatively the picture of unbroken electroweak symmetry on one side and badly broken electroweak symmetry on the other is similar to the toy model we have simulated. As argued in the preceding subsection, the effective quartic coupling can be very small at φ 0. The theory deviates more from our toy model in the region in between unbroken electroweak symmetry and electroweak symmetry broken badly along the flat direction. The point of marginal electroweak breaking is when and tuning the point of marginal electroweak breaking to lie near the global minimum will ensure that the evolving modulus provides access to the flat direction at a nearby point in field space. However, in the Standard Model, where the up-type Higgs couples to the top quark much more strongly than the down-type Higgs couples to the bottom quark, radiative corrections would tend to spoil such a relationship. Hence, proximity to a D-flat direction is likely to require some additional fine-tuning beyond the tuning of the Higgs boson mass itself. A full study of loop corrections in such a scenario, and how much fine-tuning is required, is beyond the scope of this work.
