I9 ABSTRACT (Continue on reverse if neceory and identify by block number)
-An algorithm for computing the moments of matched and mismatched hidden Markov models from their defining parameters is presented. The ability of the first two moments to adequately describe the probability density function of a maximum posterior likelihood classifier based on hidden Markov models is assessed by examples. These examples include ergodic and nonergodic simulated hidden Markov observations that are matched and mismatched with the posterior likelihood classifier. One example discusses the effect of a noisy discrete communication channel on the posterior likelihood classifier reliability. The examples indicate that the posterior likelihood function is log-normal when the Markov chains are ergodic, and thus the first two moments suffice to describe the required probability density functions. The examples are also of independent interest because they indicate how different internal structures of hidden Markov models impact the performance of a maximum posterior likelihood classifier. where 0 T c HMM(i) denotes the hypothesis that the observation sequence 0 T is a realization of HMM(i). The maximum of the p computed posterior likelihoods is assumed to identify, or classify, the original signal s(t).
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In practice, some kind of tie-breaking rule must be defined and some threshold must be set to identify signals for which HMMs have not been trained.
The likelihood function (1) can be computed with only n 2 T multiplications (where n is the number of states in the Markov chain) by using the forward-backward algorithm. 2 The misclassification rate (or false alarm rate) of the system depicted in figure 1 can be estimated by simulation after training is completed.
Alternatively, the misclassification rate of signal i as signal j can be determined from the conditional cumulative distribution functions 
If F ij(x) is differentiable with derivative F ij(x), then the moments can be written equivalently as the Riemann integral
I-
The moments depend on the length T of the observation sequence because F ij(x) depends on T, as seen from equation (2 The assumption that the training phase is completed means that the parameters X = (w , Au, Bu) are known. We now derive a recursion for equation (5) that requires computational effort that grows only linearly with T. The recursion is derived for a more general expression that contains equation (5) as a special case.
The application of equation (6) to compute any moment from equation (5) 
'(v)=l
and
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Substitute equation (7) into equation (6) to obtain
One interpretation of vT is that it equals R(k,T) given that HMM(v) must
• nd in state j(v,), v=I ..., k. We seek a recursion for PT. gives
does not depend on the last symbol O(t) in the t -1 observation sequence 0 t = (0(1), ..., 0(t)}, we have
Because the sum over 0(t) is independent of the observation sequence Otl = [0(l), ... , Q(t-l)}, as well as the indices i(v), and because of equation (11), we have
., a Ut-Il(i(1), .. , i(k)) regardless of HMM(l), because the sum in equation (6) is over all 0 T . To independently check the recursion (12)-(13), note that, from equation (13),
From equation (14), we have I= j(l)
Hence, from equation (10), we obtain n(l)
%__=
The recursion is verified for T = 1. For T = 2, from equation (12), we have
and the recursion is verified for T = 2.
The first nontrivial special case is k = 2. In this case, R(2,T) is identically the first moment M 1 2 (l,T). From equation (12), we have for 2<t<T n(1) n (2) lt(j(l),j(2)) = r(j(1),j(2)) V t (i( ),i(2)) a ), ai2 i(l)=l i(2)=l and, from equation (14), 1 2 p(j(l),j(2)) = r(j(l),j(2)) j() 1 j (2) where, from equation (13),
From equation (10), then, we have n(1) n(2)
Computation of R(2,T) = M 1 2 (l,T) is therefore not excessively laborious.
The evaluation of R(k,T) using the recursion (12) is properly broken into two parts.
The first is the precalculation of r(j(l), .... , j(k)) for which is significantly smaller than the [n(2)] k n(l) storage that would otherwise be necessary. The total multiplication count is also reduced proportionately.
Once r has been computed and stored for a given value of k, the recursion (12) can be computed for any length T of the observation sequence.
For each of the N k sets of indices (j(to)} in equation (12) 
it is possible to use approximately The total multiplication count is reduced to 2 mutplktin 4 NkiT, which is significantly smaller than the N2k T multiplications that would otherwise be needed. For the above example requiring 611 hours, if N = n(1) = n(2) = 8 and if the symmetry (17) is utilized, the calculation would be reduced to roughly a 96-minute calculation. Utilizing symmetry is clearly significant in that it can turn an impractical long calculation into a feasible shorter one.
Underflow is potentially a problem when the recursion (12) is computed.
It can be easily overcome in exactly the same manner as pointed out in reference 2 for preventing numerical underflow during the calculation of the forward-backward algorithm. Specifically, let lt be computed according to equation (12) and then multiplied by a scale factor c t defined by
Then use the scaled vdlues of Vt in the recursion (12) to compute pt+l'
which is in turn scaled as shown in equation (18) Throughout this section, it is assumed that each output symbol 0(t) is a real random variable defined on some underlying event space, V. The probability density function of 0(t) is uniquely defined for each state i(V) Sf.
T-fold which is the continuous analog of equation (5). It is clear from equation (23) 
T-fold
The forward-backward algorithm for computing the posterior likelihood function for continuous HMMs is modified as follows:
j(u):l
where aT(j(v)) is computed exactly as given by the recursions (8) and
(9), with the only difference being that b" (0(t)) in equation ( It is stressed that equations (28) (28) (The Normal Curve Has the Sample Mean and Variance Given in Table 3 .) TR 7989 
f3(OT) = 0.
Other forbidden symbol sequences may also be noticed. It will be seen that these facts make f3( 0 T) a powerful discriminator against ergodic observation sequences. Table 7 gives two estimates of the mean and standard deviation of log dF 2 3 (x), and figure 5 is a histogram of the case T = 25.
The mean values of the 10000 samples and those predicted by equation (28) agree very well; however, Consequently, a tradeoff exists between short T and long T.
The total misclassification rate can be expressed as the sum of the misclassification rate due to forbidden symbol sequences and the misclassification rate due to noise-induced shift in the statistics of the nonzero values of the posterior likelihood function. We examine the total misclassification rate for HMM (4) , which is defined to be the HMM equivalent Ten-thousand observation sequences 0 T were generated from HMM(4) for I =
25.
As given in table 8, 121 sequences resulted in zero posterior likelihood function values (that is, f3( 0 T) = 0) and the remaining 9819 nonzero values of f3( 0 T) give the histogram shown in figure 6 . By comparison with figure 4, it is clear that no significant difference between 0 log dF 3 4 (x) and log dF 3 3 (x) is evident. Therefore, the misclassifi- 
