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In flat bands, superconductivity can lead to surprising transport effects. The superfluid “mobil-
ity”, in the form of the superfluid weight Ds, does not draw from the curvature of the band but
has a purely band-geometric origin. In a mean-field description, a non-zero Chern number or frag-
ile topology sets a lower bound for Ds, which, via the Berezinskii-Kosterlitz-Thouless mechanism,
might explain the relatively high superconducting transition temperature measured in magic-angle
twisted bilayer graphene (MATBG). For fragile topology, relevant for the bilayer system, the fate
of this bound for finite temperature and beyond the mean-field approximation remained, however,
unclear. Here, we use numerically exact Monte Carlo simulations to study an attractive Hubbard
model in flat bands with topological properties akin to those of MATBG. We find a superconducting
phase transition with a critical temperature that scales linearly with the interaction strength. We
then investigate the robustness of the superconducting state to the addition of trivial bands that
may or may not trivialize the fragile topology. Our results substantiate the validity of the topolog-
ical bound beyond the mean-field regime and further stress the importance of fragile topology for
flat-band superconductivity.
Whenever the single-particle kinetic energy does not
depend on momentum, non-interacting electrons, if not
in a topological state, are strictly localized. Nevertheless,
these seemingly inert systems exhibit intriguing trans-
port phenomena in the presence of many-body effects.
A paradigmatic example is the onset of unconventional
superconductivity, where mobile coherent electron pairs
emerge from an insulating high-temperature state1–11
under the influence of strong electron-electron interac-
tions. The interest in this flat-band superconductivity
surged after its observation in magic-angle twisted bilayer
graphene (MATBG)12. Since then, signatures of zero-
resistance states have been reported in other flat-band
van der Waals systems such as twisted double-bilayer
graphene13–15, twisted trilayer graphene16, ABC–trilayer
graphene17, and bilayer WSe2
18.
Superconductivity arises from the interplay of two dif-
ferent energy scales: the effective electron-electron at-
tractive interaction |U | and the bandwidth W . A van-
ishing bandwidth maximizes the density of states n0(F )
at the Fermi energy and the Bardeen-Cooper-Schrieffer
(BCS) theory predicts Tc,BCS ∝ |U |n0(F ) in the flat-
band limit |U |  W 1–3. While the BCS theory might
seem unsuitable to treat systems lacking a well-defined
Fermi surface, the BCS wave function turns out to be
an exact zero-temperature ground state for certain flat
bands with local attractive interactions5,19. Neverthe-
less, the validity of the BCS theory at finite temperature
is questionable and one needs to be careful in explor-
ing the strong-coupling regime20,21. Moreover, while the
BCS theory captures the formation of electronic pairs,
their phase fluctuations are know to be crucial in two-
dimensional (2D) superconductors22.
Phase coherence emerges via the Berezinskii-
Kosterlitz-Thouless (BKT) mechanism23–25. Within the
BKT theory, the fraction of electrons condensed into co-
herent bound pairs is captured by the superfluid weight
Ds(T ). The universal jump in this quantity determines
the transition temperature Tc: Tc = piD
−
s /2, where
D−s is the superfluid weight at the critical temperature
approached from below26.
The Ginzburg-Landau theory for conventional super-
conductors predicts Ds(T = 0) ≈ e2ns/m∗, where ns is
the amplitude of the superconducting order parameter,
and m∗ is the effective band mass27. Exactly flat bands
have an infinite effective mass, m∗ = ∞. Hence, a van-
ishing bandwidth seems detrimental to phase coherence.
Therefore, one would expect phase fluctuations to com-
pletely disrupt superconductivity in dispersionless bands.
However, this conclusion neglects other band properties
that are not captured by a simple effective-mass approx-
imation.
The presence of a further contribution to the super-
fluid weight is now well-established in the mean-field
approximation5,19,28,29. This additional term has a band-
geometric origin and is proportional to the Fubini-Study
metric of the occupied bands19. Lower bounds for
Ds(T = 0) have been formulated both for bands with a
non-zero Chern number19 as well as for two bands char-
acterized by fragile topology30.
While the bound in terms of the Chern number and
its influence on the T 6= 0 physics has been recently in-
vestigated numerically in the strong-coupling regime20,
no such analysis has been performed for the case of frag-
ile topology. The latter is particularly relevant since the
single-particle nearly flat bands of MATBG have zero
Chern number but non-trivial fragile topology31–36. In
the current manuscript, we fill this gap by studying a
concrete flat-band model with fragile topology via exact
numerical methods.
We first review the concept of fragile topological bands
and introduce the concrete model used in this study. We
then compare the superfluid weight obtained from quan-
tum Monte Carlo simulations to the zero-temperature
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2mean-field topological bound. To further establish the
importance of fragile topology, we investigate the fate of
the superconducting state under the addition of trivial
bands. Finally, we analyze the properties of the normal
state above the superconducting phase transition.
Fragile Bloch bands represent a flavor of symme-
try protected topological insulators (TIs) as these
bands cannot be represented by translationally and lat-
tice temporal-spatial symmetric, exponentially localized
Wannier functions. However, the addition of a trivial
Bloch band can resolve this obstruction, contrary to the
stable TIs35,37–40. In the case of MATBG, the protecting
symmetry is C2zT , where C2z is a 180° rotation around
the out-of-plane axis zˆ, and T is the bosonic time-reversal
symmetry that acts as complex conjugation. For two oc-
cupied bands with C2zT symmetry, it is possible to in-
troduce a Z-classification based on the Euler class, e2,
of real orientable bundles30,34,35,38,41. In particular, Ref.
[30] showed that, in the mean-field approximation, a non-
trivial Euler class provides a lower bound on Ds(T = 0).
The geometric contribution to the superfluid weight of
MATBG has since then been further discussed in30,42,43.
To investigate the robustness of the bound for fragile
bands in the strong-coupling regime, we follow Ref. [20]
and consider an attractive Hubbard model which lends
itself to numerically exact auxiliary-field quantum Monte
Carlo simulations44–46.
We focus on a particular 2D lattice model, known as
kagome-347–49, which represents a minimal instance of a
flat-band system characterized by fragile topology. The
lattice, its basis vectors a1 = (1, 0) and a2 = (1/2,
√
3/2),
and the three inequivalent sublattices in the unit cell are
shown in Fig. 1(a). We study the Hamiltonian:
H = Hkin +Hint, (1)
Hkin =
∑
i,j,σ
tijc
†
iσcjσ − µ
∑
i
(ni↓ + ni↑) , (2)
Hint = −|U |
∑
i
(
ni↑ − 1
2
)(
ni↓ − 1
2
)
, (3)
where ciσ is the fermionic annihilation operator, and
niσ = c
†
iσciσ counts the number of electrons on site i with
spin σ = {↑, ↓}. |U | is the electron-electron interaction
strength, µ the chemical potential, and tij the hopping
parameter between site i and j. In the remainder, we set
all hopping terms to unity.
The single-particle physics encoded in Eq. (2)
is particularly appealing. The spectrum of the
model has two degenerate flat bands at (k) =
−2 and a third dispersive band (k) = 4 +
2 [cosk · a1 + cosk · a2 + cosk · (a1 − a2)], cf. Fig. 1(b).
The smallest gap δ = 3 between the dispersive and
flat bands is attained at the momentum point K =
(2pi/3, 2pi/
√
3)50. Note that the model possesses both
spinful time-reversal symmetry and spin Sz conservation.
These features allow us to study the topological prop-
erties by computing the Wilson loop operators of each
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FIG. 1: (a) Kagome-3 lattice model with the unit-cell area
shaded in gray. The inset shows the details of one plaquette.
The red circle highlights the 1aWyckoff position of the lattice,
while the yellow circle the 1b Wyckoff position. Note that, al-
though the full point group of the model is p6mm, we refer
to the real space high-symmetry-points of its subgroup p250.
The basis vectors a1 and a2 are represented by the green ar-
rows. The three inequivalent sublattices A, B and C are also
highlighted. (b) Single-particle spectrum of the model along
high-symmetry lines of p6mm. The high-symmetry lines and
the first Brillouin zone (BZ) are shown in the inset. The flat
bands at  = −2 is doubly degenerate. (c) Wilson loop spec-
trum of the two flat bands of the kagome-3 model. (d) Wilson
loop spectrum of the three lowest bands of the model with an
additional s orbital at 1a Wyckoff position. (e) Same as (d)
but with an s orbital at 1b Wyckoff position.
spin sector independently19,30,50. As shown in Fig. 1(c),
the winding in the Wilson loop spectra of the two flat
bands establishes their topological nature with a non-
trivial Euler class |e2| = 1 protected by C2zT 35,38,50.
The winding of the spectrum is removed by the addi-
tion of a trivial band, as shown in Fig. 1(d), confirming
the presence of fragile topology. The topological proper-
ties of the kagome-3 flat bands are thus akin to those of
the single-particle bands of MATBG31–36.
To compute Ds(T ), we introduce an external elec-
tromagnetic field via its electromagnetic potential A
and Peierls substitution: tij → tij exp[iA · (ri − rj)] =
tij(r), where ri is the position of the site i and r = ri−rj .
We can then expand H(A) up to second order in A:
H(A) = H + jpµAµ +
1
2
TµνAµAν , (4)
where jpµ is the paramagnetic current operator and TµνAν
is the diamagnetic one. These operators are defined as
jpµ =
∑
ij,σ
∂tij(r)
∂rµ
c†iσcjσ, (5)
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FIG. 2: Superfluid weight Ds(T ) for the attractive Hubbard model with interaction strength |U |. The crossing of Ds with the
dashed line 2T/pi indicates the BKT transition, where the superconducting transition occurs. (a) Different systems sizes L×L,
with L = 4, 6, 8 and |U | = 2. The arrow on the y axis represents the mean-field topological lower bound for Ds(T = 0)50. (b)
Different interaction strengths |U | = 1, 1.5, 2 in a 6 × 6 system. In both (a) and (b) the kagome-3 model is considered. (c)
Results for the four-band models for |U | = 2 and L = 6. The trivial model has an additional s orbital at Wyckoff position 1a,
cf. Fig. 1(a). The model with fragile topology has instead an additional s orbital at Wyckoff position 1b, cf. Fig. 1(a).
and
Tµν =
∑
ij,σ
∂2tij(r)
∂rµ∂rν
c†iσcjσ. (6)
The superfluid weight characterizes the zero-frequency,
long-wavelength response to the external field, jµ =
Ds,µνAν . It is given by
Ds,µν =
1
4
[〈Tµν〉 − Λµν(k‖ = 0, k⊥ → 0, iωm = 0)] ,
(7)
where k‖(⊥) is the momentum component parallel (per-
pendicular) toA, and 〈·〉 represents the expectation value
over the many-body ground state of Eq. (1) at tempera-
ture T . Here, Λµν(k, ω) is the current-current correlator:
Λµν(k, iωm) =
∫ β
0
dτeiωmτ
〈[
jpµ(k, τ), j
p
ν (−k, 0)
]〉
, (8)
with ωm = 2pimT , m ∈ Z, and β = 1/kBT the inverse
temperature. In the reminder, we consider Ds = Ds,xx
and a gauge potential A = Axˆ.
The quantum Monte Carlo simulations grant access
to the superfluid weight Ds(T ) in the strong-coupling
regime at finite temperature50. We perform simulations
in the grand canonical ensemble, where the chemical po-
tential µ controls the filling ν of the system. We carefully
tune µ(T ) to ensure ν = 1/3, i.e., two electrons per unit
cell and half-filling of the flat bands. We focus on a range
of Hubbard interactions |U | < δ.
First, we consider |U | = 2 and lattices of different sizes
L×L, with L = 4, 6, 8. Since each unit cell contains three
inequivalent sublattices and we consider spinful electrons,
the number of orbitals in these systems is 96, 216, 384, re-
spectively. In Fig. 2(a) we present the results of this anal-
ysis. The transition temperature Tc/|U | ≈ 0.04 is given
by the universal jump in the superfluid weight Ds(T )
26
and shows little dependence on the system’s size.
Next, we investigate the relation between Tc and |U |.
Since the Hubbard interaction is the only energy scale
of the problem, we expect a linear relation between Tc
and |U |: Tc ∝ |U |19. This observation is confirmed by
the plot of Ds(T/|U |)/|U | with |U | = 1, 1.5, 2 for a 6× 6
system. The three curves lie on top of each other and
confirm Tc/|U | ≈ 0.04, cf. Fig. 2(b). These findings
parallel those for flat Chern bands in the strong-coupling
regime20 and substantiate the onset of superconductivity
in the exactly flat bands of the kagome-3 lattice.
The addition of trivial bands to a fragile topological
insulator can remove the obstruction to an atomic limit
and might impact the strength of the superconducting
order. Therefore, we carefully assess the fate of super-
conductivity when further bands are considered.
To investigate the Wannierizability under the addition
of trivial bands, we resort to an analysis of the symme-
try eigenvalues of inversion C2z
50. This approach allows
us to consider two different scenarios. First, we couple
an extra s-orbital at the 1a Wyckoff position [red circle
in Fig. 1(a)] to all adjacent sites. This additional or-
bital gives rise to an A1a band that trivializes the flat
bands of the original model, see Ref. [50] for a detailed
analysis. A fine-tuning of the onsite energy of the added
site results in a four-band model with three exactly flat
bands for arbitrary hopping strength to the additional
site. Second, we add a s-orbital at 1b Wyckoff position
[yellow circle in Fig. 1(a)]. Note that we always consider
only the subgroup p2 of the full point group p6mm of
the original kagome-3 model50. This additional orbital
gives rise to an A1b band that does not remove the ob-
struction to an atomic limit. Note that the non-trivial
topology is now protected by C2z rather than C2zT 50.
In this second case, it is not possible to achieve three
exactly flat bands with finite range hopping. However,
the addition of longer range hopping allows us to obtain
three bands with W/δ ≈ 0.03 and a coupling strength to
the additional site comparable to the first case. The dif-
ferent topological properties of these models can be read
off the respective Wilson loop spectra51 of Figs. 1(d)–(e):
winding spectrum for the topological case, gapped for the
4trivial one.
In the Monte Carlo simulations of these four-band
models, we tune µ to achieve a filling ν = 3/8. This
value corresponds to the half-filling of the lower three
bands, where we intend to study the influence of fragile
topology on the superconducting behavior. The evolu-
tion of the superfluid weight as a function of temperature
confirms the important role played by fragile topology,
as can be seen in Fig. 2(c). In the topologically trivial
model, Ds(T ) remains zero up to a temperature well be-
low the critical temperature of the original three-band
model. On the other hand, the model with fragile topol-
ogy protected by C2z symmetry behaves similarly to the
kagome-3 model.
For completeness, we now turn our attention to the
physics above the superconducting transition in the
kagome-3 lattice. We first study the spin susceptibility
χS =
1
L2
∫ β
0
dτ〈Sz(τ)Sz(0)〉, (9)
with Sz =
∑
i
(
c†i↑ci↑ − c†i↓ci↓
)
50. As shown in Fig. 3(a),
it reaches a maximum at TS/|U | ≈ 0.17. For T > TS , χS
shows little dependence on temperature, while for T < TS
it gets rapidly suppressed. These results point to the
onset of singlet formation at TS leading to a spin-gap
already above Tc
52.
Next, we investigate the single-particle density of
states50,53
N(F ) =
β
piL2
∑
α
∫
BZ
dk 〈cαk(β/2)c†αk(0)〉, (10)
where α is the sublattice index. N(F ) peaks at temper-
ature TN/|U | ≈ 0.09 and drops towards zero at lower
temperatures, cf. Fig. 3(b). The temperature range
Tc < T < TN , where the opening of a gap reduces the
density of states before the system turns superconduct-
ing, is associated with a pseudogap regime characterized
by strong phase fluctuations54.
Our results establish the importance of non-trivial
fragile topology for the onset of superconductivity in flat
bands. In summary, the signatures of a spin- and charge-
gap above the critical temperature are typical for attrac-
tive Hubbard models in the strong-coupling regime53.
Moreover, the linear scaling with |U | of the characteristic
temperatures for superconductivity, spin-, and charge-
gap shown in Fig. 3(c) is a generic feature of flat band
physics for |U | < δ3,20. Beyond these results, it was re-
cently shown that band-topology can play a crucial role
in the strength of superconductivity20,21. While the au-
thors of [20] considered the case of a Chern number, in
our work the topological invariant ensuring a high crit-
ical temperature is a fragile one relevant for a broad
class of time reversal invariant system. In particular,
we prove how this new protecting mechanism is robust
beyond the mean-field approximation of Ref. [30] but has
important consequences for the fate of the superconduct-
ing state under the addition of trivial bands. Especially
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FIG. 3: (a) Spin susceptibility χS as a function of tem-
perature T for the Hubbard model on the kagome-3 lattice
with |U | = 2 and L = 6. (b) Single-particle density of states
N(F ) as a function of temperature T for the same model.
The shaded areas correspond to the superconducting state in
dark orange, the spin-gap regime in yellow and the pseudo-
gap regime in blue. (c) Scaling of the critical temperature
Tc, spin-gap temperature TS and pseudogap temperature TN
as a function of interaction strength |U |. All these quantities
show a linear scaling with the interaction strength.
in two-dimensional system, such additional bands natu-
rally arise in tunnel-coupled heterostructures. This di-
rect link between fragility and an observable quantity is
an important step forward in our understanding of frag-
ile topological insulators which have only a handful of
known experimental signatures31,32,55–58. Despite the in-
fancy of this field, there is evidence that a myriad of ma-
terials and engineered structures possesses this peculiar
topology59–62, calling for further studies of interactions
in fragile bands40,57,63.
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Appendix I: Tight-binding models
1. Three-band model on the kagome-3 lattice
The kagome-3 lattice has basis vectors a1 = (1, 0) and a2 = (1/2,
√
3/2). The reciprocal lattice vectors are
b1 = (2pi,−2pi/
√
3) and b2 = (0, 4pi/
√
3). The unit cell contains three inequivalent sublattices A, B and C. We set
the distance among different sublattices in the same unit cell to unity. The tight-binding Hamiltonian defined on this
lattice is:
Hkin =
∑
k,σ
c†k,σh(k)ck,σ, (S1)
where σ ∈ {↑, ↓} is the electron’s spin, k the electron’s momentum and cσ,k =
(
cAσ,k, c
B
σ,k, c
C
σ,k
)T
is the fermionic
annihilation operator. The Bloch Hamiltonian h(k) is given by:
h(k) =
 2 cosk · a2 1 + eik·a1 + eik·a2 + e−ik·(a1−a2) 1 + eik·(a1−a2) + eik·a1 + e−ik·a21 + e−ik·a1 + e−ik·a2 + eik·(a1−a2) 2 cosk · (a1 − a2) 1 + e−ik·a2 + e−ik·a1 + eik·(a1−a2)
1 + e−ik·(a1−a2) + e−ik·a1 + eik·a2 1 + eik·a2 + eik·a1 + e−ik·(a1−a2) 2 cosk · a1
 .
(S2)
Here, we choose a gauge where h(k + bj) = h(k) for j ∈ {1, 2}. We refer to this choice as the unit-cell gauge. At
times, it might be more convenient to use a gauge where h(k + bj) = V (bj)
−1h(k)V (bj) for j ∈ {1, 2}, with the
unitary matrix V (k) = diag[e−ik·a2/2, e−ik·(a2+a1)/2, e−ik·a1/2]. We refer to this gauge choice as the periodic gauge.
With the latter choice, also the periodic component of the Bloch wave function unk transforms as u
n
k+bj
= V (bj)
−1unk
for j ∈ {1, 2}.
The spectrum of this model has two flat bands at energy  = −2 and one dispersive band  = 4 + 2[cosk · a1 +
cosk · a2 + cosk · (a1 − a2)]. The smallest gap between the flat bands and the dispersive one is δ = 3 at K =
(2pi/3, 2pi/
√
3).
The full point group symmetry of this model is p6mm. The symmetry generators of this group are C6z, C3z, C2z,
m10, and m1¯2. Here, Cnz is a
2pi
n rotation around an out-of-plane axis passing from (0, 0), and mij is the mirror with
respect to the plane perpendicular to the vector ia1 + ja2, with a1 and a2 the basis vectors and ı¯ = −i. The matrix
representations of the symmetry generators are given for completeness together with their action in momentum space:
C6(k) =
 0 0 1e−ik·(a1−a2 0 0
0 eik·a2 0
 {kx, ky} → {1
2
kx −
√
3
2
ky,
√
3
2
kx +
1
2
ky
}
(S3)
C3(k) =
 0 eik·a2 00 0 eik·a2
eik·a2 0 0
 {kx, ky} → {−1
2
kx −
√
3
2
ky,
√
3
2
kx − 1
2
ky
}
(S4)
C2(k) =
eik·a2 0 00 eik·(a1+a2) 0
0 0 eik·a1
 {kx, ky} → {−kx,−ky} (S5)
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FIG. S4: (a) Spectrum along the high-symmetry line Γ −K −M − Γ of the trivial tight-binding model with an additional
s orbital at the 1a Wyckoff position. The flat bands are triply degenerate. (b) Spectrum along the high-symmetry line
Γ− Y −M −X − Γ of the topological tight-binding model with an additional s orbital at the 1b Wyckoff position. The nearly
flat bands are again triply degenerate.
m10(k) =
 0 eik·a1 0eik·a1 0 0
0 0 eik·a1
 {kx, ky} → {−kx, ky} (S6)
m1¯2(k) =
 0 eik·a2 0e−ik·(a1−a2) 0 0
0 0 1
 {kx, ky} → {kx,−ky} (S7)
Note that the matrix representations depend on the chosen gauge. The representations given above refer to the
unit-cell gauge and that is why they are momentum dependent. It is possible to choose different gauges such that
these representations are momentum independent. The symmetry center is the 1a Wyckoff position.
The p6mm symmetry group is crucial to obtain doubly-degenerate exactly flat bands. Nevertheless, as discussed
in Sec. II 2, it is not essential to protect their non-trivial topology. The topology of this model , as well as of all
the others considered in our study, is entirely captured by C2zT and C2z. For this reason, we consider the kagome-3
model from the perspective of its subgroup p2, whose only generator is C2z. In particular, both in the main text and
the supplemental material we always refer to the maximal Wyckoff positions of the point group p2.
2. Trivial four-band model
We consider a tight-biding model with an additional s orbital at the 1a Wyckoff position, i.e., the center of the
kagome-3 unit cell. The additional site is coupled to all the nearest-neighbors sites. The Bloch Hamiltonian (in the
unit-cell gauge) is:
h4,triv(k) =

t2 − 2 t(1 + eik·a2) t(eik·a1 + eik·a2) t(1 + eik·a1)
t(1 + e−ik·a2)
t(e−ik·a1 + e−ik·a2) h(k)
t(1 + e−ik·a1)
 (S8)
The periodic gauge is obtained via the unitary transformation V (k) = diag[1, e−ik·a2/2, e−ik·(a2+a1)/2, e−ik·a1/2].
The additional band is exactly flat and degenerate with the two original flat bands of the kagome-3 lattice at
 = −2 ∀t, where t is the hopping term between the original sites of the kagome=-3 model and the additional site at
the 1a Wyckoff position. In this study, we consider t = 3 which leads to a gap δ = 12 at the K point. The spectrum
of this model is shown in Fig S4(a).
The full point group of this model is again p6mm.
33. Topological four-band model
We can rather add an s orbital at the 1b Wyckoff position, cf. Fig. 1(a) of the main text. A Bloch Hamiltonian
(in the unit-cell gauge) describing this situation is:
h4,topo(k) =
 m 0 0 s00 h(k)
s
 (S9)
With this simple Hamiltonian, it is not possible to obtain three exactly flat bands in the spectrum of the model for
arbitrary m and s values. Even allowing for more complicated nearest-neighbor hopping terms, we cannot obtain
three exactly flat bands as in Sec. I 2. To flatten the band, we then introduce longer range hopping terms. If Uk is
the matrix that diagonalizes h4,topo(k), we can consider:
h4,topo(k) = UkΞ(k)U
†
k, (S10)
where Ξ(k) is the diagonal matrix of the eigenvalues of h4,topo(k). We can replace Ξ(k) with a new diagonal matrix
Ξ˜(k), where three entries are replaced with the desired flat bands at  = −2. A new Hamiltonian is then constructed
as:
h˜4,topo(k) = UkΞ˜(k)U
†
k. (S11)
The real-space Hamiltonian is then retrieved by a simple Fourier transform. This procedure preserves the eigenvectors
of the original Hamiltonian and its topology, while flattening the desired bands. The price to pay is the presence of
hopping terms of arbitrary range.
With a careful optimization, we could achieve a set of three nearly flat bands with few additional hopping
terms. In particular, we consider only couplings between sites at most two unit cells apart and with strength
bigger than 0.02. The resulting set of three flat bands is characterized by W ≈ 0.28 and δ ≈ 7.96 which re-
sult in a flatness ratio W/δ ≈ 0.03. The additional site is coupled with a strength comparable to Sec. I 2.
The obtained spectrum is shown in Fig S4(b). The unitary transformation to obtain the periodic gauge is
V (k) = diag[e−ik·a1/2, e−ik·a2/2, e−ik·(a2+a1)/2, e−ik·a1/2].
Note that this model reduces the point group from p6mm to p2mm, still maintaining the C2z symmetry.
Appendix II: Fragile topology
1. Wilson loops
The nearly flat bands of magic-angle twisted bilayer graphene have fragile topology protected by C2zT . This
symmetry is antiunitary and satisfies (C2zT )2 = +1. As we will outline below, a careful analysis identifies C2zT as
the protecting symmetry of the two flat bands of the kagome-3 lattice. Therefore, even when all crystalline symmetries
are broken, our model possesses fragile topology in the presence of the composite C2zT symmetry.
To study the topological properties of the occupied bands, we use Wilson loop operators1. Indeed, the antiunitary
nature of C2zT prevents an analysis in terms of symmetry eigenvalues. Consider the Hamiltonian h(k) and the
eigenvectors of the two occupied flat bands in the periodic gauge: u0k and u1k. We can construct an m× 2 matrix of
the occupied bands Uk = [u0k, u1k], where m is the number of inequivalent sublattices in the unit cell. In the periodic
gauge, h(k + bj) = V (bj)
−1h(k)V (bj) and unk+bj = V (bj)
−1unk for j ∈ {1, 2}. We consider Wilson loops along the
reciprocal lattice vectors and parametrize k = k1b1 + k2b2, with kj ∈ [0, 1]. The discretized Wilson loop integrated
along k2 is then defined as
1–3:
W(k1) = U†k1,0Uk1, 1N U
†
k1,
1
N
U
k1,
2
N
. . . U†
k1,
N−1
N
V (b2)Uk1,0, (S1)
where N is the sample’s size and is assumed to be large. However, a finite albeit large N renders Eq. (S1) non-unitary.
We ensure unitarity via the singular value decomposition
Gk1, jN
= U†
k1,
j
N
U
k1,
j+1
N
= SDP †,
4where D is a diagonal matrix. We then define the Wilson loop operator in terms of the matrix Fk1, jN
= SP †:
W(k1) = Fk1,0Fk1, 1N . . . Fk1,N−1N V (b2)Fk1,0. (S2)
The discretized Wilson loop of Eq.(S2) is a unitary operator which can be expressed as W(k1) = eiHW(k1). Here, the
Wilson Hamiltonian HW(k1) is defined as:
HW(k1) = −i logW(k1). (S3)
In the kagome-3 lattice, HW(k1) for the two flat bands is a 2×2 Hermitian matrix whose eigenvalues form the Wilson
spectrum shown in Fig. 1(c) of the main text.
The Wilson loop operators can be readily computed also for the four-band models. There, we investigate the
topology of the lower three bands of the model. Therefore, we have 4×3 Uk matrices and the Wilson loop Hamiltonian
is a 3× 3 Hermitian matrix. The Wilson spectra of these models are shown in Figs. 1(d)–(e) of the main text.
It is possible to assess the topology protected by C2zT directly from the Wilson spectrum4–9. C2zT introduces a
topological Z classification for two occupied bands and in the following we briefly review how it comes about with the
help of Wilson loop operators. The C2zT action in momentum space is local. Hence, it is possible to find a gauge
where this symmetry is represented by the identity matrix. Such gauge, for the kagome-3 model, corresponds to the
periodic gauge defined in Sec. I 2. In this case, (C2zT )−1h(k)(C2zT ) = h(k) = h∗(k) and the Bloch Hamiltonian is
real. The same condition applies to the periodic component of the Bloch wave function uk = u
∗
k. Since the periodic
Bloch wave functions are real, also W(k1) is real [see Eq. (S1)]:
W(k1) =W∗(k1). (S4)
The reality condition on the Wilson loop imposes an effective particle-hole symmetry on HW(k1):
C−1HW(k1)C = H∗W(k1) = −HW(k1) mod 2, (S5)
where the particle-hole conjugation is simply represented by complex conjugation: C = K. A 2× 2 Hermitian matrix
can always be expressed in the Pauli matrices basis as:
HW(k1) = d0(k1)σ0 + d1(k1)σ1 + d2(k1)σ2 + d3(k1)σ3. (S6)
To satisfy Eq. (S5), the only non-zero component is d2(k1). This result is the important restriction imposed by C2zT
on the Wilson Hamiltonian. One then considers the winding number of d2(k1) as a function of k1
4:
w =
∫ 2pi
0
dk1
2pi
∂k1d2(k1)
d2(k1)
(S7)
This introduces a C2zT -protected Z index for a two-band model associated to the first homotopy of the circle:
pi1(S
1) = Z. This index corresponds to the Euler class e2 of oriented real vector bundles. Note that this index applies
exclusively to two occupied bands as the decomposition of Eq. (S6) does not apply otherwise. The required restriction
on the number of occupied bands points to the fragile nature of the Z index protected by C2zT . The winding number
of the two flat bands of the kagome-3 model confirms that they have e2 = 1, protected by C2zT symmetry.
The Wilson loop spectrum also allows to asses the topology protected by the crystalline symmetry C2z
1. C2z defines
a Z2 index that corresponds to the parity of the winding of the Wilson loop spectrum. The winding of the Wilson
loop spectrum in Fig. 1(e) of the main text confirms that the model of Sec. I 3 is topologically non-trivial. On the
other hand, the model of Sec. I 2 is trivial, cf. Fig. 1(d) of the main text. We will further address the nature of this
model’s topology in Sec II 2 from a symmetry indicators perspective.
We further stress that the absence of winding in the Wilson loop spectrum of the model of Sec. I 2 highlights the
fragile nature of the topology in the kagome-3’s flat band. Namely, the addition of a trivial Bloch band resolves the
topological obstruction to an atomic limit.
2. Symmetry eigenvalues
In the presence of more than two bands, the Euler class is not well defined. The relevant characteristic class is
the second Stiefel-Whitheny class w2. The latter can be computed directly from the crossing of the Wilson loop
spectrum at pi10. For all of the tight binding models considered in this work we find |w2| = 1. Nevertheless, w2 is not
related to an obstruction to symmetric localized Wannier functions but rather distinguishes among inequivalent atomic
5insulators. As such, it is not linked to a bound on the Wannier functions’ localization which favors superconducting
instabilities at the mean-field level. To characterize the topological properties of the three lower bands of the model
of Secs. I 2 and I 3, we rather restore to an analysis of the C2z symmetry eigenvalues in the framework of Topological
Quantum Chemistry11.
Let us first discuss the kagome-3 model of Sec. I 1. Its point group is p6mm. To capture its topological properties,
however, it suffices to consider the point group p2, whose generator is C2z. Its matrix representation and action in
momentum space are:
C2z(k) = diag
(
eik·a2 , eik·(a1+a2), eik·a1
)
{kx, ky} → {−kx,−ky}. (S8)
Note that the matrix representation depends on the chosen gauge. The one of Eq. (S8) refers to the unit-cell gauge
and is momentum dependent. It is possible to choose a different gauge such that the representation is momentum
independent. The out-of-plane rotation axis passes through the 1a Wyckoff position, cf. Fig. 1(a) of the main text.
We can now look at the symmetry eigenvalues at the high-symmetry points in momentum space, i.e., Γ = (0, 0),
X = (pi,−pi/√3), Y = (0, 2pi/√3), and M = (pi, pi/√3), to determine the irreducible representations. The little group
at these points is p2, which has two irreducible representations: K1 and K2, respectively even and odd under C2z.
Here K stands for an arbitrary high-symmetry-point, e.g., K1 → Γ1 at the Γ point. The lowest two flat bands realize
the irreducible representations 2Γ1, 2X2, 2Y2 and 2M2. The dispersive bands Γ1, X1, Y1, and M1.
We can compare the representations at high-symmetry points with those of the elementary band representations
(EBRs) of p2. The latter correspond to all the bands that can be realized by localized symmetric Wannier functions.
Via this analysis, we establish the following EBRs decomposition:
flat bands : (A)1b ⊕ (A)1c ⊕ (A)1d 	 (A)1a,
dispersive band : (A)1a.
(S9)
This result establishes the fragile topological nature of the two lowest flat bands from a crystalline perspective. Indeed,
these cannot be expressed as a direct sum of EBRs with positive coefficients but such a decomposition is possible
after the addition of a trivial band, e.g., (A1)1a. The table of the EBRs of p2 is here reported for completeness in
Tab. S112. We stress again that the fragile topology of the kagome-3 model survives also under perturbations that
break C2z, as long as C2zT is preserved, cf. Sec II 1.
(A)1a (B)1a (A)1b (B)1b (A)1c (B)1c (A)1d (B)1d
Γ Γ1 Γ2 Γ1 Γ2 Γ1 Γ2 Γ1 Γ2
X X1 X2 X1 X2 X2 X1 X2 X1
Y Y1 Y2 Y2 Y1 Y1 Y 2 Y2 Y1
M M1 M2 M2 M1 M2 M1 M1 M2
TABLE S1: Elementary band representations for p2.12 The upper row indicates the name of the EBR as (K)`, where K
is the irreducible representation of the orbital that induces the EBR and ` its maximal Wyckoff position. Each column contains
the irreducible representations at high symmetry points in momentum space for the different EBRs.
The C2z representation is readily adapted to our four-band models. For the model of Sec. I 2, we have:
C2z(k) = diag
(
1, eik·a2 , eik·(a1+a2), eik·a1
)
. (S10)
For the model of Sec. I 3, instead,
C2z(k) = diag
(
eik·a1 , eik·a2 , eik·(a1+a2), eik·a1
)
. (S11)
In the first case we have an additional (A)1a EBR. The decomposition of the lowest three bands is (A)1b ⊕ (A)1c ⊕
(A)1d and they are topologically trivial. In the second instance, the additional orbital realizes the (A)1b EBR. The
EBRs decomposition of the three lowest bands 2(A)1b ⊕ (A)1c ⊕ (A)1d 	 (A)1a establishes their fragile topology
protected by C2z.
6Appendix III: Superfluid weight in the mean-field approximation
1. Uniform pairing condition
The BCS wave function is an exact ground state at zero temperature for the attractive Hubbard model on bipartite
lattices13,14. The situation is more complicate for non-bipartite lattices as the kagome-3. Here, we present the uniform
pairing condition under which the BCS wave function is an exact zero-temperature ground state for these lattices.
For a careful derivation of the results reviewed here see Ref. [14].
Consider the matrix of the occupied bands Uk = [u0k, u1k], where u0k and u1k are the Bloch wave functions of the
two flat bands of the kagome-3 lattice. One constructs the matrix
P =
Vc
(2pi)2
∫
BZ
d2k UkU
†
k. (S1)
The uniform pairing condition requires that all the diagonal entries of the matrix P are identical (if non-zero)14. We
can explicitly verify that the flat bands of the kagome-3 lattice satisfy this condition. The three lowest bands of the
four-band models, on the other hand, do not satisfy it.
The uniform pairing condition of the two flat bands of the kagome-3 lattice justifies the use of BCS theory to
estimate the superfluid weight at zero temperature. We stress that the use of BCS theory is otherwise not justified
at finite temperature and in the strong-coupling regime. Moreover, the uniform pairing condition for the validity of
the BCS approximation is derived in the isolated and exactly flat band limit. The presence of a finite gap |U |/δ 6= 0
might invalidate its conclusions.
2. Zero temperature mean-field superfluid weight
In this section, we briefly review how non-trivial fragile topology bounds the superfluid weight in the BCS mean-field
approximation. Refs. [13] and [5] offers a detailed derivation of the results presented here.
Consider N occupied bands with eigenstates ujk for j ∈ [1, N ] and the matrix Uk = [u1k, u2k, . . . , uNk]. The
quantum geometric tensor (QGT) ϑ is defined as5,13,15,16:
ϑij = ∂kiU
†(k)
[
I− U(k)U†(k)] ∂kjU(k). (S2)
The real and imaginary part of ϑ are respectively
Re[ϑij ] = gij =
1
2
[
ϑij + ϑ
†
ij
]
=
1
2
(
∂kiU
†(k)∂kjU(k) + ∂kjU
†(k)∂kiU(k) + U
†(k)∂kiU(k)U
†(k)∂kjU(k) + U
†(k)∂kjU(k)U
†(k)∂kiU(k)
)
,
(S3)
Im[ϑij ] =
1
2i
[
ϑij − ϑ†ij
]
=
1
2i
(
∂kiU
†(k)∂kjU(k)− ∂kjU†(k)∂kiU(k) + U†(k)∂kiU(k)U†(k)∂kjU(k)− U†(k)∂kjU(k)U†(k)∂kiU(k)
)
.
(S4)
Note that Re[ϑij ] = Re[ϑji] while Im[ϑij ] = −Im[ϑji]. The Fubini-Study metric is defined as gij = Tr gij and
induces a metric on the complex projective Hilbert space. On the other hand, the Berry connection, defined as
A = iU†(k)∂kU(k), and the Berry curvature, Fij = ∂kiAj − ∂kjAi − i[Ai, Aj ] , are directly related to Eq. (S4):
Im[ϑij ] = −1
2
Fij . (S5)
Therefore, the QGT relates the Fubini-Study metric and the Berry curvature:
ϑij = gij − i
2
Fij . (S6)
From the properties of the QGT, gij = gji and Fij = −Fji follow. Moreover, the fact that ϑ is positive definite allows
formulating lower bounds on the Fubini-Study metric in terms of the Berry curvature.
7In the BCS approximation at zero temperature, the superfluid weight of exactly flat bands can be computed in
terms of the Fubini-Study metric13:
Ds,ij(T = 0) =
∆
√
νF (1− νF )
4pi2
∫
BZ
d2k gij(k), (S7)
where νF is the filling factor of the flat bands considered and ∆ is the BCS superconducting gap. To compare the
zero-temperature mean-field prediction to our simulation results, we need to solve the gap equation in terms of the
local Hubbard interaction |U |. This task can be carried out explicitly in the limit δ  |U | W and when the uniform
pairing condition is satisfied13. The result is ∆ = |U |nϕ
√
νF (1− νF )13, where nϕ = 1/3 is the inverse of the number
of sublattices over which the flat bands eigenstates have non-zero weight.
The QGT tensor relates the Fubini-Study metric to the Berry curvature of the occupied bands. Taking advantage
of the positive definitive nature of the QGT, the integral of the Fubini-Study metric can be bounded from below by
the bands’s topological invariants. In particular, such bound was proved in Ref. [5] for two bands with non zero Euler
class e2:
Ds(T = 0) ≥ |U |nϕνF (1− νF )
2pi
|e2|. (S8)
Note that Eqs. (S7) and (S8) require the uniform pairing condition of Sec. III 1 and hold exclusively at zero
temperature in the mean-field approximation. We can compare the value obtained from these expressions to our
Monte Carlo simulations. The two flat bands of the kagome-3 lattice have |e2| = 1. In turn, the mean-field value for
the superfluid weight Ds is obtained:
Ds =
|U |nϕνF (1− νF )
8pi2
∫
BZ
d2kTr g(k) ≈ 0.033 > 0.026 ≈ |U |nϕνF (1− νF )
2pi
|e2|. (S9)
Here, we used |U | = 2, nϕ = 1/3 and a filling νF = 1/2, which corresponds to a system’s filling ν = 1/3. As shown
in Fig. 2(a) of the main text, the superfluid weight obtained from Monte Carlo simulations saturates the mean-field
topological bound at low temperatures.
3. Symmetry constraints to the superfluid weight
We consider the superfluid weight along the orthogonal basis (ex, ey), with ex = (1, 0) and ey = (0, 1):
Ds =
(
Ds,xx Ds,xy
Ds,yx Ds,yy
)
. (S10)
Since the Fubini-Study metric of Eq. (S3) is symmetric, the geometric contribution of Eq. (S7) to the superfluid
weight satisfies Ds,xy = Ds,yx. C6z symmetry requires invariance of Ds under pi/3 rotations: R
T
pi/3DsRpi/3 = Ds, and
Rpi/3 =
(
1/2
√
3/2
−√3/2 1/2
)
. (S11)
This condition imposes Ds,xy = 0 and Ds,xx = Ds,yy and it applies to the models of Secs. I 1 and I 2. In this work,
we always consider a gauge potential A = Axˆ and identify Ds,xx=Ds.
Appendix IV: Auxiliary-field quantum Monte Carlo
The auxillary-field quantum Monte Carlo (QMC) simulations of this work were carried out with the ALF package
available at https://alf.physik.uni-wuerzburg.de. In Ref. [17] it is possible to find a discussion of the technical details
of the code. For completeness, here we review the main ideas behind the auxiliary-field QMC method. We do not
discuss further subtleties in the Monte Carlo updates and sampling techniques that can be found in Ref. [17]. For
example, the stabilization of the Green’s functions or the Jackknife resampling method.
An infamous obstacle to fermionic Monte Carlo simulations is the sign problem associated to the fermionic statistic.
Nevertheless, there are classes of model that can be efficiently simulated without incurring into this problem18–20. For
example, the attractive Hubbard model H = HK +HI , where
HK =
∑
ij,σ
tij,σ
(
c†iσcjσ + c
†
jσciσ
)
− µ
∑
i,σ
niσ, (S1)
8and
HI = U
∑
i
ni↑ni↓. (S2)
Here, µ is the chemical potential, U < 0 the effective local Hubbard interaction, tij the hopping parameter, and ciσ
the fermionic annihilation operator at site i with spin σ. Finally, we define niσ = c
†
iσciσ and ni =
∑
σ niσ.
A first important step to illustrate how the sign problem does not affect this model is to decouple the fermionic
interaction via a Hubbard-Stratonovich transformation21,22. This transformation is based on the identity:
e
1
2A
2
=
√
2pi
∫
dxe−
1
2x
2−Ax. (S3)
We hence manipulate HI to express it as a square of operators. This task can be performed in multiple ways. We
choose to decouple in the density channel in order to preserve the SU(2) symmetry of the original model22. One
observes that
H ′I =
U
2
∑
i
[∑
σ
(
c†iσciσ −
1
2
)]2
=
U
2
∑
i
(ni↑ + ni↓ − 1)2
= U
∑
i
ni↑ni↓ − U
2
∑
i
(ni − 1) ,
(S4)
where we used n2iσ = niσ. HI and H
′
I differ only by a renormalization of the chemical potential and a global energy
shift. From now on, we focus on the Hamiltonian:
H =
∑
ij,σ
tij,σ
(
c†iσcjσ + c
†
jσciσ
)
− µ
∑
i,σ
niσ +
U
2
∑
i
[∑
σ
(
c†iσciσ −
1
2
)]2
. (S5)
The goal is to obtain a simple expression for the partition function to perform Monte Carlo sampling:
Z = Tr
(
e−βH
)
. (S6)
The first step is the discretization of imaginary time β = ∆τLτ . This introduces a systematic error of order O(∆τ2).
Secondly, we introduce auxiliary fields in order to decouple the quartic interaction term via Hubbard-Stratonovich
(HS) transformation. In particular, The ALF package implementation performs a discrete HS transformation with
the help of two auxiliary fields γ and η17:
e∆τ
U
2 [
∑
σ(c
†
iσciσ− 12 )]
2
=
∑
l=±1,±2
γ(l)e
√
∆τ U2 η(l)
∑
σ(c
†
iσciσ− 12 ) +O(∆τ4) (S7)
Note that thanks to the Trotter error of order O(∆τ2), the discrete HS transformation is nearly exact. Here, the
auxiliary fields take the following values:
γ(±1) = 1 +
√
6
3
, η(±1) = ±
√
2
(
3−
√
6
)
,
γ(±2) = 1−
√
6
3
, η(±2) = ±
√
2
(
3 +
√
6
)
.
(S8)
The goal is to replace the sampling over the fermionic configurations with the sampling over the auxiliary fields
configurations C:
Z = Tr
(
e−βH
)
=
∑
C
e−S(C) +O(∆τ2), (S9)
where S(C) is the action of non-interacting fermions in the auxiliary field configuration C. Note that this action is a
priori not real and there is no justification to treat e−S(C) as a probability weight.
9After the HS transformation, the partition function Z is expressed as17:
Z = Tr
(
e−βH
)
= Tr
[
e−∆τ
U
2
∑
i[
∑
σ(c
†
iσciσ− 12 )]
2
e−∆τ
∑
ij,σ tij,σ(c
†
iσcjσ+c
†
jσciσ)−µ
∑
i,σ niσ
]
+O(∆τ2)
=
∑
C
∏
i
∏
τ
γiτ×
TrF
[∏
τ
[∏
i
e
√
−∆τ U2 ηiτ
∑
σ(c
†
iσciσ− 12 )e−∆τ
∑
ij,σ tij,σ(c
†
iσcjσ+c
†
jσciσ)−µ
∑
i,σ niσ
]]
,
(S10)
where Tr represents trace over both fermionic and auxiliary field degrees of freedom, while TrF exclusively over
fermionic ones. Note that TrF is over an action with only quadratic fermionic operators and can be explicitly carried
out:
TrF
[∏
τ
[∏
i
e
√
∆τ U2 ηiτ
∑
σ(c
†
iσciσ− 12 )e−∆τ
∑
ij,σ tij,σ(c
†
iσcjσ+c
†
jσciσ)−µ
∑
i,σ niσ
]]
=
=
[
e
∑
i
∑
τ
√
−∆τ U2 ηiτ/2
]2 [
det
(
I+
∏
τ
∏
i
e
√
−∆τ U2 ηiτ(c†iσciσ)e−∆τ
∑
ij tij(c
†
iσcjσ+c
†
jσciσ)−µ
∑
i niσ
)]2
.
(S11)
Whenever U < 0, i.e., an attractive Hubbard model, the determinant is strictly real and its square is a positive real
number. It is then possible to sample the auxiliary-field configurations with Monte Carlo techniques and treat e−S(C)
as a probability weight. For example, the expectation value of an observable O would be given by
〈O〉 = Tr
[
Oe−βH
]
Tr [e−βH ]
=
∑
C
P (C)〈〈O〉〉C , (S12)
where P (C) = e−S(C)/
∑
C e
−S(C) and 〈〈·〉〉C indicates expectation value over the auxiliary-field configuration C.
New configurations are accepted with a Metropolis-Hastings acceptance probability. The ALF package considers
sequential single spin flips. A discrete HS field at site i and imaginary time τ , liτ is randomly chosen and one of
the three other possible values among ±1,±2 is proposed with probability 1/317. The choice of local updates has
important consequences on the autocorrelation times. To estimate the autocorrelation time of different observables,
we perform a rebinning analysis23. Given a series of M measurements O
(0)
i = Oi, we iteratively join them in bins
of larger sizes O
(n)
i =
(
O
(n−1)
2i−1 +O
(n−1)
2i
)
/2 with i ∈ [1,M/2n]. We then compute the mean and variance of this
measurement series assuming perfectly uncorrelated samples:
〈O〉 =
∑
i
O
(n)
i
M/2n
, (S13)
and
VarO(n) =
√
1
M/2n(M/2n − 1)
∑
i
(
O
(n)
i − 〈O(n)〉
)2
. (S14)
VarO(n) converges to the correct unbiased error estimate for n → ∞. Therefore, we gradually increase the bin size
until the error converges as a function of the bin’s size.
Finally, let us touch upon how to obtain the expectation values of interest from these Monte Carlo simulations. One
appealing feature of the auxiliary-field quantum Monte Carlo method is that via HS transformation the interacting
fermionic problem gets mapped to a non-interacting one. Therefore, at each fixed configuration C of the auxiliary
fields we deal with free fermions. Hence, Wick’s theorem applies and allows to readily obtain any expectation value
starting from the two-body expectation value of the bare Green’s function: 〈c†jσciσ〉. Note that here 〈·〉 indicates
averages on a fixed configuration C of the auxiliary fields. For example,
〈c†αc†βcδcγ〉 = 〈c†αcγ〉〈c†βcδ〉 − 〈c†αcδ〉〈c†βcγ〉, (S15)
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where the minus sign comes for fermionic anti-commutation relations. Thanks to the SU(2) symmetry,
〈c†j↑ci↑〉=〈c†j↓ci↓〉. The expectation value of equal-time correlators are then obtained as follows:
Kinetic energy : EK = 2
∑
ij
tij〈c†i cj〉 (S16)
Interacting energy : EI = U
∑
i
〈c†i↑ci↑c†i↓ci↓〉 =
U
∑
i
〈c†i↑ci↑〉〈c†i↓ci↓〉 = U
∑
i
〈c†i ci 〉2
(S17)
Particle number : N = 2
∑
i
〈c†i ci 〉 (S18)
Diamagnetic current : 〈Tµν〉 = 2
∑
ij
∂2tij(r)
∂rµ∂rν
〈c†i cj〉 (S19)
z − Spin correlator : 〈Szi Szj 〉 =
∑
ij
〈(
c†i↑ci↑ − c†i↓ci↓
)(
c†j↑cj↑ − c†j↓cj↓
)〉
=
∑
ij
2〈c†i ci 〉〈c†jcj〉+ 2〈c†i cj〉〈ci c†j〉 − 2〈c†i↑ci 〉〈c†jcj〉 =
2
∑
ij
〈c†i cj〉〈ci c†j〉
(S20)
Density correlator : 〈NiNj〉 =
∑
ij
〈(
c†i↑ci↑ + c
†
i↓ci↓
)(
c†j↑cj↑ + c
†
j↓cj↓
)〉
=
∑
ij
4〈c†i ci 〉〈c†jcj〉+ 2〈c†i cj〉〈ci c†j〉
(S21)
Pair correlator : 〈∆i∆j〉 =
∑
ij
〈(
ci↑ci↓ + c
†
i↓c
†
i↑
)(
cj↑cj↓ + c
†
j↓c
†
j↑
)〉
=
∑
ij
〈ci↑ci↓c†j↓c†j↑〉+ 〈c†i↓c†i↑cj↑cj↓〉 =∑
ij
〈ci c†j〉2 + 〈c†i cj〉2
(S22)
(S23)
The calculation of the current-current correlator
Λαβµν (i, j) = 〈Jαµ (i)Jβν (j)〉, (S24)
with Jαµ (i) =
∑
σ f
α
µ c
†
i1σ
ci2σ + (f
α
µ )
∗c†i2σci1σ is more complicated. Here i and j are unit cell indices, while α (β) is the
bond between orbitals i1 (j1) and i2 (j2). Finally, f
α
µ = ∂tα(r)/∂rµ.
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Λαβµν (i, j) =
∑
σσ′
fαµ f
β
ν 〈c†i1σci2σc†j1σ′cj2σ′〉+ fαµ (fβν )∗〈c
†
i1σ
ci2σc
†
j2σ′cj1σ′〉+
(fαµ )
∗fβν 〈c†i2σci1σc†j1σ′cj2σ′〉+ (fαµ )∗(fβν )∗〈c
†
i2σ
ci1σc
†
j2σ′cj1σ′〉 =∑
σσ′
fαµ f
β
ν
(
〈c†i1σci2σ〉〈c†j1σ′cj2σ′〉+ δσσ′〈c
†
i1σ
cj2σ′〉〈ci2σc
†
j1σ′〉
)
+
fαµ (f
β
ν )
∗
(
〈c†i1σci2σ〉〈c†j2σ′cj1σ′〉+ δσσ′〈c
†
i1σ
cj1σ′〉〈ci2σc
†
j2σ′〉
)
+
(fαµ )
∗fβν
(
〈c†i2σci1σ〉〈c†j1σ′cj2σ′〉+ δσσ′〈c
†
i2σ
cj2σ′〉〈ci1σc
†
j1σ′〉
)
+
(fαµ )
∗(fβν )
∗
(
〈c†i2σci1σ〉〈c†j2σ′cj1σ′〉+ δσσ′〈c
†
i2σ
cj1σ′〉〈ci1σc
†
j2σ′〉
)
=
fαµ f
β
ν
(
4〈c†i1ci2〉〈c†j1cj2〉+ 2〈c†i1cj2〉〈ci2c†j1〉
)
+
fαµ (f
β
ν )
∗
(
4〈c†i1ci2〉〈c†j2cj1〉+ 2〈c†i1cj1〉〈ci2c†j2〉
)
+
(fαµ )
∗fβν
(
4〈c†i2ci1〉〈c†j1cj2〉+ 2〈c†i2cj2〉〈ci1c†j1〉
)
+
(fαµ )
∗(fβν )
∗
(
4〈c†i2ci1〉〈c†j2cj1〉+ 2〈c†i2cj1〉〈ci1c†j2〉
)
(S25)
Time-displaced correlators can be readily obtained via the following substitutions: ci → ci(τ) and cj → cj(0), while
for the current-current correlator: ci1 → ci1(τ), cj1 → cj1(0), ci2 → ci2(τ) and cj2 → cj2(0).
Momentum space correlators as those of Eq. (S1) are obtained via Fourier transformation:
C(q) =
1
N
∑
ij
e−iq·(ri−rj)C(ri − ri). (S26)
Extra care needs to be taken for the current-current correlator, since the current operator is a bond operator. We
first Fourier transform as
Λαβµν (q) =
∑
ij
e−iq·(ri−rj)
∫ β
0
dτ〈Jαµ (i, τ)Jβν (j, 0)〉. (S27)
Only then we sum these components keeping track of the bonds’s location dα = ri2 − ri1:
Λµν(q) =
∑
αβ
e−iq·(dα−dβ)Λαβµν (q) (S28)
In this study we use a Trotter discretization ∆τ = 0.1. Results are averages over 50–100 independent runs, each
made of 150 sweeps. Here, a single sweep is such that each auxiliary field is visited twice in a sequential propagation
from τ = 0 to τ = β/∆τ17.
Appendix V: Single-particle density of states
Fig. 3(a) of the main text shows the temperature dependence of the single-particle density of states N(F ) defined
as:
N(F ) =
β
piL2
∑
α
∫
BZ
dk 〈cαk(β/2)c†αk(0)〉. (S1)
The single-particle density of states at arbitrary energy ω (measured from µ) is given by the spectral function A(k, ω):
N(ω) = 1/L2
∫
BZ
d2k A(k, ω). In our simulations, we rather have access to the imaginary time Green’s function
G(k, τ) =
∑
α〈cαk(τ)c†αk(0)〉, where α is the sublattice index. G(k, τ) is related to the spectral function by
G(k, τ) =
∫ +∞
−∞
dω
e−ωτ
1 + e−βω
A(k, ω), (S2)
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FIG. S5: Density χN and pair susceptibility χ∆s for the kagome-3 model with L = 6 and (a) |U | = 1, (b) |U | = 2. χN peaks
at T ≈ TN reflecting a tendency towards phase separation that is suppressed by the onset of superconductivity. (c) Orbital
susceptibility χorb for the kagome-3 model with L = 8 and |U | = 2. It turns negative at T/|U | ≈ 0.06 signaling the onset of
diamagnetism.
for 0 < τ < β. Note that G(k, β/2) is the integrated spectral weight around a window of width ∼ T and is directly
related to the single-electron spectral function: piA(k, F ) = limT→0 βG(k, β/2). This fact allows us to avoid inverting
the Laplace transform of Eq. (S2). Namely, to probe the opening of a gap in the single-particle spectrum, we can
simply use Eq. (S1)24.
Appendix VI: Density and pair susceptibilities
We study the density and pair susceptibilities
χO =
1
L2
∫ β
0
dτ〈O(τ)O(0)〉, (S1)
with O being the charge [N = ∑i(ni − ν)], and s-wave pairing [∆s = ∑i ci↑ci↓ + c†i↓c†i↑] operators.
Both χN and χ∆s are greatly enhanced at low temperatures and follow a similar trend up to T ≈ TN , where
χN reaches a maximum and seems to saturate, cf. Figs. S5(a)–(b). χ∆s , instead, continues to grow. The great
enhancement of χN up to TN is linked to the tendency of phase separation due to the emergent SU(2) symmetry
in the limit |U |/δ → 014. The role of this emergent SU(2) symmetry is carefully discussed in Ref. [14] and the
Supplemental Material of Ref. [25]. Here we briefly report their main conclusions.
Consider a single exactly flat band satisfying the uniform pairing condition of Sec. III 1. Upon projection on the
active flat band, the purely interacting Hubbard Hamiltonian possesses an emergent SU(2) symmetry. The generator
of this emergent symmetry are τz = 12
∑
k,σ c
†
k,σck,σ, τ
+ =
∑
k c
†
k,↑c
†
−k,↓, and τ
− = (τ+)†. These generators show
how s-wave pair and density susceptibilities are identical in the presence of an exact SU(2) symmetry. Moreover, the
Hohenberg-Mermin-Wagner theorem prevents a finite Tc in two-dimensional systems if the SU(2) symmetry is exact.
Multiple effects can break the emergent SU(2) symmetry. In our studies, it is broken by a finite gap |U |/δ 6→ 0 and
finite temperatures. Our numerical results confirm that a finite gap helps to stabilize the superconducting state, in
accordance with the findings of Refs. [14] and [25].
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Appendix VII: Orbital susceptibility
The orbital magnetic susceptibility allows distinguishing between a paramagnetic and a diamagnetic behavior. It
is defined as:
χorb = lim
k→0
1
k2
[Λxx(0, k)− Λxx(k, 0)] , (S1)
where Λxx is the current-current correlator of Eq. (8) of the main text. Fig. S5(c) shows how χorb turns negative
for T/|U | ≈ 0.06, before the BKT transition. The onset of pairing fluctuations might indeed explain the diamagnetic
behavior observed.
Appendix VIII: Competing orders
To monitor the possible presence of competing orders we study the equal-time correlator for the operator O:
CO(k) =
1
L2
∑
ij
e−i(ri−rj)·k〈O†(ri)O(rj)〉. (S1)
In particular, as operator O, we consider the spin Sz =
∑
i (ni↑ − ni↓), charge N =
∑
i (ni↑ + ni↓) and pair ∆s =∑
i
(
ci↑ci↓ + c
†
i↓c
†
i↑
)
operators.
CSz looks featureless across all temperature scales. CN shows a peak at k = 0 around Tc supporting the claim
of a tendency towards phase separation due to an approximate emergent SU(2) symmetry. C∆s develop a strong
peak at k = 0 for T ≤ Tc signaling the onset of phase coherence in the pair formation and the transition to a
superconducting state. The peak in CN disappears for T < Tc, proving the prevalence of the superconducting order
over phase separation. All these correlators are shown in Fig. S6 for temperatures T ≈ 2Tc, T ≈ Tc, and T ≈ Tc/2.
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FIG. S6: In the first column the pair correlator C∆s , in the second the density correlator CN and in the last the spin correlator
CSz . The first row is at temperature T ≈ 2Tc, the second at T ≈ Tc and the third at T ≈ Tc/2. All plots refer to a kagome-3
model with L = 8 and |U | = 2. At T ≈ Tc a clear onset of phase coherence is signaled by a peak at k = 0 of C∆s . The small
enhancement at k = 0 of CN confirms a tendency towards phase separation, suppressed by the onset of superconductivity.
Finally CSz appears featureless across the whole temperature range.
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