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Abstract Let (B, ‖ · ‖) be a real separable Banach space. Let ϕ(·) and ψ(·) be two continuous
and increasing functions defined on [0,∞) such that ϕ(0) = ψ(0) = 0, limt→∞ ϕ(t) = ∞, and
ψ(·)
ϕ(·) is a nondecreasing function on [0,∞). Let {Vn; n ≥ 1} be a sequence of independent and
symmetric B-valued random variables. In this note, we establish a probability inequality for sums
of independent B-valued random variables by showing that for every n ≥ 1 and all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Vi
∥∥∥∥∥ > tbn
)
≤ 4P
(∥∥∥∥∥
n∑
i=1
ϕ
(
ψ−1(‖Vi‖)
) Vi
‖Vi‖
∥∥∥∥∥ > tan
)
+
n∑
i=1
P (‖Vi‖ > bn) ,
where an = ϕ(n) and bn = ψ(n), n ≥ 1. As an application of this inequality, we establish what
we call a comparison theorem for the weak law of large numbers for independent and identically
distributed B-valued random variables.
Keywords Probability inequality · Sums of independent Banach space valued random variables ·
Weak law of large numbers
Mathematics Subject Classification (2000): 60E15 · 60B12 · 60G50
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1 Introduction and the main result
We begin with some notation. Let (Ω,F ,P) be a probability space and let (B, ‖ · ‖) be a real
separable Banach space equipped with its Borel σ-algebra B (= the σ-algebra generated by the
class of open subsets of B determined by ‖ · ‖). A B-valued random variable X is defined as
a measurable function from (Ω,F) into (B,B). Throughout this note, let {R,Rn; n ≥ 1} be a
Rademacher sequence; i.e., {R,Rn; n ≥ 1} is a sequence of independent and identically distributed
(i.i.d.) real-valued random variables with P(R = −1) = P(R = 1) = 1/2.
Probability inequalities are essential for establishing virtually all probability limit theorems and
for advancing statistical theory, and they also have an intrinsic interest as well. For example, some
invaluable and celebrated classical inequalities are those of Le´vy, Ottaviani, Kahane, Hoffmann-
Jørgensen (see, e.g., Le´vy (1937), Chow and Teicher (1997, p. 75), Kahane (1968), and Hoffmann-
Jørgensen (1974), respectively), etc. This note is devoted to establishing the following probability
inequality which is a comparison theorem for sums of independent B–valued random variables.
∗Corresponding author: Han-Ying Liang (Telephone: 86-21-65983242, FAX: 86-21-65983242)
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Theorem 1.1. Let ϕ(·) and ψ(·) be two continuous and increasing functions defined on [0,∞) such
that ϕ(0) = ψ(0) = 0 and
lim
t→∞
ϕ(t) =∞ and
ψ(·)
ϕ(·)
is a nondecreasing function on [0,∞). (1.1)
Here we define ϕ(0)ψ(0) = limt→0+
ϕ(t)
ψ(t) . For n ≥ 1, set an = ϕ(n) and bn = ψ(n). Then we have:
(i) Let {xn; n ≥ 1} be a B-valued sequence such that ‖xn‖ ≤ bn, n ≥ 1. Then for every n ≥ 1
and all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Rixi
∥∥∥∥∥ > tbn
)
≤ 2P
(∥∥∥∥∥
n∑
i=1
Riϕ
(
ψ−1(‖xi‖)
) xi
‖xi‖
∥∥∥∥∥ > tan
)
. (1.2)
Here ϕ
(
ψ−1(‖0‖)
) 0
‖0‖
∆
= 0 since lim
x→0
ϕ
(
ψ−1(‖x‖)
) x
‖x‖
= 0.
(ii) If {Vn; n ≥ 1} is a sequence of independent and symmetric B-valued random variables,
then for every n ≥ 1 and all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Vi
∥∥∥∥∥ > tbn
)
≤ 4P
(∥∥∥∥∥
n∑
i=1
ϕ
(
ψ−1(‖Vi‖)
) Vi
‖Vi‖
∥∥∥∥∥ > tan
)
+
n∑
i=1
P (‖Vi‖ > bn) . (1.3)
The proof of Theorem 1.1 is given in Section 2. An application of Theorem 1.1 is presented in
Section 3. The application provides what we refer to as a comparison theorem for the weak law of
large numbers (WLLN) for i.i.d. B-valued random variables.
2 Proof of Theorem 1.1
To establish Theorem 1.1, we use the following result which is the second part of Theorem 4.4 of
Ledoux and Talagrand (1991).
Lemma 2.1. Let {xn; n ≥ 1} be a B-valued sequence and let {αn; n ≥ 1} be a real-valued sequence
such that supn≥1 |αn| ≤ 1. Then we have, for every n ≥ 1 and all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
αiRixi
∥∥∥∥∥ > t
)
≤ 2P
(∥∥∥∥∥
n∑
i=1
Rixi
∥∥∥∥∥ > t
)
.
Proof of Theorem 1.1 Part (i). Clearly we have, for every n ≥ 1 and all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Rixi
∥∥∥∥∥ > tbn
)
= P
(∥∥∥∥∥
n∑
i=1
(
an
bn
·
ψ
(
ψ−1(‖xi‖)
)
ϕ (ψ−1(‖xi‖))
)
Ri
ϕ
(
ψ−1(‖xi‖)
)
ψ (ψ−1(‖xi‖))
xi
∥∥∥∥∥ > tan
)
= P
(∥∥∥∥∥
n∑
i=1
(
ϕ(n)
ψ(n)
·
ψ
(
ψ−1(‖xi‖)
)
ϕ (ψ−1(‖xi‖))
)
Riϕ
(
ψ−1(‖xi‖)
) xi
‖xi‖
∥∥∥∥∥ > tan
)
.
Since ϕ(·) and ψ(·) are two continuous and increasing functions defined on [0,∞) satisfying ϕ(0) =
ψ(0) = 0 and (1.1), we see that ϕ−1(·) is also a continuous and increasing function defined on [0,∞)
such that ψ−1(0) = 0, limt→∞ ψ
−1(t) =∞, and
0 ≤
ψ
(
ψ−1(t)
)
ϕ (ψ−1(t))
≤
ψ(n)
ϕ(n)
=
bn
an
whenever 0 ≤ t ≤ ψ(n) = bn.
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Note that ‖xn‖ ≤ bn = ψ(n), n ≥ 1. We thus conclude that, for every n ≥ 1,
0 ≤
ψ
(
ψ−1(‖xi‖)
)
ϕ (ψ−1(‖xi‖))
≤
ψ(n)
ϕ(n)
for i = 1, 2, ..., n
and hence that, for every n ≥ 1,
0 ≤
ϕ(n)
ψ(n)
·
ψ
(
ψ−1(‖xi‖)
)
ϕ (ψ−1(‖xi‖))
≤ 1 for i = 1, 2, ..., n.
By applying Lemma 2.1 we thus have, for every n ≥ 1 and all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
(
ϕ(n)
ψ(n)
·
ψ
(
ψ−1(‖xi‖)
)
ϕ (ψ−1(‖xi‖))
)
Riϕ
(
ψ−1(‖xi‖)
) xi
‖xi‖
∥∥∥∥∥ > tan
)
≤ 2P
(∥∥∥∥∥
n∑
i=1
Riϕ
(
ψ−1(‖xi‖)
) xi
‖xi‖
∥∥∥∥∥ > tan
)
proving Part (i).
Part (ii). For every n ≥ 1, write
Vn,i = ViI {‖Vi‖ ≤ bn} , Ti = ϕ
(
ψ−1(‖Vi‖)
) Vi
‖Vi‖
, Tn,i = ϕ
(
ψ−1(‖Vn,i‖)
) Vn,i
‖Vn,i‖
, i = 1, ..., n.
Clearly we have, for all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Vi
∥∥∥∥∥ > tbn
)
≤ P
(∥∥∥∥∥
n∑
i=1
Vn,i
∥∥∥∥∥ > tbn
)
+
n∑
i=1
P (‖Vi‖ > bn) . (2.1)
Note that
{‖Vi‖ ≤ bn} =
{
ψ−1(‖Vi‖) ≤ n
}
=
{
ϕ
(
ψ−1(‖Vi‖)
)
≤ an
}
= {‖Ti‖ ≤ an} , i = 1, ..., n.
Thus it is easy to see that
Tn,i = TiI {‖Ti‖ ≤ an} , i = 1, ..., n.
Since {Vi; i ≥ 1} is a sequence of independent and symmetric B-valued random variables, {Vn,i; i =
1, ..., n}, {Ti; i = 1, ..., n}, and {Tn,i; i = 1, ..., n} are finite sequences of independent and symmetric
B-valued random variables. Let {R,Rn; n ≥ 1} be a Rademacher sequence which is independent
of {Vn; n ≥ 1}. Then {RiVn,i; i = 1, ..., n} has the same distribution as {Vn,i; i = 1, ..., n} in B
n
and {RiTn,i; i = 1, ..., n} has the same distribution as {Tn,i; i = 1, ..., n} in B
n. Since ‖Vn,i‖ ≤
3
bn, i = 1, ..., n, by applying (1.2), we have, for all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Vn,i
∥∥∥∥∥ > tbn
)
= P
(∥∥∥∥∥
n∑
i=1
RiVn,i
∥∥∥∥∥ > tbn
)
= E
(
P
(∥∥∥∥∥
n∑
i=1
RiVn,i
∥∥∥∥∥ > tbn
∣∣∣∣∣V1, ..., Vn
))
≤ 2E
(
P
(∥∥∥∥∥
n∑
i=1
RiTn,i
∥∥∥∥∥ > tan
∣∣∣∣∣V1, ..., Vn
))
= 2P
(∥∥∥∥∥
n∑
i=1
RiTn,i
∥∥∥∥∥ > tan
)
= 2P
(∥∥∥∥∥
n∑
i=1
Tn,i
∥∥∥∥∥ > tan
)
.
(2.2)
For all n ≥ 1, since {Ti; i = 1, ..., n} is a finite sequence of independent and symmetric B-valued
random variables, it follows that {TiI {‖Ti‖ ≤ an} − TiI {‖Ti‖ > an} ; i = 1, ..., n} has the same
distribution as {Ti; i = 1, ..., n} in B
n. Note that
n∑
i=1
Tn,i =
∑n
i=1 Ti +
∑n
i=1 (TiI {‖Ti‖ ≤ an} − TiI {‖Ti‖ > an})
2
, n ≥ 1.
We thus have, for every n ≥ 1 and all t ≥ 0,
P
(∥∥∥∥∥
n∑
i=1
Tn,i
∥∥∥∥∥ > tan
)
≤ P
(∥∥∥∥∥
n∑
i=1
Ti
∥∥∥∥∥ > tan
)
+P
(∥∥∥∥∥
n∑
i=1
(TiI {‖Ti‖ ≤ an} − TiI {‖Ti‖ > an})
∥∥∥∥∥ > tan
)
= 2P
(∥∥∥∥∥
n∑
i=1
Ti
∥∥∥∥∥ > tan
)
.
(2.3)
Now we can see that (1.3) follows from (2.1), (2.2), and (2.3). 
3 An application
As an application of Theorem 1.1, in this section we will establish what we call a comparison
theorem for the WLLN for i.i.d. B-valued random variables. Theorem 3.1 is new even when
B = R.
Theorem 3.1. (Comparison theorem for the WLLN). Let (B, ‖ · ‖) be a real separable Banach
space. Let {an;n ≥ 1} and {bn;n ≥ 1} be increasing sequences of positive real numbers such that
lim
n→∞
an =∞ and {bn/an; n ≥ 1} is a nondecreasing sequence. (3.1)
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Suppose that, for every symmetric sequence {X,Xn; n ≥ 1} of i.i.d. B-valued random variables,
Sn
an
→P 0 if and only if lim
n→∞
nP(‖X‖ > an) = 0. (3.2)
Here and below Sn =
∑n
i=1Xi, n ≥ 1. Then, for every sequence {X,Xn; n ≥ 1} of i.i.d. B-valued
random variables, we have that
Sn − γn
bn
→P 0 or lim sup
n→∞
P
(
‖Sn − γn‖
bn
> λ
)
> 0 ∀ λ > 0 (3.3)
according as
lim
n→∞
nP(‖X‖ > bn) = 0 or lim sup
n→∞
nP(‖X‖ > bn) > 0. (3.4)
Here and below γn = nE (XI{‖X‖ ≤ bn}), n ≥ 1.
Remark 3.1. Under the assumptions of Theorem 3.1, we conclude from Theorem 3.1 that, for
every sequence {X,Xn; n ≥ 1} of i.i.d. B-valued random variables,
Sn − γn
bn
→P 0 if and only if lim
n→∞
nP(‖X‖ > bn) = 0,
lim sup
n→∞
P
(
‖Sn − γn‖
bn
> λ
)
> 0 ∀ λ > 0 if and only if lim sup
n→∞
nP(‖X‖ > bn) > 0.
Hence
Sn − γn
bn
9P x ∀ x ∈ B\{0}.
Let 0 < p ≤ 2. Then B is said to be of stable type p if
∞∑
n=1
Θnvn converges a.s. whenever {vn : n ≥ 1} ⊆ B with
∞∑
n=1
‖vn‖
p <∞,
where {Θn; n ≥ 1} is a sequence of i.i.d. stable random variables each with characteristic function
ψ(t) = exp {−|t|p} , − ∞ < t < ∞. A remarkable characterization of stable type p Banach
spaces via the WLLN was provided by Marcus and Woyczyn´ski (1979) who showed that, for given
1 ≤ p < 2, the following two statements are equivalent:
(i) The Banach space B is of stable type p.
(ii) For every symmetric sequence {X,Xn; n ≥ 1} of i.i.d. B-valued variables,
Sn
n1/p
→P 0 if and only if lim
n→∞
nP
(
‖X‖ > n1/p
)
= 0.
Combining Theorem 3.1 and the above characterization of stable type p Banach spaces, we imme-
diately obtain the following two results.
Corollary 3.1. Let 1 ≤ p < 2 and let {an;n ≥ 1} be an increasing sequence of positive real numbers
such that
lim
n→∞
an =∞ and
{
n1/p/an; n ≥ 1
}
is a nondecreasing sequence.
Let (B, ‖ ·‖) be a real separable Banach space such that, for every symmetric sequence {X,Xn; n ≥
1} of i.i.d. B-valued random variables, (3.2) holds. Then the Banach space B is of stable type p.
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Corollary 3.2. Let (B, ‖ · ‖) be a real separable Banach space. Let 1 ≤ p < 2 and let {bn;n ≥ 1}
be a sequence of positive real numbers such that{
bn/n
1/p; n ≥ 1
}
is a nondecreasing sequence.
If B is of stable type p, then for every sequence {X,Xn; n ≥ 1} of i.i.d. B-valued random variables,
(3.3) and (3.4) are equivalent.
Corollary 3.3. Let {X,Xn; n ≥ 1} be a sequence of i.i.d. real-valued random variables and let
{bn; n ≥ 1} be a sequence of positive real numbers such that bn/n
1/p is nondecreasing for some
p ∈ [1, 2). Set Sn =
∑n
i=1Xi, n ≥ 1. Then
Sn − nE(XI{|X| ≤ bn})
bn
→P 0 or lim sup
n→∞
P
(
|Sn − nE(XI{|X| ≤ bn})|
bn
> λ
)
> 0 ∀ λ > 0
according as
lim
n→∞
nP(|X| > bn) = 0 or lim sup
n→∞
nP(|X| > bn) > 0.
Proof. It is well known that the real line R is of stable type p for all p ∈ [1, 2) and so the corollary
follows immediately from Corollary 3.2. 
Remark 3.2. Corollary 3.3 is an improved version of Theorem 1 (ii) of Klass and Teicher (1977)
wherein {bn/n; n ≥ 1} is nondecreasing. Theorem 1 of Klass and Teicher (1977) may be regarded
as a WLLN analogue of Feller’s (1946) extension of Marcinkiewicz-Zygmund SLLN (see, e.g., Chow
and Teicher (1997, p. 125)) to more general norming sequences.
To prove Theorem 3.1, we use the following two preliminary lemmas. The second lemma is due
to Li, Liang, and Rosalsky (2016).
Lemma 3.1. Let {an; n ≥ 1} and {bn; n ≥ 1} be increasing sequences of positive real numbers
satisfying (3.1). Then there exist two continuous and increasing functions ϕ(·) and ψ(·) defined on
[0,∞) such that (1.1) holds and
ϕ(0) = ψ(0) = 0, ϕ(n) = an, ψ(n) = bn, n ≥ 1. (3.5)
Proof Let a0 = b0 = 0. Let
ϕ(t) = an−1 + (an − an−1) (t− n+ 1), n− 1 ≤ t < n, n ≥ 1
and
ψ(t) = bn−1 + (bn − bn−1) (t− n+ 1), n− 1 ≤ t < n, n ≥ 1.
Clearly, ϕ(·) and ψ(·) are two continuous and increasing functions defined on [0,∞) such that (3.5)
holds. We now verify that (1.1) holds with the chosen ϕ(·) and ψ(·). Note that (3.1) implies that,
for n− 1 < t < n and n ≥ 1,
(
ψ(t)
ϕ(t)
)′
=
ψ′(t)ϕ(t)− ψ(t)ϕ′(t)
ϕ2(t)
=
an−1bn − bn−1an
ϕ2(t)
=
an−1an
(
bn
an
− bn−1an−1
)
ϕ2(t)
≥ 0,
where b0/a0
∆
= b1/a1. Thus (1.1) follows. 
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Lemma 3.2. (Corollary 1.3 of Li, Liang, and Rosalsky (2017)) Let {X,Xn; n ≥ 1} be a sequence
of i.i.d. B-valued random variables. Let {X ′n; n ≥ 1} be an independent copy of {Xn; n ≥ 1}.
Write Sn =
∑n
i=1Xi, S
′
n =
∑n
i=1X
′
i, n ≥ 1. Let {bn;n ≥ 1} be an increasing sequence of positive
real numbers such that limn→∞ bn =∞. Then we have
Sn − nE (XI{‖X‖ ≤ bn})
bn
→P 0
if and only if
Sn − S
′
n
bn
→P 0.
With the preliminaries accounted for, Theorem 3.1 may be proved.
Proof of Theorem 3.1 To establish the conclusion of Theorem 3.1, it suffices to show that, for every
sequence {X,Xn; n ≥ 1} of i.i.d. B-valued random variables, the following three statements are
equivalent:
Sn − γn
bn
→P 0, (3.6)
lim
n→∞
P
(
‖Sn − γn‖
bn
> λ
)
= 0 for some constant λ ∈ (0,∞), (3.7)
lim
n→∞
nP(‖X‖ > bn) = 0. (3.8)
Here and below γn = nE (XI{‖X‖ ≤ bn}), n ≥ 1.
Let {X ′,X ′n; n ≥ 1} be an independent copy of {X,Xn; n ≥ 1} and set S
′
n =
∑n
i=1X
′
i, n ≥ 1.
Since (3.7) obviously follows from (3.6), it suffices to establish the implications “(3.6) ⇒ (3.8)”,
“(3.8) ⇒ (3.6)”, and “(3.7) ⇒ (3.6)”.
It follows from (3.6) that
Sn − S
′
n
bn
→P 0.
and hence by the remarkable Le´vy inequality in a Banach space setting (see, e.g., see Proposition
2.3 of Ledoux and Talagrand (1991)), we have that for every n ≥ 1,
P
(
max1≤i≤n ‖Xi −X
′
i‖
bn
> t
)
≤ 2P
(
‖Sn − S
′
n‖
bn
> t
)
→ 0 as n→∞ ∀ t ≥ 0. (3.9)
Note that {X −X ′,Xn −X
′
n; n ≥ 1} is a sequence of i.i.d. B-valued random variables. Thus (3.9)
implies that
P
(
max1≤i≤n ‖Xi −X
′
i‖
bn
> t
)
= 1−
(
1− P
(
‖X −X ′‖
bn
> t
))n
→ 0 as n→∞ ∀ t ≥ 0
which is equivalent to
nP
(
‖X −X ′‖
bn
> t
)
→ 0 as n→∞ ∀ t > 0
and hence (3.8) holds since{
‖X ′‖ ≤ bn/2, ‖X‖ > bn
}
⊆
{
‖X −X ′‖ > bn/2
}
and lim
n→∞
P
(
‖X ′‖ ≤ bn/2
)
= 1
7
ensures that for all large n,
P (‖X‖ > bn) ≤ 2P
(
‖X −X ′‖ > bn/2
)
.
Thus we see that (3.6) implies (3.8).
We now show that (3.8) implies (3.6). Suppose that (3.8) holds. Set
X˜ =
X −X ′
2
, X˜n =
Xn −X
′
n
2
, n ≥ 1.
Clearly,
P(‖X˜‖ > t) ≤ P(‖X‖ > t) + P(‖X ′‖ > t) = 2P(‖X‖ > t) ∀ t > 0.
Thus {X˜, X˜n; n ≥ 1} is a sequence of i.i.d. symmetric B-valued random variables such that
lim
n→∞
nP
(
‖X˜‖ > bn
)
= 0. (3.10)
Since {an;n ≥ 1} and {bn;n ≥ 1} are increasing sequences of positive real numbers satisfying (3.1),
by Lemma 3.1 there exist two continuous and increasing functions ϕ(·) and ψ(·) defined on [0,∞)
such that both (1.1) and (3.5) hold. Write
Y = ϕ
(
ψ−1(‖X˜‖)
) X˜
‖X˜‖
, Yn = ϕ
(
ψ−1(‖X˜n‖)
) X˜n
‖X˜n‖
, n ≥ 1.
It is easy to see that
P (‖Y ‖ > an) = P
(∥∥∥∥∥ϕ
(
ψ−1(‖X˜‖)
) X˜
‖X˜‖
∥∥∥∥∥ > ϕ(n)
)
= P
(
‖X˜‖ > bn
)
, n ≥ 1.
It thus follows from (3.10) that {Y, Yn; n ≥ 1} is a sequence of i.i.d. symmetric B-valued random
variables such that
lim
n→∞
nP (‖Y ‖ > an) = 0
and hence by (3.2) ∑n
i=1 Yi
an
→P 0. (3.11)
By Theorem 1.1 (ii) together with (3.11) and (3.10), we have that for ǫ > 0,
P
(∥∥∥∥∥
n∑
i=1
X˜i
∥∥∥∥∥ > ǫbn
)
≤ 4P
(∥∥∥∥∥
n∑
i=1
ϕ
(
ψ−1(‖X˜i‖)
) X˜i
‖X˜i‖
∥∥∥∥∥ > ǫan
)
+
n∑
i=1
P
(
‖X˜i‖ > bn
)
= 4P
(∥∥∥∥∥
n∑
i=1
Yi
∥∥∥∥∥ > ǫan
)
+ nP
(
‖X˜‖ > bn
)
→ 0 as n→∞
and hence
Sn − S
′
n
2bn
=
∑n
i=1 X˜i
bn
→P 0.
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We thus conclude that
Sn − S
′
n
bn
→P 0.
By Lemma 3.2, (3.6) follows.
It remains to show that (3.7) implies (3.6). Let {X,Xn; n ≥ 1} be a sequence of i.i.d. B-valued
random variables satisfying (3.7). By the Le´vy inequality in a Banach space setting, we have that
for all n ≥ 1,
P
(
max1≤i≤n ‖Xi −X
′
i‖
bn
> 2λ
)
≤ 2P
(
‖Sn − S
′
n‖
bn
> 2λ
)
≤ 4P
(
‖Sn‖
bn
> λ
)
∀ λ > 0.
Then it follows from (3.7) that
lim
n→∞
nP
(
‖X −X ′‖
bn
> 2λ
)
= 0; i.e., lim
n→∞
nP
(∥∥∥∥X −X ′2λ
∣∣∣∣ > bn
)
= 0 ∀ λ > 0.
That is, (3.8) holds with X replaced by symmetric random variable (X−X ′)/(2λ). Since (3.6) and
(3.8) are equivalent, we conclude that
∑n
i=1
Xi−X′i
2λ
bn
→P 0; i.e.,
(
1
2λ
)
Sn − S
′
n
bn
→P 0.
Thus
Sn − S
′
n
bn
→P 0
which, by Lemma 3.2, implies (3.6). 
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