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Abstract
In high dimensional regression, feature clustering by their effects on outcomes
is often as important as feature selection. For that purpose, clustered Lasso and
octagonal shrinkage and clustering algorithm for regression (OSCAR) are used to
make feature groups automatically by pairwise L1 norm and pairwise L∞ norm,
respectively. This paper proposes efficient path algorithms for clustered Lasso and
OSCAR to construct solution paths with respect to their regularization parameters.
Despite too many terms in exhaustive pairwise regularization, their computational
costs are reduced by using symmetry of those terms. Simple equivalent conditions
to check subgradient equations in each feature group are derived by some graph
theories. The proposed algorithms are shown to be more efficient than existing
algorithms in numerical experiments.
1 Introduction
With the increasing prevalence of high-dimensional data in many fields in recent years, feature
selection and clustering have become increasingly important. Lasso [17], and its variants [18, 11, 19]
have been developed as sparse regularization techniques for that purpose. This paper focuses on two
kinds of feature-clustering regularization without any prior information on feature groups. One is
clustered Lasso [15] formulated by
minimize
β
1
2
‖y −Xβ‖2 + λ1
p∑
i=1
|βi|+ λ2
∑
j<k
|βj − βk| , (1)
where y ∈ Rn is a response vector, X ∈ Rn×p is a design matrix, β ∈ Rp is a coefficient vector and
λ1, λ2 are regularization parameters. The last term enforces coefficients to be similar or equal. The
other is octagonal shrinkage and clustering algorithm for regression (OSCAR) [4] defined by
minimize
β
1
2
‖y −Xβ‖2 + λ1
p∑
i=1
|βi|+ λ2
∑
j<k
max {|βj |, |βk|} , (2)
where the pairwise L∞ norm encourages absolute values of highly correlated coefficients to be zero
or equal. Note that the pairwise L∞ norm in (2) can be converted into L1 norm as max {|βj |, |βk|} =
(|βj − βk|+ |βj + βk|)/2 and thus OSCAR and clustered Lasso can be regarded as special cases of
generalized Lasso [19].
Fast methods to obtain a solution of coefficients β with a fixed point of [λ1, λ2] have been developed
for clustered Lasso [13] and OSCAR [20, 3, 14]. However, on tuning the regularization parameters, a
solution path of β in a continuous range of [λ1, λ2] is more preferable than a grid search on discrete
values of [λ1, λ2]. Algorithms to obtain such solution paths are called path algorithms and proposed
in more general settings [19, 21, 1] than clustered Lasso and OSCAR. However, due to p(p− 1)/2
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pairwise regularization terms in (1) and (2), those algorithms require too much computational costs
on the order of O(np2 max{n, p2} + Tp2 max{n, p2}) for clustered Lasso and OSCAR where T
is the number of iterations in the algorithms. In some special cases that, say, X = Ip and λ1 = 0,
the solution path becomes simple and can be obtained fast because the coefficients are only getting
merged in turn as λ2 increases [10]. Those cases can be extended to the weighted clustered Lasso
with distance-decreasing weights [6]. An efficient path algorithm which obtains an approximate
solution path with an arbitrary accuracy bound around a starting point is proposed for OSCAR with a
general design matrix [9].
In this article, we propose novel path algorithms for clustered Lasso and OSCAR with a general
design matrix. The proposed algorithms can construct entire exact solution paths much faster than
the existing ones. We specify two types of events which make breakpoints in solution paths and one
auxiliary type of events in our algorithm. Especially, we derive efficient methods to specify the event
times using symmetry of the regularization terms as described in the later sections.
2 Path algorithm for clustered Lasso
In this section, we propose a solution path algorithm for clustered Lasso (1), which yields a solution
path β(η) along regularization parameters [λ1, λ2] = η[λ¯1, λ¯2] controlled by a single parameter
η > 0 with a fixed direction [λ¯1, λ¯2]. Hereafter, we assume n ≥ p and rank (X) = p to ensure that
the objective function (1) is strictly convex. Otherwise, the solution path might not be unique and
continuous, making it difficult to track. In such a case, a ridge penalty term ε ‖β‖2 with a tiny weight
ε can be added to (1), which is equivalent to extending the response vector y and design matrix X
into y∗ = [y>,0>p ]
> and X∗ = [X>,
√
εIp]
>, to make the problem strictly convex [19, 12, 1, 8].
In (1), the regularization terms encourage the coefficients to be zero or equal. Thus, from the
solution β(η) for a fixed regularization parameter η > 0, we define the set of fused groups G(η) =
{Gg, Gg+1, . . . , Gg} and the grouped coefficients βG(η) = [βGg , βGg+1, . . . , βGg ]> ∈ Rg−g+1 to
satisfy the following statements:
• ⋃gg=g Gg = {1, · · · , p}, where G0 may be an empty set but others may not.
• βGg < · · · < βG−1 < βG0 = 0 < βG1 < · · · < βGg and βi = βGg for i ∈ Gg .
Note that g ≤ 0 ≤ g because the group G0 exists as an empty set even if no zeros exist in the entries
of β(η). Correspondingly, we introduce the grouped design matrix XG = [xGg , x
G
g+1, . . . , x
G
g ] ∈
Rn×(g−g+1), where xGg =
∑
j∈Gg xj and xj is the j-th column vector of X .
2.1 Piecewise linearity
Because the objective function of (1) is strictly convex, its solution path would be a continuous
piecewise linear function [11, 19]. Specifically, as long as the signs and order of the solution β(η)
are conserved as in the set G of fused groups defined above, the problem (1) can be reduced to the
following quadratic programming:
minimize
β
1
2
∥∥y −XGβG∥∥2 + ηλ¯1 g∑
g=g
pg sign(β
G
g )β
G
g + ηλ¯2
g∑
g=g
pgrgβ
G
g ,
where pg is the cardinality of Gg , qg = pg + · · ·+ pg−1 is the number of coefficients smaller than βGg ,
and rg = qg − (p− qg+1). Hence, because βG0 is fixed at zero, the nonzero elements of the grouped
coefficients βG−0(η) = [β
G
g , . . . , β
G
−1, β
G
1 , . . . , β
G
g ]
> are obtained by
βG−0(η) =
[(
XG−0
)>
XG−0
]−1 [
ηa+
(
XG−0
)>
y
]
, (3)
where XG−0 = [x
G
g , . . . , x
G
−1, x
G
1 , . . . , x
G
g ] and a = [ag, . . . , a−1, a1, . . . , ag]
> ∈ Rg−g, ag =
−λ¯1pg sign(βGg ) − λ¯2pgrg. Thus, the solution path β(η) moves linearly along βG(η) as defined
above until the set G of fused groups changes.
2
2.2 Optimality condition
In this subsection, we show the optimality conditions of (1) and then derive a theorem to check them
efficiently. Owing to L1 norms, the optimality condition involves their subgradients as follows:
x>i
(
XGβG − y)+ τi0 + λ2rg + ∑
j∈Gg\{i}
τij = 0, i ∈ Gg, (4)
where τi0 ∈ [−λ1, λ1] is a subgradient of λ1 |βi| which takes λ1 sign(βGg ) if βGg 6= 0, and τij ∈
[−λ2, λ2] (i 6= j, i, j ∈ Gg) is subject to the constraint τij = −τji, which implies that τij is a
subgradient of λ2 |βi − βj | with respect to βi when βi = βj . For an overview of subgradients, see
e.g. [2].
Though it is not straightforward to check the optimality conditions including subgradients, we can
derive their equivalent conditions, which are easier to verify. For the group G0 of zeros, if we assume
m = p0 ≥ 1 and denote by f1 ≥ f2 ≥ · · · ≥ fm the sorted values of x>i (XGβG − y) + λ2rg over
i ∈ G0, we can propose the following theorem to check condition (4).
Theorem 1. There exist τi0 ∈ [−λ1, λ1] and τij = −τji ∈ [−λ2, λ2] such that
fi + τi0 +
∑
j∈{1,...,m}\{i}
τij = 0, i = 1, . . . ,m, (5)
if and only if
k∑
j=1
fj ≤ λ1k + λ2k(m− k), k = 1, . . . ,m, (6)
m∑
j=k+1
fj ≥ −λ1(m− k)− λ2k(m− k), k = 0, . . . ,m− 1. (7)
In Appendix A, we prove this theorem by using symmetry of the regularization terms and the idea
in [11] that existence of subgradients in a fused Lasso problem can be checked through a maximum
flow problem.
For a nonzero group Gg, let m = pg and f1 ≥ f2 ≥ · · · ≥ fm denote the sorted values of
x>i (X
GβG − y) + λ1 sign(βGg ) + λ2rg over i ∈ Gg. Then, the following corollary of Theorem 1,
which is derived by fixing λ1 at zero, can be used to check optimality condition (4).
Corollary 1. There exist τij = −τji ∈ [−λ2, λ2] such that
fi +
∑
j∈{1,...,m}\{i}
τij = 0, i = 1, . . . ,m, (8)
if and only if
k∑
j=1
fj ≤ λ2k(m− k), k = 1, . . . ,m− 1, (9)
and
∑m
j=1 fj = 0.
2.3 Events in path algorithm
In this subsection, we specify the events and their occurrence times in our path algorithm, an outline
of which is presented in Section 4. First, we define two types of events that change the set G of fused
groups. One is the fusing event, in which adjacent groups are fused when their coefficients collide.
The other is the splitting event, in which a group is split into smaller groups satisfying the optimality
condition for each group when the condition is violated within the group.
Because the nonzero coefficients βG−0(η) moves according to (3) until the groups change and β
G
0 (η) ≡
0, two adjacent groups Gg and Gg+1 have to be fused at time ∆fuseg (η) from η given by
∆fuseg (η) =

−βGg+1(η)+βGg (η)
dβG
g+1
dη −
dβGg
dη
if
dβGg+1
dη <
dβGg
dη ,
∞ otherwise,
3
where
dβGg
dη is the slope of β
G
g (η) with nonzero elements
dβG−0
dη = [(X
G
−0)
>XG−0]
−1a and dβ
G
0
dη = 0.
To specify the splitting events, let o(j) ∈ {1, . . . , p} denote the order of coefficients such that
Gg = {o(qg + 1), . . . , o(qg+1)} and x>o(qg+1)(XGβG − y) ≥ · · · ≥ x>o(qg+1)(XGβG − y). From
Corollary 1, the optimality condition (4) in a nonzero group Gg holds if and only if
x>o(g,k)
(
XGβG − y)+ λ1k sign(βGg ) + λ2krg ≤ λ2k(pg − k), k = 1, . . . , pg,
where xo(g,k) =
∑qg+k
j=qg+1
xo(j). Hence, this condition fails with k, and Gg has to be split into
{o(qg + 1), . . . , o(qg + k)} and {o(qg + k + 1), . . . , o(qg+1)} at time ∆splitg,k from η given by
∆splitg,k =
{
x>o(g,k)(y−XGβG(η))+λ1k sign(βGg )+λ2k[rg−(pg−k)]
σ(g,k) if σ(g, k) > 0,
∞ otherwise,
where σ(g, k) = x>o(g,k)X
G dβG
dη + λ¯1k sign(β
G
g ) + λ¯2k [rg − (pg − k)].
From Theorem 1, the optimality condition (4) in G0 holds if and only if
x>o(0,k)
(
XGβG − y)+ λ2kr0 ≤ λ1k + λ2k(p0 − k), k = 1, . . . , p0, (10)
x>o(0,k)
(
XGβG − y)+ λ2(p0 − k)r0 ≥ −λ1(p0 − k)− λ2k(p0 − k), k = 0, . . . , p0 − 1, (11)
where xo(0,k) =
∑q1
j=q0+k+1
xo(j). Therefore, for k = 1, . . . , p0, the condition (10) fails with k and
the coefficients βo(q0+1), . . . , βo(q0+k) deviate from zero in the negative direction at time ∆
split
0,−k from
η given by
∆split0,−k =
{
x>o(0,k)(y−XGβG(η))−λ1k+λ2k[r0−(p0−k)]
σ(0,−k) if σ(0,−k) > 0,
∞ otherwise,
where σ(0,−k) = x>o(0,k)XG dβ
G
dη − λ¯1k + λ¯2k [r0 − (p0 − k)]. Similarly, for k = 0, . . . , p0 − 1,
the condition (11) fails with k and the coefficients βo(q0+k+1), . . . , βo(q1) deviate from zero in the
positive direction at time ∆split0,k from η given by
∆split0,k =
{
x>o(0,k)(y−XGβG(η))+λ1(p0−k)+λ2(p0−k)(r0+k)
σ(0,k) if σ(0, k) < 0,
∞ otherwise,
where σ(0, k) = x>o(0,k)X
G dβG
dη + λ¯1(p0 − k) + λ¯2(p0 − k)(r0 + k).
In our path algorithm, it is necessary to define another internal event in which the order o(1), . . . , o(p)
of indices changes within a group; we call this event the switching event. For k ∈ {1, . . . , p− 1} \
{qg+1, . . . , qg}, the indices assigned to o(k) and o(k + 1) are switched by reversal of the inequality
x>o(k)(X
GβG − y) ≥ x>o(k+1)(XGβG − y) at time ∆switchk from η given by
∆switchk =

(x>o(k)−x>o(k+1))[y−XGβG(η)](
x>
o(k)
−x>
o(k+1)
)
XG dβ
G
dη
if (x>o(k) − x>o(k+1))XG dβ
G
dη < 0,
∞ otherwise.
3 Path algorithm for OSCAR
In this section, we propose a solution path algorithm for OSCAR (2), which is derived in a manner
similar to that for clustered Lasso. We use the same symbols and variables as in the preceding section,
which have similar but slightly different definitions. Our algorithm constructs a solution path of β(η)
along regularization parameters [λ1, λ2] = η[λ¯1, λ¯2]. We also assume n ≥ p and rank (X) = p to
ensure strict convexity.
In contrast to clustered Lasso, the regularization terms in (2) encourage the absolute values of the
coefficients to be zero or equal. Hence, from the solution β(η), we define the fused groups G(η) =
{G0, G1, . . . , Gg} and the grouped absolute coefficients βG(η) = [βG0 , βG1 , . . . , βGg ]> ∈ Rg+1 to
satisfy the following statements:
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• ⋃gg=0Gg = {1, · · · , p}, where G0 may be an empty set but others may not.
• βG0 = 0 < βG1 < · · · < βGg and |βi| = βGg for i ∈ Gg .
Correspondingly, we define the signed grouped design matrix XG = [xG0 , x
G
1 , . . . , x
G
g ] ∈ Rn×(g+1),
where xGg =
∑
j∈Gg sign(βj)xj .
3.1 Piecewise linearity
Because the objective function of (2) is strictly convex, its solution path would be a continuous
piecewise linear function as well as that of clustered Lasso. As long as the grouping G of the solution
β(η) are conserved as defined above, the problem (2) can be reduced to the following quadratic
programming:
minimize
β
1
2
∥∥y −XGβG∥∥2 + ηλ¯1 g∑
g=1
pgβ
G
g + ηλ¯2
g∑
g=1
pg
(
qg +
pg − 1
2
)
βGg ,
where pg is the cardinality of Gg and qg = p0 + · · ·+ pg−1. Hence, because βG0 is fixed at zero, the
nonzero elements of the absolute grouped coefficients βG−0(η) = [β
G
1 , . . . , β
G
g ]
> are obtained by
βG−0(η) =
[(
XG−0
)>
XG−0
]−1 [
ηb+
(
XG−0
)>
y
]
, (12)
where XG−0 = [x
G
1 , . . . , x
G
g ] and b = [b1, . . . , bg]
> ∈ Rg , bg = −λ¯1pg − λ¯2pg(qg + pg−12 ).
3.2 Optimality condition
In this subsection, we show the optimality conditions of (2) and then derive a theorem to check them
efficiently. For a nonzero group Gg (g 6= 0), the optimality condition can be described as follows:
six
>
i
(
XGβG − y)+ λ1 + λ2qg + ∑
j∈Gg\{i}
(
τij +
λ2
2
)
= 0, i ∈ Gg, (13)
where si = sign(βi) and τij ∈ [−λ2/2, λ2/2] (i 6= j, i, j ∈ Gg) are subject to the constraints
τij + τji = 0, which imply that τij + λ22 is a subgradient of λ2 max {|βi|, |βj |} = λ22 (|siβi−sjβj |+
siβi+sjβj) with respect to siβi when siβi = sjβj > 0. Then, if we denote by f1 ≥ f2 ≥ · · · ≥ fm
the sorted values of six>i (X
GβG − y) + λ1 + λ2(qg + pg−12 ) over i ∈ Gg , we can apply Corollary 1
to the condition (13) to specify when it fails as in the next subsection.
For the group G0 of zeros, the optimality condition is given by
x>i
(
XGβG − y)+ ξi0 + ∑
j∈G0\{i}
ξij = 0, i ∈ G0, (14)
where ξi0 ∈ [−λ1, λ1] is a subgradient of λ1 |βi|when βi = 0 and ξij ∈ [−λ2, λ2] (i 6= j, i, j ∈ G0)
are subject to the constraints |ξij | + |ξji| ≤ λ2, which implies that ξij is a subgradient of the L∞
penalty λ2 max {|βi|, |βj |} with respect to βi when βi = βj = 0. When we assume m = p0 ≥ 1 and
denote by f1, . . . , fm the values of x>i (X
GβG − y) in i ∈ G0 sorted as |f1| ≤ |f2| ≤ · · · ≤ |fm|,
we can propose the following theorem to check condition (14).
Theorem 2. There exist ξi0 ∈ [−λ1, λ1] and ξij ∈ [−λ2, λ2] such that |ξij |+ |ξji| ≤ λ2 and
fi + ξi0 +
∑
j∈{1,...,m}\{i}
ξij = 0, i = 1, . . . ,m, (15)
if and only if
m∑
j=k+1
|fj | ≤ λ1(m− k) + λ2 (m− k)(m+ k − 1)
2
, k = 0, . . . ,m− 1. (16)
The proof of this theorem is provided in Appendix B.
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3.3 Events in path algorithm
In our path algorithm for OSCAR, fusing, splitting and switching events are defined similarly to those
for clustered Lasso. From (12) and βG0 (η) ≡ 0, the time ∆fuseg (η) from η to the fusing event in which
two adjacent groups Gg and Gg+1 have to be fused is given by
∆fuseg (η) =

−βGg+1(η)+βGg (η)
dβG
g+1
dη −
dβGg
dη
if
dβGg+1
dη <
dβGg
dη ,
∞ otherwise,
where
dβGg
dη is the slope of β
G
g (η) with nonzero elements
dβG−0
dη = [(X
G
−0)
>XG−0]
−1b and dβ
G
0
dη = 0.
To specify the splitting events, let o(j) ∈ {1, . . . , p} denote the order of coefficients such that Gg =
{o(qg + 1), . . . , o(qg+1)} and so(qg+1)x>o(qg+1)(XGβG − y) ≥ · · · ≥ so(qg+1)x>o(qg+1)(XGβG − y)
for each group, where si is defined by
si =
{
sign(βi) if βi 6= 0,
− sign(x>i (XGβG − y)) if βi = 0.
Note that, when βi hits or leaves zero, the value of si does not change while its definition changes.
Then, from Corollary 1, optimality condition (13) in a nonzero group Gg holds if and only if
x>o(g,k)
(
XGβG − y)+ λ1k + λ2k(qg + pg − 1
2
)
≤ λ2
2
k(pg − k), k = 1, . . . , pg,
where xo(g,k) =
∑qg+k
j=qg+1
so(j)xo(j). Hence, Gg is split into {o(qg + 1), . . . , o(qg + k)} and
{o(qg + k + 1), . . . , o(qg+1)} when this condition fails with k at time ∆splitg,k from η given by
∆splitg,k =
{
x>o(g,k)(y−XGβG(η))+λ1k+λ2k(qg+ k−12 )
σ(g,k) if σ(g, k) > 0,
∞ otherwise,
and σ(g, k) = x>o(g,k)X
G dβG
dη + λ¯1k + λ¯2k(qg +
k−1
2 ).
For G0, from Theorem 2, the optimality condition (14) holds if and only if
x>o(0,k)
(
XGβG − y) ≥ −λ1(p0 − k)− λ2 (p0 − k)(p0 + k − 1)
2
, k = 1, . . . , p0,
where xo(0,k) =
∑p0
j=k+1 so(0,j)xo(0,j). Hence, the coefficients βo(k+1), . . . , βo(p0) deviate from
zero when this condition fails with k at time ∆split0,k from η given by
∆split0,k =
{
x>o(0,k)(y−XGβG(η))+λ1(p0−k)+λ2 (p0−k)(p0+k−1)2
σ(0,k) if σ(0, k) < 0,
∞ otherwise,
and σ(0, k) = x>o(0,k)X
G dβG
dη + λ¯1(p0 − k) + λ¯2 (p0−k)(p0+k−1)2 .
The switching event of the order o(1), . . . , o(p) is needed for OSCAR as well. For k ∈ {1, . . . , p−
1} \ {q1, . . . , qg}, the indices assigned to o(k) and o(k+ 1) are switched by reversal of the inequality
so(k)x
>
o(k)(X
GβG − y) ≥ so(k+1)x>o(k+1)(XGβG − y) at time ∆switchk from η given by
∆switchk =

(so(k)x
>
o(k)−so(k+1)x>o(k+1))[y−XGβG(η)]
(so(k)x
>
o(k)
−so(k+1)x>o(k+1))XG dβ
G
dη
if (so(k)x>o(k) − so(k+1)x>o(k+1))XG dβ
G
dη < 0,
∞ otherwise.
Additionally, since 0 ≥ so(1)x>o(1)(XGβG − y) ≥ · · · ≥ so(p0)x>o(p0)(XGβG − y), we need to add
another case to the switching event in OSCAR, in which the sign so(1) = − sign(x>o(1)(XGβG − y))
reverses at time ∆switch0 from η given by
∆switch0 =

x>o(1)[y−XGβG(η)]
x>
o(1)
XG dβ
G
dη
if so(1)x>o(1)X
G dβG
dη > 0,
∞ otherwise.
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4 Path algorithm and complexity
The outline of our path algorithms for clustered Lasso and OSCAR are shown in Algorithm 1. Though
the variables are defined differently for clustered Lasso and OSCAR, both algorithms have the same
types of events and thus can be described in a common format.
As for the computational cost, O(np2) time is required to obtain the initial solution β(0) =
(X>X)−1X>y. By using a block matrix computation to update [(XG−0)
>XG−0]
−1, each iteration
where a fusing/splitting event occurs requires O(np) time. The complexity of each iteration where
a switching event occurs is even smaller and only O(n) because we only need to update the event
times for the indices switched by the event. For more detail, see Appendix C. Thus, Algorithm 1
requires O(np2 + (Tfuse + Tsplit)np+ Tswitchn) time where Tfuse, Tsplit and Tswitch are the numbers of
fusing, splitting and switching events which occur until the algorithm ends, respectively.
Algorithm 1 Path algorithm for clustered Lasso and OSCAR
1: t← 0, η(0) ← 0, β(0) ← (X>X)−1X>y
2: Compute G, βG , XG , o(·), [(XG−0)>XG−0]−1, dβ
G
dη ,
dβ
dη and, for OSCAR only, s1, . . . , sp.
3: while dβdη 6=0p do
4: Compute the times ∆fuseg ,∆
split
g,k and ∆
switch
k of fusing, splitting and switching events.
5: if ∆fuseg is minimum then
6: η(t+1) ← η(t) + ∆fuseg , β(t+1) ← β(t) + ∆fuseg dβdη .
7: Fuse Gg and Gg+1, and update G, βG , XG , o(·), [(XG−0)>XG−0]−1, dβ
G
dη and
dβ
dη .
8: else if ∆switchk is minimum then
9: η(t+1) ← η(t) + ∆switchk , β(t+1) ← β(t) + ∆switchk dβdη .
10: if k = 0 (for OSCAR only) then
11: Switch the sign of so(1).
12: else
13: Switch the indices assigned to o(k) and o(k + 1).
14: end if
15: else
16: η(t+1) ← η(t) + ∆splitg,k , β(t+1) ← β(t) + ∆splitg,k dβdη .
17: Split Gg , and update G, βG , XG , o(·), [(XG−0)>XG−0]−1, dβ
G
dη and
dβ
dη .
18: end if
19: t← t+ 1
20: end while
5 Numerical Experiment
In this section, we evaluate the processing time and accuracy of our path algorithms through synthetic
data and real data. All the experiments are conducted on a Windows 10 64-bit machine with Intel
i7-8665U CPU at 1.90GHz and 16GB of RAM.
First, we compare the processing time and the number of iterations on synthetic datasets between
our algorithms implemented in R and the dual path algorithm (DPA) [19, 1] 1. The synthetic
datasets are generated from the model y = Xβ + e where e ∼ N(0, In). The covariates in X are
generated as independent and identical standard normal variables. The true coefficients are given by
β = [θ>, θ>,−θ>,−θ>,0>0.2p]> ∈ Rp where θ ∼ N(0, I0.2p). We set four levels of the problem size
[n, p] ∈ {[20, 10], [60, 30], [100, 50], [200, 100]} and two directions of tuning parameters [λ¯1, λ¯2] ∈
{[0, 1], [1, 1]} in the path algorithms for clustered Lasso and OSCAR, respectively. Figure 1 shows
the average running time over 10 simulated datasets for each case. As the problem size gets larger,
our algorithms become much faster than the dual path algorithm [19, 1]. When we count the number
of iterations as in Figure 2, it increases rapidly with the problem size. The number of iterations in our
1We use the DPA in R package ‘genlasso’https://cran.r-project.org/web/packages/genlasso/.
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method is approximately doubled by the switching events, but still less than that in the DPA which
includes events occurred only in the dual problem.
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Figure 1: Running time on synthetic data
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Figure 2: Number of iterations on synthetic data
We also conduct experiments on real datasets; splice dataset from the LIBSVM data [5], optdigits
dataset from the UCI data [7] and brvehins2 dataset2 of automobile insurance claims in Brazil. Each
dataset includes training and test data whose sizes are shown in Table 1. For brvehins2 data, we
calculate the mean amount of robbery claims in each policy as a response variable, set 341 dummy
variables for the cities where 10+ robbery claims occurred as predictors and divide their records into
training and test data evenly as ntrain = ntest. For each dataset, we run 5-fold cross validation (CV)
to tune η and select λ¯1 from {0, 0.5, 1, 2} while λ¯2 is fixed at 1. We compare two tuning methods
for η; One is a path-based search from all the event times in 5 entire solution paths of CV trials and
the other is a grid search from 100 grid points η = 10−
4i
99 ηmax (i = 0, . . . , 99) where ηmax is the
terminal point of the solution path. The solution paths are obtained by our methods implemented
in Matlab and the solution for each grid point is given by the accelerated proximal gradient (APG)
algorithms for clustered Lasso [13] and OSCAR [3] 3. In Table 1, we evaluate the CV errors and test
errors by the mean squared error (MSE). Our path-based tuning of η performs slightly better than or
equally to the grid search in CV errors. The test errors are also slightly different between them. The
number of nonzero groups (gnnz) in G(η) with η selected by the path and grid search is also shown
in Table 1. The gnnz is sensitive to the value of η and also differs between the path and grid search.
In Table 2, we compare the running time per iteration with respect to event types and that per grid
point in the grid search with the APG algorithms. Our path algorithms can update solution by path
events much faster than the APG algorithms. As described in the previous section, a switching event
takes much shorter time than a fusing/splitting event.
Table 1: Cross validation errors, test errors and number of nonzero groups (gnnz).
Dataset and size Search Clustered Lasso OSCAR
[ntrain, ntest, p] points CV MSE test MSE gnnz CV MSE test MSE gnnz
splice Path 0.5734 0.4802 40 0.5725 0.4823 39
[1000, 2175, 60] Grid 0.5734 0.4800 41 0.5726 0.4826 37
optdigits Path 3.8267 3.7783 45 3.8265 3.7775 46
[3823, 1797, 61] Grid 3.8267 3.7781 44 3.8265 3.7779 46
brvehins2 Path 1.5473 1.5124 153 1.5474 1.5122 151
[15832, 15832, 341] Grid 1.5474 1.5125 158 1.5474 1.5121 145
6 Conclusion
We proposed efficient path algorithms for clustered Lasso and OSCAR. For both problems, there are
only two types of events that make change-points in solution paths, named fusing and splitting events.
By using symmetry of regularization terms, we derived simple conditions to monitor violation of
2This dataset is available in R package ‘CASdatasets’ from http://cas.uqam.ca/.
3Its Matlab code is available at http://statweb.stanford.edu/~candes/software/SortedL1/.
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Table 2: Running time (s) per iteration of each event type in our algorithm and per grid point in APG.
Clustered Lasso OSCAR
Dataset fuse split switch APG fuse split switch APG
splice 0.0006 0.0007 0.0001 0.0051 0.0006 0.0006 0.0001 0.0054
optdigits 0.0030 0.0031 0.0003 0.2503 0.0039 0.0040 0.0003 0.1787
brvehins2 0.0739 0.0725 0.0062 5.1822 0.0892 0.0873 0.0047 5.4041
optimal conditions which causes a split. Especially, we showed that a group can be split only along
a certain order of indices determined by the first derivative of the square loss. Our approach may
be extended to other sparse regularization such as SLOPE [3], whose penalty terms have a similar
symmetric structure. Numerical experiments showed that our algorithms are much faster than the
existing methods. Though our algorithms require enormous iterations for large problems to obtain
entire solution paths, they can be modified to make a partial solution path within an arbitrary interval
of η, which may be determined by a coarse grid search with fast solvers [20, 13, 14].
7 Broader Impact
Clustered Lasso and OSCAR are feature clustering and selection methods that can be used as powerful
tools for dimensionality reduction of feature space. Our path algorithms can provide fine tuning of
regularization parameters for clustered Lasso and OSCAR in reasonable time. We illustrated some
applications of our algorithms to DNA microarray analysis, image analysis and actuarial science in
this paper. However, we should avoid abusing such methods to irrelevant features, which may cause
misinterpretation of grouped features.
A Proofs of Theorem 1 and Corollary 1
This section provide proofs of Theorem 1 and Corollary 1. To prove that theorem, we prove a lemma
extended from Theorem 2 in [11]. Theorem 2 in [11] states that subgradient equations in a fused
Lasso signal approximator (i.e. X is an identical matrix) without Lasso terms (i.e. λ1 = 0) can
be checked through a maximum flow problem on the underlying graph whose edges correspond
to the pairwise fused Lasso penalties. Here we extend a part of the statements in the theorem into
the weighted fused Lasso problem with weighted Lasso terms by introducing the flow network
G = {(V,E), c, r, s} defined as follows:
Vertices: Define the vertices by V = {0, 1, . . . ,m} ∪ {r, s} where r and s are called the source and
the sink, respectively.
Edges: Define the edges by E = {(i, j); i, j ∈ V, i 6= j} \ {(r, s), (s, r)}, that is, all the pairs of
vertices except for the pair of the source and sink are linked to each other.
Capacities: Define the capacities on the edges in E by
c(r, i) = f−i , c(i, r) = 0, i = 0, . . . ,m,
c(i, s) = f+i , c(s, i) = 0, i = 0, . . . ,m,
c(i, 0) = c(0, i) = λi0, i = 1, . . . ,m,
c(i, j) = c(j, i) = λij , 1 ≤ i < j ≤ m,
where f0 = −
∑m
j=1 fj , f
−
i = max {−fi, 0} and f+i = max {fi, 0}. Note that we have
fi = f
+
i − f−i and hence
∑m
j=0 f
+
j −
∑m
j=0 f
−
j =
∑m
j=0 fj = 0.
A flow on the flow network G = {(V,E), c, r, s} is a set of values τ = {τij ; (i, j) ∈ E} satisfying
the following three properties:
Skew symmetry: τij = −τji for (i, j) ∈ E,
Capacity constraint: τij ≤ c(i, j) for (i, j) ∈ E,
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Flow conservation:
∑
j;(i,j)∈E τij = 0 for i ∈ V \ {r, s}.
The value |τ | of a flow τ through r to s is the net flow out of the source r or that into the sink s
formulated as follows:
|τ | =
∑
i;(r,i)∈E
τri =
∑
i;(i,s)∈E
τis,
where the last equality holds from the flow conservation. The maximum flow problem on G =
{(V,E), c, r, s} is a problem to find the flow that attains the maximum value maxτ |τ |, called the
maximum flow. For an overview of the theory of the maximum flow problems, see e.g. [16].
Then, we obtain the following lemma relating the condition (5) to the maximum flow problem on
G = {(V,E), c, r, s}.
Lemma 1. There exist τi0 ∈ [−λi0, λi0] and τij = −τji ∈ [−λij , λij ] such that
fi + τi0 +
∑
j∈{1,...,m}\{i}
τij = 0, i = 1, . . . ,m, (17)
if and only if the maximum value of a flow through r to s on G = {(V,E), c, r, s} is ∑mi=0 f+i =∑m
i=0 f
−
i .
proof. Consider a flow τ = {τij ; (i, j) ∈ E} on the flow network G = {(V,E), c, r, s} defined
above. From the capacity constraint, the value |τ | = ∑mi=0 τri = ∑mi=0 τis of the flow cannot be
more than
∑m
i=0 c(r, i) =
∑m
i=0 c(i, s) =
∑m
i=0 f
+
i =
∑m
i=0 f
−
i . Therefore, this value of the flow
is attained if and only if τri = c(r, i) = f−i , τis = c(i, s) = f
+
i for all i = 0, . . . ,m, and hence∑
j∈V \{i}
τij = fi + τi0 +
∑
j∈{1,...,m}\{i}
τij = 0, i = 1, . . . ,m, (18)
from the flow conservation where τi0 ∈ [−λi0, λi0] and τij = −τji ∈ [−λij , λij ] from the skew
symmetry and the capacity constraint. Furthermore, the flow conservation at the vertex zero∑
i∈V \{0} τ0i = f0 +
∑m
i=1 τ0i = −
∑m
i=1 fi −
∑m
i=1 τi0 = 0 follows from the sum of (18)
over i ∈ {1, . . . ,m}, completing the proof.
Note that the equation (17) appears in subgradient equation within a fused group for the weighted
clustered Lasso problem with penalty terms
∑m
i=1 λi0|βi|+
∑
1≤i<j≤m λij |βi − βj |. We can use
Lemma 1 to check the subgradient equation by seeking the maximum flow on the corresponding flow
network. However, in the weighted clustered Lasso problem, it is generally difficult to find when the
subgradient equation is violated as the regularization parameters grow. We can provide the explicit
condition to check the violation of (5) for only the ordinary clustered Lasso problem as in Theorem 1,
whose proof is provided as follows.
proof of Theorem 1. Here we consider the minimum cut problem on the flow network G =
{(V,E), c, r, s} where λi0 = λ1 and λij = λ2 for all i 6= j ∈ {1, . . . ,m}. A cut of the graph
is a partition of the vertex set V into two parts Vr and Vs = V \Vr such that r ∈ Vr and s ∈ Vs. Then,
the capacity of the cut is defined by the sum of capacities on edges (i, j) ∈ E such that i ∈ Vr and
j ∈ Vs. In this proof, we use the max-flow min-cut theorem (see e.g. [16]), that states the maximum
value of a flow through r to s on G = {(V,E), c, r, s} is equal to the minimum capacity of a cut of
the same graph. Thus, from that theorem and Lemma 1, it suffices to prove that the minimum capacity
of a cut of G = {(V,E), c, r, s} is just∑mi=0 f+i = ∑mi=0 f−i if and only if (6) and (7) hold.
For Vr = {r}, Vs = V \ {r} and Vr = V \ {s}, Vs = {s}, the capacity of the cut attains∑m
i=0 f
+
i =
∑m
i=0 f
−
i , which is supposed to be the minimum capacity of a cut. For the other cuts, let
k and m−k denote the cardinality of V˜s = Vs∩{1, . . . ,m} and V˜r = Vr ∩{1, . . . ,m}, respectively.
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Then, the capacity of the cut C(Vr, Vs) is obtained by, if 0 ∈ Vs,
C(Vr, Vs) =
∑
i∈Vr,j∈Vs,(i,j)∈E
c(i, j)
=
∑
i∈V˜r
c(i, s) +
∑
i∈V˜s
c(r, i) + c(r, 0) +
∑
i∈V˜r
c(i, 0) +
∑
i∈V˜r,j∈V˜s
c(i, j)
=
∑
i∈V˜r
f+i +
∑
i∈V˜s
f−i + f
−
0 +
∑
i∈V˜r
λ1 +
∑
i∈V˜r,j∈V˜s
λ2
=
∑
i∈V˜r
f+i +
∑
i∈V˜s
f−i + f
−
0 + (m− k)λ1 + k(m− k)λ2, (19)
and otherwise
C(Vr, Vs) =
∑
i∈V˜r
c(i, s) +
∑
i∈V˜s
c(r, i) + c(0, s) +
∑
i∈V˜s
c(0, i) +
∑
i∈V˜r,j∈V˜s
c(i, j)
=
∑
i∈V˜r
f+i +
∑
i∈V˜s
f−i + f
+
0 +
∑
i∈V˜s
λ1 +
∑
i∈V˜r,j∈V˜s
λ2
=
∑
i∈V˜r
f+i +
∑
i∈V˜s
f−i + f
+
0 + kλ1 + k(m− k)λ2. (20)
Therefore, since f1 ≥ f2 ≥ · · · ≥ fm, C(Vr, Vs) is bounded by
C(Vr, Vs) ≥
m∑
i=k+1
f+i +
k∑
i=1
f−i + f
−
0 + (m− k)λ1 + k(m− k)λ2, (21)
from (19) and
C(Vr, Vs) ≥
m∑
i=k+1
f+i +
k∑
i=1
f−i + f
+
0 + kλ1 + k(m− k)λ2, (22)
from (20). The equalities in both (21) and (22) hold when V˜s = {1, . . . , k} and V˜r = {k+1, . . . ,m}.
Thus, C(Vr, Vs) ≥
∑m
i=0 f
+
i =
∑m
i=0 f
−
i for any cut if and only if (6) and (7) hold, completing the
proof.
Corollary 1 is derived from Theorem 1 as follows.
proof of Corollary 1. By taking λ1 = 0 in Theorem 1, the equation (5) reduces to (8) and the
inequality (6) reduces to (9). Furthermore, combining the inequalities (6) for k = m and (7) for
k = 0, we obtain
∑m
j=1 fj = 0. Then, the inequality (7) for k = 1, . . . ,m− 1 holds because
m∑
j=k+1
fj =
m∑
j=1
fj −
k∑
j=1
fj = −
k∑
j=1
fj ≥ −λ2k(m− k),
from (9), completing the proof.
B Proof of Theorem 2
This section provide a proof of Theorem 2. For the proof of Theorem 2, we introduce the following
flow network G = {(V,E), c, r, s} defined differently from that in Theorem 1.
Vertices: Define the vertices by V = U ∪W ∪{r, s} where U = {u1, . . . , um} andW = {wij ; 1 ≤
i < j ≤ m}.
Edges: Define the edges by E = {(r, ui); i = 1, . . . ,m} ∪ {(ui, s); i = 1, . . . ,m} ∪
{(ui, wjk); i ∈ {j, k}, 1 ≤ j < k ≤ m} ∪ {(wij , s); 1 ≤ i < j ≤ m}.
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Capacities: Define the capacities on the edges in E by
c(r, ui) = |fi|, i = 1, . . . ,m,
c(ui, s) = λi0, i = 1, . . . ,m,
c(ui, wij) = c(uj , wij) = λij , 1 ≤ i < j ≤ m,
c(wij , s) = λij , 1 ≤ i < j ≤ m,
and, for convenience, c(v, v′) = 0 if (v, v′) /∈ E but (v′, v) ∈ E.
Then, we obtain the following lemma relating the condition (15) to the maximum flow problem on
G = {(V,E), c, r, s}.
Lemma 2. There exist ξi0 ∈ [−λi0, λi0] and ξij , ξji ∈ [−λij , λij ] such that |ξij |+ |ξji| ≤ λij and
fi + ξi0 +
∑
j∈{1,...,m}\{i}
ξij = 0, i = 1, . . . ,m, (23)
if the maximum value of a flow through r to s on G = {(V,E), c, r, s} is∑mi=1 |fi|.
proof. Let τij and τji denote the flows from ui and uj to wij , respectively, bounded by 0 ≤ τij , τji ≤
λij from their capacity constraints. Then, from the flow conservation at wij , the flow from wij to
the sink s must be τij + τji, which is also bounded by 0 ≤ τij + τji ≤ λij . We also denote by
τi0 a flow from ui to s, bounded by 0 ≤ τi0 ≤ λi0 from its capacity constraint. From the capacity
constraint, the value of a flow cannot be more than
∑m
i=1 |fi|, which is attained if and only if the
flows from the source r to ui is |fi| for all ui ∈ U and hence, from the flow conservation at ui ∈ U ,
−|fi|+ τi0 +
∑
j∈{1,...,m}\{i} τij = 0. If such a flow exist, (23) is satisfied by setting ξij = siτij
for i ∈ {1, . . . ,m}, j ∈ {0, . . . ,m} \ {i} where si = − sign(fi).
Note that the equation (23) appears in the subgradient equation within the fused group of zeros for
the weighted OSCAR problem with penalty terms
∑m
i=1 λi0|βi|+
∑
1≤i<j≤m λij max{|βi|, |βj |}.
We can use Lemma 2 to check the subgradient equation by seeking the maximum flow on the
corresponding flow network. However, in the weighted OSCAR problem, it is generally difficult to
find when the subgradient equation is violated as the regularization parameters grow. We can only
provide the explicit condition to check the violation of (5) for the ordinary OSCAR problem as in
Theorem 2, whose proof is provided as follows.
proof of Theorem 2. First, it is easy to verify that (15) implies (16) as follows:
m∑
i=k+1
|fi| ≤
m∑
i=k+1
|ξi0|+∑
j 6=i
|ξij |

=
m∑
i=k+1
|ξi0|+
∑
k+1≤i<j≤m
(|ξij |+ |ξji|) +
m∑
i=k+1
k∑
j=1
|ξij |
≤ λ1(m− k) + λ2 (m− k)(m− k − 1)
2
+ λ2k(m− k).
Consider the minimum cut problem on the same flow network G = {(V,E), c, r, s} where λi0 = λ1
and λij = λ2 for all i 6= j ∈ {1, . . . ,m}. Let Vr, Vs ⊂ V denote a cut of the graph such that
Vr ∪ Vs = V , Vr ∩ Vs = ∅, r ∈ Vr, s ∈ Vs. We also denote Ur = Vr ∩ U , Us = Vs ∩ U ,
Wr = Vr ∩W and Ws = Vs ∩W . From the max-flow min-cut theorem and Lemma 2, the minimum
capacity of a cut ofG = {(V,E), c, r, s} has to be just∑mi=1 |fi|. When Vr = {r} and Vs = V \{r},
the capacity of the cut attains
∑m
i=1 |fi|. Thus, it suffices to prove that capacity of any other cuts of
the graph cannot be less than
∑m
i=1 |fi| if (16) holds.
The capacity C(Vr, Vs) of the cut can be decomposed as follows:
C(Vr, Vs) =
∑
v∈Vr,v′∈Vs,(v,v′)∈E
c(v, v′)
=
∑
u∈Us
c(r, u) +
∑
u∈Ur
c(u, s) +
∑
u∈Ur,w∈Ws,(u,w)∈E
c(u,w) +
∑
w∈Wr
c(w, s). (24)
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Since |f1| ≤ |f2| ≤ · · · ≤ |fm|, the first and second terms in (24) are bounded by∑
u∈Us
c(r, u) +
∑
u∈Ur
c(u, s) ≥
k∑
i=1
|fi|+ λ1(m− k),
where k is the cardinality of Us. To bound the rest terms in (24), let C(Vr, Vs;wij) denote the
capacity of the cut within the edges including wij formulated as follows:
C(Vr, Vs;wij) =
{
c(wij , s) if wij ∈Wr,∑
u∈{ui,uj}∩Ur c(u,wij) if wij ∈Ws.
Then, the third and fourth terms in (24) are represented by
∑
u∈Ur,w∈Ws,(u,w)∈E c(u,w) +∑
w∈Wr c(w, s) =
∑
w∈W C(Vr, Vs;w). Furthermore, C(Vr, Vs;wij) can be evaluated as follows:
(i) If ui, uj ∈ Ur, we have
C(Vr, Vs;wij) =
{
λ2 if wij ∈Wr,
2λ2 if wij ∈Ws.
(ii) If ui, uj ∈ Us, we have
C(Vr, Vs;wij) =
{
λ2 if wij ∈Wr,
0 if wij ∈Ws.
(iii) Otherwise, we have C(Vr, Vs;wij) = λ2 whichever wij ∈Wr or wij ∈Ws.
Thus, since we have (m−k)(m−k−1)2 ,
k(k+1)
2 and k(m − k) cases for (i), (ii) and (iii), respectively,
the capacity C(Vr, Vs) of the cut is bounded by
C(Vr, Vs) ≥
k∑
i=1
|fi|+ λ1(m− k) + λ2 (m− k)(m− k − 1)
2
+ λ2k(m− k),
where the equality holds when we set, for example, Us = {u1, . . . , uk} and Ws = {wij ; 1 ≤ i <
j ≤ k}. Therefore, C(Vr, Vs) ≥
∑m
i=1 |fi| for any cut if (16) holds, completing the proof.
C Complexity of the path algorithms
The total computational cost of our path algorithms for clustered Lasso and OSCAR is O(np2 +
(Tfuse + Tsplit)np+ Tswitchn) time where Tfuse, Tsplit and Tswitch are the numbers of iterations in which
fusing, splitting and switching events occur, respectively. The first term O(np2) is required to obtain
the initial solution β(0) = (X>X)−1X>y. In the following subsections, we derive the complexity
per iteration for each event type.
C.1 Complexity per iteration for fusing/splitting events
In this subsection, we discuss the complexity of the iteration where a fusing/splitting event occurs.
More specifically, we evaluate the computational cost of updating G, βG , XG , o(·), [(XG−0)>XG−0]−1,
dβG
dη and
dβ
dη by the fusion/split of the groups and then calculating the next timings of the events.
First, we focus on the update of [(XG−0)
>XG−0]
−1 where a few columns in XG−0 are replaced by a
fusing/splitting event. When the set G of fused groups is changed into G˜ by a fusing/splitting event,
let XG = [X(1), X(2)] and X G˜ = [X(1), X˜(2)] denote the grouped design matrices sharing some
columnsX(1) ∈ Rn×p(1) but having different onesX(2) ∈ Rn×p(2) and X˜(2) ∈ Rn×p˜(2) , respectively.
We can permute the columns of XG and X G˜ to apply those notations and recover their original orders
after the update. Note that, because at most two groups are involved in a fusing/splitting event, the
number of columns replaced by a fusing/splitting event cannot exceed two, that is, p(2), p˜(2) ≤ 2.
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Moreover, because we assume n ≥ p and rank (X) = p, we have n > p(1) and the inverse of
(XG−0)
>XG−0 always exists.
Then, we can update Z = [(XG−0)
>XG−0]
−1 into Z˜ = [(X G˜−0)
>X G˜−0]
−1 by using the following
lemma:
Lemma 3. Given X1, X2, X˜2 and Z = [(XG−0)>X
G
−0]
−1 decomposed in a block matrix
Z =
[
Z11 Z12
Z21 Z22
]
,
with Z11 ∈ Rp(1)×p(1) , Z12 = Z>21 ∈ Rp(1)×p(2) and Z22 ∈ Rp(2)×p(2) . Then, Z˜ = [(X G˜−0)>X G˜−0]−1
is obtained by
Z˜ =
[
U + UVWV >U −UVW
−WV >U W
]
, (25)
where U = Z11 − Z12Z−122 Z21, V = X>(1)X˜(2) and W = (X˜>(2)X˜(2) − V >UV )−1. Moreover, the
computation of (25) requires O(np(1)) time.
proof. From block matrix inversion of Z˜ = [(X G˜−0)
>X G˜−0]
−1 = ([X(1), X˜(2)]>[X(1), X˜(2)])−1, we
yield
Z˜ =
[
A V
V > D
]−1
=
[
A−1 +A−1V S−1V >A−1 −A−1V S−1
−S−1V >A−1 S−1
]
, (26)
whereA = X>(1)X(1), V = X
>
(1)X˜(2), D = X˜
>
(2)X˜(2) and S = D−V >A−1V . Since we also obtain
A = X>(1)X(1) = (Z11 − Z12Z−122 Z21)−1 from block matrix inversion of Z = [(XG−0)>XG−0]−1 =
([X(1), X(2)]
>[X(1), X(2)])−1, we yield (25) by substituting U = A−1 and W = S−1 into (26).
Using p(2), p˜(2) ≤ 2, U , V and W can be obtained in O(p2(1)) time, O(np(1)) time and O(p2(1)) time,
respectively. Therefore, because n > p(1), the computation of Z˜ requires O(np(1)) time.
From Lemma 3, [(XG−0)
>XG−0]
−1 can be updated in O(n|G|) time where |G| is the number of fused
groups which is equal to the number of columns in XG . Moreover, because n ≥ p, the complexity
of updating the other variables G, βG , XG , o(·), dβGdη and dβdη is no more than that of updating
[(XG−0)
>XG−0]
−1. Thus, updating those variables when a fusing/splitting event occurs requires
O(n|G|) time.
After updating those variables, the computational cost to calculate the next timings of events
∆fuseg ,∆
split
g,k and ∆
switch
k is evaluated as follows:
• All the timings of fusing events ∆fuseg can be obtained in O(|G|) time.
• To obtain the timings of splitting/switching events, we need to calculate XGβG and XG dβGdη
which requires O(n|G|) time. Then, given XGβG and XG dβGdη , each timing of split-
ting/switching events can be obtained in O(n) time. Thus, the computation of all the
timings of splitting events ∆splitg,k and switching events ∆
switch
k requires O(np) time.
Above all, it requires O(np) time to update all the variables and the next timings of events for a
fusing/splitting event.
C.2 Complexity per iteration for switching events
Next, we discuss the complexity of the iteration where a switching event occurs.
When the switching event which swaps the indices assigned to o(k) and o(k + 1) in a group Gg
occurs, the other variables G, βG , XG , [(XG−0)>XG−0]−1, dβ
G
dη and
dβ
dη than o(k) and o(k + 1) are
preserved as before the event. As for the next timings of events, we need to calculate the following
ones by their definition using xo(k), xo(k+1), xo(g,k) and xo(g,k) updated in the switching event.
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• ∆splitg,k and, for g = 0 in clustered Lasso, ∆splitg,−k.
• ∆switchk−1 , ∆switchk and ∆switchk+1 .
Each of them can be obtained in O(n) time. The remainder of the next timings of events can be
updated by only subtracting the step size ∆switchk of the current switching event from them, which
only requires O(p) time.
Thus, it requires O(n) time to update the variables and the next timings of events for a switching
event of a pair of indices. Similarly, the computation for the switching event which flips the sign of
s1 in OSCAR also requires O(n).
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