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ABSTRACT 
 
Measuring pavement roughness has been an important practice for transportation 
agencies for many years now.  Commonly, this measurement is recorded as International 
Roughness Index (IRI) and is collected via a data collection vehicle (DCV) using a combination 
of lasers, accelerometers, and a distance measuring device.  Unfortunately, this practice is cost-
prohibitive to conduct on an annual basis.  However, recent studies have examined the use of 
low-cost equipment, such as smartphones, to capture the same data and then analyze that data 
with in-house software.  One of the primary goals with this new method is to engineer the 
capability to crowdsource roadway roughness data collection.  This would allow asset managers 
to have current, and potentially real-time roughness data from which strategic decisions can be 
made.  The challenge with this transition is to correlate roughness data collected from different 
sized vehicles, going different speeds, and operating in different environments to the standard 
“golden car” model as used in standard IRI measurements.  This study builds off of previous 
work whereby a smartphone app was used to collect roughness data and then analyzed via an in-
house MATLAB script to produce accurate IRI measurements.  For this study, that same 
smartphone app and in-house software was used to analyze data collected from different sized 
vehicles travelling at different speeds.  These measurements were then compared to an official 
IRI measurement collected just a few months prior.  The results demonstrate clear and consistent 
sensitivity to those factors, thereby opening the door for calibration of the software to account for 
these variables.  To further demonstrate the potential for calibrating this roughness measurement 
method, a simple vehicle and speed calibration was achieved and validated with further testing.  
This study enables further research into expanding the crowdsourcing capability not only for 
highway roughness measurements, but potentially also for airfield roughness measurements. 
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CHAPTER 1:  
INTRODUCTION 
 
1.1 BACKGROUND AND MOTIVATION 
Pavement roughness is a staple in the measurements taken and used by asset managers to 
develop and prioritize repair and maintenance projects.  The importance of measuring pavement 
roughness and including it as a key performance indicator for asset managers is both intuitive 
and surprisingly valuable.  Everyone knows the feeling and frustration of riding on a rough road.  
And it is also intuitive that a road with extreme roughness can also be quite dangerous, especially 
at higher speeds.  However, most users and agencies may not be fully aware of the actual cost of 
driving on rougher pavements.  While several studies have been conducted to account for some 
of these costs, a thorough study conducted by Islam and Buttlar indicated that the average user 
cost can increase by more than 300 hundred dollars per year when operating a vehicle in a road 
network with high roughness (1).  The most commonly used measurement of road roughness 
worldwide is the International Roughness Index (IRI).  Instead of measuring the precise 
unevenness of a given pavement, the IRI parameter focuses on the vehicle response to pavement 
roughness.  This is standardized by using the quarter-car simulation at a speed of 50 mph (80 
km/hr).  This method of measuring pavement roughness is easily reproduced, transportable, and 
since it focuses on rider discomfort, it is very relevant to monitoring and targeting road 
maintenance to help optimize user experience (2).  Unfortunately, collecting IRI is generally an 
expensive endeavor.  According to the Mid-Atlantic Universities Transportation Center, annual 
costs for roughness data collection in Virginia typically exceed $1.8 million and may only be 
conducted once every five years for a given section of roadway (3).  This is due to the 
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sophisticated equipment needed to measure the pavement roughness as well as the sheer volume 
of pavement itself.  This forces transportation agencies and asset managers to make decisions 
often based on outdated data.  Additionally, IRI is typically not measured on city streets due to 
the frequent stopping of vehicles, which greatly decreases the accuracy of IRI measurements 
using conventional approaches.  Given these challenges, recent studies have begun to consider 
more cost-effective ways from which IRI may be obtained as well as increase the overall 
capability of obtaining IRI on different road sections in non-standard settings.  This study 
expands upon prior research that showcased the feasibility of measuring IRI using a relatively 
simple android based smartphone application to collect location and acceleration data and an in-
house MATLAB code to convert that data into an estimated IRI.  This study also explores the 
concepts behind using this simple and cost-effective technology in measuring pavement 
roughness for airports.   
1.2 RESEARCH OBJECTIVES 
The primary purpose of this study was to expand upon previous research conducted whereby 
a smartphone application was developed and tested to measure roadway pavement roughness in 
order to produce an IRI value that closely matched a reference IRI value obtained from an 
industry standard inertial profiler.  The intent is not to develop an entirely new system of 
roughness measurement to replace the existing, but rather to further develop this simple and cost-
effective method to supplement the existing methods with enough accuracy and reliability to be 
used by asset managers.  Specifically, this study’s objectives are as follows: 
• Test and analyze the effects of using a compact car on the estimated IRI by using the 
smartphone app 
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• Test and analyze the effects of using a small pickup truck on the estimated IRI by 
using the smartphone app 
• Test and analyze the effects of traveling at different speeds on the estimated IRI by 
using the smartphone app 
• Calibrate the in-house MATLAB script to account for the different vehicle 
suspension parameters to improve accuracy of the estimated IRI 
• Develop a simple and universal speed calibration to adjust the estimated IRI to more 
closely match the estimated IRI collected at the standard 50 mph 
1.3 ORGANIZATION OF THIS PAPER 
This paper is organized into seven chapters that present the research conducted to accomplish 
the aforementioned objectives.  A references section and an appendix with supplementary data 
can be found after Chapter 6.   The following is a brief description of Chapters 2-6: 
• Chapter 2: Measuring Pavement Roughness 
This chapter will provide a brief summary of how and why pavement roughness is 
measured with a particular focus on modern inertial profilers.  This chapter will 
also include a brief literature review in the area of cost-effective means of 
measuring pavement roughness.  Lastly, it will discuss the smartphone application 
used in this study. 
• Chapter 3: Methodology 
This chapter will discuss the study in more detail from the collection procedure, 
the test location, and the simple hardware and software arrangement used to 
collect the data.   
• Chapter 4: Results and Discussion 
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In this chapter, all of the results following the primary study will be explored.  
The data collection and analysis results from using the small car and small truck 
will be discussed first.  This will be followed by a quick observation to highlight 
the differences that individual smartphones can have in collecting data.  
Additionally, a closer look at the estimated IRI differences caused by small 
changes in speed will be discussed.  Lastly, a comprehensive look at the data and 
the implications of the aggregate results will be conducted.  
• Chapter 5: Code Calibration 
This chapter will focus on the attempt to calibrate the code to achieve more 
accurate results for each vehicle type and given travel speed.  The key parameters 
analyzed and calibrated as well as their results will be discussed.  A validation test 
to further analyze the results of the calibration methods will also be thoroughly 
examined. 
• Chapter 6: Conclusions and Recommendations 
This final chapter will highlight the conclusions and implications found in this 
study as well as suggest ways to advance the on-going research in this field of 
pavement analysis.  
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CHAPTER 2: 
MEASURING PAVEMENT ROUGHNESS 
 
2.1 PAVEMENT ROUGHNESS 
IRI is an index used by practitioners for pavement roughness grading.  The IRI is usually 
referenced by the units used to describe it in m/km or in/mi, which specifically allude to the 
perceived average rectified slope (ARS) of the pavement profile.  Sayer et al. describe it thusly, 
“The ARS measure is a ratio of the accumulated suspension motion of a vehicle (in, mm, etc.), 
divided by the distance travelled by the vehicle during the test (mi, km, etc.)” (4).  The IRI 
measurement is obtained computationally by an advanced algorithm using the quarter-car model 
as developed by Sayers et al. (5).  ASTM International provides a sample script to compute IRI 
from a longitudinal pavement profile in one of its pavement roughness measuring standards (6).  
Figure 1 below shows a simple illustration of the quarter-car simulation. 
 
Figure 1: Quarter-car Simulation Model (7) 
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Since the IRI was first tested and developed in Brazil in 1982, its use has become 
common across the United States (4).  According to the American Concrete Pavement 
Association (ACPA), the Federal Highway Administration (FHWA) has required state DOT’s to 
report pavement roughness using IRI since 1990 (7).  Furthermore, after the passing of the MAP-
21 legislation in 2012, states are now required to set performance goals for pavement condition 
on all national highway system roads (8).  As IRI is derived from the profile of the pavement, 
technology has consistently evolved to make measuring the profile faster and more efficient.  
While the rod and level method as described by ASTM E 1364 may be the most accurate method 
for obtaining the longitudinal profile, it is very labor intensive and time consuming (9).  Partly 
for these reasons and with the advance in technology, inertial profilers have taken center stage 
due to their ability to quickly measure the longitudinal pavement profile from which an IRI can 
be calculated.   This type of measurement device uses an accelerometer to establish a reference 
profile and then optical lasers to measure the distance from the reference profile to the actual 
pavement surface.  A distance measuring device is also used to determine the location of the 
given pavement irregularities.  Figure 2 illustrates this setup. 
 
Figure 2: Example of Inertial Profiler from a Data Collection Vehicle (2) 
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One of the major limitations of this type of measurement is its limitations in measuring 
pavements outside of the standard conditions (e.g. traveling at variable speeds).  A data 
collection vehicle (DCV) must be calibrated to adjust for that vehicle’s particular suspension 
system and equipment itself must be checked regularly to maintain accuracy.  Additionally, a 
major limitation is that this measurement is nearly impossible for local roads due to the slower 
travel speeds and the stop-and-go nature of the urban transportation environment.  Such 
movements tend to cause spikes in the perceived pavement profile.  Finally, as mentioned in the 
previous chapter, this type of pavement measurement is expensive, especially when considering 
the sheer volume of roadway pavement surfaces that can be inspected.   
 As will be explored in the next section, some research has been done to find alternate 
means of measuring pavement roughness to overcome some the aforementioned challenges.  
However, some of these methods still demand a large monetary investment to make these 
measurements and corresponding data analyses.  Given the expense of using modern precision 
equipment, more recent studies are being conducted to develop the capability of utilizing 
common devices, such as smartphones, to capture pavement roughness in order to achieve a 
reasonable and comparable measurement.  While accurate measurements are desired, the 
usefulness of an approximate measurement is apparent so long as they still fall within the 
roughness categories, as shown in Table 1, for use by policy makers. 
Table 1: Pavement Ride Quality Based on Roughness (10) 
IRI Rating (in/mi),  
by Highway Type 
Category Interstate Non-Interstate 
Very Good < 60 < 60 
Good 60-94 60-94 
Fair 95-119 95-170 
Poor 120-170 171-220 
Very Poor > 170 > 220 
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2.2 PREVIOUS STUDIES 
This study builds on previous research conducted at the University of Illinois, where the 
feasibility of using smartphones to measure IRI was confirmed using a simple android 
application and an in-house MATLAB script to convert the measured acceleration measurements 
into IRI (11).  The MATLAB script pulls the acceleration data from a spreadsheet, applies the 
appropriate filters and double integrates the filtered data to obtain displacement.  An inverse 
state-space model is used to obtain a perceived pavement profile.  Additionally, script using the 
quarter-car model was added to obtain an estimated IRI from the computed pavement profile in 
accordance with the ASTM standards.  The details of this script can be found in the final Ph.D. 
dissertation by Islam (12).  That study used a modern industrial inertial profiler for the control 
measurement while simultaneously using smartphones to collect acceleration data across 
different testing sites in order to make a direct comparison between the two different methods.  
The results of the study showed the measurements from the inertial profiler and the smartphone 
based application were very similar with only a few outliers.  These outliers, however, remained 
in the same roughness category as the data obtained from the inertial profiler and were often 
attributable to slight mis-matches in the geospatial segmenting between comparison groups.  The 
repeatability of the results from the smartphone application was also found to be high as the 
coefficient of variance (CV) was typically less than 15% with some sections being as low as 4% 
(13).  This test used a Honda CR-V as the DCV and travelled at the standard speed of 50 mph 
(80km/hr).   
 In another study conducted by Bridgelall et al. that focused on measuring ride quality by 
using connected vehicles found that with a consistent correlation between low-cost sensors and 
typical inertial profilers the margin of error between the two measurements significantly 
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diminish with an increase in repetitions (14).  While this study uses a different approach for 
measuring roughness with low cost technology, it is reasonable to expect that with more testing 
and repetitions using the methods developed by Islam et al., the measurements will become more 
consistent and a more accurate description of the roadway roughness can be achieved.  
Moreover, the study shows a consistent correlation between the proposed roughness 
measurement and IRI across multiple pavement sections with differing levels of roughness and at 
two different speeds (45 mph and 60 mph). This particular study certainly highlights the 
usefulness of using connected vehicles in capturing pavement roughness.  This approach could 
be applied to the pavement roughness techniques as discussed in this paper as a means to better 
integrate the bulk data into accurate and usable profiles whereby critical decisions can be made.  
However, one shortfall of this study is that it did not physically test the effect different sized 
vehicles will have on the collected acceleration data nor did it expand very far on the differences 
induced by varying speeds while collecting the data.  Chapter 4 of this paper will highlight the 
trends found in differing vehicle speeds and the vehicle size while collecting acceleration data. 
Subsequently, Chapter 5 will attempt to provide a reasonable solution to those challenges. 
 Other studies have shown that the use of big data can be used by transportation asset 
managers to make more cost-effective decisions.  While just a pilot project, a study conducted by 
Wang and Guo in conjunction with the World Bank under the Transit Corridor Improvement 
Project showed that by combining big data collected by commuters across numerous roads with 
previously existing roughness measurements, roadway roughness can be updated with somewhat 
accurate results (15).  While this study mentions the use of different vehicles and data collection 
conducted at different speeds, it does not elaborate on those findings.  The vehicle information 
provided concerning the vehicle types is limited to just the make.  The model and year is 
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unknown; therefore, no reasonable inference can be made about the weight or the type of 
suspension, which significantly influence the measured acceleration.  Information is provided 
concerning the placement of the smartphone for collecting reliable acceleration data.  It 
concludes that the phone, as expected, needs to be placed on a firm and stationary surface, such 
as the dashboard, in order to collect reliable information.  Most importantly, this study shows 
how big data can be used to make accurate measurements when a baseline measurement is 
known, and thus proving that crowdsourcing pavement roughness data collection, although less 
accurate than formal methods, can still be very useful and inexpensive for transportation 
agencies to make more informed roadway management decisions.   
2.3 SMARTPHONE APPLICATION 
Modern smartphones contain two components necessary for an inertial profiler, an 
accelerometer and a distance measuring device (e.g. GPS) (16).  Typically, these phones have a 
three-axis accelerometer that can be used to record the vehicle’s vertical acceleration due to 
bumps in the road.  In an effort to utilize this technology to measure a perceived pavement 
profile, an Android based smartphone application called “Roughness Capture” was developed by 
Applied Research Associates (ARA) in Champaign, Illinois.  This application collects 
acceleration data in all three directions, provides a time stamp, and GPS coordinates for every 
data point.  The user is able to specify the sampling rate as the number of milliseconds between 
each data point.  This can easily be translated into points per second and therefore be used to 
determine the physical distance between each data point given a speed.  The app was tested and 
validated by Islam et al. at the University of Illinois in 2014 (11).  Figures 3 and 4 illustrate the 
user interface of the Roughness Capture application.  
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Figure 3: Roughness Capture Settings Display 
 
Figure 4: Roughness Capture While Collecting Data 
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Following each test run, the app produces an ASCII text file from which the data can be 
extracted and further analyzed.  For this experiment, a simple Excel spreadsheet was used to sort 
and organize the data before being further analyzed using the in-house MATLAB script to 
calculate the estimated IRI.  The application can collect localization information either from the 
internal GPS or from a cellular network.  For the purposes of this study, and due to resource 
constraints, the localization data was collected via GPS only.  The measurement type may also 
be specified as acceleration only, gravity only, or gravity and acceleration.  The measurement 
type for this study was set as acceleration only.  This was consistent with what was done in the 
previous studies done by Islam et al.  This application does not automatically eliminate outliers 
in the data nor does it conduct any analysis.  The collection rate of the application is dependent 
on the capabilities of the phone.  The GPS sampling rate is usually limited to 1 Hz while the 
acceleration data sampling rate is limited to roughly 140 points per second.  
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CHAPTER 3: 
METHODOLOGY 
 
3.1 EXPERIMENT SETUP AND COLLECTION PROCEDURE 
The goal of this experiment was to build off of the findings of previous work done in 
developing the capability of using smartphones to measure IRI.  Specifically, this study aimed to 
identify the differences in the estimated IRI due to using a different sized vehicle (by weight) as 
well as traveling at different speeds.  Other minor factors were considered as well such as the 
ambient outdoor air temperature at the testing location, the time of day, the differences in relative 
roadway roughness, and the differences in data collected from different phones.  
 In order to observe and analyze the differences in the estimated IRI values caused by 
using a larger (heavier) vehicle, a 2002 Ford Ranger FX4 XLT (4.0 L SOHC engine, supercab) 
was chosen out of the desired increase in weight from the Honda CR-V as well as convenience.  
A 2005 Pontiac Sunfire was used as the smaller, lighter car as compared to the Honda CR-V.  
Due to resource constraints, only three different speeds were chosen to build enough data to 
record, analyze, and hopefully, calibrate the existing procedure to account for those differences 
caused by the change in travel speed.  Both vehicles were tested the same number of times for 
each set of conditions.  The test runs were conducted at three different speeds (+/-2 mph): 30 
mph (48 km/hr), 45 mph (72 km/hr), and 60 mph (97 km/hr) as is prescribed in ASTM E1082 
(17).  These speeds were chosen due to their common occurrence in normal traffic conditions, 
their equal differences in magnitude (15 mph), and it was inferred that the 45 mph speed would 
be close enough to the standard 50 mph so that the differences in IRI due to the vehicle 
specifications could be analyzed.  If those IRI differences were significant, then the speed 
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calibration would have to be achieved before calibrating for vehicle weight and suspension 
parameters.  
 In order to ensure continuity between a range of roughness values, two test sections were 
chosen based on their relative roadway roughness.  One was relatively smooth, while the other 
was relatively rough.  The details of these routes and location will be discussed in the next 
section.  A consistent and standardized collection procedure that closely resembled the ASTM 
standards for collecting pavement roughness with an inertial profiler was established to ensure 
good organization of the collected data (18).  It was decided that six iterations would be 
accomplished for each set of data collection conditions.  This would allow for an adequate 
number of repetitions to be averaged and used for further analysis.  Each complete set of 
iterations was also accomplished in the same way and same amount for each vehicle.  After the 
phones were setup (as will be explained in section 3.3) the app was left running until the entire 
“day’s” runs were completed.  For this experiment, a “run” was defined as each particular data 
set for a specific set of conditions (e.g. small truck, smooth route, 30 mph).  Each “day” was 
defined as a complete set of runs for a given vehicle.  Given three different speeds across two 
different routes, there was a total of six runs per day.  Each day, then, was effectively an iteration 
of the data collection, from which there would be six total iterations, or “days”.  Originally, each 
iteration was conducted only once per calendar day (thus the origination of the term).  However, 
in the interest of time, multiple iterations were run for a given calendar day.  The date and 
ambient air temperature was recorded each day to determine if any trends in the data could be 
correlated to the temperature in which the data was collected.  
 The order in which each run was conducted was the same.  The first, third, and fifth runs 
were conducted on the smooth route while the even runs were conducted over the rough route.  
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The first two runs were always at 30 mph, then 45 mph, and finally at 60 mph.  The data files 
collected from a day’s runs were saved with a name identifying that information.  For example, 
the data file for the first day’s run on a smooth route, going 30 mph with the small truck (Ford 
Ranger) was named ST_D1R1.  The data file for the small car travelling over the rough route 
going 60 mph for the fourth iteration would be named SC_D4R6.   
 Finally, the operator of the experiment would ensure the phones were in place and the 
application running before traversing the first test section.  A minute or two was always needed 
for the GPS location to be exacted and recorded as the app started.  The time stamp recorded by 
the app came from the phone itself.  Therefore, a separate watch was set to the same time, down 
to the second for accurate recording.  As the vehicle crossed the intersections that were 
designated as the start and stop location for each test section, the time was recorded so that the 
actual data points could be extracted from the data file.  
3.2 TEST LOCATION 
The experiment was conducted in Champaign County, IL just north of Rantoul.  Two 
county roads were chosen due to their relatively low traffic volumes and relative differences in 
pavement roughness.  County Highway (CH) 9 was considered to be the “smooth route” which 
had an IRI of 97 in/mi (1.53 m/km) and CH 23 was considered to be the “rough route” which had 
an IRI of 162 in/mi (2.55 m/km) across the test section.  Two-mile test sections were chosen for 
each roadway from which the data would be collected, analyzed, and compared.  The resulting 
IRI measurements were estimated for every 0.1 miles (0.16 km) and then averaged across the 
entire test section for comparison.  A mile was added to each end of the test section so that the 
proper speed could safely be achieved and set before the test section began and after it ended.  
The reference IRI values for these test sections were obtained via a data collection vehicle 
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(DCV) by ARA in the fall of 2015.  The data collection vehicle used was a 1997 Honda CRV 
with a wheelbase of 103 in (2.61 m) and a curb weight of 3200 lbs (1451 kg) (19).  The 
experiment using the other vehicles was conducted in May and June of 2016.  Figure 5, below, 
shows the test location as well as the direction of travel or every test run as described in the 
previous section.    
 
Figure 5: Test Location in Champaign County, IL 
3.3 HARDWARE AND SOFTWARE ARRANGEMENT 
For both vehicles traveling at the various speeds, the same app settings were applied and 
the same MATLAB script was utilized without manipulation in order to limit the factors 
influencing the results.  The data collection from the app was set to seven milliseconds per data 
point or approximately 142 data points per second.  While considering the speed of each run, the 
distance between each data point can thus be figured to be 3.70 in (9.4 cm), 5.56 in (14.1 cm), 
and 7.41 in (18.8 cm) for speeds of 30, 45, and 60 mph, respectively.  Furthermore, the 
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application settings were selected to record only the acceleration data and to produce a text file 
following each run.  In order to limit the chance for user error, the application was allowed to run 
nonstop for an entire “day’s” runs from which six separate files would later be extracted and 
analyzed.  For each test run, time was taken as the vehicle crossed the beginning and end of each 
test section so that the corresponding data in the output text file could be extracted, reduced, and 
analyzed for IRI computation.  Each test run for each speed across each test section was 
conducted six times to test the repeatability and to achieve a reasonable average.  Since the 
original research to validate the app and the recent actual IRI was collected using a Honda CR-V, 
a smaller car having a similar wheelbase but lower weight was chosen to test the difference 
caused by the vehicle’s weight (i.e. sprung mass).  Additionally, a small truck was chosen that 
had a higher vehicle weight and longer wheelbase in order to better develop the effect of vehicle 
weight.  Since the quarter-car model simplifies the vehicle response, the effect of the longer 
wheelbase is assumed to be minimal.  For each test run, the phones were placed in a commercial 
grade cell phone holder on the dashboard whereby the phones would remain stationary relative to 
the vehicle with the screens facing upward.  This position ensured an accurate measurement of 
acceleration in the “z” direction to capture the vehicle response to roadway roughness.  Figure 6, 
below, shows an example of this setup.   
One detail to note is the demand that the application has upon the battery of the 
cellphones.  Each day would take approximately an hour to complete, after which the battery 
would be significantly drained (more than 70%).  In order to complete multiple day’s runs in 
consecutive order, a car cellphone charger would have to be used to prevent the battery from 
being fully drained.  It is hoped that future cell phone applications would be less demanding as 
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data is collected.  Additionally, the text data files for each run ranged from approximately 15 MB 
to 30 MB in size.   
 
Figure 6: Android-based Smartphone Positioned on Vehicle Dashboard 
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CHAPTER 4: 
RESULTS AND DISCUSSION 
 
4.1 RESULTS USING A SMALL CAR 
The first vehicle tested was a 2005 Pontiac Sunfire.  This compact car has a wheelbase of 
104 in (2.64 m) and a curb weight of approximately 2,800 lbs (1270 kg) (20).  A Motorola Droid 
3 and a Samsung Galaxy S4 were used in these test runs to show the potential differences across 
different phone models.  For direct comparison between the official 2015 IRI of the roads and 
the estimated IRI obtained from the smartphone, only the Galaxy S4 was used.  This is true for 
both vehicles.  Figure 7 shows the average results obtained from the “small car” (Pontiac 
Sunfire) as compared to the reference IRI across the test section of CH 9 (smooth route).  Figure 
8 shows the same for CH 23.  Both figures have error bars indicating the average standard 
deviation for the six runs. 
 
Figure 7: Estimated IRI from Small Car Across Smooth Route 
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Figure 8: Estimated IRI from Small Car Across Rough Route 
While the error bars indicate that the estimated IRI ranged significantly between the 
maximum and minimum values for each test speed, a general trend can be seen as the estimated 
IRI drops considerably as the speed increases.  Being a smaller and lighter vehicle, it can 
reasonably be assumed that the suspension is also “softer” which can lead to the development of 
more outliers in the data (4), and thus causing the standard deviation to increase as well.  The 
standard deviation across each speed group also decreased as the speed was increased.  This is 
most likely due to the increased distance between the samples obtained by the phone app.  
Additionally, it was found that there was a slight error (approximately 2-5%) in the data 
collection rate.  Instead of the anticipated 142 points/second, the actual data collection rate was 
between 136-139 points/second for each run.  The missing data points appeared to be random as 
no trend was detected and since they were scattered throughout the data.  This small collection 
error may have slightly added to the differences in the computed IRI between the test runs.   
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Another important note to be observed from the data is that two of the three estimated IRI 
values were higher than the actual IRI for the smoother route as compared to the rougher route 
where only the estimated IRI value at the lowest speed was higher.  This may have been due to 
the rougher road having more bumps consistently across the test section as compared to the 
smooth section.  These differences between the two different routes were unexpected and 
generated more challenges for the calibration phase.   
4.2 RESULTS USING A SMALL TRUCK 
The second vehicle tested was a 2002 Ford Ranger and is henceforth referred to as the 
“small truck”.  This vehicle has a curb weight of approximately 3,600 lbs (1633 kg) and a 
wheelbase of 125.7 in (3.2 m) (21).  Similar trends can be found in the test runs conducted for 
the small truck as with the small car.  As the speed increased, the estimated IRI decreased as well 
as the standard deviation.  Also, the average standard deviation across the six test runs for each 
speed group were much smaller for this vehicle type implying more consistency between each 
test run.  This may be due to a different type of suspension and thus vehicle response to the 
pavement roughness.  Across both test sections, the estimated IRI for each speed category 
averaged lower than the actual IRI.  This result indicates that the increase in vehicle weight and 
corresponding “stiffer” suspension contributed to the decrease in estimated IRI.  The stiffer 
suspension (i.e. stronger dampening effect) also produced noticeably more consistent data.  
Other factors such as the increased wheelbase length may have slightly contributed to the 
vehicle’s response, but the golden-car model does not consider wheelbase in its calculation, 
therefore, it was not considered a factor in this study.   Figure 9 and Figure 10 show the results 
for the runs with the small truck.   
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Figure 9: Estimated IRI from Small Truck across Smooth Route 
  
 
Figure 10: Estimated IRI from Small Truck across Rough Route 
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4.3 IMPACT OF USING DIFFERENT PHONES 
Another aspect of this study was to conduct a simple comparison between the data 
gathered from two different phones.  Previous research has been done on this (12), but this 
simple test was conducted again for validation.  Figure 11 and Figure 12 below show the average 
results from runs made with the small car for both test sections.  The dotted black line shows the 
reference IRI value for each section.  The data obtained from the Motorola Droid 3 clearly 
demonstrations significantly higher values than the data obtained from the Galaxy S4 across both 
test sections.  It should be noted that in the previous studies by Islam et al., this same Motorola 
phone also produced results consistently higher than any other smartphone being tested.  This 
may be due in part to the older age of the Motorola and/or the heavier weight.  The cellphone 
holder for both phone was the same and exact position on the dashboard was alternated to test for 
differences, which none were found.  Regardless, the takeaway from this simple examination is 
to note that the average between the two phones is not grossly out of tune with the actual IRI.  
The trends remain consistent and with a little calibration, a large volume of aggregate data 
obtained from different types of phones can still produce reasonable and usable measurements.  
As the technology in smartphones continue to advance, it can be assumed that the accuracy and 
consistency of the accelerometers and GPS tracking will only continue to improve as observed 
by the two phones used in this study.  Additionally, the trends displayed in both data sets indicate 
that the effect of speed on IRI is consistent thereby giving great promise to the potential to 
calibrate the data in accordance with the speed with which it was collected.  
   
 
24 
 
 
Figure 11: Estimated IRI Comparison of Two Android-based Smartphones Across Smooth Route 
 
 
Figure 12: Estimated IRI Comparison of Two Android-based Smartphones Across Rough Route 
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4.4 REPEATABILITY OF RESULTS 
One of the primary results to be drawn from this study highlight the repeatability of these 
tests.  The next four tables below show the standard deviation (SD), the CV, the difference 
between the reference IRI and the average estimated IRI as well as the percent difference in 
those IRI values.  The SD and CV were relatively high for the small car due to the softer 
suspension across both test sections but were quite low for the small truck, indicating good 
repeatability.   
 
Table 2: Small Car Across CH 9 Roughness Data Collection Stats 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference  
(in/mi) 
IRI Difference  
(%) 
30 34 27% 31 32 
45 26 23% 16 16 
60 19 23% -11 -11 
 
Table 3: Small Car Across CH 23 Roughness Data Collection Stats 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference  
(in/mi) 
IRI Difference  
(%) 
30 45 24% 25 15 
45 27 18% -15 -9 
60 18 14% -30 -19 
 
Table 4: Small Truck Across CH 9 Roughness Data Collection Stats 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference  
(in/mi) 
IRI Difference  
(%) 
30 12 13% -2 -1 
45 9 11% -11 -7 
60 7 10% -26 -19 
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Table 5: Small Truck Across CH 23 Roughness Data Collection Stats 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference  
(in/mi) 
IRI Difference  
(%) 
30 13 9% -13 -8 
45 10 8% -34 -21 
60 2 2% -43 -27 
 
A simple one-way ANOVA statistical analysis was done for each data set where the 
vehicle, speed, and route are the same.  There were six repetitions conducted for each of the 
twelve different runs to make up each data set.  This statistical analysis was done to test the 
similarity in the average IRIs as computed for each 2-mile test section for each repetition.  In all 
but one data set (small truck – 60 mph – rough route), there was a significant statistical 
difference between the six repetitions.  A simple observation of the data indicated that typically 
only one or two runs within each set deviated from the main group of values.  This finding shows 
the significant effect that vehicle wander can have on collecting pavement roughness given all 
other conditions remain constant (with weather/temperature being relatively the same).  
However, the effect of vehicle wander can be overcome by collecting and averaging larger 
volumes of data.    
One important note to consider with these values is the 2-5% error found within the data 
collection itself as well as the effect of vehicle wander.  These inherent errors magnify the higher 
SD and CV values for the lower speeds and smoother pavement sections.  The test runs at the 
lower speeds included more data points and thus more missing data points with the collection 
error as well as more time for the vehicle operator to deviate from the exact same wheel path 
taken on previous runs (i.e. more wander).  The smoother test sections also have fewer and more 
inconsistent roughness features giving a higher probability for them to be missed with each run.  
While the difference in SD and CV between the two vehicles appears significant, the exact 
   
 
27 
 
reason for the difference is unknown.  It is very possible that the increased suspension 
dampening of the heavier vehicle aided in providing more consistency across the test runs.  As 
was previously noted in Chapter 2, Sayers et al describe the suspension characteristics of a 
vehicle as the single most important factor in measuring IRI (4).  A vehicle which has a softer 
suspension will oscillate longer than one with a stiffer suspension.  This increase in oscillation 
can magnify the perceived roughness in a road, thereby increasing estimated IRI measurements.  
Most notably, this produces more outliers in the data.  With that in mind, the increase in SD and 
CV of the small car is to be expected when the outliers are not excluded from the data set (as was 
done in this case).   
Despite these errors, the average CV across both vehicles is approximately 15% 
indicating adequate repeatability.  While more precision is desired and is possible, an exact 
degree of precision is not necessary given the inherent variability in IRI measurements as well as 
by the manner in which it is used.   
4.5 DIFFERENCES IN SMALL SPEEDS 
 One important observation made while collecting the roughness data with the small truck 
on the original runs was that the actual speed travelled was less than that indicated by the 
speedometer.  While most vehicles’ speedometers may not be very precise, the one in this case 
was consistently off by approximately 4 mph (6.4 km/hr).  This error was found by simply 
noticing the actual time measured for each test section.  For example, when traveling 30 mph, the 
time to cover each 2-mile test section should have been very nearly four minutes.  These initial 
runs were closer to 4:35 instead of the expected 4:00.  The same issue arose for the other runs 
being conducted at 45 and 60 mph as well.  A few seconds faster or slower would have been 
tolerated, but given the significant difference, it was determined that the six iterations for each 
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test run would need to be repeated travelling at the proper speed.  However, the data captured 
was still analyzed and used as a basis for comparison between slightly different speeds to 
highlight the effect that speed has on measuring pavement roughness.     
 The simple and similar statistical analysis was conducted for this set of data as that of the 
others.  The SD and CV were taken for each data set.  The average SD spanning all data sets was 
8 and the average CV for all data sets was 7%.  The minimum and maximum CV was 5% and 
11% respectively.  This indicated good repeatability and a good data set from which to further 
analyze and use for comparison.  Overall, the estimated IRI values were higher for this data set 
than those which were collected afterwards at a slightly higher speed.  This result was to be 
expected since the distance between data points would be less going slower.  For example, 
travelling at a speed of 26 mph and collecting data at 142 point/sec will lead to a 3.22 in/point.  
Recall from Section 3.3 that the distance between points at a speed of 30 mph will result in 3.70 
in/point.  That is approximately a half-inch difference between each data point from which more 
vertical acceleration could be captured.  Put another way, that’s a decrease of 13% in the distance 
between the data points.  The effect is diminished as the speed is increased.  There is only a 6% 
decrease in the distance between each data point when the speed is reduced from 60 mph to 56 
mph.  This corresponds to a lower difference in the estimated IRI.  Figure 13 and Figure 14 show 
the differences between the two data sets.  One will notice the trend as just described and 
explained by the difference in the distance between each data point.  The speed will also 
influence the wavelengths of the bumps as well, but the difference in the distance between points 
is believed to be the predominant factor in this case.  This trend is magnified on the rough route 
as compared to the smooth route due to the increase in vertical acceleration.  Both data sets were 
collected using the Galaxy S4 smartphone and using the same app settings.  The weather and the 
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ambient air temperature were similar enough to be non-factors in this comparison.  Therefore, 
aside from the differences in speed, all else is approximately equal. 
 
Figure 13: Average IRI Comparison Across Similar Speeds Using the Small Truck on CH 9 
 
Figure 14: Average IRI Comparison Across Similar Speeds Using the Small Truck on CH23 
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4.6 DATA AGGREGATION RESULTS 
 The previous sections have demonstrated the effect that different types of vehicles will 
have on roughness measurements as well as the effect that travel speed will have on the 
roughness measurement.  However, even without vehicle and speed calibration, this study 
produced promising results for using the bulk data to estimate the pavement roughness.  When 
the results from each vehicle traveling at all three speeds were compiled, averaged and then 
compared to the reference IRI, the outcome was quite surprising.  Specifically, the data used for 
this comparison was only that gathered from the Galaxy S4 and the data collected using the truck 
while travelling at slower speeds were left absent as well (inclusion would have resulted in 
higher averages).  The reference IRI along the smoother route was 97 in/mi (1.53 m/km) and the 
average of the bulk data produced an IRI of 96 in/mi (1.51 m/km) as shown in Table 6.  The 
reference IRI along the rougher route was 162 in/mi (2.55 m/km) and the average of the bulk 
data produced an IRI of 143 in/mi (2.25 m/km).  This is shown below in Table 7.  Even with a 
relatively small sample size (as compared to actual traffic levels) and without dismissing the 
outliers in the data, the results clearly indicate that by using a ‘big data’ approach, an estimated 
IRI can be calculated with reasonably accurate results.  Of course, the test sections used in this 
study were county roads whereby speeds and traffic levels are more consistent than on city 
streets.  In this case, the average driving speed is very near the standard 50 mph so a proper 
balance in the quantity of data collected at the various speeds was essential in providing an 
informative and reasonable comparison between the aggregate results and the reference data.  
The next step will be to increase the accuracy of measurements taken at varying speeds, such as 
that experienced driving on local city streets. The next section is dedicated to calibrating the 
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existing code and method to account for the different sized vehicles and the different travel 
speeds. 
Table 6: Aggregate IRI Results on CH 9 
Mile 
Marker 
2015 DCV 
IRI (in/mi) 
Small Truck Average IRI 
(in/mi) 
Small Car Average IRI 
(in/mi)  
30 mph 45 mph 60 mph 30 mph 45 mph 60 mph Average 
0.1 121 83 98 93 113 116 84 98 
0.2 120 72 65 51 86 103 71 75 
0.3 138 95 75 60 128 107 80 91 
0.4 124 77 62 57 109 95 78 79 
0.5 92 94 83 73 108 112 74 91 
0.6 96 92 78 54 118 98 67 85 
0.7 100 73 72 50 110 91 72 78 
0.8 97 92 92 85 108 114 93 97 
0.9 98 80 73 47 111 116 62 82 
1.0 88 87 97 72 117 117 89 96 
1.1 93 90 83 61 108 105 73 87 
1.2 76 96 89 74 138 109 81 98 
1.3 93 103 74 78 149 112 104 103 
1.4 76 104 97 84 132 111 87 103 
1.5 90 93 94 69 136 96 76 94 
1.6 92 87 79 82 133 115 90 98 
1.7 70 115 97 75 186 132 120 121 
1.8 102 130 98 74 160 125 104 115 
1.9 80 108 90 71 155 109 80 102 
2.0 92 122 112 100 159 165 136 132 
Average 97 95 86 70 128 112 86 96 
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Table 7: Aggregate IRI Results on CH 23 
Mile 
Marker  
2015 DCV 
IRI (in/mi) 
Small Truck Average IRI 
(in/mi) 
Small Car Average IRI 
(in/mi)  
30 mph 45 mph 60 mph 30 mph 45 mph 60 mph Average 
0.1 162 155 121 104 205 152 113 141 
0.2 222 165 137 102 205 127 115 142 
0.3 201 139 119 95 195 140 121 135 
0.4 174 157 128 134 224 186 162 165 
0.5 163 147 103 81 164 101 96 115 
0.6 137 152 141 152 191 164 146 158 
0.7 191 181 184 137 219 178 141 173 
0.8 172 159 166 178 217 197 205 187 
0.9 194 174 127 125 222 154 150 159 
1.0 151 115 102 89 156 136 105 117 
1.1 147 138 115 111 174 123 122 131 
1.2 132 135 119 127 153 118 126 130 
1.3 113 119 127 116 142 136 115 126 
1.4 99 166 154 149 227 172 150 170 
1.5 110 163 117 133 169 132 126 140 
1.6 159 127 119 102 181 138 124 132 
1.7 154 174 142 125 189 156 149 156 
1.8 178 127 109 98 148 131 103 119 
1.9 137 163 113 105 176 149 126 139 
2.0 240 126 121 115 175 144 134 136 
Average 162 149 128 119 186 147 131 143 
 
  
   
 
33 
 
CHAPTER 5: 
CODE CALIBRATION 
 
5.1 SPEED CALIBRATION 
The first goal in calibrating the data collection method was to create a relatively simple 
and straight forward mechanism to account for the differences in the travel speed at which the 
data was collected.  While modern inertial profilers may be more adaptable and forgiving when 
data is collected at different speeds, the first experiment of this study demonstrated the 
significant effect that speed has on the estimated IRI when collected using only an accelerometer 
within a modern smartphone.  Therefore, the purpose of calibrating for speed was to expand the 
capability of using this type of roughness measurement beyond that of county roads or only those 
sections that allow for regular travel at the IRI standard speed of 50 mph.  
 The first step in calibrating the analysis process for speed was to observe and analyze the 
differences in the estimated IRI in relation to the differences in the travel speed.  In the current 
method for computing the estimated IRI, the travel speed was one of the inputs for running the 
in-house MATLAB script to convert the acceleration data into IRI.  For this reason, (and in favor 
of simplicity) the speed calibration was designed to be applied as a shift factor following the 
initial IRI estimate.  For the purposes of this discussion, the results from the small truck are 
reported first.  
The average estimated IRI for the small truck across the smooth route was plotted against 
each respective speed as shown in Figure 15.  Consistent with previously observed trends, it 
shows a downward trend in the estimated IRI as the speed increases. This trend is not linear, 
however, as the resulting trend line equation shows in the figure. 
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Figure 15: Small Truck on CH9 Speed - IRI Comparison 
 
 
Figure 16: Small Truck on CH23 Speed - IRI Comparison 
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The average estimated IRI for the small truck across the rough route was plotted against 
each respective speed as shown above in Figure 16.  As expected, it shows a downward trend in 
the estimated IRI as the speed increases. Unlike the trend line as shown on the smooth route, the 
resulting trend line for this data set has a convex shaped curve.  This indicates that the slower 
speed has a relatively more significant effect on the estimated IRI than the higher speeds do.  The 
opposite is true for the smooth route as indicated by the concave shaped curve.  To further 
analyze the effects of speed, the estimated IRI measurements from both routes were averaged for 
each respective speed.  The results are shown below in Figure 17. 
 
Figure 17: Small Truck Combined Route Speed-IRI Comparison 
 
 The combined data results indicate a similar downward trend but in a linear fashion.  
While the trend line equation is not a perfect fit as indicated by the R2 value, its accuracy is more 
than adequate for the purposes of this study.  The small car results are discussed below. 
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Figure 18: Small Car on CH9 Speed-IRI Comparison 
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the combined route.  The data across the smooth route had concave curvature as shown above in 
Figure 18.  The results from the rough route show a convex curve (similar to that of the truck) as 
shown below in Figure 19.  Furthermore, when combined, the result is a more linear trend line 
highlighted on the following page in Figure 20.  While the exact trend line equations may not be 
the same, the similar shapes indicate that a common trend exists between the two different 
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Figure 19: Small Car on CH23 Speed-IRI Comparison 
 
 
Figure 20: Small Car Combined Route Speed-IRI Comparison 
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 The estimated IRI values for both the truck and the car were averaged respective of the 
speed and route that the data was collected.  Since the car and truck had similar trends, it was 
expected that the same trends would develop after combining the data for an average look.  As 
the next three figures show, the trends continue for the combined vehicle data as well. 
 
Figure 21: Both Vehicles on CH9 Speed-IRI Comparison 
 The smooth route data for both vehicles produced a negative trend line with a concave 
shaped curve as shown above in Figure 21.  Additionally, the averaged rough route data for both 
vehicles produced a negative trend line with a convex shaped curve as shown below in Figure 
22.  Finally, after averaging the smooth route and rough route data for both vehicles with respect 
to the speed, the resulting trend line also appears linear as it did for each individual vehicle.  As 
shown in Figure 23, the R2 value is 0.99 which indicates a very good fit. This demonstrates that a 
simple, universal solution can be found for both vehicle types as opposed to producing a speed 
calibration for each individual vehicle, thereby achieving the desired simplicity.  
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Figure 22: Both Vehicles on CH23 Speed-IRI Comparison 
 
 
Figure 23: Both Vehicles Combined Route Speed-IRI Comparison 
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Since the difference in the estimated IRI will vary depending on the relative roughness 
(i.e. the speed effect on the estimated IRI will be greater on rougher roads than on smoother 
roads), it was decided that a direct correlation equation could not be used.  Therefore, a 
correlation was established between the percent difference in IRI between the reference and the 
estimated and the actual difference in travel speed as measured from the standard 50 mph.  Using 
the combined vehicle and route averages, a speed-to-IRI correlation was developed.  An 
additional point was plotted that included the reference IRI at a speed of 50 mph.  Two 
alternatives were considered for developing the calibration equation.  The first was a simple 
linear equation and the second was a third order polynomial.  The first equation was more 
approximate with an R2 value of 0.985 while the second equation had an R2 value of 1.00, since 
by definition, a third order polynomial has just enough degrees of freedom to be perfectly fit to a 
data set containing four points. However, as shown in Figure 24, the trend line established by the 
third order polynomial creates an unreasonable estimate for the speeds beyond those that were 
tested.   
 
Figure 24: Speed - IRI Correlation Graph 
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 Additionally, the original goal of finding a practical and simple solution found the former 
alternative to be more attractive.  With an R2 value above 0.98, the linear equation alternative 
was sufficiently accurate for practical purposes which was the goal of this study.  For these 
reasons, the linear equation was chosen as the universal calibration equation.  The process for 
calibrating the estimated IRI for speed is a straightforward process as detailed below: 
1) 𝑎𝑎 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡𝑠𝑠𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠 (𝑚𝑚𝑠𝑠ℎ) 
2) 𝑏𝑏 = 𝑚𝑚𝑠𝑠𝑎𝑎𝑠𝑠𝑚𝑚𝑡𝑡𝑠𝑠𝑠𝑠 𝐼𝐼𝐼𝐼𝐼𝐼 ( 𝑖𝑖𝑖𝑖
𝑚𝑚𝑖𝑖
) 
3) 𝑥𝑥 = 𝑎𝑎 − 50 𝑚𝑚𝑠𝑠ℎ 
4) 𝑦𝑦 = −0.01𝑥𝑥 
5) 𝐼𝐼𝐼𝐼𝐼𝐼50 = 𝑏𝑏 − 𝑏𝑏𝑦𝑦 
Or more simply as one equation: 
𝐼𝐼𝐼𝐼𝐼𝐼50 = 𝐼𝐼𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐼𝐼𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ∗ (−0.01 ∗ (𝑇𝑇𝑡𝑡𝑎𝑎𝑡𝑡𝑠𝑠𝑡𝑡 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 50 𝑚𝑚𝑠𝑠ℎ)) 
As expected from the figures above, this speed calibration will adjust a measured IRI upwards if 
the travelled speed was above the standard 50 mph and downwards if below 50 mph.  While 
modern inertial profilers can measure roughness at speeds other than 50 mph, this speed was 
chosen since it was the speed at which the original tests and corresponding MATLAB script was 
written by Islam (12).  One limitation of this speed calibration is that it has not overcome the 
issue of variable speeds while collecting data.  The travelled speeds must remain near constant 
within a given analysis section in order to produce accurate results.  This challenge will be 
further discussed in the final chapter.   
The above equation was established using the United States Customary System units, and 
the same analysis was conducted using Metric units.  Figure 25 below shows the same graph as 
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above using Metric units instead.  The same process as described above was used here with the 
only differences being that instead of using 50 mph, it used 80 kmh, and instead of using the shift 
factor of -0.01 it used -0.006.  With a rounded R2 value of 0.98, that shift factor was considered 
sufficiently accurate as well. 
 
Figure 25: Speed - IRI Correlation Graph (Metric) 
 
 As a final test and summary of the speed calibration method used, the calibration 
equation was applied to the original data set and compared to the results without the speed 
calibration.  The goal was not to force the estimated IRI to match the reference IRI, but rather to 
bring the three different estimates for each vehicle across each route closer together despite the 
disparity caused by the differences in travel speeds.  Table 8 highlights the basic results and 
statistics for the estimated IRI values pre-and post-speed calibration. 
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Table 8: Pre/Post Speed Calibration Statistics 
Vehicle 
Type 
Statistical 
Category 
Pre-Speed Calibration Post-Speed Calibration 
CH 9 CH 23 CH 9 CH 23 
Small Car 
Avg IRI (in/mi) 109 155 101 144 
SD 21 28 6 5 
CV 20% 18% 6% 3% 
Small Truck 
Avg IRI (in/mi) 84 132 78 124 
SD 12 16 3 6 
CV 15% 12% 4% 5% 
  
The statistics used for this analysis was based on comparing the average estimated IRI 
values across the three different speeds and separated by each route and vehicle.  The highest CV 
across the three speeds was 20% before the speed calibration.  That was reduced to only 6% post 
the speed calibration.  The range of CV percentages using the speed calibration was 3-6% which 
provides good consistency for practical use.  To illustrate the point more precisely, the aggregate 
data tables have been reproduced below with an additional row added for the speed calibration.  
One will notice that the speed calibration ultimately reduces the aggregate average, bringing it 
further away from the reference IRI.  However, this was an expected result since two of the three 
test runs were conducted at speeds lower than 50 mph and thereby causing the estimated IRI to 
reduce.  Table 9 and Table 10 below show the results.  Again, it bears worth repeating, the goal 
of minimizing the effect of speed on measuring IRI was achieved with a fairly simple and 
straightforward process.  After the speed calibration was achieved, the study turned toward 
calibrating for each vehicle starting with the small car. 
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Table 9: Aggregate IRI Results on CH 9 With Speed Calibration 
Mile 
Marker 
2015 DCV 
IRI (in/mi) 
Small Truck Average IRI 
(in/mi) 
Small Car Average IRI 
(in/mi)  
30 mph 45 mph 60 mph 30 mph 45 mph 60 mph Average 
0.1 121 83 98 93 113 116 84 98 
0.2 120 72 65 51 86 103 71 75 
0.3 138 95 75 60 128 107 80 91 
0.4 124 77 62 57 109 95 78 79 
0.5 92 94 83 73 108 112 74 91 
0.6 96 92 78 54 118 98 67 85 
0.7 100 73 72 50 110 91 72 78 
0.8 97 92 92 85 108 114 93 97 
0.9 98 80 73 47 111 116 62 82 
1.0 88 87 97 72 117 117 89 96 
1.1 93 90 83 61 108 105 73 87 
1.2 76 96 89 74 138 109 81 98 
1.3 93 103 74 78 149 112 104 103 
1.4 76 104 97 84 132 111 87 103 
1.5 90 93 94 69 136 96 76 94 
1.6 92 87 79 82 133 115 90 98 
1.7 70 115 97 75 186 132 120 121 
1.8 102 130 98 74 160 125 104 115 
1.9 80 108 90 71 155 109 80 102 
2.0 92 122 112 100 159 165 136 132 
Average 97 95 86 70 128 112 86 96 
With Speed Calibration 76 81 78 103 107 95 90 
 
 
 
 
 
 
 
 
 
   
 
45 
 
Table 10: Aggregate IRI Results on CH 23 With Speed Calibration 
Mile 
Marker  
2015 DCV 
IRI (in/mi) 
Small Truck Average IRI 
(in/mi) 
Small Car Average IRI 
(in/mi)  
30 mph 45 mph 60 mph 30 mph 45 mph 60 mph Average 
0.1 162 155 121 104 205 152 113 141 
0.2 222 165 137 102 205 127 115 142 
0.3 201 139 119 95 195 140 121 135 
0.4 174 157 128 134 224 186 162 165 
0.5 163 147 103 81 164 101 96 115 
0.6 137 152 141 152 191 164 146 158 
0.7 191 181 184 137 219 178 141 173 
0.8 172 159 166 178 217 197 205 187 
0.9 194 174 127 125 222 154 150 159 
1.0 151 115 102 89 156 136 105 117 
1.1 147 138 115 111 174 123 122 131 
1.2 132 135 119 127 153 118 126 130 
1.3 113 119 127 116 142 136 115 126 
1.4 99 166 154 149 227 172 150 170 
1.5 110 163 117 133 169 132 126 140 
1.6 159 127 119 102 181 138 124 132 
1.7 154 174 142 125 189 156 149 156 
1.8 178 127 109 98 148 131 103 119 
1.9 137 163 113 105 176 149 126 139 
2.0 240 126 121 115 175 144 134 136 
Average 162 149 128 119 186 147 131 143 
With Speed Calibration 119 122 131 149 139 145 134 
 
5.2 VEHICLE CALIBRATION: SMALL CAR 
After achieving a universal speed calibration that works for both vehicles (and thus 
presumably most passenger vehicles) the next challenge was to address each vehicle’s 
suspension system and calibrate accordingly.  With that said, the part of the in-house analysis 
script that was focused on was the vehicle parameters for the inverse state-space model.  This 
was chosen since the IRI analysis portion must be set to the “golden car” standard and the filters 
would only be adjusted if absolutely necessary.  There were five parameters that account for the 
vehicle’s suspension system that were considered.  These were the sprung mass (m1), the 
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unsprung mass (m2), the suspension spring (k1), the tire spring (k2), and the suspension dashpot 
(c1).  The sprung mass could be accurately estimated based on the published curb weight and 
weight distribution of the vehicle.  The small car had a total curb weight of approximately 2,800 
pounds and a weight distribution of 63/37 toward the front of the vehicle (22).  After taking the 
appropriate percentage of vehicle’s weight in the front, it was divided by two in order to focus on 
one wheel like the quarter car model.  The front was chosen since the cellphone was placed 
toward the front of the vehicle.  Additionally, the units used in the state space model were SI, so 
the weight was converted into kilograms from pounds (m1 = 400 kg).  A modern vehicle’s 
suspension system is quite complex and varies considerably between each make and model.  For 
this reason, the remaining suspension parameters were considerably more difficult to find and 
estimate.  The unsprung mass (i.e., tires, rims, hub assemblies, axles, etc.) was estimated to be 
between 20-80 kg.   
The suspension spring parameter was estimated based on the simple assumption that a 
vehicle’s curb weight only causes the springs of the vehicle to compress a few inches (several 
centimeters).  Using Hooke’s law, a simple estimate was established by defining the force by 
multiplying the mass by the acceleration of gravity and then dividing that force by the estimated 
compression of the springs (23).  This is demonstrated below.  
𝐹𝐹 = 𝑚𝑚𝑎𝑎 = 400 𝑘𝑘𝑘𝑘 ∗ 9.81 𝑚𝑚
𝑠𝑠2
= 3924 𝑁𝑁 
Hooke’s law: 𝐹𝐹 = 𝑘𝑘𝑥𝑥  
whereby “k” will be the suspension spring constant and “x” will be the displacement caused by 
the vehicle’s own weight. This now becomes: 
3924 𝑁𝑁 = 𝑘𝑘 ∗ 0.1 𝑚𝑚 
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And solving for the spring constant gives: 
𝑘𝑘 = 39,240 𝑁𝑁/𝑚𝑚 
Since the 0.1 meter displacement is a broad assumption and given the inexact model of the 
inverse state-space model, the range of reasonable values for the suspension spring used for this 
study was 20,000-80,000 N/m for both vehicles.  The equation for the dampening coefficient is  
𝜁𝜁 = 𝑐𝑐1
2∗�𝑚𝑚1∗𝑘𝑘1
  (24) 
This was used to estimate and limit the dashpot parameter based on the estimated suspension 
spring and sprung mass.  The dampening coefficient of typical passenger vehicles ranges from 
0.200-0.400 according to Dr. Aisopoulos of the Institute of Thessaloniki (24) and 0.200-0.300 
according to Kaz Technologies (25).  Finally, the last parameter was the most difficult to 
estimate.  The tire spring constant can vary from vehicle to vehicle depending on the size and 
type of the tires, the weight put on the tires, the air pressure in the tires, etc.  In a study conducted 
by NASA in 1980, which tested much larger aircraft tires, it was found that aircraft tire spring 
constants can easily exceed 663,806 lb-ft (900 kN/m), and that the tire pressure was the most 
influential aspect in determining the spring constant as compared to the mass applied to the tire 
as well as other components (26).  That study tested tire pressures of at least 100 psi (689 kPa) 
and loads of at least 5000 lb (2268 kg), which is considerably more than the usual 30 psi (207 
kPa) and 900 lb (408 kg) loads on passenger car tires.  For that reason, the range developed for 
the tire spring parameter was between 50,000-300,000 N/m.  Additionally, that study showed 
that as the vertical load was increased while the tire pressure was held constant, the suspension 
spring increased.  With this in mind, it was expected that the tire spring would be lower in the car 
than the truck since the tires are normally a little smaller, inflated to a slightly lesser air pressure, 
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and support less weight than a larger truck tire.  By comparing the original test data to the 
reference data and aiming for values within the ranges mentioned above a trial and error method 
was used to find the vehicle suspension parameters most suitable for each vehicle.  It is 
important to note, however, that while the starting values and ranges for the suspension 
parameters are based on the aforementioned estimations, the inverse state-space model utilizes 
an approximate physical model of a vehicle, and therefore, the final values used may not 
represent precise estimates of the associated vehicle parameters.   
In performing the trial and error iterations, several trends were found amongst the 
parameters.  However, these trends were often short-lived due to the interplay between all five 
parameters.  Some very generalized trends did show that as both spring constants increase, the 
estimated IRI decreased.  Small (and reasonable) changes in the unsprung mass had no 
significant effect.  As the sprung mass increased, the estimated IRI usually increased slightly as 
well.  As the dashpot coefficient decreased, the estimated IRI increased.  These trends were 
generally true for both routes but having more influence on the rougher route.  The most 
interesting and perhaps influential parameter was the tire spring constant.  As this value dropped 
below 100,000 N/m, the maximum and minimum IRI values for a given run (by 0.1 mi section) 
were amplified, and was more pronounced as the suspension spring also increased.  This usually 
caused the estimates between the two routes to diverge (i.e. estimates for the smoother route 
decreased but increased for the rougher route).  However, this only held true for certain 
parameter combinations, and none of these trends proved to be linear for a significant range of 
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values.  Due to the amplification of the max/min values for a given route and run, the minimum 
tire spring constant was set to 50,000 N/m.   
The small car proved to be the most difficult to calibrate.  The reason for this was that the 
estimated IRI on the rough route was too low and the estimated IRI for the smooth route was too 
high.  Considering the estimates after the speed calibration, the estimated IRI for the smooth 
route ranged from 2 in/mi below the reference to 10 in/mi above the reference.  The goal for this 
section was to reduce these disparities by at least a few points.  The estimates for the rough route, 
however, were quite low.  After the speed calibration, the highest value was 149 in/mi and the 
lowest was 139 in/mi while the reference was 162 in/mi.  Therefore, the goal was to increase the 
estimated IRI by about 15 through calibration.  After several hundred iterations, a final set of 
parameters was chosen to appropriately calibrate the small car to match the reference IRI as 
closely as possible as shown below in Table 11.   
Table 11: Small Car Calibrated Vehicle Suspension Parameters 
Vehicle Parameter Original Value Final Value 
Sprung Mass, m1 420 kg 400 kg 
Unsprung Mass, m2 40 kg 80 kg 
Suspension Spring, k1  11,000 N/m 47,000 N/m 
Tire Spring, k2 200,000 N/m 60,000 N/m 
Dashpot, c1 1,400 N*s/m 2,600 N*s/m 
Dampening Coeff., ζ 0.326 0.272 
 
The calibration for the small car successfully lowered the estimated IRI values across the smooth 
route and increased them for the rough route.  The smooth route averages only decreased lightly, 
but the rough route increased significantly.  Figure 26 and Figure 27 show the estimated IRI after 
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the vehicle and speed calibration for each test section.  The error bars indicate the SD for each 
set of runs for the respective speed group. 
 
Figure 26: Estimated IRI from Small Car Across Smooth Route Post Calibration 
 
Figure 27: Estimated IRI from Small Car Across Rough Route Post Calibration 
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The basic collection statistics did not change significantly as far as the repeatability 
measures are concerned (i.e. the SD and CV).  The IRI difference did improve as previously 
mentioned.  Table 12 and Table 13 display these statistics following the vehicle calibration but 
without the speed calibration.  As shown below, the repeatability statistics remained higher than 
desired but remained within a reasonable range given the inclusion of data outliers.  
Table 12: Small Car Across CH 9 Roughness Data Collection Stats Post Calibration 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference 
(in/mi) 
IRI Difference  
% 
30  31 25% 28 29% 
45  23 23% 13 13% 
60 20 22% -10 -10% 
 
Table 13: Small Car Across CH 23 Roughness Data Collection Stats Post Calibration 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference 
(in/mi) 
IRI Difference 
 % 
30  45 23% 35 22% 
45  19 12% -5 -3% 
60  18 12% -16 -10% 
 
Finally, as a summary display of the results, Table 14 and Table 15 show a direct comparison 
between the estimated average IRI values (post speed calibration) between that analyzed with the 
base vehicle parameters and that with the calibrated vehicle parameters.  After applying the 
vehicle and speed calibration, the final estimated IRI had a difference of less than 5% from the 
reference IRI.  This is well within the range of practical use for asset managers.  
Table 14: Small Car Average Roughness Measurement Before Vehicle Calibration 
 Average IRI (in/mi)  
 30 mph 45 mph 60 mph Avg Reference 
Smooth Route 103 107 95 101.7 97 
Rough Route 149 139 145 144.3 162 
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Table 15: Small Car Average Roughness Measurement After Vehicle Calibration 
 Average IRI (in/mi)  
 30 mph 45 mph 60 mph Avg Reference 
Smooth Route 100 105 96 100.3 97 
Rough Route 153 149 161 154.3 162 
 
5.3 VEHICLE CALIBRATION: SMALL TRUCK 
The general approach taken to calibrate the analysis script for the small truck was the 
same as that for the small car.  After establishing a few goals and setting limits on the available 
parameters, a trial and error method was used to find the most appropriate values.  After 
observing the original test results, which were significantly below the reference roughness 
values, the goal was set to increase the roughness values for CH 23 by approximately 25% and 
for CH 9 by approximately 20%.  Since both routes’ roughness measurements needed to 
increase, this calibration proved to be more straightforward than that for the small car.  Using the 
same technique as for the Pontiac Sunfire, the sprung mass for the Ford Ranger was found to be 
approximately 487 kg (27).  The other four parameters were found using the trial and error 
method using the same range of values as that used for the car.  This was done to keep the values 
within a reasonable range of the expected value and with respect to the small car.  Table 16 
highlights the final calibrated values for the Ford Ranger.  
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Table 16: Small Truck Calibrated Vehicle Suspension Parameters 
Vehicle Parameter Original Value Final Value 
Sprung Mass, m1 420 kg 487 kg 
Unsprung Mass, m2 40 kg 60 kg 
Suspension Spring, k1  11,000 N/m 60,000 N/m 
Tire Spring, k2 200,000 N/m 80,000 N/m 
Dashpot, c1 1,400 N*s/m 2,400 N*s/m 
Dampening Coeff., ζ 0.326 0.222 
 
After running the calibrated script with the same acceleration data as used in the original 
analysis, the roughness values increased as expected.  The SD and CV values remained similar to 
the uncalibrated script except that they became more consistent between the three speeds.  Figure 
28 and Figure 29 highlight the results as compared to the reference IRI with the error bars 
showing the SD for each respective speed.   
 
Figure 28: Estimated IRI from Small Truck Across Smooth Route Post Calibration 
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Figure 29: Estimated IRI from Small Truck Across Rough Route Post Calibration 
To further highlight the results of the data analysis using the calibrated script, the basic collection 
statistics were also measured and recorded in the tables below.  Table 17 and Table 18 show 
these stats in the same manner as previously done for the small car and in the original analysis.  
The two figures above and the two tables below represent the values before the speed calibration.   
Table 17: Small Truck Across CH 9 Roughness Data Collection Stats Post Calibration 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference 
(in/mi) 
IRI Difference  
% 
30  13 11% 20 12% 
45  12 12% 4 2% 
60 10 11% -7 -4% 
 
Table 18: Small Truck Across CH 23 Roughness Data Collection Stats Post Calibration 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference 
(in/mi) 
IRI Difference  
% 
30  8 5% 22 14% 
45  8 5% 9 6% 
60 5 3% 4 2% 
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As a final summary display of the results, Table 19 and Table 20 show a direct comparison 
between the average IRI values (post speed calibration) between that analyzed with the original 
vehicle parameters and that with the calibrated vehicle parameters.  After applying the vehicle 
and speed calibration, the final estimated IRI for both routes had a difference of less than 2% 
from the reference IRI.  These results are very favorable for use by practitioners.  
Table 19: Small Truck Average Roughness Measurement Before Vehicle Calibration 
 Average IRI (in/mi)  
 30 mph 45 mph 60 mph Avg Reference 
Smooth Route 76 81 77 78.0 97 
Rough Route 119 122 131 124.0 162 
 
Table 20: Small Truck Average Roughness Measurement After Vehicle Calibration 
 Average IRI (in/mi)  
 30 mph 45 mph 60 mph Avg Reference 
Smooth Route 94 96 99 96.3 97 
Rough Route 147 163 182 164.0 162 
 
5.4 VALIDATION EXPERIMENT 
To further test and solidify the calibration results from the previous test, a validation 
experiment was setup and conducted.  Although the first test provided for ample data to be used 
for analysis and accurate calibration, a second experiment was accomplished for validation.  The 
experiment was setup similar to the first with only a few exceptions.  A different route with 
known and recent roughness was selected.  The same two vehicles were used again but with only 
the Galaxy S4 phone used to collect data.  Additionally, a Latin Square type experimental design 
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was used as the framework for the validation study, but with only a three-by-three square instead 
of the original six-by-six.  Table 21 shows this framework. 
Table 21: Latin Square Experimental Design for Validation 
 
Day 
Run 
1 2 3 
1 A C B 
2 B A C 
3 C B A 
 
Like the first test, each vehicle had its own square whereby the test route was traversed three 
times, each at a different speed.  The “run” represents one pass at a particular speed and the 
“day” represents a full set of runs.  This naming convention was chosen to be consistent with the 
original test and not to be an exact description.  For example, the term “day” would lead one to 
believe that the set of runs associated with that “day” were conducted on a different calendar day 
than the others.  However, in the interest of time and consistency, all three “days” were 
conducted in the same afternoon on the same calendar day.  Since only one 2-mile test section 
was chosen for the validation experiment, the term “run” can be synonymous with just the speed 
at which that particular data set was collected.  In the interest of data organization, the runs 
started with the slowest speed first and finished with the fastest for each vehicle. 
In order to validate the speed calibration, different test speeds were chosen for this test 
than the first.  The test speeds for each vehicle were 35 mph (A), 50 mph (B), and 65 mph (C).  
The standard 50 mph speed was chosen to provide a control speed to test the speed calibration 
while also providing a direct comparison for the vehicle calibration when compared to the 
reference IRI.  As previously mentioned, a southbound 2-mile test section along a Champaign 
county road was chosen for the validation test.  Figure 30 shows the location of the test site along 
CH 32 just northeast of the city of Rantoul.  
   
 
57 
 
 
Figure 30: Validation Test Route/Location along CH 32 
This test section was a flexible pavement and had been recently resurfaced in roughly the past 18 
months.  With that in mind, the expected change in the roughness was minor.  The reference IRI 
for this test section was 76 in/mi with very good consistency across each 0.1 mile segment.  
Furthermore, the phone was placed in the same position and with the same commercial holder as 
used in the first test.  While temperature and weather can influence the measured IRI, even by 
using this method based only on vertical acceleration, the exact effects are unknown and have 
not been narrowed down with this study.  However, in order to have more consistent data with 
minimal interference from minor factors such as weather and wander, the entire data set for each 
vehicle was collected on the same day within a few hours.   The following section discusses the 
results from the validation experiment.   
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5.5 VALIDATION RESULTS 
In general, the results from the validation test were very favorable for both vehicles.  
Starting with the small car, the average of the three iterations for each speed were 106 in/mi, 92 
in/mi, and 79 in/mi for the 35 mph, 50 mph, and 65 mph speeds, respectively.   These were all 
higher than the reference IRI but displayed the expected trend across the three speeds.  Figure 31 
shows these results along with the SD for each speed group as indicated by the error bars.  Upon 
visual inspection, the average of the three speeds resulted in a higher roughness value than the 
reference, but only slightly.  The error bars indicate a much closer spread across the three 
iterations for each speed than the runs conducted in the first experiment. 
 
Figure 31: Small Car on CH32 Validation Results 
The simple collection statistics used to determine the repeatability of the tests were much 
improved for the validation test than the first test.  These results are highlighted in Table 22.  An 
ANOVA analysis revealed that the three runs for each of the speed groups were statistically the 
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same.  The details can be found in the Appendix in Tables A-1 through A-3.  These 
improvements can be attributed to a few minor things but combine for a significant result.  First 
off, the entire set of runs was conducted on the same day, in fair weather, and within a few hours.  
This eliminates the difference caused by temperature and moisture.  Additionally, the operator 
was more practiced by this time and thereby reducing the amount of vehicle wander within the 
lane.  Lastly, the chosen route was significantly smoother and more consistent than the previous 
two routes which reduce the effects of the previous two factors.  
Table 22: Small Car Validation Test Statistics 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference 
(in/mi) 
IRI Difference  
% 
35  3 2% 30 40% 
50  3 4% 16 21% 
65 1 2% 3 4% 
 
The results of the small truck test were also favorable, but not as good as for the small car.  One 
minor note to make is that the small truck was run at 64 mph instead of 65 mph.  While this 
difference is small and likely insignificant, it is an important distinction to make to ensure that 
the test was conducted at +/- 1 mph of the speed listed.  Like the runs conducted with the small 
car, those with the small truck were all conducted on the same day and within a few hours.  The 
results for the truck were 89 in/mi, 80 in/mi, and 80 in/mi for the 35 mph, 50 mph, and 64 mph 
test runs, respectively.  The strong similarity between the 50 mph and the 64 mph averages was a 
surprise.  As with the small car and previous tests, it was expected that the faster speed would 
produce a lower estimated IRI value.  Upon closer observation, it was observed that on the 0.6 
and 1.6 mile segments, the estimated IRI was consistently higher than it was for the other speed 
groups.  Had those segments been more consistent with the other speeds, the overall roughness 
value would have been lower as expected.  While the reason for this significant bump for those 
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two segments is unclear, it is speculated that the types of roughness features measured here were 
magnified for the higher speed and the type of suspension used for the small truck.  Regardless 
of this slight anomaly, the overall average still came very close to the reference IRI and with 
good repeatability.  As with the results from the small car, an ANOVA analysis revealed that the 
runs for the 50 mph and 64 mph speed groups were statistically the same while the results for the 
35 mph speed group forced a rejection of the null hypothesis due to one run being slightly too 
different.  The details of ANOVA analysis can be found in the Appendix in Tables A-4 through 
A-6.  Figure 32, below, shows the results graphed against the reference IRI for direct 
comparison.  The error bars represent the SD for each speed group. 
 
Figure 32: Small Truck on CH32 Validation Results 
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The repeatability of the validation test was improved over the first test.  The reasons for this are 
figured to be the same as that for the small car.  Overall, the SD and CV remained below 10 and 
10%, respectively, as highlighted below in Table 23.   
Table 23: Small Truck Validation Test Statistics 
Speed 
(mph) 
SD 
 
CV 
 
IRI Difference 
(in/mi) 
IRI Difference  
% 
35  8 9% 13 17% 
50  4 6% 3 4% 
64 3 4% 4 5% 
As a summary of the results from the validation test, Table 24 lists the results for each 0.1 
mile segment with the speed calibration applied to the final average for each column.  While the 
average for each vehicle and both combined fell above that of the reference, these results are 
very favorable.  Since the pavement had experienced fatigue and many freeze/thaw cycles over 
the year plus since the resurfacing was conducted, it can be reasonably estimated that the current 
IRI will be slightly higher than that recorded in 2015 following the resurfacing.  Furthermore, 
small fatigue cracks were observed in the wheel paths which will have likely increased the 
measured roughness.  The final results validate the vehicle and speed calibration methods as 
previously described. 
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Table 24: Validation Test IRI Comparison Post Calibration 
Mile 
Marker 
2015 DCV 
IRI (in/mi) 
Small Truck Average IRI 
(in/mi) 
Small Car Average IRI 
(in/mi)  
35 mph 50 mph 64 mph 35 mph 50 mph 65 mph Average 
0.1 73 66 103 97 102 83 127 96 
0.2 74 128 94 79 117 90 104 102 
0.3 79 79 60 66 100 64 63 72 
0.4 73 97 80 72 107 81 69 85 
0.5 94 80 57 81 92 77 82 78 
0.6 77 94 99 124 120 90 106 105 
0.7 99 70 85 88 100 89 77 85 
0.8 75 117 80 81 122 96 82 96 
0.9 71 108 78 79 89 80 72 84 
1.0 76 103 66 72 105 95 72 85 
1.1 73 87 94 71 138 82 87 93 
1.2 63 86 55 83 108 77 66 79 
1.3 66 71 58 76 93 106 61 77 
1.4 69 101 82 89 105 118 55 92 
1.5 68 78 61 66 98 108 49 77 
1.6 68 74 84 125 105 123 115 104 
1.7 66 85 98 65 99 87 60 82 
1.8 66 68 98 55 86 86 51 74 
1.9 72 93 87 66 130 99 89 94 
2.0 118 92 74 71 103 117 89 91 
Average 76 89 80 80 106 92 79 88 
With Speed Calibration 76 80 92 90 92 91 87 
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CHAPTER 6: 
CONCLUSIONS AND RECOMMENDATIONS 
 
6.1 SUMMARY OF FINDINGS 
While this is an early study to detail the effects of vehicle size and speed on IRI 
measurement and subsequently develop calibration measures to adjust for the differences, several 
conclusive findings were obtained from the results.  The first and obvious conclusion is that the 
predicted IRI decreases with increasing speed.  While this has been observed in the past, this 
study has produced a very consistent trend, suggesting that software calibrations can be easily 
developed to account for this effect in a crowdsourcing scenario.  The difference in the estimated 
IRI using the methods as described above can be partly attributed to the longer spacing between 
data samples.  With the larger spacing between data points, more roughness features will be 
missed, giving a perceived smoother road profile and thus the need for a speed calibration factor.  
Secondly, the difference in the results varied considerably between the two vehicles.  For 
this comparison, special attention should be paid to the estimated IRI values produced at a speed 
of 45 mph (72 km/hr) since this is very nearly the standard 50 mph (80 km/hr) that was used by 
the DCV.  The difference in speed will cause a slight difference in IRI, but a clear comparison 
can still be made.  The small car showed higher IRI values for the smooth road but a lower 
average IRI for the rougher test section. Furthermore, the percent difference was much greater 
for the smooth road.  Given the gaps in the acceleration data caused by the sampling rate, it is 
expected that the rough test section will be comparatively lower since more bumps will be 
skipped in reference to the standard inertial profiler.  Despite the test limitations, it can be 
concluded that a heavier vehicle with a correspondingly stronger suspension will result in lower 
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estimated IRI values.  The small truck consistently had lower IRI values across both test sections 
and at all speeds.  Since the truck is approximately 800 lbs (364 kg) heavier than the small car 
and 400 lbs (182 kg) heavier than the original DCV, its results are consistent with those of the 
small car when compared to the actual IRI values collected by the DCV.   
The effect of the ambient air temperature was found to be inconclusive.  The date, time, 
and temperature were recorded for each test run but no consistent trends in the data appeared to 
correlate with these minor factors.  The most extreme difference in temperature was only about 
20 degrees Fahrenheit which may not be enough to cause a significant difference in the estimated 
IRI.  The effect of the weather was also inconclusive due to the presence of relatively good 
weather during the test runs.  No significant amount of rainfall occurred during or directly before 
any of the test runs that could have potentially influenced the perceived pavement profile. 
As with the overall intent of this study to further develop a low-cost but practical method 
for measuring pavement roughness, a simple and straightforward speed calibration was achieved 
based on the data collected.  This calibration was further tested in a validation experiment with 
the results verifying the calibration method.  Since a rough linear correlation was found between 
the speed and the percent difference of the estimated IRI to the reference IRI, a simple equation 
was used to shift the estimated IRI in relation to the speed travelled.  One limitation for this 
method is that the speed must still be constant for the duration of the data collection, and speeds 
at the extreme ends (less than 30 mph and more than 65 mph) could have more (or less) of an 
effect on the estimated IRI than what this calibration measure will account for.  However, this 
study does prove that a simple, universal, and practical speed calibration can be achieved to 
increase the accuracy of the data collected.   
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Lastly, a vehicle calibration was achieved by only adjusting a few parameters in the 
inverse state-space model.  While not necessarily precise to the vehicle’s actual suspension, the 
model parameters are within a reasonable range.  Since these parameters are a simplification of a 
vehicle’s suspension system, it is believed that they can be calibrated to meet the specifications 
of any typical passenger vehicle type.  Larger vehicles such as city busses may need to be further 
tested to expand this capability.  
As a final summary of the results of the study, Table 25 below, highlights the similarity 
and repeatability of the aggregate results for each route post calibration.  The SD and CV 
compare the estimated IRI for each vehicle at each speed (six total data points for each test 
section).  This shows how the calibration measures brought the significantly different average 
roughness measurements obtained by each vehicle travelling at different speeds into a very 
reasonable range for practical use.  Moreover, the final estimated IRI for each route as averaged 
from the calibrated aggregate data is very near to the reference IRI, most certainly within the 
same qualitative range for roughness (“Good”, “Fair”, etc.).  While greater accuracy may be 
achieved for the vehicle and speed calibration, this study shows that a simple and very cost 
effective approach can provide practitioners with a means to estimate roadway roughness with 
very reasonable accuracy and certainty.  
Table 25: Estimated IRI Results Summary 
Test Section Reference IRI 
(in/mi) 
Estimated IRI 
(in/mi) 
SD CV  
(%) 
CH 9 97  98  3.6 3.6 
CH 23 162  159  11.7 7.4 
CH 32 76  87  6.6 7.6 
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6.2 FUTURE RESEARCH 
The eventual goal following this research is to make accurate and widespread use of cost-
efficient methods such as this to capture pavement roughness.  This is counter to using more 
sophisticated and expensive technology that only exacerbates the challenge of adequate funding 
to measure and maintain the condition of roadway surfaces.  While this study shows that the 
accuracy of this method can be improved, it does demonstrate adequate precision for asset 
managers to make timely and cost-efficient decisions.  Increased accuracy and reliability is an 
important challenge to overcome, but more importantly, increased capability should be sought. 
With the ever-growing research into smart city infrastructure and data analytics, this 
method shows immense potential for widespread use either through public crowdsourcing or 
through government and commercial vehicles.  As previously demonstrated, the more roughness 
data captured and aggregated, the more accurate this method of measuring becomes.  Since it has 
been proven that a simple speed calibration and vehicle calibration can be obtained, it is 
foreseeable that a real-time speed and vehicle calibration can be achieved over a wider range of 
input scenarios whereby machine learning can continuously analyze the input data to map 
current pavement surface conditions in a given location.  Further research into expanding the 
capability of this method is warranted and encouraged.  
Another important research area of great potential is the use of this method for airfield 
pavements.  One such measurement for describing airfield pavement roughness is the Boeing 
Bump Index (BBI).  Similar to IRI, it uses the profile of a pavement surface as a basis for 
computing the applicable roughness measurements that are of concern for aircraft (28).  This 
method of using only an accelerometer and GPS to measure the vertical acceleration over a given 
length of pavement can also be applied to airfields (29).  The inverse state-space model would 
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need to be modified to better match the physical characteristics of aircraft instead of passenger 
cars, and the subsequent analysis would need to be adjusted for BBI as opposed to IRI.  
Alternatively, once the perceived pavement profile is measured, a data file could be extracted 
and input into the ProFAA software for BBI determination (30).  This method of measuring 
pavement roughness could be achieved by every aircraft traversing the airfield to provide real 
time and accurate roughness data for asset managers to use.  Like the passenger cars on the 
highway, this method may not provide as much accuracy as more sophisticated and current 
methods do, but it could provide reasonably accurate and reliable data to supplement the more 
expensive measurements thereby allowing a lower frequency of measurements and thus saving 
money.  Furthermore, it could supplement the more subjective reports as provided by pilots on 
the pavement condition.   
As new technology becomes available, it is tempting to jump to the next expensive tool in 
hopes of achieving greater precision.  However, as technology advances in some areas, it allows 
for simpler methods and approaches to be used in order to save time and money in a fiscally 
restrictive environment.  In this case, as data analytics continue to advance, the potential and 
viability for using more common and inexpensive means to collect the data significantly 
increases.  When one considers the very nature of using pavement roughness as a means to 
determine when maintenance and repair activities are required, one will recognize that extreme 
precision is not necessary, and that quantity and timeliness of data can be more important than 
the quality of the data when a minimum level of accuracy is achieved.  This method of 
measuring pavement roughness certainly has the potential to meet that need.    
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APPENDIX  
 
Table 26: ANOVA for Small Car on CH 32 at 35 mph 
Source of 
Variation SS df MS F P-value F crit 
Between 
Groups 279.0588 2 139.5294 0.319729 0.72764 3.158843 
Within Groups 24874.71 57 436.3985    
       
Total 25153.77 59         
 
Table 27: ANOVA for Small Car on CH 32 at 50 mph 
Source of 
Variation SS df MS F P-value F crit 
Between 
Groups 464.587 2 232.2935 0.405181 0.668762 3.158843 
Within Groups 32678.59 57 573.3086    
       
Total 33143.18 59         
 
Table 28: ANOVA for Small Car on CH 32 at 65 mph 
Source of 
Variation SS df MS F P-value F crit 
Between 
Groups 221.4414 2 110.7207 0.145526 0.864888 3.158843 
Within Groups 43367.44 57 760.8322    
       
Total 43588.88 59     
 
Table 29: ANOVA for Small Truck on CH 32 at 35 mph 
Source of 
Variation SS df MS F P-value F crit 
Between 
Groups 2896.486 2 1448.243 3.160674 0.049918 3.158843 
Within Groups 26117.8 57 458.207    
       
Total 29014.29 59         
 
 
   
 
71 
 
Table 30: ANOVA for Small Truck on CH 32 at 50 mph 
Source of 
Variation SS df MS F P-value F crit 
Between 
Groups 799.2086 2 399.6043 0.959464 0.389198 3.158843 
Within Groups 23739.77 57 416.4872    
       
Total 24538.98 59         
 
Table 31: ANOVA for Small Truck on CH 32 at 64 mph 
Source of 
Variation SS df MS F P-value F crit 
Between 
Groups 366.7157 2 183.3579 0.40295 0.670234 3.158843 
Within Groups 25937.21 57 455.0388    
       
Total 26303.93 59         
 
