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"Mesmo que eu twesse o dom da profecia, e conhecesse todos os mistérws e toda a 
czêncza; mesmo que eu tivesse toda a fé, a ponto de transportar montanhas, se não tiver 
amor, não sou nada. '' 
(1 Coríntios 13, 2) 
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Resumo 
O planejamento ambiental faz uso de Sistemas Espaciais de Apoio à Decisão ( Spatial 
Decision Support Systems- SDS$)) para resolução de problemas. Estes sistemas fornecem 
ambientes integrados que permitem aos usuários lidar com dados e modelos em tarefas de 
análise e simulação. Entretanto, eles geralmente provêm modelos genéricos que precisam 
ser especializados para adequar-se a situações particulares. Uma vez que este processo 
requer considerável esforço e perícia, é crucial permitir que os planejadores beneficiem-se 
de experiências de outros especialistas. 
O objetivo desta dissertação é desenvolver mecanismos para auxiliar especialistas de 
planejamento ambiental a solucionar problemas de forma incrementai. A solução aqui 
apresentada consiste em acoplar Raciocínio Baseado em Casos ( Case-Based Reasoning -
CBR) ao sistema espacial de apoio à decisão WOODSS ( WOrkfiOw-based spatial Deci-
sion Support System), desenvolvido no laboratório LIS do Instituto de Computação da 
UNICAMP. O sistema WOODSS interage com um Sistema de Informação Geográfica e 
provê facilidades para manipulação de modelos, documentando-os em termos de work-
fiows científicos. O foco deste trabalho é especificar e implementar novos módulos de 
armazenamento e recuperação de modelos para o WOODSS, utilizando técnicas de CBR. 
As principais contribuições desta pesquisa são: (a) o levantamento de requisitos para 
o uso de CBR para apoio à decisão no contexto ambiental; (b) o desenvolvimento de 
algoritmos para gerenciamento de modelos fundamentados em CBR; e (c) a extensão do 
sistema WOODSS, tornando-o mais efetivo para a resolução de problemas a partir de 
casos precedentes. 
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Abstract 
Environmental planning takes advantage of Spatial Decision Support Systems (SDSS) 
for problem solving. These softwares supply integrated frameworks which permit users 
to deal with data and models in analysis and simulation tasks. However, they usually 
provide generic models which need to be specialized to fit particular situations. Since this 
process requires considerable effort and expertise, it is crucial to allow planners to profit 
from others' experience. 
The goal of this dissertation isto develop mechanisms to help environmental planners 
to solve problems incrementally. The solution presented here consists in coupling Case-
based Reasoning (CBR) to the WOODSS spatial decision support system (\VOrkfiOw-
based spatial Decision Support System), developed at the LIS laborawry at the Institute 
of Computing, 'GNICAMP. WOODSS interacts with a Geographical Information System 
and provides model handling facilities, documenting them by means of scientific workfiows. 
The focus of this work is on specifying and implementing new model storing and retrieval 
modules for WOODSS, using CBR techniques. 
The main contributions of this research are: (a) requirement eliciting for using CBR 
in environmental decision support; (b) development of model management algorithms 
founded on CBR; and (c) extension of the WOODSS system, making it more suitable for 
problem solving from precedent cases. 
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Capítulo 1 
Introdução e Motivação 
Uma das áreas em que há grande demanda de soluções de apoio à decisão é o planejamento 
ambiental, que visa explorar racionalmente os recursos naturais [Fed93]. No contexto da 
agricultura, por exemplo, envolve determinar o que plantar, onde e quando plantar, como 
preparar a terra, que técnicas de controle de pragas utilizar e como realizar a irrigação. 
Em planejamento ambiental, os processos naturais são usualmente expressados através 
de modelos, que aproximam e simplificam a realidade, fornecendo uma representação 
mais estruturada dos fenômenos em estudo [Ste93] . A tomada de decisão neste domínio 
é inerentemente complexa pois os dados são tipicamente espaço-temporais e requerem 
um tratamento especial, desde esquemas de armazenamento e operadores específicos até 
mecanismos de apresentação e análise [DG90, Sno86]. 
Sistemas Ambientais de Apoio à Decisão ( Envíronmental Decision Support Systems 
- EDSS) e Sistemas Espaciais de Apoio à Decisão (Spatial Decísion Support Systems -
SDSS) são ferramentas que fornecem interfaces e pacotes específicos de software que faci-
litam a interação do usuário com modelos de análise e dados para gerar e avaliar soluções 
alternativas nos domínios ambiental e espacial [RY97, CWP95, Den9l, SW89]. Geral-
mente, EDSS e SDSS utilizam Sistemas de Informação Geográfica (SIG) para executar 
tarefas de gerenciamento e análise de dados espaciais [RY97, Kee97]. SIG são sistemas de 
informação que permitem coletar, armazenar e recuperar informações baseadas em sua lo-
calização espacial e explorar relações entre conjuntos de dados espaciais [Mag91 , CCH+96]. 
Um SDSS aplicado ao dominio ambiental pode ser considerado um EDSS; e será tratado 
neste texto como um SDSS ambiental. 
Um fator chave deste tipo de software é a sua habilidade em prover modelos de 
fenômenos ambientais. Embora SDSS ambientais sejam ferramentas úteis para a cons-
t rução de soluções no planejamento ambiental, eles oferecem, em geral, modelos genéricos 
que demandam um considerável esforço de utilização. A codificação de modelos ambien-
tais genéricos tende a ser pouco estruturada e insuficientemente documentada, dificultan-
1 
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do a colaboração e a troca de experiências entre grupos de especialistas e resultando em 
esforços repetidos. 
Uma proposta de solução para estes problemas é o sistema VVOODSS ( WOrkfiOw-based 
Spatial Decision Support System) [Sef98, SMRY99L um SDSS ambiental em desenvolvi-
mento no LIS-IC/ UNICAMP. O WOODSS interage com um SIG e oferece mecanismos 
para a manipulação de modelos, documentados sob a forma de um tipo específico de 
workfiow: o workflow científico [vVWVM96, \iVVMP98]. Estes modelos são armazenados 
em um banco de modelos para serem reutilizados total ou parcialmente em situações sub-
seqüentes, evitando gastar tempo e recursos com a construção de soluções redundantes. 
O WOODSS constitui assim uma base para a construção de um ambiente computacional 
para apoio à decisão no contexto ambientaL 
Contudo, problemas ambientais em geral envolvem um conjunto de restrições comple-
xas, dificultando a identificação dos modelos mais adequados para as diferentes situações 
encontradas. Desta forma é preciso oferecer ao responsável pela tomada de decJtsão me-
canismos que auxiliem na escolha dos modelos corretos. Esta dissertação está voltada a 
estender o WOODSS com ferramentas que permitam aos usuários recuperar os modelos 
relevantes para solucionar seus problemas. Estas ferramentas são baseadas na noção de 
Raciocínio Baseado em Casos ( Case-Based Reasoning - CBR) . 
CBR é uma técnica de inteligência artificial que consiste em construir soluções base-
ando-se em soluções para problemas similares. Mais especificamente, o ciclo de processa-
mento de CBR consiste em: (1) recuperar os casos mais similares ao caso de entrada; (2) 
reutilizar a solução do caso recuperado, adequando-a para a nova situação; (3) revisar a 
solução gerada; e (4) reter o novo caso em um banco de casos, para posterior reutilização. 
Est a dissertação concentra-se em acoplar CBR ao \VOODSS visando permitir a cons-
trução de soluções de forma incrementai , através da combinação de soluções pré-existentes 
para problemas semelhantes, para o caso de aplicações agro-ambientais. Nesta aborda-
gem, casos são instâncias de implementação de modelos ambientais em um SIG com um 
conjunto de metadados associado. 
O ponto de partida para o desenvolvimento do trabalho foi um estudo de famílias 
de problemas agro-ambientais, levantando os requisitos necessários para documentação e 
indexação de casos, visando antecipar reutilizações futuras e possibilitar a identificação 
de semelhanças entre situações. Com base nestes requisitos foi proposto um esquema 
de análise de similaridade entre casos, que diferencia as características dos casos em dois 
níveis: os seus objetivos e as suas restrições a estes objetivos. Estas características são ma-
terializadas em descritores de indexação dos tipos palavras-chave e predicados, formados 
por valores numéricos e textuais. 
A partir do esquema de análise de similaridade proposto foram desenvolvidos algorit-
mos, baseados em CBR, de recuperação e retenção de casos para o \VOODSS. O VvO-
3 
ODSS foi completamente recodificado para incorporar estes algoritmos e tornar-se mais 
aberto a expansões futuras. Esta nova versão do WOODSS possibilita uma recuperação 
mais precisa, facilitando a identificação dos casos mais relevantes para um novo processo 
decisório. 
A originalidade desta pesquisa reside nos seguintes aspectos: (1) a abordagem aqui 
adotada visa assistir o usuário na tarefa de construção de modelos ambientais e não 
envolve a utilização de modelos definidos formalmente, como em outras aplicações; (2) o 
domínio enfocado é muito mais abrangente do que os sistemas inteligentes em geral, o que 
dificulta a determinação de regras de similaridade; e (3) existem pouquíssimos trabalhos 
que combinam as tecnologias aqui utilizadas (CBR, SIG e bancos de dados) para apoio à 
decisão no domínio agro-ambiental. 
As principais contribuições desta dissertação são: 
• Levantamento das pré-condições necessárias para a aplicação de CBR para apoio à 
decisão no contexto ambiental, acoplando este conceito a SIG e bancos de dados; 
• Especificação de algoritmos de recuperação e retenção de casos utilizando uma nova 
proposta de análise de similaridade; e 
• Extensão do sistema \VOODSS, tornando-o mais efetivo para a manipulação de 
modelos, através do acoplamento de mecanismos baseados nestes algoritmos, per-
mitindo a resolução de problemas a partir de precedentes. 
O restante da dissertação está organizado da seguinte forma. O Capítulo 2 resume os 
principais conceitos necessários para o entendimento do texto, introduzindo o vVOODSS 
e realizando uma revisão bibliográfica sobre CBR. O Capítulo 3 apresenta a metodologia 
adotada para o estudo do problema e a descrição da proposta de acoplamento de CBR 
ao WOODSS nas tarefas de recuperação e armazenamento de modelos. O Capítulo 4 
discute alguns aspectos da implementação realizada no vVOODSS para permitir a inserção 
de CBR e para torná-lo mais aberto1 visando sua expansão paulatina. O Capítulo 5 
dá alguns exemplos de interação do usuário com o sistema em uma aplicação real do 
domínio de planejamento agrícola. Finalmente, o Capítulo 6 apresenta as conclusões e 
contribuições da dissertação, propondo algumas extensões ao modelo conceitual proposto 
e à implementação realizada. 
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Capítulo 2 
Conceitos básicos e revisão 
bibliográfica 
Este capítulo introduz os conceitos básicos ao entendimento desta dissertação. A seção 
2.1 apresenta o sistema WOODSS, desenvolvido no LIS-IC/ UNICAMP, que é a base para 
a implementação do mecanismo de recuperação de modelos ambientais propostos nesta 
dissertação. A seção 2.2 faz um breve apanhado de raciocínio baseado em casos (CBR), 
concentrando-se em aspectos de recuperação e retenção de casos. A seção 2.3 apresenta 
alguns trabalhos correlatos encontrados na literatura, no que tange a SDSS ambientais e 
utilização de CBR em apoio à decisão ambiental. 
2.1 O sistema WOODSS 
O sistema WOODSS ( WOrkfiOw-based spatial Decision Support System) [Sef98, SMRY99] 
é baseado em dois conceitos principais: no uso de workfiows científicos para documentação 
de processos decisórios no domínio ambiental; e na premissa de que, neste domínio, os 
processos decisórios envolvem seqüências de atividades que visam a obtenção de mapas 
como produto final. 
O processo decisório ambiental pode ser descrito como uma iteração de quatro passos, 
que são baseados na metodologia descrita por Pires fPir97]: 
1. Planejamento: envolve a definição dos objetivos da aplicação, da área de estudo e 
dos modelos a serem utilizados; 
2. Inventário: consiste na determinação e coleta dos dados a utilizar; 
3. Desenvolvimento: corresponde à implementação, utilizando um SDSS ambiental ou 
alguma ferramenta similar. dos modelos selecionados usando os dados levantados na 
5 
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fase de inventário; e 
4. Avaliação: compreende a interpretação dos resultados e a tomada de decísào. 
Os primeiros três passos deste processo correspondem à geração de um conjunto de 
mapas, e a etapa de avaliação à análise destes mapas para a tomada de decisão e calibra-
gero dos modelos gerados. Sob a perspectiva de DSS, os mapas resultantes da execução de 
um modelo são usados para realizar diagnósticos ambientais e detalhar as opções a serem 
tomadas para solucionar o problema atacado. O processo como um todo é complicado 
pelo fato de que os modelos variam de acordo com a região geográfica à qual o proble-
ma se aplica e pela heterogeneidade dos dados ( coletados por diferentes dispositivos, em 
distintas escalas geográficas e em unidades espaciais e temporais não homogêneas). 
Para exemplificar, considere-se o seguinte problema de decisão adaptado de [Sef98] 
que consiste em encontrar uma área adequada para a instalação de uma fábrica no estado 
de São Paulo. A área escolhida deve satisfazer os dois critérios seguintes: 
(a) Apresentar uma declividade menor que 3 graus; e 
(b) Estar fora de uma área de 250 metros ao redor de reservas ambientais. 
A resolução deste problema no SIG Idrisi pode se realizar segundo três passos: um 
para cada critério mencionado e um passo combinando os resultados anteriores. Para isso 
considi:ram-se dois mapas de entrada, que representam o relevo e o uso da terra da região 
escolhida. 
(a) Para o cálculo da declividade é preciso desenvolver um mapa de declividades (em 
graus) da área geográfica a analisar e em seguida efetuar uma reclassificação para criar 
uma imagem booleana que represente as áreas de declividades maiores e menores que 3 
graus. Para a criação do mapa de declividades é preciso usar no Idrisi o módulo Surface 
- opção Slopes- e para a reclassificação o módulo Reclass. 
(b) A área de 250 metros ao redor das zonas de reservas é calculada em três passos: 
( 1) reclassificação de um mapa para criar uma imagem booleana correspondente às áreas 
de reservas; (2) cálculo da distância de cada ponto da área em estudo à reserva mais 
próxima; e ( 3) reclassificação do mapa de distâncias em distâncias maiores e menores 
que 250 metros. Nos pa-ssos (1 ) e (3) é usado o módulo Reclass e no passo (2) o módulo 
Distance do Idrisi. 
(c) Finalmente, as duas imagens geradas nos passos (a) e (b) são combinadas em uma 
operação de sobreposição gerando o mapa soluçã.o (módulo Overlay do Idrisi). 
A flgura 2.1 mostra como este processo decisório pode ser documentado por .meio de 
um workfiow. Neste workfiow, atividades são representadas por caixas e as dependências 
são arcos entre as caixas, que representam o fluxo de dados (neste caso, mapas) . 
As seções subseqüentes apresentam o conceito de work.fiows científicos e descn3vern as 
principais características do WOODSS, bem como suas limitações que motivar.am este 
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Figura 2.1: Workflow correspondente ao processo de solução do problema. 
trabalho. 
2.1.1 W orkfiows científicos 
Um workfiow pode ser definido como uma seqüência de passos necessários para atingir 
um determinado objetivo. Cada passo deste processo é chamado atividade ou tarefa, e 
pode ser executado por um ou mais agentes. Um agente ou executor é uma pessoa ou 
componente de software capaz de executar uma ou mais destas tarefas. Através de um 
papel é possível descrever um determinado (tipo de) agente de acordo com um conjunto 
pré-estabelecido de habilidades ou conhecimento de contexto necessários à execução de 
uma tarefa [Bar96]. O objetivo de um sistema de workfiows é auxiliar na especificação, 
execução, monitoramento e coordenação de um fluxo de trabalho. 
Como ressaltado em [vVWVM96], a seqüência de passos de um processo decisório pode 
ser descrita por meio de um workfiow, onde cada passo é representado por uma atividade. 
As informações de entrada e saída (dados, condições de execução, dispositivos a usar, 
entre outros) e os relacionamentos entre os diferentes passos do processo são expressados 
pelo fluxo do workfiow. 
Workfiows científicos são extensões de sistemas de workfiow tradicionais, especial-
mente definidos para documentar procedimentos e experimentos científicos (W\WM96, 
WVMP98]. A documentação de trabalhos científicos requer um tratamento especial pois 
este tipo de trabalho é caracterizado por um grande grau de flexibilidade e incerteza e 
pela ocorrência de exceções. 
Workfiows científicos estendem sistemas de workfiow tradicionais nos seguintes aspec-
tos: 
• Incompletude: workfiows científicos podem ser executados até mesmo quando in-
completos, sendo construídos progressivamente durante sua execução. Workfiows 
convencionais, ao contrário, precisam ser totalmente definidos antes de serem exe-
cutados; 
• Reutilização parcial: workfiows científicos diferem dos tradicionais pois são conside-
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rados blocos em construção para especificação de experimentos. Assim, workfiows 
parciais podem ser utilizados para estruturar novos workflows; 
• 'Modificação dinâmica: workfiows científicos permitem alterar dinamicamente sua 
especificação inicial, retrocedendo a uma atividade anterior, restabelecendo seu con-
texto e realizando uma reexecução, possivelmente tomando um novo curso de ação; 
• Execução de processos inválidos: no domínio científico, os processos decisórios são 
baseados no mecanismo de tentativa e erro. Workfiows científicos são flexíveis o 
suficiente para suportar este tipo de abordagem; 
• Especificação a partir da instância: workfiows convencionais são especificados para 
serem executados freqüentemente, onde cada execução é uma instância. ·workfiows 
científicos, por outro lado, podem ser executados uma única vez, como em tentativas 
sem sucesso. Uma vez que um workfiow científico pode ser definido dinamicamente, 
sua especificação é realizada a partir da instância, ao invés da especificação definir 
a instância. como em workfiows tradicionais. 
Segundo Seffino et. al. [SMRY99], o processo decisório ambiental pode ser natural-
mente caracterizado como um experimento científico, onde o objetivo é produzir um mapa, 
representando um cenário alternativo, que irá indicar como resolver o problema. Este ma-
pa é gerado a partir da execução de uma seqüência parcialmente ordenada de atividades, 
seguida de ajustes sucessivos, usando funções de um SIG. Assim, o processo de geração 
de mapas, e conseqüentemente o processo decisório associado, pode ser apropriadamente 
modelado como um workfiow científico. 
2.1.2 Visão geral do WOODSS 
O \VOODSS visa oferecer mecanismos para manipulação e gerenciamento de modelos e 
suportar a geração de soluções, ou seja, a criação de mapas (passos 1 a 3 do processo 
decisório ambiental -vide início da seção 2.1). Para alcançar este objetivo, ele interage 
com um SIG capturando interações dos usuários em atividades de geração de mapas e 
documentando-as como workfiows científicos. 
Workfiows científicos são usados no WOODSS com os seguintes objetivos: 
• Para documentação do processo decisório, com isto auxiliando futuras tomadas de 
decisão; 
• Como especificações de modelos de simulação de processos ambientais; e 
• Corno especificações parametrizadas de procedimentos de decisão, que podem ser 
reutilizadas e adaptadas para situações semelhantes. 
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No WOODSS, um workftow é uma instância de implementação em um SIG de um 
modelo genérico (matemático ou empírico) , considerando as características espaciais e 
temporais do problema abordado. Desta forma, pode ser considerado como um modelo em 
um nível operacional, na linguagem do SIG, que descreve a seqüência de passos utilizada 
e o fluxo de dados entre estes passos. A cada modelo são associados metadados, que 
descrevem a semântica do modelo, contextualizando o algoritmo usado no domínio da 
aplicação, o que é essencial para reutilizações futuras. 
Estes modelos são armazenados em um banco de dados, também chamado Banco de 
Modelos. Sendo assim, os usuários podem consultar o Banco de Modelos, recuperar os 
modelos mais relevantes, e modificá-los para gerar novas soluções. Os modelos podem ser 
modificados através da inserção, remoção ou refinamento de atividades e da modificação 
de dependências e metadados. A apresentação de processos como workfiows oferece uma 
visão clara e representativa, onde o usuário pode analisar o processo decisório como um 
todo, facilitando o controle do processo e o planejamento dos próximos passos. Além 
disso, o WOODSS oferece mecanismos que facilitam a execução das soluções geradas no 
SIG. 
A figura 2.2 mostra que o usuário pode trabalhar diretamente com um SIG para 
gerar mapas. Este trabalho é armazenado pelo WOODSS, sob a forma de workflows 
científicos, no banco de modelos. O usuário pode igualmente manipular estes workflows 
(via WOODSS) e solicitar uma execução no SIG. Estes dois tipos de interação do usuário 
correspondem, respectivamente, à criação e execução de modelos (na figura, interação 1) 
e à documentação e manipulação de modelos (interação 2), ambas necessárias ao processo 
decisório. 
Usuário 
Q 
/A~ 
Funções para análise G I ~I 0<~'"-"'' morupW•ção 
espacial SIG de modelos 
WOODSS 
i 
Banco de Modelos A 
{Workflow+Metadados) 8 
Figura 2.2: Interação do WOODSS com um SIG. 
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Em sua versão original [Sef98], a arquitetura do \tVOODSS era formada por cinco 
módulos: Interface, Monitor, Atualizações, Consultas e Gestor de workftows (vide figura 
2.3). O módulo Monitor captura as atividades realizadas pelo usuário no SIG e converte 
esta informação para o formato utilizado pelo gestor de workflows. O Gestor d.e work-
ftows gerenciao banco de modelos (codificados como workflows científicos). O módulo 
de Consultas é responsável pela navegação do usuário no banco de modelos. O módulo 
de Atualizações permite inserir atividades manuais e informações sobre as atividades mo-
nitoradas e os dados usados. Por último, a Interface realiza a comunicação dos demais 
módulos do WOODSS com os usuários. 
WOODSS 
I INTERFACE I 
I 
SIG 
-
MONITOR A TUAL!ZAÇÕES CONSULTAS 
1 I 
I GESTOR DE WORKFLOWS I 
....... 
Banco de Modelos 
Figura 2.3: Arquitetura original do \VOODSS. 
2.1.3 Limitações do WOODSS quanto à recuperação de modelos 
Algumas limitações do sistema original de recuperação do WOODSS mostraram a ne-
cessidade de um novo esquema, capaz de identificar, de forma mais efetiva, os modelos 
que possam vir a ser relevantes para a solução de um novo problema. Esta constatação 
motivou o desenvolvimento dos mecanismos descritos nesta dissertação. 
O mecanismo de recuperação original do WOODSS previa a recuperação de W·?rkfiows 
a partir de consultas com casamentos exatos de palavras-chave. A primeira limitação 
deste esquema é não levar em consideração o conhecimento do domínio para calcular 
estes casamentos, mas apenas a sintaxe das palavras-chaYe. Como conseqüéncia, corres-
pondências simples, como sinônimos e abstrações de conceitos, não são identificadas. Esta 
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limitação é agravada pelo fato de que supõe-se que vários usuários deverão compartilhar 
o sistema, provavelmente documentando seus modelos sob diferentes pontos de vista e 
com vocabulários distintos. Desta forma, inúmeras correspondências semânticas entre os 
modelos não são capturadas devido às nuances do vocabulário utilizado. Além disso, o 
casamento entre dois valores é binário (verdadeiro ou falso), o que não reflete o desejo do 
usuário de encontrar o modelo '1mais similar". 
Outra limitação é que esta abordagem não pressupõe uma ponderação das carac-
terísticas dos modelos quanto à sua relevância. Com isto, características irrelevantes para 
um determinado problema podem interferir consideravelmente no conjunto de modelos 
recuperado, retornando muitos modelos sem interesse para o usuário. 
A união destes dois problemas tende a forçar o usuário a buscar os modelos desejados 
puramente através de tentativa-e-erro. O usuário iterativamente vai fornecendo conjuntos 
de palavras-chave inerentes à situação abordada até encontrar um resultado razoável. Este 
processo, além de cansativo, pode não levar o usuário a recuperar o modelo mais adequado, 
especialmente quando há vários modelos referentes a um mesmo tipo de problema, com 
diferenças sutis, porém fundamentais. 
Finalmente, a versão original do \VOODSS não fornecia esquemas que permitissem 
aos usuários descrever de forma adequada os seus modelos. O conjunto de atributos 
descritivos era bastante incompleto, induzindo a descrição em texto corrido, dificultando 
o seu processamento para extração do conteúdo. Além disso, as formas de interação 
do usuário para documentar seus modelos não ofereciam qualquer auxíl.io, sendo apenas 
caixas de texto a serem preenchidas. Desta forma, este esquema de documentação dos 
modelos não incentivava os usuários a fazerem urna boa documentação, resultando em 
problemas para posterior reutilização. 
Visando suprir estas limitações, esta dissertação concentrou-se em aplicar o conceito 
de Raciocínjo Baseado em Casos (apresentado na seção a seguir) para armazenamento e 
recuperação de modelos no WOODSS. Para isto, foi necessária uma reestruturação global 
do WOODSS para acomodar o novo mecanismo e para facilitar a tarefa de documentação 
de modelos, descrita no capítulo 4). 
2.2 Raciocínio Baseado em Casos 
O Raciocínio Baseado em Casos ( Case-Based Reasoning - CBR) é um modelo de raciocínio 
que consiste em solucionar um problema relembrando problemas semelhantes anteriores 
e adaptando as soluções encontradas para estes problemas à nova situação [RS89]. 
O CBR é fundamentado no raciocínio natural humano e há evidências de que as pessoas 
utilizam CBR em seu raciocínio cotidiano [Kol93]. Por exemplo, pessoas em processo de 
aprendizado freqüentemente procuram relembrar situações prévias para deduzir como 
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realizar uma determinada tarefa no novo contexto. Por exemplo, os médicos utilizam 
extensivamente casos anteriores para interpretar os resultados de exames realizados e para 
selecionar o tratamento mais adequado para um paciente de acordo com seu dia&rnóstico 
[KJ91). 
O princípio de CBR está baseado no modelo cognitivo proposto por Schan1:, deno-
minado teoria da memória dinâmica [Sch82]. Esta teoria foi estimulada pelo desejo de 
compreender como as pessoas lembram-se de informações relevantes para a resolução de 
problemas. Segundo Schank, a memória humana é dinâmica pois é alterada à medida que 
novas experiências são encontradas. Os questionamentos provenientes destas experiências 
e a maneira como foram encontradas as respostas são acrescentados à memória. 
Tais experiências são entendidas em CBR como casos. Um caso encerra lições aprendi-
das em um determinado contexto, que podem ser aplicadas a situações recorrentes. Para 
acomodar as novas experiências, a memória é reorganizada para refletir as lições apren-
didas. Os relacionamentos entre experiências são ajustados e os aspectos comuns entre 
casos são aglutinados na memória através de generalizações e casos compostos, conhecidos 
como esquemas [Kol93J. 
Nesta estrutura, os casos gravados na memória representam experiências individuais, 
diferentes do que seria comum ou do que seria esperado. Os esquemas: por outro lado, 
acomodam as experiências comuns e esperadas que dão uma idéia geral de como determi-
nado tipo de problema pode ser resolvido. O termo "memória" refere-se a algum espaço 
de endereçamento que armazena os casos de forma a permitir sua recuperação posterior 
- arquivos, memória principal ou, no contexto da dissertação, estruturas em bancos de 
dados. 
Seguindo este raciocínio, a teoria de Schank [Sch82) propõe estruturas baseadas no 
conceito de esquemas, denominadas pacotes de organização de memória (Memory Orga-
mzation Packets - MOP). A memória é organizada de forma hierárquica, sendo os MOP 
a base para esta estrutura, funcionando como repositórios de conhecimento genérico. 
Os casos representam conhecimento específico do domínio, que pode ser mais relevan-
te para a resolução de um problema do que um conhecimento genérico que exigiria uma 
inferência muito maior. Usando como exemplo o domínio de aplicação da dissertação, as 
entidades de pesquisa agropecuária fornecem tabelas prontas de recomendação de quan-
tidades de fertilizantes para cada tipo de cultura. Uma opção alternativa às tabelas seria 
o fornecimento de diretrizes para determinar as recomendações adequadas. Embora as 
duas abordagens ofereçam os dados necessários para determinar as quantidades ·~orretas 
de fertilizantes, a primeira provê um conhecimento operacional que pode ser usado mais 
diretamente. 
Existem dois tipos básicos de implementação de sistemas CBR: sistemas totalmente 
automáticos e sistemas de recuperação de informação baseados em casos [KJ91). Siste-
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mas totalmente automáticos resolvem problemas de forma autônoma e têm mecanismos 
de interação com o mundo para avaliar os resultados de suas decisões. Sistemas de recupe-
ração de informações baseados em casos, por sua vez, subsidiam pessoas que resolvem os 
problemas, como uma extensão da memória do usuário, a quem cabe realizar o raciocínio 
e tomar as decisões. É do segundo tipo de implementação que estamos tratando neste 
t rabalho. 
As seções subsequentes abordam os conceitos mais importantes referentes à noção de 
CBR. 
2.2.1 CBR e tecnologias de inteligência artificial 
Embora seja uma teoria recente, CBR tem sido utilizado sob várias óticas, sendo conside-
rado uma metodologia de raciocínio e não uma nova tecnologia [vVat99]. A definição de 
raciocínio baseado em casos indica o que um sistema deve fazer e não como deve fazer. 
O princípio de um sistema CBR é resolver um problema tentando reutilizar explici-
tamente uma solução de um problema passado. Este princípio é materializado em um 
sistema CBR através da implementação de tecnologias diversas, como raciocínio basea-
do em regras [LFK97, SV95], raciocínio baseado em modelos [Kot89, BH94], algoritmos 
genéticos [WI97, SH99], lógica fuzzy [Che97], redes neurais [Den96] e outras. 
Contudo, existem algumas características conceituais de CBR que podem justificar 
e motivar sua utilização sob tecnologias de inteligência artificial. As principais carac-
terísticas são: obtenção de conhecimento, modelagem a partir de instâncias, robustez e 
método natural de raciocínio. 
Obtenção de conhecimento: uma característica muito importante de CBR é o aco-
plamento entre os processos de resolução de problemas e de aprendizado. A comunidade 
de pesquisa em aprendizado de máquina tem sido uma grande propulsora dos métodos de 
CBR, considerando até mesmo CBR corno uma linha de aprendizado de máquina [AP94]. 
A razão é que o aprendizado em CBR é uma tarefa natural, proveniente da aquisição de 
novos casos. 
A aquisição de conhecimento em sistemas baseados em regras, por exemplo, exige 
alterar regras. A alteração de uma regra pode resultar na necessidade de ajustes em 
várias outras para resolver conflitos, provocando um efeito cascata que pode ser muito 
grande. 
Sob este prisma, CBR não somente denota um método particular de raciocínio, mas 
também um paradigma de aprendizado de máquina que possibilita a aquisição de conhe-
cimento através da atualização da memória de casos após a resolução de um problema 
[AP94]. 
14 Capítulo 2. Conceitos básicos e revisão bibliográfica 
l\1odelagem a partir de instâncias: em CBR o conhecimento do domínio é modelado 
extensivamente através dos casos armazenados na memória [AP94]. Este conhecimento 
é construído a partir dos conhecimentos específicos fornecidos pelos casos. Desta. forma, 
CBR permite lidar com domínios complexos, onde não existe um modelo formal que 
descreve o comportamento do domínio, facilitando a acomodação de exceções e anomalias. 
Robustez: sistemas baseados em casos são robustos no que se refere a descrições incom-
pletas de problemas. Um sistema CBR ocupa-se em encontrar um caso armazenado que 
satisfaça parcialmente as restrições apresentadas e gera uma solução alternativa [KJ91]. 
Já sistemas baseados em regras, por exemplo, não podem resolver problemas qu·~ não se 
encaixam exatamente em nenhuma regra .. 
Método natural de raciocínio: é geralmente mais fácil para especialistas articular 
soluções relembrando soluções para problemas encontrados do que realizando inferências 
sobre um conjunto potencialmente grande de regras. Relembrar situações vividas t ambém 
permite evitar erros cometidos anteriormente. 
Além disso, o fato de basear-se em soluções que tiveram sucesso em situações anteriores 
fornece justificativas razoavelmente satisfatórias para as decisões tomadas [Kolf13]. Em 
contrapartida, por exemplo, o processo interno de raciocínio de uma rede neural é invisível 
ao usuário , sendo guiado pelos pesos associados às conexões entre os neurônios [Wat97J. 
Assim, não é fácil justificar um resultado de uma inferência em uma rede neural. 
2.2.2 Ciclo de processamento de CBR 
O ciclo básico de processamento de CBR pode ser descrito genericamente corno: dado 
um problema, obter as soluções anteriores relevantes, adaptá-las para o problema atual 
e armazenar o novo caso, juntamente com sua solução. Aamodt e Plaza [AP94] apresen-
tam este ciclo considerando quatro grandes processos (os 4 R E): REcuperar, REutilizar, 
REvisar e REter (figura 2.4): 
1. Recuperar: analisar o caso de entrada extraindo descritores relevantes e recuperar , 
utilizando estes descritores, os casos mais similares ao caso de entrada; 
2. Reutilizar: construir novas soluções a partir de soluções recuperadas e/ ou partes 
destas: através de ajustes e adaptações; 
3. Revisar: avaliar e testar a solução construída para determinar sua corretude, uti-
lidade e robustez; 
4. Reter: acrescentar o novo caso à memória; 
2.2. Raciocínio Baseado em Casos 
Proble!ll3 
~~ _so_] ~RAR 
~o ~ MEMÓRlA DE CASOS 
RETER~ 
CASO 
.RECUPERADO NOVO 
CASO 
/==· 
~-~ L::::J REVISAR 
Solução confirmada Solução proposta 
Figura 2.4: Ciclo básico de processamento em CBR. 
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Uma descrição inicial de um problema define um novo caso. Baseando-se nesta des-
crição, a memória de casos é pesquisada em busca de casos úteis para a situação atual. O 
caso mais relevante recuperado é combinado com o novo caso, realizando as adaptações 
necessárias para a reutilização. O caso gerado a partir desta adaptação é denominado 
caso solução. O caso solução passa por uma etapa de revisão, onde é testado em um 
ambiente real ou em um modelo de simulação, ou ainda analisado por um especialista. 
Uma vez validado, o caso é retido para futuras reutilizações. 
Esta dissertação visa utilizar CBR para selecionar os modelos mais relevantes para 
uma situaçã.o de planejamento ambiental, deixando para o usuário a responsabilidade de 
reutilizar adequadamente os modelos. Sendo assim, apenas para organizar as idéias con-
tidas no restante deste capítulo, os processos de reutilização e revisão serão introduzidos 
primeiramente, e, em seguida, os processos de recuperação e retenção serão apresentados 
com maior ênfase. 
Reutilização 
Em linhas gerais, o processo de reutilização concentra-se em dois aspectos: identificar as 
diferenças entre o caso recuperado e o novo caso, e quais partes do caso recuperado podem 
ser transferidas para o novo caso. 
Exemplos triviais de reutilização são situações em que as características do novo caso 
correspondem às de um armazenado. Nesta situação, basta reutilizar a solução do caso 
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antigo. Tarefas de classificação (identificar a qual das classes existentes um caso pertence, 
considerando suas características) são exemplos típicos desta forma de reutilização. Por 
exemplo, um sistema para identificar tipos de solos baseando-se em suas características 
poderia ser modelado como um sistema CBR de classificação. 
Quando não existe uma solução direta para o novo caso é preciso adaptar a solução que 
mais se aproxima de uma solução factíveL Para suportar o processo de adaptaç~ío , \iVat-
son destaca, em [Wat99], diversas tecnologias: sistemas baseados em regras, algoritmos 
genéticos, programação funcional, técnicas baseadas em restrições, entre outras. 
Existem dois tipos principais de adaptação: (1) adaptação derivacional e (2) adap-
tação transformacional. A adaptação derivacional consiste em recuperar o método de 
solução do caso mais relevante e re-instanciá-lo no novo contexto. Os casos devem con-
ter informações sobre o método de solução utilizado, incluindo os operadores usados, os 
objetivos considerados e as alternativas geradas. Este tipo de "adaptação" assemelha-se a 
uma tarefa de classificação, onde o método de solução do caso antigo é transferido para o 
novo caso e re-executado. 
A adaptação transformacional consiste em modificar a solução do caso recuperado 
adequando-a à nova situação. A reutilização transformacional não considera como um 
problema foi resolvido, mas sim a equivalência de soluções. Este tipo de adaptação exige 
um amplo conhecimento do domínio para definir transformações capazes de adequar uma 
solução antiga a um novo panorama. Devido à dificuldade de definir estas transformações, 
os sistemas que utilizam este tipo de adaptação são aplicados a domínios restritos e 
relativamente bem conhecidos. 
Revisão 
A fase de revisão consiste em avaliar o caso solução gerado na fase de reutilização e, se a 
solução gerada não for satisfatória, procurar repará-la [Kol93]. 
Uma solução pode ser avaliada, de várias formas: considerando o resultado da sua 
aplicação no ambiente real, através de simulações, ou pela análise de um especialista do 
domínio. Assim, o processo de avaliaç-ão deve estar acoplado a dispositivos e sensores 
reais, a mecanismos de simulação, ou depender do respaldo do usuário. 
Se a solução não for satisfatória, pode ser abandonada ou corrigida. Em ambas as 
situações, os erros identificados devem ser apontados e justificados para evitar sua repe-
tição. A solução errônea é iterat ivamente reparada e submetida a uma nova revisão até 
que seja corrigida ou sejam exauridas as possibilidades de reparo. 
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Recuperação e retenção 
Os processos de recuperação e retenção de casos em CBR são fortemente relacionados. A 
efetividade da recuperação depende da forma como os casos foram armazenados. 
No processo de retenção são definidas quais informações do novo caso serão armaze-
nadas, de que forma integrar o novo caso à estrutura de memória e como indexar o caso 
para posterior recuperação. Antes de armazenar um novo caso, é necessário decidir se a 
relevância deste caso justifica o seu armazenamento. O processo de recuperação inicia com 
uma descrição parcial do problema e termina com o caso mais semelhante ao problema 
apresentado dentre os casos armazenados [VVat97]. 
Ambos os processos precisam pesquisar a memória de casos e identificar onde inserir 
o novo caso (retenção) ou recuperar os casos mais próximos (recuperação). Esta pesquisa 
é baseada nas características do caso de entrada e guiada por métricas de similaridade, 
que são dependentes do domínio da aplicação. A figura 2.5 apresenta um paralelo entre 
estes dois processos. 
RETENÇÃO 
Inferir descritores a partir da 
descrição do novo caso 
l 
Pesquisar estrutura de memória 
e identificar a posição onde 
o novo caso deve ser 
armazenado 
l 
Inserir o novo caso nesta 
posição e ajustar descritores 
de indexação 
RECUPERAÇÃO 
Inferir descritores a partir da 
descrição do problema de entrada 
l 
Pesquisar estrutura de memória 
e identificar a posição onde 
o caso de entrada deveria ser 
armazenado 
l 
Recuperar o(s) caso(s) mais 
próximos a esta posição 
(caso(s) mais similar(es)) 
Figura 2.5: Paralelo entre os processos de recuperação e retenção de casos. 
O primeiro passo para desenvolver um mecanismo eficaz de recuperação de casos é 
conhecer a semântica dos casos. Assim, os casos devem ser representados explicitando 
sua semântica. A representação dos casos fornece informações que serão utilizadas em 
todo o ciclo de processamento de CBR 
A partir desta representação são extraídos os descritores que são relevantes para que 
os casos sejam recuperados nas situações esperadas. Entretanto, não é urna tarefa fácil 
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escolher descritores que contextualizem o significado dos casos. Os seres humanos natural-
mente inferem semelhanças entre situações e relembram informações úteis para abordar 
uma nova situação. Estas lembranças são muitas vezes inesperadas e é difícil explicar 
como tal lembrança foi alcançada. 
Os descritores são entradas para os algoritmos de busca. A estrutura da memória de 
casos é construída incrementalmente, particionando conceitualmente o conjunto de casos 
baseando-se nos seus descritores. Os algoritmos de busca decidem o percurso na estrutura 
analisando a similaridade semântica entre descritores. Finalmente, o caso mais similar é 
recuperado ou o novo caso é armazenado. 
As seções subsequentes discutem aspectos e diretrizes genéricas para os proc·essos de 
recuperação e retenção introduzidos nesta seção. O primeiro aspecto apresentado é a 
representação de casos. Em seguida, são considerados a escolha de descritores e alguns 
métodos propostos. Fechando a seção, são apresentadas algumas técnicas para análise de 
similaridade entre casos e estruturas de memória de casos. 
2.2.3 Representação de casos 
Um caso representa um conhecimento específico do domínio. O conhecimento embutido 
em um caso são as lições que ele ensina e o contexto destas lições. Basicamente, a 
representação do conteúdo de um caso é composta de três partes: a descrição do problema, 
a solução desenvolvida e o resultado obtido com a solução construída [Kol93]. 
Descrição do problema 
A descrição do problema apresenta uma situação e o estado do mundo no momento em que 
esta situação acontece. Existem três componentes principais da descrição do problema: 
(1) os objetivos a serem alcançados, (2) as restrições referentes a estes objetivos e (3) 
características complementares do problema. 
Os objetivos refletem o propósito do caso e guiam o processo de solução considerando 
as restrições apresentadas. Podem ser divididos em sub-objetivos em uma abordagem de 
divisão-e-conquista. As restrições descrevem as circunstâncias que devem ser consideradas 
para alcançar um determinado objetivo. As características complementares do problema 
sâo informações úteis para alcançar os objetivos, porém não fundamentais. Enquanto os 
objetivos e as restrições são inter-dependentes, as características complementares apenas 
enriquecem a descrição do caso. 
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Solução desenvolvida 
No processo de reutilização, o sistema CBR baseia-se na solução de outros problemas. 
Algumas informações, além da solução em si, podem auxiliar o processo de adaptação. 
Estas informações incluem: o conjunto de passos usados na construção da solução (método 
de solução); o conjunto de justificativas para as decisões tomadas no desenvolvimento da 
solução: as potenciais soluções não escolhidas e a razão pela qual não foram escolhidas; e 
as soluções descartadas e as justificativas do seu descarte. 
O conjunto de passos de raciocínio possibilita o processo de adaptação derivacional. 
As justificativas de decisões no decorrer do processo de solução ressaltam as características 
que levaram ao raciocínio utilizado. As potenciais alternativas não escolhidas, as alter-
nativas descartadas e as justificativas da não utilização destas alternativas podem ser 
úteis na construção de novas soluções, pois as novas situações em geral possuem restrições 
diferentes. 
Resultado obtido 
O resultado de uma solução indica se as expectativas do usuário foram satisfeitas com a 
solução construída. Estas informações podem auxiliar o sistema a alcançar determinados 
objetivos e a evitar futuros fracassos. Desta manei ra. muitas vezes é importante armazenar 
também casos sem sucesso. 
As informações contidas no resultado obtido incluem: em que aspectos a solução 
satisfez ou não a expectativa do usuário; a justificativa do resultado obtido; o que pode 
ser feito para evitar novos fracassos (antecipar potenciais problemas) ; e um apontador 
para outra solução com sucesso, caso a solução tenha fracassado. 
2.2.4 Métodos para determinação de descritores 
O problema fundamental em CBR é a recuperação de casos apropriados. Para desenvolver 
um mecanismo eficaz de raciocínio baseado em casos, idealmente é preciso construir estru-
turas e algoritmos que simulem o comportamento humano de inferência de semelhanças. 
Este problema é conhecido, na literatura de CBR, como o problema da indexação [Kol93]. 
O problema da indexação engloba dois subproblemas: 
• Definir que características utilizar para indexar um caso de forma que ele possa ser 
recuperado nas circunstâncias adequadas; e 
• Definir uma estrutura de organização para a memória de casos que permita que o 
processo de busca seja eficiente e preciso. 
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Descritores são lembretes que apontam para um determinado caso, indicando em que 
circunstâncias ele pode ser útil. Por exemplo, um caso de avaliação da aptidão agrícola das 
terras de Campinas poderia ter como descritores avaliação da aptidão agrícola de 
terras e Campinas, explicitando a tarefa que o caso encerra e a região onde foi realizada. 
O processo de recuperação depende fortemente da qualidade dos descritores atribuídos 
aos casos. Uma vez que um mesmo caso pode ser relernbrado de variadas formas é 
necessário definir descritores que garantam a recuperação dos casos corretos nas diversas 
situações que o sistema CBR enfrenta. Há várias propostas para extrair e organizar 
as características dos casos, antecipando o vocabulário e as circunstâncias de potenciais 
reutilizações futuras . 
Mesmo quando um domínio já foi analisado em sua quase totalidade, um contra-
exemplo pode ser descoberto, resultando em uma falha no vocabulário de deso:::ritores. 
Portanto, a intenção é definir um vocabulário que funcione na maior parte das vezes, 
embora não exista forma de garantir que um vocabulário seja livre de falhas. 
Em geral, bons descritores vão além das características superficiais do caso. Desta 
forma, é preciso identificar as características funcionais do caso e da sua solução e com-
preender os inter-relacionamentos implícitos. Segundo diretrizes sugeridas por Kolodner 
[Kol93L bons descritores devem antecipar lições que podem ser úteis em raciocínios pos-
teriores, apontando como alcançar determinados objetivos e/ ou como evitar possíveis 
falhas. 
Os sistemas CBR em geral possuem um conjunto pré-definido de descritores determi-
nado pelo desenvolvedor do sistema. Um conjunto fixo e bem especificado de descritores 
facilita muito a implementação de um sistema CBR, embora seja impossível prever todos 
os possíveis descritores. Esta limitação é sentida quando o domínio não é bem conhecido. 
A seguir são apresentados dois métodos de determinação de descritores bastante utiliza-
dos em sistemas CBR [Kol93]: métodos baseados em justificativas e métodos baseados 
em diferenças. 
Métodos baseados em justificativas 
Métodos baseados em justificativas utilizam explicações de porque uma solução funcionou 
ou fracassou como base para escolher descritores. A hipótese que sustenta este método 
é que explicações tendem a predizer as lições que um caso pode ensinar. Dest;;. forma, 
descritores extraídos deste tipo de explicações tendem a ser preditivos para cada situação 
em paJ·ticular. 
O processo de seleção de descritores baseado em explicações consiste em gerar uma ex-
plicação do sucesso ou fracasso de uma solução e escolher descritores a partir do conteúdo 
da explicação. Os passos deste processo são detalhados como: 
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1. Gerar uma explicação dos resultados da solução: as explicações podem incluir, por 
exemplo, as justificativas das decisões tomadas durante o processo de solução e por-
que uma falha aconteceu. As justificativas podem ser apontadas pelo usuário ou 
geradas automaticamente pelo sistema. Uma explicação pode ser desenvolvida de 
várias maneiras, incluindo prova de teoremas e explicações baseadas em aconteci-
mentos prévios; 
2. Selecionar os descritores relevantes da explicação: associar descritores aos objetivos 
e tarefas de raciocínio aos quais correspondem para permitir a recuperação do caso 
utilizando estas características; 
3. Generalizar estes descritores. 
Segundo Kolodner [Kol93], a maior vantagem deste método é que ele permite escolher 
indicadores melhores para contextualizar as lições trazidas pelos casos. Os descritores es-
colhidos são as características que foram responsáveis para alcançar um resultado (falha 
ou sucesso) , que se encontradas novamente devem predizer o potencial resultado do caso 
armazenado. Este método é computacionalmente complexo e requer um amplo conheci-
mento do domínio da aplicação. 
Métodos baseados em diferenças 
O procedimento de seleção de índices baseado em diferenças concentra-se em extrair di-
ferenças entre o novo caso e os casos armazenados. A filosofia deste método é que as 
peculiaridades de um caso são as características que induzem a sua lembrança. Desta 
forma, os descritores selecionados por este método são extraídos das anomalias e carac-
terísticas particulares de um caso para distingui-lo dos demais. 
Os passos do processo de seleção de descritores baseado em diferenças sã.o: 
1. Identificar o conjunto de características do novo caso que o diferenciam dos outros 
casos; 
2. Extrair descritores que retratem estas diferenças, dentro do contexto do problema; 
e 
3. Generalizar estes descritores. 
Um problema deste método é que nem sempre os atributos que diferenciam casos 
uns dos outros são preditivos [Kol93]. Por exemplo, utilizar como descritor de um caso 
de recomendação de adubação o nome do agrônomo responsável pode diferenciá-lo dos 
demais, mas provavelmente não é um índice preditivo. 
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Por outro lado, ressaltar as diferenças entre os casos armazenados tende a diminuir a 
redundància e a guiar o processo de recuperação. Desta forma, os métodos usualmente 
são combinados para selecionar descritores preditivos e diferenciadores. 
2.2.5 Análise de similaridade entre casos 
Sistemas de CBR visam distinguir dentre os casos armazenados aquele (ou aqueles) que 
é potencialmente mais útil. Para isto, é necessário calcular a similaridade semàntica 
entre casos. A tarefa de avaliação de similaridade entre casos pode ser dividida em: 
( 1) encontrar correspondências, (2) calcular o grau de similaridade entre os descritores 
correspondentes e (3) ponderar os descritores dos casos de acordo com o contexto. 
1. Encontrar correspondências: o primeiro passo do processo de análise de simila-
ridade é identificar os descritores da nova situação e de casos armazenados que possuem 
a mesma regra funcionaL 
Em grande parte das vezes, descritores do tipo <atributo, valor> têm a mesma regra 
funcional quando seus atributos possuem o mesmo nome. Por exemplo, os descritores 
temperatura=alta e temperatura=baixa se referem ao mesmo fenômeno (temperatura), 
e podem ser comparados diretamente. 
Igualdade de nomes de atributos, no entanto, não é o único critério para comparar 
descritores. Por exemplo, os descritores temperatura==baixa e latitude=alta podem 
indicar os mesmos fenômenos, pois regiões em altas latitudes possuem baixas tempera-
turas. Considere ainda um caso com o descritor número de pessoas=10 e outro com os 
descritores número de mulheres=4 e número de homens=5. Neste caso, os atributos do 
segundo caso deveriam ser mapeados em um único atributo somando os seus valores antes 
de realizar a comparação. 
Para encontrar correspondências semànticas mais profundas entre descritores é ne-
cessário explorar o conhecimento do domínio, possivelmente sob a forma de uma rede 
conceitual, com abstrações e relacionamentos entre conceitos. A maioria dos sistemas 
CBR implementados não possui esta capacidade. 
2. Calcular o grau de similaridade entre descritores: existem várias formas 
propostas para comparar a similaridade entre descritores de casos. Algumas das 1~écnicas 
mais freqüentes são: 
• Diferença: consiste em calcular a norma da diferença entre dois valores numéricos. 
Quanto menor o valor obtido, maior a similaridade entre os descritores. Este método 
pode ser aplicado a descritores não numéricos, desde que possam ser mapeados para 
valores numéricos; 
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• Faixas de valores: esta técnica particiona o domínio de um descritor em faixas 
qualitativamente iguais. A similaridade entre valores é calculada como a distância 
entre as faixas a que os valores pertencem. O principal problema de utilizar faixas 
de valores é a mudança abrupta de valor nas extremidades do intervalo. 
• Lógica fuzzy: uma função fuzzy é usada para transformar um valor quantificável de 
um atributo em uma descrição qualitativa que pode ser comparada com a descrição 
qualitativa de outros atributos [Men95] . Funções fuzzy sofrem mudanças suaves nos 
limites entre valores qualitativos, ao contrário da técnica anterior. Um sistema im-
plementado que utiliza lógica fuzzy na análise de similaridade entre casos é descrito 
em [Che97] . É um sistema CBR, criado na. General Electric, para determinar quais 
colorantes utilizar para produzir cores específicas de plásticos. 
• Microatributos: têm uma relação de agregação (parte de) com o atributo conside-
rado. Valores do atributo solo, por exemplo, podem ser comparados considerando 
suas características, como textura e rocha formador a. 
• Hierarquia de abstração: neste caso, um par de valores tem maior similaridade do 
que outro par se a. abstração comum mais específica do primeiro par é mais específica 
do que a do segundo. Considerando na hierarquia apresentada. na figura 2.6 os pa-
res <per i qui to, canário> e <per i qui to, cachorro>, a abstração comum mais 
específica do primeiro é pássaro e a do segundo animal. Como pássaro é mais 
específico na hierarquia do que animal, o primeiro par possui maior similaridade. 
Um problema. desta abordagem é que dois itens podem ser abstraídos de várias ma-
neiras diferentes, gerando inconsistências nos valores de similaridade. Isto pode ser 
contornado ponderando as abstrações de acordo com as circunstâncias em questão. 
animal 
manúfero 
~ 
pássaro 
~ 
gato cachorro 
/\ 
periquito canário 
siamês persa 
Figura 2.6: Exemplo de hierarquia. de conceitos. 
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3. Ponderar a importância dos descritores: uma função de similaridade deve pon-
derar a importância de cada atributo para evitar que atributos irrelevantes comprometam 
o resultado. Um especialista do domínio pode atribuir estes pesos no momento da inserção 
do caso na memória. Ele deve ressaltar quais dimensões e combinações de dimensões fa-
zem boas predições. Outra forma consiste em realizar uma avaliação estatística de um 
conjunto conhecido de casos para determinar quais dimensões melhor predizem diferentes 
resultados ej ou soluções. A estas dimensões são atribuídos maiores pesos de importância. 
Algoritmo de vizinhos mais próximos 
Um tipo de algoritmo de recuperação muito utilizado em CBR é o de vizinhos mais 
próximos (k-Nearest Neighbors) [Kol93]. Algoritmos de vizinhos mais próximos partem 
do pressuposto que cada caso é definido por um conjunto de n atributos (simbólicos 
ou numéricos) . A cada atributo é associado um peso, representando sua releváncia no 
problema. O cálculo é obtido através de uma função semelhante à funçã.o a seguir , que 
especifica o valor da similaridade entre o caso de entrada (E) e um caso armazenado (A) , 
onde f é a função de similaridade entre at ributos e Wi o peso da similaridade entre os 
descritores Ei e Ai no cálculo da similaridade total. O valor de similaridade é usualmente 
normalizado para valores entre O e 1 ou valores percentuais (onde os valores máx.imo de 
similaridade são 1 e 100%, respectivamente). 
n 
Similaridade( E, A) =L Wi X f (En A 1 ) 
i=l 
Este cálculo é repetido para todos os casos da memória de casos, gerando uma or-
denação da similaridade com o caso de entrada. Outra limitação deste método é que 
as correspondências entre os atributos são fixas. Desta forma, correspondências mais 
profundas são desprezadas. 
Embora o algoritmo de vizinhos mais próximos possua as limitações citadas, a maioria 
dos sistemas CBR utiliza alguma variante deste algoritmo [Wat97] . 
2.2.6 Estruturas de memória de casos 
As estruturas de memória de casos propostas na literatura refletem esforços para simular 
a estrutura da memória humana e possibilitar que o processo de raciocínio seja o mais 
natural possível. Além disso, estas estruturas procuram particionar conceitualmente o 
conjunto de casos, para que casos irrelevantes possam ser descartados durante a busca. 
Esta seção apresenta duas estruturas de memória bastante influentes em CBR: o modelo 
da memória dinâmica e modelo ele categoria e exemplar. 
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Modelo da memória dinâmica 
O modelo de memória dinâmica é baseado na teoria da memória dinâmica de Schank 
[Sch82] e foi implementada no primeiro sistema CBR referenciado na literatura, o sistema 
CYRUS [Kol84). 
Trata-se de uma estrutura hierárquica de pacotes de organização de memória- conceito 
proveniente da teoria de Schank. A idéia básica é organizar casos específicos que com-
partilham propriedades similares em uma estrutura mais genérica, denominada episódio 
generalizado, que possui três tipos diferentes de objetos: normas, casos e -índices. Normas 
são descritores comuns a todos os casos do episódio generalizado e índices são descritores 
que diferenciam estes casos entre si . Um índice pode apontar para um episódio generaliza-
do mais específico ou diretamente para um caso. Um índice é composto por dois termos: 
um atributo e um valor. 
A figura 2.7 ilustra um episódio generalizado complexo (episódio 1), que engloba casos e 
um episódio generalizado mais específico (episódio 2). Os nós desta estrutura são episódios 
generalizados, casos, atributos de índice ou valores de índice. Um índice pode apontar 
para somente um caso ou um episódio. O esquema de indexação é redundante, pois 
existem múltiplos caminhos para um caso particular ou um episódio generalizado (casol, 
na figura 2.7) . 
EPISÓDIO GENERALIZADO l 
Normas dos casos 1, 2, 3 e 4 
atributo I 
~ 
valor! 
~ 
casol 
atributo2 atributo3 
~ 
---------
valor2 valor3 valor4 
~ c~o3 
EPISÓDIO GENERALIZADO 2 
Normas dos casos 1, 2 e 4 
atributo I atributo4 atributoS 
~ ~ 
' valor! valor5 valor6 
' ' 
~ 
caso! caso2 caso4 
Figura 2.7: Uma estrutura de memória dinâmica. 
Um caso é recuperado encontrando o episódio generalizado com a maior quantidade 
de normas em comum com o caso de entrada. Os índices abaixo deste episódio indi-
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cam qual dos casos é o mais similar. O processo de retenção segue o mesmo princípio: 
transformando em índices os atributos diferenciadores do caso de entrada em relação ao 
episódio. Se existir outro caso que compartilhe algum destes descritores, um novo ·~pisódio 
é djnamicamente criado neste nível, e os casos são depositados abaixo dele. 
A estrutura de memória runâmica pode conduzir a uma explosão no número de des-
critores com o crescimento do conjunto de casos [Kol93J. A maioria dos sistemas que 
implementam esta estrutura de memória limita a escolha de descritores [AP94] . O siste-
ma CYRUS, por exemplo, permite apenas um pequeno vocabulário de descritores. 
Mode lo d e categoria e exemplar 
Uma estrutura de memória de casos alternativa foi introduzida por Bareiss, no sistema 
PROTOS [Bar89], de diagnóstico de distúrbios auditivos. Os casos são referenciados como 
exemplares e são identificados como pertencentes a uma categoria pelo seu conjunto de 
descritores. 
fndkes de descnLores 
Índices de casos 
Dtferença>o dtscntot2 
Índices de diferença 
Figura 2.8: Estrutura de memória categoria e exemplar. 
A figura 2.8 apresenta a idéia desta estrutura. A memória de casos é embutida em 
uma rede semântica que interrelaciona os descritores de casos, as ruferentes categorias e 
os casos. Estes relacionamentos são expressos através de índices, que podem ser de três 
tipos: 
• Índices de descritores: são apontadores (ou lembretes) de descritores para car.egorias 
ou casos; 
• Índices de casos: apontadores de categorias para os casos associados; e 
• Índices de diferença: são apontadores entre casos vizinhos que diferem em um pe-
queno conjunto de descritores. 
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O processo de busca de um caso nesta estrutura percorre os índices que correspondem 
aos descritores do caso de entrada, encontrando a categoria que compartilha mais descri-
tores. O caso mais similar é encontrado percorrendo os índices de casos desta categoria. 
Os índices de diferença indicam soluções alternativas que suportam possíveis adaptações 
ou re-seleções de casos. 
2.3 Trabalhos correlatos 
Esta dissertação combina técnicas de inteligência artificial (CBR) e SDSS ambientais. 
Existem inúmeras propostas de utilização de mecanismos de inteligência artificial em 
aplicações ambientais (vide exemplos de revisões bibliográficas em (CP91, MD88]) . 
Mais especificamente na área agro-ambiental, algumas propostas recentes são, por 
exemplo [SB98, MSC99, JFU95]. Shafer e Brodahl [SB98) descrevem um sistema baseado 
em regras para apoio à decisão no domínio agrícola que simula o efeito de regras simples 
definidas pelo produtor frente a eventos climáticos e mudanças na relação solo-cultura no 
tempo e no espaço. Um editor específico permite que sejam inseridas novas regras para 
guiar as simulações, realizadas em um software de apoio à decisão denominado GPFFAR\1 
( Great Plains Framework for Agricultural Resource M anagement). 
Matthews et. ai. (MSC99] apresentam a implementação de um SDSS ambiental para 
tarefas de planejamento de uso de solo, incorporando módulos de avaliação de impacto 
ambiental. Este sistema combina um SIG com um KBS (Knowledge Based System) , 
utilizando a noção de algoritmos genéticos. 
Embora estas propostas utilizem técnicas de inteligência artificial para apoio à decisão 
ambiental, fornecem apenas suporte para a instanciação de modelos pré-definidos em 
situações diferentes. Jacucci et. al. [JFU95] apresentam uma abordagem mais direcionada 
à geração de modelos, adaptando-os a novas situações, guiando-se pelas diferenças entre 
as regiões de estudo usando algoritmos genéticos. Contudo, as adaptações suportadas por 
estas abordagens são restritas a variações induzidas por algumas poucas características 
climáticas da região em estudo. 
Existem também algumas abordagens que utilizam CBR em aplicações de apoio à 
decisão ambiental, como [HB99, VB99, Has96]. Hastings [Has96] apresenta um sistema de 
notificação de alertas de infestações de gafanhotos combinando CBR e raciocínio baseado 
em modelos (Model-Based Reasoníng). O processo decisório utilizado consiste em estimar 
a proporção de folhagem que será consumida pelos gafanhotos, avaliar se a infestação 
pode afetar as plantações e, caso isto ocorra, estimar os custos e benefícios das medidas 
a serem tomadas. O sistema, denominado CARMA ( CAse-based Range Management 
Adviser), não utiliza SIG. 
Verdenius e Broeze [VB99] apresentam um sistema baseado em CBR aplicado ao 
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domínio de tratamento de águas de esgoto utilizando plantas e microorganismos. Duran-
te o processo de t ransformação de substâncias tóxicas, existe uma grande demanda. de 
oxigênio. Para que a tarefa de purificação da água tenha um desempenho ótimo, uma 
técnica utilizada consiste em injetar doses de oxigênio na água, de acordo com a necessi-
dade. A idéia do sistema consiste em gerenciar o nível de oxigênio e decidir, nas Yariadas 
situa.çôes, que medidas tomar. Este sistema também não utiliza SIG. 
Uma aplicação que combina CBR e SIG é apresentada por Holt e Benwell em [HB99]. 
Nesta referência, os autores descrevem um sistema de classificação de solos denominado 
ZONATION. A proposta deste sistema reside no fato de que, segundo os autores, não 
existe uma fórmula genérica que pode ser aplicada para classificação de séries de so.los para 
uma região genérica. O sistema permite aos especialistas realizar classificações baseadas 
em instâncias prévias, utilizando conhecimento específico do domínio. 
Todos os trabalhos correlatos citados implementam modelos genéricos pré-ddinidos, 
utilizando técnicas de inteligência artificiaL O enfoque da dissertação é auxiliar o usuário 
a desenvolver novos modelos e executá-los em um SIG , de acordo com sua necessidade, não 
sendo restrito apenas à execução de modelos genéricos com parâmetros diferentes. Além 
disso, a inserção de sistemas inteligentes em aplicações ambientais considera domínios 
restritos e bem definidos. Uma das maiores dificuldades da abordagem desta dissertação 
reside na abrangência do domínio enfocado e na conseqüente flexibilidade necessária dos 
mecanismos de gerenciamento de modelos. 
Desta forma, a proposta descrita nesta dissertação é original, pois: (1) a abordagem 
adotada visa assistir o usuário na tarefa de construção de modelos arnbientaü3 e não 
envolve a utilização de modelos definidos formalmente, como nas aplicações citada.s; (2) o 
domínio enfocado é muito mais abrangente do que os sistemas inteligentes em geral, o que 
dificulta a determinação de regras de similaridade; e (3) existem pouquíssimos trabalhos 
que combinam as tecnologias aqui utilizadas (CBR, SIG e bancos de dados) para apoio à 
decisão no domínio agro-ambiental. 
2.4 Resumo 
Este capítulo apresentou os conceitos necessários ao entendimento da dissertação. Inicial-
mente, descreveu o sistema WOODSS, usado como base para a implementação de CBR, 
como se vê nos capítulos 3 e 4. A seguir, apresentou uma revisão sobre CBR, enfatizando 
as fases de recuperação e retenção. Finalmente, citou alguns trabalhos correlatos. 
O próximo capítulo descreve a proposta de como acoplar CBR ao WOODSS para apoio 
à decisão no domínio agro-ambiental. Esta proposta utiliza as noções de vizinh·JS mais 
próximos e determinação de descritores baseada em diferenças, utilizando hierarquias de 
abstração e diferenças de valores para a organização e comparação de descritores. 
Capítulo 3 
Raciocínio baseado em casos no 
W OODSS 
A primeira etapa de um processo decisório ambiental é a etapa de planejamento, que 
compreende definir os objetivos da aplicação e a área de estudo e, com base nestes da-
dos, escolher o modelo e o conjunto de fontes de dados a serem utilizados [Pir97). A 
extensão do \VOODSS, utilizando CBR, tem por objetivo atLxiliar o usuário a encontrar 
correspondências semânticas entre um noYo problema e os modelos armazenados visan-
do escolher o modelo mais adequado à situação. Considerando cada modelo ambiental 
implementado um caso, a identificação de modelos recai no processo de recuperação de 
casos em CBR. 
Como introduzido na seção 2.2, para desenvolver um mecanismo de recuperação de 
casos em CBR é necessário definir: (a) como representar os casos, (b) que descritores uti-
lizar para indexá-los, (c) como calcular a similaridade entre casos e (d} em que estruturas 
de dados armazená-los. 
Este capítulo apresenta os requisitos dos mecanismos de recuperação e retenção de 
modelos proposto para o WOODSS. A seção 3.1 apresenta o referencial teórico para a 
utilização de CBR nesta dissertação. A seção 3.2 mostra a metodologia empregada nesta 
pesquisa. A seção 3.3 especifica a proposta de representação de casos no WOODSS. A 
seção 3.4 discute a determinação de descritores para indexação dos casos. A seção 3.5 
descreve o algoritmo de análise de similaridade entre casos. As seções 3.6 e 3. 7 descrevem, 
respectivamente, os algoritmos propostos de retenção e recuperação de casos. 
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3.1 CBR em modelagem e apoio à decisão ambiental: 
motivações teóricas 
A qualidade das decisões geradas em um sistema de apoio à decisão depende diretamente 
dos modelos utilizados na sua construção. Modelos simulam, ou imitam, as operações e 
reações de vários tipos de processos do mundo real. Processos ambientais são complexos, 
pois tipicamente possuem uma série de caracterís ticas inter-relacionadas, dependentes do 
tempo e do espaço (localização) [Ste93). Desta forma, dificilmente podem ser expressados 
de forma exata, embora modelos matemáticos e estatísticos sejam largamente utilizados 
para o seu entendimento e previsão. 
Frente a este panorama, os especialistas procuram aproximar a realidade, fornecendo 
uma representação estruturada dos fenômenos em estudo, construindo modelos fortemente 
baseados em resultados experimentais [Ste93]. O processo de construção de modelos é, 
portanto. fundamentalmente empírico e pode ser descrito como: 
1. Observar o comportamento do fenômeno ambiental em estudo, identificando corre-
lações entre as diferentes variáveis envolvidas; 
2. Recorrer a conhecimentos prévios de fenômenos semelhantes para gerar hipóteses 
que possam justificar as correlações identificadas; 
3. Desenvolver experimentos para testar as hipóteses geradas e retornar ao primeiro 
passo até que os resultados sejam justificados. 
4. Generalizar as hipóteses confirmadas, materializando esta generalização na especi-
ficação de um modelo. 
Analisando este processo genérico, é possível identificar características que motivam 
a utilização de CBR para a construção de modelos, e. consequentemente, seu uso nesta 
dissertação. 
Em primeiro lugar, muitas vezes as hipóteses confirmadas são insuficientes para deter-
minar as generalizações necessárias e construir um modelo completo. Algumas generali-
zações são factíveis, mas em geral as situações caracterizam-se como exceções e casos espe-
ciais. CBR aparece como uma alternativa, pois em CBR o conhecimento não é modelado 
formalmente , mas definido extensivamente, através de seu conjunto de instâncias [AP94] . 
Cada um destes modelos (instâncias) é conhecido como modelo de instância específica, e 
o modelo genérico fica implícito no conjunto [VB99) . .:\lão existem desvios condicionais 
no modelo genérico, há um modelo de instância específica para cada situação. Desta ma-
neira, CBR pode suportar o armazenamento de instâncias de processos aleatórios, bem 
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como seus estados em instantes diferentes, e a construção de modelos do domínio através 
destes conjuntos de instâncias. 
Além disso, a aquisição de conhecimento em CBR faz parte do processo natural de 
construção de soluções. Assim, o conhecimento de sistemas ambientais e das técnicas de 
análise utilizadas, em contínua evolução, pode ser acomodado através do armazenamento 
de novos casos na memória de casos. Isto ajuda a contornar a complexidade dos processos 
ambientais e facilita a acomodação de exceções e anomalias, que podem ser tratadas de 
maneira análoga a situações comuns. 
Em segundo lugar, os especialistas em modelagem ambiental baseiam-se em conheci-
mentos sobre fenômenos e comportamentos que tenham alguma semelhança com a nova 
situação (modelagem a partir de precedentes). Esta característica recai no princípio básico 
de CBR, que recorre a situações antigas procurando subsídios para enfrentar uma nova 
situação. 
Finalmente, CBR pode ser utilizado para prover mecanismos que auxiliem os res-
ponsáveis por tomadas de decisão a escolher os modelos adequados para o seu problema. 
Esta é a motivação principal que levou à escolha de CBR na reestruturação do WOODSS. 
Rizzoli et al. [RY97] apresentam um conjunto de características genéricas desejáveis de 
um sistema de apoio à decisão ambiental. A necessidade de cada uma delas em um sis-
tema particular irá depender da natureza do problema e dos usuários do sistema. Estas 
características são: 
1. Capacidade de adquirir, representar e estruturar o conhecimento do domínio em 
estudo. Para isto, é preciso identificar o domínio da aplicação, estabelecer quais 
são as estruturas de dados necessárias para representar os componentes do domínio 
modelado e entender os relacionamentos entre eles; 
2. Disponibilização de um banco de modelos, que armazena o conhecimento estrutu-
rado do domínio, permitindo a separação entre dados e modelos para facilitar a 
reutilização de modelos e a prototipagem; 
3. Capacidade de lidar com dados espaciais; 
4. Possibilidade de oferecer ajuda especialista no domínio de interesse, através de 
técnicas de inteligência artificial. Conhecimentos do domínio auxiliam o usuário 
a recuperar informações, preparar dados, selecionar modelos e interpretar resulta-
dos; 
5. Oferecimento de mecanismos para auxiliar o usuário a formular o problema e escolher 
os métodos de solução. 
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No caso específico do WOODSS, nota-se que ele oferece inicialmente as três primeiras 
características sugeridas: 
Item 1 Os workfiows no vVOODSS permitem representar e estruturar o conh·~cimento 
do domínio em estudo, representado através dos modelos. Além disso, com o me-
canismo de captura de interações dos usuários com o SIG, o WOODSS permite 
adquirir conhecimentos automaticamente. Os relacionamentos entre as tarefas e 
sub-processos são apresentados naturalmente através dos workfiows; 
Item 2 O banco de modelos é provido pelo WOODSS; e 
Item 3 O SIG acoplado ao WOODSS fornece as funções de manipulação e análise de 
dados espaciais. 
Com a inserção de CBR, o WOODSS passa a ter características desejáveis de um 
SDSS ambiental até então não oferecidas: 
Item 4 A utilização de CBR na recuperação e retenção de modelos torna o WOODSS 
sensível ao domínio e auxilia o especialista na formulação do problema e na escolha 
dos métodos de solução (modelos) para tarefas de planejamento ambiental; e 
I tem 5 Através do conhecimento do domínio embutido no conjunto de casos e do me-
canismo de similaridade parcial entre casos, o sistema pode identificar semelhanças 
entre os requisitos do usuário e os modelos armazenados, retornando os mais ade-
quados. 
Sob esta ótica, o acoplamento de CBR ao WOODSS permite a construção de um SDSS 
ambiental adequado. As seções a seguir especificam a inserção de técnicas de CBR no 
'WOODSS. 
3.2 Metodologia empregada 
A área de planejamento ambiental engloba uma série de subáreas. Alguns exemplos são: 
avaliação de impacto ambiental, avaliação de aptidão de terras, alocação de recursos, 
controle de erosão e de fontes poluidoras, recuperação de áreas degradadas e agricultura 
de precisão. Embora o WOODSS seja genérico o suficiente para apoiar estes problemas, 
o seu mecanismo de manipulação de modelos deve ser sensível ao contexto da aplicação. 
Devido à abrangência da área, a metodologia utilizada para propor e especificar o 
mecanismo de recuperação do WOODSS baseado em CBR foi a seguinte: 
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1. Realização de um estudo em largura de problemas de planejamento ambiental, vi-
sando levantar semelhanças e divergências entre os processos de modelagem e docu-
mentação de modelos de diferentes tipos de problemas; 
2. Escolha de uma família representativa de problemas para um estudo mais detalhado; 
3. Determinação dos requisitos para esta família de problemas, identificando suas ne-
cessidades operacionais e particularidades; 
4. Validação dos requisitos levantados; 
5. Especificação de novos mecanismos de recuperação e retenção para o WOODSS, 
baseados em CBR: e 
6. Implementação do mecanismo proposto. 
A família de problemas escolhida para estudo de caso foi a de recomendação de fertili-
zantes e corretivos em taxa variável. Esta família situa-se dentro da subárea de Agricultura 
de Precisão. 
A Agricultura de Precisão (ou tecnologia de taxa variáve~ consiste no manejo diferen-
ciado de áreas dentro de um campo de produção. visando racionalizar o uso de insumos 
e o consumo de energia e aumentar a produtividade [QDMOO). Os dados coletados são 
espacializados em mapas para representar a variabilidade da região em estudo. Estes ma-
pas servem como base para a geração de mapas para aplicação localizada de insumos, que 
são fornecidos para implementes agrícolas especiais que efetivamente realizam a aplicação 
(SCHOO]. O processo é realimentado com a avaliação final dos resultados. Em que pe-
sem as principais tecnologias envolvidas neste sistema, ressaltam-se: SIG, Sensoriamento 
remoto, e sistemas de posicionamento global ( GPS- Global Positioning System) . 
Dentro da agricultura de precisão são encontradas várias farru1ias de problemas, in-
cluindo recomendação e aplicação de fertilizantes e corretivos, controle de pragas e apli-
cação de defensivos, operações de preparo do solo, irrigação e planejamento de colheita. 
Dentre estas famílias de problemas, esta dissertação tomou como exemplo de estudo a 
que lida com recomendaçã.o de fertilizantes e corretivos. A próxima seção introduz este 
conjunto de problemas e justifica a sua escolha. 
3.2.1 Recomendação de fertilizantes e corretivos em taxa va-
riável 
O solo sofre alterações constantes, tendo seus nutrientes consumidos pelas plantas ou 
perdidos por lixiviação e erosão. Embora urna parte dos nutrientes fique retida no solo, 
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ou seJa liberada com o tempo através da decomposição orgânica, as exigências das cul-
turas geralmente superam a disponibilidade natural de nutrientes no solo [LGM99]. As 
principais medidas para atingir e manter boas condições nutricionais para o cultivo são a 
calagem e a adubação. 
Em solos com pH excessivamente ácido ocorre a diminuição na disponibilidade de 
alguns nutrientes fundamentais para o desenvolvimento das culturas e aumento de:masiado 
de outros, atingindo níveis tóxicos às plantas. A calagem é a prática da aplicação e 
incorporação de calcário ou de qualquer outro material com o objetivo de elevar o pH do 
solo, neutralizando a addez, e também de suprir alguns nutrientes [CNPOO]. 
A adubação consiste em adicionar nutrientes ao solo para corrigir e evitar deficiências. 
O cálculo da quantidade de adubo necessário considera os teores dos nutrientes no solo 
e a quantidade esperada de extração pela cultura. A prática de adubação mais utilizada 
nas lavouras é a de macronutrientes primários (nitrogênio, fósforo e potássio - adubação 
NPK). Isto não significa que sejam mais importantes do que os outros nutrientes, mas 
que são consumidos em maiores quantidades pelas plantas, tornando-se escassos mais 
rapidamente e exigindo reposições maiores. 
As recomendações de calagem e adubaçã,o são específicas de acordo com a cultura e a 
região, pois consideram as exigências nutricionais da cultura e as características chmáticas 
da região, visando alcançar a máxima produtividade econômica, que é o ponto ótimo da 
relação entre o gasto com insumos e o retorno da venda da produção. 
Existem várias fórmulas utilizadas para o cálculo da necessidade de calagem. ·o Bra-
sil, cada região utiliza uma fórmula preferencial, pelas características ambientais da região 
(clima, tipo de solo) ou por influência dos laboratórios locais. O cálculo das quantidades 
de fertilizantes é baseado em tabelas geradas por institutos de pesquisa agropecuária, que 
indicam a quantidade de acordo com os teores dos nutrientes no solo e a produtivida-
de esperada da cultura. A produtividade esperada da cultura é baseada nas colheitas 
passadas dos últimos anos. Quando não existe esta informação histórica, é feita uma 
estimativa considerando-se as características da área. A figura 3.1 mostra uma tabela de 
recomendação para a cultura da soja1 no estado de São Paulo, fornecida pelo bstituto 
Agronômico de Campinas (IAC) [RCQF96]. 
O processo convencional de recomendação de fertilizantes e corretivos baseia-se na 
média das quantidades de nutrientes encontradas nas amostras de solo coletadas da área, 
desconsiderando a distribuição espacial dos nutrientes. A recomendação em taxa variável 
fundamenta-se em conjuntos de amostras georeferenciadas que mostram a distribuição 
1 No caso da soja e de algumas outras leguminosas e oleaginosas (por exemplo, amendoim e grão-de-
bico), o nitrogênio é fornecido para a planta através da fixação simbiótica, que ocorre com bactérias do 
gênero Bradyrhizobium, que captam nitrogênio da atmosfera. Assim, em geral, não é utilizada a éi.Ciubação 
nitrogenada, mas apenas a inoculação das sementes, que é a mistura de uma pequena quantidade de 
fertilizantes diretamente às sementes. 
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Produu-
P resina. mg 11m 3 K+trocável. mmol pm 3 vidade 
esperada 0-6 7-15 16-40 >40 0-0.7 0.8-1.5 1.6-3 .0 >3.0 
t/ha P 20 5 kg/ha -- rcp kg h a --
1.5-l .9 50 40 30 20 60 40 20 o 
2.0-2.4 60 50 40 20 70 50 30 20 
2.5-2.9 80 60 40 20 70 50 50 20 
3.0-3.4 90 70 50 30 80 60 50 30 
3 .5-4.0 * 80 50 40 80 60 60 40 
"'Não é possível obter eSta produtividade em solos com teores muito baixos de P. 
Figura 3.1: Tabela de recomendação de fertilizantes NPK para a soja em São Paulo. 
dos nutrientes, permitindo recomenda.ções locallzadas mais precisas. 
Este conjunto de problemas justifica a utilização de CBR, dada a dificuldade de iden-
tificar o caso mais adequado, visto a quantidade de variáveis e de combinações possíveis. 
Os principais fatores que correspondem a variáveis embutidas na recomendação de ferti-
lizantes e corretivos são: a cultura, a região, a textura do solo, as aplicações anteriores de 
insumos, o estágio na rotação de culturas e o tipo de cultivo em questão. Em números} 
considerando 50 culturas, 10 regiões com recomendações diferentes e 5 variações da mesma 
cultura em uma mesma região (que não são números exagerados), tem-se um conjunto de 
2500 casos. Note que para cada caso existe um histórico particular de aplicações e rotação 
de culturas que implica variações adicionais. 
O tópico de recomendação de fertilizantes e corretivos já se encontra em um estágio 
maduro de pesquisa. Assim sendo, existe uma bibliografia extensa que serviu como base 
para este trabalho ([RCQF96, dFdSR94, CNPOO, dPdT99, CPA97] , dentre outras). 
Finalmente, a Agricultura de P recisão é uma área de pesquisa de ponta, com uma 
grande demanda de soluções de apoio à decisão. Neste contexto, os resultados desta 
dissertação podem ser aplicados sob vários outros pontos de vista dentro desta área. 
3.3 Representação de casos 
Conforme citado na seção 2.2.3, a estrutura de um caso em CBR em geral é constituída 
por três componentes: o problema, a solução desenvolvida e o resultado obtido. No WO-
ODSS não existe uma separação clara entre problema e solução. A solução desenvolvida é 
representada pelo workfiow, a descrição do problema é a descrição deste mesmo workfiow, 
e os resultados também fazem parte da descrição do workflow. 
Esta dissertação propõe que os casos no \VOODSS sejam representados por dois com-
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ponentes: (A) o workfiow e (B) a descrição associada. A partir deste ponto, o termo 
modelo será utilizado exclusivamente para modelos ambientais genéricos e o termo ca-
so para instanciações de modelos genéricos, documentadas como workfiows cient íficos no 
\~OODSS. 
Cada problema de planejamento ambiental possui uma forma particular de descrição. 
Analisando vários problemas do domínio, identificou-se um conjunto de informac;ões des-
critivas genéricas (metadados) comuns a quase todos eles. Baseando-se nesta análise, 
a descrição dos casos proposta para o vVOODSS é formada pelo seguinte conjunto de 
campos: 
• Os objetivos do caso; 
• Os modelos ambientais genéricos utilizados; 
• Uma descrição da área de estudo; 
• Uma descrição dos dados de entrada; 
• Os efeitos das decisões tomadas sobre os mapas resultantes; e 
• Os dados sobre o especialista ou órgão responsável. 
Os obJetivos resumem o problema atacado, incluindo as restrições impostas. O campo 
modelos introduz os modelos utilizados e cita suas referências. A descrição da áre.a inclui 
a localização geográfica e as características ambientais da região (por exemplo, clima, 
relevo, solo, vegetação). A descrição dos dados de entrada basicamente elenca os dados 
utilizados, citando a metodologia para seu levantamento e a data da coleta. Os ejeztos 
indicam o sucesso ou fracasso das medidas tomadas com base nos mapas resultantes 
do caso, as limitações identificadas e suas justificativas. Finalmente, os dados sobre o 
especialista ou órgão responsável têm caráter de referência. 
3.4 Determinação de descritores 
A proposta do WOODSS é possibilitar a construção de novos modelos baseando-se em 
adaptações de modelos prévios. Ao documentar um novo modelo, o usuário gera.lmente 
ressalta as características ou restrições faltantes (ou em excesso) no modelo de orige:m que 
levaram-no a modificá-lo. Este panorama sugere determinar descritores de indexação para 
os casos usando a idéia do método de determinação de descritores baseado em dije1·enças, 
descrito na seção (2.2.4). 
Relembrando, os passos do processo de determinação de descritores deste método são: 
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• Identificar o conjunto de características do nO\"O caso que o diferenciam dos casos já 
armazenados; 
• Extrair descritores que retratem estas diferenças, dentro do contexto do problema; 
e 
• Generalizar estes descritores. 
A questão é: que informações extraídas dos casos poderiam ser bons descritores para 
indexá-los? Idealmente, o sistema deveria realizar este processo de forma automática. 
Contudo, a complexidade de tal abordagem é muito grande. Assim, no contexto deste 
trabalho, os usuários são os responsáveis por determinar os descritores dos casos. Esta 
seção define os tipos de descritores de casos propostos para o vVOODSS. 
Primeiramente, considere a componente workflow dos casos. Chegou-se à conclusão de 
que o fluxo de atividades não oferece grande subsídio para a interpretação da semântica 
do caso, se considerado independente do contexto da aplicação. Os exemplos apresentados 
na seqüência vêm suportar esta hipótese. 
Considere que uma determinada cultura obtém maior produção quando implantada 
em solos de um tipo hipotético x e com teores de potássio (K+) acima de um valor y. 
Deseja-se identificar quais áreas de uma dada região possuem estas características, ideais 
para tal cultura. Um modelo para solução deste problema consiste em (1) a partir do 
mapa de solos da região, selecionar as áreas onde o solo é do t ipo x (em um SIG, operação 
de reclasssificação), (2) a partir do mapa da distribuição de K+, selecionar as áreas com 
teor acima de y (reclassificação) e (3) combinar os mapas (binários) obtidos, buscando 
a interseção destas características (operação de sobreposição). A figura 3.2 apresenta o 
workfl.ow resultante da implementação deste modelo no SIG Idrisi. 
Solos Reclass Solo' 
Overlay Solu ão 
* 
K Reclass 
Figura 3.2: Exemplo de identificação de áreas ideais para uma determinada cultura. 
Considere agora outro problema, para determinar a quantidade de fertilizantes po-
tássicos a ser recomendada para uma determinada cultura, a partir de um tabela de 
recomendação de quantidades de fertilizantes idêntica à tabela da figura 3.1. Suponha que 
áreas com certo tipo de solo x devem receber o dobro da dose da tabela de recomendação. 
t;m modelo para este problema seria (1) processar o mapa de teores de potássio, atribuindo 
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as doses recomendadas na tabela, (2) processar o mapa de solos atribuindo valor 2 (dobro) 
às áreas com solo do tipo x e valor 1 às demais áreas (reclassificação) e (3) combinar os 
dois mapas (sobreposição ponderada utilizando uma função de multiplicação). O workftow 
da. figura 3.3 corresponde à especificação deste modelo. 
Solos Reclass 
K Reclass 
Solo' 
Overlay Solu ão 
* 
Figura 3.3: Exemplo de recomendação de quantidades de fertilizante~ . 
Note que os work.fiows das figuras 3.2 e 3.3 têm estruturas idênticas e invocam as 
mesmas funções do SIG, mas têm propósitos completamente diferentes. Ambos utilizam 
o mesmo fluxo de operações, mas chegam a resultados sem qualquer relação. Em alguns 
casos, a sucessão de determinadas operações pode indicar algum significado, mas este fato 
não é uma regra. Talvez uma análise detalhada de uma grande gama de modelos, com 
propósitos diversos, possibilite chegar a conclusões concretas neste sentido. Contudo, esta 
abordagem foge ao escopo desta dissertação devido à sua complexidade. 
Relembrando, propõe-se documentar casos a partir do par <workflow, descrição> , 
a partir do qual se ext raem descritores para indexá-los. Descartada a possibilidade do 
uso da "topologia" dos workfiows, resta a opção de extrair descritores dos casos do seu 
componente descrição. 
Analisando o conjunto de problemas de planejamento ambiental que o WOODSS pode 
apoiar, verificam-se dois níveis de diferenciação na descrição dos casos: o nível de objetw os 
e o nível de restrições associadas a estes objetivos. Considera-se que um fator é uma 
restriçã.o a um objetivo quando limita o contexto em que um objetivo deve ser atingido. 
Por exemplo, "controle de pragas e aplicação de defensivos" é um objetivo global, enquanto 
as restrições típicas incluem fatores espaço-temporais e sócio-econômicos. 
No nível de objetivos, as diferenças entre casos são mais explícitas. É visível que é 
pequena a similaridade entre casos de recomendação de fertilizantes em taxa variável e 
casos de análise da aptidão de terras. Entretanto, no nível de restrições estas diferenças 
já não são tão claras, exigindo maior nível de detalhe. Por exemplo, a recomendação de 
fertilizantes varia de acordo com a cultura, a região e a textura do solo em questão. Estas 
restrições são refletidas, na implementação do modelo, em variações de pesos, valores de 
parâmetros e até mesmo na estrutura do work.fiow. 
Com base nesta constatação, são propostos dois tipos de descritores: 
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Tipo 1 Palavras-chave. São as que o usuário determina para descrever os objetivos do 
caso; e 
Tipo 2 Restrições aos objetivos. São especificadas como predicados associados aos ob-
jetivos. Cada predicado é expresso como conjunções de triplas da forma <atributo, 
comparando, valor> . Os atributos são restritos aos tipos string e numérico, sen-
do que no caso em que o atributo é do tipo string, o comparando se restrin-
ge à igualdade (=). Um exemplo deste descritor é < cultura, '=' , soja > 1\ < 
textura_solo, 'L', 30% >. 
Cada tripla possui um peso de relevância com relação a um determinado objetivo. 
Uma mesma tripla pode ter pesos diferentes quando presente em restrições relacionadas a 
objetivos distintos. Estes pesos são fornecidos pelos usuários no momento da atribuição de 
uma restrição a um objetivo. Um caso pode ter vários objetivos, com restrições específicas 
associadas a cada um destes objetivos. 
Os elementos do tipo string destes descritores (palavras-chave, nomes de atributos e 
valores textuais das restrições) formam um dicionário, que é expandido à medida que os 
especialistas inserem novos termos. Para situar o contexto destes termos no domínio, o 
dicionário é organizado como um conjunto de árvores n-árias, que seguem a idéia das 
hierarquias de abstração, apresentadas na seção 2.2.5. 
Esta noção já vem sendo utilizada há anos por especialistas da área agrícola para 
padronização de vocabulário. Em 1997 foi publicado a segunda edição de um vocabulário 
controlado de termos agrícolas - Thesagro [CEN97] - contendo quase dez mil termos 
agrícolas, contextualizados através de relações hierárquicas, associativas e de equivalência. 
A figura 3.4 mostra como o termo soja perene é descrito no Thesagro. 
Termo mais 
g,enérico 
(hierárquica} 
Legunúnosa forrageira Outras formas desíe 1 termo (equivalência) 
Termos mais 
específicos 
(hierárquica) 
Soja clarence 
1 __j Glycine javanica 
Soja perene L Glycine wightii 
Neonotonúa wigthii 
Soja cooper Soja tinardo 
Figura 3.4: Hierarquia de conceitos do termo soja perene no Thesagro. 
O dicionário básico utilizado neste trabalho é baseado no Thesagro. Os usuários, ao 
inserir um novo termo ao dicionário, devem situá-lo na hierarquia de termos e fazer os 
-4--.. ·---- .. _ .. _ . 
i u,~l~~ .. ,'# i ~.~c .. c .. <t-.t.~n"'c. •t:~ 
~---- , I 
40 Capítulo 3. Raciocínio baseado em casos no VVOODSS 
ajustes necessários para acomodá-lo. Esta estrutura permite generalizar os descritores 
dos casos, além de servir como base para a análise de similaridade entre casos. 
3.5 Análise de similaridade entre casos no WO,ODSS 
O método de análise de similaridade entre casos proposto utiliza a idéia da :função de 
vizinhos mais próximos, introduzida na seção 2.2.5. O algoritmo desenvolvido calcula a 
simiLaridade entre casos (sim[caso1, caso2]) como a média ponderada das similaridades 
dos seus objetivos (sim0bj [caso1 , caso2]) e das suas restrições (simRestr[caso1 , easo2]). A 
similaridade dos objetivos é priorizada sobre as restrições porque é mais relevante para o 
usuário obter um caso com finalidades semelhantes às desejadas, ainda que as restrições 
desejadas não sejam satisfeitas, do que um caso que satisfaça estas restrições em um 
contexto diferente. 
Para especificar os algoritmos, será usada a notação que se segue. Conjuntos são 
expressados com iniciais maiúsculas (Obj[e]) , elementos de conjuntos com uma letra 
minúscula (o) , variáveis com inicial minúscula (simObj ) e subrotinas em letras maiúsculas 
(SI1'v10BJ()) . 
O algoritmo de análise de similaridade entre casos proposto para o WOODSS é o 
algoritmo 3.1 , que utiliza três subrotinas, descritas a seguir: 
CAMINHO. Compara atributos do tipo string a partir dos caminhos entre tt~rmos nas 
hierarquias do dicionário. A subrotina CAMINHO considera apenas o comparando '= '. 
O valor de similaridade entre dois termos (CAMINHO (string1, string2 )), é dado por: 
CAMINHa( . . ) numero_arestas_caminho_entre_string1 • .string2 • strmg1 , stnng2 = 1 - . 
numero_maxtmo_arestas 
O valor numero_maximo_arestas é definido como o máximo de arestas que o caminho 
pode ter, para limitar a procura. Se algum dos termos não se encontra na hierarquia ou 
se o caminho entre eles é maior que o má.."Ximo definido, CAMINHO (string1 , st'ring2 )=0. 
Caso estes termos sejam equivalentes, CAMINHO (string1, strin92)=l. 
SIMOBJ. Compara descritores do tipo l (palavras-chave), utilizando a subrotina CA-
MINHO. Sejam o1 e 02 dois objetivos dados e D[ot] e D[o2] seus respectivos conjuntos de 
descritores , SIMOBJ(o1 , o2 ) é dado pelo algoritmo 3.2. 
DIFERENÇA. Calcula a diferença entre atributos do tipo numérico. Para o cálculo 
de DIFERENÇA, há três situações, de acordo como os cornparandos fornecidos ( compa-
rando1, comparando2 ) : 
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Algoritmo 3.1 Algoritmo de análise de similaridade proposto para o \VOODSS. 
Entrada: t (caso de entrada). O (conjunto de objetiYOS armazenados) e 
C (conjunto de casos armazenados) 
Saída: sim[ i, c] (valor de similaridade entre t-c, 'V c E C) 
1. Calcular a similaridade entre objetivos do caso de entrada e objetivos armazenados 
para cada o E O faça 
simObj [oi, o] r SIMOBJ(ot , o); 
onde o, E Obj[i] e Obj[·i] é o conjunto de objetivos de i. 
Seja O' c O o conjunto de objetivos armazenados com simObj [oi, o]> O. 'to E 0'. 
e C[O'] o conjunto de casos armazenados onde 3oc E ObJ [c], Oc E O' 
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2. Calcular as similaridade de objetivos (simObj[t,c]) e restrições (simRestr[t,c]) entre 
í-c. onde c E C[ O'] 
para cada c E C[O'] faça { 
simObj [i, c] f- O; 
simRestr[i, c] r O; 
} 
para cada Oc E Obj[c) nO' faça { 
simObj(i,c) f- simObj(z,c]+ SIMOBJ (oi,oc); 
para cada r, E Restr[i, o,] faça 
} 
para cada r c E Restr[c. oc] faça 
se T1 • atr1buto = Te. atributo então 
se ri. tipo = string então 
simRestr[i, c] r simRestr[i, c]+CAMINHO(rt. valor, r c. valor) ; 
senão 
se r 1 • tipo = numérico então 
simRestr[i, c] r simRestr[t, c] 
+DIFERENÇA([r,. comp, rt. valor], [r c . comp, r c. valor]); 
3. Calcular a similaridade final (sim[i. c]) entre i-c 
para cada c E C, tal que simObj [t. c] >O faça 
sim[ i, c) r (P 1 x simObj [t, c]+ P2 x simRestr[i , c])/(Pl + P2); onde P1 > P2 
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Algoritmo 3.2 Algoritmo de análise de similaridade entre objetivos de casos. 
Entrada: o1 e o2 (objetivos a serem comparados) 
Saída: SIMOBJ (valor de similaridade entre os objetivos dados) 
SIMOBJ t-O; 
para cada dt E D{oi] faça { 
para cada d1 E D{o2] faça 
SIMOBJ t- SIMOBJ + CAMINHO (d1 , d1); } 
SIMOBJ +- SIMOBJ / numero_descritores_D[o1]; 
1. Ambos comparando1 e comparando2 são '= '. O valor de similaridade é dado pela 
diferença entre os valores: 
I valor 1 - valor2 I DIFERENÇA([=,valort],[=,valor2]) = 1- . d } 
mazor _ z erenca 
2. Comparando1 ou comparando2 é '>' ou '<'. Neste caso, se o intervalo dado engloba 
o outro valor, DIFERENÇA=l. Caso contrário, o valor de similaridade é dado pela 
diferença entre o limite do intervalo e o outro valor, como no caso anterior. 
3. Ambos comparando1 e comparando2 são '>' ou '<'. Se existe interseção entre os 
intervalos, DIFERENÇA=!. Caso contrário, o valor de similaridade é dado pela 
diferença entre os limites dos intervalos. 
O valor maior_diferença é dado pela diferença entre o maior e o menor valor do domínio 
deste atributo. Estes valores devem ser fornecidos pelo usuário no momento dt:L inserção 
da restrição no sistema. Caso não sejam conhecidos, o sistema identifica o maior e o 
menor valor previamente fornecidos para esta restrição e calcula a diferença. 
3.6 Algoritmo de retenção de casos e estrutura de 
. -organ1zaçao 
As principais funcionalidades do algoritmo de retenção de casos proposto para o \VOODSS 
são: avaliar se o novo caso deve ser armazenado, requisitar ao usuário os descritores para 
indexar este caso e, finalmente, armazená-lo na memória de casos. 
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Um novo caso só deve ser retido se for suficientemente "diferente", em sua semântica, 
de outros casos já armazenados. Se o novo caso possui objetivos diferentes dos casos já 
existentes, faz sentido retê-lo. Porém, qual a utilidade de armazenar vários casos referentes 
a um mesmo objetivo? 
A resposta para a última questão baseia-se no fato de que, ainda que o objetivo se-
ja o mesmo, as restrições adotadas podem diferir. Isto, por sua vez) implica variações 
nos parâmetros utilizados na implementação dos modelos. Este tipo de situação é muito 
comum em aplicações ambientais, em que restrições espaço-temporais podem exigir im-
plementações bastante diferentes de um modlelo global genérico. É preciso conhecimento 
especialista sobre o problema atacado para definir valores corretos para os parâmetros, 
adequando um caso a novas restrições. Desta forma, mostrar ao usuário um modelo 
genérico de um problema indica o rumo a tomar, mas pode não ser suficiente. 
Por exemplo, considere novamente o problema de recomendação de quantidades de 
fertilizantes, baseada em tabelas fornecidas pelas instituições de pesquisa agrícola. Os 
modelos, como introduzido em um dos exemplos da seção 3.4, compreendem reclassificar 
os mapas de distribuição de teores de nutrientes de acordo com estas tabelas. Como as 
tabelas são específicas para cada cultura e variam de região para região. retornar um 
modelo genérico ao usuário requer que ele conheça os valores corretos de recomendação 
para adequá-lo à situação em questão. 
Pela dificuldade da inferência automática de relevância de um novo caso, esta dis-
sertação propõe que o WOODSS permita armazenar qualquer caso que o usuário julgue 
importante, desde que os casos não tenham conjuntos de descritores de indexação estri-
tamente iguais. O algoritmo de retenção proposto é o algoritmo 3.3. 
3. 7 A lgoritmo de recuperação de casos 
O algoritmo de recuperação de casos proposto para o \iVOODSS retoma ao usuário o caso 
mais próximo do caso de entrada (a partir dos descritores fornecidos pelo usuário) e um 
conjunto de casos complementares. Os casos complementares têm por objetivo apresentar 
ao usuário algum caso que contenha uma restrição que falta no caso recuperado, indicando 
uma forma de tratá-la. Os casos complementares são os casos mais próximos do caso de 
entrada e que possuem as restrições faltantes no caso retornado. 
O usuário pode fornecer os descritores de consulta de duas maneiras: 
• Em um passo. O usuário fornece de uma só vez os descritores do tipo 1 e do tipo 2. 
• Em dois passos. Primeiramente o usuário fornece os descritores do tipo 1. O siste-
ma retoma a lista dos objetivos associados a algum destes descritores. O usuário 
então seleciona nesta lista os objetivos desejados e fornece os descritores do tipo 2, 
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Algoritmo 3.3 Algoritmo de retenção de casos proposto para o WOODSS. 
Entrada: novo caso 
Saída: confirmação de armazenamento do caso (booleano) 
1 . Documentar o novo caso 
1.1 Usuário fornece a descrição textual do caso 
1 .2 Usuário determina descritores para indexar o caso 
• Palavras-chave dos objetivos do caso (descritores do tipo 1) 
• Restrições associadas a estes objetivos (descritores do tipo 2) 
2. Decidir se armazena ou não o novo caso 
2.1 Sistema pesquisa memória de casos utilizando descritores obtidos 
no passo 1.2 e retoma ao usuário casos semelhantes ao novo caso 
2 .2 Usuário decide se armazena o caso, analisando a similaridade entre 
o novo caso e os recuperados 
3. Se decidir armazenar, reter o novo caso 
3. 1 Usuário valida descritores para indexar o novo caso 
3.1.1 Ajusta os descritores fornecidos inicialmente em 1.2 
3 . 1 . 2 Acrescenta novos descritores, baseando-se nos descritores dos 
casos retornados, ressaltando as diferenças entre o novo caso 
e os demais 
3.2 Sistema retém o caso 
3.2.1 Armazena o ~orkflov e a descrição do caso 
3 .2 .2 Armazena os descritores de indexação do caso 
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associando-os aos respectivos objetivos. Nesta forma de interação, o sistema auxilia 
o usuário a determinar precisamente o contexto de cada restrição (descritor do tipo 
2) , diminuindo possíveis ambiguidades na análise de similaridade. 
O algoritmo de recuperação de casos proposto é o algoritmo 3.4. Este algoritmo 
não aproveita o fato de que aplicações que usam dados georeferenciados podem utilizar 
metadados a-ssociados aos mapas. Estes metadados são gerenciados pelo SIG utilizado 
e contêm tipicamente informações sobre a região geográfica e o sistema de coordenadas. 
u ma versão do algoritmo que considera este fato é o algoritmo 3.5. 
3.8 Resumo 
Este capítulo apresentou os algoritmos que devem ser incorporados ao WOODSS para 
permitir o uso de CBR, na retenção e recuperação de modelos. Os descritores escolhidos 
para um caso são seus objetivos, representados por listas de palavras-chave, e restrições 
formadas por conjunções de triplas do tipo <atributo, comparando, valor> . O cálculo de 
similaridade proposto é baseado na noçã.o de vizinho mais próximo, comparando valores 
textuais através de caminhos em árvores de termos fornecidos pelo usuário e valores 
numéricos através de diferença algébrica. 
O próximo capítulo mostra a implementação realizada, incluindo as mudanças feitas 
no banco de dados para armazenamento dos descritores e a reestruturação dos módulos 
de Atualizações e Consultas do WOODSS. 
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Algoritmo 3.4 Algoritmo de recuperação de casos proposto para o WOODSS. 
Entrada: descritores de caso 
Saída: conjunto de casos cujos descritores sejam similar~s aos descritores 
de entrada 
1. Recuperar casos relevantes usando critérios de similaridade a partir 
de descritores dos tipos 1 e 2, refinando iterativamente a busca 
1. 1 Usuário fornece os descritores 
• Em um passo 
a) Usuário fornece conjunto de palavras-chave e de restrições 
• Em dois passos 
a) Usuário fornece conjunto de palavras-chave e sistema 
retorna a lista dos objetivos associados 
b) Usuário fornece conjunto de restrições 
b.1) Usuário seleciona os objetivos desejados na lista 
retornada no item (a) 
b.2) Sistema retorna nomes dos atributos das restrições 
(triplas) associadas aos objetivos selecionados 
b .3) Usuário determina valores e comparandos para as 
respectivas tripl as das restrições 
1.2 Sistema retorna conjunto de casos com maior valor de simila:ridade 
1. 3 Se algum dos casos satisfaz o usuário, tome-o e vá para o pa.sso 2 
Senão, retorne ao início do passo 1 para o usuário refinar os 
descritores 
2 . Recuperar casos complementares 
2 . 1 Sistema identifica as restrições fornecidas pelo usuário qu~~ o 
caso retornado não satisfaz 
2.2 Sistema retorna os casos com maior valor de similaridade qw:! 
contenham estas restrições 
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Algoritmo 3.5 Algoritmo de recuperação de casos, sensível ao georeferenciamento. 
Entrada: descritores de caso 
Saída: conjunto de casos cujos descritores sejam similares aos descritores 
de entrada 
1. Recuperar casos relevantes usando critérios de similaridade a partir 
de descritores e indicadores de localização geográfica, refinando 
iterativamente a busca 
1.1 Usuário fornece descritores e indicadores de localização 
1.1.1 Usuário fornece os descritores dos tipos 1 e 2 
1.2.1 Usuário fornece indicadores de localização (toponímia 
ou coordenadas) 
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1.2 Sistema retorna conjunto de casos com maior valor de similaridade, 
tal que 
• O grau de similaridade entre descritores é maximizado 
• Existe interseção geográfica entre a localização fornecida 
pelo usuário e os arquivos de dados usados como entrada 
nos casos selecionados. Esta interseção é calculada usando 
funções do SIG utilizado 
O restante do algoritmo é idêntico ao 3.4. 
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Capítulo 4 
A spectos de implementação 
Este capítulo apresenta os principais aspectos de implementação para reestruturar o VvO-
ODSS usando CBR no gerenciamento de modelos. Os módulos do WOODSS afetados 
com esta reestruturação foram: o módulo de Consultas, o módulo de Atualizações e a 
Interface com o usuário. 
A figura 4.1 é uma versão da figura 2.3, que apresenta a nova arquitetura do WOODSS, 
destacando, com sombreado mais escuro, os módulos afetados. O módulo Monitor passou 
a ser denominado Interface SIG e o módulo Gestor de Workfiows passou a ser chamado 
Interface BD, mantendo as mesmas funcionalidades. Nesta figura, o encapsulamento 
esquemático dos módulos de Consulta, de Atualizações e a Interface com o usuário tem por 
objetivo ilustrar que estes módulos formam o núcleo do sistema e os módulos Interface SIG 
e Interface BD são os responsáveis por integrar estes módulos aos componentes externos 
ao sistema (SIG e Memória de Casos, respectivamente) embora todos componham a nova 
versão do WOODSS. 
A especificação dos módulos de Consulta e Atualizações foi estendida, passando a 
incorporar funções para recuperação e retenção de casos. As modificações realizadas na 
Interface com o usuário visaram facilitar as tarefas de edição e documentação dos casos, 
além de novas janelas para comunicação com os novos módulos de Consulta e Atualizações. 
Esta nova versão, da mesma forma que a versão original, interage com o SIG Idrisi e com o 
sistema de gerenciamento de banco de dados Visual FoxPro e foi implementada utilizando 
a linguagem Java™. 
Este capítulo está organizado da seguinte forma. A seção 4.1 mostra a reengenharia 
realizada no WOODSS para torná-lo mais aberto, facilitando expansões futuras. A seção 
4.2 apresenta o esquema do banco de dados utilizado nesta implementação. As seções 
4.3 e 4.4 descrevem como os módulos de Atualizações e de Consultas do WOODSS foram 
recodificados para acoplar os mecanismos de CBR. 
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Figura 4.1: Nova arquitetura do vVOODSS, incorporando CBR. 
4.1 Reengenharia do WOODSS 
A incorporaç-ão de CBR ao WOODSS exigiu sua total reengenharia e recodificação, para 
permitir expansões futuras. Esta nova implementação do WOODSS continua. acoplada 
ao SIG Idrisi, apesar da modularização alcançada torná-lo praticamente independente 
do SIG com o qual interage. A figura 4.2 mostra o diagrama de classes gerado. Nesta 
figura, quando a cardinalidade dos relacionamentos é omitida, entenda-se ' 1' , e o símbolo 
'* ' indica a cardinalidade 'n'. As classes estão particionadas em quatro grandes pacotes: 
CORE, INTER, GIS e DATABASE. Cada um destes pacotes é responsável por um grupo 
de funcionalidades, descritos a seguir. 
Pacote CORE. Este pacote pode ser entendido como a própria definição de um work--
fiow. A classe Workflow encapsula todos os componentes e funcionalidades do workfiow. 
Uma instância desta classe é formada por um conjunto de atividades e um conjunto de 
dependências. Note que, como workflows têm uma definição recursiva (uma atividade 
pode ser um subworkflow), a classe Workflow é derivada de Activity. Cada atividade 
ou dependência possui um registro de metadados particular (classes Acti vi tyM•3tadata e 
DependencyMetadata), onde são armazenados desde parâmetros até comentários em alto 
nível sobre estes componentes. A classe Metadata contém metadados sobre o workfiow 
global, tal como descrito na seção 3.3. A classe User representa os usuários do sistema, 
servindo tanto para autenticação e permissão de acesso de usuários quanto como parte 
dos metadados do workflow, indicando o especialista que o desenvolveu. Todas :as funções 
de edição de workfiows estão encapsuladas neste pacote, sendo invocadas pelos outros 
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Figura 4.2: Diagrama de classes da nova versão do WOODSS. 
pacotes que complementam a gerência de workflows. 
Pacote INTER. Este pacote encerra as classes da interface com o usuário do siste-
ma, responsáveis pela apresentação de workfiows e por receber e responder a eventos 
do usuário. Esta implementação buscou descentralizar a gerência de janelas, de acordo 
com as funcionalidades do sistema. A classe MainFrame é o ponto de ligação entre os 
diferentes módulos do sistema. Todas as tarefas de apresentação e edição de workflows e 
metadados são gerenciadas pela classe CaseDialog, que possui um conjunto de sub janelas 
associadas. Da mesma forma as classes QueryDialog, UpdateDialog, ExecuteDialog e 
CaptureDialog gerenciam, respectivamente, as solicitações das funcionalidades de con-
sultas, atualizações, execução e captura, interagindo com os pacotes DATABASE e GIS. A 
classe Woodss é a classe de inicialização do sistema, que realiza alguns testes iniciais e 
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mostra a janela principal do WOODSS. Finalmente, a classe LoginDialog ca.ptura da-
dos de login dos usuários e a classe AboutDialog mostra informações sobre a versão do 
sistema. 
Pacote DATABASE. Este é o pacote responsável pela comunicação do sistema com o 
SGBD que contém a memória de casos. Os módulos de Atualizações, de Consultas e Inter-
faceBD estão encapsulados neste pacote. As classes UpdateModule e QueryModule provêm 
as funções de gerenciamento da memória de casos, encerrando os mecanismos ele recupe-
ração e retenção de casos, propostos nesta dissertação. A classe Databaseinterface é 
a ponte entre este pacote e o SGBD, comunicando-se via JDBC (Java DataBase Con-
nectivity), uma API Java padrão que fornece primitivas para execução de comandos SQL 
(Structured Query Language) em um SGBD. A.s classes Goal e Constraint contêm os 
descritores de casos descritos no capítulo anterior e a classe Dictionary carrega o dici-
onário de termos utilizado, fornecendo funções de gerência de termos e comparação de 
valores. 
Pacote GIS. O pacote GIS realiza a interação do WüODSS com o SIG acoplado, 
\ia tradução das operações do SIG em workfiows (captura) e vice-versa (execução). Es-
te pacote foi apenas parcialmente implementado. Para a tarefa de captura, a classe 
CaptureModule engloba as funções necessárias para ler um arquivo de log, e convertê-
lo para o formato de um workfiow científico, identificando suas atividades (com seus 
parâmetros), dependências e metadados. Para a tarefa de execução, a classe ExHcuteMo-
dule gera um arquivo executável no SIG que reflete a estrutura do workfiow que se deseja 
executar. A implementação completa deste pacote deve comunicar-se com o pacote DA-
TABASE, armazenando no banco de dados as assinaturas de operações do SIG e outras 
informações. Desta forma, torna-se possível criar rotinas genéricas, flexíveis o suficiente 
para acomodarem as variações de operações e parâmetros em diferentes SIG. Isto permite 
uma maior independência do SIG utilizado, uma vez que cada SIG possui uma linguagem 
proprietária. Esta versão do vVOODSS ainda interage apenas com o SIG Idrisi. 
4.2 Esquema do banco de dados 
Esta seção apresenta as relações que compõem o banco de dados da nova implementação do 
WOODSS. Primeiramente, apresenta-se o esquema do banco de dados da implementação 
original do WOODSS, e na seqüência, as relações acrescentadas na nova implementação. 
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4.2.1 Relações da implementação original do WOODSS 
O esquema original do banco de dados do WOODSS continha as seguintes relações para 
armazenamento de workflows: 
Workfiows. Esta relação mantém um registro dos workflows armazenados. id é um 
identificador único para cada workflow e title é o título do workflow, fornecido pelo 
usuário. 
Workflows( 
id: NUMERIC(14) 
title: CHAR(40) ) 
Atividades. Contém os dados sobre as atividades do workfiow. id é o identificador 
da atividade em um workflow, e name o título desta atividade. O atributo origin indi-
ca se a atividade foi obtida do Idrisi (I) ou fornedda manualmente pelo usuário (M), e 
module identifica a operação do Idrisi correspondente à atividade. Os atributos input 
e output correspondem, respectivamente, às dependências de entrada e de saída da ati-
vidade, ·representadas por listas de identificadores, separados por um caracter especial 
('#} Finalmente, others contém uma lista de valores, contendo os demais parâmetros 
da atividade, separados por um caracter especial. 
Atividades ( 
id : INT 
name: CHAR(40) 
origin: CHAR(1) 
module: CHAR(10) 
input: CHAR(10) 
output: CHAR(lO) 
others: CHAR(60) ) 
Arquivos. Armazena informações sobre os arquivos (mapas) usados no processo de-
cisório documentado pelo workflow. id é o identificador, name e extension o nome e a 
extensão do arquivo, respectivamente, e ti tle é o título do mapa, retirado do arquivo 
de documentação deste mapa (no Idrisi, todo arquivo de mapa possui um arquivo de 
descrição associado). 
Arquivos ( 
id: INT 
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name: CHAR(40) 
extension: CHAR(3) 
title: CHAR(40) ) 
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Dependências. Contém as dependências entre as atividades do workfiow. Os atributos 
idLAtivídades e id2_Atividades são chaves estrangeiras da relação Ativida.des, indi-
cando as atividades envolvidas nesta dependência. id_Arqui vos é uma chave estrangeira 
da relação Ar qui vos , que relaciona esta dependência (de dados) a um arquivo do Idrisi, 
e type identifica o tipo da dependência: (D) dados, (T) temporal ou (E) execução. 
Dependências ( 
idl_Ativldades: INT 
id2_Atividades: I NT 
type: CHAR(l) 
id_Arquivos: INT ) 
Além das relações descritas acima, na versão original do WOODSS cada workftow 
possuía um arquivo textual associado, onde eram armazenados os seus metadados, em 
formato livre. 
4.2.2 Relações acrescentadas na nova versão do WOODSS 
O esquema do banco de dados da implementação original do \VOODSS foi aumentando 
de um conjunto de relações, para comportar os mecanismos de recuperaçã.o e ret.enção de 
casos utilizando CBR. Estas relações armazenam basicamente: (a) os casos, (b) os seus 
descritores e (c) o dicionário de termos, utilizado para comparação de valores simbólicos 
dos descritores. 
Rela1;ões que armazenam os casos 
Case. Esta relação armazena os casos existentes no WOODSS. É formada. por quatro 
identificadores: id, que é o identificador do caso; Workflow_id , que é o identifi.:ador do 
workfiow associado a este caso (chave estrangeira da relação Workflows); Metadata_id, 
que associa o caso aos seus metadados (chave estrangeira da relação Metadata); e Use r _id, 
que identifica o usuário que inseriu o caso no sistema (chave estrangeira da relaçã.o User). 
Case ( 
id: INT 
Workflow_id: INT 
Metadata_id: INT 
User_id: INT ) 
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Metadata. Contém os metadados associados aos casos. Esta relação equivale ao arquivo 
textual de metadados, utilizado na versão original do WOODSS. Os campos são textuais, 
preenchidos em formato livre, como citado no capítulo anterior. íd é o identificador 
do registro de metadados. goal e model armazenam, respectivamente, descrições dos 
objetivos do caso e dos modelos ambientais implementados. area e ínputdata, contêm 
informações sobre a área de estudo e sobre os dados de entrada utilizados. outcome é 
uma descrição dos resultados das decisões tomadas sobre os mapas gerados e o atributo 
comments contém comentários complementares sobre o caso. 
Metadata C 
id: INT 
goal: TEXT 
model: TEXT 
area: TEXT 
inputdata: TEXT 
outcome: TEXT 
comments: TEXT ) 
User. Armazena os usuários cadastrados no sistema. Esta relação é utilizada tanto 
para o gerenciamento de permissões de acesso à memória de casos, quanto para identi-
ficar o especialista responsável pelo desenvolvimento de um caso. íd e username são os 
identificadores e os nomes de usuário (únicos) dos usuários reconhecidos pelo sistema. O 
domínio do atributo groupid distingue três categorias de usuários: 2-usuários comuns, 
que podem apenas consultar casos, l - usuários especialistas, que podem também inserir 
casos, e o-administradores, que gerenciam a memória de casos e as contas de usuários do 
sistema. Os demais atributos são informações pessoais sobre o usuário (nome, organização 
e endereço eletrõnico). 
User ( 
id: INT 
username: CHAR(15) 
groupid: INT 
name: CHAR(60) 
organization: CHAR(60) 
email: CHAR(60) ) 
Relações do dicionário de termos 
Como o dicionário de termos é utilizado nos descritores dos casos, suas relações serão 
apresentadas primeiro. O dicionário é organizado através de relacionamentos hierárquicos 
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e de equivalência, conforme comentado anteriormente. As relações que o armazenam são 
as seguintes: 
Term. Descreve os termos do dicionário. id é o identificador do termo, term é o termo 
propriamente dito (pode ser formado por um conjunto de palavras, por exemplo. "soja 
perene") e description contém uma descrição do termo (quando necessário), para evitar 
ambiguidades. 
Term ( 
id: INT 
term: CHAR(60) 
description : TEXT ) 
E quivalenceRelationship. Contém os termos equivalentes no dicionário. Para facili-
tar a análise de similaridade, nesta implementação diferenciam-se termos base e termos 
equ·ivalentes. Termos base são utilizados na indexação dos casos e os termos equivalentes 
são utilizados apenas para mapear um termo equivalente, fornecido pelo usuário duran-
te a documentação de um caso ou consulta à memória de casos, para um termo base. 
Convencionou-se, nesta implementação, que os termos base necessariamente devem fazer 
parte da hierarquia de conceitos (armazenada na relação HierarchicalRelationship) e 
os termos equivalentes nã.o podem estar nesta hierarquia. O atributo Term_id .. base é o 
identificador do termo base e Term_id_equi valent é o termo equivalente ao termo base, 
ambos chaves estrangeiras da relação Term. 
EquivalenceRelationship ( 
Term_id_base: INT 
Term_id_equivalent: INT ) 
HierarchicalRelationship. Contex-tualiza os termos base do dicionário em uma hie-
rarquia de conceitos. ancestor é o identificador de um termo em uma posição mais alta 
na hierarquia e descendant é o identificador de um descendente direto deste termo. 
HierarchicalRelationship ( 
Term_id_ancestor: INT 
Term_id_descendant : INT ) 
Relações que armazenam os descritores dos casos 
O conjunto de relações que armazenam os descritores dos casos (tipos 1 e 2) é o seguinte: 
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Goal. Contém uma descrição suscinta de cada objetivo individual que algum caso ar-
mazenado possui. Serve para identificar os tipos de problemas abordados nos casos. id é 
o identificador do objetivo e descríption é a sua descrição. 
Goal ( 
id: INT 
description: TEXT ) 
CaseGoal. Relaciona casos e objetivos, onde um caso pode ter n objetivos e um objetivo 
pode estar relacionado a m casos. Case_id é o identificador do caso (chave estrangeira da 
relação Case} e GoaLid é o identificador do objetivo (chave estrangeira da relação Goa1). 
CaseGoal ( 
Case_id: INT 
Goal_id: INT ) 
GoalTerm. Armazena os descritores dos objetims dos casos (descritores do tipo 1). 
GoaLid é o identificador do objetivo e Term_id é um termo base do dicionário de termos. 
GoalTerm C 
Goal_id: INT 
Term_id: INT ) 
Constraints. Contém uma descrição das restrições de acordo com o seu atributo. id 
contém os identificadores das restrições e o campo attribute armazena os identificadores 
dos seus atributos (termo base do dicionário). 
Constraints ( 
1d: INT 
attribute: INT ) 
GoalConstraints. Relaciona objetivos e restrições (relacionamento n : m). Contextu-
aliza uma determinada restrição de acordo com um objetivo particular. Os campos desta 
relação indicam que a restrição Constraints_id ao objetivo GoaLid é do tipo type (s-
string ou n-numérica). possui um peso de relevância weight, e tem o significado descrito 
em description. Note que o tipo, o peso e a descrição das restrições são colocados nes-
ta relação porque restrições com o mesmo atributo podem ter significados diferentes de 
acordo com o contexto. 
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GoalConstraints ( 
Goal_id: INT 
Constraints_id: INT 
type: CHAR(l) 
weight : INT 
description: TEXT ) 
Capítulo 4. Aspectos de implementação 
CaseGoalConstraints_String. Contém o valor da restrição do tipo stnng, identificada 
como Constraints_id, com relação ao objetivo GoaLid e ao caso Case_id. O valor 
(s tring) é um termo base do dicionário. 
CaseGoalConstraints_String ( 
Case_id: INT 
Goal_id : INT 
Constraints_id: INT 
value: INT ) 
CaseGoalConstraints...Numeric Tem a mesma finalidade da relação anterior. mas 
para valores numéricos (inteiros ou reais) . Esta relação possui ainda o atributo compari-
son_operator, cujo domínio, nesta implementação. é'<', 1= ' e'>'. 
CaseGoalConstraints_Numeric ( 
Case_id : INT 
Goal_id : INT 
Constraints_id: INT 
comparison_operator : CHAR(l) 
value: FLOAT ) 
As próximas seções apresentam detalhes de implementação dos módulos de Atuali-
zações e Consultas, que são o foco principal desta dissertação. 
4.3 Módulo de Atualizações 
O módulo de Atualizações foi completamente recodificado, para incorporar a retenção de 
casos. Foi definida a seguinte hierarquia de usuários para garantir o controle .sobre os 
casos armazenados: 
• Administrador: é o usuário que gerenciao sistema e manipula as contas de usuário. 
É o único que tem permissão para remover casos armazenados, sendo responsável 
por realizar uma manutenção periódica, eliminando casos pouco úteis e redundantes. 
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• usuário especialista: é o usuário que pode acrescentar novos casos. Tem permissão 
para qualquer operação no sistema, exceto remover casos e manipular contas de 
usuário. Apenas o usuário especialista que inseriu um caso no sistema pode atualizá-
lo posteriormente. 
• Usuário comum: tem permissão somente para consultas. Um usuário comum pode 
recuperar casos, adaptá-los e executá-los, mas não pode retê-los no banco de casos. 
Os componentes da interface que dizem respeito à retenção de modelos são habilitados 
e desabilitados de acordo com o nível do usuário. As informações sobre as contas de 
usuários são armazenadas na relação User, descrita na seção 4.2. 
Como visto na seção 3.6, o processo de retenção de casos proposto para o WOODSS 
compreende três passos: (1) documentação do novo caso, (2) decisão de armazená-lo ou 
não, e (3) sua retenção. A seguir são apresentados alguns detalhes da implementação 
deste processo. 
4.3.1 Documentação do novo caso 
Quando o usuário solicita o armazenamento de um caso, a classe MainFrame passa para 
o módulo de Atualizações os componentes deste caso (uma instância da classe Workflow, 
com suas atividades e dependências e uma da classe Metadata). 
Inicialmente, os metadados deste caso são apresentados ao usuário, para que ele 
atualize-os se desejar. Em seguida, o sistema requisita que o usuário atribua descrito-
res para a indexação do caso. Esta etapa é dividida em: definir os objetivos do caso, e 
definir as restrições inerentes a estes objetivos. 
Cada objetivo armazenado pelo sistema já possui um conjunto de palavras-chave asso-
ciado para indexação (descritores do tipo 1). O módulo de Atualizações oferece ao usuário 
as seguintes operações: 
• Remover objetivos atribuídos ao caso; 
• Atribuir outros objetivos armazenados ao caso; 
• Acrescentar novas palavras-chave a um objetivo; e 
• Criar um novo objetivo e atribuí-lo ao caso. Para criar um novo objetivo, o usuário 
precisa fornecer uma breve descrição e associar-lhe um conjunto de descritores do 
tipo 1. 
Definidos os objetivos do caso, o usuário deve determinar as restrições do caso ine-
rentes a estes objetivos (triplas < atributo, comparando, valor>). O sistema carrega as 
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restrições previamente associadas a cada objetivo (quando existirem). O usuário pode, 
então, alterar os valores destas restrições ou associar novas restrições ao objetivo. Para 
associar uma restrição a um objetivo o usuário deve indicar o seu atributo, o seu tipo 
(string ou numérica) , o seu peso, e uma descrição do seu significado com relação a este 
objetivo em específico. Note que apenas as restrições que tiverem valor definido serão 
armazenadas como descritores para o caso. 
4.3.2 D ecisão de armazenar ou não o novo caso 
Para evitar redundâncias na memória de casos, o módulo de Atualizações solicita ao 
módulo de Consultas uma busca utilizando os descritores fornecidos no passo anterior. O 
conjunto recuperado de casos similares visa apoiar a decisão do usuário por armazenar 
ou não o novo caso, avaliando se o novo caso é "suficientemente diferente" dos outros 
casos armazenados. A decisão de armazenar o novo caso é bastante subjetiva, caben-
do ao usuário tomar a decisão. Desta forma, o administrador do sistema deve realizar 
manutenções periódicas na memória de casos. 
4.3.3 R etenção do novo caso. 
Na etapa de retenção, o usuário valida os descritores fornecidos inicialmente, complemen-
tando com novos descritores se necessário. Uma vez validados os descritores, o sistema 
materializa as informações do caso nas relações do banco de dados. Se o novo caso é fruto 
da reutilização de um caso recuperado da memória de casos, há duas possibilidades: 
• Se o usuário que requisitou a inserção do caso não é o mesmo que o inseriu inicialmen-
te, o sistema atribui uma nova identificação ao caso e o retém com esta identificação, 
armazenando o workflow e os descritores nas relações correspondentes. 
• Se o usuário é o mesmo que inseriu inicialmente o caso, ele tem duas opções: so-
brescrever o caso antigo, utilizando a mesma identificação (atualização) ou inseri-lo 
normalmente como um novo caso, obtendo uma nova identificação. 
Se o sistema encontrar algum termo novo, que ainda não consta no seu dicionário, 
requisita ao usuário que o acrescente ao dicionário. Estes termos são os descritores do tipo 
1, os nomes de atributos e os valores textuais de descritores do tipo 2. Para isto, o usuário 
realiza sucessivas buscas no dicionário de termos por palavras-chave associadas ao novo 
termo, para identificar em que hierarquia ele deve ser inserido. Se não houver nenhuma 
hierarquia que acomode o novo termo, o usuário deve fornecer uma nova hierarquia que o 
contextualize. O usuário pode também refinar as hierarquias já existentes, acrescentando 
novos termos. 
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4.4 Módulo de Consultas 
O módulo de Consultas original do WOODSS só permitia consultas a partir do nome dado 
aos workflows armazenados. A nova versão deste módulo calcula a similaridade entre casos 
considerando uma série de características dos casos, refletidas nos seus descritores. Como 
visto anteriormente (vide seção 3.7), o algoritmo de recuperação de casos proposto é 
composto de duas partes: (1) recuperar os casos mais similares com o caso de entrada e 
(2) recuperar casos complementares ao conjunto de casos inicialmente recuperado. 
4.4.1 R ecuperação d e casos similares 
Esta etapa do processo de recuperação de casos proposto, consiste, basicamente. na ite-
ração dos seguintes passos, até que o usuário identifique casos que o satisfaçam: 
1. O usuário fornece descritores (tipos 1 e 2), em um ou dois passos; e 
2. O sistema retoma o conjunto de casos mais similares. 
O valor final de similaridade entre o caso de entrada e os casos armazenados é obtido 
pela média ponderada das similaridades dos descritores dos tipos 1 e 2, priorizando o 
valor dos descritores do tipo 1. Definiu-se, nesta implementação, os pesos P1 = 2 e P2 = 1 
para as similaridades dos descritores dos tipos 1 e 2, respectivamente. Desta forma, a 
Similaridade final entre o caso de entrada (i) e um caso armazenado (c) é calculada como: 
. ( . ) 2 x simObj(i, c) + simRestr(i, c) 
stm z,c = 3 
A análise de similaridade foi implementada segundo os algoritmos do capítulo 3, 
ressaltando-se os seguintes aspectos de implementação: 
• As hierarquias são construídas dinamicamente a partir do dicionário de termos, que 
é armazenado em um conjunto de tabelas no banco de dados; 
• Por razões de desempenho, estipulou-se que percursos nestas hierarquias seriam 
limitados a dois níveis acima e dois abaixo de um dado termo; 
• A análise de similaridade de descritores do tipo 1 é feita através de casamentos 
parciais de strings, utilizando as hierarquias de termos do dicionário do sistema; e 
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• A análise de similaridade de descritores do tipo 2 segue diretamente a idéia in-
troduzida na seção 2.2.5: (1) Encontrar correspondências, (2) Calcular o grau de 
similaridade entre descritores (neste caso, o campo valor dos termos das restrições), 
e (3) ponderar a importância dos descritores. 
1. Encontrar correspondências. Para cada tripla das restrições de entrada, o 
sistema procura na tabela RestriçãoObjetivo apenas correspondências exatas 
entre os atributos e os tipos dos termos de restrições aos objetivos do caso de 
entrada e aos objetivos armazenados. Não são consideradas correspondências 
de abstrações ou especializações, utilizando as hierarquias do dicionário, pelo 
grande custo deste processamento e tampouco se considera a semântica das 
restrições. Por exemplo, as t riplas <textura: '= ', argilosa> e <textura, '>', 
50%> são equivalentes, mas o sistema não possui meios para determinar tal 
equivalência. 
2. Calcular o grau de similaridade entre descritores. Este cálculo considera dois 
tipos de valores: string e numérico. Utiliza como método de comparação dos 
respectivos tipos de valores, o caminho entre os atributos do tipo .:;tring nas 
hierarquias do dicionário e o valor absoluto da diferença entre os atributos 
numéricos. 
3. Ponderar a importância dos descri tores. Os pesos para cada termo dos des-
critores do tipo 2 são recuperados a partir da tabela RestriçãoClbjetivo, 
particularmente para cada objetivo. Estes pesos são definidos pelos usuários 
no momento que uma nova restrição é inserida na memória de casos 
4 .4.2 Recuperação de casos complementares 
A recuperação de casos complementares não foi implementada por tratar-se de um proce-
dimento idêntico ao de recuperação de casos, modificando os pesos das restrições não sa-
tisfeitas pelo caso retornado. Este processo pode ser executado a partir de uma :;equência 
de interações do usuário, que realiza novas consultas, variando os descritores fornecidos 
para encontrar os casos desejados. 
4.5 Resumo 
Este capítulo apresentou as principais considerações sobre a implementação reali~~ada para 
acoplar CBR ao \VOODSS. O WOODSS foi completamente reestruturado para wmportar 
expansões subseqüentes. Os módulos de Atualizações e Consultas foram estendidos para 
incorporar os algoritmos propostos no capítulo 3. O banco de dados original foi aumentado 
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de um conjunto de relações para armazenar os descritores para indexação dos casos. Esta 
implementação foi realizada utilizando a linguagem Java™ e o SGBD Visual Fox Pro, e 
interage com o SIG ldrisi. 
O próximo capítulo mostra, através de uma aplicação real) o uso do vVOODSS recodi-
ficado inserindo mecanismos baseados em CBR, para a resolução de problemas decisórios 
na área de planejamento agrícola. 
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Capítulo 5 
Exemplo de sessao 
O objetivo deste capítulo é ilustrar a interação do usuário com a nova versão do \VOODSS1 
apresentando um exemplo de utilização da nova versão do WOODSS, em um problema 
real de planejamento agro-ambiental. 
O problema escolhido foi o de recomendação de fertilizantes e corretivos em taxa 
variável, introduzido na seção 3.2.1. A seção 5.1 define o problema e descreve o processo 
de solução, utilizando o SIG Idrisi. A seção 5.2 mostra como o WOODSS pode ser 
utilizado para auxiliar o processo decisório e ilustra a interação do usuário nos processos 
de retenção (5.2.1) e recuperação de casos (5.2.2). 
5.1 Recomendação de fertilizantes e corretivos utili-
zando um SIG 
Para ilustrar o uso de um SIG e da nova versão do \YOODSS, suponha que um especialista 
deseja construir os mapas de quantidades de calcário e fertilizantes, para a cultura da soja 
em uma propriedade no estado de São Paulo. Este problema já foi introduzido na seção 
3.2.1. 
O exemplo apresentado nesta seção considera o uso do SIG Idrisi. Em outros SIG 
existirão algumas diferenças, pois cada SIG implementa uma linguagem proprietária. Os 
módulos do Idrisi utilizados são: overlay, scalar e reclass. Os módulos overlay e scalar 
fornecem as operações matemáticas básicas sobre mapas. A diferença entre estes módulos 
é que overlay toma dois mapas de entrada e tem como resultado um terceiro, e scalar tem 
por entrada um mapa e um valor escalar, resultando em outro mapa. O módulo reclass 
reclassifica um mapa de acordo com novos critérios fornecidos pelo usuário. 
Para simplificar o entendimento, neste exemplo não são considerados vários fatores, 
como aplicações anteriores de insumos, estágio na rotação de culturas, diferentes fórmulas 
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de fertilizantes, entre outros. O processo de solução é dividido em duas partes: (1) 
geração do mapa da necessidade de calagem; (2) construção dos mapas das quantidades 
de fertilizantes. 
1. Mapa da necessidade de calagem 
O cálculo da necessidade de calagem em São Paulo é usualmente realizado utilizando o 
método de saturação de bases trocáveis do solo [RCQF96], dado por: 
NC( / h ) = CTC x (V2%- V%) 
. t a lO x PRNT 
Onde: 
• CTC: capacidade de troca de cátions do solo a pH=7.0, calculada como: 
CTC = S +(H++ Afd+) mmolc/ dm3 , 
onde Sé a soma das bases do solo, dado por: S =C a.+++ Mg++ + K +mmolc/dm3 ; 
• V%: valor da saturação de bases trocáveis do solo, em porcentagem, antes da cor-
reção (V%= 1~~~ ); 
• V2%: porcentagem desejada de saturação de bases: e 
• P RNT: Poder Relativo de Neutralização Total, que é uma característica do calcário 
a ser utilizado. 
Nesta equação, existem dois dados de entrada escalares e cinco sob a forma de mapas. 
Os valores escalares são o PR. JT , dado pelo fornecedor do calcário, e V2%, que varia de 
acordo com a cultura e com a região. Considere. neste exemplo o valor do P RNT = 70% 
e da saturação desejada V2% = 60%, que é o valor recomendado pelo IAC para a soja 
em São Paulo. Os mapas de entrada fornecidos são os de teores de cálcio (Ca), magnésio 
(lvfg ), potássio (K ), hidrogênio trocável (H ) e alumínio trocável (Al). Uma m.aneira de 
implementar esta equação no SIG Idrisi utiliza o algoritmo a seguir. 
1. Calcular S = Ca++ + !VJg++ + K +, sobrepondo os mapas de teores de cálcio (C a) e 
magnésio (1\1 g), e em seguida o mapa resultante e o mapa de teor de potássio (K ), 
utilizando a opção de soma do módulo overlay do ldrisi; 
2. Calcular CTC = S +(H++ At+++), sobrepondo sucessivamente os mapas de teores 
de hidrogênio (H ) e alumínio (Al), e o mapa resultante com S , obtido no passo 
anterior, novamente usando a opção soma da função overlay; 
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3. Calcular V% = 1~~xJ, usando a opção de multiplicação por valor constante do 
módulo scalar (100 x S) e sobrepondo o mapa resultante com o mapa CTC, através 
da opção de divisão da função overlay; 
4. Fazer CTC(60%-V%), utilizando a opção subtração por valor constante do módulo 
scalar, e em seguida sobrepondo o mapa resultante com o mapa CTC, com a opção 
de multiplicação o módulo overlay; 
0. Calcular NC = eTC(\~~~-V%) , utilizando a opção divisão por valor constante da 
função scalar. 
2. Mapas das quantidades de fertilizantes 
Neste exemplo, a geração dos mapas das quantidades de fertilizantes utiliza os dados da 
tabela 3.1. As quantidades recomendadas na tabela devem ser ajustadas aos fertilizantes 
a serem aplicados, pois diferentes fertilizantes têm porcentagens distintas do nutriente 
desejado. Por exemplo, os fertilizantes fosfatados superfosfato simples e superfosfato 
triplo têm concentrações de P20 5 18% e 41%, respectivamente. Portanto, a quantidade 
necessária de superfosfato triplo é menor do que a de superfosfato simples, para a mesma 
recomendação. 
São entradas para o processo os mapas dos teores de fósforo (P) e de potássio (K) , as 
concentrações dos fertilizantes escolhidos e a produtividade esperada da cultura. Conside-
re a produtividade esperada em torno de 2.7 t/ ha e os fertilizantes fosfatado e potássico, 
respectivamente, o superfosfato simples ( 41% de P20 5) e o cloreto de potássio (58% de 
K 20 ). Os passos para construção dos mapas de quantidades de fertilizantes são os se-
guintes: 
1. Reclassificar o mapa de teores de fósforo atribuindo as quantidades da tabela, nos 
intervalos 0-6, 7-15, 16-40 e >40, utilizando a função 7'eclass; 
2. Reclassificar o mapa de teores de potássio, nos intervalos 0-0. 7, 0.8-1.5, 1.6-3.0 e 
>3.0, com a função reclass; 
3. Ajustar a quant idade de superfosfato simples, usando a opção de divisão do módulo 
scalar, e 
4. Ajustar a quantidade de cloreto de potássio, também através da opção de divisão 
do módulo scalar. 
As saídas do processo global são os mapas de quantidades de calcário1 superfosfato 
simples e cloreto de potássio. Em um ciclo completo de agricultura de precisão, estes 
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mapas seriam fornecidos para implementes agrícolas dotados de sensores de localização 
que fariam a aplicação localizada dos insumos. 
A próxima seção mostra como a nova versão do WOODSS poderia ser utilizada para 
auxiliar o usuário na solução do exemplo em questão. 
5.2 Interação do usuário com o WOODSS 
Como citado anteriormente, o WOODSS permite ao usuário três tipos de interação: (1) 
diretamente com o SIG, usando o WOODSS para documentar suas operações; (2) direta-
mente com o WOODSS, construindo um workfiow e executando-o no SIG; e (3) alternando 
entre o SIG e o VlOODSS. Continuando o exemplo apresentado, a seção 5.2.1 considera 
a primeira interação, ilustrando a documentação e o armazenamento deste processo de-
cisório. A seção 5.2.2 descreve as opções de recuperação de casos providas pelo VJOODSS. 
5.2.1 Documentação e armazenamento de um caso 
Ao iniciar o WOODSS, surge uma janela de autenticação, onde o usuário se identifica 
fornecendo sua senha. O usuário tem acesso, então à tela principal do sistema (figura 
5.1). Através desta tela ele pode capturar interações no SIG , carregar um workflow do 
banco de dados ou criar um novo workflow vazio. Estas operações podem ser acionadas 
através dos menus ou dos botões da barra de ferramentas. 
Criar novo 
workflow 
Carregar 
worktlowdo 
banco de dados 
Capturar 
interações 
noSIG 
Capture fl'om GIS 
Exlt 
Figura 5.1: Tela principal da nova versão do WOODSS. 
Clicando em "Capture from GIS' no menu "File" o WOODSS gera um novo workfiow 
capturando as interações do usuário a partir de um arquivo de log gerado pelo Idrisi. Esta 
versão do WOODSS permite a manipulação de vários workfiows simultaneamente, em 
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Figura 5.2: Janela de manipulação de workfiows, apresentado o workfiow do exemplo. 
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Recortar/copiar/colar/excluir 
Salvar Edrtar atividades ou dependências 
metadatados 
Executar 
workflow no SJG 
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Inserir nova 
dependênaa 
Desmembrar 
subworkflow 
Inserir nova Agrupar atMdades 
atividade em subworktlow 
\ 
Editar 
atMdadese 
dependências 
do subworktlow 
Figura 5.3: Funções dos botões da janela de manipulação de workftows. 
janelas independentes subordinadas à janela principal. A figura 5.2 mostra uma janela 
de manipulação de workfiows da nova versão do WOODSS, que apresenta o workflow 
resultante do exemplo. 
Uma janela de manipulação de workflow dá acesso às operações de edição do respectivo 
workflow. O usuário pode editar os seus metadados, inserir, remover e alterar ativida-
des e dependências e manipular subworkflows, agrupando e desagrupando conjuntos de 
atividades. Também através desta janela, o usuário pode solicitar o armazenamento do 
novo caso e a execução dos workflows no SIG. Dado que o Idrisi não permite que outros 
programas executem operações de forma direta, na verdade o WOODSS gera um arquivo 
de macro, que é disponibilizado ao usuário para que este o execute no SIG . A figura 5.3 
resume as funções dos botões da janela de manipulação de workftows. 
Para armazenar o novo caso, o usuário realiza o procedimento a seguir. Clicando 
no botão "Salvar", o sistema apresenta o conjunto de metadados do caso para que seja 
atualizado. A figura 5.4 mostra os metadados fornecidos pelo usuário para o exemplo. 
Note que os metadados podem ser editados em qualquer momento durante a construção do 
work.fiow, clicando-se no botão "Editar m etadados" na tela de manipulação de workfiows. 
Em seguida, aparece uma tela para a determinação dos descritores de indexação do no-
vo caso, que também pode ser visualizada clicando-se no botão rotulado "Descr-..ptors .. . 11, 
na janela de metadados. Primeiramente, o usuário deve definir os objetivos do novo caso. 
Clicando no botão rotulado "Add" (figura 5.5) , ele tem acesso a uma tela de busca dos 
objetivos armazenados. O usuário fornece palavras-chave associadas ao novo caso e o sis-
tema apresenta os objetivos que satisfazem sua consulta. Os valores percentuais situados 
antes das descrições dos objetivos são seus valores de similaridade, considerando ·JS descri-
tores da consulta. O botão rotulado "Detaíls ... , apresenta os descritores (palavras-chave 
e restrições) dos objetivos selecionados, permitindo sua edição. 
Conforme citado no capítulo 3: as palavras-chave, os atributos das restric;ões e os 
valores do t ipo devem constar no dicionário de termos do WOODSS. A figura 5.6 mostra 
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~Edit Metadata EJ 
Geração de mapas da necessidade de calagem e das quantldades~ 
de fertlllzantes fosfatado e potássico, para a cultura da 
Go:al soja no estado de São Paulo. 
lmplemented Model Necessidade de calagem: método de saturação de bases; 
Fertilizantes: tabelas de recomendação (IAC) 
Atea Área de 2,1 ha, caa solo Latossolo Roxo Dlstrófico, de uma 
propriedade particular na região de Campinas, SP 
Mapas com a dlsttibuição dos teores no solo de: P, K, Ca, 
q, H e Al . A amostragem, en junho de 2000, utllizou 200 
mputDma locais de amostragem, e a referência do ponto de amostragem, 
em cada parcela, fo1 aleatór1a, segu~do o procedimento 
denoliÚilado amostragem desalinhada sistemática estratlflcada. • 
- -
Oulcome l:ào disp-onivel " ~ 
~~·1 ~ 
O I 
Especialista: José de Assis; Organ1zation= Unicamp; emall= 
eve oper . . a . )8SS1Scun1Camp.br 
Cantei J Desc= ... 1 
Figura 5.4: Metadados inseridos pelo usuário para o exemplo. 
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a janela de manipulação do dicionário, representado na árvore à esquerda da janela. 
Os relacionamentos hierárquicos são atualizados diretamente nesta árvore, enquanto os 
relacionamentos de equivalência e as descrições dos termos são editados em caixas de texto. 
O usuário pode obter termos do dicionário do sistema a partir dos botões rotulados apenas 
com reticências nas demais janelas de determinação de descritores. 
Se os objetivos existentes são insuficientes para documentar o novo caso, o usuário pode 
criar um novo objetivo clicando no botão "Add". A figura 5. 7 mostra uma cópia de tela na 
qual o usuário cria ou edita um objetivo. Nesta janela o usuário fornece uma descrição do 
objetivo, atribui palavras-chave (descritores do tipo 1) e restrições (descritores do tipo 2) 
ao objetivo, definindo o atributo, o tipo, o peso e a descrição de cada restrição. Voltando 
à janela da figura 5.5 o usuário seleciona os objetivos desejados e adiciona-os ao novo caso 
ou refina a busca de objetivos. 
Definidos os objetivos do novo caso, o usuário preenche os valores e comparandos das 
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• , ase u=-.;JJpiOfs · · ~ ~-~t::-:~~r 
Goals 
: Add goal EJ 
Ehter ~<ey.Wrofcalagem" "adubacao· "NPK' "taxavanaver -~ li Search j 
ReStilts - ~--------------
75% Rer.omeMaç 010 ft-rtillzar,tes r·.JF'K em ta;,a vanavel 
65% Calculo nece~s1dade c aragem ern ta::a vana .. ·el 
50% Aná l1se mapas de produtlvtdade com adubação macronutrientes primários 
25% Avaliação impacto da calagem na produção 
20% Avaliação da HxlViação de nrtrato para lençóis freáticos 
'll Add ;f _ Cantei , I 
Figura 5.5: Janelas para determinação dos objetivos do caso. 
restrições relevantes para o novo caso na janela da figura 5.8. Apenas as restrições com 
valores atribuídos são armazenadas como descritores do novo caso. 
O sistema então realiza uma busca, tomando os descritores fornecidos e apresenta os 
casos mais semelhantes encontrados (vide figura 5.9). O usuário pode analisar os casos 
retornados clicando no botão rotulado "Details ... " e decidir por cancelar a retenção do 
novo caso (botão "Cancef') , voltar e ajustar os descritores fornecidos (botão "Back') ou 
efetiYar a retenção (botão "Save' ). 
5.2.2 R ecuperação de casos 
Suponha agora a interação do usuário diretamente com o WOODSS, recuperando casos 
da memória de casos e utilizando-os em novos processos decisórios. Clicando em 11Load 
workflow" no menu "File" (figura 5.1) o usuário tem acesso às janelas de busca do sistema. 
A nova versão do WOODSS provê duas formas de busca: em um ou dois passos. 
Na busca em um passo (figura 5.10), o usuário entra com todos os descritores d·esejados 
(tipos 1 e 2) de uma só vez. Na formulação da consulta, os termos devem ser colocados 
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Novo Edrtar 
termo termo 
8-· ..J planta 
EI ·:J hquen 
---• planta nucifera 
El ,-3 planta oleagrnosa 
: L-e amendoim 
. ' r"-• azeitona 
- • batlputa 
;-- • calamo 
'-- · côco 
:---• colza 
~--· • curup1ra 
~- -·• dendê 
j--• geroellm 
t·• girassol 
;-·e JO)Oba 
~--·-·• mamona :·- · -
Desfazer 
Equi'valent Terms 
glyc1ne lli.6X 
glycine =:oje. 
Descrlption 
S!!ar~h 
Figura 5.6: Janela para manipulação de termos do clicionário. 
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entre aspas e as restrições na ordem <atributo, comparando, valor>. Os termos podem 
ser obtidos a partir do dicionário do sistema. O usuário pode então selecionar um ou 
mais casos e carregá-los em janelas independentes de manipulação de workftows (botão 
"Open"). Clicando no botão "Details ... " o sistema abre uma janela de metadados para 
cada caso selecionado e o botão 1'Two step search" alterna para a busca em dois passos, 
que é bastante semelhante, variando apenas o fornecimento dos descritores. 
A principal vantagem fornecida pelo novo mecanismo de recuperação de casos é que 
o sistema realiza uma busca elaborada, procurando identificar similaridades semânticas 
entre o problema de entrada e os casos armazenados. Esta funcionalidade facilita a es-
colha de modelos adequados aos problemas enfrentados pelos tomadores de decisão no 
domínio, resultando em menor esforço, reutilizando soluções, e em conseqüente aumento 
de produt1vidade e eficácia. 
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: Goal EJ 
Descnption 
Recomendação fett111zantes NPK em taxa VaLiáve1 
Keywords 
fertilizante 
fertilizante fosfatado 
ferttlizante potássico 
fertilizante nttrogenado 
macronutrientes 
agricultura de precisão 
Cultura pr1ncipa1 do ciclo 
• de produção 
~~~=-=_.~_,::-r:~~==~;-~~-;::_=_=_~=-~~~ Add I~ _R_e_m_o_ve_...J 
Cancel J ~ 
Figura 5. 7: Janela de edição de objetivos. 
5.3 R esumo 
O capítulo descreveu como o WOODSS pode ser usado pelos especialistas da área de 
planejamento agro-ambiental como ferramenta que auxilia seus processos decisórios. O 
exemplo apresentado consiste na utilização do vVOODSS na aplicação real de recomen-
dação de fertilizantes e corretivos em taxa ,·ariá,·el, mostrando a interação do u3uário no 
armazenamento e recuperação de casos. 
O próximo capítulo apresenta conclusões e contribuições desta dissertação e propõe 
algumas extensões aos mecanismos propostos, sob os pontos de vista conceitual e de 
implementação. 
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~Case descriptors 13 
Goals 
Recomendação de fertilizantes NPK em taxa variável 
Cálculo necessidade calagem em taxa variável 
Keywor(:ls 
calagem 
calcáno 
fertilizante 
agricultura de precisão 
fertílizante potássico 
fertilizante fosfatado 
macronutnentes 
~ 
. 
0ancel 
Add 
Edit 
Remove 
Figura 5.8: Janela com os descritores atribuidos para o exemplo. 
1~Simila1 Cases f3 
82% Geração mapas quantidades fertilizantes NPK em taxa variável para a soja no Paraná 3 
77% Geração mapas quantidades fertiliZantes NPK em taxa vanável para o amendoim em São Paulo 
60% Geração mapas de ferbiiZantes para o amendoim no Paranâ, em taxa variável 
55% Geração mapas de fertilizantes NPK em taxa variável para o m1lh0 em São Paulo 
Figura 5.9: Casos armazenados similares ao novo caso. 
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~ One step search 
. "fertilizante" "taxa variave l" "cultura"1f.:: l ·1 f Enter query =. ··· I 
=":so)a" "tegiao"=":sao paulo" • ~ 
Searcn -;;: J 
"Cases 
100% Geração mapas de fert111zantes NPI< em ta::a vanável para a SOJa em São Paulo 
82% Geração mapas quantidades fertilizantes NPK em taxa variável para a soja no Paraná 
77% Geração mapas quantidades fertilizantes NPK em taxa variável para o amendoim em São Paulo 
60% Geração mapas de fert1l1zantes para o amendOim no Paraná, em taxa variável f 5% Geração mapas de fertilizantes NPK em ta>a vanável para o milho em São Pauto 
j1 Open !)i Two step search 
Figura 5.10: Cópia da tela de busca em um passo. 
Capítulo 6 
Conclusões e extensões 
6.1 Contribuições 
Esta dissertação concentrou-se em oferecer esquemas para auxiliar tomadores de decisões 
no domínio ambiental a identificar modelos adequados aos seus problemas, permitindo a 
geração de soluções a partir de precedentes. Sistemas espaciais de apoio à decisão em geral 
são deficientes neste sentido, em vista da quantidade de características inter-relacionadas 
que precisam ser consideradas. A proposta deste trabalho foi aplicar a noção de CBR 
como estratégia de ataque a este problema, considerando instâncias de implementação de 
modelos ambientais em um SIG como casos. 
Inicialmente, foi realizada uma revisão de CBR e um estudo de alguns problemas do 
domínio, analisando seu processo de solução utilizando um SIG. Este estudo permitiu 
o levantamento de requisitos para documentação e indexação de casos neste contexto, 
visando antecipar reutilizações futuras e possibilitar a identificação de semelhanças entre 
situações. 
Seguiu-se a especificação de algoritmos para a recuperação e retenção de casos, usando 
técnicas de CBR. Como base para estes algoritmos foi desenvolvido um esquema de análise 
de similaridade entre casos, fundamentado no algoritmo de vizinhos mais próximos. O 
algoritmo de análise de similaridade diferencia as características dos casos em dois níveis: 
os seus objetivos e as restrições a estes objetivos. Estas características são materializadas 
em descritores de indexação dos tipos palavras-chave e predicados, formados por valores 
numéricos e textuais. A comparação de valores textuais baseia-se em percursos em hie-
rarquias de conceitos e a de valores numéricos em sua diferença algébrica. O valor final 
de similaridade entre dois casos é dado pela média ponderada da similaridade entre os 
descritores de seus objetivos e restrições. 
Esta dissertação tomou como ponto de partida o sistema WOODSS [Sef98, SMRY99], 
um SDSS ambiental desenvolvido no LIS-IC/ UNICAMP. Este sistema foi recodificado, 
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acoplando os mecanismos de recuperação e retenção de casos propostos e tornando-o 
mais aberto para acomodar expansões futuras. O mecanismo de recuperação baseado em 
CBR desenvolvido possibilita uma recuperação mais precisal facilitando a identificação 
dos casos mais relevantes para um novo processo decisório. 
As principais dificuldades deste trabalho residem na abrangência do domínio enfocado 
e na conseqüente flexibilidade exigida dos mecanismos propostos. As técnicas de CBR 
avaliadas mostraram-se limitadas frente a este panorama, devido à excessiva complexidade 
das análises consideradas ideais. Isto levou ao desenvolvimento de algoritmos genéricos 
de recuperação e retenção de casos, podendo ser aplicados a outros domínios sem maiores 
modificações. 
E importante ressaltar que a eficácia da recuperação de casos depende diretamen-
te da organização do dicionário de termos. As abstrações e equivalências devem ser 
cuidadosamente definidas, para que as distâncias entre os nós das hierarquias reflitam 
adequadamente suas distâncias conceituais. 
Todavia, foram identificadas características que fazem do CBR uma tecno:ogia pro-
missora para apoio à decisão ambiental , em domínios mais restritos. Estas características, 
discutidas na seção 3.1 , incluem a modelagem a partir de instâncias, a forma de aquisição 
de conhecimento e a reutilização de soluções. 
As principais contribuições desta dissertação foram: 
• Levantamento das pré-condições necessárias para a aplicação de CBR para apoio à 
decisão no contexto ambiental, acoplando este conceito a SIG e bancos de dados; 
• Especificação de algoritmos de recuperação e retenção de casos utilizando uma nova 
proposta de análise de similaridade; e 
• Extensão do sistema WOODSS, tornando-o mais efetivo para a manipulação de 
modelos, através do acoplamento de mecanismos baseados nestes algoritmos, per-
mitindo a resolução de problemas a partir de precedentes. 
6.2 Extensões 
Diversas extensões podem ser propostas a esta dissertação. Dentre as futuras direções 
possíveis desta pesquisa, destacam-se: 
Considerar a estrutura dos workflows em um nível semântico na amilise de 
similaridade. Este trabalho descartou a possibilidade de utilizar a '(topologia" dos 
workflows na avaliação de similaridade entre casos, conforme justificado na SEção 3.4. 
Entretanto, uma proposta fadível seria analisar a. estrutura dos workfiows em um nível 
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de abstração mais próximo do senso do especialista, alcançado através de agrupamentos 
de atividades complementares em subworkfiows. Neste nível de abstração, já ex-istem 
informações implícitas nas estruturas dos workfiows que podem sugerir com maior grau 
de precisão o significado do caso. Desta forma, uma extensão a esta dissertação seria 
considerar na análise de similaridade as informações descritivas associadas aos casos e as 
estruturas de seus workfiows. 
Desenvolver esquemas para inferência automática de descritores. A determi-
nação de descritores é a tarefa mais importante do processo de retenção de casos. O 
mecanismo de retenção apresentado nesta dissertação delega esta tarefa ao usuário, o que 
tende a ser demasiadamente cansativo e muitas vezes impreciso. Embora o domínio seja 
abrangente, uma extensão importante seria o desenvolvimento de esquemas que automa-
tizem esta tarefa, pelo menos em parte. 
Utilizar algoritmos para auxiliar na determinação dos pesos das características. 
Os mecanismos desenvolvidos também deixam a definição de pesos de características a 
cargo do usuário. Assim, esta tarefa torna-se subjetiva e heterogênea, resultando em 
avaliações errôneas de similaridade. Existem algumas propostas de algoritmos para de-
terminação de pesos que poderiam ser adaptados para o WOODSS, em especial o proposto 
por Wettschereck e Aha [WA95], que considera pouco ou nenhum conhecimento específico 
do domínio. 
Considerar restrições mais complexas. Os algoritmos propostos nesta dissertação 
consideram apenas restrições sob a forma de predicados formados por conjunções de ter-
mos. Uma outra extensão aos esquemas aqui apresentados seria permitir predicados mais 
complexos, uma vez que apenas conjunções de termos são muitas vezes insuficientes para 
representar uma restrição. 
Especificar algoritmos de busca sensíveis ao georeferenciamento. Como citado 
na seção 3.7, o algoritmo de recuperação desenvolvido não trata atributos georeferenci-
ados de modo especial. Um trabalho futuro consiste em aprimorar o algoritmo 3.5, que 
apresenta um esboço de um algoritmo sensível ao georeferenciamento, e implementá-lo 
aproveitando funções do SIG. 
Utilizar estruturas de indexação escaláveis para a m emória de casos. Um dos 
maiores problemas da estratégia de vizinhos mais próximos é que, salvo em casos especiais, 
todo o conjunto de casos precisa ser analisado. Assim, o desempenho da busca degrada-se 
com o crescimento do conjunto de casos armazenados. Além disso, em geral as estruturas 
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de memória de casos são montadas em memória, e, portanto, limitadas ao seu tamanho. 
Uma opção promissora é o uso de árvores M (CP Z97J. A árvore M é uma estrutura de 
dados multidimensional balanceada, projetada para suportar acessos a disco, que indexa 
casos considerando distâncias relativas entre objetos (espaço métrico - daí arvoreM). Esta 
característica dá à árvore M uma flexibilidade para indexar múltiplos tipos de objetos, 
podendo ser embutida em muitas aplicações CBR. 
Restringir o domínio e construir um sistema especialista sobre o WOODSS. 
Uma extensão mais arrojada seria tomar o WOODSS como base para o desenvolvimento 
de sistemas especialistas para aplicações que usam dados espaciais. Restringindo-se o 
domínio de atuação é possível especializar os mecanismos de recuperação e retenção do 
WOODSS, ajustando descritores e pesos, e gerar um conjunto de regras de adaptação 
de workflows. O sistema especialista poderia, então, usar primitivas do WOODSS para 
recuperar casos, editá-los de acordo com as regras de adaptação definidas e executá-los 
no SJG, obtendo os mapas resultantes e apresentando-os ao usuário final. 
Aprimorar a interface com o usuário. Outro trabalho futuro, de menor importância 
do ponto de vista de pesquisa, mas essencial para a usabilidade do vVOODSS, refere-se ao 
seu projeto de interface. Este deve ser aprimorado para facilitar a interação do usuário, 
em termos de organização de janelas, rotulação de botões e seu posicionamento na tela. 
Além disso, seria interessante disponibilizar opções de ajuda sensíveis ao contexto para 
auxiliar na utilização dos mecanismos que o ·woODSS oferece. 
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