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Kurzfassung
Im Zuge der Leistungssteigerung von Rechensystemen sind verschiedene Architek-
turen entwickelt worden, von denen sich in den letzten Jahren die Clusterarchitektur
als dominierende Architektur herauskristallisiert hat. Diese Architektur kombiniert
eine hohe Rechenleistung mit Skalierbarkeit und Ausfallsicherheit, erkauft sich die-
se Vorteile allerdings durch zum einen eine aufwendigere Verwaltung der verteil-
ten Komponenten und zum anderen Kommunikationsengpässe durch das Verbin-
dungsnetzwerk. Um die Verwaltung zu vereinfachen, wurden Betriebssysteme ent-
wickelt, die die verteilte Anordnung der Komponenten vor dem Anwender verste-
cken und ihm somit den Eindruck eines einzigen zentralen Systems vermitteln. Das
Problem der Kommunikationsengpässe in verteilten Rechnerarchitekturen wird oft
durch speziellere Hochgeschwindigkeitsnetzwerke gelindert, welche Anwendungen
über Standardprogrammierschnittstellen den Zugriff erlauben. Von den frei verfüg-
baren Linux-basierten Verteilten Betriebssystemen können sie jedoch zur Zeit nicht
zur clusterweiten Interprozesskommunikation genutzt werden.
In dieser Arbeit sind mit ETHOS und ETHOM zwei Implementierungen ei-
ner Softwareschicht entwickelt worden, welche freien Linux-basierten Verteilten Be-
triebssystemen – insbesondere deren Vertreter Kerrighed – die Nutzung von Hochge-
schwindigkeitsnetzen zur Kommunikation ermöglichen. Die Lösungen wurden dar-
auf ausgelegt, sowohl ein möglichst breites Anwendungsspektrum zu unterstützen,
als auch möglichst viele Hochgeschwindigkeitsnetze. Darüber hinaus wurden zwei
weitere Konzepte entwickelt, die durch Beschränkung auf Anwendungen, die ein be-
stimmtes Netzwerkprotokoll (TIPC) verwenden, wie z. B. das erwähnte Kerrighed,
eine direktere Kommunikation ermöglichen und somit eine noch höhere Leistung
erwarten lassen.
Messungen belegen, dass durch Einsatz der entwickelten Lösungen die Kommu-
nikationsleistung des Verteilten Betriebssystems Kerrighed stark gesteigert werden
kann. Der Durchsatz kann im Vergleich zu Gigabit-Ethernet maximal verdreifacht
werden, während bei der Latenz etwa eine Halbierung erzielt wird.
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Abstract
In the course of improving the performance of computing systems, several different
architectures have been developed, among which during the last years the cluster
architecture proved to be the dominating one. This architecture combines the ad-
vantage of high computational power with scalability and reliability, but it comes
at the cost of firstly more complex management of the distributed components and
secondly slower communication due to the interconnection network. In order to sim-
plify management and handling of the distributed computing resources, operating
systems have been developed which hide the distributed nature of the components
from the user, providing him the image of a singular centralised system. The prob-
lem of communication bottlenecks in distributed architectures is usually tackled
by special high-speed networks, which can be accessed by applications using stan-
dard programming interfaces, but could not be used for clusterwide inter-process
communications by freely available Linux-based distributed operating systems.
Within this thesis, two implementations of a software layer that allows free Linux-
based distributed operating systems – especially their representative Kerriged – to
use high-speed networks for communication have been developed. One of the main
aims during the development was to support a large number of high-speed networks
and a wide spectrum of applications. Furthermore, two additional concepts were
developed, which allow for more direct communication and therefore are expected to
deliver even higher performance, sacrificing the high flexibility concerning applica-
tions and restricting the usage to applications that use the TIPC network protocol
for communication.
Measurements demonstrate that by using the developed software layers, commu-
nication performance of the distributed operating system Kerrighed can be greatly
improved. Throughput shows up to three times higher levels compared with usage
of Gigabit Ethernet, while latency can be decreased to half that of Gigabit Ethernet.
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1. Einleitung
Einführung Mit jedem Fortschritt, den die Forschung macht, wird unsere Sicht
der Welt ein kleines bisschen komplexer. Komplexer wird auch der jeweils nächste
Schritt, der nötig ist, um wieder neue Erkenntnisse zu erlangen. Auf dem Gebiet
der Naturwissenschaften und der Technik werden viele dieser neuen Erkenntnisse
heutzutage durch Simulation auf Rechensystemen gewonnen; dazu zählen naturwis-
senschaftliche Simulationen, wie z. B. Klima- und Wettersimulationen, Simulationen
neuer Moleküle in der Chemie, ingenieurtechnische Simulationen, wie z. B. Crash-
Simulationen im Automobilbau und Gießsimulationen [CSF+06] im Maschinenbau.
Diese Zunahme führt zu einem stark steigenden Bedarf an Rechenleistung, sowohl
in der Vergangenheit, als auch prognostiziert in der Zukunft. Seit einigen Jahren
fällt es den Hardwaredesignern immer schwerer, Leistungszuwächse in genügendem
Umfang alleine durch Verbesserungen zu erzielen, die für die Software transpa-
rent sind; dazu zählen z. B. technologische Verbesserungen, wie Verkleinerung der
Strukturgrößen von Transistoren (als kleinste Einheiten logischer Schaltungen) und
architektonische Verbesserungen, wie Einführung von (größeren) Caches, Pipelining
und Superskalarität.
In zunehmendem Maße wird es nötig, eine Beschleunigung durch Nutzung von
Parallelität zu erzielen. Durch Verteilen einer Aufgabe auf verschiedene Ausfüh-
rungseinheiten öffnet sich ein neues Beschleunigungspotential; können doch n Aus-
führungseinheiten ein in Teilprobleme zerlegtes Programm im Idealfall n mal so
schnell ausführen. Der Trend, Beschleunigung durch Parallelisierung zu erreichen,
kommt jedoch nicht ohne Nachteile: So ist es für die Software nicht mehr transpa-
rent, eine parallele Architektur zu nutzen; in vielen Fällen ist es nun Aufgabe des
Programmierers, sich nicht nur um die korrekte Funktion seines Programms zu küm-
mern, sondern auch dafür zu sorgen, dass die verschiedenen Ausführungseinheiten
gewinnbringend genutzt werden.
Was die Hardware betrifft, so wurde Parallelität geschichtlich gesehen zunächst
durch eine Vervielfachung der zentralen Ausführungseinheit, des Prozessors (engl.
CPU, Central Processing Unit), die direkt mit dem gemeinsamen Hauptspeicher
verbunden ist, erreicht. Diese so genannten SMP-Systeme (engl. Symmetric Multi-
Processor) bieten direkten Zugriff auf den gesamten Speicher, werden durch eine
einzige Betriebssysteminstanz verwaltet und erleichtern es dem Anwendungspro-
grammierer somit, Software für das System zu schreiben. Aus Gründen der Skalier-
barkeit, Ausfallsicherheit und aus Kostengründen werden jedoch vermehrt Rechner-
verbundsysteme (engl. Cluster1) eingesetzt, Systeme, die lockerer gekoppelt sind und
deren Teile aus kompletten Einheiten von Prozessor und Arbeitsspeicher bestehen.
1Im Folgenden wird aufgrund seiner weiten Verbreitung der Begriff Cluster anstelle von Rech-
nerverbundsystem verwendet
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1. Einleitung
Cluster-Systeme sind üblicherweise aus Standardkomponenten aufgebaut, um von
dem günstigen Preis der in großer Stückzahl gefertigten Bauteile zu profitieren.
Zu diesen Komponenten zählen als wichtigste Prozessoren, Arbeitsspeicher und ein
Verbindungsnetzwerk. Betrachtet man diese Kernkomponenten mit Blick auf ihre
Leistungsfähigkeit, so sind die eingesetzten Prozessoren im Vergleich sehr leistungs-
fähig, der Arbeitsspeicher ist mittelschnell; Leistungsengpass ist in vielen Fällen das
als Verbindungsnetzwerk eingesetzte Ethernet. Es stellt sich nun die Frage, ob dieser
Engpass durch Einsatz von schnelleren Netzwerken, so genannten Hochgeschwindig-
keitsnetzen, beseitigt, oder zumindest abgemildert werden kann.
Es soll zudem nicht unerwähnt bleiben, dass Rechnerverbundsysteme höhere An-
forderungen an die Software stellen. Durch ihre verteilte Natur ist üblicherweise kein
Zugriff auf den Speicher einer entfernten Einheit aus Prozessor und Arbeitsspeicher
(auch Knoten oder Rechenknoten genannt, engl. Node oder Compute Node) mög-
lich. Somit läuft auf jedem Knoten jeweils eine eigene Betriebssysteminstanz, Zugriff
auf und Kommunikation zwischen entfernten Knoten muss auf Anwendungsebene
sichergestellt werden.
Abhilfe für die umständlichere Umgebung für Anwendungsprogramme sollen spe-
zielle Cluster-Betriebssysteme schaffen, die die Knoten eines Clusters auf Betriebs-
systemebene zusammenfassen, den Zugriff auf entfernten Speicher ermöglichen und
dem Anwendungsprogrammierer somit das Bild eines einheitlichen Gesamtsystems
(ein so genanntes Single-System Image, kurz SSI ) bieten.
Problemstellung und Ziel der Arbeit Etwa seit den 80er Jahren wird an Cluster-
Betriebssystemen gearbeitet, die ein Single-System Image bieten und somit ver-
suchen, die einfache Programmier- und Bedienbarkeit von SMP-Systemen mit den
niedrigen Kosten, der Skalierbarkeit und der Ausfallsicherheit von Clustern zu kom-
binieren.
Die positiven Auswirkungen, die die Nutzung eines Hochgeschwindigkeitsnetzwer-
kes auf die Leistungsfähigkeit eines solchen SSI-Systems hat, sind jedoch noch nicht
hinreichend untersucht. Ein Problem bei der Unterstützung von Hochgeschwindig-
keitsnetzwerken ist, dass es keine einheitliche Programmierschnittstelle gibt, die
jedes Netzwerk optimal ausnutzt. Im Falle des hier näher untersuchten Systems
Kerrighed fehlt die Unterstützung eines Hochgeschwindigkeitsnetzwerkes bisweilen
noch komplett.
In dieser Arbeit wird die Auswirkung der Geschwindigkeit der Netzwerkkommu-
nikation auf die Leistung eines Single-System-Image-Systems untersucht. Zu diesem
Zweck wird zunächst die Netzwerkkommunikation des SSI-Systems Kerrighed ana-
lysiert. In der Folge werden vier Lösungsansätze für eine Unterstützung von Kom-
munikation über Hochgeschwindigkeitsnetzwerke entworfen und zwei davon imple-
mentiert. Abschließende Messungen, die die Lösungen sowohl isoliert als auch im
Zusammenspiel mit Kerrighed untersuchen, sollen zeigen, dass die implementierten
Lösungen tatsächlich leistungsfähig und vielseitig verwendbar sind.
Abgrenzung von anderen Arbeiten In dieser Arbeit wird eine Software entwi-
ckelt, die soweit wie möglich Standardschnittstellen zu darunter liegenden Schichten
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(Hochgeschwindigkeitsnetzwerken) und darüber liegenden Schichten (Kommunika-
tionsschichten) nutzt, um so einer möglichst breiten Palette an Anwendungen eine
möglichst breite Palette an Netzwerken nutzbar zu machen. Darüber hinaus soll
der erstellte Quelltext möglichst wenig komplex und damit wartbar gehalten wer-
den. Der verfolgte Ansatz ist dabei der einer möglichst großen Kompatibilität und
kann somit eine sehr gute, aber prinzipbedingt keine optimale Leistung erzielen.
Primärer Anwendungsbereich ist wie zuvor erwähnt die Nutzung als Kommunika-
tionsbeschleuniger in SSI-Betriebssystemen.
Neben den erwähnten SSI-Betriebssystemen gibt es verwandte Ansätze, die Kom-
plexität des Verteilten Systems vor dem Anwender zu verbergen. In [Sca11] und
[IDC09] wird vSMP (Versatile SMP) – ein Produkt der Firma ScaleMP – vorge-
stellt, welches die Integration der einzelnen Rechenknoten vermutlich2 auf einer
Ebene zwischen Hardware/BIOS (engl. Basic Input Output System) und Betriebs-
system umsetzt und somit bereits dem Betriebssystem gegenüber das Bild eines
einheitlichen Systems präsentiert. Zur internen Kommunikation wird das Hochge-
schwindigkeitsnetzwerk InfiniBand genutzt. Dieser Ansatz hat den Vorteil, dass ein
unverändertes Betriebssystem eingesetzt werden kann und somit komplexe Anpas-
sungen dieser in ständiger Entwicklung befindlichen Schicht vermieden werden kön-
nen. Auf der anderen Seite stellt er speziellere Anforderungen an die unterstützte
Hardware, da zum einen InfiniBand-Netzwerkadapter der Firma Mellanox benötigt
werden und wohl zum anderen prinzipbedingt die vSMP-Software für neue Hardwa-
re angepasst werden muss. Näher betrachtet wird vSMP in Abschnitt 4.5. vNUMA,
vorgestellt in [Cha08] und [Cha09], ist ein weiterer Ansatz zur Integration verteil-
ter Hardware in ein einheitliches System. Ähnlich wie bei vSMP wird auch hier
ein Hypervisor zwischen BIOS und Betriebssystem platziert. Zur Kommunikation
wird Ethernet genutzt und Treiber für die Karten sind innerhalb des Hypervisors
implementiert. Unterstützung für Hochgeschwindigkeitsnetzwerke ist durch Konzen-
tration auf Standardhardware ausdrücklich nicht vorgesehen. Das am Lehrstuhl für
Betriebssysteme entwickelte Projekt MetalSVM [LRSC12, CLRB12] verfolgt einen
ähnlichen Ansatz wie vSMP und vNUMA. Eine Schicht zwischen Betriebssystem
und Hardware sorgt für die transparente Nutzung der Ressourcen des Clusters. Fo-
kus von MetalSVM ist die Ausnutzung der speziellen Hardware des Single Chip
Cloud Computer (SCC) der Firma Intel, welcher einen Cluster auf einem Chip dar-
stellt. Im Gegensatz zu den in dieser Arbeit untersuchten SSI-Betriebssystemen ist
die transparente Nutzung von Ressourcen über Chipgrenzen hinweg bei MetalSVM
zum jetzigen Zeitpunkt nicht vorgesehen.
Die in dieser Arbeit entwickelten Lösungen können in Kombination mit den drei
vorgenannten Systemen vSMP, vNUMA und MetalSVM eingesetzt werden, um se-
parate System- und Anwendungssoftware zu beschleunigen, die für die Verwendung
von Ethernet entwickelt wurde.
Im Unterschied zu den in dieser Arbeit besprochenen SSI-Betriebssystemen, de-
ren Ziel es ist, die verteilte Natur eines Clusters komplett hinter der von Einprozes-
sorsystemen bekannten Schnittstelle zu verstecken, gibt es zahlreiche Ansätze, die
2In der öffentlich verfügbaren Dokumentation werden die Details der Implementierung nicht
explizit offengelegt, die restliche Beschreibung deutet jedoch darauf hin.
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1. Einleitung
Programmierung von parallelen Systemen zu vereinfachen. Die zwei verbreitetsten
sind hier die Nachrichtenaustauschbibliothek MPI (engl. Message Passing Inter-
face) [GLS99, GLT99] vor allem für Systeme mit verteiltem Speicher und die Pro-
grammiersprachenergänzung OpenMP (engl. Open Multi-Processing) [CJP07] für
Systeme mit gemeinsamem Speicher. Die OpenMP-Variante Intel Cluster-OpenMP
[Int06, Hoe06, TaMSW08] unterstützt ebenfalls Systeme mit verteiltem Speicher. Sie
basiert auf dem TreadMarks DSM3 System [KCDZ94], welches verteilten Speicher
rechnerübergreifend zugänglich macht, und bietet Unterstützung für die Kommuni-
kation über Ethernet und InfiniBand. Unterstützung für weitere Hochgeschwindig-
keitsnetzwerke war zum Zeitpunkt der Veröffentlichung von [Hoe06] geplant.
Aufbau der Arbeit In dieser Arbeit wird eine neue Netzwerkschicht vorgestellt, die
es den aktuell frei verfügbaren Single-System-Image-Betriebssystemen für Cluster
erlaubt, Hochgeschwindigkeitsnetze statt Ethernet als Kommunikationsmedium zu
nutzen.
Im ersten Teil der Arbeit wird der aktuelle Stand der Technik beschrieben, so-
mit die Basis erläutert, auf der der Beitrag dieser Arbeit aufbaut. In Kapitel 2
wird ein Überblick über die beteiligten Hardware- und Software-Komponenten ge-
geben. Grundbegriffe werden erklärt und somit das Fundament zum Verständnis der
folgenden Kapitel gelegt. Kapitel 3 beschreibt übliche Protokolle und Programmier-
schnittstellen für die Netzwerkkommunikation. Eine Einführung in Single-System-
Image-Systeme wird in Kapitel 4 gegeben. Nach Lektüre dieses Kapitels ist der Leser
vollständig informiert über alle beteiligten Software- und Hardware-Komponenten
eines Single-System-Image-Systems. Der Gesamtüberblick ist vervollständigt.
Den zweiten Teil dieser Arbeit bilden die Kapitel 5 bis 7. In Kapitel 5 wird
die Analyse der Netzwerkkommunikation des in dieser Arbeit näher betrachteten
Single-System-Image-Systems Kerrighed beschrieben. Es werden sowohl die Metho-
dik, als auch die Ergebnisse vorgestellt. Kapitel 6 beschreibt den Hauptbeitrag die-
ser Arbeit: die Entwicklung einer neuartigen Kommunikationsschicht, die das Ziel
der Leistungsverbesserung mit größtmöglicher Kompatibilität und einem möglichst
großen Anwendungsbereich kombiniert. Eine eingehende Analyse der Leistungsfä-
higkeit des gewählten Ansatzes wird in Kapitel 7 gegeben.
Das abschließende Kapitel ist einer Zusammenfassung der Ergebnisse der vor-
liegenden Arbeit gewidmet und gibt darüber hinaus einen Ausblick auf mögliche
Erweiterungen und auf dieser Arbeit aufbauende Problemstellungen.
3engl. Distributed Shared Memory
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2. Einführung in
Rechnerverbundsysteme
Gregory F. Pfister definiert ein Rechnerverbundsystem (engl. Cluster) in [Pfi95,
S. 72] wie folgt:
A cluster is a type of parallel or distributed system that:
• consists of a collection of whole computers,
• and is utilized as a single, unified computing resource.
In dieser Definition sind die wichtigen Komponenten und Eigenschaften eines
Clusters gut zusammengefasst. Es handelt sich also um ein paralleles System (gleiche
Software-Komponenten auf verschiedenen Ausführungseinheiten) oder ein verteiltes
System (unterschiedliche Software-Komponenten auf verschiedenen Ausführungs-
einheiten), das aufgebaut ist aus einzelnen kompletten Rechnern – im Folgenden
Rechenknoten genannt – und sich dem Benutzer als einheitliches Gesamtsystem
präsentiert. Nicht explizit erwähnt ist die neben den Rechenknoten zweite wichti-
ge Hardware-Komponente eines Clusters, nämlich das Netzwerk, das die einzelnen
Rechenknoten erst zu einer Menge von kompletten Rechnern („collection of whole
computers“) verbindet.
In diesem Kapitel werden die beiden wichtigen Komponenten, die Rechenknoten
und das Netzwerk, näher erläutert. Zudem werden zwei verbreitete Klassifizierun-
gen von Parallelrechnern vorgestellt, die die Cluster-Architektur im Umfeld anderer
möglicher Architekturen einordnen.
Weitere gute Einführungen in parallele Rechnerarchitekturen finden sich in den
Werken von Hwang [Hwa92], Culler/Singh/Gupta [CSG98] und dem Standardwerk
von Hennessy und Patterson [HP06].
2.1. Rechenknoten
Die Rechenknoten stellen die Basis eines jeden Clusters dar. Sie bilden jeweils ei-
ne Einheit aus den Grundelementen Prozessor (CPU), Hauptspeicher (MEM) und
Ein- und Ausgabegeräten (E/A), die lokal durch ein Knoten-internes Netzwerk –
typischerweise ein Bus, bzw. eine Hierarchie von Bussen – verbunden sind. In Ab-
bildung 2.1 ist die einfachste Kombination der vorgenannten Grundelemente darge-
stellt. Alle im Folgenden beschriebenen Architekturen sind aus diesen Grundelemen-
ten aufgebaut, zum Teil ergänzt um ein Knoten-übergreifendes Netzwerk, welches
mehrere Rechenknoten zu einem parallelen oder verteilten System vereint. Genaue-
re Informationen zu den in manchen Architekturen genutzten Netzwerken folgen in
Abschnitt 2.3.
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Abbildung 2.1.: Grundelemente eines Rechenknotens
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Abbildung 2.2.: Das Flynn’sche Klassifizierungsschema
2.2. Architekturen von Mehrprozessorsystemen
Ein Klassifizierungsmodell, das laut Hennessy und Patterson einfach und auch heute
noch anwendbar ist [HP06, S. 197], ist das Flynn’sche Klassifizierungsmodell (engl.
Flynn’s Taxonomy [Fly66, Fly72]). Flynn unterteilt nach der Parallelität von Daten-
und Instruktionsströmen (vgl. Abbildung 2.2). Auf der komplett sequenziellen Seite
befindet sich bei ihm die Klasse der SISD-Rechner (Single Instruction Single Data),
bei denen also mit einem Instruktionsstrom auf einem Datensatz gearbeitet wird.
Die Klasse der MIMD-Rechner (Multiple Instruction Multiple Data) liegt am an-
deren Ende und erlaubt es mit mehreren Instruktionsströmen auf unterschiedlichen
Daten zu arbeiten. Letztere Klasse der MIMD-Rechner ist diejenige, die hier von
Interesse ist.
Eine Möglichkeit, die Klasse der MIMD-Rechner weiter zu unterteilen, ist es, die
Art des Speicherzugriffs als Kriterium zu verwenden. Das erlaubt eine Unterteilung
in die drei Klassen Uniform Memory Access (UMA, gleichförmiger Hauptspeicherzu-
griff), Non-Uniform Memory Access (NUMA, nicht-gleichförmiger Hauptspeicherzu-
griff) und No Remote Memory Access (NORMA, überhaupt kein entfernter Haupt-
speicherzugriff), die in den folgenden Abschnitten näher erläutert werden sollen.
Häufig genutzt wird zudem die Unterteilung in die zwei Kategorien der Multipro-
zessorsysteme, die die UMA- und NUMA-Systeme umfassen, und der Multicompu-
tersysteme, welche den NORMA-Systemen entsprechen. In dieser Arbeit wird im
weiteren Verlauf auf die beiden letztgenannten Einteilungen Bezug genommen.
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Abbildung 2.3.: Parallelrechner nach dem UMA-Prinzip
2.2.1. UMA (Uniform Memory Access)
Die UMA-Architektur – sehr ausführlich beschrieben von Tanenbaum in [Tan05,
S. 594] – ist eine naheliegende Erweiterung der in Abbildung 2.1 dargestellten
Einprozessor-Architektur. Zusätzliche Prozessoren werden im einfachsten Fall an
den ohnehin schon vorhandenen lokalen Bus1 angeschlossen, an der Anbindung
von E/A und Speicher ändert sich nichts (vgl. Abbildung 2.3). Charakteristisches
Merkmal der UMA-Architektur ist der gleichförmige Zugriff auf den Hauptspeicher.
Gleichförmiger Zugriff bedeutet hier, dass egal von welchem Prozessor auf welchen
Teil des Speichers zugegriffen wird, die Zugriffszeit (oder Latenz) und die Bandbreite
immer gleich ausfallen.
Für den Programmierer hat dies den Vorteil, dass er jeden Prozessor des Sys-
tems äquivalent nutzen kann, ebenso wie jeden Bereich des Hauptspeichers. Um
die räumliche Verteilung von Daten und Prozessor muss er sich keine Gedanken
machen.
Werden eine große Anzahl von Prozessoren an den lokalen Bus angeschlossen,
so zeigen sich die Nachteile des blockierenden Netzwerks. Es kann immer nur ein
Prozessor zu einem gegebenen Zeitpunkt auf den Speicher zugreifen. Bei wenig
Prozessoren und wenig Speicherzugriffen funktioniert das recht gut, bei vielen Pro-
zessoren und vielen Speicherzugriffen wird der Bus schnell zum Flaschenhals, der
effektiv die Anzahl sinnvoll nutzbarer Prozessoren in dieser Architektur begrenzt.
Üblich sind heute Systeme mit maximal 8–16 Prozessoren. Um diesen Engpass zu
umgehen, wurde die NUMA-Architektur entwickelt.
2.2.2. NUMA (Non-Uniform Memory Access)
Zentraler Ansatz bei der NUMA-Architektur ist es, die Anzahl der Teilnehmer in-
nerhalb der Kollisionsdomäne lokaler Bus/Speicher niedrig zu halten, um die ge-
genseitige Blockierung der Teilnehmer zu reduzieren [Tan05, S. 602ff]. Erreicht wird
dieses Ziel dadurch, dass der in UMA-Systemen verbreitete Bus, der Prozessoren
und Speicher verbindet, aufgetrennt wird, wie beispielhaft in Abbildung 2.4 dar-
gestellt ist. Mit anderen Worten könnte man auch sagen, dass das NUMA-System
1Zur Erringung höherer Leistung werden auch aufwendigere Vernetzungen wie z. B. Kreuzschie-
nenverteiler (engl. Crossbar) eingesetzt, zu entsprechend höheren Kosten.
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Abbildung 2.4.: Parallelrechner nach dem NUMA-Prinzip
durch eine Zusammenschaltung von UMA-Systemen hinreichend kleiner Prozessor-
zahl (in der Abbildung ein Prozessor) entsteht, die untereinander über den lokalen
Bus gekoppelt sind und somit direkten Zugriff auf den Speicher eines anderen UMA-
Teilsystems erlauben.
Bei den NUMA-Systemen gibt es durch diese Blockbildung von Prozessor(en) und
Speicher im Gegensatz zu den UMA-Systemen unterschiedliche Speicherzugriffszei-
ten und -bandbreiten. Man spricht deswegen auch von lokalem und entferntem
Speicher. Damit ist einer der großen Nachteile von NUMA-Systemen angesprochen:
Es ist bei NUMA-Systemen von Bedeutung, in welchem Bereich des (über die UMA-
Teilsysteme verteilten) Speichers die Daten liegen, auf denen ein Prozess arbeitet.
Die Leistung des Gesamtrechensystems kann also stark schwanken abhängig davon,
ob Daten und Prozesse gut, also nah beieinander, oder schlecht platziert sind. Ist
der Unterschied zwischen einem lokalen Speicherzugriff und einem entfernten sehr
groß, spricht man von einer stark ausgeprägten, ansonsten von einer weniger stark
ausgeprägten NUMA-Charakteristik.
Ein zweiter Nachteil liegt in der Verwaltung der üblicherweise vorhandenen zu-
sätzlichen schnellen Zwischenspeicher, Caches, die heute meist direkt auf dem Chip
des Prozessors beheimatet sind. In diesen Caches werden häufig genutzte Daten
zwecks schnellerem Zugriff als Kopie zwischengespeichert. Gibt es nun wie in Abbil-
dung 2.3 mehrere Prozessoren und damit auch mehrere Caches und mehrere Kopien
des evtl. gleichen Speicherbereiches, so müssen diese Kopien auch bei Schreibzu-
griffen synchron gehalten werden; man spricht hierbei von Kohärenz. Im Falle der
UMA-Architektur mit gemeinsamem Bus ist dieses Kohärenthalten durch Einsatz
des sogenannten Bus-Snoopings, also durch Mitlauschen der Lese- und Schreibanfra-
gen auf dem Bus, relativ einfach zu lösen. Alle Prozessoren wissen, welche Speicher-
stellen gerade von allen anderen Prozessoren gelesen oder geschrieben werden. Beim
NUMA-System gibt es gerade keinen alle Prozessoren verbindenden gemeinsamen
Bus mehr, so dass die Möglichkeit des Snoopings hier entfällt. Als Lösung bleiben
nur die beiden Möglichkeiten, entweder auf die Speicherkohärenz zu verzichten und
deshalb nur auf unterschiedlichen Speicherbereichen zu arbeiten (die sich natürlich
an beliebiger Stelle im System befinden dürfen), oder Speicherkohärenz durch ande-
re, aufwendigere Verfahren sicherzustellen. Beispiele für aufwendigere Verfahren sind
zum einen Broadcast-Protokoll-basierte Verfahren, wie sie bei AMD (Hypertrans-
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Abbildung 2.5.: Parallelrechner nach dem NORMA-Prinzip
port) und Intel (Quickpath) verwendet werden, oder Verzeichnis-basierte Verfahren,
wie sie bei AMD (HT-Assist) und SCI zum Einsatz kommen.
Der Zugriff auf lokalen Speicher wird bei der NUMA-Architektur nur unwesentlich
durch die Anzahl der Knoten beeinflusst, so dass auch große Knotenzahlen einge-
setzt werden können; man spricht von einer gut skalierbaren Architektur, oder auch
einfach von guter Skalierbarkeit. Ist der auszuführende Code allerdings derart, dass
ein großer Anteil der Operationen auf entfernten Speicher zugreifen, so kommt des-
sen höhere Zugriffslatenz und niedrigere Bandbreite voll zum Tragen und die Leis-
tung des Systems bricht ein. Die erwähnte gute Skalierbarkeit bezieht sich also auf
vorwiegend auf lokalem Speicher arbeitenden Code. Die größten NUMA-Systeme
werden zum heutigen Tag von SGI gebaut und verbinden über 500 Prozessoren mit
gemeinsamem Speicher.
2.2.3. NORMA (No Remote Memory Access)
Die immer noch begrenzte Skalierbarkeit von NUMA-Systemen, die oft zudem noch
durch aufwendige zusätzliche Hardware teuer erkauft werden muss, führt zu der Ar-
chitektur der NORMA-Systeme. Bei dieser Klasse von Systemen ist es nicht möglich,
von einem Rechenknoten direkt auf den Speicher eines anderen Knotens zuzugreifen.
In Abbildung 2.5 ist der typische Aufbau eines minimalen NORMA-Systems dar-
gestellt. Die Verbindung zwischen den Knoten geschieht nicht über den lokalen
Bus direkt – wie bei den NUMA-Systemen in Abbildung 2.4 –, sondern über Netz-
werkhardware, die üblicherweise an einen der E/A-Busse angekoppelt wird. Der
Prozessor eines Knotens kann jeweils nur auf seinen lokalen Speicher zugreifen.
Während bei den zuvor vorgestellten Architekturen UMA und NUMA einfache
LOAD/STORE-Befehle genutzt werden konnten, um auf den gesamten Speicher
des Systems zuzugreifen, müssen nun explizit Daten zwischen den Speichern ausge-
tauscht werden, bevor darauf gearbeitet werden kann. Zur Kommunikation zwischen
den verschiedenen Knoten des Gesamtsystems, werden bei der NORMA-Architektur
Daten in Pakete verpackt und als sogenannte Nachrichten (engl. Messages) ausge-
tauscht.
Die NORMA-Architektur gibt damit dem Programmierer ein von den beiden
anderen Architekturen grundsätzlich unterschiedliches Programmiermodell vor. Sie
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legt somit in dem Kompromiss zwischen einfacher Programmierbarkeit auf der einen
Seite und Skalierbarkeit und Kosten auf der anderen Seite den Schwerpunkt auf
die letzten beiden Punkte. Durch den Verzicht auf das Konzept des gemeinsamen
Speichers – mit leistungshemmendem Verhalten bei Zugriff auf entfernten Speicher
und der nötigen teuren Spezialhardware zur Aufrechterhaltung der Cache-Kohärenz
bei der NUMA-Architektur – werden günstigere Rechensysteme möglich, die bis zu
sehr hohen Knotenzahlen skalieren. Zum heutigen Tag existieren mit der IBM Blue
Gene Reihe NORMA-Systeme mit über 100 000Knoten.
2.3. Verbindungsnetzwerke
Um den Aufbau der Testsysteme zu verstehen, ist es unerlässlich, ein paar Grund-
begriffe der verwendeten Verbindungstechniken einzuführen. Zu diesem Zweck wer-
den zunächst einige wenige für diese Arbeit relevante Verbindungsstrukturen ein-
geführt. Im Anschluss werden verschiedene Klassen von Netzwerken unterschieden
nach der räumlichen Ausdehnung erläutert, bevor dann die konkret verwendeten
Verbindungsnetzwerke in ihrer jeweiligen Klasse vorgestellt werden.
2.3.1. Topologien
Unter (Netzwerk-)Topologie versteht man die Struktur der Verbindungen zwischen
einzelnen Rechenknoten und evtl. zusätzlichen Netzwerkkomponenten. Im Folgen-
den werden die hier relevanten Topologien kurz vorgestellt. Zur Vertiefung sei auf
[Hwa92, Kap. 2.4], [Ung97, Kap. 1.5] und [HP06, Anhang E] verwiesen.
Bus
Die Bus-Topologie (vgl. Abb. 2.6) stellt eine einfache Topologie dar, bei der ein
einziges Medium für alle angeschlossenen Teilnehmer zur Verfügung steht, welches
zu jedem Zeitpunkt nur von einem Teilnehmer exklusiv zum Datenversand genutzt
werden kann. Ein sogenannter Arbitrierungsvorgang sorgt dafür, dass das Sende-
recht tatsächlich exklusiv vergeben wird. Ein Bus wird aufgrund des Kollisionspo-
tentials zumeist für eine kleine Anzahl Teilnehmer eingesetzt (beim Prozessorbus
typischerweise 2 bis 8, höchstens jedoch bis zu 30 [Ung97, S. 37]).
Die Bus-Topologie ist praktisch allgegenwärtig, da ihr Aufbau extrem einfach
ist. In den Rechensystemen, die in dieser Arbeit betrachtet werden, findet der Bus
innerhalb der einzelnen Rechenknoten Anwendung, zur externen Verbindung werden
leistungsfähigere Topologien eingesetzt.
Stern
Bei der Stern-Topologie, dargestellt in Abb. 2.7, handelt es sich um eine verbreitete
Struktur, bei der der gesamte Verkehr über einen zentralen Knotenpunkt abgewi-
ckelt wird. Dieser Knotenpunkt kann passiv die eingehenden Leitungen mit einan-
der verbinden (Hub) oder aktiv bei Bedarf Punkt-zu-Punkt-Verbindungen zwischen
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Abbildung 2.6.: Bus-Topologie
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Abbildung 2.7.: Stern-Topologie
Abbildung 2.8.: Ring-Topologie
einzelnen angeschlossenen Knoten herstellen (Switch). Da ein Switch exklusive Ver-
bindungen zwischen jeweils zwei Knoten herstellt und mehrere dieser Verbindungen
zwischen disjunkten Knoten gleichzeitig geschaltet sein können, eignet sich diese
Topologie auch zur kollisionsarmen Verbindung größerer Knotenzahlen – vorausge-
setzt, der sogenannte Switch-Backbone, die Switch-interne Vermittlungstechnik, ist
hinreichend leistungsfähig.
Die Stern-Topologie ist weit verbreitet und kommt bei den in dieser Arbeit be-
trachteten Netzwerken Ethernet und InfiniBand zum Einsatz.
Ring
Die Ring-Topologie ist in Abb. 2.8 dargestellt. Daten werden dabei entlang des
Rings von einem Knoten zum anderen weitergereicht. Ringe gibt es in den Ausprä-
gungen unidirektional und bidirektional. Daten werden immer von einem Knoten
zum nächsten weitergereicht bis der Zielknoten erreicht ist, an dem die Daten dann
vom Ring genommen werden.
Da sich bei diesem Prinzip ein Datenpaket immer nur auf einem Teilstück des
Rings befindet, die anderen Teilstücke somit zur Übertragung anderer Pakete zur
Verfügung stehen, ist diese Topologie skalierbarer als ein Bus; die negativen Ein-
flüsse einer großen Anzahl an angeschlossenen Knoten wirken sich also geringer aus.
Das SCI-Netzwerk setzt auf die Ring-Topologie und bei größeren Knotenzahlen
auf die als nächstes vorgestellte Torus-Topologie.
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Abbildung 2.9.: Torus-Topologie
Abbildung 2.10.: Vollvermaschtes Netz
Torus
Die Torus-Topologie kann man sich als eine Erweiterung der Ring-Topologie vorstel-
len. So besteht ein zweidimensionaler Torus im Prinzip aus Knoten, die sich jeweils
in zwei Ringen befinden, einem X-Ring und einem Y-Ring (siehe Abb. 2.9). In jeder
angeschlossenen Netzwerkkarte wird entschieden, über welchen Ring ein angenom-
menes Paket den Zielknoten z. B. auf dem kürzesten Weg erreicht. Für sehr große
Knotenzahlen können auch höherdimensionale Tori eingesetzt werden.
Bei dem untersuchten SCI-Netzwerk kommt ein 2D-Torus zum Einsatz.
Vollvermaschtes Netz
Als vollvermaschtes Netz bezeichnet man eine Topologie, bei der jeder angeschlos-
sene Knoten jeden anderen über eine direkte Verbindung erreichen kann (vgl. Abb.
2.10).
Die Verbindungsleistung bleibt annähernd konstant, egal wie viele Knoten an das
Netz ageschlossen werden. Allerdings steigt die Anzahl der Anschlüsse jedes Kno-
tens linear mit der Anzahl der Knoten des Netzwerks, die Anzahl der Gesamtver-
bindungen somit größenordnungsmäßig quadratisch, was diese Topologie für große
Knotenzahlen aus Platz- und Kostengründen verbietet.
Für die Messungen mit dem DX-Netzwerk ist in Ermangelung eines Switches und
angesichts der kleinen Zahl angeschlossener Knoten diese Topologie gewählt worden.
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2.3.2. Netzwerkdomänen
Abhängig von der räumlichen Verteilung der an ein Netzwerk angeschlossenen Kno-
ten und von deren Anzahl kann man Netzwerke in unterschiedliche Klassen einteilen,
siehe dazu auch [HP06, S. E-4f]. Die in dieser Arbeit verwendeten Netzwerktechno-
logien sind dabei den Klassen Systemnetze und Lokale Netze zuzuordnen. Abbildung
2.11 gibt einen Überblick über die im Folgenden vorgestellten Netzwerkdomänen.
Systemnetze
Systemnetze (engl. System Area Network, SAN2) dienen typischerweise dazu, in-
nerhalb von Multiprozessor- (vgl. 2.2.2) und Multicomputer-Systemen (vgl. 2.2.3)
Prozessoren mit Prozessoren, oder Prozessoren mit Speicher zu verbinden. Sie ver-
binden bis zu Hunderte von Teilnehmern über eine Distanz von bis zu einigen zehn
Metern. Vertreter dieser Netze sind z. B. die hier untersuchten InfiniBand, SCI und
DX.
Lokale Netze
Lokale Netze (engl. Local Area Network, LAN) werden üblicherweise zur Verbin-
dung von autonomen Rechensystemen eingesetzt. Dabei erstreckt sich ein LAN
meist über einen Raum, ein Gebäude oder über einen kompletten Campus, bzw.
ein Firmengelände und somit also über einige Meter bis zu einige Kilometer. An-
geschlossen sind bis zu einige hundert Teilnehmer. Der bei weitem verbreitetste
Vertreter dieser Domäne ist das Ethernet [IEE08b].
Heutzutage finden in zunehmendem Maße auch kabellose Netzwerke zur einfachen
Erweiterung lokaler Netze Verbreitung [SGG08, S. 680f]. Sie liegen in der Leistungs-
fähigkeit gegenüber den kabelgebundenen Netzen zurück, vereinfachen aber nicht
zuletzt den Anschluss wechselnder und mobiler Teilnehmer.
Weitverkehrsnetze
Um Rechensysteme über große Distanzen zu verbinden, werden Weitverkehrsnetze
(engl. Wide Area Network, WAN) verwendet. Dabei werden oft mehrere verteilte
Lokale Netze im Abstand von einigen Kilometern bis zu mehreren tausend Kilo-
metern verknüpft. Die Teilnehmerzahlen können dementsprechend bis zu mehrere
Millionen betragen. Das teilnehmerreichste Weitverkehrsnetz zum heutigen Tag ist
das Internet. Des Weiteren gibt es geschlossene Weitverkehrsnetze, die z. B. zur
Kopplung mehrerer Firmensitze eingesetzt werden. Als Technik werden u. a. ATM
(Asynchronous Transfer Mode), PDH (Plesiochronous Digital Hierarchy) oder SDH
(Synchronous Digital Hierarchy) eingesetzt.
2.3.3. Netzwerktechnologien
In diesem Abschnitt sollen verschiedene Netzwerktechnologien kurz vorgestellt wer-
den, die in Rechnerverbundsystemen hohe Verbreitung gefunden haben. Der Schwer-
2nicht zu verwechseln mit dem Storage Area Network, welches ebenfalls mit SAN abgekürzt wird
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Abbildung 2.11.: Netzwerkdomänen im Verhältnis zu Ausdehnung und Teilnehmer-
zahl (nach [HP06, S. E-4])
punkt liegt hierbei auf den Netzwerken, die in der vorliegenden Arbeit Verwendung
fanden3. Darüber hinaus werden mit Myrinet und QsNet zwei weitere populäre
Cluster-Netzwerke präsentiert.
Abbildung 2.12 zeigt einen Überblick über die Software-Architektur der unter-
suchten Netzwerke.
Ethernet
Das älteste der hier vorgestellten Netzwerke ist Ethernet. Es wurde in den Jahren
vor 1976 von der Firma Xerox entwickelt, um lokal Rechenknoten untereinander
und mit Peripheriegeräten und Geräten für Weitverkehrsnetze zu verbinden [MB76].
1981/82 veröffentlichten die Firmen Digital Equipment Corporation, Intel und Xe-
rox gemeinsam eine Spezifikation [Dig82], die von der IEEE als Standard 802.3
[IEE08b] weiterentwickelt und 1985 zum internationalen ISO-Standard erklärt. Ab
diesem Zeitpunkt beschleunigte sich der Einsatz von Ethernet und heute ist es die
weitestverbreitete Technologie für Lokale Netze.
1995 wurde der heute noch weit verbreitete Standard IEEE 802.3u für Ether-
net mit 100Mbit/s verabschiedet [IEE95]. 1999 folgte die offizielle Spezifikation
von Ethernet mit 1000Mbit/s (IEEE 802.3ab [IEE99]). Die beiden vorgenannten
stellen die bei weitem meistgenutzten Geschwindigkeitsstufen der Ethernet-Familie
dar. 2002 wurde eine Variante mit 10Gbit/s standardisiert (IEEE 802.3ae [IEE02]),
welche technisch einen Schnitt darstellt, indem sie einige von den Vorversionen
bekannte technische Details wie (logische) Bus-Topologie und Unterstützung für
3Ein Vergleich der Leistungsfähigkeit dieser Netzwerke findet sich in [Loi08].
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Abbildung 2.12.: Architektur der Netzwerktreiber von Dolphin DX, SCI, Ethernet
und InfiniBand (nach [Ben05], [Woo08] und [HH99])
Halbduplex-Übertragung über Bord wirft. Die nächsten beiden Geschwindigkeits-
stufen 40Gbit/s und 100Gbit/s sind vor wenigen Monaten standardisiert worden
[IEE10]. Zum ersten Mal wurden zwei Geschwindigkeiten innerhalb eines Stan-
dards spezifiziert, was laut [IEE08c] seine Ursache darin hat, dass zwei Interes-
sengruppen an der Entwicklung beteiligt waren: zum einen Entwickler und An-
wender von Rechensystemen, für die das Kosten-Leistungsverhältnis bei 40Gbit/s-
Hardware am besten ist, zum anderen Entwickler und Anwender von Backbone-
Netzwerkanwendungen, die aus dem gleichen Grund 100Gbit/s-Hardware bevorzu-
gen.
Ursprünglich war Ethernet physikalisch als Bus ausgelegt, an den die einzelnen
Teilnehmer des Netzwerks angekoppelt wurden. Senden zwei Teilnehmer gleich-
zeitig kommt es zu Kollisionen, welche von den Teilnehmern detektiert werden
(CSMA/CD-Verfahren, engl. Carrier Sense Multiple Access/Collision Detection),
worauf jeder die Übertragung nach einer zufälligen Zeit erneut versucht. Die Teil-
nehmer werden dabei im Halbduplex-Modus betrieben, bei dem das Übertragungs-
medium sowohl zum Senden als auch zum Empfangen genutzt wird, was somit
nicht gleichzeitig möglich ist. Mit Einführung der sogenannten Hubs, aktiver Signal-
Repeater mit mehreren Anschlüssen, setzte sich zwar eine physikalische Stern-Topo-
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logie durch, logisch blieb es aber bei einem Bus, da jedes Signal an alle angeschlos-
senen Teilnehmer weitergeleitet wurde; Kollisionen und Halbduplex-Modus blieben
damit erhalten. Fast zur gleichen Zeit kamen auch Switches auf den Markt, die ähn-
lich wie Hubs eine physikalische Stern-Topologie ermöglichen, allerdings die einge-
henden Ethernet-Pakete zwischenspeichern, deren Zieladressen untersuchen und nur
auf die Anschlüsse wieder ausgeben, denen die Zieladressen zugeordnet sind. Damit
kommt es zwischen zwei Netzteilnehmern zu auf Paketbasis geschalteten Punkt-
zu-Punkt-Verbindungen, Kollisionen können nicht mehr auftreten. Es kann zudem
der Vollduplex-Modus verwendet werden, der gleichzeitiges Senden und Empfan-
gen erlaubt. Aufgrund der preislichen Entwicklung haben Switches Hubs praktisch
vollkommen verdrängt. Im Standard für Ethernet mit 10Gbps und allen neueren
Standards ist der Halbduplex-Modus nicht mehr vorgesehen, es werden damit auch
keine Hubs mehr unterstützt.
Die Software-Architektur von Ethernet (vgl. Abbildung 2.12) lässt sich untertei-
len in den Ethernet-Netzwerkkartentreiber, welcher für das Versenden von Ethernet-
Rahmen an direkte Nachbarn zuständig ist, die darauf aufbauenden Protokolle der
Vermittlungs- und Transportschicht (vgl. Kapitel 3.2), wie z. B. IP, TCP und UDP,
und die Socket-Schnittstelle, die besonders im User-Space die dominierende Pro-
grammierschnittstelle für Ethernet darstellt, aber auch im Kernel-Space genutzt
wird. Wesentlich detailliertere Beschreibungen der erwähnten Protokolle und der
Socket-Schnittstelle finden sich in Kapitel 3.
InfiniBand
InfiniBand ist ein relativ junges Netzwerk. Es ist 1999 aus der Vereinigung der
zwei konkurrierenden Entwicklungen Future I/O und Next Generation I/O hervor-
gegangen. Mehrere führende IT-Unternehmen gründeten die InfiniBand Trade As-
sociation, unter deren Dach die Entwicklung gemeinsam vorangetrieben wurde. Mit
dem Ziel, einheitliche Linux-basierte Software für InfiniBand zu entwickeln, wurde
im Jahre 2004 die OpenIB Alliance gegründet. Ein Jahr später wurde Windows als
Zielplattform hinzugefügt. 2006 folgte eine Ausweitung der Hardware-Unterstützung
auf RDMA4-fähige Ethernetkarten (iWARP), woraufhin sich die OpenIB Alliance
umbenannte in die heutige OpenFabrics Alliance. Deren Ziel ist es, einen einheit-
lichen, Betriebssystem- und Netzwerk-unabhängigen Software-Stack für RDMA-
unterstützende Netzwerke zu entwickeln.
Als Systemnetz konzipiert, sollte es zunächst Prozessoren direkt mit Peripherie
verbinden und somit z. B. PCI ersetzen. Heutzutage ist InfiniBand das dominierende
Netzwerk zur Vernetzung von Hochleistungs-Clustern und findet weite Verbreitung
in Datenzentren.
Was die Hardware betrifft, so ist InfiniBand eine serielle Punkt-zu-Punkt-Verbin-
dung und setzt auf Kupfer- und Lichtwellenleiter als Verbindungsmedien. Es sind
bidirektionale Signalraten von 2,5Gbit/s (Single Data Rate, SDR), 5Gbit/s (Double
Data Rate, DDR) und 10Gbit/s (Quad Data Rate, QDR) spezifiziert. Dabei lassen
sich vier oder zwölf Links zu einem parallelen Link (4x bzw. 12x) zusammenfassen.
4Remote Direct Memory Access – Direkter Zugriff auf entfernten Speicher
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Am weitesten verbreitet sind 4x-Links, nur für sehr hohe Leistungsanforderungen
(z. B. zur Verbindung von Switches untereinander) werden auch 12x-Links einge-
setzt. Da eine 8B/10B-Kodierung eingesetzt wird, sind somit maximale theoretische
Datenübertragungsraten von 8Gbit/s (4x SDR) bis 96Gbit/s (12x QDR) möglich.
Wie der aktuellen Roadmap [Inf10] zu entnehmen ist, sind 2011 Signalraten von
14Gbit/s (Fourteen Data Rate, FDR) und 26Gbit/s (Enhanced Data Rate, EDR)
pro Link geplant, zudem zusätzliche parallele Links mit nur einem Link (1x) am
unteren Ende des Leistungsspektrums und als Zwischengröße zwischen 4x und 12x
achtfache Links (8x). Zugleich soll mit EDR und FDR auf eine 64B/66B-Kodierung
umgestellt werden. Damit sind dann 12x-Links mit bis zu 300Gbit/s theoretischer
Datenübertragungsrate vorhanden. Für die Zukunft sind zudem höhere Signalda-
tenraten pro Link angedeutet, welche mit HDR (ursprünglich5 Hexadecimal Data
Rate, sechzehnfache Datenraten, jetzt High Data Rate) und NDR (Next Data Rate)
benannt sind.
Bei InfiniBand ist jede Verbindung eine Punkt-zu-Punkt-Verbindung zwischen
zwei Channel Adaptern. Dabei kommuniziert jeder Prozessor über einen Host Chan-
nel Adapter (HCA), Peripherie ist über einen Target Channel Adapter (TCA) an-
gebunden. Als Topologie dient ein so genanntes Switched Fabric. Zwischen zwei
Kommunikationspartnern wird über einen oder mehrere Switches eine Punkt-zu-
Punkt-Verbindung aufgebaut. Im vorliegenden einfachsten Fall besteht dieses Fa-
bric aus einem Switch, an den alle Kommunikationspartner angeschlossen sind und
ist somit eine Stern-Topologie (vgl. Kapitel 2.3.1).
Eine Eigenheit von InfiniBand ist, dass es nicht wie gewöhnlich eine exakt vor-
gegebene Programmierschnittstelle (API) gibt. Stattdessen ist InfiniBand über eine
so genannte Verbs-Schnittstelle spezifiziert, damit sind Beschreibungen von vorge-
schriebenen Funktionalitäten gemeint. Die Umsetzung dieser Funktionalitäten und
damit die genaue Programmierschnittstelle ist den Herstellern überlassen. Heutzu-
tage hat sich die Verbs-Implementierung der OpenFabrics Alliance durchgesetzt.
Ein Überblick über den sehr modular aufgebauten Software-Stack von InfiniBand
wird in [Woo08] gegeben. Abbildung 2.12 zeigt die für diese Arbeit wichtigen Kom-
ponenten im Zusammenhang des Linux Netzwerk-Stacks.
SCI
Das Systemnetzwerk SCI ist als ANSI/IEEE Standard 1596-1992 im Jahre 1992
verabschiedet worden [IEE92]. Es entstand aus der Intention, die Hauptverbin-
dungstechnik in Switches und Rechenknoten, die so genannten Backplane Busse,
zu ersetzen. Dazu sollte es sich für Anwender wie ein Bus verhalten, ohne jedoch
die Einschränkungen eines Busses, wie z. B. exklusive Nutzung mit Kollisionen bei
dem Versuch der gleichzeitigen Nutzung und physikalische Grenzen, zu überneh-
men. Aus diesem Grund wurde als Basis-Architektur ein Ring aus unidirektionalen
5Die Benennung hat sich mit der letzten Bekanntgabe der nicht mehr ins ursprüngliche Sche-
ma passenden Signaldatenraten von FDR und EDR geändert. EDR stand ursprünglich
für Eight Data Rate, wurde dann aber aufgrund der neuen Stufung der Signalraten in
Enhanced Data Rate umbenannt. [Quelle: http://www.gazettabyte.com/home/2010/6/2/
the-infiniband-roadmap-gets-redrawn.html, zuletzt besucht 29.08.2010]
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Punkt-zu-Punkt-Verbindungen gewählt. SCI sollte sowohl die Kommunikation über
Nachrichtenaustausch (engl. Message Passing) als auch über gemeinsamen Speicher
(engl. Shared Memory) ermöglichen, um Software für einen breiten Anwendungsbe-
reich optimal zu unterstützen.
Aufbauend auf dem gemeinsamen Speicher stellt der Software-Stack von SCI
mit der Modulkombination MBox und Msq (für engl. Message Box und Message
Queue) eine Schnittstelle zur nachrichtenbasierten Kommunikation zur Verfügung.
Diese Schnittstelle wird in ETHOM (siehe Kapitel 6.3) genutzt. Eine Ebene höher
aufbauend auf MBox und Msq implementiert das Kernel-Modul SSocks die weit
verbreitete Sockets-Schnittstelle, die in Abschnitt 3.5 kurz vorgestellt wird und von
ETHOS (Kapitel 6.2) zur Kommunikation genutzt wird.
Die einzige Firma, die zur Zeit SCI-Hardware für PC-Cluster anbietet, ist Dol-
phin ICS in Norwegen. Die aktuelle Serie D350 kommt in vier Varianten: D351
als einfachstes Modell, um Rechenknoten in einem Ring zu verbinden, bietet ei-
ne Linkdatenrate6 von 10Gbit/s. Punkt-zu-Punkt steht eine Datenrate von etwa
3,4Gbit/s zur Verfügung. Die D352, die für diese Arbeit Anwendung findet, ist ein
2D-Modell, dient also der Vernetzung von Rechenknoten in einem zweidimensiona-
len Torus (vgl. Kapitel 2.3.1). Sie bietet die Linkdatenrate von 10Gbit/s in jeder
der beiden Dimensionen, an der Punkt-zu-Punkt-Datenrate ändert sich nichts. Für
größere Cluster wird die Karte D353 verwendet, die angeschlossene Rechenknoten
in einem dreidimensionalen Torus verbindet und somit die Größe der einzelnen Rin-
ge gering hält. Auch sie bietet 10Gbit/s Linkdatenrate in jeder Dimension. Kommt
es auf eine höhere Übertragungsleistung bei kleiner Knotenzahl an, lohnt sich evtl.
der Einsatz der Karte D350, die zwei parallele Kanäle anbietet und damit die ag-
gregierte Linkdatenrate auf 20Gbit/s steigert. Mit ihr lassen sich die Rechenknoten
nur in einem einfachen Ring anordnen.
Die Basis-Topologie der SCI-Technik ist die Ring-Topologie (vgl. Kapitel 2.3.1).
Da jeder Ringabschnitt, also die Verbindung zwischen je zwei angeschlossenen Kno-
ten, ein physikalisch getrenntes Teilübertragungsstück darstellt, ist die Gesamtüber-
tragungsbandbreite im Ring mit der Anzahl der Knoten recht gut skalierbar. Einen
großen Einfluss darauf hat natürlich der möglichst geringe Abstand von Quell- und
Zielknoten im Ring. Ein großer Ring hat aber natürlich negative Auswirkungen auf
die Verzögerungszeit oder Latenz eines Paketes auf dem Weg von Quelle zu Ziel.
Aus diesem Grund stehen für größere Knotenzahlen 2D- oder sogar 3D-Tori zur
Verfügung, die die Abstände zwischen zwei Kommunikationspartnern reduzieren.
Nicht zuletzt um höhere Fehlertoleranz zu bieten, existiert auch die Möglichkeit
der Vernetzung mittels Switch. Bei den vorgenannten Topologien führt nämlich ein
Ausfall eines Knotens zu einem Ausfall des kompletten Rings, in dem sich der Kno-
ten befindet; bei 2D- und 3D-Torus zum Ausfall aller Ringe, an die der Knoten
angeschlossen ist.
6Bei dieser Linkdatenrate handelt es sich um die Datenrate, die von einem Knoten zum anderen
über das Kabel genutzt werden kann. Die Anbindung der Netzwerkkarte innerhalb eines Re-
chenknotens geschieht über x4 PCIe und einen PCIe/PCI-X-Adapter-Baustein; diese Kombina-
tion bremst die für Punkt-zu-Punkt-Verbindungen zur Verfügung stehende „rohe“ Bandbreite
auf etwa 4,2Gbit/s (64 bit × 66MHz), von der weitere 20% (für die 8B/10B-Kodierung) für
Nutzdaten nicht zur Verfügung stehen.
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Abbildung 2.13.: Speicherabbildung beim SCI-Netzwerk
Auf der untersten Software-Ebene ist SCI als speicherkoppelndes Netzwerk kon-
zipiert [Wor03]. Sollen Daten zwischen zwei mittels SCI verbundenen Knoten aus-
getauscht werden, so geschieht dies über einfache Lese- oder Schreiboperationen
auf virtuellen Speicheradressen. Um diesen Zugriff zu ermöglichen, muss zunächst
entfernter Speicher lokal eingeblendet werden. In einem einfachen Beispiel (vgl.
Abbildung 2.13) exportiert Prozess 1 auf Rechenknoten 1 ein lokales Speicherseg-
ment, welches aus dem physikalischen Speicherbereich über die Memory Manage-
ment Unit (MMU) in den virtuellen Adressraum eingeblendet ist, in den globalen
SCI-Adressraum. Die Abbildung der globalen SCI-Adressen auf die Knoten-lokalen
physikalischen Adressen übernimmt hierbei der SCI-Adapter. Prozess 2 auf Kno-
ten 2 blendet zunächst diesen Teil des SCI-Adressraumes in seinen physikalischen
Adressraum ein, von wo er dann über die MMU in den virtuellen Adressraum eines
Prozesses eingeblendet wird. Von Prozess 2 aus kann somit transparent auf den
entfernten Speicher von Knoten 1 zugegriffen werden. Die Schnittstelle für die Ver-
waltung des gemeinsamen Speichers ist in den Kernel-Treibern IRM und – etwas
weiter abstrahiert – SISCI implementiert. Im User-Space steht zu diesem Zweck die
Bibliothek libsisci zur Verfügung (siehe auch Abbildung 2.12).
Dolphin DX
Das DX-Netzwerk ist die neue Technik der Firma Dolphin ICS, die 2007 nach dem
Zukauf der Firma Stargen auf den Markt gebracht wurde. Als Basis dient nicht
der SCI-Standard, sondern das sich innerhalb eines Rechenknotens durchsetzen-
de PCI-Express (gewöhnlich abgekürzt als PCIe). DX erlaubt eine PCIe-basierte
Verbindung von Rechenknoten untereinander, aber auch eine externe Anbindung
räumlich verteilter PCIe-Peripherie.
Venkata Krishnan beschreibt in [Kri07] im Einleitungsteil relativ ausführlich die
Hardware des DX-Netzwerks. Ein DX-Netzwerk, auch als PCIe*-Fabric bezeichnet7,
besteht demnach aus einem Host-Adapter (HA, DXH510), der über PCIe mit ei-
nem Rechenknoten verbunden ist, und zwei Arten von Switches. Der Cluster-Switch
7Man beachte den „*“, der PCIe*, das externe PCIe-Netzwerk von Dolphin, vom internen PCIe
unterscheidet.
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(DXS410) dient zum Verbinden von Rechenknoten untereinander, der Cluster/IO-
Expansion-Switch (DXE410) dient der Anbindung von beliebigen Standard-PCIe-
Karten, wie Grafikkarten, Soundkarten, Messkarten etc., an das DX-Netzwerk. Der
Vorteil dieses Expansion-Switches liegt in der räumlichen Trennung von – oft zen-
tralen – Rechenknoten und IO-Karten, in der Möglichkeit der flexiblen Zuordnung
von IO-Karte und verwaltendem Rechenknoten und nicht zuletzt in der Möglich-
keit, eine große Anzahl an IO-Karten zu verwalten. Die aktuelle Adapter-Karte
DXH510 ist an den Rechenknoten per x8 PCIe angebunden8 und bietet zum DX-
Netzwerk hin zwei Ports jeweils mit einer Signalrate von 10Gbit/s Vollduplex. Die-
se Ports können parallel eingesetzt werden und erhöhen damit die Signalrate auf
20Gbit/s Vollduplex, oder separat zur Verbindung mit unterschiedlichen Switches
oder Knoten. Genau wie SCI ist auch DX ein speicherkoppelndes Netzwerk, erlaubt
es also entfernten Speicher auf einem anderen Rechenknoten lokal einzublenden
(vgl. Abbildung 2.13) und über normale Speicheroperationen Daten zu übertra-
gen. Darüberhinaus gibt es leistungsfähige RDMA9-Operationen und herkömmliche
Send-/Receive-Funktionalität zum nachrichtenbasierten Datenaustausch.
DX-Netzwerke werden üblicherweise in einer Switch-Topologie verschaltet, große
Knotenzahlen durch hierarchisch gestaffelte Switches miteinander verbunden. Bis zu
drei Knoten können durch die zwei Ports pro Knoten auch als vollvermaschtes Netz
(vgl. Kapitel 2.3.1) zusammengeschaltet werden. Mit üblichen CX4-Kupferkabeln,
die auch bei 10G-Ethernet und InfiniBand eingesetzt werden, können dabei 10m,
mit optischen bis zu 100m überbrückt werden.
Was die Software-Architektur betrifft, verhält sich DX für den Programmierer
praktisch genauso wie SCI. Unterhalb des IRM-Treibers gibt es lediglich einen zu-
sätzlichen DX Low-Level-Treiber, der die Kompatibilität zu SCI-Hardware herstellt.
Darüberhinaus befindet sich ein IP-Treiber in Entwicklung (IPoPCIe [Kri07]), der
allerdings noch nicht zugänglich ist. Ein Ethernet-Treiber existiert nicht.
Myrinet
Myrinet ist ein weiterer Vertreter der Systemnetzwerke. Seine Ursprünge reichen
zurück auf zwei Forschungsprojekte zu MPP-Systemen und Netzwerken für diese
MPP-Systeme [BCF+95]. Die nach den Erfahrungen dieser Projekte ausgegrün-
dete Firma Myricom entwickelte Myrinet als Nachrichtenaustauschnetzwerk für
Multicomputer-Systeme (vgl. Kapitel 2.2.3). 1998 wurde Myrinet offizieller ANSI-
Standard (ANSI/VITA 26-1998). Aktuelles Produkt der Firma Myricom ist das
Netzwerk Myri-10G, das 2005 vorgestellt wurde und als Low-Level-Protokoll –
firmware-abhängig – entweder 10G-Ethernet oder Myrinet unterstützt [Myr09].
Myrinet besteht aus Adaptern mit eigenem Prozessor und Speicher. Für eine Ent-
lastung des Hauptprozessors des Rechenknotens beim Daten-Transfer vom Haupt-
speicher in den Kartenspeicher und umgekehrt sorgen DMA-Bausteine. Die Signal-
rate bei aktuellen Myri-2000-Karten beträgt 2Gbit/s und bei Myri-10G 10Gbit/s.
Prinzipiell kann Myrinet in beliebigen Topologien betrieben werden; die Basis
bildet dabei jeweils eine Vollduplex-Punkt-zu-Punkt-Verbindung zwischen einem
8Anders als bei SCI kommt hier kein PCIe-PCI-Adapterbaustein zum Einsatz.
9Remote Direct Memory Access
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Karten-Port und einem Switch-Port. Für große Netze werden dabei die Switches
selbst zu verschiedenen Topologien, wie z. B. Clos-Netzwerken und sog. Fat-Trees,
zusammengeschaltet.
Mit GM und dem neueren MX (Myrinet Express) bietet Myrinet zwei nachrich-
tenbasierte Programmierschnittstellen, die die untere Ebene der Softwareschnitt-
stellen darstellen. Beide unterstützen auch „Ethernet“-Emulation10, bieten also ein
Device (IPoM) um TCP- und UDP-Pakete zu übertragen. Aufbauend auf GM oder
MX gibt es jeweils sowohl eine Socket-Schnittstelle als auch MPI (Message Passing
Interface), DAPL (Direct Access Programming Library), VI (Virtual Interface) und
PVM (Parallel Virtual Machine).
Quadrics QsNet
Basierend auf der Technologie des Verbindungsnetzes der Parallelrechner der Fir-
ma Meiko wurde QsNet entwickelt. 1996 wurde die Firma Quadrics gegründet, die
sich um Entwicklung und Vermarktung kümmern sollte. Das erste Produkt QsNet
[PcFH+02] kam 2000 auf den Markt, der Nachfolger QsNetII 2004 [BAPM03] und
das aktuelle Produkt QsNetIII [RJ08] ist angekündigt, allerdings noch nicht auf dem
Markt. Wie auch bei Myri-10G unterstützt QsNetIII auf der Bitübertragungsschicht
zusätzlich zu dem eigenen Protokoll das 10G-Ethernet-Protokoll. Kurz vor Fertig-
stellung von QsNetIII stellte die Firma Quadrics im Juni 2009 den Betrieb ein und
das Produkt kam somit nie auf den Markt. Support für ältere Produkte wird von
der Firma Vega11 geleistet.
Die QsNet-Netzwerkkarten bieten eine komplexe Hardware, mit eigenen Prozes-
soren und Speicher, die es erlauben soll, den Hauptprozessor des Rechensystems zu
entlasten. Aktuelle Signaldatenrate ist bei der Generation QsNetII 13Gbit/s Voll-
duplex, bei der Generation QsNetIII 25Gbit/s Vollduplex.
QsNet wird mit Switches betrieben, die üblicherweise in sogenannten Fat-Tree-
Topologien verschaltet, also in baumartigen Hierarchien, deren Übertragungsleis-
tung zur Wurzel hin zunimmt.
Durch den komplexen Aufbau der QsNet-Netzwerkkarten, die mehrere Prozesso-
ren beherbergen, können auch komplexe Protokolle von der Netzwerkkarte selbst
unterstützt werden. Im Kernel-Space dient ein Gerätetreiber als Basis, der sich
z. B. um die Interruptbehandlung und den Abgleich der Memory-Management-Unit
(MMU) des Hauptprozessors mit der MMU der Karte kümmert. Darauf aufbauend
gibt es eine Elan Kernel Comms genannte Schnittstelle, die unter anderem Funk-
tionalität zur nachrichtenbasierten Kommunikation bietet. Diese wiederum bildet
die Basis für Kerneldienste wie IP-Kommunikation und Netzwerkdateisysteme. Für
möglichst direkte Kommunikation zwischen Anwendungsprozessen steht im User-
Space die Elan-Bibliothek zur Verfügung. Sie bietet als Kommunikationsmodell ver-
teilten, virtuellen gemeinsamen Speicher und zudem eine auf die Bedürfnisse höherer
Nachrichtenaustauschbibliotheken wie MPI-Bibliotheken zugeschnittene sogenannte
Tagged-Message-Passing Schnittstelle. Auf dieser Elan-Bibliothek setzen dann auch
höhere Schnittstellen wie MPI und Shared-Memory auf.
10gemeint ist anscheinend eher IP-Emulation
11http://support.hpc.vega.co.uk/index.html, zuletzt besucht: 29.08.2010
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Abbildung 2.14.: Einbindung der Netzadapter ins Betriebssystem (nach [Wor03]):
(a) Kommunikation über Kerntreiber, (b) Schlanke Kommunika-
tion, (c) Transparente Kommunikation
2.4. Einbindung der Netzwerk-Hardware in das
Betriebssystem
Zur Kommunikation zwischen zwei Rechenknoten wird neben Netzwerk-Hardware,
die für die physische Verbindung zwischen Kommunikationspartnern sorgt, auch
Software benötigt, die Anwendungen den Zugriff auf die Funktionalität der Hard-
ware ermöglicht. Diese Software stellt allgemein ein Protokoll zum Auf- und Abbau
von Kommunikationskanälen und zur Datenübertragung bereit. Zumindest ein Teil
dieser Software befindet sich immer im Betriebssystem selbst.
Nach [Wor03] lassen sich die Möglichkeiten der Netzwerkkarteneinbindung in das
Betriebssystem in drei grundsätzliche Ansätze unterteilen, welche in Abbildung 2.14
grafisch dargestellt sind12. Diese Varianten unterscheiden sich vor allem darin, wie
direkt der Zugriff der Anwendung auf die Funktionen der Hardware geschieht.
Netzadapter, die ein direkteres Kommunikationsmodell unterstützen, ermöglichen
dabei auch die jeweils weniger direkten Verfahren.
2.4.1. Kerneltreiber
Bei der Kommunikation über Kerneltreiber, deren Prinzip in Abbildung 2.14 (a) dar-
gestellt ist, ist der direkte Zugriff auf die Hardware nur dem Kernel gestattet. Um
12Dargestellt sind nur Komponenten des Datenpfades; zusätzliche Software-Komponenten sind für
Auf- und Abbau der Kommunikationskanäle notwendig.
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Daten zu versenden, ruft ein Benutzerprozess über den Umweg eines Bibliothek-
saufrufs Funktionen des Betriebssystemkerns auf. Daten werden dann durch die
Kernfunktion in einen Pufferspeicher innerhalb des Kernadressraums kopiert und
von dort durch direkte Interaktion mit der Hardware versandt. Der Betriebssys-
temkern übernimmt somit den Schutz vor unerlaubten Zugriffen auf die Hardware
und koordiniert deren Nutzung durch mehrere Benutzerprozesse. Von Nachteil ist
die zwingend notwendige Kopieroperation zwischen Benutzer- und Kernadressraum,
welche Zeit kostet und damit zu erhöhter Latenz und verringertem Durchsatz führt.
Das in Abschnitt 2.3.3 vorgestellte Ethernet ist ein Vertreter von Netzwerktechno-
logien, die dieses Kommunikationsmodell unterstützen.
2.4.2. Schlanke Kommunikation
Um den Nachteil der Kopieroperation vom Benutzer- in den Kernadressraum zu
beseitigen, wurde die Schlanke Kommunikation entwickelt (s. Abbildung 2.14 (b)).
Bei diesem Verfahren werden Funktionen des Betriebssystemkerns nur noch zur
Einrichtung der Kommunikationskanäle benötigt. Nachdem der Kern die nötigen
Ressourcen (wie z. B. DMA-Controller) in den Benutzeradressraum eingeblendet
hat, läuft die gesamte Kommunikation mittels direktem Hardware-Zugriff aus dem
Benutzeradressraum. Die gesamte Pufferverwaltung und das Kommunikationspro-
tokoll ist dabei nicht mehr im Betriebssystemkern sondern im Benutzeradressraum
(meist in Form von Bibliotheken) implementiert. Mit InfiniBand, Myrinet und QS-
Net sind in Abschnitt 2.3.3 drei Netzwerktechnologien vorgestellt worden, deren
Funktionsweise auf diesem Modell beruht.
2.4.3. Transparente Kommunikation
Einen Schritt weiter als die Schlanke Kommunikation geht die Transparente Kom-
munikation, deren Prinzip in Abbildung 2.14 (c) dargestellt ist. Auch hier werden
für die Einrichtung der Kommunikationskanäle Funktionen des Kernels genutzt. Im
Unterschied zur vorgenannten sind zur eigentlichen Kommunikation aber keine Bi-
bliotheksfunktionen mehr nötig; stattdessen werden Speicherbereiche eines entfern-
ten Prozesses direkt in den virtuellen (Benutzer-)Adressraum des lokalen Prozesses
eingeblendet, so dass Lesen und Schreiben der entfernten Daten durch gewöhnli-
che Speicherlese- und -schreiboperationen bewerkstelligt werden können. Das Eli-
minieren sämtlicher Softwareschichten im Kommunikationspfad führt zu einer sehr
niedrigen Latenz und somit schon für kleinere Dateneinheiten zum Erreichen des
maximalen Durchsatzes, erschwert allerdings die Signalisierung der Ankunft von
Daten und die Wahrung der Cachekohärenz. In Abschnitt 2.3.3 werden mit SCI
und DX zwei Netzwerktechnologien vorgestellt, die dieses Funktionsprinzip nutzen.
2.5. Betriebssysteme für Multicomputer
Ein weiteres wichtiges Element für den Betrieb von Rechnerverbundsystemen sind
die Betriebssysteme [Tan08, SGG08, Sta09], die die zuvor vorgestellte Hardware
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erst nutzbar machen. Sie unterscheiden sich von Betriebssystemen für Ein- und
Multiprozessorsysteme vor allem darin, dass Rechenknoten-übergreifend kein ge-
meinsamer Speicher genutzt werden kann. Im Gegensatz zu einfachen Schreib- und
Leseoperationen auf gemeinsamem Speicher, werden somit explizite Mechanismen
benötigt, um Daten zwischen den einzelnen Rechenknoten auszutauschen. Je nach-
dem, wie eng die Kopplung der einzelnen Rechenknoten zu einem Gesamtsystem ist,
unterscheidet man zwischen Netzwerk-Betriebssystemen (eher lose Kopplung) und
Verteilten Betriebssystemen. Das gesamte Rechnerverbundsystem erzeugt dabei zu
einem gewissen Grad die Illusion, es handele sich um einen einzelnen Rechenknoten
mit mehreren Prozessoren; diese Illusion wird auch als Single-System-Image bezeich-
net. Unterschiedlich ist hier der Grad, bis zu dem diese Illusion erzeugt wird, ob
sie also komplett ist, sich nur auf Teilaspekte bezieht, oder gar nicht vorhanden ist.
Detailliert wird auf das Thema Single-System-Image in Kapitel 4 eingegangen.
2.5.1. Netzwerk-Betriebssysteme
Als Netzwerk-Betriebssysteme werden Betriebssysteme bezeichnet, die einzelne Re-
chenknoten lose zu einem Rechnerverbundsystem koppeln. Historisch sind sie ent-
standen, nachdem die ersten Rechenknoten vernetzt wurden. Sie bauen somit auf
Standard-Betriebssystemen auf, welche lokal und autonom auf jedem einzelnen Re-
chenknoten laufen, und erweitern diese um Kommunikationsdienste [Bem10, Kapi-
tel 4.1.2]. Aufgrund dieser Eigenschaften eignen sie sich eher für schwach gekoppelte
Systeme und weniger für dedizierte eng gekoppelte Parallelrechner. Die zusätzlichen
Kommunikationsdienste erlauben generell den Zugriff auf Ressourcen von entfern-
ten Rechenknoten. Aufgrund des mangelnden globalen Namensraumes besteht aber
ein Unterschied in der Adressierung lokaler und entfernter Ressourcen, so dass zu-
nächst einmal kein Single-System-Image vorliegt. Um die Bedienung dennoch zu
vereinfachen, wird versucht, zumindest in Teilbereichen diese Illusion zu erzeugen.
Typische Bereiche sind dabei das Dateisystem (z. B. durch Nutzung von NFS (Net-
work File System) oder anderen sogenannten Cluster-Dateisystemen) oder Stapel-
verarbeitungssysteme, die einen zentralen Zugangspunkt für die Auftragsvergabe an
den ganzen Rechnerverbund zur Verfügungs stellen und somit die verteilte Natur
vor dem Anwender verstecken.
2.5.2. Verteilte Betriebssysteme
Nach [Bem10, S. 118] sind Verteilte Betriebssysteme konzeptionell komplett unter-
schiedlich zu Netzwerk-Betriebssystemen. Bei verteilten Betriebssystemen handelt
es sich meist um explizit für den Einsatz auf gekoppelten Rechnerverbundsystemen
entwickelte Betriebssysteme, die üblicherweise als Basis einen kleinen Betriebssys-
temkern, den sogenannten Micro-Kernel nutzen, der nur die nötige Funktionalität
beinhaltet, um die jeweilige lokale Hardware zu verwalten. Dazu wären vor allem
(lokale) Speicherverwaltung, Interprozess-Kommunikationsdienste und ein Schedu-
ler für die Prozessoren des lokalen Rechenknotens zu zählen. Alle anderen Dienste,
wie z. B. virtuelle Speicherverwaltung, Dateisystem, Namensdienst, globale Prozess-
verwaltung und Synchronisationsdienste, sind außerhalb dieses Micro-Kernels an-
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gesiedelt, so dass sie zumeist sogar ohne die speziellen Hardware-Zugangsrechte des
Betriebssystemkerns auskommen und somit im Benutzerkontext laufen können. In
[Tan95] sind mit Amoeba, Mach und Chorus drei Vertreter dieser Betriebssystem-
gattung vorgestellt.
Wichtige Designziele von verteilten Betriebssystemen sind demnach der möglichst
weitreichende Eindruck eines Single-System-Image (vgl. Kapitel 4), Flexibilität/Mo-
dularität, Verlässlichkeit kombiniert mit Ausfallsicherheit, Leistungsfähigkeit (engl.
Performance) und Skalierbarkeit, also die mögliche Erweiterung auf eine große An-
zahl von Rechenknoten.
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3. Netzwerkprotokolle und
Programmierschnittstellen
In diesem Kapitel werden die für diese Arbeit wichtigen Netzwerkprotokolle und
Programmierschnittstellen vorgestellt. Dazu werden zunächst einige Grundbegriffe
erläutert, die für das Verständnis der folgenden Abschnitte unerlässlich sind. An-
hand des in Abschnitt 3.2 vorgestellten ISO-OSI Referenzmodells werden Prinzipien
von Netzwerkprotokollen allgemein erläutert. Das davon abgeleitete Schichtenmo-
dell der Internetprotokolle bietet dann die Grundlage zur Einordnung der im fol-
genden beschriebenen Protokolle und Programmierschnittstellen.
3.1. Grundbegriffe
Netzwerkkommunikation ist ein komplexer Themenbereich, der sein eigenes Vokabu-
lar mitbringt. Deswegen ist es nötig, zunächst ein paar Grundbegriffe zu definieren.
Netzwerkprotokoll, -stapel und -Suiten Bevor einzelne Vertreter dieser Spezi-
es vorgestellt werden, soll zunächst kurz erläutert werden, was Netzwerkprotokolle
überhaupt sind. Ein Netzwerkprotokoll ist eine Anzahl von „Regeln für die Kommu-
nikation über das Netz. Durch sie werden die Formate der zwischen den Teilnehmern
auszutauschenden Nachrichten festgelegt und Zustände und Zustandsübergänge für
die in den Teilnehmerstationen ablaufenden Prozesse vorgegeben“ [PS99, S. 383].
Einander ergänzende und auf einander aufbauende Protokolle werden in ihrer Ge-
samtheit oft als Protokollstapel (engl. Protocol Stack) oder Protokoll-Suite (engl.
Protocol Suite) bezeichnet.
Nachrichten Nachrichten (engl. messages) ist der allgemeinste Begriff für Da-
ten, die zwischen Netzwerkteilnehmern ausgetauscht werden. Je nachdem, in wel-
chem Zusammenhang, diese Daten ausgetauscht werden, werden oft auch weite-
re Namen verwendet. Nach Kozierok [Koz05, S. 71] wird der Begriff Paket (engl.
Packet) besonders zur Bezeichnung von Nachrichten der Vermittlungsschicht des
OSI-Referenzmodells verwendet, ansonsten aber auch oft für allgemeine Nachrichten
genutzt. Datagramm wird oft synonym mit dem Begriff Paket verwendet, bezeich-
net aber zudem Nachrichten, die auf einer höheren Ebene des OSI-Referenzmodells
versendet werden (Beispiel: IP oder UDP). Nachrichten, die über das Transport
Control Protocol (TCP) als Teil eines Datenstromes ausgetauscht werden, werden
üblicherweise Segmente (engl. Segments) genannt. Für Nachrichten, die auf unteren
Ebenen des OSI-Referenzmodells versendet werden – insbesondere auf der Siche-
rungsschicht und der Bitübertragungsschicht – wird oft der Begriff Rahmen (engl.
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Frame) verwendet (Beispiel: Ethernet). Während Rahmen, Pakete und Datagramme
zumeist Nachrichten variabler Länge bezeichnen, wird der Begriff Zelle (engl. Cell)
zumeist für Nachrichten fester Länge verwendet (Beispiel: Asynchronous Transfer
Mode (ATM)). Auch dieser Begriff wird üblicherweise nur für die untersten Schich-
ten des OSI-Referenzmodells genutzt. Allen oben genannten Nachrichten gemeinsam
ist, dass sie üblicherweise aufgebaut sind aus Kopfdaten (engl. Header, meist wenige
Bytes, die zudem Informationen über das Format der Nutzdaten enthalten), Nutz-
daten (engl. Data, sind bei protokollinternen Nachrichten oft nicht vorhanden) und
seltener Enddaten (engl. Trailer seltener Footer, beinhalten oft eine Prüfsumme zur
Sicherung der Nachricht); Enddaten finden sich vor allem auf unteren Ebenen des
OSI-Referenzmodells.
Adressierung von Nachrichten: Unicast, Broadcast, Multicast Je nach Bedarf
kann eine Nachricht von einem Sender an genau einen Empfänger gesendet werden,
was mit Unicast bezeichnet wird, oder an mehrere. Als Broadcast bezeichnet man
das Versenden von Nachrichten an ausnahmslos alle Teilnehmer eines Netzwerks.
Multicast bezeichnet letztendlich einen Mittelweg zwischen Unicast und Broadcast,
bei dem Nachrichten an eine Untermenge aller Teilnehmer gesendet werden.
Paketvermittelnd, Leitungsvermittelnd Physische Netzwerke lassen sich grob in
die zwei Klassen Paketvermittelnde Netze (engl. Packet Switched) und Leitungsver-
mittelnde Netze (engl. Circuit Switched) unterteilen. Leitungsvermittelnde Netze
stellen physikalisch eine exklusive Verbindung zwischen zwei entfernten Kommu-
nikationspartnern her. Erst nach Aufbau dieser Ende-zu-Ende-Verbindung werden
Nutzdaten übertragen. Dabei werden aufgrund der Exklusivität der Verbindung ge-
ringe und sehr konstante Paketlatenzen erreicht. Negativ ist, dass auch bei geringer
Nutzung eine exklusive Verbindung geschaltet ist und damit knappe Ressourcen
belegt werden. Paketvermittelnde Netze hingegen leiten jede einzelne Nachricht se-
parat vom Sender durchs Netz zum Empfänger; sie beginnen dabei sofort mit dem
Versenden und es ist vom Routing abhängig, ob alle Pakete den gleichen oder un-
terschiedliche Pfade vom Sender zum Empfänger nehmen. Die Netzhardware steht
damit ständig allen Teilnehmern zur Verfügung. Da die vorhandenen Ressourcen
(vor allem Bandbreite des Netzes) durch paketvermittelnde Netze besser genutzt
werden können, breitet sich deren Nutzung immer mehr aus.
Verbindungsorientiert, Verbindungslos Auch Kommunikationsprotokolle können
grob in zwei Klassen unterteilt werden, je nachdem, ob sie vor dem Versenden der
eigentlichen Nutzdaten eine logische Verbindung aufbauen – das ist mit verbin-
dungsorientiert gemeint – oder nicht. Kommunikation findet bei den verbindungs-
orientierten Protokollen (engl. connection oriented) in den folgenden drei Phasen
statt: Verbindungsaufbau, Austausch von Nachrichten und irgendwann Abbruch
der Verbindung. Für verbindungslose Protokolle (engl. connectionless) gibt es im
Allgemeinen nur die eine Phase: Versenden von Nachrichten. Jede Nachricht wird
einzeln und unabhängig von früher oder später versendeten betrachtet. Informa-
tionen über den Zustand einer Nachrichtenfolge werden nicht verwaltet. Mit Hilfe
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von verbindungsorientierten Protokollen ist es möglich auch auf paketvermittelnden
Netzen eine (dann virtuelle) Leitung zwischen zwei Endpunkten einzurichten und
damit das Verhalten von leitungsvermittelnden Netzen zu emulieren.
Zuverlässig, Unzuverlässig Werden Daten in Paketen zuverlässig (engl. reliable)
über ein Netz transportiert, so bedeutet das zunächst, dass der Sender informiert
wird, wenn ein Paket sein Ziel nicht erreicht. Er kann aufgrund dieser Information
also dafür sorgen, dass ein verlorenes Paket erneut gesendet wird, auf dem gleichen
oder einem neuen Pfad. Zumeist beinhaltet es zudem, dass die Nutzdaten inner-
halb der Pakete auch korrekt – also so, wie sie vom Sender in das Netz abgesetzt
wurden – beim Empfänger ankommen. Beschädigung der Daten auf dem Wege vom
Sender zum Empfänger werden also ebenfalls detektiert und dem Sender gemeldet.
Oft wird das Attribut zuverlässig synonym mit dem Attribut gesichert verwendet,
wobei letzteres aber eine Sicherung im Sinne von Abhör- und Fälschungssicherheit
andeutet, die mit zuverlässig nicht gemeint ist. Eine unzuverlässige (engl. unrelia-
ble) Verbindung oder ein nicht zuverlässiges Protokoll sorgt im Umkehrschluss nicht
dafür, dass der Sender über die oben genannten Vorfälle informiert wird. Paketver-
luste sind somit erlaubt, Datenkorrektheit innerhalb eines Paketes wird zumeist
trotzdem gewährleistet.
3.2. ISO/OSI-Referenzmodell
Das ISO/OSI-Referenzmodell ist ein von der ISO (International Organization for
Standardization) 1983 standardisiertes Referenzmodell, welches von dem Ausschuss
(engl. subcommittee) für „Open Systems Interconnection“ entwickelt wurde, um
als Rahmen für die Definition von Standardprotokollen zu dienen [Zim80]. Es ist
in sieben Schichten aufgebaut, die jeweils verwandte Funktionalitäten zu einem
Funktionsblock vereinen.
Das OSI-Referenzmodell definiert eine große Menge von Bezeichnungen, die zum
einen neu sind, zum anderen bestehende Begriffe leicht verändern oder präziser for-
mulieren. In dieser Kurzzusammenfassung sollen nur die für diese Arbeit wichtigsten
Begriffe erläutert werden. Für tiefer gehende Informationen sei auf den Standard
[ISO94] verwiesen, Erläuterungen zu einem frühen Stadium der Entwicklung des
Standards finden sich in [Zim80].
Grundbegriffe Ein Protokoll ist im OSI-Modell ein Satz von Regeln für die Kom-
munikation zwischen zwei Einheiten (engl. Entities) auf der gleichen Netzwerk-
schicht. Dabei handelt es sich um logische Kommunikation, die ausschließlich ho-
rizontal stattfindet. Senkrecht, also innerhalb eines der Kommunikationsteilnehmer
von einer Schicht zu einer angrenzenden Schicht findet die Datenweitergabe über
Interfaces statt. Funktionalität, die von einer oder mehreren niedrigeren Schichten
einer höheren Schicht angeboten wird, wird mit Dienst (engl. Service) oder Facility
bezeichnet.
Das OSI-Referenzmodell ist in Schichten aufgebaut. Um unabhängig von der kon-
kreten Schicht die aktuelle, die darunter liegende und die von oben angrenzende
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Abbildung 3.2.: Datenkapselung
Schicht bezeichnen zu können, wird die „(N)-Notation“ eingeführt. Bei dieser wird
mit „(N)“ die aktuelle, mit „(N-1)“ die darunter liegende und mit „(N+1)“ die
darüber liegende Schicht benannt (siehe Abbildung 3.1).
Ein Kerngedanke beim Design des OSI-Referenzmodells ist, dass die einzelnen
Schichten logisch streng von einander getrennt sind. Generell nutzen höhere Schich-
ten – also (N+1)-Schichten – Dienste, die ihnen von der jeweiligen (N)-Schicht an-
geboten werden – die (N)-Schicht nutzt zur Bereitstellung ihrer Dienste wiederum
Dienste der darunter liegenden (N-1)-Schicht(-en) angereichert mit eigener Funk-
tionalität. Dabei sind die Dienste bekannt, die Implementierung dieser Dienste ist
aber versteckt. Genauso verhält es sich mit den Daten der jeweiligen Schicht. Nutz-
daten der (N)-Schicht werden mit Kopfdaten versehen, die üblicherweise Auskunft
über Inhalt, Absender und Empfänger geben und nur von Einheiten der gleichen
Schicht interpretiert werden können. Diese Kopf- und Nutzdaten zusammen werden
dann als Gesamtpaket an die darunter liegende (N-1)-Schicht weitergereicht. Diese
wiederum besitzt keine Informationen über den Aufbau des Datenpakets, welches
von der (N)-Schicht kommt. Dieses Prinzip der Datenkapselung ist in Abbildung 3.2
dargestellt, wobei die linke Seite die strikte Informationsbeschränkung auf jeweils
eine Schicht verdeutlicht, und die rechte Seite so etwas wie einen „Röntgenblick“
darstellt, der den tatsächlichen Inhalt sichtbar werden lässt.
Abbildung 3.3 stellt nun das eigentliche OSI-Referenzmodell mit seinen sieben
Netzwerkschichten dar. Jede dieser einzelnen Schichten stellt separate Funktionali-
tät zur Verfügung, angefangen von der hardwarenahen Funktionalität in den unteren
Schichten bis zu sehr abstrakter Funktionalität in den obersten Schichten.
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Abbildung 3.3.: ISO/OSI-Referenzmodell
Die Funktionalitäten der sieben Schichten im Einzelnen werden im Folgenden
kurz vorgestellt1 und sind genauer nachzulesen in [ISO94], [Zim80], [Müh99, S. 680]
und [SGG08, S. 691f]. Grob lassen sich diese sieben Schichten zudem in zwei Blöcke
unterteilen, die sich zum einen um die Bedürfnisse des Transports von Daten küm-
mern (Schicht 1–4) und zum anderen um anwendungsorientiertere Anforderungen
(Schicht 5–7).
1 Bitübertragungsschicht (physical layer) Die Bitübertragungsschicht handhabt
die mechanischen und elektrischen Details der physischen Übertragung eines
Bitstroms. Aufbau, Verwaltung und Freigabe der physischen Verbindung ge-
hören ebenso zu den Aufgaben dieser Schicht, wie Spezifikation der Hardware
und Kodierung des Signals.
2 Sicherungsschicht (data link layer) Aufgabe der Sicherungsschicht ist es, den
Bitstrom in Pakete zu unterteilen, die nummeriert werden und deren Emp-
fang quittiert wird, und somit Fehler in der Übertragung zu erkennen und zu
behandeln. Des Weiteren kümmert sie sich um das Einrichten und die Verwal-
tung der Verbindung zu physischen Kommunikationspartnern. Üblicherweise
wird diese Schicht unterteilt in die zwei Aufgabenbereiche Zugangskontrolle
und Fehlererkennung und -behandlung.
3 Vermittlungsschicht (network layer) Die Vermittlungsschicht stellt eine Verbin-
dung zwischen Endsystemen zur Verfügung. Zu diesem Zweck bietet sie eine
logische Adressierung der Netzwerkteilnehmer und übernimmt die Weiterlei-
tung von Paketen über Zwischenknoten bis zum Zielknoten. Anpassung der
Paketgrößen auf die Möglichkeiten der Hardware findet in der Fragmentierung
und Reassemblierung statt.
4 Transportschicht (transport layer) Die Transportschicht ermöglicht Verbindun-
gen zwischen Prozessen. Sie stellt Adressen zur Verfügung, die innerhalb eines
1Interessanterweise ist in der heutigen Literatur eine zum Standard („von oben nach unten“)
umgekehrte Nummerierungsreihenfolge verbreitet („von unten nach oben“), welche auch an
dieser Stelle Verwendung findet.
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Knotens zwischen verschiedenen Nutzern unterscheidbar sind. Flusskontrolle
und Zerlegung von Daten in Pakete gehören des Weiteren zu ihren Aufgaben.
Darüberhinaus abstrahiert sie von der zugrunde liegenden Netztechnik, indem
sie beliebige Kombinationen von verbindungsorientierter/-loser und zuverläs-
siger/unzuverlässiger Kommunikation über – unter diesem Aspekt – ebenso
beliebige Netze anbietet.
5 Sitzungsschicht (session layer) Die Sitzungsschicht wird auch als Kommunika-
tionssteuerungsschicht bezeichnet [Müh99, S. 680]. Sie erlaubt es laut [Zim80]
zum einen Kommunikationspartner aneinander zu binden und diese Bindung
wieder zu lösen; zum anderen liefert sie die Funktionalität, um Datenaustausch
zu kontrollieren und zu synchronisieren.
6 Darstellungsschicht (presentation layer) Die Aufgabe der Darstellungsschicht
ist es, von physischen Gegebenheiten des Datenformats zu abstrahieren und
der Anwendungsschicht somit eine einheitliche Sicht auf die Daten zu geben. In
dieser Schicht wird dazu z. B. die „Binärkodierung der Basisdatentypen zwi-
schen Rechnerarchitekturen und Programmiersprachen angepasst“ [Müh99,
S. 680].
7 Anwendungsschicht (application layer) Diese Schicht stellt die Schnittstelle dar
zwischen Anwendern und Anwendungsprogrammen auf der einen Seite, welche
die letzendliche Quelle und das endgültige Ziel von Daten sind, und Kommuni-
kationssystemen auf der anderen Seite. Protokolle dieser Schicht bieten auf die
spezielle Anwendung zugeschnittene Funktionen, wie z. B. für den Mailabruf,
den Transfer von Dateien oder Zugriff auf entfernte Datenbanken.
3.3. Der TCP/IP-Protokollstapel
Der Protokollstapel, der sich – nicht zuletzt durch die explosionsartige Entwicklung
des Internet – am weitesten verbreitet hat, ist der TCP/IP-Protokollstapel, auch
TCP/IP-Protokollsuite genannt. Er bezieht seinen Namen von den zwei Kernpro-
tokollen, die in Richtung Hardware und in Richtung Anwendung jeweils um eine
ganze Reihe von Protokollen ergänzt werden.2 Abbildung 3.4 stellt das Schichten-
modell des TCP/IP-Protokollstapels in Anlehnung an das OSI-Referenzmodell dar.
Auffällig ist eine Reduzierung der Schichtanzahl von 7 auf 4. Die untersten bei-
den Schichten des OSI-Modells sind hier zur sogenannten Netzzugangsschicht zu-
sammengefasst. Schicht 3, die Vermittlungsschicht existiert hier bis auf den Namen
(Internetschicht) unverändert, ebenso wie Schicht 4, die in beiden Fällen Transport-
schicht heißt. Die anwendungsorientierten Schichten (5–7) des OSI-Modells werden
zusammengefasst unter dem naheliegenden Namen Anwendungsschicht.
Im Folgenden werden die für diese Arbeit wichtigen Protokolle des Stapels kurz
vorgestellt. Dies dient damit zugleich als Referenz, auf die in späteren Kapiteln
verwiesen wird. Ein tieferer Einblick und eine wesentlich detailliertere Beschreibung
2Betrachtet wird hier vor allem der TCP/IP-Protokollstapel, wie er sich unter Nutzung des IP-
Protokolls in Version 4 (IPv4) darstellt.
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Abbildung 3.4.: Schichtenmodell der Internetprotokolle
der Protokolle selbst, deren Implementierung und Verwendung findet sich in [Ste94]
[SW95], [Ste96] und [Koz05].
3.3.1. Ethernet (IEEE 802.3)
An dieser Stelle soll weniger Ethernet als Hardware-Technologie beschrieben wer-
den (siehe dazu Kapitel 2.3.3), sondern Ethernet als Protokoll mit Fokus auf seine
Datenformate. Ausführlichere Informationen über Ethernet befinden sich in IEEE-
Standard 802.3 [IEE08b], RFC 894 [Hor84] und der Spezifikation von Intel, DEC
und Xerox [Dig82].
Ethernet ist das am weitesten verbreitete Netzzugangsprotokoll des TCP/IP-
Protokollstapels für drahtgebundene lokale Netze. Es umfasst die beiden untersten
Schichten des OSI-Referenzmodells und nimmt somit die komplette Netzzugangs-
schicht des Schichtenmodells der Internetprotokolle ein. Für den Zugriff auf das phy-
sikalische Medium ist ein CSMA/CD-Verfahren3 definiert. Der darüber liegende Teil
des Protokolls übernimmt die Funktionen der 2. Schicht des OSI-Referenzmodells,
die Adressierung der Daten und die Fehlererkennung und -behandlung. Die Daten
werden dabei zur physischen Versendung über das Netz in einen Rahmen (engl.
Frame) eingebettet. Eine Verbindung wird nur zwischen zwei elektrisch direkt ver-
bundenen Geräten unterstützt – direkt schließt in diesem Fall die Verbindung über
einen Hub oder Switch ein (nicht jedoch über einen Router).
Abbildung 3.5 stellt einen solchen Ethernet-Rahmen dar. Zur Adressierung dienen
dabei die Felder Zieladresse und Quelladresse. Korrektheit der Übertragung wird
durch die CRC-Prüfsumme am Ende des Rahmens gewährleistet. Ein weiteres Feld
beinhaltet die Länge des gesamten Ethernet-Rahmens. Auf dem physischen Medium
wird dieser Rahmen noch dazu eingeleitet von einem Vorspann (Preamble) und
einem Rahmenbegrenzer (Delimiter), zusammen 8B. Zwischen zwei Rahmen müssen
noch 12B Pause (Interframe Gap) eingefügt werden.
Für eine Effizienzbetrachtung sind zudem die Größe des Nutzdateninhalts und die
3Carrier Sense Multiple Access with Collision Detection
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Abbildung 3.5.: Ethernet-Rahmen (nach [IEE08b, S. 49])
Größe des Rahmens zu berücksichtigen. Die Nutzdaten müssen minimal 46B um-
fassen4 und dürfen höchstens 1500B nicht überschreiten. Die Gesamtrahmengröße
beträgt somit zwischen 64B und 1518B.5 Die Effizienz ergibt sich somit zu:
EffizienzEthernet =
Nutzdaten
(Vorspann+ Begrenzer) + Rahmengröße+ Pause
= 1500B(8B) + 1518B + 12B = 97,53%
Das bedeutet, dass die Obergrenze für den Durchsatz einer nominellen 1Gbit/s-
Ethernetverbindung etwa 1000Gbit/s× 0, 97 = 970Mbit/s = 121,25MB/s beträgt.
Weitere Betrachtungen zur Effizienz folgen bei der Besprechung der höheren Proto-
kolle und der Entwicklung der neuen Netzwerkschichten.
3.3.2. ARP (Address Resolution Protocol)
Das Address Resolution Protocol (ARP, [Plu82]) ist ein Hilfsprotokoll für Broadcast-
Netzwerke wie Ethernet, welches in der 2. Schicht des OSI-Referenzmodells, der
Sicherungsschicht, angesiedelt ist. Seine Aufgabe ist es, die Abbildung von physi-
schen (MAC-)Adressen, auch Hardware-Adressen genannt, in logische (Protokoll-)
Adressen (hier IP-Adressen) zu verwalten.
Abbildung 3.6 stellt ein ARP-Paket dar, anhand dessen sich die Funktionsweise
des Protokolls erläutern lässt. Die wichtigsten Elemente des Pakets sind die Quell-
und Zieladressen, zum einen für das Ethernet-Protokoll, zum anderen für das IP-
Protokoll6.
Versucht ein Sender auf einem Knoten zum ersten Mal ein IP-Paket an eine IP-
Adresse zu versenden, so ist der Rechenknoten, der diese IP besitzt, nicht bekannt.
Das ARP-Protokoll bietet nun ein dynamisches Verfahren, um die MAC-Adresse
4Eine minimale Größe des Rahmens in Kombination mit einer Maximalbeschränkung der Kabel-
längen sorgt dafür, dass die Kollisionserkennung zuverlässig funktioniert.
5Ein optionales VLAN-Tag der Länge 4B wird hier zum Zwecke der Übersichtlichkeit weggelas-
sen, würde jedoch nur die Maximalgröße auf 1522B erhöhen.
6Generell ist ARP als Protokoll flexibler und kann über die Felder Hardware-Adress-Typ und
Protokoll-Adress-Typ auch zwischen anderen Adress-Kombinationen vermitteln.
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Abbildung 3.6.: ARP Paket (nach [Plu82])
des gesuchten Gerätes zu bestimmen. Dazu wird ein so genannter ARP-Request
per Broadcast an alle Geräte im Netz versendet. Innerhalb dieses Request-Paketes
werden dabei die beiden Quelladressen und die Ziel-Protokoll-Adresse eingetragen.
Die Ziel-MAC-Adresse bleibt frei, da sie zu diesem Zeitpunkt noch nicht bekannt
ist. Der Request wird auf jedem angeschlossenen Gerät im Netz verarbeitet und
derjenige Knoten, der über die gesuchte IP-Adresse verfügt, antwortet mit einem
ARP-Reply, welcher die Kombination von Ziel-Protokoll-Adresse und Ziel-MAC-
Adresse beinhaltet, an den suchenden Knoten. Mit Hilfe dieser Information kann
der ursprüngliche Sender sein IP-Paket nun gekapselt in einem Ethernet-Rahmen an
den Zielknoten senden. Damit diese Adressauflösung nicht bei jedem Senden erneut
durchgeführt werden muss, werden die Ergebnisse der Anfrage für eine bestimmte
Zeit7 im sogenannten ARP-Cache zwischengespeichert und stehen somit direkt zur
Verfügung.
3.3.3. IP (Internet Protocol)
Das Internet Protocol (IP) bildet die Basis aller anderen Protokolle der TCP/IP-
Suite, die sich auf einer höheren Ebene befinden. Es ist ein verbindungsloses und
unzuverlässiges Protokoll, das die Funktionalität der Vermittlungsschicht (Schicht 3
des OSI-Referenzmodells) implementiert. Es erweitert damit die Möglichkeiten des
Ethernet-Protokolls vor allem um das sogenannte Routing, das Vermitteln einer
Nachricht von einem Ursprungsknoten – möglicherweise über mehrere Zwischensta-
tionen – zu einem Zielknoten. Damit einhergehend wird auch eine Ende-zu-Ende-
Fragmentierung von Nachrichten ergänzt. Offiziell spezifiziert ist die Version 4 des
IP-Protokolls (IPv4, welche zumeist synonym mit dem IP-Protokoll gemeint ist) in
RFC 791 [Pos81a], eine ausführliche Beschreibung findet sich zudem in [Ste94].
Um die Nachteile der Version 4 des IP-Protokolls (IPv4) – nicht zuletzt die Be-
7Bei auf der Berkeley-Version basierenden Implementierungen beträgt diese Zeit normalerweise
20min (siehe „man 4 arp“).
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Abbildung 3.7.: IP Datagramm (nach [Pos81a])
schränkung auf 232 = 4.294.967.296 Adressen – zu beseitigen, wurde bereits 1995
mit der Entwicklung des Nachfolgestandards IP Version 6 (IPv6) begonnen, wel-
cher 1998 als RFC 2460 [DH98] spezifiziert wurde. Heutzutage ist die Verbreitung
allerdings immer noch sehr gering; der Anteil von IPv6 am Gesamtdatenaufkom-
men, liegt zurzeit z. B. am Amsterdamer Knotenpunkt AMS-IX8 bei etwa 0,3%,
am Frankfurter DE-CIX9 bei etwa 0,1%. Im Folgenden, wie auch in der restlichen
Arbeit, wird deshalb IP synonym mit IP in Version 4 (IPv4) benutzt.
In Abbildung 3.7 ist ein IP-Datagramm dargestellt. Das IHL-Feld der Kopfdaten
gibt als 4 bit-Feld die Länge der Kopfdaten in Einheiten von 32 bit-Worten an; der
Kopf ist dadurch auf maximal 60B beschränkt. Das Feld Länge gibt im Gegensatz
dazu die Gesamtlänge des IP-Datagramms in Byte an; als 16 bit-Wert beschränkt
es die Größe des Datagramms auf 65 535B. Das Feld Identifikation kennzeichnet
ein Datagramm eindeutig, Frag-Offset gibt bei Fragmentierung eines großen Data-
gramms in mehrere kleine Pakete die Position der vorliegenden Nutzdaten innerhalb
des Ursprungspakets in Einheiten von 8B an. TTL gibt an, über wie viele Router
hinweg ein Paket maximal weitergeleitet werden darf. Der Protokoll-Eintrag wird
für die Entscheidung benötigt, an welches höhere Protokoll die Nutzdaten eines
empfangenen Paketes übergeben werden sollen. Erwähnenswert ist zudem, dass die
Prüfsumme nur die Kopfdaten absichert und die Nutzdaten unberücksichtigt lässt.
Das hilft dabei, den Aufwand für die Neuberechnung gering zu halten, welche jedes
Mal beim Weiterleiten eines IP-Paketes erforderlich ist, da das TTL-Feld angepasst
wird. Sicherung der Nutzdaten ist somit höheren Schichten vorbehalten. Zu guter
Letzt umfassen die Kopfdaten noch die Quell- und die Zieladresse.
8Daten vom 31.8.2010, Aufsplittung des Gesamtdatenaufkommens nach Ether Type (http://
www.ams-ix.net/sflow-stats/ether/)
9Daten vom 31.8.2010, berechnet als Quotient des durchschnittlichen täglichen IPv6-Daten-
aufkommens durch das durchschnittliche tägliche Gesamtdatenaufkommen (http://www.
de-cix.net/content/network/Traffic-Statistics.html)
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IP-Adressen sind 32 bit-Werte, die aus den zwei Teilen Netzwerk-ID und Knoten-
ID bestehen. Sie sind strukturiert und hierarchisch aufgebaut und werden üblicher-
weise dargestellt als eine durch Punkte getrennte Folge der einzelnen Bytes in De-
zimalform (Beispiel: 192.168.10.10)10. Dabei werden sie hierarchisch in die Klassen
A, B und C unterteilt, je nachdem ob die Netzwerk-ID nur das erste Byte umfasst
(Klasse A, größte Netze), die ersten beiden Bytes (Klasse B) oder die ersten drei
(Klasse C).
Die zusätzlichen Kopfdaten des IP-Protokolls sorgen für weiteren Overhead beim
Transport von Nutzdaten im Vergleich mit Ethernet alleine. Da Optionen selten ge-
nutzt werden, beträgt die Kopfdatenlänge üblicherweise 20B. Wird IP über Ether-
net eingesetzt ist die Gesamtgröße des IP-Datagramms zur Vermeidung von Frag-
mentation auf Ethernet-Ebene zumeist auf 1500B beschränkt. Damit ergibt sich
die Effizienz zu:
EffizienzIP =
Nutzdaten
Kopfdaten+ Nutzdaten
= 1480B20B + 1480B = 98,67%
EffizienzGesamt = EffizienzIP × EffizienzEthernet
= 98,67%× 97,53% = 96,23%
Um auf das obige Beispiel zurückzukommen, bedeutet das also, dass die Ober-
grenze für den Durchsatz einer nominellen 1Gbit/s-Ethernetverbindung gerundet
etwa 1000Gbit/s× 0, 96 = 960Mbit/s = 120MB/s beträgt.
3.3.4. UDP (Unreliable Datagram Protocol)
Das UDP-Protokoll ist eines der beiden Transportprotokolle des TCP/IP-Protokoll-
stapels. Als solches implementiert es einen Teil der Funktionalität der Transport-
schicht (Schicht 4) des OSI-Referenzmodells. Spezifiziert ist es in RFC 768 [Pos80]
ausführlich beschrieben ist es in [Ste94].
Als verbindungsloses und unzuverlässiges Protokoll ist es sehr einfach aufgebaut
und erweitert die Funktionalität des darunter liegenden IP-Protokolls vor allem um
eine Möglichkeit mehrere Kommunikationsendpunkte innerhalb eines Rechenkno-
tens zu unterscheiden und anzusprechen und um die Sicherung der Nutzerdaten.
UDP versendet Daten in UDP-Datagrammen, ein Datagramm pro Sendeoperation.
Abbildung 3.8 zeigt ein solches UDP-Datagramm. Die Kopfdaten beanspruchen
8B. Die Felder Quell-Port und Ziel-Port erlauben die Zuordnung zu unterschied-
lichen Prozessen innerhalb eines Rechensystems. Sie sind jeweils 16 bit lang und
erlauben damit 65535 unterschiedliche Portnummern. Das Länge-Feld gibt die Län-
ge des gesamten UDP-Datagramms (inklusive Kopf- und Nutzdaten) in Byte an.
Die Prüfsumme wird wie alle anderen Prüfsummen des TCP/IP-Protokollstapels
10entsprechend 11000000.10101000.00001010.00001010 bei Darstellung der einzelnen Bits
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Abbildung 3.8.: UDP-Datagramm (nach [Pos80])
mit Hilfe eines CRC-Verfahrens erzeugt. Hier sichert sie im Unterschied zu der
Prüfsumme von IP sowohl die Kopf- als auch die Nutzdaten.
Die Prüfsumme ist zwar optional, der Standard schreibt jedoch vor, dass sie
standardmäßig aktiviert wird und auf Empfängerseite in jedem Falle überprüft wird,
wenn ein Sender sie spezifiziert hat.
Die Länge des UDP-Datagramms ist zunächst einmal durch die Länge des Länge-
Feldes (16 bit) auf 65 535B begrenzt. Wird das UDP-Datagramm über die IP-
Schicht in Richtung Hardware weitergegeben, begrenzt als nächstes das Länge-
Feld des IP-Datagramms. Wie in Abschnitt 3.3.3 erwähnt, ist die Länge des IP-
Datagramms ebenfalls auf 65 535B begrenzt, was also nach Abzug der IP- und
UDP-Kopfdaten noch 65 507B für UDP-Nutzdaten übrig lässt. In der Praxis kom-
men weitere Einschränkungen durch die konfigurierte Puffergröße und die konkrete
Implementierung des TCP/IP-Protokollstapels innerhalb der einzelnen Betriebs-
systeme hinzu, die die maximale Länge des UDP-Datagramms nach Stevens [Ste94,
Abschnitt 11.10] durchaus halbieren oder in der Standardkonfiguration sogar auf
wenig mehr als 8192B reduzieren können.
Betrachtet man die Effizienz des UDP-Protokolls, so ergibt sich durch den kleinen
Kopf (8B) nur wenig zusätzlicher Overhead:
EffizienzUDP =
Nutzdaten
Kopfdaten+ Nutzdaten
= 1472B8B + 1472B = 99,46%
EffizienzGesamt = EffizienzUDP × EffizienzIP × EffizienzEthernet
= 99,46%× 98,67%× 97,53% = 95,71%
3.3.5. TCP (Transport Control Protocol)
Das Transport Control Protocol (TCP) ist das zweite und wesentlich umfassendere
Protokoll der Transportschicht (Schicht 4 des OSI-Referenzmodells). Im Gegensatz
zu UDP ist es verbindungsorientiert und zuverlässig. Spezifiziert ist es in RFC 793
[Pos81b] und ausführlich beschrieben in [Ste94, Kapitel 17ff].
Das TCP-Protokoll ist nicht wie IP und UDP paketorientiert sondern behan-
delt seine Daten als Byte-Strom. Das bedeutet, dass der Sender Daten in beliebiger
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Abbildung 3.9.: TCP Paket (nach [Pos81b])
Stückelung versendet und der Empfänger diese in davon unabhängiger Stückelung
wieder dem Byte-Strom entnimmt. Der Sender kann also z. B. Daten in zwei Schreib-
vorgängen zu 50B und 40B absetzen und der Empfänger dieselben Daten in drei Le-
sevorgängen zu 20B, 60B und 10B wieder entnehmen. Auf Senderseite zerlegt TCP
den Byte-Strom in für den Versand geeignet große Einheiten, die TCP-Segmente,
welche dann an das darunter liegende Protokoll übergeben werden. Auf Empfänger-
seite werden diese Segmente wieder zu einem Byte-Strom aneinandergereiht.
Um Zuverlässigkeit zu gewährleisten, nummeriert TCP die Segmente eindeutig
und stellt eine logische Beziehung zwischen Segmenten einer Folge her. Werden
Segmente in einer anderen Reihenfolge empfangen als der Versendereihenfolge, so
bringt TCP sie wieder in die richtige Reihenfolge. Wird ein Segment empfangen, so
wird dies quittiert. Geht ein Segment unterwegs verloren – trifft also innerhalb einer
bestimmten Zeit keine Quittierung ein – so wird es erneut versendet. Um die Umsor-
tierung zu ermöglichen, müssen Segmente zwischengespeichert werden. Da die für
diesen Zweck angelegten Pufferspeicher eine begrenzte Größe haben, implementiert
TCP eine Flusskontrolle, die dafür sorgt, dass die Pufferspeicher auf Empfängersei-
te nicht „überlaufen“ – ankommende Segmente also aufgrund voller Pufferspeicher
verworfen werden müssen. Dazu werden dem Sender Informationen zum Füllstand
des Empfangspuffers mitgeteilt, anhand derer er seine Senderate anpassen kann.
Eine zusätzliche Überlastkontrolle (engl. Congestion Control) sorgt dafür, dass bei
Paketverlust durch Überlast des Netzes (z. B. Verwerfen eines Paketes auf einem
überlasteten Router) nicht einfach das Paket mit der durch die Flusskontrolle be-
stimmten Geschwindigkeit erneut gesendet wird, sondern die Senderate reduziert
wird, um für eine Entlastung zu sorgen.
Abbildung 3.9 stellt ein TCP-Paket dar. Die Größe der Kopfdaten beträgt übli-
cherweise, d. h. wenn keine Optionen verwendet werden, 20B. Genau wie bei UDP
ermöglichen es die beiden Felder Quell-Port und Ziel-Port Prozesse innerhalb ei-
nes Rechensystems zu unterscheiden. Gemeinsam mit der Quell-Adresse und Ziel-
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Adresse des IP-Kopfes, charakterisieren diese beiden Daten eine Verbindung zwi-
schen zwei Endpunkten eindeutig. Die Sequenznummer kennzeichnet die Position
des ersten Bytes der Nutzdaten innerhalb des Byte-Stromes. Mit der Quittierungs-
nummer signalisiert der Empfänger dem Sender, welches Byte er als nächstes erwar-
tet zu empfangen. Sie ist also die Sequenznummer des zuletzt empfangenen Bytes
plus 1. Das Feld Data Offset wird von Stevens in [Ste94] Header Length genannt,
was den Sinn vielleicht eindeutiger beschreibt. Es ist ein 4 bit-Wert, der die Länge
in Einheiten von 32 bit-Worten angibt und die Kopfdaten damit auf 60B begrenzt.
Das Feld Window wird von der Flusskontrolle genutzt und signalisiert, wie viele
Bytes der Empfänger bereit ist zu akzeptieren. Die Prüfsumme umfasst wie beim
UDP-Protokoll Kopf- und Nutzdaten, ist hier jedoch sowohl auf Sender- als auch
auf Empfängerseite laut Standard zwingend zu nutzen.
Die zusätzlichen Kopfdaten des TCP-Protokolls sorgen für etwas höheren Over-
head als bei UDP. Da Optionen selten genutzt werden, beträgt die Kopfdatenlänge
normalerweise 20B. TCP wird üblicherweise über IP und Ethernet eingesetzt, somit
ist die Gesamtgröße des TCP-Segments zur Vermeidung von Fragmentation auf IP-
oder Ethernet-Ebene zumeist auf 1480B beschränkt. Die Effizienz ergibt sich zu:
EffizienzTCP =
Nutzdaten
Kopfdaten+ Nutzdaten
= 1460B20B + 1460B = 98,65%
EffizienzGesamt = EffizienzTCP × EffizienzIP × EffizienzEthernet
= 98,65%× 98,67%× 97,53% = 94,93%
Für das Beispiel der 1Gbit/s-Ethernetverbindung bedeutet das also, dass die
Obergrenze für den Durchsatz etwa 1000Gbit/s×0, 95 = 950Mbit/s = 118,75MB/s
beträgt.
3.4. TIPC (Transparent Interprocess Communication
Protocol)
Das Transparent Interprocess Communication Protocol (TIPC) wird als Kommu-
nikationsprotokoll von dem in dieser Arbeit vertiefend betrachteten Single-System-
Image-System Kerrighed (vorgestellt in Kapitel 4.4) genutzt. Aus diesem Grund soll
es an dieser Stelle in größerem Detail vorgestellt werden als die anderen Protokolle.
3.4.1. Motivation für ein neues Protokoll
In seiner Einführung in das Protokoll TIPC [Mal04] gibt Jon Maloy als Grund für die
Entwicklung eines neuen Protokolls an, dass sämtliche vorhandenen Protokolle nicht
die gewünschten Eigenschaften für den anvisierten Betrieb innerhalb eines Clusters
mit hoher Verfügbarkeit und der Möglichkeit dynamischer Hinzunahme und Ent-
fernung von Knoten bieten. Sein Ziel ist es, Anwendungsentwicklern möglichst viel
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Arbeit – und damit auch mögliche Fehlerquellen – abzunehmen, und ihnen darüber
hinaus effiziente und fehlertolerante Kommunikation zur Verfügung zu stellen.
Bei dem weit verbreiteten TCP fehlt ihm die Möglichkeit einer funktionalen und
transparenten Adressierung (siehe auch Abschnitt 3.4.2, S. 42), effiziente Übertra-
gung von Nachrichten innerhalb eines Knotens und generell von kurzen Nachrichten,
und die Unterstützung von (echtem) Multicast. Zudem stört ihn der komplizierte
und langwierige Verbindungsaufbau und -abbau.
Das von ihm außerdem betrachtete Protokoll SCTP bietet einige der gewünschten
Funktionalitäten, wie Verbindungsüberwachung durch den Anwender, Nachrichten-
bündelung und verlustfreien Verbindungswechsel, verfügt ansonsten aber über die
gleichen Nachteile wie TCP.
Ein Topologie-Informationsdienst fehlt beiden vorgenannten Protokollen ebenso
wie auf den Cluster-Betrieb zugeschnittene Funktionalität. Verzicht auf Funktiona-
lität, welche in Clustern (normalerweise) nicht benötigt wird, bringt auf der anderen
Seite Einsparung von überflüssigen Paketkopfdaten mit sich.
Maloy geht von folgenden Annahmen über die Kommunikation in den Zielsyste-
men aus [Mal04, S. 349]:
• Vorwiegend direkte Nachrichtenübermittlung vom Quell- zum Zielknoten (oh-
ne Zwischenknoten)
• Kurze Übertragungszeit für Nachrichten
• Niedrige Paketverluste
• Schnelle Kommunikationsnetze
• Prüfsummenberechnung durch Kommunikations-Hardware
• Relativ konstante und begrenzte Anzahl von Knoten im Cluster
• Geringe Sicherheitsanforderungen (betreffend Abhören/Verfälschen von Da-
ten)
3.4.2. Netzwerktopologie und Adressierung
Die Netzwerktopologie nach dem TIPC-Standard [MS10] ist in Abbildung 3.10 dar-
gestellt. Es werden fünf Hierachiestufen unterschieden (von denen allerdings nur die
oberen vier implementiert sind):
Knoten Die unterste Hierarchiestufe11 bilden Recheneinheiten, die Knoten (nodes)
oder Systemknoten (system nodes) genannt werden.
11So genannte Sekundärknoten (auch Slave Nodes oder Secondary Nodes), die eine weitere Hier-
archiestufe darstellen und sich dadurch von Knoten unterscheiden, dass sie Verbindung nur zu
(mindestens) einem Knoten haben, werden in [Mal04] und älteren Versionen der Spezifikation
erwähnt, wurden allerdings mangels Implementierung und Interesse daran aus [MS10] entfernt.
41
3. Netzwerkprotokolle und Programmierschnittstellen
Zone <1>
Cluster <1.1> Cluster <1.2>
Node<1.1.1> Node<1.1.2>
Node<1.1.3>
Node<1.2.1>
Node<1.2.12>
Node<1.2.33>SecondaryNode<1.2.3000>
Zone <2>
Cluster <2.3> Cluster <2.5> Cluster <2.14>
Network (with Network Identifier)
Abbildung 3.10.: TIPC Netzwerktopologie (nach [MS10])
Cluster Als Cluster wird die zweite Hierarchiestufe bezeichnet, eine Gruppe von
Knoten, die logisch vollvermascht durch jeweils mindestens einen TIPC-Link ver-
bunden sind.
Zonen Zonen stellen die nächste Hierarchiestufe dar und repräsentieren die höchs-
te Stufe, innerhalb derer Ortstransparenz (vgl. auch Kapitel 4.1) gegeben ist. Sie
könnten auch als „Cluster von Clustern“ [Mal04, S. 349] bezeichnet werden. Al-
le Cluster innerhalb einer Zone müssen untereinander vollvermascht (vgl. Kapi-
tel 2.3.1) sein.
Netzwerk Das Netzwerk (Network) stellt die oberste Ebene dar. Es umfasst al-
le Zonen, die über TIPC verbunden sind und damit letztendlich alle Knoten, die
über TIPC miteinander kommunizieren können. Alle Zonen eines Netzwerks müs-
sen vollvermascht sein, Routing über eine „Zwischenzone“ findet nicht statt. Meh-
rere TIPC-Netzwerke grenzen sich voneinander durch unterschiedliche Netzwerk-ID
(network identity) ab und können so auch innerhalb eines physikalischen Netzwerkes
koexistieren.
Adressierung TIPC stellt zwei grundsätzliche Möglichkeiten der Adressierung zur
Verfügung, die physische Adressierung und die funktionale Adressierung.
• Die physische Adressierung nutzt die gerade vorgestellten Hierarchiestufen
zur Identifizierung einer physischen Einheit (Zone, Cluster, Knoten) im Netz-
werk12. Als Schreibweise dieser sogenannten Netzwerkadresse wird <Z.C.N>
verwendet; <1.0.0> bezeichnet also eine Zone, <1.2.0> einen Cluster und
<1.2.33> einen Knoten (siehe Abbildung 3.10). Kombiniert mit einer von
12Wichtig: Im Unterschied zur IP-Adressierung erhält bei TIPC jeder Knoten genau eine Adresse
und nicht etwa jede Netzwerkschnittstelle!
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TIPC bei der Erzeugung eines Ports automatisch generierten Zufallszahl ent-
steht eine netzwerkweit eindeutige sogenannte Port Identity, die man z. B.
als <1.0.0:137> notiert. Als Port bezeichnet man die Verbindungsendpunk-
te, d. h. aus TIPC-Anwender-Sicht findet alle Kommunikation zwischen Ports
statt.
• Funktionale Adressierung ist das eigentlich Besondere an TIPC; sie sorgt für
Ortstransparenz und übernimmt somit eine Schlüsselrolle im Streben nach ei-
ner einheitlichen Sicht auf den Cluster. Als funktionale Adresse eines Ports
dient der sogenannte Portname (Port Name), der sich zusammensetzt aus
Name Type und Name Instance. Dieser Portname muss nicht netzwerkweit
eindeutig sein [TIP10, S. 5]. Beim Senden an einen Portnamen wird noch auf
dem Sender-Knoten automatisch eine Namensauflösung vorgenommen, um
die physische Adresse (Port Identity) zu bestimmen, an die die Nachricht tat-
sächlich gesendet werden soll. Dabei wird im Standardfall zunächst auf dem
Knoten, dann im Cluster und zuletzt in der Zone gesucht. So wird der nächst-
liegende Anbieter des Portnamens bevorzugt. Sollten mehrere Anbieter in ei-
ner Hierarchiestufe existieren, wird reihum nach dem Round-Robin-Prinzip ei-
ne Port Identity ausgesucht, was zur Lastbalancierung genutzt werden kann.
Durch Angabe eines Gültigkeitsbereiches (binding scope) beim Verbinden ei-
nes Socket mit einem Portnamen, bzw. einer Suchdomäne (Lookup Domain)
beim Senden einer Nachricht lässt sich die Ortstransparenz wenn nötig ein-
schränken.
3.4.3. Funktionalität von TIPC
Das Protokoll TIPC fasst vor allem Funktionalitäten der Schichten Vermittlung
(3) und Transport (4) des OSI-Referenzmodells (siehe Abbildung 3.3) zusammen,
ergänzt diese aber sowohl durch Teile der Sitzungsschicht (5) als auch durch wei-
tergehende Funktionen. Verglichen mit dem Schichtenmodell der Internetprotokolle
(Abbildung 3.4) ersetzt TIPC sowohl die Internetschicht (IP) als auch die Transport-
schicht (UDP und TCP) und stellt der Anwendungsschicht weitergehende Dienste
zur Verfügung.
Abbildung 3.11 gibt einen Überblick über die Funktionalitäten von TIPC, von
denen einige an dieser Stelle erläutert werden. Schwerpunkt der Erläuterungen liegt
auf Funktionalitäten, die entweder als Voraussetzung für das Verständnis von spä-
teren Kapiteln dienen, oder die so in anderen Protokollen nicht vorkommen.
Die Sequence/Retransmission Control sorgt dafür, dass empfangene Nachrich-
ten in der richtigen Reihenfolge an die Anwendung weitergereicht werden. Emp-
fangsbestätigungen werden entweder wie bei TCP als Nachricht explizit versendet
(allerdings nur jede Gruppe von 10 Nachrichten) oder implizit als Kopfdatenein-
trag anderer – sowieso übertragener – Nachrichten. Sollte das Übertragungsmedi-
um blockiert sein (und nur dann), werden Nachrichten, die kleiner als die maxi-
male Übertragungsgröße sind, zu einem großen Paket gebündelt (Packet Bundling)
und können somit auf einmal übertragen werden (vgl. TCPs Nagle-Algorithmus).
Fragmentation/Defragmentation zerlegt analog zum IP-Protokoll Nachrichten, die
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Abbildung 3.11.: TIPC Funktionalität (nach [MS10] und [Mal04])
größer als die MTU des Bearers sind, in passende Fragmente und setzt sie auf der
Empfängerseite wieder zusammen. Multicast ermöglicht eine zuverlässige Verteilung
einer Nachricht an mehrere Empfänger mit impliziter oder expliziter Bestätigung.
Sobald ein Knoten oder ein gesamter Cluster gestartet wird, beginnt TIPC mit
der Suche nach Nachbarknoten im Cluster (Neighbour Detection) und erstellt eine
logische Verbindung von Knoten zu Knoten (Link) über jedes vorhandene physi-
sche Verbindungsnetzwerk. Diese Verbindungen zwischen jeweils zwei Knoten wer-
den überwacht und bei Bedarf von einem Link zum anderen umgeschaltet (Link
Establish/Supervision/Failover). Neben den Verbindungen zwischen Knoten (Links)
überwacht TIPC aktiv die Verbindungen zwischen einzelnen Ports (Connection Su-
pervision). Des Weiteren stellt TIPC Dienste zur Adressveröffentlichung und -suche
bereit, die es Nutzern unter anderem erlauben, über dem Cluster beitretende und
ihn wieder verlassende Knoten informiert zu werden.
Alle diese Funktionalitäten werden Nutzern durch sogenannte API-Adapter zu-
gänglich gemacht (siehe Abbildung 3.11), welche zwar im Standard [MS10] nicht nä-
her spezifiziert sind, allerdings in der Linux-Implementierung in Form einer Socket-
Schnittstelle und einer asynchronen Port-Schnittstelle (Port API oder Native API )
zur Verfügung stehen. Die native API steht nur im Kernel-Space zur Verfügung
und wird von Kerrighed zur Interaktion mit TIPC genutzt. Der Programming Gui-
de [TIP10] stellt diese Schnittstellen im Detail vor.
Auf Übertragungsmedien greift das TIPC-Protokoll über die Bearer Adapter API
zu. Dabei kann sowohl auf Medien der Schicht 2 des OSI-Modells zurückgegriffen
werden, wie bei der Linux-Implementierung Ethernet, als auch auf Medien höherer
44
3.4. TIPC (Transparent Interprocess Communication Protocol)
4 Byte/32 Bit
Nutzdaten
Multicast Upper Bound (opt)
Kopf
Nutz-
daten
Originating Node (opt)
Destination Node (opt)
VER =User =HSz =NSq =DDr =SDr =
VersionProtocol/Data Message, PriorityHeader SizeNon-sequencedDestination droppableSource droppable
VER User HSz
NSq
DDr
SDr
RES Message Size
BroadcastAcknowledge Number
TYP Error
RerCnt
LSc
OptPos
LinkLevelAcknowledge Number Broadcast/LinkLevelSequence Number
Previous Node
Originating Port
Destination Port
Name Type / Transport Sequence Number (opt) 
Name Instance / Multicast Lower Bound (opt)
Options (0 - 28 Byte) (opt)
RES =TYP =Error =Rer Cnt =LSc = Opt Pos =
ReservedMessage TypeError CodeReroute CounterLookup ScopeOptions Position
w0
w1
w2
w3
w4
w5
w6
w7
w8
w9
wA
0 1 2 3
4 Byte/32 Bit
Nutzerabhängige Daten (opt)
Kopf
Nutz-
daten
Originating Node
Destination Node
VER =User =HSz =NSq =RES =TYP = 
VersionProtocol/Data Message, PriorityHeader SizeNon-sequencedReservedMessage Type
VER User HSz
NSq
RES Packet Size
BroadcastAcknowledge Number
TYP Sequence Gap
LinkLevelAcknowledge Number Broadcast/LinkLevelSequence Number
Previous Node
Transport Sequence Number
Message Count /
Max Packet
RED =BID =NPL =PRB =
Redundant LinkBearer IDNetwork PlaneProbe
0 1 2 3
Link Tolerance
Last Sent Broadcast /
Fragment Number
Next Sent Packet /
Fragm. Msg Number
Session Number RES
RED
BID
Link
Prio
NPL
PRB
w0
w1
w2
w3
w4
w5
w6
w7
w8
w9
Abbildung 3.12.: TIPC Paketformate: links Nutzdatenpaket, rechts TIPC-internes
Paket (nach [MS10])
Schichten (was allerdings noch nicht in Software umgesetzt ist13). Funktionalität, die
bei Nutzung von gewissen Bearern überflüssig wäre – evtl. sogar doppelt vorhanden
– kann dabei in TIPC ausgelassen werden.
3.4.4. Paketformate
Da bei der Kommunikationsanalyse des Single-System-Image-Systems Kerrighed
(Vorstellung in Kapitel 4.4) in Kapitel 5 der mit Hilfe des TIPC-Protokolls über
das Netzwerk versendete Verkehr genauer betrachtet wird, sollen an dieser Stelle
die beiden grundsätzlichen Paketformate des TIPC-Protokolls vorgestellt werden.
Bei der Kommunikationsanalyse wird öfter auf die folgenden Paketbeschreibungen
zurückgegriffen werden.
In Abbildung 3.12 sind die Paketformate für Nutzdatenpakete (links) und interne
Nachrichten (rechts) dargestellt.
13Ein IP-Bearer ist wie auf der Mailingliste angekündigt in Entwicklung (siehe http://article.
gmane.org/gmane.network.tipc.general/590, zuletzt besucht am 17.5.2010).
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Nutzdatenpakete Die Felder des Nutzdaten-Headers sind so angeordnet, dass un-
ter Umständen nicht benötigte Einträge (in der Abbildung heller dargestellt) weg-
gelassen werden können und der Header somit weniger Platz beansprucht. Speziell
ergibt sich für den kürzest möglichen Header eine Größe von 24B für Nachrichten,
die innerhalb eines Clusters verbindungsorientiert direkt von einem Knoten zum an-
deren übertragen werden; alle Felder nach Destination Port werden nicht benötigt.
Für Cluster-interne verbindungslose Nachrichten wird das Feld Destination Node
zusätzlich benötigt, so dass sich eine Header-Größe von 32B ergibt. Verbindungs-
lose Nachrichten, die über Portnamen adressiert sind, nutzen 40B große Header,
da zusätzlich Felder w8 und w9 genutzt werden. Weitere Nachrichtentypen, die in
dieser Arbeit von weniger Relevanz sind, besitzen Header-Größen von 36B und
44B. Alle Header können zudem noch um Optionen in 4B-Schritten bis zu einer
Maximalgröße von 60B erweitert werden.
Das in dieser Arbeit betrachtete Single-System-Image-System Kerrighed nutzt
zum Datenversand TIPCs native API und versendet Datenpakete durch Auruf von
tipc_send2name() verbindungslos und über Portnamen adressiert; die Header der
Datenpakete von Kerrighed sind also ausnahmslos 40B groß.
Als Daten können bis zu 66 000B angehängt werden. Für das Übertragungsme-
dium zu große Pakete werden auf Linkebene fragmentiert.
Für die Effizienz von TIPC Nutzdatenpaketen ergibt sich als Maximum (falls das
genutzte physische Netzwerk so große Pakete unterstützt, wie es z. B. bei IP over
InfiniBand der Fall ist)
EffizienzTIPC =
Nutzdaten
Kopfdaten+ Nutzdaten
= 66 000B40B + 66 000B = 99,94%
Eingesetzt über Ethernet mit einer Standard-MTU von 1500B ergibt sich eine
Effizienz von 97,3%, was der Effizienz von TCP/IP über Ethernet entspricht.
EffizienzTIPC/Ethernet =
Nutzdaten
Kopfdaten+ Nutzdaten
= 1460B40B + 1460B = 97,3%
EffizienzGesamt = EffizienzTIPC/Ethernet × EffizienzEthernet
= 97,3%× 97,53% = 94,93%
TIPC-interne Nachrichten Alle internen Nachrichten werden mit einem Header
der Größe 40B versehen. Je nach Art der internen Nachricht (z. B. Link State Main-
tenance Protocol) werden noch Nutzdaten angehängt (z. B. Link State Messages).
Erwähnenswert sind hier Pakete, die zur Erkennung von Nachbarknoten als Broad-
cast an den lokalen Cluster gesendet werden. Sie werden in der betrachteten Konfi-
guration einmal pro Minute versendet und haben eine TIPC-Nachrichtengröße von
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40B. Außerdem zu beobachten sind Pakete zur Link-Überwachung, die eine Nach-
richtengröße von 56B aufweisen und die etwa alle 0,6 s über jeden Link versendet
werden, solange keine weiteren TIPC-Nachrichten über den Link versendet werden.
3.5. Die Socket-Schnittstelle
Eine weit verbreitete Schnittstelle, die die vorgestellten Protokolle Nutzern zugäng-
lich macht, ist die Socket-Schnittstelle, auch BSD-Socket-Schnittstelle genannt.
Die Entwicklung dieser Schnittstelle begann Anfang der 80er Jahre im Rahmen
eines von der DARPA (Defense Advanced Research Projects Agency) finanzierten
Projektes zur Integration des TCP/IP-Protokolls in Unix an der Universität von
Berkeley in Kalifornien [Ste96, Kapitel 5]. Die neu geschaffene Schnittstelle nutzt
als Kernabstraktion Socket genannte allgemeine Kommunikationsendpunkte und
wurde zusammen mit der Unix-Implementierung der Universität, der Berkeley Soft-
ware Distribution BSD in Version 4.2, 1983 zum ersten Mal veröffentlicht. Wichtige
Änderungen und Erweiterungen erschienen 1990 mit BSD 4.3 (Reno). Die offizi-
elle Spezifikation der Schnittstelle befindet sich im POSIX Standard IEEE 1003.1
(Part 2) [IEE04c].
Die Architektur der Socket-Schnittstelle wird in [SFR03] beschrieben. So befindet
sie sich im OSI-Modell (vgl. Abbildung 3.3) zwischen den Schichten 4 (Transport-
schicht) und 5 (Sitzungsschicht), welche zudem meist die Schnittstelle zwischen
Userspace und Kernelspace darstellt. Zugeordnet wird die Socket-Schnittstelle oft
zur Sitzungsschicht. Der architektonische Ansatz der Socket-Schnittstelle ist eine
möglichst generelle Abstraktion eines Kommunikationsendpunktes, unabhängig von
Betriebssystemen, unabhängig von Protokollen und unabhängig von der Netzwerk-
hardware. Aufgrund dieses universellen Ansatzes existiert eine Implementierung
der Socket-Schnittstelle praktisch für jedes Betriebssystem, für eine Vielzahl von
(Transport-)Protokollen und für praktisch jede Netzwerktechnologie. Ein Socket
stellt einen bidirektionalen Kommunikationsendpunkt zur Verfügung, welcher Da-
ten unter Nutzung von Puffern nach dem FIFO-Prinzip14 versendet und empfängt.
Dabei ist eine blockierende Nutzung möglich, bei der ein Sende- oder Empfangsauf-
ruf blockiert, bis Daten tatsächlich versendet oder empfangen sind, aber auch eine
nicht-blockierende, bei der ein Aufruf sofort zurückkehrt – nach erfolgreichem Ver-
sand/Empfang, ansonsten mit einer Fehlermeldung. Des Weiteren wird auch asyn-
chrone Kommunikation unterstützt. Programmiert wird mit der Socket-Schnittstelle
zumeist nach dem Client-Server-Modell, bei dem ein Server Dienste anbietet und
ein Client die Kommunikation mit dem Server bei Bedarf initiiert.
Abbildung 3.13 zeigt den Ablauf der Kommunikation zwischen Client und Ser-
ver. Werden UDP-Sockets genutzt, ergibt sich der (einfachere) Ablauf auf der linken
Seite, bei TCP-Sockets derjenige auf der rechten Seite. Generell muss zunächst ein
Socket erzeugt werden, was mit dem Aufruf socket() geschieht. Bei diesem Vor-
gang wird gleichzeitig das Protokoll des Sockets bestimmt, aber noch keine Adresse
und kein Port zugeordnet. Auf Serverseite wird dann mit bind() der Socket an
14First In First Out
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Abbildung 3.13.: Ablauf der Kommunikation mit UDP- und TCP-Sockets (nach
[SFR03] Abb. 4.1 und Abb. 8.1)
einen Port gebunden. Es folgen Protokoll-spezifische Schritte und am Ende wird
mit close() der Socket geschlossen und entfernt.
UDP Betrachtet man zunächst die Serverseite, so ist der Socket schon nach dem
Aufruf von bind() bereit, Daten zu empfangen; ein Verbindungsaufbau zwischen
Server und Client ist nicht notwendig. Auf der Clientseite ist der bind()-Aufruf
optional; er bietet die Möglichkeit von einem selbsbestimmten Port aus zu senden
und zu empfangen. Sowohl Server- als auch Client-Socket sind bidirektional nutzbar,
dienen also sowohl zum Senden als auch zum Empfangen. Zum Datenaustausch
dienen üblicherweise die Funktionen sendto() und recvfrom(), die eine explizite
Angabe des Ziel-Sockets verlangen. Es ist also bei UDP im Prinzip kein Unterschied
zwischen Server- und Client-Socket vorhanden – wenn der Client seinen Socket
ebenfalls an einen Port bindet.15
TCP Bei TCP-Sockets ist der Ablauf etwas komplexer, da vor dem eigentlichen
Datenaustausch zunächst eine Verbindung aufgebaut werden muss. Wie in Abbil-
15Nicht weiter erläutert ist an dieser Stelle, dass auch bei UDP-Sockets connect() aufgerufen
werden kann. Folge davon ist aber kein beidseitiger Aufbau einer Verbindung, wie bei TCP,
sondern eine rein lokale Festlegung auf den (dann nur einen) Kommunikationspartner. Vor-
teil ist, dass statt sendto() und recvfrom(), welche jedes Mal die Angabe der Zieladresse
erfordern, send() und recv() genutzt werden können.
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BSD Socket API Kernel Socket API Neue Kernel Socket APIa
socket() sock_create() sock_create()
bind() sock->ops->bind() kernel_bind()
listen() sock->ops->listen() kernel_listen()
accept() sock_create_lite() +sock->ops->accept() kernel_accept()
connect() sock->ops->connect() kernel_connect()
send() sock_sendmsg() kernel_sendmsg()
recv() sock_recvmsg() kernel_recvmsg()
close() sock_release() sock_release()
aab Kernelversion 2.6.19
Tabelle 3.1.: Linux Kernel Socket API
dung 3.13 rechts dargestellt, ruft der Server nach dem Binden an einen Port deshalb
listen() und accept() auf. Ruft nun der Client connect() mit dem Server-Socket
als Argument auf, so erzeugt die accept()-Funktion einen neuen Server-Socket, der
mit dem Client-Socket verbunden ist. Über diese Punkt-zu-Punkt-Verbindung läuft
nun der Datenaustausch mittels der send()- und recv()-Funktionen, genau wie bei
UDP bidirektional. Die aufgebaute Verbindung muss nach Beendigung des Daten-
austausches auch wieder abgebaut werden. Dies geschieht mit einem close()-Aufruf
des Client-Sockets, der einen close()-Aufruf des Server-Sockets bewirkt. Erst nach
diesem zweiseitigen Aufruf von close() ist die Verbindung komplett abgebaut.
3.5.1. Linux Kernel Sockets
Innerhalb des Linux-Kernels steht nicht die standardisierte BSD-Socket-Schnittstelle
zur Verfügung. Sockets werden im Kernel durch eine ganze Reihe von komplexen
Datenstrukturen repräsentiert, auf die direkter Zugriff möglich ist. Die vorhande-
ne Programmierschnittstelle kann sich von Kernelversion zu Kernelversion ändern,
ist immer wieder Optimierungen unterworfen, ist allerdings mit Einführung der
neuen Kernel Socket API (mit Kernel 2.6.19 [Sam06]), die an die BSD-Socket-
Schnittstelle angelehnt ist, stabil. Tabelle 3.1 stellt die gebräuchlichsten Funktio-
nen der BSD-Socket-Schnittstelle den Funktionen innerhalb des Kernels gegenüber.
Beschreibungen der älteren Kernel-Schnittstelle finden sich z. B. in [KQ04] und
[PP05]. Deklariert ist die Kernel Socket-Schnittstelle innerhalb der Linux-Quelltexte
in /include/linux/net.h16, implementiert in /net/socket.c17.
In dieser Arbeit wird zudem Gebrauch von der Möglichkeit gemacht, eine Funk-
tion unter sock->sk->sk_data_ready zu registrieren, die aufgerufen wird, wenn
Daten angekommen sind, die weiterverarbeitet werden können. Es wird also der
kernel_recvmsg()-Aufruf ersetzt, welcher blockieren würde und somit erst nach
dem Wiederaufwecken die Weiterverarbeitung fortsetzen würde.
16http://lxr.linux.no/#linux+v2.6.20/include/linux/net.h [zuletzt besucht: 25.08.2010]
17http://lxr.linux.no/#linux+v2.6.20/net/socket.c [zuletzt besucht: 25.08.2010]
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3.6. Zusammenfassung
In diesem Kapitel sind die Protokolle und Programmierschnittstellen vorgestellt
worden, die für diese Arbeit von Bedeutung sind. Die Kenntnis des Vorgestellten
dient als Hintergrund zum Verständnis der Kommunikationsanalyse in Kapitel 5, der
Beschreibung der neuen Netzwerkschichten in Kapitel 6 und der Leistungsbewertung
in Kapitel 7.
Ethernet bildet durchgehend die Basistechnologie für alle weiteren Kapitel, wäh-
rend ARP, IP, UDP und TCP vor allem bei der Leistungsbewertung zum Einsatz
kommen. TIPC wird sowohl bei der Kommunikationsanalyse verwendet, als auch
bei der Leistungsbewertung. Die Socket-Schnittstelle in Kombination mit dem UDP-
Protokoll bildet die Basis für eine der implementierten neuen Netzwerkschichten.
Im folgenden Kapitel wird mit Single-System-Image-Systemen die neben Rechner-
verbundsystemen und Netzwerkprotokollen dritte und letzte wichtige Komponente
dieser Arbeit vorgestellt.
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In diesem Kapitel werden zunächst die Grundlagen von Single-System-Image-Sys-
temen (SSI-Systeme) erläutert und wichtige Begriffe definiert. Danach werden drei
Vertreter dieser Systeme vorgestellt, die auf Betriebssystemebene implementiert
sind, auf Linux basieren und frei im Quellcode verfügbar sind. Besonders ausführ-
lich wird das System Kerrighed beschrieben, auf dessen Kommunikationsschicht der
Fokus der vorliegenden Arbeit liegt.
4.1. Grundlagen
4.1.1. Definition
Gregory Pfister definiert in seinem Buch „In Search of Clusters“ [Pfi95, S. 289] den
Begriff Single-System-Image wie folgt:
A single system image is the illusion, created by software or hardware,
that a collection of computing elements is a single computing resource.
In dieser kurzen Definition sind die wesentlichen Punkte genannt: Es handelt sich
also um ein aus mehreren verteilten Einheiten bestehendes Rechensystem, das dem
Nutzer den Eindruck vermittelt, er bediene ein einheitliches Gesamtsystem. Je weni-
ger sich die Bedienung eines solchen Systems von der Bedienung eines Einzelsystems
unterscheidet, desto perfekter ist die Umsetzung des SSI und damit der Eindruck.
Merkmale Zwei wichtige Merkmale eines Single-System-Image auf einem Cluster
sind nach Buyya [BCJ01] zum einen, dass jede Umsetzung des Eindrucks Gren-
zen hat. Überschreitet man diese Grenzen, so tritt der Aufbau als Ansammlung
verteilter Ressourcen zu Tage. Des Weiteren kann ein SSI auf verschiedenen Ebe-
nen implementiert werden, wobei höhere Ebenen zur Umsetzung des Eindrucks auf
Dienste der niedrigeren Ebenen aufbauen können.
4.1.2. Ziele von SSI auf Rechnerverbundsystemen
Die Entwicklung von Software, die dem Nutzer ein Rechnerverbundsystem als ein-
heitliches Gesamtsystem darstellt, hat als ein wichtiges Ziel, eine möglichst kom-
plette Transparenz in der Bedienung zu ermöglichen. Das gilt für den Endbenutzer
eines solchen Systems, der Anwendungen starten und auf deren Ergebnisse warten
möchte, genauso wie für Administratoren, die sich um Einrichtung und Wartung
kümmern, aber auch für Programmierer, die Software für ein SSI-System schreiben.
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Ein anderes wichtiges Ziel ist es, die einfache Erweiterbarkeit eines Rechnerver-
bundsystems – durch Zukauf weiterer Recheneinheiten und Anschluss an das be-
stehende Verbindungsnetzwerk – zu nutzen, um die Leistung des Gesamtsystems
über das Maß hinaus zu erhöhen, das mit einem integrierten Mehrprozessorsystem
zu erreichen wäre. Diese Eigenschaft wird auch gute Skalierbarkeit genannt.
Durch den modularen Aufbau aus zunächst autarken Recheneinheiten kann in
vielen Fällen auch eine höhere Verfügbarkeit von SSI-Rechnerverbundsystemen ge-
genüber Mehrprozessorsystemen erreicht werden. Einige Implementierungen von
SSI-Systemen reagieren auf Ausfall oder Fehlverhalten von einzelnen Rechenein-
heiten mit Abschalten derselben, wobei der Rest des System – mit eingeschränkter
Leistung – weiterbetrieben werden kann.
4.1.3. Wichtige Bausteine des SSI
Was sind nun die Komponenten, die zu dem Eindruck eines einheitlichen Gesamt-
systems beitragen? Buyya in seinem Artikel [BCJ01] und Hwang in [HJC+99] stellen
in etwa die gleiche Liste von Eigenschaften zusammen, die einen Anteil an dem ge-
schlossenen Gesamteindruck haben. An dieser Stelle sollen nur die für diese Arbeit
wichtigsten kurz vorgestellt werden.
Einheitlicher Prozessraum Auf jedem einzelnen Knoten des Clusters sind al-
le Prozesse sichtbar. Jeder Prozess verfügt somit über eine clusterweit eindeutige
Prozess-ID. Das Erzeugen von neuen Prozessen (engl. Fork) ist von jedem beliebigen
Knoten aus sowohl lokal als auch auf einem entfernten Knoten möglich. Für den
Informationsaustausch zwischen Prozessen sorgt dabei eine Knoten-übergreifende
Interprozesskommunikation (Signale und Pipes) und eine globale Prozessverwal-
tung überwacht sowohl lokale als auch auf entfernten Knoten laufende Prozesse mit
einheitlichen Mechanismen.
Einheitlicher Speicheradressraum Die einzelnen lokalen Hauptspeicher sind zu
einem großen Ganzen zusammengefasst und bieten den Eindruck eines einzigen
großen zentralen Hauptspeichers. Das ist zum einen über ein Verteiltes System ge-
meinsamen Speichers (Distributed Shared Memory, DSM), welches sowohl rein in
Software als auch mit Hardware-Unterstützung arbeiten kann, zu erreichen, zum
anderen über vom Compiler verteilte Datenstrukturen. Dieser Baustein stellt aller-
dings immer noch eine große Herausforderung dar, bei der die Kombination von
Effizienz, Plattformunabhängigkeit und Unterstützung auch für rein sequenziell ab-
laufende Programme zu optimieren ist.
Einheitlicher Ein-/Ausgabeadressraum Der Zugriff auf lokale und entfernte Ein-
und Ausgabegeräte von jedem beliebigen Knoten aus wird über einen einheitlichen
Adressraum bereitgestellt, so dass kein Wissen über die physische Position des Ge-
rätes nötig ist.
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Einheitliche Dateisystemhierarchie Um den einheitlichen Zugriff auf räumlich
verteilte Dateien zu ermöglichen, bietet das Dateisystem den Eindruck eines großen
einheitlichen Dateisystems, welches alle verteilten Dateien und Verzeichnisse unter
einem gemeinsamen Wurzelverzeichnis sammelt.
Checkpointing und Prozessmigration Unter Checkpointing versteht man einen
Software-Mechanismus, der – oft periodisch – den Zustand einer Software oder Zwi-
schenergebnisse von Berechnungen im Haupt- oder Festplattenspeicher ablegt und
dadurch eine Wiederaufnahme der Berechnung bei Ausfall des Prozesses oder so-
gar des gesamten Rechensystems ermöglicht. Maßnahmen zur Prozessmigration von
Knoten zu Knoten schaffen die Voraussetzung für dynamischen Lastausgleich und
sind oft hilfreich bei der Unterstützung von Checkpointing.
Weitere Bausteine Weitere Bausteine sind unter anderem ein einziger Zugangs-
punkt zum System (z. B. über eine IP-Adresse, die dem Cluster als ganzem zugeteilt
wird), eine einzige Benutzerschnittstelle (engl. Graphical User Interface, GUI) und
ein einziges Job Management System.
4.1.4. Ebenen des SSI
Betrachtet man die Umsetzung des SSI, so kann diese auf verschiedenen Ebenen ge-
schehen, welche sich zwischen der Hardware als unterster und der Anwendungsebene
als oberster befinden. In der Literatur existieren unterschiedliche Einteilungen, de-
ren verbreitetste die auch an anderen Stellen dieser Arbeit verwendete Einteilung in
die drei Ebenen Hardware, Kernelspace und Userspace (welcher Anwendungen und
Middleware vereint) sein dürfte [Pfi95]. In Abwandlung dazu werden an anderer
Stelle [BCJ01, BABJ00] die eigentliche Anwendungsebene und die Ebene unter-
stützender Middleware als separate Ebenen betrachtet. Teilaspekte des SSI werden
oft auf unterschiedlichen Ebenen umgesetzt, wobei höhere – näher am Anwender
befindliche – Ebenen auf Funktionalitäten der unteren Ebenen aufbauen können.
Hardware-Ebene Die unterste Ebene ist die Hardware-Ebene. Durch zusätzliche
Hardware z. B. in der Form von Einsteckkarten können auf dieser Ebene Geräte
und vor allem Speicherbereiche systemweit sichtbar gemacht werden. Die meisten
hier angesiedelten Erweiterungen der Standard Cluster-Hardware sorgen auf dieser
Ebene dafür, dass allen höheren (Software-)Ebenen eine einheitliche Sicht auf den
Speicher des gesamten Clusters geboten, mithin der Eindruck eines großen Shared-
Memory-Systems vermittelt wird. Beispiele dafür sind die SCI- und DX-Netzwerke
der Firma Dolphin [HH99, Kri07] und ganz aktuell die Numascale-Karten der gleich-
namigen Firma [Num09, Num10]. Ebenfalls zu dieser Ebene zu zählen – wenn auch
in Software implementiert – ist die Technologie der Firma ScaleMP [Sca10], welche
die tatsächliche Hardware in Form eines Hypervisors abstrahiert und somit allen hö-
heren Schichten eine virtuelle Hardware präsentiert, die transparenten Zugriff auf
den gesamten Speicher des Clusters gewährt.
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Betriebssystemkernebene Auf dieser Ebene befinden sich sämtliche Erweiterun-
gen eines Betriebssystems, die den oberen Schichten (Middleware und Anwendun-
gen) einen Teilaspekt des SSI präsentieren. Sind die Erweiterungen im hardware-
nahen Teil des Betriebssystems implementiert, so können auch höhere Schichten
des Betriebssystems selbst von der gebotenen einheitlichen Sicht profitieren. Bei-
spiele für SSI-Implementierung, die sich vor allem auf dieser Ebene befinden, sind
sowohl die in folgenden Abschnitten vorgestellten freien Linux-basierten Implemen-
tierungen Kerrighed [VLR+03, MGLV04], OpenSSI [Wal01, OVS+06] und openMo-
six [BLS99, Buy04], als auch Varianten kommerzieller Betriebssystemerweiterungen
wie UnixWare NonStop Cluster [WS99] und Solaris MC [KBM+96].
Middleware-Ebene Die Middleware-Ebene ist eine Ebene, die sich zwischen Be-
triebssystem und Anwendungen befindet. Sie ist (vorwiegend) im Userspace imple-
mentiert. Zu ihr zählen z. B. Cluster-Dateisysteme (zum Teil mit Ergänzungen im
Kernelspace) wie NFS (Network File System) [SCR+03], AFS (Andrew File Sys-
tem) [IBM10] und Lustre [Sun07], Programmierumgebungen wie PVM (Parallel
Virtual Machine) [GBD94], Harness [BDF+98] und MPI (Message Passing Inter-
face) [GLS99, GLT99], Job-Management- und Job-Scheduling-Systeme wie Oracle
Grid Engine [Ora10], LSF (Load Sharing Facility) [Com], UniCore [Uni10a], Globus
[Glo10] und Condor [Uni10b]. Die erwähnten Dateisysteme bieten einheitliche Sicht
auf den gesamten Hintergrundspeicher des Clusters. Sie koordinieren den konkur-
rierenden Zugriff auf Dateien und Verzeichnisse und sorgen in vielen Fällen durch
lokales Zwischenspeichern in Caches für einen schnellen Zugriff auf die verteilten
Ressourcen. Programmiersysteme vereinfachen die Entwicklung von Anwendungen,
die verteilt auf dem Cluster ausgeführt werden können, als würden sie sich lokal auf
einem Mehrprozessorsystem befinden. Die letztgenannten Job-Management- und
Job-Scheduling-Systeme bieten einen einheitlichen Verwaltungszugang zu Ressour-
cen wie Prozessor, Speicher und E/A-Geräten auf dem gesamten Cluster und sorgen
für eine Lastverteilung und Lastbalancierung clusterweit, so wie es der betriebssys-
temeigene Scheduler knotenweit erledigt.
Anwendungsebene Die Anwendungsebene ist die Ebene, mit der der Benutzer
direkt interagiert. Auf dieser Ebene sind alle Anwendungen angesiedelt, welche den
Cluster transparent nutzbar machen. Dazu zählen GUI-Tools zur Überwachung des
Clusters, Anwendungen aufbauend auf Middleware, wie sie im vorigen Punkt vor-
gestellt wurde, die nur lokal zu laufen scheinen aber transparent die zur Verfügung
stehenden Ressourcen nutzen. Dazu zählen aber auch integrierte Systeme, wie der
Linux Virtual Server [Zha00] als Service, der einen Cluster nach außen unter einer
IP-Adresse zugänglich macht. Er besteht aus dem Lastverteiler (engl. Load Ba-
lancer), den eigentlichen Servern und geteiltem Hintergrundspeicher (engl. Shared
Storage). Oft werden zudem mehrere kooperierende Anwendungen mit einer zen-
tralen Verwaltungsschnittstelle kombiniert.
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4.1.5. Vor- und Nachteile jeder Ebene
Je nachdem auf welcher Ebene Aspekte des SSI umgesetzt sind, ergeben sich unter-
schiedliche Eigenschaften und Vorzüge [WS99, BCJ01].
Je näher an der Hardware die Umsetzung implementiert ist, desto größer ist
die Transparenz, desto umfassender also die Umsetzung des SSI, und desto mehr
Schichten können profitieren. Von Nachteil ist bei der Umsetzung von Aspekten in
Hardware aber, dass Flexibilität bezüglich der Erweiterung und Verbesserung des
Systems verloren geht.
Eine Umsetzung auf Betriebssystemkernebene bietet ein komplettes SSI für alle
Nutzer, also sowohl für Endnutzer als auch für Anwendungsentwickler. Anwendun-
gen müssen somit zunächst nicht speziell für das SSI-System angepasst werden, son-
dern profitieren automatisch von den zur Verfügung stehenden Ressourcen. Nach-
teilig sind jedoch die aufwendige und mit hohen Kosten verbundene Entwicklung
und Wartung dieser Systeme, welche einerseits durch eine wahrscheinlich geringe
Marktverbreitung bedingt ist, andererseits dadurch entsteht, dass es schwierig ist,
mit der aktuellen Entwicklung der „Standard“-Betriebssysteme Schritt zu halten.
Wird der geschlossene Gesamteindruck des SSI auf Anwendungsebene umgesetzt,
beschränkt sie sich auf einzelne Teilbereiche und erfordert, dass jede Anwendung
separat SSI-Aspekte umsetzt. Vorteilhaft ist, dass es leichter ist, das SSI nach und
nach umzusetzen, im Gegensatz zur Betriebssystemkernebene, bei der zunächst viele
Aspekte auf einmal umgesetzt werden müssen, bevor das System überhaupt nutzbar
ist.
Die Middleware-Ebene stellt einen Kompromiss zwischen den Extremen dar. An-
wendungen, die Nutzen ziehen wollen, müssen meist mit einer speziellen API entwi-
ckelt werden und sind somit teurer zu entwickeln und zu warten. Soll eine spezielle
API vermieden werden, müsste auf Ebene der Bibliothek, welche die Standard-API
bereitstellt (z. B. libc) jeder Systemaufruf abgefangen werden, im Kernel selbst wä-
ren bei diesem Ansatz jedoch immer noch nur lokale Ressourcen sichtbar.
4.2. openMosix
openMosix kann auf eine lange Geschichte zurückblicken. Es ist seit langem ein Pro-
jekt, welches zum Ziel hat, brachliegende Rechenkapazitäten für überlastete Ein-
heiten nutzbar zu machen. Der möglichst komplette Eindruck eines Single-System-
Image eines ganzen Clusters wird dabei pragmatischen Gesichtspunkten geopfert
und der Schwerpunkt auf einfache Handhabung und Robustheit gelegt.
4.2.1. Geschichte und Ausblick auf die Zukunft
openMosix [BLS99, Buy04] basiert auf dem an der Hebrew University of Jerusalem
entwickelten Mosix, welches unter der Leitung von Amnon Barak 1977 als For-
schungsprojekt begann und in der Folge für verschiedene Unix Systeme entwickelt
wurde. Ab 1991 wurde Mosix auf die Intel-Architektur portiert und zunächst für
BSD [BL98] und später für Linux [BLS99] entwickelt. Nachdem Mosix 2001 in ein
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kommerzielles Produkt umgewandelt wurde, gründete Moshe Bar das Projekt open-
Mosix, das die frei verfügbaren Mosix-Quellen abspaltete (engl. Fork) und bis 2008
weiterentwickelte.
Seit 2008 werden die freien Quellen vom LinuxPMI-Projekt [Lin10] weitergepflegt.
Zum heutigen Tag1 ist die Webseite des Projektes nicht zu erreichen. Die Zukunft
des Projektes erscheint somit sehr ungewiss.
Kommerziell wird Mosix2 wohl auch auf absehbare Zeit weiterentwickelt. Ein
Großteil der Funktionalität wurde in den Userspace verlagert, so dass sich keine
Verpflichtung mehr ergibt, den Quellcode zu veröffentlichen.
4.2.2. Architektur
Die Architektur von openMosix beruht auf dem Konzept des Unique Home Node
(UHN) und der Trennung eines Prozesses in einen Benutzerkontext (Remote ge-
nannt) und einen Systemkontext (Deputy genannt). Der UHN ist dabei der Knoten
des Clusters, auf dem ein Prozess gestartet wurde, oftmals also der Login-Konten.
Der Benutzerkontext beinhaltet den eigentlichen Programmcode, den Stack, das Da-
tensegment, die Speichertabellen und Register des Prozessors und kann vom UHN
zu einem beliebigen anderen Knoten des Clusters migriert werden. Der Systemkon-
text, verbleibt immer auf dem UHN und enthält eine Beschreibung der Ressourcen,
mit denen der Prozess verbunden ist, und einen Kernel-Stack zur Ausführung von
Systemcode; er führt alle Systemaufrufe aus, die nicht auf dem entfernten Knoten
direkt ausgeführt werden können.
Durch Trennung der Prozesshälften auf der Ebene der Systemaufrufe (engl. Sys-
tem Calls) wird das Nebenziel der openMosix-Architektur erreicht, Anwendungen
im Userspace komplette Transparenz zu bieten. Deshalb sind die Komponenten im
Kernelspace implementiert und die üblichen Schnittstellen zwischen Kernel- und
Userspace bleiben unverändert erhalten.
Zwei wesentliche Komponenten zur Erreichung der Hauptziele von openMosix
(Lastbalancierung und Nutzung aller im Cluster verfügbaren Ressourcen) sind zum
einen die technische Basis, die die Migrationsfunktionalität bereitstellt, die Preemp-
tive Process Migration (PPM), und zum anderen die Resource Sharing Algorithmen,
welche nach Auswertung des Zustands des lokalen und der entfernten Systeme den
Anstoß zur automatischen Migration eines Prozesses geben und dazu auf die Funk-
tionalität des PPM zurückgreifen [BLS99]. Als Granularität der Arbeitsverteilung
dient somit der Prozess.
Als hauptsächlicher Algorithmus kommt bei openMosix der Lastbalancierungs-
Algorithmus zum Zug, welcher als Entscheidungsbasis dezentral zum einen lokale
und zum anderen durch bilateralen Datenaustausch erlangte entfernte Lastdaten
nutzt. Ist die lokale Last zu hoch, wird ein geeigneter entfernter Knoten ausgesucht,
dessen Lastdaten bekannt und hinreichend niedrig sind, und dann der Benutzerteil
des Prozesses migriert.
Nur wenn extremer Speichermangel herrscht, wird der zuvor genannte Algorith-
16.12.2010
2http://www.mosix.org
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Abbildung 4.1.: Architektur des SSI-Systems openMosix (nach [Buy04])
mus durch den sogenannten Memory Ushering Algorithums überlagert und ein Kno-
ten mit hinreichend freiem Speicher gesucht.
Darüber hinaus kann durch den Administrator auch jederzeit manuell ein Prozess
migriert werden, welches Vorrang vor den Algorithmen hat.
Durch eine verteilte Architektur ohne Master und zentrale Informationsbasis wird
versucht, eine möglichst große Unabhängigkeit der Knoten untereinander zu errei-
chen. Genutzt wird dazu eine Zufallskomponente, die mitbestimmt, zwischen wel-
chen Knoten Lastdaten ausgetauscht werden und zum anderen eine absichtlich ein-
geschränkte Sicht auf den Cluster. Letzteres bedeutet hierbei, dass Daten immer
nur zwischen zwei Knoten ausgetauscht werden und es für sämtliche Entscheidun-
gen nicht nötig ist, den Zustand aller Knoten zu kennen; stattdessen werden Ent-
scheidungen auf Basis der bekannten Daten getroffen.
Abbildung 4.1 stellt die Komponenten des openMosix-Systems dar. Praktisch
die gesamte Kommunikation wird über den Comm Layer abgewickelt. Dieser nutzt
sowohl das UDP-Protokoll für die Load Information Distribution, als auch TCP,
über welches die gesamte restliche Kommunikation läuft. Das Modul Load Infor-
mation Distribution tauscht mit anderen Knoten des Clusters Informationen der
drei Sensor-Komponenten für (CPU-)Load, Memory und Network Activity aus. Die
Core-Komponente beinhaltet unter anderem die erwähnten Algorithmen zur Last-
balancierung, welche die Daten des Load Information Distribution-Service nutzen,
um Entscheidungen über die Migration von Prozessen zu fällen. Die eigentliche Mi-
gration wird durch die Komponente Preemptive Process Migration (PPM) durchge-
führt, welche sich auf Deputy, Remote und Remote Syscall für die Implementierung
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von verteilt ablaufenden Prozessen stützt. Mit migratable Shared Memory (migS-
HM) steht eine externe Erweiterung für openMosix zur Verfügung, welche ein einge-
schränktes Distributed-Shared-Memory-System zur Verfügung stellt und damit die
Migrationsfähigkeiten auf Prozesse, welche Gemeinsamen Speicher nach dem Sys-
tem V Standard nutzen, ausdehnt. Die Kombination von openMosix File System
(oMFS) und Direct File System Access stellt Funktionen für einen systemweiten
und auf lokalen Zugriff optimierten Dateizugriff zur Verfügung.
Das openMosix-System, welches im Kernel implementiert ist, wird durch die
openMosixview-Suite um einen Satz an Verwaltungswerzeugen ergänzt. Die Suite
beinhaltet Anwendungen sowohl zur Überwachung und Analyse des Clusters, als
auch zur aktiven Prozessverwaltung.
Umsetzung des SSI
openMosix hat ein anderes Verständnis des Begriffes Single-System-Image, als die
beiden ebenfalls vorgestellten Systeme OpenSSI und Kerrighed. Dem Nutzer wird
das Bild präsentiert, er würde nur auf seinem Login-Knoten arbeiten. Prozesse, die
auf diesem Login-Knoten gestartet werden, werden (bei Bedarf) für ihn transparent
auf andere Knoten migriert. Die Ressourcen der anderen Knoten werden jedoch vor
ihm versteckt.
Nach [LGV+05] sind Prozess-IDs (PIDs) nur knotenweit eindeutig, nicht cluster-
weit. Das hat zur Folge, dass Prozesse, die von anderen Knoten auf seinen Login-
Knoten migriert wurden, für ihn nicht sichtbar sind. Ein einheitlicher Prozessraum
liegt nicht vor. Ein einheitlicher Speicheradressraum ist ebenfalls nicht gegeben,
das Modul migSHM erweitert aber zumindest teilweise die Unterstützung für Ge-
meinsamen Speicher. Geräte (engl. Devices) anderer Knoten des Clusters sind nicht
clusterweit sichtbar [LGV+05], ein einheitlicher Ein-/Ausgabeadressraum ist also
nicht vorhanden. Unvollständig ist auch die einheitliche Dateisystemhierarchie. Die
einheitliche Sicht auf das über oMFS verwaltete Dateisystem erstreckt sich üblicher-
weise [Buy04, ABES04] nicht auf das Root-Verzeichnis. Checkpointing von Prozessen
ist nur über ergänzende Software möglich. Es ist nicht in das System integriert und
somit nicht transparent für die Anwendungen.
Anbindung der Kommunikationshardware
Praktisch die gesamte Kommunikation von openMosix findet über den Comm-Layer
statt. Dieser wiederum setzt auf den Protokollen TCP und UDP auf, welche ihrer-
seits eng mit dem Protokoll IP verknüpft sind.
Hauptsächlich wird wie bei den anderen vorgestellten SSI-Systemen Ethernet
mitsamt dem im Linux-Kernel enthaltenen IP-Stack unterstützt. Theoretisch ist
es jedoch möglich, jegliche Netzwerkhardware zu nutzen, die eine IP-Schnittstelle
anbietet, wie z. B. bei InfiniBand und Myrinet der Fall (vgl. Kapitel 2.3).3
3Letzteres wird als mögliche Konfiguration in [BLS99] erwähnt, was nahelegt, dass es auch prak-
tisch getestet wurde.
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4.3. OpenSSI
OpenSSI hat eine weit zurückreichende Geschichte und versucht viele bestehende
Ideen, Ansätze und Projekte aufzugreifen und zu integrieren, um ein möglichst
perfektes Single-System-Image zu erzeugen. Es hat einen hohen Reifegrad erreicht,
wird allerdings nur noch schleppend weiterentwickelt.
4.3.1. Geschichte und Ausblick auf die Zukunft
Die Entwicklung von OpenSSI reicht zurück bis zum verteilten Betriebssystem LO-
CUS [WPE+83], welches als Forschungsprojekt zwischen 1980 und 1983 an der Uni-
versity of California in Los Angeles (UCLA) entwickelt wurde und zunächst auf
PDP-11-Hardware zugeschnitten war. In der Folge wurde es in einer eigenen Fir-
ma, Locus Computing Corporation, kommerziell weiterentwickelt und auf mehrere
Architekturen portiert und in verschiedene Produkte eingebracht, wie z. B. in die
verteilte Variante von OSF/1 (Advanced Development). Das Locus-Team entwickel-
te für die Firma Tandem Computing das auf UnixWare basierende NonStop Cluster
(NSC) [WS99]4 und wurde später selbst von Tandem übernommen. Tandem Com-
puting wurde von Compaq gekauft, wo der bestehende Quellcode auf Linux portiert
und unter dem heutigen Namen OpenSSI als Open Source freigegeben wurde. Nach-
dem Hewlett-Packard (HP) 2001 mit Compaq fusionierte, wurde OpenSSI noch bis
2008 mit Unterstützung von HP weiterentwickelt. Seitdem wird die Entwicklung
von einem unabhängigen Team augenscheinlich vor allem in der Freizeit fortgesetzt.
Betrachtet man die Entwicklung seit dem Jahr 2008, so ist eine starke Verlangsa-
mung des Fortschritts festzustellen. Bedingt ist dies vor allem durch die eingestell-
te Unterstützung durch Firmen, welche zum einen zum Abgang vieler Entwickler
geführt hat und zum anderen dazu, dass die verbleibenden Entwickler wesentlich
weniger Zeit in das Projekt investieren können. Die Software ist hinreichend stabil,
es zeichnet sich jedoch ab, dass das relativ kleine Entwicklerteam auf Dauer nur
schwer Anschluss an den enorm hohen Entwicklungstakt des Linux-Kernels halten
kann und sich der Rückstand zum aktuellen Stand der Technik weiter vergrößert.
4.3.2. Architektur
Der Ansatz von OpenSSI besteht darin, soweit möglich etablierte Cluster-Projekte,
die Teilbereiche abdecken, zu integrieren. OpenSSI baut dabei auf dem Linux Kernel
auf und erweitert ihn um SSI Hooks und SSI Extensions [Wal01]. SSI Hooks sind
Code-Ergänzungen, die in den Linux Kernel eingebracht wurden, um auf eigene
Erweiterungen zu verzweigen. SSI Extensions sind Erweiterungen, die es erlauben,
den Zugriff auf Objekte wie Prozesse, Dateien, Message Queues und Geräte zu ko-
ordinieren. Zudem werden neue Schnittstellen bereitgestellt, die es Anwendungen
erlauben, unter Aufgabe eines Teils des geschlossenen Gesamteindrucks des SSI den
Cluster besser zu nutzen und somit die Skalierbarkeit, Verfügbarkeit und Verwalt-
barkeit zu erhöhen.
4UnixWare NSC wurde von der Firma Santa Cruz Operation (SCO) als Produkt verkauft.
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Abbildung 4.2.: Architektur des SSI-Systems OpenSSI
Alle SSI Erweiterungen von OpenSSI lassen sich grob in drei Kategorien untertei-
len: (1) Erweiterungen außerhalb des Kernels – zur Systemverwaltung oder für hohe
Verfügbarkeit, (2) Kernel Infrastrukturerweiterungen – als Basis für Zusatzfunktio-
nalität, (3) Erweiterungen des Kernels mit dem Ziel, ein SSI für Kernel-Objekte zu
erreichen.
Die verschiedenen Komponenten, aus denen OpenSSI aufgebaut ist, sind in An-
lehnung an [Wal01] in Abbildung 4.2 dargestellt und im Folgenden kurz erläutert.
ICS Die unterste Ebene im Architekturbild von OpenSSI nimmt das Inter-node
Communication Subsystem ein. Praktisch alle Kommunikation mit anderen Knoten
findet über das ICS statt. Es ist intern in zwei Schichten unterteilt. Die obere ist
unabhängig vom physischen Transportmedium und stellt ihre Dienste den Kernel-
Subsystemen zur Verfügung, während die untere Schicht die Schnittstelle zu zu-
verlässigen Übertragungsmedien bietet. Implementiert ist zum jetzigen Zeitpunkt
Unterstützung für TCP als Übertragungsprotokoll und experimentell für InfiniBand.
CLMS Der Cluster Membership Service kümmert sich um Zustandsänderungen
der Knoten des Clusters, arbeitet dabei eng mit dem ICS zusammen und nutzt des-
sen Kommunikationsdienste. Der CLMS arbeitet nach dem Master-Slave-Prinzip;
zu jedem Zeitpunkt gibt es genau einen Master, alle anderen Knoten arbeiten als
Slaves. Sollte der Master-Knoten ausfallen, übernimmt einer der Slaves seine Rolle.
Zu den Aufgaben des CLMS gehört es einerseits, das Starten, Herunterfahren oder
Ausfallen anderer Knoten zu detektieren, andererseits, die verschiedenen anderen
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Kernel-Subsysteme über Callbacks zu informieren.
DLM Wie in [Wal01] beschrieben, wurde der Distributed Lock Manager aus einem
Open-Source-Projekt von IBM übernommen. Er wurde integriert in den CLMS und
dient dazu, clusterweit für Cache-Kohärenz zu sorgen, z. B. für den Dateisystem-
Cache.
ClusterFS Ziel des Cluster Filesystem ist es, hochverfügbar auf jedem Knoten des
Clusters dieselbe Dateisystemhierarchie zur Verfügung zu stellen. Dazu bietet es
Unterstützung für unterschiedliche Cluster-Dateisysteme als Basis, sorgt zum einen
dafür, dass auf allen Knoten die gleiche Mount-Hierarchie existiert und zum anderen,
dass geöffnete Dateien auch nach Migration eines Prozesses noch zugreifbar sind.
Knotenausfälle werden vom ClusterFS toleriert und für Anwendungen transparent
gehalten.
CLVM Der Cluster Logical Volume Management ist ein Kernelmodul, dass den
verteilten Zugriff auf den lokalen Logical Volume Manager (LVM) koordiniert. Dabei
bietet der LVM eine Abstraktionschicht zwischen physikalischem Speichermedium
(Festplatten und Partitionen) und dem Dateisystem.
IPC Clusterweite Interprozess-Kommunikation sorgt vor allem dafür, dass IPC-
Objekte wie Pipes, Semaphoren, Message Queues, etc. clusterweit eindeutige Na-
men bekommen. Das wird zum einen dafür genutzt, mittels dieser Objekte Knoten-
übergreifend zu kommunizieren, zum anderen, auch nach Migration eines Prozesses
das gleiche Objekt weiter zu nutzen. Bei OpenSSI ist die Verwaltung von clusterwei-
tem gemeinsamem Speicher in der IPC-Komponente enthalten. Laut [Wal01] besteht
die Einschränkung, dass mittels des clone()-Systemaufrufs erzeugte Prozesskopien
(zumeist Threads) nicht auf unterschiedlichen Knoten des Clusters ausgeführt wer-
den können. Sie können jedoch sehr wohl als Prozessgruppe gemeinsam zu einem
anderen Knoten migriert werden.
Cluster Proc Genau wie bei IPC ist auch bei der clusterweiten Prozessverwal-
tung das Ziel zum einen, alle Prozesse clusterweit eindeutig sichtbar zu machen,
zum anderen, Prozesse transparent migrieren zu können. Letzteres ist die Basis für
optionale automatische Lastverteilung innerhalb des Clusters.
Cluster Devices Das clusterweite Geräte-Subsystem stellt transparent alle Gerä-
te (Devices) der einzelnen Knoten des Clusters auf allen Knoten zur Verfügung.
Dazu wird eine clusterweit eindeutige Benennung eingeführt. Das /dev-Verzeichnis
beinhaltet somit auf jedem Knoten alle Geräte, verfügt jedoch auch über einen
Kompatibilitätsmodus, über den einzelnen Applikationen eine rein lokale Ansicht
präsentiert wird.
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Cluster Networking Diese Komponente nutzt das Linux Virtual Server-Projekt,
welches den Cluster als Ganzes von außen unter einer einzigen IP-Adresse erreichbar
macht. Verbindungen werden dabei zwischen den einzelnen Knoten lastbalanciert.
In späteren Phasen sollen außer der einen Cluster-IP-Adresse auch alle lokalen IP-
Adressen der einzelnen Knoten auf jedem Knoten als lokal erscheinen.
Monitoring and Failover/Restart In dieser Komponente wird die hauptsächliche
Funktionalität zum Erreichen von hoher Verfügbarkeit gesammelt. Ein Teil dieser
Funktionalität wird schon durch die jeweiligen SSI-Kernelkomponenten bereitge-
stellt, diese Userspace-Komponente stellt dabei APIs und Bibliotheken zum Zugriff
auf die Funktionalität zur Verfügung.
System Management OpenSSI verfolgt bei der clusterweiten Systemverwaltung
einen recht radikalen Ansatz. Um den Eindruck eines einzigen Gesamtsystems auf-
recht zu erhalten, werden viele Standard-Systemverwaltungswerkzeuge angepasst
und erweitert. Als Vorteil wird genannt, dass möglichst wenige neue Cluster-Ver-
waltungswerkzeuge zu lernen seien. Nachteilig aus Entwicklerperspektive ist dabei
allerdings, dass Eingriffe in viele Werkzeuge vorgenommen werden müssen. Der
tiefgehendste Eingriff ist wohl die Anpassung des init-Prozesses und einiger Start-
skripte mit dem Ziel selbst den Bootprozess so transparent wie möglich zu machen.
Umsetzung des SSI
Die Umsetzung des Eindrucks eines einheitlichen Gesamtsystems ist bei OpenSSI
weitestgehend komplett. Alle Knoten des Clusters teilen sich ein gemeinsames Root-
Verzeichnis und schon sehr früh im Boot-Prozess (innerhalb des init-Prozesses) wird
die einheitliche Sicht erzeugt. Im Unterschied zu den beiden anderen vorgestellten
Systemen bietet OpenSSI eine einheitliche Sicht auf sämtliche im Cluster vorhan-
denen Geräte (Devices).
Das Kriterium des einheitlichen Prozessraums ist bei OpenSSI vollständig erfüllt,
Prozess-IDs sind clusterweit eindeutig und von jedem Knoten aus sichtbar. Ein ein-
heitlicher Speicheradressraum ist nicht umgesetzt. Prozesse können zwar über ge-
meinsamen Speicher Knoten-übergreifend kommunizieren, diese Funktionalität wird
allerdings über das shmfs-Dateisystem von Linux erreicht5. Alle Geräte des Clusters
sind auf allen Knoten unter einem gemeinsamen /dev-Verzeichnis zugreifbar, was
das Kriterium des einheitlichen Ein-/Ausgabeadressraums erfüllt. Die einheitliche
Sicht auf das Dateisystem ist komplett gegeben. Checkpointing ist nur über ergän-
zende Software möglich, nicht in das System integriert und somit nicht transparent
für die Anwendungen. Prozessmigration wird komplett unterstützt.
Anbindung der Kommunikationshardware
Praktisch die gesamte Kommunikation zur Laufzeit des Clusters wird über das
Inter-node Communication Subsystem (ICS) durchgeführt, welches seinerseits auf
5http://osdir.com/ml/linux.cluster.ssic.user/2004-01/msg00090.html
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der Protokollkombination TCP/IP aufbaut. Unterstützt wird somit theoretisch ohne
weitere Änderungen jegliche Netzwerkhardware, die eine TCP-Schnittstelle bietet.
Praktisch führt die Integration des Clusters zu einem sehr frühen Zeitpunkt wäh-
rend des Boot-Prozesses jedoch dazu, dass die Nutzung anderer Netzwerke als Ether-
net nicht so trivial ist. Zum Einen findet die Adressvergabe während des Bootprozes-
ses über das Dynamic Host Configuration Protocol (DHCP) statt und der Kernel
wird danach über das Trivial File Transfer Protocol (TFTP) aus dem Netzwerk
geladen. Beide Protokolle setzen auf dem UDP-Protokoll auf, wodurch entweder
sowohl UDP als auch TCP vorausgesetzt werden, oder das beiden gemeinsame Ba-
sisprotokoll IP.
Zum Anderen ist es nicht vorgesehen, über eine Netzwerkschnittstelle die IP-
Adresse zugeteilt zu bekommen und den Kernel zu laden, und danach die Kom-
munikation des SSI-Clusters über eine andere Schnittstelle durchzuführen. Insofern
sind entweder Eingriffe nötig, um dieses zu ermöglichen, oder sämtliche zum Boo-
ten benötigten Dienste wie DHCP-Server und TFTP-Server sind auch über die neue
Netzwerkhardware zur Verfügung zu stellen.
Das Vorgenannte gilt für den Fall, dass neue Hardware transparent (also oh-
ne Änderungen an OpenSSI-Komponenten) eingesetzt werden soll. Es ist natürlich
möglich und auch in der Software-Architektur vorgesehen, die Kommunikationskom-
ponente ICS um Unterstützung für ein neues Netzwerk zu erweitern. In Entwicklung
befindet sich in dieser Form Unterstützung für InfiniBand, welches in der aktuellen
Version 1.9.3 als experimentell gekennzeichnet ist.
4.4. Kerrighed
Kerrighed ist ein recht junges Cluster-Betriebssystem, welches aufbauend auf dem
Standard-Linux-Kernel den Eindruck eines Single-System-Image erzeugt. Es nutzt
dabei als zentrale Idee den neu entwickelten Distributed Data Manager [LM01] und
versucht, so wenig Änderungen wie möglich am Standard-Kernel vorzunehmen, um
so Abhängigkeiten von dessen sich rasch ändernden Schnittstellen zu vermeiden.
Erwähnenswert ist der sehr modulare Aufbau der Architektur.
4.4.1. Geschichte und Ausblick auf die Zukunft
Kerrighed wurde ab 1999 im Rahmen des Projekts PARIS des INRIA (Institut
National de Recherche en Informatique et en Automatique) am IRISA (Institut de
Recherche en Informatique et Systèmes Aléatoires) in Rennes, Frankreich, unter
dem Namen Gobelins als Erweiterung des Betriebssystems Linux von Grund auf
neu entwickelt. Ein Großteil der Arbeit fand dabei im Rahmen der Dissertationen
von Renaud Lottiaux [Lot01], Geoffroy Vallée [Val04], Pascal Gallard [Gal04] und
Louis Rilling [Ril05] statt.
Seit 2006 findet die Weiterentwicklung als offenes Projekt hauptsächlich durch
die Firma Kerlabs [Ker06b] statt, welche von den drei vorgenannten Kernentwick-
lern zum Zwecke der Kommerzialisierung gegründet wurde. Unterstützung erfah-
ren sie bei der Entwicklung von INRIA und Partnern des XtreemOS Konsortiums
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[Xtr06], einer Organisation, die ein so genanntes Grid Operating System zur Un-
terstützung von Virtual Organisations entwickelt. Die Weiterentwicklung findet mit
hohem Tempo statt. Die Stabilität hat sich seit Gründung der Firma Kerlabs –
mit dem erklärten Ziel aus dem Forschungsprojekt ein Produkt zu machen – erheb-
lich verbessert. Zu erwarten ist in der Zukunft ein Fortschreiten der Entwicklung
entlang der von Kunden gewünschten Features. Laut Webseite6 wird vor allem die
Integration der Kernkomponente KDDM in den Standard-Linux-Kernel vorange-
trieben und die Effizienz der Verteilten Speicherverwaltung verbessert. Zudem soll
die Unterstützung für verteilte Threads wieder aktiviert und stabilisiert werden und
Abstürze einzelner Cluster-Knoten tolerierbar werden. Nicht zuletzt soll auch Un-
terstützung für Hochgeschwindigkeitsnetzwerke implementiert werden – das Thema,
zu dem die vorliegende Arbeit einen Beitrag leistet. Im letzten Jahr 2011 hat sich
bei Kerrighed die Entwicklung erheblich verlangsamt; die Zukunft wird zeigen, in
welcher Form das Projekt weitergeführt wird.
4.4.2. Architektur
Kerrighed ist aus einer Vielzahl von Komponenten zusammengesetzt [Ker10], welche
in Abbildung 4.3 dargestellt sind. Das Kernkonzept ist dabei der Distributed Data
Manager, welcher im Modul KDDM implementiert ist.
RPC Die Kommunikationsbasis bildet das Remote Procedure Call-Modul (RPC ),
welches für den weitaus größten Teil der Kommunikation mit anderen Knoten des
Clusters zuständig ist. Zur eigentlichen Kommunikation baut es auf dem Protokoll
TIPC auf, welches sowohl knoteninterne Kommunikation als auch knotenübergrei-
fende Kommunikation mittels einer einheitlichen Schnittstelle anbietet.
Hotplug Hotplug ist zuständig für die Überwachung von Nachbarknoten und evtl.
notwendige Rekonfigurationen; neu hinzugekommene Knoten werden genauso ver-
waltet, wie explizit aus dem Clusterverbund entfernte oder nicht mehr funktionsfä-
hige Knoten.7
KDDM Das Herz von Kerrighed bildet der Kerrighed Distributed Data Manager
(KDDM). Er bietet die notwendige Abstraktion für entfernten Zugriff auf Daten
aller Art, wie z. B. Speicher und Dateien. Die meisten anderen Dienste basieren
auf KDDM; als wichtigste wären zu nennen das DSM-System (Distributed Shared
Memory) im Modul MM, der Remote Paging Mechanismus und der kooperative
Dateicache. Weitergehende Informationen zu diesem Basiskonzept von Kerrighed
finden sich in den Artikeln [LM01, VLR+03, MGLV04], in denen KDDM unter
dem alten Namen Containers8 kurz und präzise beschrieben ist, ausführlich und
6http://www.kerrighed.org/wiki/index.php/CommunityRoot
7Unterstützung für dynamisches Hinzufügen und Entfernen von Knoten wird aktuell (November
2010) zu Version 3.0.0 hinzugefügt und verbessert.
8Der Name wurde geändert, um die Verwechslungsgefahr mit Linux Containers [Hel09] zu vermei-
den, einem neueren Konzept zur Virtualisierung von Rechnern (ähnlich VServer oder OpenVZ
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Abbildung 4.3.: Architektur des SSI-Systems Kerrighed
detailliert (auf Französisch) in der Dissertation [Lot01] und unter dem neuen Namen
in [LLFM08].
ProcFS Das Modul Process File System (ProcFS) implementiert als Gegenstück
zum lokalen /proc-Verzeichnis das globale /proc-Verzeichnis. Es beinhaltet Daten
über den gesamten Cluster zu Themen wie z. B. Speichernutzung, laufende Prozesse,
usw.
Sync Grundsätzliche Synchronisationsmechanismen, wie z. B. Locks und Sema-
phoren, sind innerhalb des Moduls Synchronisation (Sync) implementiert. Sie bilden
die Basis für Synchronisationsprimitive innerhalb des Inter Process Communicati-
on-Moduls (IPC ), welche für direkte Nutzung durch Anwender und Bibliotheken
gedacht sind (IPC-Semaphoren, Thread-Synchronisation, etc.).
IPC Das IPC -Modul stellt verteilte Mechanismen zur Interprozesskommunikation
bereit. Es nutzt Funktionalitäten des Speicherverwaltungsmoduls (engl. Memory
unter Linux, Zones unter Solaris oder Jails unter BSD). In der zur Zeit neuesten Version 3.0
von Kerrighed werden sowohl Linux Containers als auch KDDM eingesetzt.
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Management, MM ) für verteilten gemeinsamen Speicher (engl. Distributed Shared
Memory, DSM) und des Sync-Moduls für clusterweite Semaphoren.
FS Das File System-Modul (FS) sorgt für Unterstützung der Migration offener
Dateien und das gemeinsame Nutzen von Dateizeigern (engl. File Pointers) durch
Prozesse, welche auf unterschiedlichen Knoten des Clusters laufen.
MM Das Speicherverwaltungsmodul (MM ) ist verantwortlich für die Migration
von Prozessspeicher und clusterweiten verteilten Speicher. Es bietet somit ein DSM-
System (Distributed Shared Memory) auf Basis von KDDM.
Dynamic Streams Ein allgemeiner Mechanismus für die Migration von offenen
Streams wie Pipes, Sockets und Character Devices wird durch das Modul Dynamic
Streams bereitgestellt.
Ghost DasGhost-Modul implementiert grundsätzliche Funktionalität um den Ker-
nelkontext von Prozessen zu extrahieren und neu anzulegen. Genutzt wird das vor
allem vom EPM -Modul.
Proc Das Proc-Modul bietet Funktionalität zur clusterweiten Verwaltung von Pro-
zessen. Aufgaben beinhalten z. B. globale Benennung von Prozessen und globales
Senden von Signalen.
EPM Die erweiterte Prozessverwaltung (engl. Enhanced Process Management,
EPM ) nutzt das Ghost-Modul, um Aktionen auf Prozessen durchzuführen, die so
auf einem Standard-Linux-System nicht möglich sind: die Migration von Prozes-
sen auf einen anderen Knoten des Clusters, das Process Checkpointing (Einfrieren
und Sichern eines Prozesszustands), das entfernte Starten von Prozessen und die
Verwaltung von verteilten Threads.
Global Scheduler Ganz oben in der Hierarchie der Kerrighed-Module liegt der
Global Scheduler. In ihm sind die verschiedenen knotenübergreifenden Scheduling-
Richtlinien (engl. Policies) implementiert. In Kerrighed existiert ein flexibles Fra-
mework, welches das Programmieren von Scheduling Richtlinien vereinfacht und es
erlaubt, diese zur Laufzeit auszuwählen und zu ändern.
Umsetzung des SSI
Kerrighed bietet ein weitgehend komplettes Single-System-Image. Es erstreckt sich
über globale Prozessverwaltung, globale Interprozesskommunikation (IPC) bis hin
zu globaler verteilter Speicherverwaltung, letztere inklusive Unterstützung für ver-
teilt ausgeführte Threads9. Als relativ junge Neuentwicklung wurde versucht, von
9In aktuellen Versionen von Kerrighed wurde diese Eigenschaft aus Stabilitätsgründen bis auf
weiteres deaktiviert.
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den Erfahrungen älterer Systeme wie Mosix und OpenSSI zu lernen. Die Komplexi-
tät wurde möglichst gering gehalten zum einen durch Nutzung von KDDM (früher
Containers) als einheitlicher Abstraktion von verteilten Objekten aller Art und zum
anderen durch Nutzung von TIPC als (im Linux-Kernel integriertem) Standardpro-
tokoll welches neben der einfachen Kommunikation im Cluster Unterstützung für
Aspekte des Beitritts und Austritts eines Knotens zu/vom Cluster bietet.
Der geschlossene Gesamteindruck des SSI ist dabei über sogenannte Capabilities
feingranular für jeden Prozess einstellbar. Im Standardfall (ohne zusätzliche Einstel-
lungen) verhält sich Kerrighed praktisch wie ein gewöhnliches auf einen Knoten be-
schränktes Linux, mit der Ausnahme, dass Ressourcen des gesamten Clusters sicht-
bar sind (globales /proc-Dateisystem, gemeinsames Root-Dateisystem). Im einzel-
nen lassen sich unter anderem die Nutzung von entferntem Speicher (Capability
USE_REMOTE_MEMORY), die Möglichkeit der Migration auf einen anderen Knoten des
Clusters während der Laufzeit (CAN_MIGRATE) und der entfernte Start von Prozes-
sen (DISTANT_FORK) erlauben oder verbieten. Kerrighed bietet keinen einheitlichen
Ein-/Ausgabeadressraum, entfernte Geräte werden also nicht unterhalb des /dev-
Verzeichnisses angezeigt.
Anbindung der Kommunikationshardware
Sämtliche Kommunikation von Kerrighed findet über das RPC- und das Hotplug-
Modul statt, welche wiederum auf dem auf Cluster optimierten Kommunikations-
protokoll TIPC aufbauen. Durch Mechanismen, die in TIPC integriert sind, ist es
dabei sehr einfach möglich zur Laufzeit von einem Netzwerkgerät auf ein anderes
umzuschalten, was zum einen während der Entwicklung von Vorteil ist, zum anderen
für eine Ausfallsicherheit auf Netzwerkebene sorgt. Da aktuell im frei verfügbaren
Code von TIPC nur ein Ethernet-Bearer vorhanden ist, wird auch nur Ethernet als
Netzwerk unterstützt.
In dieser Arbeit wird die Unterstützung theoretisch auf alle Netzwerktechnologi-
en, die das UDP-Protokoll unterstützen ausgeweitet. Praktisch getestet wurde dies
auf den Hochgeschwindigkeitsnetzwerken InfiniBand, Dolphin SCI und Dolphin DX.
4.5. Kommerzielle Alternative: vSMP der Firma
ScaleMP
In diesem Abschnitt wird zum Vergleich zu den als Kernel-Erweiterung implemen-
tierten Single-System-Image-Systemen die Architektur einer populären kommerzi-
ellen Alternative vorgestellt. Im Gegesatz zu den drei zuvor vorgestellten Syste-
men, ist das Kernkonzept von vSMP (versatile Symmetric Multi-Processing) die
Nutzung von Virtualisierung, also einer Schicht, die von der tatsächlich vorhande-
nen Hardware abstrahiert, zur Umsetzung eines Single-System-Image. Die Firma
ScaleMP wurde 2003 gegründet, um dieses Produkt als kostengünstige Alternative
zu hardware-basierten SMP-Systemen und einfach zu handhabende Alternative zu
lose gekoppelten Clustern weiterzuentwickeln und zu vermarkten.
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In der Praxis wird jeder einzelne Knoten des Gesamtsystems mit zusätzlichem
Flash-Speicher ausgestattet, der die Virtualisierungssoftware enthält10. Diese Soft-
ware wird vor dem Betriebssystem geladen.
4.5.1. Geschichte und Ausblick auf die Zukunft
vSMP, welches in den Jahren nach Gründung der Firma ScaleMP 2003 veröffent-
licht wurde, ist das jüngste der in dieser Arbeit näher vorgestellten SSI-Systeme.
Während in der Anfangszeit nur ein sehr eingeschränktes Hardware-Repertoire ge-
nutzt werden konnte, werden inzwischen11 eine Reihe von Mainboards, Chipsät-
zen und (X86-)Prozessoren sowohl von Intel als auch von AMD unterstützt. Da
das Haupteinsatzgebiet im Hochleistungsrechnen zu liegen scheint, ist zu vermuten,
dass bei der Entwicklung viel Gewicht auf möglichst schnelle Unterstützung neuer
Hardware wie Prozessoren und (InfiniBand-)Netzwerkadapter gelegt wird.
4.5.2. Architektur
Die Firma ScaleMP setzt bei ihrer Umsetzung eines Single-System-Image-Systems
auf einen proprietären Hypervisor (oft auch als VMM, Virtual Machine Monitor be-
zeichnet). Im Vergleich zu Standardsystemen wird dabei – wie in [Sca09] beschrieben
– zwischen Hardware und dem Betriebssystem eine neue Softwareschicht (der Hy-
pervisor) eingesetzt (siehe Abbildung 4.4), die dem unveränderten Betriebssystem
ein NUMA-SMP-System (vgl. 2.2.2) präsentiert.
Über den internen Aufbau dieser Schicht kann mangels veröffentlichter Infor-
mationen nur spekuliert werden. Kernkomponente des Hypervisors ist die globale
Speicherverwaltung. Sie arbeitet standardmäßig seitenbasiert (engl. page based), es
werden also Einheiten der Größe 4 kB verwaltet. Für Spezialfälle wie z. B. große
DMA-Transfers werden bis zu 128 kB auf einmal transferiert. Durch aufwendige
Caching-Strategien soll zudem der Nachteil der hohen Latenz des Zugriffs auf ent-
fernte Speicherseiten kompensiert werden.
Innerhalb des Hypervisors ist darüber hinaus die globale Verwaltung der Ein-
/Ausgabegeräte und die BIOS- und ACPI-Systemschnittstellen implementiert.
Umsetzung des SSI
vSMP bietet die kompletteste Umsetzung eines Single-System-Image unter den hier
vorgestellten Systemen. Es erstreckt sich über globale Prozessverwaltung, globale
Interprozesskommunikation (IPC) bis hin zu globaler verteilter Speicherverwaltung
und global sicht- und nutzbaren Ein-/Ausgabegeräten. Die Dokumentation deutet
zudem darauf hin, dass auch verteilt ausgeführte Threads unterstützt werden [Sca09,
S. 7].
10alternativ kann die Software auch über Netz geladen werden
11http://www.scalemp.com/spec, zuletzt besucht am 2.9.2012
68
4.6. Zusammenfassung
InfiniBand
Interconnect
Ke
rne
lsp
ac
e
Us
ers
pa
ce
Ha
rdw
are
InfiniBand Driver
Linux Operating System
(Unchanged)
Applications
Libraries
vS
MP
Hy
pe
rvi
so
r / 
VM
M
Shared IO Shared MEM(Cache Coherent)
System Interfaces
(BIOS/ACPI)
Abbildung 4.4.: Architektur des SSI-Systems vSMP
Anbindung der Kommunikationshardware
Die Betriebssystem-interne Kommunikation läuft transparent über Speicheropera-
tionen ab, die auf dem gemeinsamen Speicher (engl. shared memory) ausgeführt
werden. Dieser wird vom Shared-Memory-Modul, welches innerhalb des Hypervisors
implementiert ist, knotenübergreifend zur Verfügung gestellt. Das Shared-Memory-
Modul nutzt dabei InfiniBand als Kommunikationsmedium. Nähere Details zur Ein-
bindung oder über die genutzte Programmierschnittstelle sind aus der zur Verfügung
stehenden Dokumentation nicht zu entnehmen.
4.6. Zusammenfassung
In diesem Kapitel sind die drei auf Linux basierenden und frei verfügbaren Im-
plementierungen eines Single-System-Image-Betriebssystems openMosix, OpenSSI
und Kerrighed vorgestellt worden. Dabei wurde der Schwerpunkt auf die Architek-
tur insbesondere unter Berücksichtigung der Anbindung an die Kommunikations-
hardware gelegt. Zum Vergleich wurde zudem ein Blick auf die Architektur der po-
pulären kommerziellen Single-System-Image-Implementierung ScaleMP geworfen,
welche auf einer zusätzlichen neuen Ebene, der Hypervisor-Ebene, angesiedelt ist.
Betrachtet man die weitere Entwicklung, so scheint Kerrighed dasjenige der drei
vorgestellten Projekte zu sein, welches – unter Beibehaltung des frei verfügbaren
Quell-Codes – am aktivsten weiterentwickelt wird. Insofern bestätigt sich erfreuli-
cherweise die Entscheidung für die Wahl des Systems Kerrighed als Basis für diese
Arbeit, welche vor mehreren Jahren vor allem aufgrund der modularen Architektur
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aber auch aufgrund der Zukunftsperspektive des Projektes getroffen wurde.
Nachdem mit diesem Kapitel nun alle Grundlagen erläutert wurden, wird in den
folgenden drei Kapiteln zunächst die Kommunikation von Kerrighed untersucht
(Kapitel 5), dann der Entwurf der Unterstützung von Kommunikation über Hoch-
geschwindigkeitsnetzwerke vorgestellt (Kapitel 6) und abschließend eine erste Leis-
tungsbewertung der entwickelten Lösung vorgestellt (Kapitel 7).
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Kerrighed
In den vorangegangen Kapiteln sind die Grundlagen zum Verständnis der drei fol-
genden Kapitel gelegt worden. Das letzte Kapitel 4 hat insbesondere das Single-
System-Image-System Kerrighed näher gebracht, welches im vorliegenden Kapitel
näher untersucht werden soll. Im Speziellen wird nun die Kommunikation von Ker-
righed beobachtet, um bei der Entwicklung von neuen Netzwerkschichten – welche
im folgenden Kapitel 6 beschrieben wird – Schwerpunkte zu setzen und Rahmenbe-
dingungen zu bestimmen.
Zunächst werden die Werkzeuge Systemtap und Wireshark beschrieben, mit wel-
chen die Beobachtung der Kommunikation von Kerrighed durchgeführt wurde. Mit
diesen Werkzeugen wird die Kommunikation in unterschiedlichen Betriebszustän-
den genauer untersucht. Das Hauptaugenmerk der Untersuchungen liegt dabei auf
der Bestimmung der Größe der über das Netzwerk versendeten und empfangenden
Nachrichten, sowie deren Häufigkeit, was mit Systemtap geschieht. Genauere Un-
tersuchungen mit Wireshark sollen zudem in einzelnen Fällen Aufschluss über die
Abfolge und den Inhalt von beobachteten Paketen geben.
5.1. Werkzeuge zur Analyse
Bevor die Messungen genauer beschrieben und die Ergebnisse erläutert werden,
sollen kurz die eingesetzten Werkzeuge näher gebracht werden. Nur mit diesem
Wissen sind Unterschiede erklärbar, die sich zwischen den den Messungen mit Sys-
temtap und Wireshark ergeben. Zunächst wird etwas ausführlicher das Hauptwerk-
zeug Systemtap beschrieben, direkt danach in kürzerer Form das zur genaueren
Untersuchung eingesetzte Wireshark.
5.1.1. Systemtap
Zur Analyse der Nachrichten, die von Kerrighed über das TIPC-Protokoll versen-
det werden, gibt es mehrere Möglichkeiten. Die offensichtlichste Methode ist es, den
Linux-Quelltext zu editieren und an den Stellen, an denen Informationen zu Größe
und Häufigkeit der versendeten Nachrichten zu erwarten sind, Ausgabeanweisungen
in Form von printk()-Aufrufen einzufügen. Danach muss der Kernel neu kompiliert
werden, auf alle beteiligten Cluster-Knoten verteilt und in den Boot-Prozess ein-
gebunden werden. Nach einem Neustart aller Cluster-Knoten steht die gewünschte
Ausgabefunktionalität dann zur Verfügung. Bei jeglichen Änderungen an den Aus-
gabeanweisungen müssen diese Schritte wiederholt werden.
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Abbildung 5.1.: Arbeitsablauf von Systemtap (nach [JLLaMMdS09] und [EPC+05])
Eine wesentlich elegantere Methode bietet das Werkzeug Systemtap. Es erlaubt,
zur Laufzeit Code-Einschübe an (fast1) beliebigen Stellen des Linux-Kernels zu plat-
zieren. Mit diesen Code-Einschüben ist es möglich, den Zustand des Kernels genau-
er zu untersuchen, sich Registerinhalte und sämtliche Variablen zu (fast) jedem
Zeitpunkt ausgeben zu lassen. Der sogenannte Guru-Modus [JLLaMMdS09, S. 60]
hebt die Datenzugangsbeschränkungen auf und erlaubt damit auch, Änderungen an
Funktionsvariablen und Speicher generell vorzunehmen.
Anzumerken ist noch, dass der Overhead, also die Zeit, die zusätzlich benö-
tigt wird, um einen minimalen Systemtap-Code-Einschub auszuführen, laut [Eig06,
S. 265] auf einem Pentium 4 mit 3GHz-Taktung, welcher in der Leistungsfähigkeit
mit der in dieser Arbeit verwendeten Testplattform vergleichbar ist, etwa 1,3 µs
beträgt2.
Arbeitsablauf von Systemtap Anhand von Abbildung 5.1 soll kurz erläutert wer-
den, wie das Arbeiten mit Systemtap (im Standard-Modus3) abläuft. Zunächst ist
ein Systemtap-Skript zu erstellen, also eine Textdatei (hier probe.stp), in der zwei
Dinge festgelegt werden: die Stellen innerhalb des Kernels, an denen Code eingefügt
werden soll, und eben der Quelltext, der an diesen Stellen zur Ausführung gebracht
werden soll. Die im Rahmen dieser Arbeit erstellten Systemtap-Skripte sind in An-
hang A zu finden. Diese Systemtap-Skripte sind in einer eigenen Skript-Sprache
geschrieben, die in ihrer Syntax eng an C und awk angelehnt ist. Beim Schrei-
1Bereiche des Kernels, in denen Code-Einschübe gefährlich für die Stabilität wären, sind zumin-
dest im Standard-Modus durch eine Blacklist ausgeschlossen.
2Auch Kprobes ist eine Software, die ständig weiterentwickelt wird, und so gibt es in neueren
Versionen von Kprobes die Möglichkeit der Beschleunigung bestimmter Code-Einschübe. Nä-
here Details und Leistungsdaten dazu sind in http://www.kernel.org/doc/Documentation/
kprobes.txt nachzulesen.
3Der Standard-Modus soll hier die Abgrenzung zum Guru-Modus ausdrücken.
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Abbildung 5.2.: Registrierung und Ablauf von Kprobes (nach [KQ05])
ben der Systemtap-Skripte kann man auf fertige Funktionen zurückgreifen, die in
sogenannten Tapsets gesammelt sind. Im ersten Verarbeitungsschritt, dem Überset-
zen (translate), wird zunächst im Unterschritt parse das selbst erstellte Systemtap-
Skript auf Korrektheit überprüft und zur weiteren Verarbeitung aufbereitet. Da-
nach werden evtl. genutzte Funktionen aus den Tapsets eingefügt und mit Hilfe der
Debug-Informationen des Kernels Adressen von referenzierten Kernel-Funktionen
und -Variablen bestimmt (elaborate). Es stehen somit alle Informationen bereit, um
das Systemtap-Skript in eine C-Datei (hier probe.c) zu übersetzen (translate). Im
zweiten Verarbeitungsschritt, dem Kompilieren (build), wird die soeben erstellte
C-Datei probe.c unter Einbeziehen der nötigen Kernel-Quelltexte kompiliert und
in ein binäres Kernel-Modul umgewandelt (hier probe.ko). Dieses Kernel-Modul
wird im nächsten Schritt (load and run) in den Speicher geladen und die enthaltene
init-Funktion ausgeführt, welche den Code an den gewünschten Stellen im Ker-
nel einfügt (Erläuterungen zum Einfügen weiter unten). Die Code-Einschübe sind in
dieser Phase so lange aktiv und erzeugen falls gewünscht Ausgaben entweder in eine
Datei (hier probe.out) oder nach STDOUT4 bis entweder das Skript endet oder der
Benutzer die Ausführung beendet (durch Drücken der Tastenkombination CTRL-C).
Abschließend werden die Code-Einschübe wieder entfernt und das Kernel-Modul
wird aus dem Speicher entladen (unload).
Code-Einschübe von Systemtap mit Hilfe von Kprobes Um Code-Einschübe
während der Laufzeit des Kernels vornehmen zu können, bedient sich Systemtap
einer Technik namens Kprobes (siehe auch [MPK+06]). Abbildung 5.2 soll die Funk-
tionsweise von Kprobes veranschaulichen.
Nachdem in der elaborate-Phase von Systemtap die Adressen bestimmt wurden,
an denen ein Code-Einschub vorgenommen werden soll, wird beim Laden des Kernel-
Moduls eine Kprobe für jede gewünschte Stelle registriert. Der Vorgang dabei ist
in Abbildung 5.2a skizziert. Es wird zunächst eine Kopie der Instruktion opcode C
angelegt, welche sich an der gewünschten Einschubstelle befindet. Das erste Byte
der Instruktion an der Originalstelle wird nun durch eine Breakpoint-Instruktion
4STDOUT bezeichnet die Standardausgabe, welche im Normalfall dem aktiven Terminal entspricht.
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ersetzt („INT3“ bei der Intel-Architektur i386).
Wird der betrachtete Teil des Kernel-Codes nun ausgeführt, löst die Breakpoint-
Instruktion an der Originalstelle einen Interrupt aus, welcher die Ausführung der
Funktion do_int3() zur Folge hat (siehe Abbildung 5.2b). Diese ruft die vom Benut-
zer (hier von Systemtap) registrierte Funktion pre_handler() auf. Damit wird also
zunächst eingeschobener Code vor der an der gewünschten Stelle befindlichen Ori-
ginalinstruktion ausgeführt. Danach wird der Instruktionszeiger auf die Kopie der
Originalinstruktion gesetzt (opcode C). Durch Einschalten des Single-Step-Modus
wird gewährleistet, daß nach Ausführung der Originalinstruktion die Kontrolle wie-
der durch Aufruf von do_debug() an Kprobes übergeben wird. Es wird im Fol-
genden der Single-Step-Modus wieder abgeschaltet, eine evtl. von Systemtap regis-
trierte Funktion post_handler() ausgeführt, und die Ausführung an der auf die
Originalinstruktion (opcode C) folgenden Instruktion (opcode D) fortgesetzt.
Anwendung von Systemtap in dieser Arbeit In der vorliegenden Arbeit wurde
Systemtap dazu genutzt, die Funktionen send_msg() und recv_msg() des TIPC-
Ethernet-Bearers, also den Sende- und Empfangsfunktionen, die direkt mit der unter
TIPC liegenden Schicht kommunizieren, zu instrumentieren. Die wichtigste Infor-
mation, die dabei ausgewertet wird, ist die Größe des an die untere Schicht wei-
tergereichten Socket-Puffers (in der Funktion send_msg()), bzw. die Größe des von
der unteren Schicht übernommenen Socket-Puffers (in der Funktion recv_msg()).
Für die Histogramme wird protokolliert, welche Puffergrößen während der Laufzeit
des Testprogramms wie oft gesendet/empfangen werden; für die zeitlichen Verläufe,
die minimale/durchschnittliche/maximale Puffergröße in einem Intervall der Länge
1 s über die Ausführungszeit des Testprogramms hinweg.
5.1.2. Wireshark
Das zweite Werkzeug, welches für die Analysen eingesetzt wurde, ist das Netz-
werkanalyseprogramm Wireshark5 in der Version 0.99.4-5.e. Zum Mitschneiden der
Pakete, die über eine Netzwerkschnittstelle (wie z. B. eth0, eth1) versendet und
empfangen werden, setzt es unter Linux auf die Bibliothek libpcap. Diese wiederum
erlaubt es unter Nutzung einer einheitlichen Programmierschnittstelle Pakete aus
der Sende- und Empfangswarteschlange einer Netzwerkschnittstelle zu kopieren.
Anwendung von Wireshark in dieser Arbeit Im Verlauf der Analyse der Kommu-
nikation von Kerrighed wurden separate Messungen mit Wireshark durchgeführt,
um einerseits die mit Systemtap erzielten Beobachtungen hinsichtlich der Anzahl
der Pakete bestimmter Größen zu verifizieren und andererseits weitergehenden Ein-
blick in den Inhalt der Pakete und deren Abfolge zu geben. Aufgezeichnet wur-
den die Pakete über eine Netzwerkschnittstelle, die extra für die Cluster-interne
5Eventuell bekannter ist dieses Programm unter seinem ehemaligen Namen Ethereal, welcher aus
rechtlichen Gründen abgegeben werden musste (siehe auch http://www.wireshark.org/faq.
html#q1.2).
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Kommunikation von Kerrighed zur Verfügung gestellt wurde und somit zumindest
weitestgehend6 frei von anderen Paketen war.
Erst wird das Kommandozeilen-Werkzeug tshark der Wireshark Programmsuite
auf dem beobachteten Rechner gestartet, danach manuell eines der beiden kommu-
nizierenden Programme, wiederum wenige Sekunden später das andere der beiden.
Somit wird zunächst für wenige Sekunden Kommunikationsstille aufgezeichnet, be-
vor dann die eigentliche Kommunikationssituation beobachtet wird. Nach automati-
scher Beendigung der kommunizierenden Programme wird tshark manuell beendet,
wobei kurzzeitig wieder Kommunikationsstille aufgezeichnet wird.
5.2. Beschreibung der Analyseplattform
Sämtliche Untersuchungen des Kommunikationsverhaltens wurden auf Knoten des
in Kapitel 7.2 im Detail beschriebenen PD-Clusters durchgeführt. Es ist wichtig zu
erwähnen, dass alle 16 Knoten des Clusters während der Messungen gestartet waren,
während die Messungen nur auf 2 Knoten (bzw. Ruhezustand nur auf 1 Knoten)
durchgeführt wurden. Insofern stimmen die Anzahl und Größe der versendeten Pa-
kete nicht zwangsläufig mit der Anzahl und Größe der empfangenen Pakete überein.
Das ist durchaus beabsichtigt und erlaubt trotz Punkt-zu-Punkt-Messungen evtl.
zusätzliche Rückschlüsse auf das Verhalten im Cluster.
Zu jeder betrachteten Kommunikationssituation wird zunächst ein Histogramm
erzeugt, welches die Anzahl der an die von TIPC zur Kommunikation genutzten
Ethernet-Schicht übergebenen Pakete einer bestimmten Größe wiedergibt. Die Grö-
ße dieser Pakete hängt aller Voraussicht nach von zwei Faktoren ab: Zum einen von
der Größe der Datenpakete, die Kerrighed über TIPC versenden möchte und zum
anderen von der Größe, die maximal über das Transportmedium versendet werden
kann (Maximum Transmission Unit, MTU). Aus diesem Grund werden die Mes-
sungen zunächst mit der Standard-MTU von 1500B durchgeführt, und wo zweck-
mäßig ein weiteres Mal mit einer MTU von 65 000B, also nahe der Maximalgröße
für TIPC-Nachrichten7. Das Histogramm erlaubt es dabei, einzelne Paketgrößen
abzulesen. Zusätzlich wird eine weitere Messung durchgeführt, in der der zeitliche
Verlauf untersucht wird. Das zugehörige Diagramm zeigt dabei die Sende- und Emp-
fangsrate und gibt dazu die durchschnittliche Nachrichtengröße an, die von TIPC
an die darunter liegende Ethernet-Schicht übergeben wird. Alle Werte dieses Dia-
gramms sind während des betrachteten Kommunikationsvorgangs jeweils über ein
1 s-Intervall gemittelt.
6Tatsächlich wurden über diese Netzwerkschnittstelle bei den Messungen etwa 1Msg/s anderer
Protokolle wie ARP (siehe Kapitel 3.3.2), und die in dieser Arbeit nicht näher beschriebenen
Protokolle SMB (Server Message Block), STP (Spanning Tree Protocol), CDP (Cisco Discovery
Protocol) und LOOP (Cisco Configuration Test Protocol) ausgetauscht.
7Diese zweite große MTU lässt sich so bei Ethernet nicht realisieren, weshalb an dieser Stelle
mit ETHOS schon eine der entwickelten Software-Schichten eingesetzt wird, in welcher dann
die Fragmentierung auf von der Ethernet-Hardware verarbeitbare Paketgrößen vorgenommen
wird.
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Abbildung 5.3.: Histogramm der versendeten und empfangenen Paketgrößen im Ru-
hezustand vor dem Start von Kerrighed (MTU=1500B)
5.3. Kommunikation im Ruhezustand ohne Kerrighed
Zunächst wird das Kommunikationsverhalten des Systems im Ruhezustand beob-
achtet, wobei Kerrighed noch nicht gestartet ist. Als Ruhezustand wird hier der
Zustand bezeichnet, in dem kein Anwendungsprogramm über das TIPC-Protokoll
kommuniziert. Wie in Kapitel 3.4 erläutert, findet auch in diesem Ruhezustand
Kommunikation statt. Die Knoten schicken einander kontinuierlich Nachrichten. Die
Größe und Anzahl dieser Nachrichten wird anhand der folgenden Grafiken näher un-
tersucht. Durch Vergleich des Ruhezustands ohne Kerrighed und des Ruhezustands
mit gestartetem Kerrighed ist es möglich, den von Kerrighed zusätzlich erzeugten
Datenverkehr zu identifizieren.
In Abbildung 5.3 ist das Histogramm der versendeten und empfangenen Pake-
te dargestellt, gemessen über einen Zeitraum von 120 s. Es werden 240 Pakete der
Größe 40B versendet und 3163 der Größe 56B, was 92% der versendeten Nach-
richten entspricht. Empfangen werden ebenfalls 3163 Pakete (96%) der Größe 56B,
allerdings nur 119 – und damit etwa halb so viele – 40B-Pakete. Außerdem werden
30 Pakete der Größe 46B empfangen, während kein einziges dieser Größe versendet
wurde.
Laut Protokollspezifikation [MS10] versendet TIPC im Ruhezustand zwei Arten
von Nachrichten, zum einen Neighbour Discovery-Nachrichten, welche eine Größe
von 40B haben, zum anderen Link State-Nachrichten, deren Größe 56B beträgt.
Erstere werden nach einem Algorithmus, der die Knotennummer zur Bestimmung
des genauen Zeitpunkts berücksichtigt, einmal pro Minute als Broadcast versen-
det. Link State-Nachrichten werden – den Messungen nach – nach Ablauf eines
Timeouts8 von etwa 1,13 s auf jedem Link versendet und sofort von der jeweiligen
Gegenseite beantwortet, wenn kein anderweitiger Verkehr auf diesem Link stattfin-
det.
Die Anzahl der 40B-Nachrichten ist seltsam aus zwei Gründen: (1) es werden
doppelt so viele Nachrichten versendet wie empfangen; (2) nach Spezifikation soll-
8Im Quelltext des TIPC-Protokolls wird dieser Timeout (LINK_CONTINUITY) mit 375ms
angegeben.
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Abbildung 5.4.: Nachrichtenrate und mittlere Größe der versendeten und emp-
fangenen Pakete im Ruhezustand vor dem Start von Kerrighed
(MTU=1500B)
ten sie einmal pro Minute und Link als Broadcast versendet werden, zu erwarten
wären also in 120 s, da nur ein Link aktiviert ist, 2 versendete Nachrichten und 30
empfangene (es gibt 15 Nachbarknoten). Des Weiteren ist seltsam, dass 30 Nach-
richten der Größe 46B empfangen werden und keine dieser Größe versendet wird.
Kontrollmessungen mit dem Netzwerkanalyseprogramm Wireshark [Coc10] liefern
die nach Spezifikation erwarteten Ergebnisse.
Abbildung 5.4 zeigt die Nachrichtenrate des Systems gemessen in 1 s-Intervallen.
Wie zu erwarten ist die Sende- und Empfangsrate nahezu identisch; sie liegt mit
Schwankungen von etwa 20% um 27Msg/s. Die mittlere Größe der versendeten und
empfangenen Nachrichten liegt bei etwa 54B. Im Ruhezustand ohne Kerrighed wer-
den somit kontinuierlich etwa 54B/Msg× 27Msg/s = 1,5 kB/s ein- und ausgehend
übertragen.
Messungen mit einer Maximum Transmission Unit (MTU) von 65 000B zeigten
erstaunlicherweise keinen Unterschied zwischen Versand und Empfang bei der An-
zahl der 40B-Pakete; beide lagen bei 120 Paketen. Ansonsten ergaben sich keine
Differenzen zu den dargestellten Messungen mit 1500B.
Zusammenfassung Es lässt sich festhalten, dass Kommunikation mit sehr gerin-
ger Last durchgeführt wird, dominiert von Link State-Nachrichten der Größe 56B.
Versendet und empfangen werden jeweils etwa 27Msg/s oder 1,5 kB/s. Die Größe
der MTU zeigt praktisch keinen Einfluss.
5.4. Kommunikation im Ruhezustand mit Kerrighed
Als nächstes wird Kerrighed mittels krgadm cluster start gestartet und wieder-
um der Verkehr betrachtet. Wie zuvor findet noch keine vom Benutzer des Systems
initiierte Kommunikation statt, lediglich die vom System (Kerrighed, TIPC) selbst
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Abbildung 5.5.: Histogramm der versendeten und empfangenen Paketgrößen im Ru-
hezustand (MTU=1500B)
erzeugte Kommunikation sorgt für die beobachteten versendeten und empfangenen
Nachrichten.
Abbildung 5.5 zeigt wie im zuvor beschriebenen Fall die Anzahl der versendeten
und empfangenen Pakete einer bestimmten Größe gemessen über einen Zeitraum
von 120 s. Die weitaus meisten Pakete (9000, oder 69%) haben eine Größe von 72B,
neu hinzugekommen sind zudem noch 1800 Pakete (14%) der Größe 104B und 40
Pakete der Größe 100B. Die anderen Paketgrößen, die zu beobachten sind, sind die,
die schon ohne gestartetes Kerrighed vorhanden waren, also die Link State- und
Neighbour Discovery-Nachrichten von TIPC. Die seltsamerweise doppelt so hohe
Anzahl an versendeten Neighbour Discovery-Nachrichten im Vergleich zu der der
empfangenen zeigt sich auch hier. Zu beobachten ist zudem eine Verringerung der
Anzahl der Link State-Nachrichten gegenüber Abbildung 5.3, was darauf zurückzu-
führen sein sollte, dass die Pakete, die Kerrighed versendet, den TIPC-Timeout zur
Überprüfung des Links zurücksetzen und damit explizite Link State-Nachrichten
überflüssig machen.
Messungen mit einer MTU von 65 000B zeigen ebenfalls einen Rückgang der 56B-
Nachrichten gegenüber dem Fall ohne Kerrighed, welcher allerdings aus nicht weiter
untersuchten Gründen weniger stark ausfällt. Damit werden in diesem Fall bei einer
MTU von 65 000B wesentlich (etwa 40%) mehr Link State-Nachrichten versendet
als bei der kleinen MTU von 1500B. Auch hier ist die Anzahl der versendeten und
empfangenen 40B-Nachrichten im Gegensatz zur MTU von 1500B wieder identisch.
Kontrollmessungen mit Wireshark ergaben zum einen, dass es sich bei den 104B-
Paketen um Nachrichten des Kerrighed-Scheduling-Dienstes handelt, die genau ein-
mal pro Sekunde an jeden Knoten im Cluster gesendet werden (120 s×15Knoten×
1Msg/s = 1800Msg), zum anderen, dass sämtliche 72B- und 104B-Nachrichten
nicht kontinuierlich sondern Burst-artig auftreten; konkret wurde beobachtet, dass
an jeden Kommunikationspartner zunächst zwei 72B-Nachrichten innerhalb von
4 µs versendet werden, dann nach 10ms eine Folge von drei 72B-Nachrichten und
einer 104B-Nachricht.
Betrachtet man die Nachrichtenrate über dieselbe Zeitspanne mit zeitlicher Auf-
lösung von 1 s (vgl. Abbildung 5.6), ergibt sich ein relativ konstanter Verlauf bei
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Abbildung 5.6.: Nachrichtenrate und mittlere Größe der versendeten und emp-
fangenen Pakete im Ruhezustand nach dem Start von Kerrighed
(MTU=1500B)
etwa 110Msg/s, die mittlere Paketgröße liegt bei 72B. Es wird weiterhin praktisch
genau so viel empfangen wie versendet wird. Durch die zusätzliche Kommunikation
von Kerrighed erhöht sich die Datenübertragungsrate damit auf etwa 7,9 kB/s. Eine
Vergrößerung der MTU auf 65 000B lässt die Nachrichtenrate durch die beobachtete
größere Anzahl an Link State-Nachrichten um weitere 7Msg/s ansteigen.
Zusammenfassung Zwischen den Cluster-Knoten tauscht Kerrighed im Ruhe-
zustand vor allem Nachrichten der Größe 72B aus (die anscheinend zu verschie-
denen Zwecken eingesetzt werden) und 104B-Nachrichten, die Informationen des
Scheduling-Dienstes enthalten. Die Nachrichtenrate steigt damit auf etwa 110Msg/s
und die Datenübertragungsrate auf 7,9 kB/s. Eine große MTU von 65 000B führt zu
einer um 40% gesteigerten Anzahl an Link State-Nachrichten (56B) und insgesamt
zu einer etwa 5% höheren Nachrichten- und Datenübertragungsrate.
5.5. Kommunikation bei Nutzung von DSM
Zur Untersuchung der Kommunikation von Kerrighed bei Nutzung des Distributed
Shared Memory (DSM) Systems, wurde ein Testprogramm genutzt, welches nach
dem Client-Server-Prinzip funktioniert und somit aus zwei Teilen besteht, dem Ser-
ver, welcher in diesem Fall 1GiB an gemeinsamem Speicher (Shared Memory) an-
legt und mit Zufallsdaten initialisiert, und einem Client, der die Daten ausliest,
auf Korrektheit überprüft und dem Server dann signalisiert, sich zu beenden. Wie
in Kapitel 4.4 beschrieben, erlaubt das Single-System-Image-System Kerrighed die
Nutzung dieses gemeinsamen Speichers auch über Rechnergrenzen hinweg.
Zur Messung wurde zunächst der gesamte Cluster mit 16 Rechenknoten unter
Kerrighed gestartet. Als nächstes wurde die Systemtap-Messung auf einem Re-
chenknoten des Clusters angestoßen, dann wenige Sekunden später das Server-
Programm auf demselben Rechenknoten gestartet, wiederum wenige Sekunden spä-
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Abbildung 5.7.: Histogramm der versendeten und empfangenen Paketgrößen auf
dem Knoten des SHM-Server-Programms (MTU=1500B)
ter das Client-Programm auf einem zweiten Rechenknoten. Wenige Sekunden nach
Ende des Client-Programms wurde die Ausführung des Systemtap-Skriptes manuell
beendet. Kontrollmessungen wurden mit Platzierung der Systemtap-Messung auf
dem Knoten des Client-Programms vorgenommen. Die Beobachtung der übertrage-
nen Paketgrößen fand mit einer MTU von 1500B und von 65 000B statt.
In Abbildung 5.7 sind die beobachteten Paketgrößen und ihre Häufigkeit bei Nut-
zung eines Netzwerks mit einer MTU von 1500B dargestellt. Die Laufzeit der Beob-
achtung beträgt insgesamt 61 s. Gut zu erkennen sind bei den versendeten Daten-
paketen drei Paketgrößen, die dominierend sind: 524288 Pakete der Größe 1460B,
262144 Pakete der Größe 1364B und 262146 Pakete der Größe 96B. Des Weite-
ren sind Pakete der Größen 40B und 56B (TIPC-Ruheverkehr), sowie 72B und
104B (Kerrighed-Ruheverkehr) zu beobachten. Die 56B-Nachrichten (Link State-
Nachrichten) treten 1250 mal auf. Die übrigen Paketgrößen sind in den der Länge
des Beobachtungszeitraumes entsprechenden Ruhezustandsanzahlen zu beobachten.
Bei den empfangenen Paketen dominieren 262197 der Größe 100B (97% aller emp-
fangenen Pakete). Auffällig, aber in der Grafik aufgrund der großen Anzahl der
100B-Pakete höchstens dadurch erkennbar, dass die automatische Skalierung der
X-Achse einen größeren Bereich umfasst, ist, dass eine Speicherseite in der umge-
kehrten Richtung, also vom Client zum Server versendet wird.
Nähere Analysen mit Hilfe von Wireshark zeigen, dass während des Zugriffs auf
den entfernten Speicher der Server zunächst ein 96B-Paket sendet, gefolgt von drei
Nachrichten-Fragmenten, die insgesamt eine Speicherseite von 4096B und 28B an
zusätzlichen Daten beinhalten (1460B, 1460B, 1364B), und dann eine Nachricht
der Größe 100B vom Client empfängt. Dies geschieht für jede der 262144 gelesenen
Speicherseiten, wodurch sich alle Anzahlen der dominierenden Paketgrößen erklä-
ren lassen. Darüber hinaus bestätigen die Messungen, dass tatsächlich auf dem für
Nutzdatenübertragung genutzten Link keine Link State-Nachrichten versendet wer-
den. Die zuvor angesprochene eine Speicherseite, welche in umgekehrter Richtung
übertragen wird, wird versendet, nachdem alle anderen Speicherseiten vom Server
zum Client übertragen wurden.
Vergleichsmessungen mit einer MTU von 65 000B (siehe Abbildung 5.8) zeigen
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Abbildung 5.8.: Histogramm der versendeten und empfangenen Paketgrößen auf
dem Knoten des SHM-Server-Programms (MTU=65 000B)
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
20000
 0  10  20  30  40  50  60  70
M
es
sa
ge
 ra
te
 (in
 1/
s)
Time (in s)
Message rate of shmserver (MTU=1500)
avg packet size: 1088 B (sent), 99 B (receive)
send rate
receive rate
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
 0  10  20  30  40  50  60  70
M
es
sa
ge
 ra
te
 (in
 1/
s)
Time (in s)
Message rate of shmserver (MTU=65000)
avg packet size: 2101 B (sent), 99 B (receive)
send rate
receive rate
Abbildung 5.9.: Nachrichtenrate und mittlere Größe der versendeten und empfan-
genen Pakete auf dem Knoten des SHM-Server-Programms (links
MTU=1500B, rechts MTU=65 000B)
den erwarteten Wegfall der Fragmentierung. Jede Speicherseite kann jetzt als Gan-
zes übertragen werden, was sich in den 262144 Paketen der Größe 4164B wider-
spiegelt. Sowohl diese Pakete, als auch die augenscheinlich zur Vorbereitung und
Quittierung genutzten Pakete der Größen 96B und 100B treten jetzt praktisch
gleich häufig auf.
In Abbildung 5.9 ist links für eine MTU von 1500B die Nachrichtenrate des Re-
chenknotens dargestellt, auf dem das Server-Programm ausgeführt wird. Während
der Client auf den vom Server bereitgestellten Speicher zugreift, sendet der Ser-
ver etwa 18 500Msg/s, die mittlere Paketgröße beträgt dabei 1088B. Gleichzeitig
empfängt er vom Client (und zum kleinen Teil auch von den restlichen Knoten
im Cluster) etwa 4700Msg/s bei einer mittleren Paketgröße von 99B. Als Daten-
übertragungsraten ergeben sich damit etwas mehr als 20MB/s sendend und etwa
465 kB/s empfangend.
Durch Erhöhung der MTU auf 65 000B (siehe Abbildung 5.9 rechts) und den
damit verbundenen Wegfall der Fragmentierung reduziert sich die Nachrichtenrate
erheblich auf etwa 8200Msg/s sendend und 4100Msg/s empfangend. Die mittlere
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Sende-Paketgröße steigt auf 2101B, während die des Empfangs unverändert bleibt.
Die Datenübertragungsraten liegen demnach bei 17,2MB/s und 406 kB/s.
Zusammenfassung Anhand der Messungen in diesem Abschnitt lässt sich gut
das Seiten-basierte DSM-System beobachten. Daten werden von Kerrighed jeweils
in 4124B-Einheiten (4096B Daten der Speicherseite und 28B Zusatzinformationen)
übertragen. Durch Vergleich der Übertragung mit einer MTU von 1500B und von
65 000B zeigt sich, dass Kerrighed den Transfer jeweils einmal pro übertragener Sei-
te „bestätigt“ (mit einem 100B-Paket). Es ist von der gewählten MTU abhängig,
ob jede Speicherseite als Ganzes oder fragmentiert übertragen wird, die Bestätigung
findet in jedem Fall nur einmal statt. Eine Erhöhung der MTU führt erwartungsge-
mäß zu einer erheblichen Reduzierung der Sendenachrichtenrate von 18 500Msg/s
auf 8200Msg/s, was bei einem Netzwerk, welches so große Nachrichten unterstützt,
zu einem Leistungsvorteil führen sollte. Ansonsten ist noch erwähnenswert, dass
sich hier in diesem ersten untersuchten Fall der Nutzdatenübertragung bestätigt,
dass keine Link State-Nachrichten mehr übertragen werden, wenn Nutzdatenver-
kehr über den Link läuft.
5.6. Kommunikation bei Nutzung von Message
Queues
Als weiteres Hilfsmittel zur Interprozesskommunikation bietet Kerrighed die Ver-
wendung von Message Queues an, welche hier zum Datenaustausch auch über Rech-
nergrenzen hinweg genutzt werden können. In diesem Abschnitt soll diese Kommu-
nikation nun genauer untersucht werden. Hauptaugenmerk liegt auch hier wieder
auf der Anzahl und der Größe der versendeten Nachrichten.
Zur Messung wird ein einfaches Client-Server Programm genutzt, dessen Server
(msgrcv) eine Message Queue anlegt, über die er Nachrichten empfängt und die-
se dann mittels einer Prüfsumme auf Korrektheit überprüft. Das Client-Programm
(msgsnd) fordert die gleiche Message Queue an, initialisiert eine Nachricht der ge-
wünschten Länge mit Zufallszahlen, versendet diese Nachricht so oft wie gewünscht
an den Server und sendet diesem abschließend eine Terminierungsnachricht.
Zur Beobachtung der Kommunikation wird zunächst das Systemtap-Skript gestar-
tet, dann auf einem anderen Rechenknoten des gleichen Clusters der Server, der auf
Nachrichten wartet. Weitere wenige Sekunden später wird das Client-Programm,
welches die Nachrichten versendet, auf dem gleichen Knoten wie das Systemtap-
Skript gestartet. Nach Beendigung des Client- und Server-Programms wird manuell
das Systemtap-Skript beendet. Bei jeder Messung werden 131072 Nachrichten ge-
sendet und empfangen. Die Nachrichtengröße wird von 1 kB über 3 kB auf 8 kB
erhöht. Zudem werden Effekte betrachtet, die durch Standard-MTU (1500B) und
maximale MTU (65 000B) bedingt sind. Zu Kontrollzwecken sind auch Systemtap-
Messungen auf dem Knoten des Server-Programms durchgeführt worden, die wie zu
erwarten die gleichen Ergebnisse lieferten und deshalb hier nicht visualisiert werden.
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Abbildung 5.10.: Histogramm der versendeten und empfangenen Paketgrößen auf
dem Knoten des Message-Queue-Sende-Programms bei Versand
von 1 kB-Nachrichten (MTU=1500B)
Versand von 1 kB-Nachrichten Zunächst werden 1 kB-Nachrichten versendet, die
auch im Falle einer MTU von 1500B nicht fragmentiert werden müssen.
Abbildung 5.10 stellt die Paketgrößen und ihre jeweilige Anzahl dar. Betrach-
tet man die Sendeseite, so sind klar die 131072 Nachrichten der Größe 1092B zu
erkennen, die die eigentlichen Nutzdaten enthalten. Auffällig sind zudem in exakt
der gleichen Anzahl auftretende Nachrichten der Größe 88B und 72B, letztere um
die schon im Ruhezustand auftretende Anzahl erhöht. Ansonsten werden die auch
im Ruhezustand beobachtete Anzahl an Neighbour Discovery-Nachrichten (40B)
und an Link State-Nachrichten (56B) beobachtet, wobei letztere, wie auch zuvor
bei Kommunikation über gemeinsamen Speicher, erstaunlicherweise leicht vermehrt
versendet werden und nicht leicht reduziert. Das ist seltsam, da laut Protokollspezi-
fikation bei Verkehr auf einem Link keine Link State-Nachrichten versendet werden
sollen.
Weitergehende Untersuchung mit Wireshark zeigte beim Versand der Daten ei-
ne Abfolge von einem 88B-Paket, einem 72B-Paket und dann einem Datenpaket,
woraufhin der Empfänger mit einer “72B-Bestätigung“ antwortet. Das leicht erhöh-
te Auftreten von 56B-Nachrichten konnte auch hier reproduziert werden, obwohl
tatsächlich auf dem genutzten Link während Nutzdatenverkehrs keine Link State-
Nachrichten beobachtet werden können. Die Ursache muss also bei den Links zu
den restlichen Cluster-Knoten liegen.
Auf Seiten der empfangenen Pakete dominieren die 72B-Nachrichten, deren über-
wiegende Mehrheit aus „Bestätigungspaketen“ des Nachrichtenempfängers beste-
hen.
Abbildung 5.11 stellt die Sende- und Empfangsdatenrate des Senders dar. Bei
einer MTU von 1500B (links in der Grafik) werden Daten mit einer Rate von
20 500Msg/s versendet und mit 6900Msg/s empfangen. Die mittlere Sendepaket-
größe beträgt dabei 415B, während die mittlere Empfangspaketgröße bei 72B liegt.
Damit ergibt sich eine Datenübertragungsrate von 8,5MB/s in Senderichtung und
497 kB/s in Empfangsrichtung. Bei einer MTU von 65 000B (rechts in der Grafik)
sinkt die Datenrate in Senderichtung auf etwa 17 300Msg/s. Dies ist größtenteils
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Abbildung 5.11.: Nachrichtenrate und mittlere Paketgröße der versendeten und
empfangenen Pakete auf dem Knoten des Message-Queue-
Sende-Programms bei Versand von 1 kB-Nachrichten (links
MTU=1500B, rechts MTU=65 000B)
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Abbildung 5.12.: Histogramm der versendeten und empfangenen Paketgrößen auf
dem Knoten des Message-Queue-Sende-Programms bei Versand
von 3 kB-Nachrichten (MTU=1500B)
auf die zusätzlichen Softwareschichten durch ETHOS zurückzuführen, welches – wie
eingangs in Abschnitt 5.2 schon erwähnt – die Verwendung einer so großen MTU
erst möglich macht, allerdings hier zu Analysezwecken als „Ethernet-over-Ethernet“
missbraucht wird.
Versand von 3 kB-Nachrichten Die nun versendeten 3 kB-Nachrichten sollten
fragmentiert werden, wenn eine MTU von 1500B genutzt wird und von dieser Frag-
mentierung verschont bleiben bei einer MTU von 65 000B.
Betrachten wir zunächst die Standard-MTU von 1500B (vgl. Abbildung 5.12). Es
treten etwa 131072 Nachrichten mit 72B und 88B auf, außerdem ebenso viele mit
340B und doppelt so viele mit 1460B. Zu interpretieren ist das folgendermaßen:
Jede Nachricht von 3 kB Nutzdaten wird auf drei Datenpakete verteilt, zweimal
1460B und einmal 340B. Die „Bestätigung“ (72B) wird einmal pro Nachricht ge-
sendet und nicht etwa pro Fragment (vgl. Abbildung 5.12, empfangene Pakete). Das
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Abbildung 5.13.: Histogramm der versendeten und empfangenen Paketgrößen auf
dem Knoten des Message-Queue-Sende-Programms bei Versand
von 3 kB-Nachrichten (MTU=65 000B)
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Abbildung 5.14.: Nachrichtenrate und mittlere Paketgröße der versendeten und
empfangenen Pakete auf dem Knoten des Message-Queue-Sende-
Programms bei Versand von 3 kB-Nachrichten (MTU=1500B und
MTU=65 000B)
gleiche gilt für die „Ankündigung“ (88B) durch den Sender.
Die zum Vergleich durchgeführte Messung mit einer MTU von 65 000B, dar-
gestellt in Abbildung 5.13, zeigt, dass die Nachricht wieder als Ganzes versendet
werden kann. Es ergibt sich im Histogramm also praktisch das gleiche Bild wie
beim Versand von 1 kB-Nachrichten mit einer MTU von 1500B (Abbildung 5.10).
Einziger Unterschied ist die Größe der „Datenpakete“ mit 3140B statt 1092B.
Abbildung 5.14 zeigt den Effekt, den die Fragmentierung bei einer MTU von
1500B auf die Nachrichtenrate hat. Links ist das Diagramm für die MTU von
1500B dargestellt, rechts das für eine MTU von 65 000B. Die Empfangsrate bei
Nutzung der kleinen MTU liegt bei etwa 5700Msg/s und damit nur unwesentlich
über den 4800Msg/s bei einer MTU von 65 000B. Die mittlere Paketgröße beträgt
in beiden Fällen 72B; es werden also praktisch ausschließlich „Bestätigungspake-
te“ empfangen. Anders sieht das bei der Senderate aus: Hier stehen 28 000Msg/s
im Fall einer MTU von 1500B 14 200Msg/s im Fall der maximalen MTU entge-
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Abbildung 5.15.: Histogramm der versendeten und empfangenen Paketgrößen auf
dem Knoten des Message-Queue-Sende-Programms bei Versand
von 8 kB-Nachrichten (MTU=65 000B)
gen. Die Senderate halbiert sich also praktisch, die mittlere Paketgröße wächst von
681B auf 1091B. Damit ergeben sich Datenübertragungsraten von 19,07MB/s (bei
MTU=1500B) und 15,49MB/s (bei MTU=65 000B). Auch hier zeigt sich wieder
der Overhead, der durch ETHOS erzeugt wird; in diesem Fall kommt zudem die
Fragmentierung innerhalb der von ETHOS genutzten UDP-Sockets zum Tragen.
Versand von 8 kB-Nachrichten Als letztes werden relativ große Nachrichten der
Größe 8 kB versendet.
Die Histogramme der versendeten und empfangenen Pakete (vgl. Abbildung 5.15)
zeigen ein ähnliches Bild, wie im Falle einer MTU von 1500B und 1 kB-Nachrichten
(vgl. Abbildung 5.10). Die 8 kB-Datenpakete können in diesem Fall als Ganzes
versendet werden, was sich darin ausdrückt, dass 131072 Pakete (32%) der Grö-
ße 8260B versendet werden. Wie zuvor gibt es in gleicher Anzahl Pakete der Größe
88B und 72B, letztere wieder um die Anzahl der auch im Ruhezustand versendeten
Pakete erhöht. Empfangen werden genau gleich viele 72B-Pakete wie im Falle von
kleineren versendeten Nachrichtengrößen (1 kB, bzw. 3 kB).
Betrachtet man die Nachrichtenrate bei Übertragung von 8 kB-Paketen, so fällt
auf, dass die Empfangsrate noch einmal deutlich auf 3900 Pakete pro Sekunde ge-
sunken ist. Auch die Senderate liegt mit 11400 Paketen pro Sekunde erheblich unter
der 3 kB-Rate. Das ist zum großen Teil auf den Umstand zurückzuführen, dass 8 kB
einfach länger zur Übertragung brauchen. Wie auch in allen anderen Fällen liegt die
mittlere empfangene Paketgröße bei 72B. Die gesendete Größe liegt bei 2780B und
damit in etwa bei einem Drittel der Größe der versendeten Nachricht. Die Daten-
übertragungsrate in Senderichtung beträgt hierbei 31,7MB/s, in Empfangsrichtung
279 kB/s.
Zusammenfassung Die Beobachtung der Kommunikation bei Nutzung von Mes-
sage Queues bringt mehrere interessante Erkenntnisse. Jede Nachricht, die versen-
det wird, wird eingeleitet durch eine 72B-Nachricht und eine 88B-Nachricht, auf
die ein Paket mit den eigentlichen Nutzdaten folgt. In umgekehrter Richtung wird
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Abbildung 5.16.: Nachrichtenrate und mittlere Paketgröße der versendeten und
empfangenen Pakete auf dem Knoten des Message-Queue-Sende-
Programms bei Versand von 8 kB-Nachrichten (MTU=65 000B)
der Empfang mittels einer 72B-Nachricht „quittiert“. Anhand der Übertragung der
3 kB-Nachrichten mit MTUs von 1500B und 65 000B wird die Fragmentierung sicht-
bar. Sie ist transparent für Kerrighed, was sich dadurch zeigt, dass sowohl bei Frag-
mentierung also auch ohne diese nur eine „Bestätigung“ pro Nachricht gesendet wird
und nicht etwa eine pro Fragment. Vergleicht man die Datenübertragungsrate von
Nachrichten der Größen 1 kB, 3 kB und 8 kB untereinander, so kann man jeweils
etwa eine Verdopplung feststellen. Der Overhead für das Aufsetzen und das Quit-
tieren einer Nachricht ist dementsprechend hoch und wird durch große Nachrichten
relativiert.
5.7. Zusammenfassung und Auswertung
In diesem Kapitel ist die Kommunikation von Kerrighed in unterschiedlichen Be-
triebszuständen untersucht worden. Besonderes Augenmerk gelegt wurde dabei auf
die Größe der Datenpakete, welche von TIPC an die darunter liegende „physische“
Netzwerkschicht übergeben werden, sowie auf deren Anzahl und Frequenz.
Zu diesem Zweck wurden die vier Kommunikationssituationen „Kommunikation
im Ruhezustand ohne Kerrighed“ (Abschnitt 5.3), „Kommunikation im Ruhezu-
stand mit Kerrighed“ (Abschnitt 5.4), „Kommunikation bei Nutzung von DSM“
(Abschnitt 5.5) und „Kommunikation bei Nutzung von Message Queues“ (Ab-
schnitt 5.6) betrachtet.
Durch Vergleich der ersten beiden Kommunikationssituationen wurde deutlich,
welcher Datenverkehr durch Kerrighed schon im Ruhezustand zusätzlich erzeugt
wird. Während von TIPC alleine im untersuchten Test-Cluster eine Leerlaufdaten-
übertragungsrate von 1,5 kB/s erzeugt wird, steigt diese unter anderem durch Aus-
tausch von aktuellen Lastdaten auf 7,9 kBps an. Die durchschnittliche Paketgröße
ist in beiden Fällen mit 55B und 72B recht klein. Es gibt wie zu erwarten praktisch
keinen Unterschied zwischen ausgehendem und eingehendem Datenverkehr.
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Wird das Distributed Shared Memory System von Kerrighed genutzt, so werden
Daten vor allem in der Größe einer Speicherseite (4 kB) versendet, zur Signalisie-
rung werden aber pro Speicherseite zwei Datenpakete von etwa 100 kB zusätzlich
ausgetauscht. Abhängig von der Größe der Maximum Transmission Unit (MTU)
wird jede Speicherseite entweder als Ganzes übertragen oder auf bis zu 3 Pakete
(Standard bei Ethernet, MTU=1500B) verteilt. Die mittlere Paketgröße steigt auf
1088B (2100B ohne Beschränkung durch MTU) und die Datenübertragungsrate
auf 20MB/s.
Anhand der Message Queue Messungen wird deutlich, dass große Nachrichten
für eine viel bessere Nutzung der Bandbreite sorgen. Besonders die Verwaltung der
einzelnen Nachrichten innerhalb von Kerrighed erzeugt viel Overhead, was der Ver-
gleich der 3 kB-Nachrichten und der 8 kB-Nachrichten bei einer MTU von 65 000B
ganz deutlich zeigt. Wie bereits zuvor erwähnt werden beide Nachrichtengrößen
letztendlich physikalisch über Gigabit-Ethernet mit der Standard-MTU von 1500B
übertragen und doch liegt die Datenübertragungsrate der 8 kB-Nachrichten mit et-
wa 32MB/s doppelt so hoch wie bei der kleineren Nachrichtengröße. Auch hier
wieder wird jedes Nutzdatenpaket durch mehrere Signalisierungspakete (hier drei)
begleitet, welche mit Größen zwischen 72B und 88B relativ klein sind.
Insgesamt ist festzuhalten, dass viele kleine Nachrichtenpakete zur Signalisierung
versendet werden. Größere Pakete sind im Falle der Nutzung gemeinsamen Speichers
auf 4 kB beschränkt; nur bei Nutzung von Message Queues treten noch größere
Paketgrößen auf. Eine Lösung zur Kommunikation über Hochgeschwindigkeitsnetze
als Ersatz für Ethernet sollte also sowohl kleine Datenpakete effizient übertragen
als auch genügend Bandbreite zur Verfügung stellen, um Nutzdaten ≥ 4 kB schnell
zum Empfänger zu transferieren.
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Bei der Analyse der Kommunikation in Single-System-Image-Systemen (SSIs) im
vorigen Kapitel sind die Rahmenbedingungen untersucht worden, unter denen Kom-
munikation in den betrachteten Systemen stattfindet. Mit Hilfe der Ergebnisse aus
diesen Untersuchungen wurden vom Autor der vorliegenden Arbeit verschiedene
Möglichkeiten der Verbesserung der Kommunikationsleistung erarbeitet, die in die-
sem Kapitel vorgestellt werden. Einige davon sind in Software umgesetzt worden
und werden im folgenden Kapitel unter dem Aspekt der Leistungsfähigkeit im Detail
betrachtet.
Grundgedanke bei der Verbesserung der Kommunikationsleistung von SSIs war
es, der Kommunikationsschicht die Nutzung von Hochgeschwindigkeitsnetzwerken
zu erlauben und somit automatisch von deren hoher Leistungsfähigkeit zu profitie-
ren. Ziel war es dabei, zunächst eine möglichst allgemein anwendbare Lösung zu
entwickeln, die sich nahtlos in die verschiedenen existierenden Implementierungen
von SSIs einfügt und ein möglichst breites Spektrum an zur Verfügung stehenden
Hochgeschwindigkeitsnetzwerken abdeckt. In einem zweiten Schritt sollte dann ein
Teil der Universalität der Anwendung zu Gunsten einer höheren Leistungsfähigkeit
geopfert werden.
Im Folgenden wird zunächst anhand der Netzwerkarchitektur der betrachteten
Single-System-Image-Systeme begründet, welche neuen Ansätze umgesetzt wurden.
Zur Erläuterung der erarbeiteten Lösungen wird dazu kurz die Umgebung vorge-
stellt, in die sie sich einbetten. In Abschnitt 6.2 wird dann die universeller anwend-
bare Lösung ETHOS besprochen, gefolgt von der spezialisierteren Lösung ETHOM
in Abschnitt 6.3. Als weiter spezialisierte Lösung wird in Abschnitt 6.4 erläutert,
wie sich ein TIPC-Bearer in die Software integrieren würde, und was zu seiner
Implementierung nötig ist.
6.1. Netzwerkarchitektur der betrachteten SSIs
Im Fokus dieser Arbeit sind die drei in Kapitel 4 detaillierter vorgestellten Single-
System-Image-Systeme (SSIs) Kerrighed, OpenSSI und MOSIX. Abbildung 6.1 zeigt
die wichtigen Elemente der Netzwerkarchitektur dieser drei Systeme.
Alle drei Systeme sind auf die Nutzung von Ethernet ausgelegt und werden vor al-
lem auf dieser Netzwerktechnologie entwickelt. OpenSSI und MOSIX setzen dabei
mit ihrer Kommunikationsschicht auf dem Standardprotokollstapel TCP/IP auf.
Dieser Protokollstapel ist im Linux-Kernel integriert und interagiert direkt über
eine Ethernet-Schnittstelle mit dem Netzwerkkartentreiber und darüber mit der
Hardware. Kerrighed auf der anderen Seite nutzt das auf Cluster-Computing zuge-
schnittene Protokoll TIPC.
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Abbildung 6.1.: Netzwerkarchitektur von Kerrighed, OpenSSI und MOSIX
Die in der Netzwerkarchitektur höchste gemeinsame Schicht des Kommunikati-
onsstapels ist die Ethernet-Schnittstelle (Ethernet interface). Aus diesem Grun-
de wurde für die Umsetzung der neuen Netzwerkschichten ebendiese Ethernet-
Schnittstelle als Schnittstelle „nach oben“ gewählt. Als Alternative werden in Ab-
schnitt 6.4 zwei Lösungen beschrieben, die die Bearer-Schnittstelle von TIPC als
obere Schnittstelle nutzen; sie sind damit ausschließlich von Programmen, die das
Protokoll TIPC verwenden, zu nutzen. Kerrighed ist also das einzige der drei SSI-
Systeme, welches Nutzen daraus zieht.
Auf der Suche nach einer geeigneten gemeinsamen Schnittstelle „nach unten“, also
in Richtung der unterschiedlichen Hardware der zu unterstützenden Hochgeschwin-
digkeitsnetzwerke, ist ein Blick auf Abbildung 6.2 hilfreich (ein genauerer Überblick
ist in Abbildung 2.12 auf Seite 15 gegeben).
Für die Dolphin Netzwerke SCI und DX bieten sich die Nachrichten-basierten
Schnittstellen Message Queues (MSQ) und SCI-Sockets (SSOCKS) an, auf Seiten
von InfiniBand wäre eine Implementierung auf Basis von Direct-Sockets (SDP),
Standard-Sockets über IP-over-InfiniBand (IPoIB) oder aber direkt über die Verbs-
Schnittstelle denkbar. Ethernet ist in dieser Abbildung für Hochgeschwindigkeits-
netzwerke in gestrichelten Kästen nur der Vollständigkeit halber aufgeführt, da sich
über eine Socket-Schnittstelle natürlich auch Ethernet-Hardware wieder ansprechen
ließe.
Als am nächsten an der Hardware befindliche gemeinsame Schnittstelle stellt sich,
wie in der Abbildung zu erkennen, die Socket-Schnittstelle dar. Durch Auswahl die-
ser Schnittstelle als untere Schnittstelle der neu zu entwickelnden Netzwerkschicht,
ließen sich alle in dieser Arbeit betrachteten Hochgeschwindigkeitsnetzwerke anspre-
chen; zudem alle anderen hier nicht näher betrachteten Netzwerke, die eine (UDP-)
Socket-Schnittstelle anbieten.
Aus diesem Grund ist vom Autor der vorliegenden Arbeit zunächst eine Netz-
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Abbildung 6.2.: Netzwerkarchitektur von Kerrighed, OpenSSI und MOSIX mit
Hochgeschwindigkeitsnetzwerken
werkschicht mit der Socket-Schnittstelle als unterer Schnittstelle entwickelt wor-
den (ETHOS). Um Vorteile der Implementierungen auf Basis einer näher an der
Hardware befindlichen Schicht zu untersuchen, wurde danach die Message-Queue-
Schnittstelle für die Dolphin Netzwerke SCI und DX gewählt (ETHOM).
In Abschnitt 6.4 wird zudem kurz erläutert, wie eine Netzwerkschicht aussehen
würde, die die notwendigen Schichten weiter reduziert, indem die obere Schnittstelle
näher an die zu unterstützende Software angenähert wird. Zu diesem Zweck wird
die Implementierung eines TIPC-Adapters (TIPC Bearer) beschrieben.
Da eine Netzwerkschicht auf Basis der Ethernet-Schnittstelle als oberer Schnitt-
stelle auch über Single-System-Image-Systeme hinausgehend genutzt werden kann,
soll zur weiteren Betrachtung ein vereinfachtes allgemeineres Modell der Ethernet-
Netzwerkarchitektur von Linux betrachtet werden, bei dem man die Architektur in
drei Schichten unterteilen kann (vgl. Abbildung 6.3).
Die oberste Schicht bildet eine Programmierschnittstelle, die sich sowohl im Be-
nutzerkontext (user space) als auch im Kernelkontext (kernel space) befinden kann.
Als Beispiel für eine solche Programmierschnittstelle dient hier wieder die Socket-
Schnittstelle (vgl. Kapitel 3.5). Dieser Schicht werden ganz allgemein Anwendungs-
daten „von oben“ übergeben, die sie verarbeitet und aufgeteilt auf einzelne Ethernet-
Rahmen (Frames) an die nächst niedrigere Schicht weiterreicht.
Die darunter liegende Schicht ist die Ethernet-Schnittstellenschicht (Ethernet in-
terface layer). Sie empfängt Ethernet-Rahmen von oben und reicht sie weiter an die
Hardware. Üblicherweise ist diese Schicht innerhalb des Treibers für die jeweilige
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Abbildung 6.3.: Standard Linux Ethernet-Netzwerkarchitektur
spezielle Ethernet-Netzwerkkarte (network interface card, NIC ) implementiert.
Die unterste Schicht bildet die eigentliche Hardware, also die Ethernet-Netzwerk-
karte, die für die physische Übertragung der Daten von einem sendenden Rechner
zu einem empfangenden Rechner verantwortlich ist.
6.2. Ethernet über Sockets Treiber (ETHOS)
ETHOS [FRLB08] ist ein Netzwerk-Treiber, der darüberliegenden Schichten ei-
ne Ethernet-Schnittstelle zur Verfügung stellt und UDP-Sockets im Kernelkontext
nutzt, um Daten mit anderen Kommunikationspartnern auszutauschen.
Nimmt man die Linux Ethernet-Netzwerkarchitektur aus Abbildung 6.3 als Basis,
kann man sich die Netzwerkarchitektur mit ETHOS (dargestellt in Abbildung 6.4)
daraus entwickelt vorstellen, indem die Ethernet-Schnittstelle von ETHOS imple-
mentiert wird und die Hardware-Schicht durch eine weitere Schicht von Sockets er-
setzt wird. Selbstverständlich ist weiter unten im Schichtenmodell weiterhin Hard-
ware nötig, um die Daten physisch zu übertragen. Diese Hardware-Schicht kann
allerdings jetzt auch von jedem beliebigen anderen Typ außer Ethernet sein, so-
lange sie UDP-Kernelsockets unterstützt. Sollte eine alternative Hardware selbst
keine UDP-Kernelsockets aber einen IP-Treiber anbieten, so können, wie in Abbil-
dung 6.4 für InfiniBand dargestellt, Standard UDP-Kernelsockets aufsetzend auf
diesem IP-Treiber genutzt werden.
In den folgenden drei Abschnitten soll ETHOS zunächst als eine Art Black Box
betrachtet werden, deren Interaktion mit den darüber- und darunter liegenden
Schichten im Vordergrund steht, bevor dann bei der Beschreibung des Verbindungs-
aufbaus und vor allem der Kommunikationsphase auch auf Details der Implemen-
tierung eingegangen wird.
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Abbildung 6.4.: Überblick über die Netzwerkarchitektur mit ETHOS
6.2.1. Konfiguration
Zur Nutzung von ETHOS muss der Treiber mit verschiedenen Informationen ver-
sorgt werden. Die wichtigste ist dabei sicherlich die Angabe der IP-Adresse der
lokalen Empfangs-Sockets (Receive Socket, vgl. Abbildung 6.5). Diese Konfigurati-
on findet in drei Phasen statt: zur Compile-Zeit, zur Ladezeit und zur Laufzeit des
Treibers.
Zur Liste der zu übergebenden Parameter zählen: die Socket-Familie der von
ETHOS zur Übertragung genutzten UDP-Kernel-Sockets, eine eindeutige Knoten-
nummer (host-id) und Ethernet „Hardware-Adresse“1, ein Übertragungs-Timeout-
Wert (transmit timeout), die Anzahl von beteiligten Knoten im Netzwerk und ihre
jeweiligen physischen IP-Adressen, die Anzahl der lokal, also auf jedem Rechner un-
terstützten ETHOS-Schnittstellen und die IP-Adressen und Maximum Transmission
Units (MTUs) dieser ETHOS-Schnittstellen.
Um die Beispielimplementierung einfach zu halten, werden bereits zur Compile-
Zeit die meisten Informationen angegeben. Ausnahmen hiervon bilden die host-id
und der transmit timeout, die zur Ladezeit konfiguriert werden können, und die
IP-Adressen der lokalen ETHOS-Schnittstellen und deren zugehörige MTU, die zur
Laufzeit konfiguriert werden können.
Betrachtet man die Konfiguration etwas genauer, ergibt sich der folgende Ab-
lauf. Vor dem Kompilieren des Treibers wird für jede ETHOS-Schnittstelle zum
einen die Socket-Familie der zum eigentlichen Versenden und Empfangen genutzten
1Hier ist die 6-Byte-Adresse gemeint, die jeder ETHOS-Schnittstelle zugeordnet wird, nicht etwa
eine wirkliche Hardware-Adresse.
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Abbildung 6.5.: ETHOS, Nutzung von Sockets zur Kommunikation mit der Hard-
ware
Sockets angegeben, zum anderen wird eine Tabelle angelegt, die in der Reihenfolge
der host-ids alle IP-Adressen der Kommunikationspartner im Netz enthält. Es sei
noch einmal darauf hingewiesen, dass es sich hier nicht um die IP-Adressen der
von ETHOS „nach oben“ bereitgestellten Ethernet-Schnittstellen handelt, sondern
um die IP-Adressen der Sockets, die ETHOS für den tatsächlichen Versand über
das Netz verwendet (vgl. Abb. 6.5); wie aus Abbildung 6.4 zu entnehmen ist, han-
delt es sich also für Kommunikation über InfiniBand um die „IP over InfiniBand
(IPoIB)“-Adressen, für Dolphin SCI und DX um die Adressen, mit denen Dolphins
Supersockets konfiguriert sind und für „Ethernet-über-Ethernet“-Kommunikation
um die Adressen mit denen die physischen Ethernet-Adapter konfiguriert sind.
Damit auf allen Rechnern eines Netzwerks die gleiche Binärdatei des Treibers ver-
wendet werden kann, wird die host-id – aus der eine netzweit eindeutige Ethernet-
Hardware-Adresse generiert wird – als Modulparameter beim Laden übergeben.
Nach Laden des Treibers, verhalten sich die von ETHOS bereitgestellten Ethernet-
Schnittstellen wie normale Ethernet-Schnittstellen. IP-Adressen etc. können wie üb-
lich mit ifconfig konfiguriert werden.
Eine kurze Bemerkung zu den generierten „Hardware-Adressen“ soll noch hinzu-
gefügt werden: Die Hardware-Adresse, der durch ETHOS bereitgestellten Ethernet-
Schnittstellen, z. B. 00:45:54:48:00:01 (in üblicher Hexadezimalschreibweise) der
Schnittstelle eth2 des Knoten 1 in Abbildung 6.5, sind jeweils nur für weitere auf an-
deren Knoten befindliche Instanzen von ETHOS sichtbar, nicht etwa von irgendwel-
cher Hardware. Insofern konnte die Form dieser Adresse relativ frei festgelegt wer-
den, wenn man gewisse Rahmenbedingungen beachtet. Zunächst sollte die Adresse
eine Länge von 6B (48 bit) haben. Darüberhinaus entscheidet das niedrigstwertige
Bit des ersten Bytes (hier das führende 00) der Adresse darüber, ob es sich bei der
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Adresse um eine Einzeladresse (→ 0) oder eine Gruppenadresse (Broadcast- oder
Multicast-Adresse→ 1) handelt. Der Einfachheit halber wurde das erste Byte kom-
plett zu Null gesetzt. Bytes 2, 3 und 4 nehmen fest die Buchstaben E, T und H
als ASCII-Repräsentation2 auf. Um netzweit eindeutige Adressen zu erhalten, wird
noch die Kombination aus Knotennummer (host-id) und Device-ID (dev-id) ein-
kodiert. Es ergibt sich zusammenfassend für das Format der generierten Hardware-
Adresse: 00:<E>:<T>:<H>:<dev-id>:<host-id>
6.2.2. Verbindungsaufbau
Nachdem der Treiber geladen und die lokalen ETHOS-Schnittstellen konfiguriert
sind, können nun Daten zu entfernten Knoten geschickt werden. Ein Beispielszena-
rio ist in Abbildung 6.5 dargestellt: Zu sehen sind zwei Rechenknoten eines Netz-
werks, die unten auf Hardware-Ebene über zwei Netzwerkadapter (NICs) verbunden
sind. Darüber sind auf Kernel-Ebene jeweils wichtige Elemente von ETHOS gezeigt,
während auf jedem Knoten auf Benutzer-Ebene eine Anwendung skizziert ist.
Will nun die Anwendung auf Knoten 1 Daten zur Anwendung übertragen, die sich
auf dem Knoten mit der IP-Adresse 192.168.0.5 befindet, so adressiert sie diese Da-
ten an die vorgenannte IP-Adresse. Zu diesem Zeitpunkt ist allerdings auf Knoten 1
noch unbekannt, welcher Knoten des Netzwerks mit der Adresse 192.168.0.5 konfigu-
riert ist. Der Kernel auf Knoten 1 muss also noch herausfinden, welche Ziel-Adresse
er dem Ethernet-Rahmen geben soll, den er ETHOS herunterreicht. Aus diesem
Grund wird vor dem Versenden von IP-Paketen das Address Resolution Protocol
(ARP) genutzt, um die Ethernet Hardware-Adresse der entfernten Schnittstelle zu
bestimmen, die die gesuchte IP-Adresse bereitstellt. Genauere Informationen zum
Ablauf dieser Adressauflösung sind in Kapitel 3.3.2 gegeben.
6.2.3. Kommunikationsphase
Die interessanteste Phase ist die, in der letztendlich Daten ausgetauscht werden,
die Kommunikationsphase. Abbildung 6.6 skizziert die wichtigsten Komponenten,
die bei einem Sendevorgang von einem Knoten zu einem anderen beteiligt sind. Da
die Grafik auf den ersten Blick relativ komplex wirkt, soll zunächst ein Überblick
gegeben werden, bevor dann die Abläufe genauer beschrieben werden.
Dargestellt sind nebeneinander zwei Rechenknoten eines Netzwerks, links bezeich-
net mit ETHOS Host 1 der Sender, und rechts mit ETHOS Host 4 der Empfänger.
Innerhalb jedes Rechenknotens sind wichtige Elemente, die am Transfer der Daten
beteiligt sind, dargestellt. Diese Elemente sind grob in die drei Ebenen Benutzer-
Kontext (User Space), Kernel-Kontext (Kernel Space) und Hardware (HW) unter-
teilt. Der Datentransfer beginnt bei der Anwendung am oberen Ende des Rechenk-
notens 1, welche Daten in eine TCP-Socket schreibt, und endet bei der Anwendung
oben auf Knoten 4, die diese Daten aus einem TCP-Socket ausliest. Am unteren
Ende der beiden Knoten sind die Netzwerkadapter dargestellt, die die physische
Übertragung der Daten übernehmen.
2American Standard Code for Information Interchange
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Abbildung 6.6.: Sende- und Empfangsvorgang bei ETHOS
Sendevorgang
Im gegebenen Beispiel in Abbildung 6.6, schreibt die Anwendung auf Knoten 1
im Benutzer-Kontext Daten in eine TCP-Socket, die mit der entfernten Adresse
192.168.10.14 von Knoten 4 verbunden ist. Aufgrund der Ziel-IP-Adresse wird die
von ETHOS bereitgestellte Ethernet-Schnittstelle eth2 zum Versand der Daten ge-
wählt und nicht etwa die ebenfalls vorhandene eth3. Der Kernel verpackt diese Da-
ten in einen Ethernet-Rahmen. Falls nötig, verteilt er dabei die Daten auf mehrere
Rahmen, die die Größe der Maximum Transmission Unit (MTU) der Ethernet-
Schnittstelle nicht überschreiten.
Die Ethernet-Rahmen werden in eine Verwaltungsstruktur eingebettet, die so-
genannten skbs (für Socket Buffer) und als Parameter der Funktion ethos_tx()
vom Kernel an ETHOS weitergereicht. Dieses Weiterreichen und damit die Funkti-
on ethos_tx() läuft im Interrupt-Kontext ab (vgl. [BC05, Ben05, Lov05]). Dieser
Umstand macht es unmöglich, die Ethernet-Rahmen einfach direkt über die Socket-
Funktion sock_sendmsg() Richtung Hardware weiterzuleiten, da sock_sendmsg()
blockieren kann, was im Interrupt-Kontext nicht erlaubt ist. Deshalb nutzt ETHOS
zwei Warteschlangen (Queues), ethos_work_q und ethos_tx_q, die in der Mitte des
linken Knotens dargestellt sind, um die weitere Verarbeitung der Ethernet-Rahmen
auf einen – in naher Zukunft liegenden – späteren Zeitpunkt zu verschieben.
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Zunächst werden die Daten (der Ethernet-Rahmen, der in ein skb eingebettet ist)
in die Warteschlange (ethos_tx_q) eingereiht. Um die weitere Abarbeitung anzu-
stoßen, wird danach ein work struct in die ethos_work_q eingereiht. Beide Warte-
schlangen existieren genau einmal pro geladenem (ETHOS-)Treiber, so dass sie also
von mehreren durch den Treiber bereitgestellten Schnittstellen (z. B. eth2, eth3 in
Abbildung 6.6) genutzt werden. Das Vorhandensein mehrerer Ausführungseinheiten
wird insofern für die parallele Abarbeitung der zu versendenden Ethernet-Rahmen
genutzt, als es pro logischem Prozessor jeweils einen Thread gibt, der Arbeitsauf-
träge (work structs) aus der Warteschlange ethos_work_q entnimmt und somit die
gleichzeitige Verarbeitung von Datenpaketen anstößt.
Wird also von einem der gerade erwähnten Threads ein work struct aus der War-
teschlange entnommen, so ruft er die darin verlinkte Funktion ethos_tx_action()
auf. In dieser werden so lange wie Daten – in Form von skbs – vorhanden sind, diese
aus der Sendewarteschlange (ethos_tx_q) entnommen und weiterverarbeitet. Um
die Adresse des Zielknotens zu bestimmen, wird zunächst der im skb referenzierte
Ethernet-Rahmen untersucht. Das letzte Byte der im Kopf des Ethernet-Rahmen
gespeicherten Ethernet-Zieladresse, das Feld dst_host (dessen Inhalt im Beispiel
dst_host=4 ist), wird genutzt, um innerhalb der Tabelle tx_dates[] nach der IP-
Adresse zu suchen, unter der der Kommunikationspartner auf unterer Ebene zu
erreichen ist.3 Diese IP-Adresse wird nun genutzt, um eine UDP-Nachricht (vgl.
Abschnitt 3.3.4) zusammenzustellen, die ihrerseits den zu versendenden Ethernet-
Rahmen als Nutzdaten aufnimmt. Die UDP-Nachricht wird dann letztendlich mit-
tels der Funktion sock_sendmsg() über den UDP-Kernel-Socket physisch an den
Zielknoten versendet.
Empfangsvorgang
Nachdem die Daten den Knoten 1 verlassen haben, kommen sie beim Netzwerkad-
apter auf Knoten 4 an. Dazu kann jedes Netzwerk genutzt werden, welches UDP-
Kernel-Sockets anbietet. Für die folgende Empfangsbeschreibung ist nun also der
Knoten 4 auf der rechten Seite von Abbildung 6.6 zu betrachten.
Eine Möglichkeit wäre es, die blockierende Funktion sock_recvmsg() zu verwen-
den, um auf ankommende Daten zu warten. Dies ist allerdings mit dem Nachteil
verbunden, dass es eine relativ lange Zeit (abhängig vom Scheduling und der Wahl
der Zeitscheibenlänge des Kernels typischerweise etwa 1ms) dauern kann, bis die
Funktion über die Ankunft der Daten informiert wird. Deshalb wird ein schnelleres
asynchrones Verfahren verwendet.
Auf der Empfängerseite benutzt ETHOS einen Call-Back-Mechanismus, um mög-
lichst schnell über anstehende Daten informiert zu werden. UDP-Kernel-Sockets bie-
ten für diesen Zweck den Funktionszeiger sk_data_ready(), der auf die eigene Call-
Back-Funktion umgesetzt werden kann. ETHOS registriert dort also zur Ladezeit
die Funktion ethos_sk_data_ready(), welche direkt ausgeführt wird, wenn eine
UDP-Nachricht (auch UDP-Datagramm genannt) bei dem Ziel-Socket ankommt.
3Nur zur Erinnerung, es handelt sich hier um die IP-Adressen, die zum Compile-Zeitpunkt des
Treibers schon konfiguriert wurden und nicht um die später mittels ifconfig zugewiesenen.
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Innerhalb der Funktion ethos_sk_data_ready() wird zunächst mittels der Funk-
tion skb_recv_datagram() das UDP-Datagramm, welches zur Verwaltung in eine
skb-Kontrollstruktur eingebettet ist, angenommen. Dieses Datagramm besteht aus
dem UDP-Kopf und den UDP-Daten. Die UDP-Daten wiederum enthalten nichts
anderes als den auf dem Quellknoten von ETHOS versendeten Ethernet-Rahmen.
Wie in Kapitel 3.3.4 erwähnt, bietet der UDP-Kopf eine Prüfsumme, mit der die
UDP-Nachricht auf der Empfangsseite auf Korrektheit überprüft werden könnte.
Eine weitere Prüfsumme bietet allerdings der Ethernet-Kopf4 für den Ethernet-
Rahmen, genau wie die in unserem Beispiel in dem Ethernet-Rahmen enthaltenen
IP- und TCP-Köpfe. Während wir uns auf die Nutzung der Protokollfamilie TCP/IP
nicht verlassen können, da ja auch andere Protokolle wie z. B. TIPC über ETHOS
verwendet werden können, ist das Vorhandensein des Ethernet-Kopfes mit seiner
Prüfsumme sicher. Es reicht also, an dieser Stelle auf die Kontrolle der Prüfsumme
zu verzichten und das Prüfen oberen Kernel-Schichten zu überlassen.
Es wird nun in der Funktion ethos_sk_data_ready() mittels skb_clone() eine
Kopie (oder ein Klon) der UDP-Nachricht erzeugt; genauer gesagt werden die Ver-
waltungsinformationen kopiert, so dass sie einfach angepasst werden können, und
die Daten werden durch einen Zeiger referenziert. Danach wird durch Aufruf von
skb_pull() der UDP-Kopf einfach „entsorgt“, indem der Startzeiger der Struktur
vom Anfang des UDP-Kopfes auf den Anfang des Ethernet-Kopfes versetzt wird.
Wie in Abbildung 6.6 dargestellt, besteht unsere Nachricht nun also nur noch aus
dem Ethernet-Kopf, gefolgt von dem IP-Kopf, dem TCP-Kopf und den ursprüngli-
chen Nutzerdaten.
Am Ende der Funktion ethos_sk_data_ready() werden die Attribute des Klons
wie z. B. dev, protocol und ip_summed angepasst, so dass der skb von den Kernel-
Schichten oberhalb von ETHOS akzeptiert wird. Wichtig ist an dieser Stelle, dass
ip_summed auf CHECKSUM_NONE gesetzt wird, um die oberen Schichten zu informie-
ren, dass die Kontrolle der Prüfsumme noch nicht vorgenommen wurde, und somit
von diesen oberen Schichten durchzuführen ist. Letztendlich wird der skb durch
Aufruf von netif_rx() nach oben an den Kernel weitergereicht, wo die Daten über
den TCP-Socket wieder im Benutzer-Kontext bei der empfangenden Anwendung
landen.
6.2.4. Schlussbemerkung
Ein Effekt der Verwendung von UDP-Sockets zur Kommunikation ist eine Entkop-
pelung der Knoten von einander. Fällt also ein Knoten im Netzwerk aus, können al-
le verbleibenden Knoten ohne Einschränkung weiter untereinander kommunizieren.
Nach Neustart des ausgefallenen Knotens kann er wieder normal an der Kommuni-
kation teilnehmen. Die Unterbrechung der Kommunikation ist insofern vergleichbar
mit dem Entfernen eines Ethernet-Kabels und dem späteren Wiedereinstecken, wo-
bei dem Nutzer von ETHOS die Nichterreichbarkeit eines Kommunikationspartners
zur Zeit nicht mitgeteilt wird. Es obliegt also den Netzwerkschichten oberhalb von
4Um genau zu sein befindet sich die Prüfsumme am Ende des Ethernet-Rahmen, was aus Ein-
fachheitsgründen in der Abbildung nicht dargestellt ist.
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ETHOS, sich um die Sicherung der Verbindung zu kümmern.
6.3. Ethernet über Dolphin Message Queues Treiber
(ETHOM)
Im vorigen Abschnitt ist mit ETHOS der erste Ansatz vorgestellt worden, Anwen-
dungen und Treibern, die für die direkte Nutzung von Ethernet-Schnittstellen ge-
schrieben wurden, Hochgeschwindigkeitsnetze als Kommunikationsmedium nutzbar
zu machen. Um möglichst große Kompatibilität zu verschiedenen Hochgeschwindig-
keitsnetzen zu erreichen, werden von ETHOS Kernel-Sockets als Schnittstelle zur
darunter liegenden Hardware genutzt, welche von praktisch allen Hochgeschwindig-
keitsnetzwerken bereitgestellt werden.
Der zweite Ansatz ETHOM, der in diesem Abschnitt beschrieben wird, hat zum
Ziel, zwei verbreitete Hochgeschwindigkeitsnetzwerke, Dolphins SCI und DX, effi-
zienter zu nutzen und somit die erreichbaren Latenzen weiter zu reduzieren. Dazu
wird in Kauf genommen, dass die Kompatibilität zu anderen Hochgeschwindigkeits-
netzwerken nicht mehr gegeben ist. Eine weitere Beschreibung von ETHOM findet
sich auch in [FRLB09a].
Die Netzwerktechnologien SCI und DX sind in Kapitel 2.3.3 vorgestellt worden.
In Abbildung 2.12 ist zudem der Aufbau der von Dolphin bereitgestellten Treiber-
Infrastruktur dargestellt. Beim Entwurf von ETHOM war zunächst einmal zu klä-
ren, welche Treiberschicht zur Kommunikation mit der Hardware zu wählen ist. Zur
Auswahl stehen dabei prinzipiell die in der oben genannten Abbildung dargestell-
ten Message-Box- und Message-Queue-Treiber (MBox/Msq), der SISCI-Treiber und
der IRM-Treiber. Der gewählte Treiber sollte dabei möglichst nah an der Hardwa-
re befindlich sein um unnötige Ineffizienzen durch zusätzliche Software-Schichten
zu vermeiden; er sollte sowohl SCI als auch DX unterstützen, was auf alle gera-
de genannten Treiber zutrifft, und er sollte ein möglichst zur Funktionsweise von
ETHOM passendes Kommunikationsprinzip unterstützen, um die Programmierung
einfach zu halten und nicht Funktionalität, die schon von Dolphin implementiert
wurde, zu replizieren.
Da ETHOM Ethernet-Rahmen von einem Knoten eines Netzwerks zu einem ande-
ren versenden soll, ist in dieser Arbeit mit dem Message-Queue-Treiber die unterste
Treiberschicht als Schnittstelle gewählt worden, die auf dem Nachrichtenaustausch-
prinzip basiert. Die noch näher an der Hardware befindliche Schicht IRM stellt
Funktionen zum direkten Zugriff auf entfernten Speicher zur Verfügung; in ihr fehlt
also die benötigte Funktionalität zum Senden und Empfangen von Nachrichten.
SISCI ist ebenfalls eine – komfortablere – Schnittstelle zur Rechner-übergreifenden
Bereitstellung von Speicher.
In Abbildung 6.7 ist das Architekturprinzip von ETHOM dargestellt (vgl. auch
Abbildung 6.4, um die Unterschiede zu ETHOS besser zu erkennen). Kern der
Funktionalität von ETHOM ist wie bei ETHOS die Bereitstellung einer Ethernet-
Schnittstelle zur Kommunikation von Programmen und Treibern sowohl im Kernel-
als auch im Benutzer-Kontext; hier in der Mitte im dunkleren Grauton darge-
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Abbildung 6.7.: Überblick über die Netzwerkarchitektur mit ETHOM
stellt. Zur Kommunikation nutzt ETHOM wie oben begründet die SCI-Message-
Queues, die wiederum die SCI- und DX-Netzwerkadapter unterstützen. Oberhalb
von ETHOM werden alle Protokolle und Anwendungen unterstützt, die für die
Nutzung mit Ethernet entwickelt wurden, wichtig für diese Arbeit insbesondere
das Internet Protocol (IP) (siehe Kapitel 3.3.3) und das Transparent Interprocess
Communication Protocol (TIPC) (siehe Kapitel 3.4).
In Abbildung 6.8 sind die Kernelemente von ETHOM detaillierter dargestellt.
In der Mitte dunkel dargestellt ist die Ethernet-Schnittstelle, der wie im Falle von
ETHOS eine generierte Hardware-Adresse zugeordnet wird. Wieder repräsentiert
das vorletzte Byte die Device-ID und das letzte Byte die Knotennummer. Zum
Versenden und Empfangen von Daten nutzt ETHOM jeweils zwei Nachrichtenwar-
teschlangen (Message Queues, MSQ) pro Partnerknoten – eine Sende- und eine
Empfangs-Warteschlange. Diese Nachrichtenwarteschlangen kommunizieren – über
weitere hier nicht dargestellte Treiberschichten – direkt mit den Dolphin Netzwerka-
daptern SCI oder DX. Über die Nachrichtenwarteschlangen wird logisch betrachtet
eine Punkt-zu-Punkt-Verbindung zwischen allen teilnehmenden Knoten, also ein
vollvermaschtes Netz (vgl. Kapitel 2.3.1), erstellt.
Bei einem vollvermaschten Netz stellt sich immer direkt die Frage nach der Ska-
lierbarkeit, weshalb diese hier kurz betrachtet werden soll. Besonders kritisch ist da-
bei meist der Speicherbedarf der Kommunikations-Software. SCI ist diejenige Netz-
werktechnologie von den beiden unterstützten, die größere Netzwerke erlaubt. Wird
das Netzwerk als 3D-Torus aufgebaut (vlg. Kapitel 2.3.1), so erlaubt SCI maximal
512 Knoten innerhalb eines Netzes. Der Speicherbedarf von ETHOM wird durch
die beiden Nachrichtenwarteschlangen dominiert, deren Hauptbestandteil wieder-
um der Datenpuffer ist, der in der Beispielimplementierung auf 13 kB festgelegt
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Abbildung 6.8.: Verwendung von Nachrichtenwarteschlangen (MSQs) durch
ETHOM
ist. Der maximale Speicherbedarf des Treibers, der entsteht, wenn mit 511 Knoten
kommuniziert werden soll, beträgt also:
Anzahl der Partner× 2 Queues×Queue-Größe = 511× 2× 13 kB = 13MB
Bei heute üblichen Hauptspeichergrößen von über 4GB sollte der Speicherbedarf
von ETHOM somit keine Einschränkung der Skalierbarkeit darstellen.
Die aktuelle Implementierung beschränkt sich darüber hinaus zum jetzigen Zeit-
punkt auf die Unterstützung von genau einem Netzwerkadapter pro Knoten, da
es sehr unwahrscheinlich ist, dass mehrere Adapter pro Knoten verwendet werden.
Nichtsdestotrotz ist der weitaus größte Teil des Quell-Codes auf die Unterstützung
mehrerer Adapter vorbereitet.
6.3.1. Konfiguration
Notwendige Parameter, die ETHOM zur Funktion braucht, sind eine eindeutige
Knotennummer (host-id) und eine Tabelle, die Auskunft darüber gibt, wie alle
anderen Kommunikationspartner im Netz zu erreichen sind. Diese Tabelle beinhal-
tet also eine Abbildung von ETHOM host-ids zu SCI-Knotennummern (SCI node
IDs). Darüber hinaus gibt es den bei ETHOS ebenfalls vorhandenen Parameter
transmit timeout, der angibt, nach welcher Zeit der Kernel bei Sendeproblemen das
aktuelle Datenpaket verwerfen soll. Das Verhalten von ETHOM lässt sich zudem
mit den beiden Parametern direct flushing und dynamic polling beeinflussen. Di-
rect flushing sorgt dafür, dass die Sendepufferung innerhalb der Dolphin Nachrich-
tenwarteschlangen aus- oder angeschaltet wird. Diese Sendepufferung versucht zur
Erhöhung des Sendedurchsatzes mehrere kleine zu sendende Datenpakete zu einem
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größeren Paket zusammenzufassen; gut für die Kommunikationsbandbreite, aber un-
ter Umständen schlecht für die Kommunikationslatenz. Dynamic polling schaltet in
einen Betriebsmodus um, in dem im Empfangs-Thread nicht konstant auf Ankunft
neuer Nachrichten geprüft wird, sondern bei Kommunikationsstille nach und nach
längere Pausen zwischen den Prüfaufrufen eingelegt werden. Sobald wieder Pakete
ankommen, wird die Abfragerate wieder erhöht; dynamic polling ist also gut für ei-
ne niedrige Systemlast, aber schlecht für die Kommunikationslatenz. Da es sich bei
ETHOM um eine Ethernet-Schnittstelle handelt, werden für IP-Kommunikation
wieder die bei ETHOS schon erwähnten und mit ifconfig einzustellenden IP-
Parameter benötigt.
Wie bei ETHOS lässt sich die Konfiguration zeitlich wieder in die drei Phasen
„zur Compile-Zeit“, „zur Ladezeit“ und „zur Laufzeit“ des Treibers einteilen.
Um die Speicherverwaltung – auf Kosten der Flexibilität – einfach zu halten, sind
die Anzahl der Kommunikationspartner im Netz und die Abbildung der ETHOM
host-ids auf die SCI node-ids schon zur Compile-Zeit anzugeben. Die jeweilige
lokale ETHOM host-id wird erst zur Ladezeit übergeben, um den Einsatz des
kompilierten Treibers auf unterschiedlichen Rechnern zu ermöglichen; das gleiche
gilt für die Parameter transmit timeout und die beiden oben erläuterten direct flus-
hing und dynamic polling. Alle Parameter, die zur Ladezeit angegeben wurden,
können zur Laufzeit geändert und überschrieben werden.
6.3.2. Verbindungsaufbau
Nachdem der Treiber mit den richtigen Parametern geladen und konfiguriert wur-
de, muss nun noch eine Verbindung zu allen Kommunikationspartnern aufgebaut
werden. Erst dann können Nutzdaten ausgetauscht werden.
Zu diesem Zweck werden auf jedem Rechenknoten für jeden im Netz befindli-
chen Kommunikationspartner jeweils zwei unidirektionale Nachrichtenwarteschlan-
gen (Message Queues) angelegt, eine Empfangswarteschlange und eine Sendewar-
teschlange (vgl. Abbildung 6.8). Nehmen wir an, es gäbe acht Knoten im Netz, so
beständen aus Sicht eines beliebigen Knotens also sieben Kommunikationspartner;
es müssten also 14 Nachrichtenwarteschlangen angelegt werden. Da die IDs dieser
Nachrichtenwarteschlangen netzwerkweit eindeutig sein müssen, werden sie nach
folgendem Schema bestimmt:
IDReceiveQueue = #hosts× host-idpeer + host-idlocal
IDSendQueue = #hosts× host-idlocal + host-idpeer
Nach dem Anlegen der Nachrichtenwarteschlangen müssen diese noch verbunden
werden. Deshalb wird für jede Nachrichtenwarteschlange ein Thread gestartet. Die
Hälfte der Threads, nämlich diejenigen, die für die Sendewarteschlangen zustän-
dig sind, versucht aktiv eine Verbindung zur jeweiligen entfernten Empfangswar-
teschlange aufzubauen; die andere Hälfte lauscht auf der lokalen Empfangswarte-
schlange, ob es Verbindungsanfragen von einer entfernten Sendewarteschlange gibt.
Diese relativ große Anzahl von Threads (in unserem Beispiel von oben 14 Threads
102
6.3. Ethernet über Dolphin Message Queues Treiber (ETHOM)
pro Rechenknoten) ist ausschließlich für den Verbindungsaufbau zuständig. Wäh-
rend der Kommunikationsphase ist nur noch ein Thread nötig, der alle Empfangs-
warteschlange abfragt. Um die Anzahl zu reduzieren, wird nur der Thread, der auf
einer Empfangswarteschlange lauscht und dessen Verbindungsaufbau als erstes be-
endet ist, „am Leben erhalten“; alle anderen Threads werden nach Erfüllung ihrer
Aufgabe beendet. Da üblicherweise nicht alle Knoten gleichzeitig in die Verbindungs-
aufbauphase eintreten, versuchen die Threads, die sich um die Sendewarteschlange
kümmern, in größer werdenden Intervallen erneut eine Verbindung zur zugehörigen
Empfangswarteschlange aufzubauen.
Sind alle Nachrichtenwarteschlangen mit ihrem Gegenüber verbunden, kann Kom-
munikation über ETHOM auf Ethernet-Ebene stattfinden. Zur Nutzung von IP-
Kommunikation über ETHOM muss nun der Schnittstelle noch eine frei wählbare
IP-Adresse zugeordnet werden (ifconfig). Da also keine feste Zuordnung von IP-
Adresse zu Knotennummer existieren muss, wird wie üblich das Address Resolution
Protocol (ARP, siehe auch Kapitel 3.3.2) verwendet, um herauszufinden, unter wel-
cher Hardware-Adresse der Besitzer einer IP-Adresse zu erreichen ist.
6.3.3. Kommunikationsphase
Nachdem die Verbindungsaufbauphase beendet ist, sind die Voraussetzungen für
Datenkommunikation zwischen den einzelnen Knoten des Netzwerks geschaffen. Ab-
bildung 6.9 dient zur Veranschaulichung des Sende- und Empfangsprozesses, der im
Folgenden beschrieben wird. Als Beispiel wurde der gleiche Kommunikationsvor-
gang gewählt, der auch zur näheren Betrachtung der Kommunikation von ETHOS
diente (vgl. Kapitel 6.2.3).
Betrachtet wird die Kommunikation zwischen den zwei Rechenknoten ETHOM
Host 1 und ETHOM Host 4 über das TCP/IP-Protokoll. Der in der linken Hälfte
dargestellte Knoten 1 sendet Daten, welche der auf der rechten Seite dargestellte
Knoten 4 empfängt. Der gesamte Kommunikationsvorgang beginnt bei einem sich
im Benutzerkontext befindlichen Programm auf Knoten 1 (in der Grafik durch den
write-Systemaufruf dargestellt), Daten werden nach unten weitergereicht bis zur
Hardware, werden dort zu Knoten 4 übertragen und nach oben bis zur Anwendung
weitergereicht, die sich im Benutzerkontext von Knoten 4 befindet (in der Gra-
fik durch den read-Systemaufruf dargestellt). Im Folgenden soll genauer betrachtet
werden, wie der Sende- und Empfangsvorgang innerhalb von ETHOM vonstatten
geht.
Sendevorgang
Die sendende Anwendung auf Knoten 1 nutzt ein TCP-Socket zur Kommunikation
und übergibt mit Hilfe dessen write-Funktion Daten vom Benutzerkontext an den
Netzwerkstack des Kernels. Dort werden die Daten zunächst durch den TCP/IP-
Stack behandelt, bevor sie – falls erforderlich – in Einheiten der Größe einer MTU
(Maximum Transmission Unit) aufgeteilt (Fragmentation) und dann jede der Ein-
heiten mit einem Ethernet-Header versehen wird. Jedes dieser Pakete aus Nutzer-
daten, TCP- und IP-Header, versehen mit dem Ethernet-Header, welches auch als
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Abbildung 6.9.: Sende- und Empfangsvorgang bei ETHOM
Ethernet-Rahmen bezeichnet wird, wird durch Aufruf der Funktion ethom_tx()
an ETHOM übergeben. Innerhalb dieser Funktion wird geprüft, ob der Ethernet-
Rahmen mindestens die minimale Länge besitzt, andernfalls wird dem Rahmen
die fehlende Datenmenge hinzugefügt (padding). Der so geprüfte Ethernet-Rahmen
wird an die Funktion ethom_tx_action() weitergereicht, die sich um das Versen-
den über den Dolphin Treiberstack kümmert. In ethom_tx_action() wird zunächst
überprüft, an welchen Kommunikationspartner der Ethernet-Rahmen gerichtet ist,
indem das letzte Byte des Ethernet-Header-Feldes dst_address ausgewertet wird.
Die ermittelte Knotennummer (ETHOM host-id) wird als Index genutzt, um die
mit dem Zielknoten verbundene Nachrichtenwarteschlange zu finden. Abhängig von
dem flush-Parameter werden die Daten nun durch Aufruf von send_msg() oder
send_flush_msg() an den Dolphin Treiberstack übergeben und von diesem letzt-
endlich über den SCI- oder DX-Adapter physisch an den Zielknoten weitergeleitet.
Vergleicht man den Sendevorgang bei ETHOM mit dem zuvor beschriebenen Sen-
devorgang bei ETHOS (vgl. Kapitel 6.2.3), so fällt auf, dass das asynchrone Wei-
terleiten der Daten, welches bei ETHOS notwendig war, hier nicht zur Anwendung
kommt. Die Ursache war bei ETHOS, dass alle Funktionsaufrufe innerhalb des Ker-
nels vom Socket-write() bis zum Weitersenden der Daten durch ETHOS innerhalb
des Interrupt-Kontextes stattfanden, welcher es verbietet, Funktionen aufzurufen,
die blockieren können. Die von ETHOS genutzte Funktion sock_sendmsg() ist eine
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solche Funktion, die blockieren kann, während die von ETHOM genutzte Funktion
send_flush_msg() (bzw. send_msg()) nicht-blockierend ist. Die Asynchronität ist
also bei ETHOM nicht vonnöten und kann entfallen.
Empfangsvorgang
Nachdem die Daten also physisch bei Knoten 4 angekommen sind, schreibt der
Netzwerkadapter sie direkt in den zuvor von der Empfangswarteschlange registrier-
ten Bereich des Hauptspeichers. Es wird kein Interrupt ausgelöst, der über die
Ankunft der Daten informieren würde. Wie in Abschnitt 6.3.2 beschrieben, wird
auf Empfangsseite von ETHOM ein Empfangs-Thread gestartet, der die Funktion
ethom_rx_thread_action() ausführt. Diese Funktion fragt entweder ständig oder
dynamisch in länger werdenden Intervallen durch Aufruf der Funktion recv_msg()
die Dolphin Nachrichtenwarteschlangen ab, ob neue Daten angekommen sind. Kurz
nach Ankunft von Daten leitet dieser Empfangs-Thread diese nach oben an die
Funktion ethom_rx() weiter. In der Funktion ethom_rx() wird Speicher für eine
skb-Struktur angelegt, deren Zeiger auf den gerade empfangenen Ethernet-Rahmen
gesetzt werden. Bevor dieser Rahmen mit netif_rx() an den Kernel TCP/IP-
Stack weitergereicht wird, werden noch die gleichen Attribute wie bei ETHOS (dev,
protocol, ip_summed) im Ethernet-Header gesetzt. Im TCP/IP-Stack angekom-
men, werden mehrere Ethernet-Rahmen zu einem IP-Paket zusammengefügt (Re-
assembly), sofern das IP-Paket zuvor fragmentiert wurde, die IP- und TCP-Header
werden wieder entfernt und die Nutzerdaten landen im Puffer des TCP-Sockets, von
wo die read-Funktion der Anwendung sie entnimmt.
6.3.4. Schlussbemerkungen
Da ETHOM Ethernet-Rahmen von oberen Kernelschichten annimmt, werden neben
Ethernet auch alle direkt darauf aufbauenden Protokolle wie z. B. TIPC unterstützt,
im Unterschied zu reinen IP-Treibern, wie z. B. IP-over-InfiniBand (IPoIB).
DolphinsMessage-Queue API bietet keine Möglichkeit zur Versendung von Broad-
cast-Messages an alle verbundenen Kommunikationspartner, so dass dies in ETHOM
implementiert ist. Im Moment werden die Daten sequentiell nach dem Round-Robin-
Prinzip verteilt.
Bei Ausfall eines Knotens im Netzwerk können alle verbleibenden Knoten oh-
ne Einschränkung weiter untereinander kommunizieren. Ein Wiedereingliedern des
ausgefallenen Knotens, nachdem dieser neu gestartet wurde, ist allerdings noch nicht
implementiert.
6.4. Entwurf eines TIPC-Adapters für SCI, DX und
InfiniBand
Mit ETHOS und ETHOM sind in den beiden vorangegangenen Abschnitten zwei
Lösungen vorgestellt worden, die sich der im Schichtenmodell darüber liegenden
Schicht als Ethernet-Schnittstelle darstellen. Damit sind beide transparent – also
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Abbildung 6.10.: Überblick über die Netzwerkarchitektur mit TIPC Bearer (links
für Sockets, rechts für Dolphin Nachrichtenwarteschlangen)
ohne Änderungen – nutzbar von jeglicher Software, die für die Nutzung von Ethernet
geschrieben wurde, der am weitesten verbreiteten Technologie für Lokale Netzwerke.
Die Spezialisierung von ETHOM gegenüber ETHOS liegt in der Beschränkung der
unterstützten Hardware, auf die beiden Netzwerke SCI und DX der Firma Dolphin
ICS.
Die Implementierung eines TIPC-Adapters (TIPC bearer) führt eine Spezialisie-
rung „am anderen Ende“ ein. Ein TIPC-Adapter ist, wie der Name schon sagt, ein
Adapter, der es dem TIPC-Protokoll erlaubt, bestimmte darunter liegende Schichten
für die Übertragung von Daten von einem zum anderen Rechner zu nutzen. Damit
schränkt er die potentiellen Nutznießer auf Software ein, die das TIPC-Protokoll
zur Kommunikation einsetzt; andere Protokolle bleiben außen vor.
Zur Entwicklung eines TIPC-Bearers sind vor allem die Funktionen der TIPC-
Plugin-Schnittstelle (dokumentiert in der Datei tipc_plugin_if.h) zu implemen-
tieren. Die wichtigsten Funktionen sind: enable_bearer(), disable_bearer() und
send_msg(), welche durch die höheren TIPC-Schichten aufgerufen werden. Von
der Hardware-Seite her eingegangene Daten werden durch Aufruf der Funktion
tipc_recv_message() an die höheren Schichten von TIPC weitergereicht. Mit
tipc_block_bearer() und tipc_continue() lässt sich die Bereitschaft eines Bea-
rers, Daten von höheren TIPC-Schichten anzunehmen, zeitweise aussetzen und wie-
der fortsetzen.
Zwei mögliche Varianten eines solchen TIPC-Bearers – in der Kommunikation
mit der Hardware an ETHOS und ETHOM angelehnt – sind in Abbildung 6.10
skizziert und sollen im Folgenden etwas genauer vorgestellt werden.
6.4.1. TIPC-Socket-Bearer (TSB)
Ein in Anlehnung an ETHOS implementierter TIPC-Socket-Bearer würde höheren
TIPC-Schichten die Möglichkeit geben, sämtliche physischen Netzwerke, die UDP-
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Abbildung 6.11.: Kommunikationsvorgang bei Einsatz des TIPC-Socket-Bearers
Sockets zur Programmierung bereitstellen, zur Kommunikation zu nutzen.
Abbildung 6.11 zeigt die wichtigen Elemente des inneren Aufbaus eines TIPC-
Socket-Bearers. Dargestellt ist zudem ein Datenübertragungsvorgang von dem die
linke Seite einnehmenden Rechenknoten (TSB Host 1) zu dem auf der rechten Seite
befindlichen Knoten (TSB Host 4). Der Weg der Daten beginnt dabei oben bei der
durch einen write(payload) symbolisierten Anwendung auf TSB Host 1, von wo
sie bis zu der physisch übertragenden Netzwerkkarte herunter gereicht werden und
setzt sich auf TSB Host 4 fort vom Netzwerkadapter bis oben zur empfangenden
Anwendung (read(payload)).
Vergleicht man die Architektur von TSB in Abbildung 6.11 mit derjenigen von
ETHOS (Abb. 6.6), so sieht man noch einmal deutlich die zwei wichtigsten Unter-
schiede:
1. Der Wegfall der Ethernet-Schnittstelle. Dieses hat wie erwähnt den positi-
ven Effekt, dass die Nutzerdaten direkter weitergereicht werden können, was
hoffentlich zu weiter merklich gesteigerter Leistungsfähigkeit führt. Negative
Auswirkung ist, dass nur noch TIPC als Protokoll unterstützt wird. Von den
drei betrachteten Single-System-Image-Systemen zieht also nur noch Kerrig-
hed Nutzen aus dieser Entwicklung.
2. Der niedrigere Overhead durch weniger Protokoll-Header in den als UDP-
107
6. Entwurf neuer Netzwerkschichten
TIPC-Socket
connected to
<Z.C.N>=1.1.1
send_msg()
Dolphin driver stack
NETIF
SCI/DX Network adapter
write (payload)
Dolphin driver stack
NETIF
SCI/DX Network adapter
TMB Host 1 TMB Host 4
kernel activity physical transfer
Ke
rne
lsp
ac
e
Us
ers
pa
ce
HW
read (payload)
zoom
TIPC payload
TIPC packet
skb
tmb_send_action()
TIPC payload
Message
DstNode: 1.1.4
SrcNode: 1.1.1
dst_host=4
4 Message Queue to Host 4
tx_dates[dst_host]
...
...
...
...
Dolphin Message Queue, TX
send_flush_msg()
tmb_recv()
TIPC payload
tipc_recv_msg()
dev_alloc_skb()
tmb_recv_thread_action()
TIPC payload
Message
Dolphin Message Queue, RX
polling of
recv_msg()
TIPC-Socket
connected to
<Z.C.N>=1.1.4
TIPC driver (<Z.C.N>=1.1.1)
TIPC bearer
(msq:msq0)
TIPC driver (<Z.C.N>=1.1.4)
TIPC bearer
(msq:msq0)
bearer
Abbildung 6.12.: Kommunikationsvorgang bei Einsatz des TIPC-Message-Queue-
Bearers
Datagramm über die Sockets versendeten Daten (→ TIPC-Protokoll-Header
(40B) gegenüber den Headern von Ethernet, IP und TCP (58B) bei ETHOS).
Der Ablauf des Sende- und Empfangsprozesses wäre weitestgehend analog zu dem
entsprechenden Prozess von ETHOS. Insbesondere ist auch hier die Verwendung ei-
ner Work-Queue notwendig, um den Aufruf der Funktion sock_sendmsg() (welcher
wie erwähnt blockieren kann) vom Rest der Verarbeitung im Interrupt-Kontext zu
entkoppeln. Statt der Hardware-Adresse, wie im Falle von ETHOS, dient hier auf der
Suche nach der Zieladresse für das UDP-Datagramm die TIPC-Empfängeradresse
(DstNode) als Index in das tx_dates[]-Feld.
6.4.2. TIPC-Message-Queue-Bearer (TMB)
Der zweite vorgeschlagene TIPC-Bearer wäre analog zu ETHOM aufgebaut. Er wür-
de es Nutzern von TIPC ermöglichen, Daten über Dolphin Nachrichtenwarteschlan-
gen (Message Queues) und somit letztendlich über SCI- und DX-Netzwerkadapter
zu verschicken.
In Abbildung 6.12 ist wiederum der gleiche Kommunikationsvorgang dargestellt,
der auch schon zur Illustration der vorgenannten neuen Netzwerkschichten diente.
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Abbildung 6.13.: Überblick über die neuen Netzwerkschichten im Vergleich zur exis-
tierenden Lösung mit Ethernet
Auch hier kommt auf Empfängerseite ein Empfangs-Thread zur Anwendung, der
durch aktives Polling neue Nachrichten mit sehr niedriger Latenz aus den Dolphin
Nachrichtenwarteschlangen abruft. Je mehr Ausführungseinheiten (Cores) zur Ver-
fügung stehen, desto geringer macht sich die Auslastung der einen für das Polling
benötigten Ausführungseinheit bemerkbar.
6.5. Zusammenfassung
Nachdem im vorhergehenden Kapitel Analysen zur Kommunikation des Single-
System-Image-Systems Kerrighed beschrieben wurden, sind in diesem Kapitel die
entwickelten Netzwerkschichten näher betrachtet worden. Kommunikationsabläufe
und Architektur wurden detailliert beschrieben.
Abbildung 6.13 zeigt noch einmal im Überblick die in diesem Kapitel vorgestell-
ten vier neuen Netzwerkschichten, die Kerrighed die Nutzung der Hochgeschwindig-
keitsnetze SCI und DX erlauben. Als Vergleich ist auch die bereits vorher existente
Lösung mit Ethernet gezeigt. Weitere durch ETHOS und TSB unterstützte Netz-
werke sind an dieser Stelle nicht wieder dargestellt; Fokus liegt hier auf Anzahl und
Art der benötigten Zwischenschichten.
Mit ETHOS ist ein Treiber entstanden, der sowohl dem Linux-Kernel als auch An-
wendungssoftware einen virtuellen Ethernet-Adapter zur Verfügung stellt und sei-
nerseits über UDP-Kernel-Sockets Daten versendet und empfängt. Er ist somit viel-
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seitig einsetzbar, da er einer Vielzahl von Kommunikationsprotokollen eine Vielzahl
von Netzwerkadaptern zugänglich macht. Neben Kerrighed, dem Einsatzbereich,
für den er entwickelt wurde, kann er auch in vielen Fällen dort eingesetzt werden,
wo das nötige Bindeglied zwischen Protokoll und Netzwerk-Hardware (noch) nicht
existiert.
ETHOM bietet ebenfalls einen virtuellen Ethernet-Adapter und unterstützt damit
eine Vielzahl von Kommunikationsprotokollen, schränkt jedoch die Unterstützung
verschiedener Netzwerk-Hardware auf die beiden Netzwerke SCI und DX der Firma
Dolphin ein, um eine höhere Leistungsfähigkeit zu erreichen.
Beiden Treibern gemeinsam ist, dass sie nach Kenntnisstand des Autors zum
ersten Mal überhaupt Kerrighed die Nutzung von Hochgeschwindigkeitsnetzwer-
ken erlauben. Die Nutzung von SCI, DX und InfiniBand ist in dieser Arbeit durch
Messungen und Testergebnisse belegt; jedes andere Netzwerk, welches UDP-Kernel-
Sockets als Programmierschnittstelle anbietet, sollte Design-gemäß durch ETHOS
ebenfalls unterstützt werden. Für das SCI-Netzwerk der Firma Dolphin stellen die
beiden Treiber darüber hinaus zum ersten Mal die Möglichkeit bereit, die Netz-
werkadapter über die im Linux-Kernel dafür vorgesehene Standard-Datenstruktur,
das NetDevice, anzusprechen.
Mit den TIPC-Bearern TSB und TMB sind zwei weitere Möglichkeiten vorge-
stellt worden, Kerrighed die Kommunikation über Hochgeschwindigkeitsnetzwer-
ke zu ermöglichen. Das Weglassen von Netzwerkschichten verspricht etwas verbes-
serte Leistungsfähigkeit auf Kosten der universelleren Nutzbarkeit eines virtuellen
Ethernet-Adapters.
Im folgenden Kapitel sollen die beiden implementierten neuen Netzwerkschichten
ETHOS und ETHOM auf ihre Leistungsfähigkeit hin untersucht werden, sowohl was
ihren alleinstehenden Einsatz betrifft als auch ihren Einsatz zur Kommunikation von
Single-System-Image-Systemen.
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In diesem Kapitel wird mit Hilfe von Benchmarks die Leistung der implementier-
ten Lösungen bewertet. Dazu werden zunächst die verwendeten Größen zur Be-
urteilung der Leistung eingeführt. Nach Vorstellung der genutzten Messplattfor-
men wird die Leistung auf unterschiedlichen Ebenen untersucht – angefangen mit
Kommunikations-Benchmarks, die möglichst direkt auf dem erstellten Netzwerk-
device aufsetzen, über Kommunikations-Benchmarks, die auf den Funktionen des
SSI-Systems Kerrighed aufsetzen, bis hin zu Anwendungsbenchmarks, die Rechen-
last und Kommunikationslast kombinieren und somit ein Bild von der Gesamtleis-
tungsfähigkeit des Systems geben.
7.1. Leistungskennwerte
Um eine gemeinsame Sprache bei der Beurteilung der Leistungsfähigkeit der entwi-
ckelten Kommunikationsschicht zu verwenden, werden nun die verwendeten Unter-
suchungskriterien vorgestellt und definiert.
7.1.1. Verzögerungszeit (Latenz)
Ein sehr wichtiges Kriterium zur Beurteilung der Leistungsfähigkeit einer Netz-
werkschnittstelle ist die Latenz. Die Latenz ist definiert als die kürzeste Zeit, die
vergeht, während eine Nachricht gegebener Länge vom Startpunkt zum Endpunkt
übertragen wird. Die Latenz ist in hohem Maße abhängig von der Länge der über-
tragenen Nachricht. Fehlt also diese Angabe, wird der Begriff Latenz synonym mit
derminimalen Latenz (gemessen bei Übertragung einer Nachricht minimaler Länge)
verwendet.
Wird die Latenz zwischen zwei Rechnern bestimmt, indem eine Nachricht in ei-
ner Richtung vom Startpunkt zum Endpunkt gesendet wird, müssen die Uhren der
involvierten Rechner möglichst exakt übereinstimmen, was in der Praxis Probleme
aufwirft. Aus diesem Grund wird häufig eine sogenannte Round-Trip-Latenz gemes-
sen. Synonyme Bezeichnungen sind Round-Trip-Time (RTT) oder auch Ping-Pong-
Latenz . Dabei wird eine Nachricht vom Startpunkt zum Endpunkt und von dort
mit möglichst wenig Verarbeitung wieder zum Ausgangspunkt zurückgesendet. Die
Messung des Startzeitpunkts und des Endzeitpunkts kann somit auf einem Rechner
erfolgen, die Synchronisation kann entfallen. Oft wird aus dieser Round-Trip-Latenz
rechnerisch die Einweg-Latenz bestimmt als Hälfte der Round-Trip-Latenz (RTT/2).
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7.1.2. Bandbreite und Durchsatz
Das zweite dominierende Kriterium, das Aussagen über Netzwerkschnittstellen zu-
lässt, ist die Bandbreite (engl. bandwidth) und auch der Durchsatz (engl. through-
put). Die beiden Bezeichnungen werden in der Literatur oft synonym benutzt. Die
Bandbreite ist dabei definiert als Datenmenge (angegeben zumeist in Bit bzw. Zeh-
nerpotenzen davon), die innerhalb einer bestimmten Zeit (angegeben in Sekunden)
über einen Netzwerkabschnitt gesendet werden kann. Sie wird oft basierend auf
den physikalischen Eigenschaften, wie der Signalfrequenz einer bestimmten Netz-
werktechnologie angegeben und ist somit eher theoretischer Natur. Der Durchsatz
hingegen beschreibt zumeist eine gemessene Größe und gibt somit Auskunft über
tatsächlich erreichbare Datenübertragungsraten; er wird im Gegensatz zur Band-
breite zumeist angegeben in Bytes (oder Zehnerpotenzen davon), die pro Sekunde
von einem Startpunkt zum Endpunkt übertragen werden können.
7.2. Beschreibung der Testplattformen
Sämtliche Messungen wurden auf den folgenden Clustern durchgeführt. Es wird
jeweils erwähnt, welche Messung auf welchem Cluster stattgefunden hat.
7.2.1. Hardware
Beide Cluster sind an den selben Gigabit-Ethernet- und InfiniBand-Switch ange-
schlossen. Das SCI-Netzwerk benötigt keinen Switch, sondern wird stattdessen in
einer Torus-Topologie verbunden. Bei dem DX-Netzwerk lassen sich bis zu drei
Knoten ohne Switch als vollvermaschtes Netz koppeln. Nähere Informationen zu
den verschiedenen Netzwerktopologien finden sich in Kapitel 2.3.1.
1. PD-Cluster
Anzahl Knoten: 16
Kerne pro Knoten: 2
Prozessor: Intel PentiumD 820 mit 2,8GHz
Hauptspeicher: 2GB DDR2-533
Mainboard: Asus P5MT-M
Ethernet (GE): 2 x Broadcom BCM5721 Gigabit-Ethernet (onboard)
Dolphin SCI: D352 mit 2x10Gbit/s in einer 4x4-Torus-Topologie
Infiniband (IB): Mellanox MHGS18-XTC DDR mit 20Gbit/s
Switch: Cisco Catalyst 2960G-24TC-L (GE) und Mellanox MTS-2400-DDR
(IB)
2. Octopus-Cluster (Blockschaltbild siehe Abbildung 7.1)
Anzahl Knoten: 4
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Abbildung 7.1.: Blockschaltbild eines Octopus-Knotens mit Anbindung der Netz-
werkkarten
Kerne pro Knoten: 8
Prozessor: Intel Xeon 5355 mit 2,66GHz
Hauptspeicher: 8GB DDR2
Mainboard: Intel S5000PSL
Ethernet (GE): 2 x Intel 82563EB Gigabit-Ethernet (onboard)
Dolphin DX (DX): DX 510H mit 2x10Gbit/s
Infiniband (IB): Mellanox MHGS18-XTC DDR mit 20Gbit/s
Switch: Cisco Catalyst 2960G-24TC-L (GE) und Mellanox MTS-2400-DDR
(IB)
7.2.2. Software
Für die Messungen auf unterer Ebene (Lowlevel-Messungen) läuft auf allen Knoten
ein mit Kerrighed-Patches der SVN-Version 5121 veränderter Kernel der Version
2.6.20 kompiliert für 32-Bit-Prozessoren. Für SCI werden die Dolphin-Treiber in
Version Release 3.4.0d genutzt, für DX in Version 3.3.1d. Als InfiniBand-Treiber
kommen diejenigen zum Einsatz, die bei dieser Kernel-Version in den offiziellen
Quellen enthalten sind. Messungen mit anderen Kernel- und Treiberversionen finden
sich in den Artikeln [FRLB08, FRLB09a, FRLB09b].
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7.3. Lowlevel-Benchmarks der Netzwerkschichten
In diesem Abschnitt wird die Leistungsfähigkeit der neu entwickelten Netzwerk-
schichten ETHOM und ETHOS auf unterster Ebene untersucht. Gemeint ist da-
mit, dass zur Messung ein Programm genutzt wird, welches zum einen ausschließlich
kommuniziert, also keine Rechenlast erzeugt, zum anderen so direkt wie möglich auf
die Netzwerkschicht zugegriffen wird – das heißt hier im konkreten Fall als Abgren-
zung zu den „Midlevel“-Benchmarks in Abschnitt 7.5, dass keine Softwareschicht
des SSI-Systems Kerrighed genutzt wird.
Betrachtet werden zunächst die zwei wichtigsten Kennwerte der Leistungsfähig-
keit, die Latenz und der Durchsatz. Als Benchmark kommt NPtcp aus der NetPIPE1
Suite in Version 3.7.1 zur Anwendung.
Des Weiteren werden zwei Aspekte der Systemlast, welche bei der Kommunika-
tion erzeugt wird, untersucht. Für die Messung der Anzahl der Unterbrechungs-
anforderungen (Interrupts) und die durch Betriebssystemaktivitäten verursachte
Prozessorauslastung wird das Programm sockperf in Version 3.4.0d genutzt.
Die bis jetzt erwähnten Benchmarks nutzen alle die Protokollkombination TCP/IP
zur Kommunikation über die neuen Devices. Um eine erste Indizien zu bekommen,
was bei der Kommunikation über das TIPC-Protokoll zu erwarten ist, wird die La-
tenz und der Durchsatz mit Hilfe des Benchmarks tipcbench aus der TIPC-Suite
gemessen. Letzteres Programm ist Teil des „TIPC demo v 1.15 package“.
Durch die Ethernet-Emulation geht prinzipbedingt ein Teil von der absoluten
Leistungsfähigkeit der Hochgeschwindigkeitsnetzwerke verloren. Es soll in den nächs-
ten zwei Unterabschnitten gezeigt werden, wie viel von der Leistungsfähigkeit er-
halten bleibt.
Nach Tests mit unterschiedlichen Einstellungen für die MTU haben wir uns für
die größtmögliche MTU für ETHOS und ETHOM entschieden, da kein wesentlicher
negativer Einfluss auf die Latenz festgestellt wurde, es sich auf den Durchsatz je-
doch positiv auswirkte. Ansonsten kommen für alle Netzwerkadapter die Standard-
Parameter zum Einsatz, es wurden also weder für Interrupt Coalescing oderMessage
Coalescing noch für andere Parameter Einstellungen geändert.
7.3.1. Latenz
Die Ergebnisse der Latenz-Messungen sind in Abbildung 7.2 dargestellt. Zu sehen
sind auf der linken Seite die Messungen für den PD-Cluster mit den Netzwerken
Gigabit-Ethernet, InfiniBand und SCI, auf der rechten Seite die Messungen auf
dem Octopus-Cluster mit DX statt SCI. Als Referenz dienen die Messergebnisse für
(reines) Gigabit-Ethernet und (reines) IP-over-InfiniBand (IPoIB). Zum Vergleich
ist auch die Kurve für ETHOS über Gigabit-Ethernet (GbE) zu sehen. Letzteres
ist praktisch wohl von geringem Interesse, hilft jedoch dabei, den Overhead der
zusätzlichen Netzwerkschicht einzuschätzen.
Allgemein ist beim Kurvenverlauf eine Unterteilung in zwei Phasen zu beobach-
ten. Unterhalb von 256B großen Datenpaketen (1024B für SCI und InfiniBand)
1http://www.scl.ameslab.gov/netpipe
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Abbildung 7.2.: Latenz gemessen mit NPtcp (PD-Cluster)
ist die Latenz für alle Größen annähernd konstant. Darüber ergibt sich ein linea-
rer Anstieg der Latenzzeit und damit wird die linear ansteigende Paketgröße zum
maßgeblichen Einflussfaktor.
Vergleicht man zunächst die Latenzen von Ethernet mit denen von ETHOS über
Ethernet (die beiden oberen Kurven in Abbildung 7.2), so ist erkennbar, dass die
Latenz für kleinste Pakete bei etwa 48 µs liegt. ETHOS sorgt für eine zusätzliche
Latenz von etwa 3 µs verursacht durch die zusätzliche Paketverarbeitung. Ähnlich
lässt sich der Overhead zwischen reinem IPoIB und ETHOS über IPoIB betrachten.
Hier ergibt sich ein Overhead von etwa 8 µs auf die Latenz von reinem IPoIB, welche
bei 18 µs liegt. Für SCI gibt es keinen Vergleich, da außer der hier vorgestellten
Lösung mit ETHOS/ETHOM über SCI keine Möglichkeit existiert, das IP-Protokoll
über SCI zu betreiben.
Betrachtet man die Latenz der neuen Ansätze mit Gigabit-Ethernet (ca. 48 µs), so
lässt sich mit ETHOS über SCI eine Verbesserung der Latenz um knapp 20 µs beob-
achten (28 µs absolute Latenzzeit), ETHOS über IPoIB bringt weitere 5 µs niedrigere
Latenz (23 µs).
Eine Frage, die sich stellt, ist, ob sich die Entwicklung des auf SCI und DX
zugeschnittenen ETHOM in besseren Latenzwerten ausdrückt, als sie von dem ge-
nerischen ETHOS erreicht werden. Vergleicht man die Kurven der Grafik in Ab-
bildung 7.2, so sieht man, dass die Kurve für ETHOM die niedrigsten Latenzwerte
aufweist (ca. 18 µs über SCI). Gegenüber ETHOS ergibt sich also eine weitere Ver-
besserung um 10 µs.
Insgesamt ergibt sich durch die neu entwickelten Netzwerkschichten in diesem
Benchmark eine deutliche Verbesserung der Kommunikationslatenz.
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7.3.2. Durchsatz
Die zweite wichtige Größe ist der Durchsatz, der mit den neu-entwickelten Netz-
werkschichten zu erreichen ist. Die Ergebnisse der Messungen sind in Abbildung 7.3
für den PD-Cluster (7.3a) und für den Octopus-Cluster (7.3b) dargestellt.
Die Kurven für den Durchsatz zeigen bei allen untersuchten Netzwerken einen
linearen Anstieg beginnend mit Paketen ohne Nutzdaten bis zu einer Nutzdaten-
größe von etwa 2 kB – 4 kB. Verdopplung der Paketgröße resultiert also in einer
Verdopplung des Durchsatzes. Etwa bei dieser Paketgröße flacht die Kurve ab und
geht je nach Netzwerk ab etwa 128 kB – 512 kB in Sättigung.
Betrachtet man die einzelnen Netzwerktechnologien, so liefert Gigabit-Ethernet
(mit und ohne ETHOS) durchgängig die niedrigsten Übertragungsraten und liefert
als Maximum knapp weniger als 1Gbit/s Durchsatz. Zunächst etwa parallel verlau-
fen die Kurven von ETHOS über SCI und ETHOS über InfiniBand – InfiniBand
liegt jeweils etwas höher. Bei einer Größe von 1 kB trennen sich die beiden Kurven
und gehen ihren unterschiedlichen Maxima von 2Gbit/s (SCI) und etwa 3,5Gbit/s
(InfiniBand) entgegen. Einen unterschiedlichen Verlauf nehmen IPoIB und ETHOM
über SCI. InfiniBand zeigt konstant den höchsten Durchsatz bis zu einem Maximum
von etwas mehr als 6Gbit/s. ETHOM über SCI liegt bis zu einer Paketgröße von
etwa 1 kB gleichauf mit InfiniBand flacht dann stärker ab und fällt auch durch die
aktuelle Begrenzung auf 8 kB Nachrichtengröße zunächst hinter ETHOS über Infi-
niBand und dann auch hinter ETHOS über SCI zurück und erreicht ein Maximum
von etwa 1,5Gbit/s.
Vergleichsmessungen auf dem Octopus-Cluster zeigen ähnliche Ergebnisse. Über
DX bietet ETHOM hierbei für Nachrichtengrößen bis 8 kB noch einmal deutlich
höheren Durchsatz selbst als InfiniBand.
Die neuen Netzwerkschichten liefern somit über den kompletten Verlauf der Kurve
hinweg zwischen doppelt soviel und viermal soviel Durchsatz wie Gigabit-Ethernet.
7.3.3. Systemlast
In diesem Abschnitt wird die Systemlast mit Hilfe des sockperf-Benchmarks un-
tersucht. Dazu werden zum einen die Anzahl der ausgelösten Interrupts betrachtet
(dargestellt in Abbildung 7.4) und zum anderen die Auslastung des Prozessors (siehe
Abbildung 7.5).
In Abbildung 7.4 ist die Anzahl der Interrupts, welche von jedem Device ausgelöst
wurden, über der Nachrichtengröße aufgezeichnet.
Zwei Punkte fallen auf den ersten Blick auf:
1. Die Kurve für ETHOM verläuft praktisch unsichtbar bei einem Wert von 0
Interrupts pro Sekunde; unabhängig, ob als Hardware SCI oder DX verwendet
wird. Dieses Ergebnis ist leicht zu erklären mit der Arbeitsweise von ETHOM.
Es wird auf Kosten einer höheren Systemauslastung fortwährend nach neu-
en eingehenden Nachrichten gefragt (engl. Polling) und nicht asynchron wie
bei den anderen Netzwerktechnologien durch Auslösen eines Interrupts die
Ankunft der neuen Nachrichten signalisiert.
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Abbildung 7.3.: Durchsatz gemessen mit NPtcp
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Abbildung 7.4.: Interrupts gemessen mit sockperf
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2. Die beiden oberen Kurven stellen die Werte für InfiniBand (IPoIB und ETHOS
über IPoIB) dar. InfiniBand generiert bei weitem mehr Interrupts als die an-
deren Technologien. Ab einer Nachrichtengröße von zwischen 256B und 512B
fallen die beiden Kurven stark ab und pendeln sich für große Nachrichten von
32 kB und größer auf dem Niveau von Ethernet ein.
Des Weiteren zeigt die Kurve für Gigabit-Ethernet und ETHOS über Gigabit-
Ethernet einen ungewöhnlichen Verlauf, insofern, als nach einem konstanten Ver-
lauf bis 256B (bzw. 64B) ein kräftiger Anstieg der Interrupts folgt. Reines Gigabit-
Ethernet verharrt auf diesem höheren Niveau auch für größere Nachrichten, während
ETHOS über Gigabit-Ethernet auf ein niedrigeres Niveau sinkt. Dieser Kurvenver-
lauf deutet auf eine künstliche Begrenzung der Interrupts hin, etwa durch Interrupt
Coalescing, oder aber durch kurzzeitiges Umschalten auf Polling, wenn Nachrichten
mit einer hohen Rate eintreffen.
Alle anderen Technologien zeigen einen fallenden Verlauf, welcher damit zu er-
klären ist, dass größere Nachrichten länger für die Übertragung brauchen und sich
somit die Zeit zwischen zwei Nachrichtenankünften verlängert. Vergleichsmessungen
auf dem Octopus-Cluster (dargestellt in Abbildung 7.4b) bestätigen die Messergeb-
nisse.
Das wichtigere Element der Systemlast ist die in Abbildung 7.5 dargestellte Aus-
lastung des Prozessors (angegeben als Reziprokwert der freien Prozessorzeit).
Auffallend ist direkt die hohe Systemlast, die durch ETHOM über SCI erzeugt
wird. Sie entsteht dadurch, dass ein Thread kontinuierlich neue Nachrichten abfragt
und somit einen der beiden Prozessorkerne des PD-Knotens komplett belegt. Ein
Vergleich mit den Messungen auf dem Octopus-Cluster, dessen Knoten acht Kerne
besitzen, zeigt, wie positiv sich die höhere Kernzahl auswirkt.
Betrachtet man die anderen getesteten Verbindungstechnologien, so sieht man
bei Gigabit-Ethernet und bei ETHOS über Gigabit Ethernet eine sehr niedrige
Prozessorlast. InfiniBand und ETHOS über InfiniBand und SCI liegen auf ähnli-
chem Niveau zwischen der niedrigen Last von Gigabit-Ethernet und der hohen Last
von ETHOM.
Erwähnt werden soll an dieser Stelle auch der zu erwartende höhere Energie-
verbrauch, welcher von ETHOM durch das aktive Polling auf neue Nachrichten
verursacht wird.
Zusammenfassend kann man bei Ethernet eine insgesamt sehr niedrige Systemlast
festhalten, ETHOS über SCI, DX und InfiniBand verursacht eine moderate Last,
während ETHOM durch den Polling-Ansatz eine sehr hohe Last erzeugt, die nur
durch eine große Anzahl an Prozessorkernen relativiert wird. ETHOM sollte somit
klar von kommenden Many-Core-Prozessoren profitieren.
7.3.4. TIPC-Benchmarks
Eines der wichtigen Ziele bei der Entwicklung der neuen Netzwerkschichten war es,
das TIPC-Protokoll auf Hochgeschwindigkeitsnetzwerken lauffähig zu machen. Inso-
fern dürfen ein paar Messergebnisse mit diesem Protokoll nicht fehlen. Abbildung 7.6
und 7.7 zeigen die Messergebnisse für die Latenz und den Durchsatz, gemessen mit
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Abbildung 7.5.: Auslastung des Prozessors durch Betriebssystemaktivitäten gemes-
sen mit sockperf
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dem einzig verfügbaren „offiziellen“ Benchmark tipcbench. TIPC ersetzt dabei die
Protokollkombination TCP/IP und nutzt über die neuen Netzwerkschichten sowohl
SCI und DX als auch InfiniBand. Der Benchmark tipcbench führt dabei nacheinan-
der zwei unterschiedliche Messläufe durch, einen zur Bestimmung der Latenz, ein
anderer Algorithmus wird zur Durchsatzbestimmung genutzt. Zur Durchsatzbestim-
mung senden beide Seiten gleichzeitig so viele Nachrichten wie möglich; als Ergebnis
ist der Durchsatz in einer Richtung angegeben (nicht die Summe der beiden Werte).
Im Vergleich mit dem zuvor verwendeten Benchmark NPtcp sind also niedrigere
Durchsatzwerte zu erwarten, da hier sowohl auf dem Server als auch auf dem Client
gleichzeitig Nutzdaten gesendet und empfangen werden, während zuvor auf dem
Client nur gesendet wurde und auf dem Server nur empfangen.
Die Latenz ist in Abbildung 7.6 dargestellt. Zunächst einmal fällt auf, dass bei die-
ser Messreihe 5 statt wie bisher 6 Netzwerkschichten gemessen wurden. Der Grund
liegt darin, dass das TIPC-Protokoll InfiniBand weder direkt noch mittels IPoIB
unterstützt. Die aktuell einzige Möglichkeit, dennoch InfiniBand zu nutzen liegt in
ETHOS über InfiniBand.
Betrachtet man die Kurven für die einzelnen Netzwerkschichten, so liefert ETHOM
sowohl über SCI (auf den PD-Knoten) als auch über DX (auf den Octopus-Knoten)
die niedrigsten tipcbench-Latenzen, über DX sogar mit einigem Abstand zu den
Konkurrenten. Anzumerken ist zudem, dass die hier dargestellten Werte mit einem
für Kerrighed gepatchten Kernel gemessen wurden (siehe auch Abschnitt 7.2). Mes-
sungen mit neueren Kernelversionen und anderen Konfigurationsoptionen zeigen
zum Teil deutlich niedrigere Latenzen (Minimum von 14 µs für ETHOM über DX
[FRLB09b]). Leicht über den Latenzen von ETHOM folgen die beiden Kurven von
ETHOS über IPoIB und ETHOS über SCI/DX. Das Schlusslicht bilden Gigabit-
Ethernet und ETHOS über Gigabit-Ethernet. Vergleicht man letztere beiden, so
kann man in etwa wieder den Overhead ablesen, der durch ETHOS als zusätzlicher
Zwischenschicht erzeugt wird.
Ein Vergleich zwischen ETHOM über SCI und ETHOS über SCI zeigt die deutlich
niedrigeren Latenzen, die sich durch das Polling von ETHOM für kleine Nachrichten
ergeben.
Octopus wie PD zeigen ein im Prinzip ähnliches Bild. Unterschiede sind zum
einen, dass die Latenzen auf Octopus generell auf schlechterem Niveau liegen, zum
anderen, die höhere Leistung von DX auf dem Octopus-Cluster gegenüber SCI auf
dem PD-Cluster. Das liegt zum einen an der leistungsfähigeren Hardware (DX ge-
genüber SCI), im Falle von ETHOM evtl. auch an der höheren Prozessorkernzahl.
ETHOS über IPoIB kann hier insofern als Referenz genutzt werden, da für diese
Kombination auf beiden Clustern baugleiche Netzwerkhardware und dieselbe Soft-
ware zum Einsatz kommt.
In Abbildung 7.7 ist der Durchsatz dargestellt. Das erste, was bei der Durchsatz-
Grafik ins Auge springt, sind Probleme im Zusammenspiel von TIPC, tipcbench und
ETHOM bei Paketgrößen über 8 kB. Die entsprechende Kurve fällt sowohl auf den
PD-Knoten als auch auf den Octopus-Knoten steil ab bis auf fast Null. Besonders
problematisch scheint eine Nachrichtengröße von 32 kB zu sein. Die Ursache ließ sich
nicht endgültig klären, es gibt jedoch eine Reihe Faktoren, die zu den Problemen
beitragen: (1) Zum einen zeigt der tipcbench-Benchmark insofern ein uneinheitli-
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Abbildung 7.6.: Latenz gemessen mit tipcbench
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Abbildung 7.7.: Durchsatz gemessen mit tipcbench
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ches Verhalten, als die Latenzmessungen völlig problemlos bis zu einer durch die
maximale TIPC-Nachrichtengröße vorgegebenen Obergrenze von 64 kB durchlau-
fen. Probleme treten nur beim Durchlauf zur Bestimmung des Durchsatzes auf. (2)
Das TIPC-Protokoll selbst scheint nach Diskussionen auf der Mailing-Liste in der
eingesetzten Version Probleme mit der Handhabung von Hochlastsituationen (engl.
Congestion) zu haben (siehe „Clarification on TIPC congestion“ 2, und „Confused
by TIPC congestion handling during sends“ 3, 4, 5). (3) Die eingesetzten Dolphin-
Message-Queues sind evtl. noch nicht komplett stabil und zeigen in Kombination
mit manchen Kernel-Konfigurationen unter hoher Last Probleme.
Betrachtet man die Kurven der einzelnen gemessenen Netzwerkschichten, so zeigt
Ethernet gerade für kleine Nachrichtengrößen einen erstaunlich guten Durchsatz.
Nur ETHOM über SCI und DX überträgt in diesem Bereich mehr Daten pro Zeit-
einheit. Erstaunlich ist dies vor allem, da Ethernet für kleine Nachrichten wesentlich
höhere Latenzen besitzt als die Konkurrenten. Zu vermuten ist, dass dieses Verhal-
ten zum einen am Messalgorithmus von tipcbench und zum anderen an der Op-
timierung des Ethernet-Bearers von TIPC auf Ethernet-Hardware liegt. Für große
Nachrichten über 4 kB liefert ETHOS über IPoIB den höchsten Durchsatz.
Vergleicht man die Ergebnisse der Durchsatzmessungen mittels des tipcbench-
Benchmarks mit denen, die mittels NPtcp über TCP/IP ermittelt wurden, lässt
sich festhalten, dass die tipcbench-Messwerte insgesamt ein niedrigeres Niveau zei-
gen. Das wird zum größten Teil daran liegen, dass es sich hier um eine Messung
handelt, bei der beide Seiten gleichzeitig senden und empfangen, und als Ergebnis-
se nur der Durchsatz in einer Richtung angegeben ist. Das TIPC-Protokoll scheint
zudem eher auf niedrige Latenzen optimiert zu sein, als auf einen hohen Durchsatz.
Verbesserungen könnte evtl. eine Änderung des Codes zur „Congestion Control“
bringen.
7.4. Anwendungs-Benchmarks
Als zweite Kategorie von Benchmarks werden an dieser Stelle Anwendungsbench-
marks untersucht. Darunter zu verstehen sind Programme, die Kommunikationslast
mit Rechenlast kombinieren. Je nach Einzelbenchmark liegt dabei der Schwerpunkt
weiter in Richtung Kommunikation oder in Richtung Berechnung.
Zunächst wird eine Standard-Benchmark-Suite ausgeführt, welche zur Kommuni-
kation das Message Passing Interface (MPI) mit dessen IP-Kommunikationsdevice
nutzt. Kommuniziert wird also über TCP/IP, welches Ethernet und ETHOS nutzt.
Letzteres nutzt wiederum InfiniBand, SCI und DX als Kommunikationshardware.
Anzumerken ist, dass sich hier keine Teile von Kerrighed im Kommunikationspfad
befinden.
Mehr als Machbarkeitsstudie werden im zweiten Teil drei kleine am Lehrstuhl
entwickelte Programme ausgeführt, welche zwar ebenfalls MPI zur Kommunikation
2http://permalink.gmane.org/gmane.network.tipc.general/2380
3http://comments.gmane.org/gmane.network.tipc.general/2342
4http://permalink.gmane.org/gmane.network.tipc.general/2343
5http://permalink.gmane.org/gmane.network.tipc.general/2344
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nutzen, in diesem Fall aber mit dessen Shared-Memory-Device. Dieses nutzt hier
den von Kerrighed bereitgestellten clusterweiten gemeinsamen Speicher, und kom-
muniziert somit über das TIPC-Protokoll, welches wiederum Ethernet, ETHOS und
ETHOM nutzt.
7.4.1. NAS Parallel Benchmarks
In diesem Abschnitt wird die Leistungsfähigkeit der erstellten Lösung unter Zuhilfe-
nahme der NAS6 Parallel Benchmarks [BBB+91] untersucht. Detaillierte Beschrei-
bungen der acht enthaltenen Benchmarks finden sich in [BBB+94]. Zur Anwendung
kommt die MPI-Variante der Benchmark-Suite in der Version 3.3.
Die NAS Parallel Benchmarks sind eine Sammlung von Benchmarks, die es er-
lauben sollen, die Leistungsfähigkeit unterschiedlicher Hochleistungsrechensysteme
miteinander zu vergleichen. Da Systeme hinsichtlich ihrer Architektur und Funkti-
onsweise sehr unterschiedlich sein können, hat man sich dazu entschieden, die zu
bearbeitenden Probleme komplett algorithmisch zu beschreiben und keine Lösung
vorzuschreiben. So kann derjenige, der die Benchmarks für ein bestimmtes System
implementiert, die vorgegebenen Probleme in einer für dieses System optimalen Art
und Weise umsetzen.
Um die Arbeit dieser Person zu vereinfachen, haben die Autoren der Benchmarks
nichtsdestotrotz eine Referenzimplementierung beigelegt. Darüber hinaus haben sie
auch Implementierungsdetails wie die Programmiersprache und die Bit-Breite der
Rechenoperationen vorgegeben. Damit soll verhindert werden, dass das Benchmar-
kergebnis zu sehr durch den Aufwand, der in die Implementierung gesteckt wird,
beeinflusst wird. Das Resultat soll vielmehr Auskunft darüber geben, wie die Leis-
tungsfähigkeit eines konkreten kompletten Rechensystems ist, wenn dieses von An-
wendern in Hochsprachen programmiert wird.
Die NAS-Parallel-Benchmark-Suite besteht aus zwei Gruppen von Benchmarks.
Das sind zum einen fünf Kernel-Benchmarks7 und zum anderen drei Benchmarks,
die Anwendungen simulieren. Letztere kombinieren mehrere Berechnungen, die der
tatsächlichen Reihenfolge der Berechnungen wichtiger CFD8-Programme entspre-
chen.
Um die Benchmarks über einen langen Zeitraum anwendbar zu halten, haben
die Autoren verschiedene Problemgrößen spezifiziert, die sie „Klassen“ nennen. Zu-
nächst wurden die drei Klassen „Sample“, „Class A“ und „Class B“ vorgegeben; in
der vorliegenden Version gibt es als größte Klassen „Class D“, bzw. für die meisten
Benchmarks sogar „Class E“.
Da die untersuchten Systeme mittlerer Größe sind, sind die Messungen mit Pro-
blemklassen durchgeführt worden, die einerseits in vertretbarer Zeit verarbeitet wer-
den können, andererseits hinreichend lange laufen, um verlässliche und reproduzier-
bare Ergebnisse zu ermitteln.
6Numerical Aerodynamic Simulation
7Kernel ist hier in der Bedeutung des Kern-Algorithmus und nicht etwa als Betriebssystemkern
zu verstehen.
8Computational Fluid Dynamics
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Konkret sind die zwei zur Verfügung stehenden Testsysteme mit folgenden acht
Benchmarks untersucht worden ([BBB+91, S.7f] und [BBB+94]):
CG (Class C) Im CG-Benchmark findet die Methode der konjugierten Gradien-
ten (engl. conjugate gradient) Anwendung, um eine Näherung des kleinsten
Eigenwertes einer dünnbesetzten, symmetrisch positiv definiten Matrix zu be-
rechnen.
EP (Class C) Der EP-Benchmark (engl. embarrassingly parallel) stellt einen Ker-
nel dar, der zwar parallel ausgeführt wird, aber mit extrem wenig Kommu-
nikation zwischen den Prozessen auskommt und somit eine obere Grenze der
erreichbaren Fließkomma-Rechenleistung bestimmt.
FT (Class B) Im FT-Benchmark wird eine dreidimensionale partielle Differential-
gleichung mithilfe einer schnellen Fourier-Transformation (engl. fast Fourier
transformation, FFT) gelöst. Dieser Algorithmus ist ein intensiver Test der
Kommunikation zwischen entfernten Partnern.
IS (Class C) In diesem Kernel wird ein großes Integer-Feld sortiert (engl. Inte-
ger sort). Es werden sowohl die Verarbeitungsgeschwindigkeit von Integer-
Operationen als auch Kommunikationsleistung untersucht.
MG (Class B) Dieser Kernel verkörpert eine vereinfachte Multigrid-Berechnung.
Er nutzt stark strukturierte Kommunikation zwischen weit entfernten Part-
nern und testet vor allem die Kommunikation über kurze und weite Distanz.
BT (Class B) Lösung verschiedener unabhängiger Block-Dreibandmatrizen (engl.
block tridiagonal matrices) mit einer Blockgröße von (5x5).
LU (Class B) Lösung einer regelmäßig dünnbesetzten Block-LR-Matrix (Blockgrö-
ße: 5x5). Weniger gut parallelisierbar, als BT und SP.
SP (Class B) Lösung verschiedener unabhängiger Systeme von nicht diagonal do-
minanten, skalaren Gleichungen mit fünf Diagonalen (engl. pentadiagonal
equations).
Die Ausführungszeit des CG-Benchmarks für Prozessanzahlen von 1–32 ist in
Abbildung 7.8 dargestellt, für den PD-Cluster in 7.8a, für den Octopus-Cluster in
7.8b. Wird der Benchmark mit bis zu 16 Prozessen ausgeführt, so ergeben sich nur
geringe Unterschiede in der Ausführungszeit. Ausnahme hiervon bildet ETHOS über
SCI, dessen Ausführungszeit für 16 Prozesse sprunghaft ansteigt. Im Fall von 16
Prozessen wird genau ein Prozess pro Knoten ausgeführt. Gut zu erkennen ist, dass
sich bei Verwendung von ETHOS über InfiniBand auch für 32 Prozesse noch eine
Geschwindigkeitserhöhung ergibt, während sämtliche anderen Netzwerkschichten in
diesem Fall zu einer Verlangsamung führen. Vergleichsmessungen auf dem Octopus-
Cluster zeigen gute Skalierbarkeit bis zu 8 Prozessen (jeweils vier auf einem der
beiden Knoten), ETHOS über IPoIB bringt ebenfalls ab 4 Prozessen eine große
Leistungsverbesserung gegenüber Gigabit-Ethernet. Die Probleme von ETHOS im
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Abbildung 7.8.: Ausführungszeit des CG-Benchmarks
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Abbildung 7.9.: Ausführungszeit des EP-Benchmarks
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Zusammenspiel mit den Dolphin-Kernelsockets sorgen dafür, dass Messungen mit
16 und mehr Prozessen nicht zu Ende laufen.
Abbildung 7.9 stellt die Messergebnisse der EP-Benchmarks dar. Gut zu sehen ist,
dass die Kurven für sämtliche untersuchten Netzwerktechnologien einen identischen
Verlauf haben. Dies bestätigt, dass bei diesem Benchmark praktisch keine Kommu-
nikation anfällt und es somit egal ist, welche Kommunikationshardware eingesetzt
wird. Messungen auf den zwei Octopus-Knoten zeigen den gleichen Verlauf.
Der FT-Benchmark profitiert stark von den schnelleren Netzwerken, wie man
Abbildung 7.10 entnehmen kann. Die Kurve für ETHOS über IPoIB zeigt schon ab
2 Prozessen deutlich niedrigere Ausführungszeiten, oberhalb von 16 Prozessen ist sie
darüber hinaus die einzige, die einen weiteren Speedup zulässt. Interessant ist, dass
ETHOS über Gigabit-Ethernet für 32 Prozesse kürzere Ausführungszeiten aufweist
als reines Gigabit-Ethernet ohne die zusätzliche Zwischenschicht. Die Begründung
dafür wird in der zusätzlichen Pufferung innerhalb von ETHOS vermutet. Auf den
Octopus-Knoten fällt die Leistungssteigerung durch ETHOS über IPoIB gegenüber
Gigabit-Ethernet noch weitaus größer aus.
Der Integersort-Benchmark, dargestellt in Abbildung 7.11 erzeugt eine relativ ge-
ringe Rechenlast, wichtiger ist die Kommunikationsleistung. Insofern ist es nicht
verwunderlich, dass auch hier ETHOS über IPoIB eine erhebliche Leistungssteige-
rung gegenüber Gigabit-Ethernet zeigt, sowohl auf dem PD-Cluster als auch auf dem
Octopus-Cluster. Verwunderlicher ist die Kurve für ETHOS über Gigabit-Ethernet,
die auf dem PD-Cluster starke Leistungsnachteile gegenüber Gigabit-Ethernet auf-
weist, während sie auf dem Octopus-Cluster – abgesehen von dem Fall für 2 Prozesse
– gleichauf oder besser liegt.
Beim Multigrid-Benchmark (Abbildung 7.12) liegen die Kurven ähnlich wie beim
EP-Benchmark dicht beieinander, was für relativ wenig Kommunikation spricht.
Nichtsdestotrotz führt der Einsatz von ETHOS über IPoIB gerade für höhere Pro-
zessanzahlen auf beiden Clustern zu einer Leistungssteigerung.
Der BT-Benchmark zeigt das inzwischen gewohnte Bild (Abbildung 7.13) eines
Benchmarks, dessen Schwerpunkt auf der Rechenlast liegt. Die Skalierbarkeit ist
gut – vier Prozesse erledigen die Arbeit fast vier mal so schnell wie einer – und
die Unterschiede, die sich durch Einsatz eines schnelleren Netzwerkes ergeben sind
eher gering. Nichtsdestotrotz liegt die Kurve für ETHOS über InfiniBand stets un-
ter derjenigen von Gigabit-Ethernet (also niedrigere Ausführungszeiten) und diese
Netzwerkschicht erlaubt auch über eine Prozessanzahl von 25 hinaus eine Leis-
tungssteigerung. Vergleichsmessungen auf den zwei Octopus-Knoten ergeben eine
Leistungssteigerung bis zum Einsatz von 16 Prozessen (bei 16 vorhandenen Prozes-
sorkernen) und konstant eine etwas bessere Leistung bei Verwendung von ETHOS
über InfiniBand gegenüber Gigabit-Ethernet.
In Abbildung 7.14 ist die Ausführungszeit des LU-Benchmarks für verschiede-
ne Prozessanzahlen dargestellt. Der Verlauf der Kurven ist sehr vergleichbar mit
dem des EP-Benchmarks. Auf der einen Seite ist gut zu beobachten, dass sich egal
welches Netzwerk eingesetzt wird, die gleichen Ausführungszeiten ergeben. Auf der
anderen Seite ist die Skalierung nahe am Optimum der linearen Skalierbarkeit; Ein-
satz von 16 Prozessen führt fast zu einer 16-fachen Leistung. Das bedeutet, dass die
Rechenlast dominiert und die Kommunikation nicht ins Gewicht fällt.
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Abbildung 7.10.: Ausführungszeit des FT-Benchmarks
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Abbildung 7.11.: Ausführungszeit des IS-Benchmarks
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Abbildung 7.12.: Ausführungszeit des MG-Benchmarks
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Abbildung 7.13.: Ausführungszeit des BT-Benchmarks
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Abbildung 7.14.: Ausführungszeit des LU-Benchmarks
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Abbildung 7.15.: Ausführungszeit des SP-Benchmarks
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Der letzte Benchmark der NAS-Benchmarkserie ist der SP-Benchmark, dessen
Ausführungszeiten in Abbildung 7.15 dargestellt sind. Betrachtet man die Messer-
gebnisse für den PD-Cluster, so erkennt man eine fast lineare Skalierbarkeit bis zu
9 Prozessen. Offensichtlich ist trotzdem nennenswerte Kommunikationslast vorhan-
den, da ETHOS über InfiniBand stets einen leichten Leistungsvorsprung bewirkt.
Zudem hilft diese Netzwerkschicht, Leistungssteigerungen auf über 16 Prozesse hin-
aus auszuweiten. Gigabit-Ethernet wird bei größeren Prozessanzahlen bereits soweit
durch die Kommunikation ausgebremst, dass die Leistung sinkt. Bei ETHOS über
SCI (und DX) beginnen ab 9 Prozessen die Stabilitätsprobleme im Zusammenspiel
mit den Dolphin-Kernelsockets; der Overhead von ETHOS über Gigabit-Ethernet
gegenüber reinem Gigabit-Ethernet sorgt für eine weit größere Leistungseinbuße, als
dies bei anderen Benchmarks beobachtet werden konnte. Vergleichsmessungen auf
den zwei Knoten des Octopus-Clusters zeigen ein ähnliches Bild, wobei für die An-
zahl von 4 Prozessen Gigabit-Ethernet erstaunlicherweise eine recht deutlich höhere
Leistung bringt als ETHOS über InfiniBand.
Zusammenfassend kann man für die NAS-Benchmarks festhalten, dass (1) in Fäl-
len, in denen wenig kommuniziert wird, ein schnelleres Netzwerk keine Vorteile
bringt, (2) in Fällen, in denen die Kommunikationsleistung der begrenzende Fak-
tor ist, der Einsatz der neuen Netzwerkschichten über Hochgeschwindigkeitsnetze
durchaus eine Verbesserung sowohl in der Gesamtleistung als auch in der Skalier-
barkeit bringt, (3) die Kombination von ETHOS und den Dolphin-Kernelsockets in
der untersuchten Version unter hoher Last – und mit einer mittleren bis größeren
Anzahl an Kommunikationsteilnehmern – Stabilitätsprobleme hat.
7.4.2. Shared-Memory-MPI-Benchmarks über Kerrighed DSM
Es sind zudem drei Benchmarks durchgeführt worden, die das Shared-Memory-
Device von MPICH nutzen, welches Puffer im gemeinsamen Speicher anlegt und
die Prozesse darüber kommunizieren lässt. Durch das DSM-System von Kerrig-
hed ist diese Kommunikation auch clusterweit möglich. Die Verteilung der Prozesse
übernimmt bei den Messungen der Scheduler von Kerrighed während des Prozess-
starts (für die Prozesse wurde die Capability DISTANT_FORK freigeschaltet, vgl. Ka-
pitel 4.4.2). Auf dem PD-Cluster werden 8 Knoten des Clusters genutzt, auf dem
Octopus-Cluster 2 Knoten.
Bei dieser Nutzung des gemeinsamen Speichers werden relativ wenige Speicher-
seiten (entsprechend der Standardgröße des Kommunikationspuffers) immer wieder
genutzt. Testweise wurden drei Benchmarks (Gauss, Laplace und Sort) mit unter-
schiedlichen Kommunikationsanforderungen ausgewählt.
Bemerkung: Es soll noch einmal explizit darauf hingewiesen werden, dass es sich
hier nicht um mittels gemeinsamen Speichers parallelisierte Anwendungen handelt,
die auf die gesamte Matrix direkt über Lese- und Schreiboperationen zugreifen, son-
dern um mittels Nachrichtenaustausch parallelisierte Anwendungen, die ihre Nach-
richten über Puffer im (hier verteilten) gemeinsamen Speicher austauschen.
Gauss-Benchmark Der Gauss-Benchmark testet das Lösen eines linearen Glei-
chungssystems nach dem Gauss-Verfahren. Dabei wird Schritt für Schritt aus einer
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gleichmäßig besetzten Matrix eine Dreiecksmatrix und ein Lösungsvektor erzeugt
und abschließend durch Einsetzen der Elemente des Lösungsvektors die Lösung
bestimmt. Im parallelisierten Fall werden pro Prozess zunächst lokale Dreiecksma-
trizen erzeugt. In jedem Schritt wird dazu eine Pivot-Zeile von einem Prozess an alle
anderen Prozesse gesendet, welche dann (parallel) von allen Prozessen zur Redukti-
on der lokalen Zeilen verwendet wird. Nach Erzeugung der lokalen Dreiecksmatrizen
werden alle Zeilen bei einem Prozess gesammelt und das abschließende Einsetzen
lokal (sequentiell) bei diesem einen Prozess vorgenommen.
Für kleine Dimensionen, bei denen sehr wenig Rechenlast und viel Kommunikati-
onslast anfällt, zeigen sich leichte Vorteile für die neuen Netzwerkschichten. Ab einer
Dimension von 512 Elementen verkehrt sich der Vorteil allerdings in einen größer
werdenden Nachteil. Dieser Effekt lässt sich in Abbildung 7.16 gut beobachten. Mit
zunehmender Matrixgröße steigt die Rechenlast und die Kommunikationslast wird
relativ dazu weniger. Das führt dazu, dass jeglicher Overhead, der für die schnellere
Kommunikation nötig ist, sich negativ auf die Gesamtausführungszeit auswirkt. Je
mehr Systemlast eine Netzwerkschicht verursacht, desto weniger Rechenzeit steht
für die eigentliche Anwendung zur Verfügung. Die drei Kurven für Gigabit-Ethernet,
ETHOS über Gigabit-Ethernet und ETHOS über InfiniBand liegen deshalb nahe
beieinander, während ETHOS über SCI und in größerem Maße ETHOM über SCI
zu einer niedrigeren Leistung führen.
Der negative Effekt des Rechen-Overheads für die Paketaufbereitung in den neu-
en Zwischenschichten überwiegt den positiven Effekt des höheren Durchsatzes und
der niedrigeren Latenz und somit fällt die Gesamtleistung des Clusters für diesen
Benchmark schlechter aus.
Laplace-Benchmark Beim Laplace-Benchmark wird ein Randwert-Problem mit
Differentialgleichungen numerisch gelöst. Randwerte einer Matrix werden vorgege-
ben und die inneren Werte der Matrix durch iterative Mittelwertbildung aus den
Nachbarwerten bestimmt, bis sich ein stabiler Zustand einstellt (d. h. Differenzen
zwischen zwei Iterationen unterhalb eines Schwellenwertes fallen).
Bei der Parallelisierung wird jedem Prozess ein gleich großer Teilbereich der Ma-
trix zugeteilt. Die Randzeilen zwischen den Teilmatrizen der unterschiedlichen Pro-
zesse müssen nach jeder Iteration zwischen benachbarten Prozessen ausgetauscht
werden. Die Verteilung zwischen Berechnung und Kommunikation ist dabei grund-
sätzlich anders als bei dem Gauss-Benchmark. Abbildung 7.17 zeigt die Anteile der
einzelnen Phasen des parallelen Programms am Beispiel von 8 Prozessen, die über
Gigabit Ethernet kommunizieren.
Bei kleinen Matrizen ergibt sich kaum Rechenaufwand, die Gesamtausführungs-
zeit wird von der Kommunikation absolut dominiert. Mit steigender Matrixgröße
wächst der Rechenaufwand größenordnungsmäßig quadratisch, bleibt jedoch wei-
terhin weit hinter dem Kommunikationsaufwand zurück. Der starke Anstieg der
Kommunikationszeit bei einer Matrixgröße von 16384 Elementen (des Typs Double)
deutet darauf hin, dass die Puffergröße der MPI-Bibliothek erschöpft sein könnte
und somit statt einer MPI-Nachricht mehrere Nachrichten verschickt werden müssen
(mit zwischenzeitlichem Umkopieren des Empfangspuffers in die Matrixzeile). Un-
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Abbildung 7.16.: Ausführungszeit des Gauss-Benchmarks
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Abbildung 7.17.: Verteilung der Ausführungszeit des Laplace-Benchmarks
gewöhnlich ist die abnehmende Kommunikationszeit mit zunehmender Matrixgröße
bis zu einer Größe von 8192 Double-Elementen pro Dimension. Vergleichsmessungen
auf dem Octopus-Cluster ergeben einen konstanten Verlauf der Kommunikationszeit
bis zu einer Matrixdimension von 4096 Elementen.
In Abbildung 7.18 sind die Ausführungszeiten des Laplace-Benchmarks darge-
stellt. Die auf dem PD-Cluster beobachtete abnehmende Kommunikationszeit mit
zunehmender Dimension der Matrix zeigt sich bei den Hochgeschwindigkeitsnetz-
werken weniger ausgeprägt als bei Gigabit Ethernet, ist jedoch auch hier vorhanden.
Auffällig ist eine deutliche Leistungsverbesserung auf dem PD-Cluster bei der größ-
ten getesteten Matrixdimension von 16384 Elementen sowohl für ETHOM über SCI
als auch weniger ausgeprägt für ETHOS über InfiniBand. Hier dürfte vor allem die
höhere Bandbreite der Netzwerke zum Tragen kommen. Für den Octopus-Cluster
liegen aufgrund von Stabilitätsproblemen9 für die Hochgeschwindigkeitsnetzwerke
leider nur die Daten bis zu einer Matrixdimension von 12288 Elementen vor. Bei die-
sem Wert liegen alle Netzwerke gleichauf. Anzunehmen wäre auch hier ein durch die
höhere Bandbreite bedingter Vorteil für InfiniBand und DX für größere Matrizen.
Bei diesem Benchmark wird mehr kommuniziert und weniger gerechnet als beim
Gauss-Benchmark, so dass sich ein positiver Effekt der schnellen Kommunikations-
medien zeigt, während die erhöhte Anforderung an den Prozessor für die Paketauf-
9Diese Stabilitätsprobleme werden in der Kerrighed-Implementierung des Shared-Memory vermu-
tet, da in späteren Kerrighed-Versionen diesbezügliche Fehlerkorrekturen vorgenommen wurden
und ETHOS über InfiniBand bei sämtlichen anderen Versuchen absolut keine Stabilitätspro-
bleme zeigte.
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Abbildung 7.18.: Ausführungszeit des Laplace-Benchmarks
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bereitung nicht so stark ins Gewicht fällt. Die Unterschiede sind auf dem Octopus-
Cluster wesentlich geringer, da einerseits jeweils 5 Prozesse auf einem Knoten aus-
geführt werden, andererseits die Kommunikation praktisch ausschließlich zwischen
direkt benachbarten Knoten stattfindet; Netzwerkkommunikation findet also nur
zwischen den beiden mittleren Prozessen statt.
Sort-Benchmark Beim Sort-Benchmark wird ein großer Double-Vektor in glei-
chen Teilen auf die zur Verfügung stehenden Prozessoren verteilt. Die einzelnen
Teilvektoren werden lokal mit Hilfe des Quicksort-Algorithmus sortiert (paralleler
Teil ohne Kommunikation). Danach kommt in der zweiten Phase der Mergesort-
Algorithmus zur Anwendung. Benachbarte Prozesse tauschen untereinander so oft
die kleinere gegen die größere Hälfte des lokalen Teilvektors aus, bis auch das kleins-
te Elemente, welches zufällig ganz rechts im globalen Gesamtvektor gelandet ist, die
Chance hatte, die Position ganz links einzunehmen. Nach jedem Austausch wird lo-
kal wieder sortiert (hier stehen wenige einfache Vergleichs- und Kopieroperationen
vielen Kommunikationsvorgängen gegenüber). In der dritten und letzten Phase wer-
den sämtliche Teilvektoren der anderen Prozesse bei einem Prozess gesammelt und
in das Ursprungsfeld zurückgeschrieben (hier findet ausschließlich Kommunikation
und keine Berechnung statt).
Die Prozessverteilung wird wie bei den beiden vorhergehenden Benchmarks vom
Kerrighed-Scheduler übernommen. Für alle Prozesse ist in der Start-Shell die Ca-
pability DISTANT_FORK aktiviert. Das führt im Endeffekt dazu, dass auf dem PD-
Cluster jeder der 8 Prozesse auf einem separaten Rechenknoten ausgeführt wird –
ein Prozessor bleibt auf jedem beteiligten Knoten frei. Auf dem Octopus-Cluster
wurden 10 Prozesse gestartet, um den automatischen Verteilungsalgorithmus dazu
zu bewegen, beide Knoten zu benutzen und nicht alle Prozesse lokal zu starten. Es
werden somit 5 Prozesse auf jedem Knoten gestartet, 3 Prozessoren bleiben jeweils
frei.
Die Ergebnisse des Sort-Benchmarks sind in Abbildung 7.19, für den PD-Cluster
in 7.19a und für den Octopus-Cluster in 7.19b dargestellt. Auf dem PD-Cluster er-
gibt sich ein recht einheitliches Bild. Die Hochgeschwindigkeitsnetzwerke sind bei
kleinen Vektorgrößen bis zu 512K Elementen (also 4MB) leicht im Vorteil, während
Gigabit-Ethernet bei 1024K – 4096K Elementen (entsprechend 8MB – 32MB) leicht
vorne liegt. Bei dem größten getesteten Vektor mit 16384K Elementen (128MB)
liegt erstaunlicherweise Gigabit-Ethernet vor den anderen Netzwerken. Bei diesem
Feld ist der lokale Teilvektor 16MB groß und es werden jeweils 8MB große Teilvek-
torhälften mit den Nachbarprozessen ausgetauscht.
Betrachtet man die Ergebnisse auf dem Octopus-Cluster, ergibt sich ein anderes
Bild. Bis zu einer Vektorgröße von 1024K Elementen (entsprechend 8MB) liegen
alle Netzwerke gleichauf. Bei größeren Vektoren ergibt sich ein großer Vorsprung für
die Hochgeschwindigkeitsnetzwerke.
Die Ergebnisse beim Sort-Benchmark sind also uneinheitlich und deuten an, dass
es – zumindest im jetzigen Zustand der Treiber (ETHOM, ETHOS und der Hard-
waretreiber) – starke Abhängigkeiten von der Plattform gibt. Es darf auch nicht
vergessen werden, dass die drei Shared-Memory-MPI-Benchmarks mehr die Mach-
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Abbildung 7.19.: Ausführungszeit des Sort-Benchmarks
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barkeit demonstrieren, als dass sie technisch sinnvoll wären.
7.5. Kerrighed IPC Benchmarks
Zwischen den Lowlevel-Benchmarks, die reine Kommunikation auf möglichst di-
rektem Wege über die Protokolle TCP/IP und TIPC untersuchen, auf der einen
Seite, und Anwendungsbenchmarks, die Rechenlast und Kommunikationslast in
realitätsnahen Szenarien untersuchen, auf der anderen Seite, bietet sich im Falle
dieser Arbeit noch eine Zwischenschicht an. Diese Schicht könnte man mit Highlevel-
Kommunikation bezeichnen. Gemeint ist damit die Untersuchung der Kommunika-
tion mittels der von Kerrighed angebotenen Mechanismen „Verteilte Interprozess-
Kommunikation“ (engl. Distributed IPC), hier in Form von „Message Queues“, und
„Gemeinsamer Speicher“ (engl. Shared Memory).
Die Kommunikationsformen „Message Queues“ und „Shared Memory“ stehen
normalerweise nur innerhalb eines Rechenknotens zur Verfügung, werden jedoch
durch die Kernelerweiterungen von Kerrighed auf Cluster ausgedehnt.
7.5.1. Shared Memory Benchmark
Zunächst wird die Kommunikation mittels gemeinsamen Speichers untersucht. Da-
zu wird ein eigener Benchmark verwendet, dessen Quellen im Anhang B.1 zu finden
sind. Da aus den Analyse-Messungen bekannt ist, dass einzelne Speicherseiten der
Größe 4 kB versendet werden, wird hier in Abwandlung zu den anderen Messungen
nicht die Nachrichtengröße variiert, sondern die Anzahl der Clients, die gleichzeitig
auf Serverseite angelegten Speicher lesen. Der Benchmark besteht somit aus mehre-
ren Clients und einem Server. Der Server legt ein großes Datenfeld im gemeinsamen
Speicher an, die auf entfernten Knoten gestarteten Clients lesen dieses wieder aus.
Gemessen wird dabei die längste Zeit, die einer der entfernten Clients benötigt, um
das ganze Feld (Größe 1GB) zu lesen.
In Abbildung 7.20 ist der Durchsatz für eine unterschiedliche Anzahl von Clients
angegeben, welcher sich bei Nutzung der untersuchten Netzwerkschichten ergibt. Da
für den Octopus-Cluster nur zwei mit allen Netzwerkkarten ausgestattete Knoten
zur Verfügung standen, sind die Ergebnisse nur für Messungen mit einem Client
angegeben.
Gut zu erkennen ist der fallende Verlauf der Kurven. Je mehr Clients sich die
Bandbreite des Servers (die stellt hier letztendlich den Engpass dar) teilen müssen,
desto weniger bleibt für jeden einzelnen übrig. Aus den Analyse-Messungen (Ab-
schnitt 5.5) wissen wir, dass dabei Pakete der Größen 4164B und 96B empfangen
werden (sofern die MTU groß genug ist, bei Ethernet mit einer MTU von 1500B
sind dies Pakete der Größen 1460B, 1364B und 96B).
Betrachtet man die Durchsatzwerte für einen Client, so liegt ETHOM über SCI
an der Spitze mit einem Wert von etwa 39MB/s. Danach folgt ETHOS über IPoIB
mit etwa 33MB/s. ETHOS über SCI befindet sich in der Mitte und am unte-
ren Ende landen Gigabit-Ethernet und ETHOS über Gigabit-Ethernet. Für die
Octopus-Knoten sieht das Bild ähnlich aus, wobei der Abstand von ETHOM über
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Abbildung 7.20.: Shared Memory Durchsatz
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DX zur Konkurrenz wesentlich größer ausfällt. Wichtiger Unterschied ist zudem,
dass ETHOS über DX hier große Probleme zeigt. In dieser Kombination stellte sich
das Verhalten der Dolphin-Kernelsockets als wenig stabil dar.
Steigert man die Anzahl der Clients, so zeigen die Kurven zwei unterschiedliche
Reaktionen. Die neuen Netzwerkschichten aufsetzend auf SCI, DX und InfiniBand
fallen stark ab, während die beiden Ethernet-Kurven wesentlich langsamer fallen.
Ab etwa 6–8 Clients sorgt das dafür, dass Gigabit-Ethernet den höchsten Durchsatz
ermöglicht, dicht gefolgt von ETHOS über IPoIB.
Diese Ergebnisse zeigen, dass die Treiber für Gigabit-Ethernet sehr gut optimiert
sind, auch auf mehrfache gleichzeitige Nutzung. Da die Kurven für Gigabit-Ethernet
und ETHOS über Gigabit-Ethernet (auf unterschiedlichem Niveau) einen praktisch
identischen Verlauf haben, liegt der Verdacht nahe, dass das größere Optimierungs-
potential bei den Treibern für die Hochgeschwindigkeitsnetze besteht und weniger
bei ETHOS. Die ETHOM-Kurve fällt am stärksten ab, was darauf hindeutet, dass
bei diesem Treiber mit Blick auf mehrfache gleichzeitige Nutzung noch Optimie-
rungspotential besteht.
Für bis zu vier gleichzeitig kommunizierende Clients bieten ETHOS und ETHOM
auch im jetzigen Entwicklungszustand schon große Durchsatzsteigerungen von 15%
bis 100%.
7.5.2. Message Queue Benchmark
Auch der Message Queue Benchmark besteht aus Client (Sender) und Server (Emp-
fänger) – hier wieder nur ein Client. Die Quellen finden sich in Anhang B.2.
Zur Messung wird zunächst der Server gestartet. Er wartet innerhalb des receive-
Aufrufs auf die Ankunft von Nachrichten. Der Client erstellt eine Nachricht der zu
untersuchenden Größe mit zufälligem Inhalt, erstellt eine Prüfsumme und sendet
die Nachricht mitsamt Prüfsumme mehrmals an den Server. Als letztes wird eine
Endnachricht gesendet und auf Antwort des Servers gewartet. Danach beenden sich
Client und Server. Übertragen werden jeweils insgesamt 256MB, so dass sich die
Anzahl der gesendeten Nachrichten aus der jeweiligen Nachrichtengröße ergibt. Ge-
messen wird mittels des time-Programms die Gesamtausführungszeit des Clients.
Der dargestellte Durchsatz berechnet sich aus der Gesamtdatenmenge (256MB)
geteilt durch die Gesamtausführungszeit und enthält somit auch den Verbindungs-
aufbau und den -abbau.
Die Messergebnisse sind in Abbildung 7.21 dargestellt. Auffällig ist zunächst ein-
mal die Kurve für ETHOS über SCI. Bei einer Nachrichtengröße von 2 kB fällt der
Durchsatz auf praktisch Null ab. Der Messlauf wird zwar beendet, jedoch nach etwa
dem 100-fachen der erwarteten Zeit. Das Problem ist reproduzierbar und wird im
Zusammenspiel zwischen Congestion Control innerhalb des TIPC-Protokolls und
dem Verhalten der Dolphin-Kernelsockets unter Last in dieser speziellen Lastsitua-
tion vermutet. Der Vergleich mit dem Verhalten von ETHOS über DX auf dem
Octopus-Cluster zeigt ähnliche Probleme bei kleinen Nachrichten und einer damit
verbundenen hohen Nachrichtenrate.
Vergleicht man die Werte für Gigabit-Ethernet und ETHOS über Gigabit-Ethernet
auf beiden Clustern, so zeigt sich ein praktisch identisches Verhalten. Im Folgenden
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Abbildung 7.21.: Message Queue Durchsatz
146
7.6. Zusammenfassung
werden die beiden Ethernet-Kurven deshalb als Referenz betrachtet.
Überraschend ist der Verlauf der Kurve für ETHOS über IPoIB. Für Nachrich-
ten der Größe 1 kB ist der Durchsatz auf beiden Clustern ähnlich. Während auf
dem PD-Cluster die Kurve für größere Nachrichten jedoch stark ansteigt und ein
Maximum von 70MB/s erreicht, liegt dieses Maximum auf dem Octopus-Cluster
bei nur 50MB/s. Die komplette Software und die Netzwerkhardware sind dabei wie
erwähnt identisch – Unterschiede liegen also vor allem in der restlichen Hardware
der Rechenknoten.
Eine besonders hohe Leistung zeigt der ETHOM-Treiber über das DX Netzwerk
auf dem Octopus-Cluster. Bereits für kleine Nachrichten steht mit 30MB/s ein
hoher Durchsatz zur Verfügung und mit etwa 115MB/s wird für Nachrichten der
Größe 8 kB der bei weitem höchste Wert dieses Benchmarks gemessen.
Verglichen mit Gigabit-Ethernet lässt sich beim Message-Queues-Durchsatz mit
den neu entwickelten Netzwerkschichten eine Verdopplung der Leistung erreichen,
für den Extremfall ETHOM über DX auf Octopus sogar mehr als eine Verdreifa-
chung.
7.6. Zusammenfassung
In diesem Kapitel ist die Leistungsfähigkeit der entwickelten Netzwerkschichten un-
tersucht worden. Dazu sind zunächst reine Kommunikationsbenchmarks mit direk-
ter Nutzung der neuen Netzwerkschichten untersucht worden, dann Anwendungs-
benchmarks, welche eine kombinierte Last aus Rechenlast und Kommunikationslast
darstellen, und zuletzt Kommunikationsbenchmarks zur Nutzung höherer Kommu-
nikationsprimitive, welche von Kerrighed zur Verfügung gestellt werden.
Als Ergebnis kann man festhalten, dass bei den Lowlevel-Messungen die neuentwi-
ckelten Netzwerkschichten in Kombination mit den verschiedenen Hochgeschwindig-
keitsnetzwerken eine wesentlich bessere Latenz und einen wesentlich höheren Durch-
satz als Gigabit-Ethernet ermöglichen, bei leicht (ETHOS) bis stark (ETHOM)
erhöhter Systemlast. Bei den Anwendungsbenchmarks ist generell eine Verbesse-
rung der Leistung durch die neuen Netzwerkschichten erreicht worden. Wie nicht
anders zu erwarten, hängt diese Verbesserung aber stark von der Anwendung ab;
wenn wenig kommuniziert wird, ergibt sich auch wenig Verbesserung durch Be-
schleunigung der Kommunikation. Die Messungen der Kerrighed-IPC-Benchmarks
zeigen bei der Shared-Memory-Messung eine starke Verbesserung des Durchsatzes
bei wenigen Kommunikationsteilnehmern und bei den Message-Queue-Benchmarks
generell eine starke Verbesserung des Durchsatzes, aber auch Instabilitäten bei der
Verwendung der Dolphin-Kernelsockets in Verbindung mit einer hohen Nachrich-
tenrate.
147

8. Zusammenfassung und Ausblick
In dieser Arbeit ist die Kommunikation von Single-System-Image-Betriebssystemen
(SSI) untersucht und Software entworfen und entwickelt worden, welche freien SSI-
Betriebssystemen Hochgeschwindigkeitsnetze wie InfiniBand, SCI, DX und Myrinet
nutzbar macht.
Hohe Anforderungen an die Rechenleistung, an die Erweiterbarkeit und Ausfall-
sicherheit von Rechensystemen führen in den letzten Jahren zu einer zunehmenden
Verbreitung1 von Clustern (Rechnerverbundsystemen, die aus einzelnen vollständi-
gen Rechnern bestehen, welche durch Kommunikationsnetze verbunden sind). Diese
Architektur bringt durch ihre verteilte Anordnung der Komponenten neue Probleme
mit sich, wie zum einen eine aufwendigere Handhabung der verteilten Komponenten
und zum anderen relativ langsame Kommunikation zwischen den verteilten Kom-
ponenten über das Verbindungsnetz. Eine Antwort auf das Handhabungsproblem
bieten Betriebssysteme, die die verteilte Anordnung der Komponenten vor den An-
wendern verbergen, so genannte Single-System-Image-Betriebssysteme (SSI). Hoch-
geschwindigkeitsnetze helfen gegen das zweite Problem und tragen dazu bei, die
Kommunikationsengpässe zu vermeiden. In vielen Clustern sind Hochgeschwindig-
keitsnetze ergänzend zu Gigabit-Ethernet bereits vorhanden, um parallele Anwen-
dungen (z. B. mittels des Message Passing Interface kommunizierend) zu beschleu-
nigen; die verfügbaren SSI-Betriebssysteme blieben von deren Nutzung bislang al-
lerdings ausgeschlossen.
Ziel der vorliegenden Arbeit war es, die beiden aktuellen Entwicklungen freie SSI-
Betriebssysteme und Hochgeschwindigkeitsnetze zusammenzubringen. Dazu sollten
die Kommunikationsanforderungen eines als Beispiel gewählten SSIs untersucht und
mit diesen Erkenntnissen Softwarelösungen erstellt werden, die einerseits die Nut-
zung von Hochgeschwindigkeitsnetzen prinzipiell möglich machen, andererseits die
Systemleistung erhöhen.
Zur Entwicklung wurde zunächst die Kommunikation des Single-System-Image-
Systems Kerrighed in typischen Lastszenarien untersucht. Bei dieser Untersuchung
zeigte sich, dass durch das Betriebssystem üblicherweise auf der einen Seite sehr
kleine Nachrichten versendet werden, die der Signalisierung dienen, auf der anderen
Seite Nachrichten mit Nutzdaten, die Größen bis zu 8 kB annehmen. Eine der Her-
ausforderungen dieser Arbeit war es in der Folge, beide Gruppen von auftretenden
Nachrichtengrößen möglichst gut zu unterstützen.
Mit ETHOS, ETHOM, TSB und TMB wurden vier verschiedene Ansätze ent-
wickelt, wie dem SSI-System Kerrighed die Nutzung von Hochgeschwindigkeitsnet-
zen ermöglicht werden kann. Priorität wurde dabei auf eine möglichst breite An-
wendbarkeit der Lösungen gelegt. Das bedeutet hier zum einen, dass über die zur
1http://www.top500.org/overtime/list/36/archtype
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Entwicklung zur Verfügung stehenden Netzwerktechnologien hinaus möglichst auch
neue Technologien von der Lösung profitieren sollten und zum anderen, dass auch
andere Anwendungen als Kerrighed Nutzen aus der Entwicklung ziehen sollten.
In Software umgesetzt wurden diesen Kriterien entsprechend die beiden ein breite-
res Anwendungsspektrum unterstützenden Lösungsansätze ETHOS und ETHOM.
Diese beiden bieten insbesondere Unterstützung für die beiden anderen freien Linux-
basierten SSI-Systeme OpenSSI und openMosix. Darüberhinaus ist damit aber auch
eine Lösung entstanden, die losgelöst von ihrem Einsatzbereich innerhalb von SSI-
Systemen von sämtlicher Software (darunter z. B. Anwendungen, Kerneldienste und
Protokolle) genutzt werden kann, die Ethernet als Kommunikationsnetzwerk vor-
aussetzt. ETHOS bietet zudem, was die Schnittstelle zur Hardware betrifft, Unter-
stützung für alle bekannten aktuellen Hochgeschwindigkeitsnetze. Entwickelt und
getestet wurden ETHOM und ETHOS auf den Netzwerktechnologien InfiniBand,
und Dolphin SCI und DX.
Ein weiteres wichtiges Ziel der Entwicklung war eine spürbare Leistungsverbes-
serung der Kommunikation des SSI-Systems. Dieses Ziel ist voll und ganz erfüllt
worden. Kommunikationsbenchmarks zeigen bis zu einer Verdreifachung des Durch-
satzes im Vergleich zur Verwendung von Gigabit-Ethernet und etwa eine Halbierung
der Latenz.
Für die Zukunft gibt es einige Ideen, wie auf den Ergebnissen der vorliegenden
Arbeit aufbauend weitere Einflüsse auf die Leistungsfähigkeit der Kommunikation
untersucht werden können.
Ausgehend von den entwickelten Softwareschichten, welche bereits eine gute Leis-
tung zeigen und breit anwendbar sind, wäre es interessant, weitere Lastszenarien und
konkrete Anwendungen zu untersuchen und zu sehen, welchen Einfluss die verschie-
denen Parameter der genutzten Software und Hardware auf die Leistungsfähigkeit
haben. Zu diesen zur Optimierung zu nutzenden Parametern zählen unter ande-
rem die MTU (Maximum Transfer Unit), welche für ETHOM und ETHOS gewählt
wird, und Puffer- und Queue-Parameter der von ETHOS und ETHOM genutzten
darunter liegenden Treiber.
Des Weiteren kann die Flusskontrolle über die verschiedenen involvierten Schich-
ten der Kommunikation hinweg noch optimiert werden. Gerade das TIPC-Protokoll
zeigt hier noch einige Schwächen. Untersuchungen über das optimale Zusammen-
spiel der unterschiedlichen Schichten sollten Erkenntnisse bringen, die zu weiteren
Leistungsverbesserungen führen.
Im Moment geschieht die Zuteilung des Prozessorkerns, der sich um die Kommu-
nikation kümmert, durch den Betriebssystem-Scheduler. Gerade bei ETHOM wäre
es interessant, zu untersuchen, inwiefern es vorteilhaft ist, einen oder evtl. mehrere
Kerne dediziert für die Kommunikation zu nutzen. Dieser Ansatz erscheint gerade
mit Blick auf größer werdende Anzahlen von Kernen pro Rechenknoten vielverspre-
chend.
Abschließend soll noch ein Ausblick auf die Entwicklung der Technologien ge-
wagt werden, mit denen sich diese Arbeit auseinandersetzt; dazu zählen Cluster,
Netzwerktechnologien und Prozessortechnologien.
Bei den Netzwerktechnologien wird es zum einen evolutionär weitergehen. Das
bedeutet, dass bestehende und weit verbreitete Technologien wie Ethernet und In-
150
finiBand Schritt für Schritt die Leistung erhöhen, indem höhere Übertragungsfre-
quenzen genutzt werden, mehr Informationen pro Takt übertragen werden und evtl.
von Kupferkabeln auf Lichtwellenleiter umgestellt wird. Es ist außerdem ein Trend
zu sehen, aufwendige Verarbeitungsschritte, die in Software auf dem Hauptprozessor
des Rechensystems ausgeführt werden, in Hardware zu verlagern, sei es in Prozes-
soren auf dem Netzwerkadapter (wie z. B. TCP Offload Engine, seit 2002) oder
in speziellen Erweiterungen der Hauptprozessoren, welche etwa zur Erstellung von
Prüfsummen dienen oder Verschlüsselung beschleunigen.
Auf der anderen Seite sind einige revolutionäre Neuentwicklungen erschienen und
weitere abzusehen. Zu diesen revolutionären Entwicklungen würde ich die Techno-
logie der Firma ScaleMP [Sca10] zählen, die dem Betriebssystem knotenübergrei-
fend einen großen gemeinsamen Speicher präsentiert; umgesetzt ist dies anscheinend
innerhalb des Rechner-BIOS und die Kommunikation geschieht über InfiniBand-
Netzwerkadapter. Eine weitere aktuelle Neuentwicklung, die ein ähnliches Ziel ver-
folgt, ist NUMA-Scale [Num10, Num09]. Hier werden mehrere Probleme vorhan-
dener Technologien gleichzeitig in Angriff genommen. Statt die Netzwerkhardwa-
re über mehrere Hierarchien hinweg an den I/O-Bus (PCI-Express) anzuschließen,
wird mit Hypertransport (nur AMD-Prozessoren) der direktere Weg gewählt, womit
niedrigere Latenzen möglich werden. Diese direktere Anbindung an den Prozessor-
bus führt gleichzeitig dazu, dass Cache-Kohärenz-Informationen des Hauptprozes-
sors auf der Netzwerkkarte zur Verfügung stehen, was die Cache-Nutzung auch
bei Zugriff auf entfernten Speicher wesentlich vereinfacht und damit die Leistung
stark erhöht. Eine weitere neuartige Entwicklung ist NEngine, eine innovative Idee
von Guangdeng Liao [LZB11], welche wichtige Funktionalität zur Verarbeitung von
Kommunikationsdaten auf das Prozessor-Die verlegt, was auf der einen Seite eine
wesentlich niedrigere Systembelastung bei gleichzeitig leicht höherer Übertragungs-
leistung verspricht, auf der anderen Seite einfachere und damit kostengünstigere
Netzwerkadapter ermöglicht.
Bei der Weiterentwicklung der Prozessoren erlauben immer kleinere Strukturgrö-
ßen, immer mehr Transistoren auf dem Prozessor-Die unterzubringen. Allen aktuel-
len Tendenzen gemeinsam ist, dass eine weitere Steigerung der Taktfrequenz nicht
so einfach möglich ist, wie bisher. Vor allem thermisch sind hier Grenzen gesetzt.
Es gibt einige Ideen, wie diese größer werdende Anzahl an Transistoren möglichst
gewinnbringend eingesetzt werden kann.
Aktuell versuchen praktisch alle Prozessorhersteller, die zusätzlichen Transisto-
ren für eine immer größere Anzahl an Rechenkernen zu nutzen. Praktisch Standard
sind inzwischen Vierkernprozessoren, für Server gedacht sind aktuelle Prozessoren
mit 12 Kernen und in der Entwicklung befinden sich bereits Chips mit 48 Kernen.
Zu erwarten sind hier weitere Steigerungen auf Hunderte, oder in etwas entfernterer
Zukunft gar Tausende von Rechenkernen. Probleme, die bis jetzt vor allen in großen
verteilten Systemen auftraten, werden in Abwandlung dann auf die Prozessordesi-
gner hinzukommen.
Eine andere Tendenz ist die Integration externer Komponenten auf dem Prozessor-
Die. Das waren zunächst die verschiedenen Cache-Hierarchien, dann die Speicher-
Controller. Aktuelle Entwicklungen sind die Integration von Grafikprozessoren auf
dem Die (Nvidia Tegra und AMD Fusion). Es ist nur noch eine Frage der Zeit, wann
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sich weitere Komponenten hinzugesellen und komplette Systeme auf einem Chip in-
tegriert werden – eine Entwicklung, die im Embedded Computing längst Realität
ist. Nicht zuletzt werden die zusätzlichen Transistoren auch in aufwendige und bis
jetzt in Software implementierte Funktionen investiert wie z. B. Verschlüsselungs-
und Prüfsummenalgorithmen.
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A. Systemtap-Skripte zur
Beobachtung der Kommunikation
von Kerrighed
A.1. Erzeugung der Messdaten für Histogramme
Listing A.1: tipc_comm_histogram.stp
#! / usr / bin /env stap
g l oba l snd_hist , snd_pck_size
g l oba l rcv_hist , rcv_pck_size
probe begin {
p r in t ( "#Co l l e c t i n g ␣data . . . ␣Type␣Ctrl−C␣ to ␣ e x i t ␣and␣ d i sp l ay ␣←↩
r e s u l t s \n " )
}
// Reg i s t e r one new send packe t f o r packe t s i z e
probe ke rne l . f unc t i on ( " send_msg@∗eth_media . c " ) {
snd_pck_size = $buf−>len
snd_hist [ snd_pck_size]++
}
// Reg i s t e r one new rev e i v ed packe t f o r packe t s i z e
probe ke rne l . f unc t i on ( " recv_msg@∗eth_media . c " ) {
rcv_pck_size = $buf−>len
rcv_hist [ rcv_pck_size]++
}
// Print h i s tograms to f i l e
probe end {
// Snd his togram
pr in t ( "#snd_pck_size␣␣␣ count\n " )
f o r each ( [ s i z e +] in snd_hist )
p r i n t f ( "%−10d␣␣␣␣␣%−d␣\n" , s i z e , snd_hist [ s i z e ] )
p r i n t ( " \n " ) ;
// Rcv his togram
pr in t ( "#rcv_pck_size ␣␣␣ count\n " )
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f o r each ( [ s i z e +] in rcv_hist )
p r i n t f ( "%−10d␣␣␣␣␣%−d␣\n" , s i z e , rcv_hist [ s i z e ] )
p r i n t ( " \n " ) ;
}
A.2. Erzeugung der Messdaten für die zeitlichen
Verläufe
Listing A.2: tipc_comm_interval_only.stp
#! / usr / bin /env stap
g l oba l exect ime=0
g l oba l snd_pck_size , snd_pck_size_total=0, snd_pck_size_min←↩
=99999999 , snd_pck_size_max=0, snd_pck_size_avg , ←↩
snd_pck_count=0
g l oba l rcv_pck_size , rcv_pck_size_total=0, rcv_pck_size_min←↩
=99999999 , rcv_pck_size_max=0, rcv_pck_size_avg , ←↩
rcv_pck_count=0
probe begin {
p r in t ( "#Co l l e c t i n g ␣data . . . ␣Type␣Ctrl−C␣ to ␣ e x i t \n " )
p r i n t f ( "#time␣min␣␣␣max␣␣␣avg␣␣␣ t o t a l ␣␣␣ count␣␣␣RCV: ␣␣␣min␣␣←↩
␣max␣␣␣avg␣␣␣ t o t a l ␣␣␣ count\n " )
}
// ga ther send s t a t i s t i c s
probe ke rne l . f unc t i on ( " send_msg@∗eth_media . c " ) {
snd_pck_size = $buf−>len
snd_pck_size_total += snd_pck_size
snd_pck_count++
i f ( snd_pck_size > snd_pck_size_max )
snd_pck_size_max = snd_pck_size
i f ( snd_pck_size < snd_pck_size_min )
snd_pck_size_min = snd_pck_size
snd_pck_size_avg = snd_pck_size_total / snd_pck_count
}
// ga ther r e c e i v e s t a t i s t i c s
probe ke rne l . f unc t i on ( " recv_msg@∗eth_media . c " ) {
rcv_pck_size = $buf−>len
rcv_pck_size_total += rcv_pck_size
rcv_pck_count++
i f ( rcv_pck_size > rcv_pck_size_max )
rcv_pck_size_max = rcv_pck_size
i f ( rcv_pck_size < rcv_pck_size_min )
rcv_pck_size_min = rcv_pck_size
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rcv_pck_size_avg = rcv_pck_size_total / rcv_pck_count
}
// p r i n t s t a t i s t i c s every second
probe t imer . s (1 ) {
exect ime += 1
p r i n t f ( "%−4d␣␣%−5d␣%−5d␣%−5d␣%−7d␣%−6d␣␣␣␣␣␣␣␣␣%−5d␣%−5d␣←↩
%−5d␣%−7d␣%−6d\n" , exectime , snd_pck_size_min , ←↩
snd_pck_size_max , snd_pck_size_avg , snd_pck_size_total ,←↩
snd_pck_count , rcv_pck_size_min , rcv_pck_size_max , ←↩
rcv_pck_size_avg , rcv_pck_size_total , rcv_pck_count )
// r e s e t S t a t i s t i c s
snd_pck_size_min=99999999
snd_pck_size_max=0
snd_pck_size_total=0
snd_pck_count=0
rcv_pck_size_min=99999999
rcv_pck_size_max=0
rcv_pck_size_total=0
rcv_pck_count=0
}
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B.1. Shared Memory Benchmark
Listing B.1: shm_general.h
#ifndef __SHM_GENERAL_H__
#define __SHM_GENERAL_H__
#include <s t d l i b . h>
#include <s td i o . h>
#include <sys / types . h>
#include <sys / ipc . h>
#include <sys /shm . h>
#include <unis td . h>
#define SHMSZ (1024 ∗ 1024 ∗ 1024)
#define SHMKEY 5678
#endif
B.1.1. Shared Memory Server
Listing B.2: shm_server.c
#include " shm_general . h "
int main ( int argc , char∗ argv [ ] )
{
char c , check = 0 , ∗shm ;
int i , shmid , c l i e n t s , f i n i s h e d = 0 ;
key_t key ;
struct shmid_ds ∗ sbuf = mal loc ( s izeof ( struct shmid_ds ) ) ;
i f ( argc != 2) {
f p r i n t f ( s tde r r , " usage : ␣ shm_server␣<number_of_clients>\n" )←↩
;
e x i t (1 ) ;
}
c l i e n t s = s t r t o l ( argv [ 1 ] , NULL, 10) ;
p r i n t f ( " Server ␣ s t a r t ed ␣ f o r ␣%d␣ c l i e n t s . . . \ n " , c l i e n t s ) ;
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/∗ We’ l l name our shared memory segment SHMKEY. ∗/
key = SHMKEY;
/∗ Create the segment . ∗/
i f ( ( shmid = shmget ( key , SHMSZ, IPC_CREAT | 0666) ) < 0) {
pe r ro r ( " shmget " ) ;
e x i t (1 ) ;
}
/∗ Now we a t t ach the segment to our data space . ∗/
i f ( ( shm = shmat ( shmid , NULL, 0) ) == (char ∗) −1) {
pe r ro r ( " shmat " ) ;
e x i t (1 ) ;
}
/∗ Now put some t h i n g s in t o the memory f o r the
∗ o ther proces s to read . ∗/
srandom ( getp id ( ) ) ;
for ( i = 0 ; i < SHMSZ−1; i++) {
c = random ( ) ;
shm [ i ] = c ;
check += c ;
}
p r i n t f ( "SHM_SIZE=%d\n" , SHMSZ) ;
p r i n t f ( " checksum : ␣%d␣\n" , check ) ;
/∗ Fina l l y , we wai t u n t i l the o ther proces s
∗ changes the f i r s t charac t e r o f our memory
∗ to ’∗ ’ , i n d i c a t i n g t ha t i t has read what
∗ we put t he r e . ∗/
while ( f i n i s h e d != c l i e n t s ) {
f i n i s h e d = 0 ;
s l e e p (1 ) ;
for ( i = 0 ; i < c l i e n t s ; i++ )
i f (shm [ i ] == ’ ∗ ’ )
f i n i s h e d++;
}
p r i n t f ( " Server ␣ w i l l ␣ f r e e ␣ a l l ␣data␣and␣ e x i t . . . \ n " ) ;
shmctl ( shmid , IPC_RMID, sbuf ) ;
shmdt (shm) ;
f r e e ( sbuf ) ;
return (0 ) ;
}
B.1.2. Shared Memory Client
Listing B.3: shm_client.c
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/∗
∗ shm−c l i e n t − c l i e n t program to demonstrate shared memory .
∗/
#include " shm_general . h "
int main ( int argc , char∗ argv [ ] )
{
int i , c l i e n t , shmid ;
key_t key ;
char ∗shm , check = 0 ;
i f ( argc != 2) {
f p r i n t f ( s tde r r , " usage : ␣ shm_client ␣<c l i en t_id >\n␣Example : ␣←↩
. / shm_client ␣0␣ ; ␣ . / shm_client ␣1\n " ) ;
e x i t (1 ) ;
}
c l i e n t = s t r t o l ( argv [ 1 ] , NULL, 10) ;
p r i n t f ( " C l i en t ␣ s t a r t ed ␣with␣ id=%d . . . \ n " , c l i e n t ) ;
/∗ We need to ge t the segment named
∗ SHMKEY, crea t ed by the s e r v e r . ∗/
key = SHMKEY;
/∗ Locate the segment . ∗/
i f ( ( shmid = shmget ( key , SHMSZ, 0666) ) < 0) {
pe r ro r ( " shmget " ) ;
e x i t (1 ) ;
}
/∗ Now we a t t ach the segment to our data space . ∗/
i f ( ( shm = shmat ( shmid , NULL, 0) ) == (char ∗) −1) {
pe r ro r ( " shmat " ) ;
e x i t (1 ) ;
}
/∗ Now read what the s e r v e r put in the memory . ∗/
for ( i = 0 ; i < SHMSZ−1; i++) {
check += shm [ i ] ;
}
p r i n t f ( "SHM_SIZE=%d\n" , SHMSZ) ;
p r i n t f ( " checksum : ␣%d␣\n" , check ) ;
/∗ Fina l l y , change the f i r s t charac t e r o f the
∗ segment to ’∗ ’ , i n d i c a t i n g we have read
∗ the segment . ∗/
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shm [ c l i e n t ] = ’ ∗ ’ ;
shmdt (shm) ;
p r i n t f ( " C l i en t ␣ id=%d␣has␣ f i n i s h e d ␣ i t s ␣ job . \ n " , c l i e n t ) ;
return (0 ) ;
}
B.2. Message Queue Benchmark
Listing B.4: mqueue.h
#include <s td i o . h>
#include <s t d l i b . h>
#include <unis td . h>
#include <sys / ipc . h>
#include <sys /msg . h>
#define KEY 37805
#define PERM 0666
#define kB (1024)
#define MAXSIZE (1024 ∗ kB)
typedef struct {
long mtype ;
char mtext [ 1 ] ;
} mymsg_t ;
B.2.1. Message Queue Server
Listing B.5: msqrcv.c
#include "mqueue . h "
int main ( int argc , char ∗argv [ ] ) {
int rqueueid , queueid ;
long msize , count , sum = 0 , i ;
mymsg_t ∗mymsg ;
p r i n t f ( " Started ␣with␣MAXSIZE=%ld ␣kB\n" , MAXSIZE/kB) ;
i f ( (mymsg = mal loc ( s izeof (mymsg_t) + MAXSIZE − 1) ) == NULL) ←↩
{
f p r i n t f ( s tde r r , " Couldn ’ t ␣ a l l o c a t e ␣memory␣ f o r ␣message ! \ n " )←↩
;
e x i t (1 ) ;
}
/∗ Empfangsqueue ∗/
i f ( ( queueid = msgget (KEY, PERM | IPC_CREAT) ) == −1) {
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f p r i n t f ( s tde r r , " Couldn ’ t ␣ get ␣message␣queue ! \ n " ) ;
f r e e (mymsg) ;
e x i t (1 ) ;
}
/∗ Endes i gna l i s i e rung zum Cl i en t wird h i e ruebe r gesende t ∗/
i f ( ( rqueue id = msgget (KEY+1, PERM | IPC_CREAT) ) == −1) {
f p r i n t f ( s tde r r , " Couldn ’ t ␣ get ␣ rmessage ␣queue ! \ n " ) ;
f r e e (mymsg) ;
e x i t (1 ) ;
}
puts ( "Waiting␣ f o r ␣messages . . . " ) ;
for ( count = 0 ; ; count++) {
i f ( ( msize = msgrcv ( queueid , mymsg , MAXSIZE, 0 , 0) ) == −1) ←↩
{
pe r ro r ( " Fa i l ed ␣ to ␣ read ␣ from␣message␣queue " ) ;
break ;
}
i f (mymsg−>mtext [ 0 ] == −1) {
puts ( " Endmessage␣ r e c e i v ed " ) ;
break ;
}
sum += msize /kB ;
/∗ check checksum ∗/
for ( i = 0 ; i < msize −1; i++)
mymsg−>mtext [ msize −1] −= mymsg−>mtext [ i ] ;
i f (mymsg−>mtext [ msize −1] != 0)
f p r i n t f ( s tde r r , " Nachricht ␣%ld ␣ n i cht ␣ kor rekt ␣empfangen←↩
! ! ! \ n " , count ) ;
}
/∗ Endmessage zuruecksch i cken ! ∗/
mymsg−>mtype = 1 ;
mymsg−>mtext [ 0 ] = −2;
i f (msgsnd ( rqueueid , mymsg , msize , 0) == −1)
pe r ro r ( " Couldn ’ t ␣ send␣endmessage " ) ;
f r e e (mymsg) ;
p r i n t f ( "%ld ␣messages ␣have␣been␣ r e c e i v ed ␣(%ld ␣MB)\n" , count , ←↩
sum/kB) ;
puts ( "Message␣queue␣ w i l l ␣be␣removed . . . " ) ;
msgct l ( queueid , IPC_RMID, NULL) ;
return 0 ;
}
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B.2.2. Message Queue Client
Listing B.6: msgsnd.c
#include "mqueue . h "
int main ( int argc , char ∗argv [ ] ) {
int rqueueid , queueid ;
long rmsize , msize , times , count ;
mymsg_t ∗mymsg ;
i f ( argc != 3) {
f p r i n t f ( s tde r r , " usage : ␣msgsend␣<message_size>␣ ( in ␣kB , ␣max←↩
␣%ld ␣kB) ␣<times>\n" , MAXSIZE/kB) ;
e x i t (1 ) ;
}
msize = s t r t o l ( argv [ 1 ] , NULL, 10) ∗ kB ;
t imes = s t r t o l ( argv [ 2 ] , NULL, 10) ;
p r i n t f ( " Started ␣with␣message_size=%ld ␣kB␣and␣ times=%ld \n" , ←↩
msize /kB , t imes ) ;
i f ( (mymsg = malloc ( s izeof (mymsg_t) + msize − 1) ) == NULL) {
f p r i n t f ( s tde r r , " Couldn ’ t ␣ a l l o c a t e ␣memory␣ f o r ␣message ! \ n " )←↩
;
e x i t (1 ) ;
}
/∗ Sendequeue ∗/
i f ( ( queueid = msgget (KEY, PERM | IPC_CREAT) ) == −1) {
f p r i n t f ( s tde r r , " Couldn ’ t ␣ get ␣message␣queue ! \ n " ) ;
f r e e (mymsg) ;
e x i t (1 ) ;
}
/∗ Endes i gna l i s i e rung vom Server wird h i e ruebe r empfangen ∗/
i f ( ( rqueue id = msgget (KEY+1, PERM | IPC_CREAT) ) == −1) {
f p r i n t f ( s tde r r , " Couldn ’ t ␣ get ␣ rmessage ␣queue ! \ n " ) ;
f r e e (mymsg) ;
e x i t (1 ) ;
}
puts ( " I n i t i a l i z i n g ␣message . . . " ) ;
srandom ( getp id ( ) ) ;
mymsg−>mtype = 1 ;
mymsg−>mtext [ msize −1] = 0 ;
for ( count = 0 ; count < msize −1; count++) {
mymsg−>mtext [ count ] = random ( ) % 100 ;
/∗ c r ea t e 8− b i t checksum ∗/
mymsg−>mtext [ msize −1] += mymsg−>mtext [ count ] ;
}
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puts ( " Sending␣messages . . . " ) ;
for ( count = 0 ; count < times ; count++) {
i f (msgsnd ( queueid , mymsg , msize , 0) == −1) {
pe r ro r ( " Couldn ’ t ␣ send␣message " ) ;
break ;
}
}
/∗ Endmessage versenden ∗/
puts ( " Sending␣endmessage . . . " ) ;
mymsg−>mtext [ 0 ] = −1;
i f (msgsnd ( queueid , mymsg , msize , 0) == −1)
pe r ro r ( " Couldn ’ t ␣ send␣endmessage " ) ;
/∗ Endmessage empfangen ∗/
i f ( ( rmsize = msgrcv ( rqueueid , mymsg , msize , 0 , 0) ) == −1) {
pe r ro r ( " Fa i l ed ␣ to ␣ read ␣ from␣ rmessage ␣queue " ) ;
}
i f (mymsg−>mtext [ 0 ] == −2) {
puts ( " Endmessage␣ r e c e i v ed " ) ;
}
f r e e (mymsg) ;
p r i n t f ( "The␣message␣ o f ␣%ld ␣kB␣has␣been␣ sent ␣%ld ␣ t imes ␣(%ld ␣←↩
MB)\n" , msize /kB , count , msize /kB∗ count /1024) ;
puts ( "Message␣queue␣ w i l l ␣be␣removed . . . " ) ;
msgct l ( rqueueid , IPC_RMID, NULL) ;
return 0 ;
}
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