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Based upon the idea of construction of data driven smooth tests for composite
hypotheses presented in Inglot et al. (1997) and Kallenberg and Ledwina (1997),
two versions of data driven smooth test for bivariate normality are proposed.
Asymptotic null distributions are derived, and consistency of the newly introduced
tests against every bivariate alternative with marginals having finite variances is
proved. Included results of power simulations show that one of the proposed tests
performs very well in comparison with other commonly used tests for bivariate
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1. INTRODUCTION
The problem of testing multivariate normality has attracted a great deal
of attention in recent years. A possible cause of such sustained interest
is that many multivariate data analysis methods ‘‘rest to some extend on
multivariate normality. Most of the distribution theory and optimality of
standard test procedures derive directly from this assumption’’ (cf. Cox
and Wermuth [6]). Moreover, as noted by Cox and Wermuth [6], the
exponential family structure of the multivariate normal distribution
provides a strong justification for the methods of data reduction, which
‘‘hinge on the calculation of sample mean vectors and covariance matrices
or ‘robust’ versions of these quantities.’’ The compendium of information
on tests of multivariate normality can be found in Gnanadesikan [13,
pp. 161195], Cox and Small [5], Mardia [33], Koziol [27], and D’Agostino
[8]. However, as noted by Koziol [26], despite the great number of
articles concerned with this problem, there are relatively few formal
methods available for assessing multivariate normality; e.g. asymptotic null
distributions and consistency are rarely established. Moreover, ‘‘very little
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has been done by way of power studies for multivariate normality tests’’
(cf. [8]).
On the other hand, in recent years a renewed interest in Neyman’s [34]
smooth test of fit and the whole class of smooth tests has been observed.
The main idea behind these tests is to embed the null density into a
specified exponential family and then to test the corresponding parametric
hypothesis with an asymptotically optimal score test. Details of the con-
struction of smooth tests for simple and composite hypotheses can be found,
e.g., in Javitz [19], Thomas and Pierce [42], and Rayner and Best [35].
In particular, for testing multivariate normality, Koziol [28] proposed
some analogues of Neyman’s smooth test. Koziol’s statistics are related to
the system of Hermite polynomials. More specifically, the overall smooth
skewness statistic U 23 and the overall smooth kurtosis statistic U
2
4 are based
on the products of Hermite polynomials of degrees summing up to three
and four, respectively. Koziol [28] observed that U 23 is algebraically
equivalent to nb1, p 6, where b1, p is the well known Mardia’s measure of
multivariate skewness (cf. [31, 32]).
Test statistics U 23 and U
2
4 can be decomposed into orthogonal com-
ponents, each depending on one particular function from the set of the
products of Hermite polynomials. Koziol [28] emphasized that examina-
tion of the individual components of these statistics ‘‘is a valuable adjunct
to the overall assessments of skewness and kurtosis afforded by the
tests, and should be undertaken whenever further information concerning
coordinatewise departures from normality is desired. Indeed, Small [40]
combines certain subsets of the components of U 23 and U
2
4 for testing
multivariate normality.’’
Note that Koziol’s smooth tests, depending only on sample moments
up to fourth order, are not consistent for a wide range of alternatives.
Moreover, the results of power simulations presented in Rayner and Best
[35] show that in the lack of knowledge on the class of possible alter-
natives to multivariate normality it is difficult to decide which components
of U 23 and U
2
4 should be included in the test statistic. It can be observed
that by making a wrong decision on this matter we can lose much of the
test power.
The problem of the choice of the number of components k in Neyman’s
smooth test of goodness of fit appears also in the simpler case of testing
uniformity (see, e.g., Inglot et al. [15] and Kallenberg and Ledwina [20]).
To deal with it some data driven procedures for choosing k have been
recently proposed in Bickel and Ritov [1], Eubank and LaRiccia [10],
Eubank et al. [9], Ledwina [29] and Fan [11].
The construction of the data driven smooth test for uniformity proposed
by Ledwina [29] consists of two steps. First Schwarz’s [37] selection rule
is applied to find a suitable dimension of an exponential model for the
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data. Then the smooth test statistic in the ‘‘right’’ dimension is calculated.
To get the consistency of the test Kallenberg and Ledwina [20] let the
upper bound of dimension of exponential families searched by Schwarz’s
rule grow to infinity with the number of observations. Extensive simula-
tions presented in [29] and [20] show that the data driven Neyman’s test
exploiting Schwarz’s selection rule compares very well to classical tests and
other competitors. Good features of the test have recently been supported
by the theoretical results on its nice (asymptotic) optimality properties
proved in Inglot and Ledwina [18] and Inglot et al. [17].
The idea of using Schwarz’s selection rule for choosing the number of
components in the smooth test statistic was subsequently extended, and a
general method of construction of data driven smooth tests for composite
hypotheses was proposed and investigated in Inglot et al. [16] and
Kallenberg and Ledwina [22, 23]. Apart from Schwarz’s rule based on the
comparison of log-likelihood functions, another version of it, which is
easier to calculate, was introduced. Theoretical results included in these
papers imply the consistency of the data driven smooth tests for composite
hypotheses against a broad range of alternatives. Moreover, from the
simulation study reported in Kallenberg and Ledwina [22, 23] it follows
that these tests work very well in comparison with the well known ‘‘special’’
tests, as the GailGastwirth [12] test for exponentiality and the Shapiro
Wilk test for normality.
So good results on the data driven smooth tests have become an inspira-
tion for the present paper. We extend the method, previously applied only
in the univariate setting, to the case of testing bivariate normality. We
propose two versions of a data driven smooth test for bivariate normality.
These tests are based on the statistics WS(1) and WS(5) , which are related
to the system of Legendre polynomials. We derive asymptotic null distribu-
tions of test statistics and prove the consistency of tests against all
alternatives with marginals having finite variances. The main ideas of our
proofs are similar to those proposed in Inglot et al. [16] and Kallenberg
et al. [24], and therefore some proofs are omitted or only sketched
(for details see [3]).
The results of the simulation study reported in this paper show that the
data driven smooth test based on the statistic WS(5) performs very well
in comparison with the well known tests for bivariate normality like the
generalization of the ShapiroWilk test proposed by Malkovich and Afifi
[30] and tests based on Mardia’s measures of skewness and kurtosis
[31, 32]. Also, the presented comparison of the empirical powers of WS(5)
with the simulated powers of some new tests for bivariate normality like
Cso rgo ’s [7] test based on the sample characteristic function, an analogue
of the smooth test for bivariate normality introduced by Koziol [28] or
Bowman and Foster’s [4] test based on the kernel density estimators,
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shows that the test based on WS(5) works very well and can be recom-
mended as an omnibus test for bivariate normality.
In our simulation study we also examined the data driven test for
bivariate normality based on Hermite polynomials. Perhaps unexpectedly,
this test turned out to be considerably worse than the test based on
Legendre polynomials, especially in the case of symmetric alternatives. In
Section 4 we give some explanations for this phenomenon.
Though this paper is concerned solely with testing bivariate normality,
the method of construction of data driven smooth tests as well as the
methods of proofs of their properties can be easily transferred to the case
of testing normality in an arbitrary dimension.
2. PRELIMINARIES
We want to test the null hypothesis H0 that i.i.d. two-dimensional
random vectors X1 , ..., Xn come from a nondegenerate bivariate normal
distribution.
Let X1i and X2i denote the components of the random vector Xi ;
Xi=(X1i , X2i)T.
The random vector Xi comes from a nondegenerate bivariate normal
distribution if it possesses a density f (x), x=(x1 , x2)T # R2, such that
f (x) # [ f (x, ;): ; # 0], where
0=[;=(;1 , ..., ;5)T : (;1 , ;2 , ;5) # R3, (;3 , ;4) # R2+ , ;3;4&;
2
5>0]
(2.1)
and
f (x, ;)=
1
2? |7|12
exp {&(x&+)
T 7&1 (x&+)
2 = , (2.2)
with
+=(;1 , ;2)
T, (2.3)
=\;3 ;5;5 ;4+ , (2.4)
where |7| denotes the determinant of 7.
The first step in constructing a smooth test of H0 is embedding the den-
sity f (x, ;) into a larger exponential family, which shall be defined below.
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2.1. Modeling Alternatives via Increasing Exponential Families
For simplicity of the corresponding score statistics it is convenient to use
exponential families related to orthonormal function families.
Let bi denote the i th normalized Legendre polynomial on [0, 1] and set
additionally b0=1[0, 1] , where 1A stands for the indicator function of the
set A. Define the function Bij : [0, 1]2  R as Bij (u1 , u2)=bi (u1) bj (u2),
u1 , u2 # [0, 1]. Let us order the set of functions B=[Bij ; i, j # N _ [0]]
into the sequence #~ according to the following rule; the function Bij appears
in #~ before the function Blk if one of the following conditions is fulfilled:
(i) i+ j<l+k,
(ii) i+ j=l+k and max(i, j)>max(l, k),
(iii) i+ j=l+k, max(i, j)=max(l, k) and i>l.
Let us denote the i th element of #~ by #~ i . So we have
#~ 0=B00 , #~ 1=B10 , #~ 2=B01 , #~ 3=B20 , #~ 4=B02 , #~ 5=B11 , ... .
For each ; # 0 let L be the lower triangular matrix with positive diagonal
such that LLT=7&1, where 7 is as in (2.4). Thus
L=L(;)=\l1l2
0
l3+=\ 
;4
|7|
&;5
- ;4 |7|
0
1
- ;4
+ . (2.5)
For every i # N define the function #i : R2_0  R as #i (x, ;)=
#~ i (8( y1), 8( y2)), where 8 denotes the standard normal distribution func-
tion and y1 , y2 are the coordinates of the vector y(x, ;) given by y(x, ;)=
( y1 , y2)T=LT (x&+). By orthonormality of the Legendre polynomials in
L2([0, 1]) it easily follows that for every ; # 0 the functions #1(x, ;),
#2(x, ;), ... satisfy
\j # N |
R2
#j (x, ;) f (x, ;) dx=0, (2.6)
\i, j # N |
R2
#j (x, ;) #i (x, ;) f (x, ;) dx=$ ij , (2.7)
where $ij is the Kronecker delta.
For k=1, 2, ... define the exponential family of densities
gk(x, %, ;)=exp[% b #(x, ;)&k(%)] f (x, ;), (2.8)
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where
%=(%1 , ..., %k) # Rk, #(x, ;)=(#1(x, ;), ..., #k(x, ;)),
k(%)=log |
[0, 1]2
exp { :
k
j=1
%j#~ j (x)= dx
and b stands for the inner product in Rk.
Observe that testing bivariate normality within the exponential family
(2.8) is equivalent to testing %=0 against %{0. Asymptotically optimal
test statistic for this testing problem is the score statistic. Its description is
given below.
2.2. Smooth Test for Bivariate Normality
The score test statistic for testing %=0 within the family (2.8) is defined
as
Wk=n(Tnk(; ))T [Ik_k+Rk(; )] Tnk(; ), (2.9)
where
Tnk(;)=(#1 (;), ..., #k(;))T=
1
n
:
n
i=1
(#1(Xi , ;), ..., #k(Xi , ;))T, (2.10)
Rk(;)=(Ik(;))T (I;;&Ik(;)(Ik(;))T)&1 Ik(;), (2.11)
with
Ik(;)=Cov0, ; { log f (X, ;);t , #j (X, ;)= t=1, ..., 5, j=1, ..., k
and
I;;=Cov0, ; { log f (X, ;);t ,
 log f (X, ;)
;u = t=1, ..., 5, u=1, ..., 5 .
Ik_k is the k_k identity matrix and ; =(; 1 , ..., ; 5) denotes the maximum
likelihood estimator of ; under H0 .
A test rejecting H0 for large values of Wk is called a smooth test. For a
justification see, e.g., Javitz [19], Rayner and Best [35], and Thomas and
Pierce [42].
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Observe that
; =\X 1 , X 2 , 1n :
n
i=1
X 21i&X
2
1 ,
1
n
:
n
i=1
X 22i&X
2
2 ,
1
n
:
n
i=1
X1i X2i&X 1X 2+
T
,
(2.12)
where (X 1 , X 2)=(1n ni=1 X1i , 1n 
n
i=1 X2i). Below, the vector (X 1 , X 2)
T
shall be denoted by +^.
The asymptotic null distribution of Wk is given by the following
theorem.
Theorem 2.1. Under the null hypothesis it holds
Wk w
D /2k , (2.13)
where /2k stands for a random varialbe with a chi-square distribution with k
degrees of freedom.
The proof of (2.13) is analogous to the proof of Theorem 3.1 of Inglot
et al. [16] and therefore is omitted. Details can be found in [3].
Remark 2.2. Lemma 5.1 (see the Appendix) shows that though the
matrices Ik(;) and I;; depend on ; the matrix Rk(;) depends only on k.
A straightforward computational formula for Rk(;) can be found in [3].
Using Wk we must first decide on the number k of components in
the vector Tnk (; ). It turns out that a wrong choice of k may give a
considerable loss of power. For evidence of this, see, e.g., Kallenberg and
Ledwina [22]. Therefore, following [22] and Inglot et al. [16], we use a
certain modification of Schwarz’s selection rule to chose the ‘‘right’’ dimen-
sion for the smooth test.
2.3. Schwarz Selection Rule
The likelihood of the independent random vectors X1 , ..., Xn each having
density (2.8) is equal to exp[n[% b Tnk(;)&k(%)]] 6ni=1 f (Xi , ;). The
Schwarz Bayesian Information Criterion for choosing exponential families
(2.8) corresponding to successive dimensions up to d(n) yields
S;=min[k: 1kd(n), Lk(;)Lj (;), j=1, ..., d(n)],
where Lk(;)=n sup% # Rk[% b Tnk(;)&k(%)]&k log n2. An extension of
Schwarz’s rule to the situation where ; is an unknown nuisance parameter
is obtained by inserting the maximum likelihood estimator ; of ; (under
%=0) into the formula S; . However, a calculation of S; is numerically
involved. Therefore a simplification would be welcome.
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By an immediate generalization of Theorems 7.3 and 7.4 of Inglot and
Ledwina [18] to the case of an orthonormal system of functions in R2
we have that the maximized log-likelihood n sup% # Rk[% b Tnk(;)&k(%)] is
locally equivalent to 12n &Tnk(;)&2, where & }& denotes the usual Euclidean
norm. Therefore following Kallenberg and Ledwina [22] and Inglot et al.
[16], we use a modification of the Schwarz rule given by
S(1)=min[k: 1kd(n), n &Tnk(; )&2&k log n
n &Tnj (; )&2& j log n, j=1, ..., d(n)]. (2.14)
During the simulation study we observed that in a result of an estima-
tion of the vector of parameters ; the first five components of Tnk(; ) are
very small in comparison to the other ones. In a consequence S(1) usually
does not chose k # [2, 3, 4, 5]. Therefore we considered also its modification
S(5)=min[k: 5kd(n), n &Tnk(; )&2&k log n
n &Tnj (; )&2& j log n, j=5, ..., d(n)]. (2.15)
Remark 2.3. Schwarz’s rule is just one among many of the so called
penalized maximum likelihood methods for the choice of the dimension
of the model. However an extensive simulation study performed in the
univariate case (see, e.g., Sections 6.1 and 6.2 of Kallenberg and Ledwina
[22]) convinced us that in comparison to other existing proposals it
produces tests of fit which offer a nice compromise between detection of
‘‘smooth’’ and ‘‘oscillating’’ alternatives.
Another advantage of Schwarz’s rule is that the power of corresponding
tests stabilizes as a function of d(n) (see, e.g., [22]). Therefore we always
chose the largest reasonable d(n) without being afraid of losing the test
power (examples of other selection criteria, which do not prevent decreasing
the power with an increase of d(n), can be found in Bogdan [2]).
2.4. Test Statistics of the Data Driven Smooth Tests for Bivariate Normality
Observe that the test statistic Wk (see (2.9) and the definition of #i ’s) and
selection rules S(1) and S(5) (see (2.14) and (2.15)) are defined only when
the sample covariance matrix 7 is nonsingular. To cover the cases when 7
is singular we additionally set WS(1)=WS(5)= when |7 |=0. Since under
the assumption (2.1) the probability of singularity of 7 is equal to zero this
additional definition does not influence the null distributions of WS(1) and
WS(5) .
The two versions of the data driven smooth test for bivariate normality
considered in this paper reject the null hypothesis for large values of WS(1)
and WS(5) , respectively.
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Lemma 2.4. Test statistics Wk , WS(1) , and WS(5) are invariant upon the
following transformation of the sequence of the random vectors X1 , ..., Xn ,
\i # [1, ..., n] Yi=AXi+B, (2.16)
where A is any upper triangular matrix with positive diagonal and B is a
column vector in R2.
Proof. By Theorem 4 of Szkutnik [41] we get the following stan-
dardization of the sequence of the random vectors X1 , ..., Xn ,
\i # [1, ..., n] Zi=(L(; ))T (Xi&+^), (2.17)
where L(;) is given by (2.5) and ; is as in (2.12), is invariant upon (2.16).
Since the test statistic Wk as well as the selection rules S(1) and S(5)
depend on the sample only via its standardized version given by (2.17), the
proof of Lemma 2.4 is concluded. K
Corollary 2.5. Under H0 the distributions of Wk , WS(1) , and WS(5) do
not depend on the vector of parameters ;.
Proof. Consider a random vector Xi coming from a bivariate normal
distribution (2.2) with the vector of parameters ;. Observe that if in (2.16)
we replace A with (L(;))T and B with &(L(;))T +, where + is related to
; via (2.3), then Yi is distributed according to a bivariate normal distribu-
tion with the vector of parameters ;0=(0, 0, 1, 1, 0)T. Thus Corollary 2.5
is an immediate consequence of Lemma 2.4. K
Remark 2.6. Ordering of the functions Bij into the sequence #~ , which is
important for the definition of WS(1) and WS(5) , can be done in many dif-
ferent ways. In our opinion the order imposed by (i)(iii) in Section 2.1 is
a natural one in case of the lack of knowledge on the class of possible alter-
natives to bivariate normality. However, for testing bivariate normality
against some particular types of alternatives, other orders could be more
appropriate and could result in a better finite sample performance of
corresponding tests. For example, as noted by a referee, our test ‘‘can be
adapted for detection of higher ‘‘frequencies’’ by merely reordering the
basis, so that functions with higher frequencies are included among the
basis functions with lower indices.’’ Asymptotic results on distributions of
WS(1) and WS(5) , which shall be presented below, hold for each ordering of
the functions Bij into the sequence #~ if the bounds (5.3) (2 can be replaced
by any positive constant), (5.4), and (5.5) in the Appendix are fulfilled for
sufficiently large j. Of course some subsets of B can be considered as well.
However, then the resulting tests miss consistency against some particular
alternatives. The analogous problem of the choice of the orthonormal basis
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and the ordering of it in the univariate case is discussed in Inglot et al.,
[l6, pp. 1227, 1228].
3. ASYMPTOTIC NULL DISTRIBUTIONS AND CONSISTENCY
Since under the null hypothesis the probability of singularity of the
sample covariance matrix 7 is equal to zero, in this section we shall restrict
our attention to the situation when 7 is invertible.
By Corollary 2.5 we have that the distributions of S(1), S(5), WS(1) , and
WS(5) under H0 do not depend on the vector of parameters ;. Therefore we
shall derive their asymptotic null distributions assuming that ;=;0=
(0, 0, 1, 1, 0)T.
3.1. Asymptotic Behavior of the Modified Schwarz Rule under H0
For fixed k0 # [1, ..., d(n)] let S(k0) denote the following modified
version of the Schwarz rule,
S(k0)=min[k: k0kd(n), n &Tnk(; )&2&k log n
n &Tnj (; )&2& j log n, j=k0 , ..., d(n)].
The following theorem states that under H0 S(k0) asymptotically concen-
trates on the lowest possible dimension k0 .
Theorem 3.1. If d(n)=o(nc) for some c<116 then
P;0(S(k0)>k0)  0 as n  . (3.1)
The proof of Theorem 3.1 shall be based on the following lemma which
states how close Tnk(; ) is to Tnk(;0).
Lemma 3.2. If d(n)=o(nc) for some c<116 then there exists a constant
! # (0, 1) such that
lim
n  
:
d(n)
k=k0+1
P;0 \&Tnk(; )&Tnk(;0)&! - n&1bk+=0, (3.2)
where bk=(k&k0) log n.
The proof of Lemma 3.2 is given in the Appendix.
Proof of Theorem 3.1. To prove (3.1) first observe that for each
k # [k0+1, ..., d(n)] and ! # (0, 1) it holds
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P;0(S(k0)=k)
P;0(n &Tnk(; )&
2bk)
P;0(n &Tnk(;0)&
2(1&!)2 bk)+P;0(&Tnk(; )&Tnk(;0)&! - n
&1bk ).
(3.3)
By (3.3) and Lemma 3.2 to prove (3.1) it is enough to show that
lim
n  
:
d(n)
k=k0+1
P;0(n &Tnk(;0)&
2(1&!)2 bk)=0. (3.4)
We have that
P;0(n &Tnk(;0)&
2(1&!)2 bk)
=P;0 \ :
k
j=1 {_n
&12 :
n
i=1
#j (Xi , ;0)&
2
&1=a~ k+ , (3.5)
where a~ k=(1&!)2 bk&k.
Applying the orthonormality of the functions #j (x, ;0) with respect to
f (x, ;0) and the bound #j (x, ;0)2 - j (see (5.3) of the Appendix) we
obtain
Var;0 \ :
k
j=1 {_n
&12 :
n
i=1
#j (Xi , ;0)&
2
&1=+<2k+4k3n&1
(for details see [3]). Thus by Chebyshev’s inequality we get that for
sufficiently large n there exists a constant c1 , independent of k, such that
it holds
P;0 \ :
k
j=1 {_n
&12 :
n
i=1
#j (Xi , ;0)&
2
&1=a~ k+< c1log2 n (2k&1+4kn&1),
and (3.4) easily follows. K
3.2. Asymptotic Distributions of WS(1) and WS(5) under H0
Theorem 2.1 and 3.1 yield
Theorem 3.3. Assume d(n)=o(nc) for some c<116. Then under the
null hypothesis,
WS(1) w
D /21 (3.6)
and
WS(5) w
D /25 . (3.7)
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3.3. Consistency of Tests Based on WS(1) and WS(5)
Assume X1 , ..., Xn are independent random vectors in R2. Suppose that
each Xi=(X1i , X2i)T is distributed according to P on R2, where P satisfies
EP X 211< and EPX
2
21<. (3.8)
Let us denote by ; the corresponding vector of parameters
;=(EP X11 , EP X21 , VarPX11 , VarPX21 , CovP(X11 , X21))T. (3.9)
To prove consistency of WS(1) and WS(5) under alternatives satisfying
(3.8) we shall first prove the following theorem.
Theorem 3.4. Assume that P is a probability measure on R2 satisfying
(3.8) and such that the covariance matrix of X11 and X21 is positive definite.
Assume further that P is not bivariate normal distribution. Then, limn   d(n)
= implies
WS(1) w
P  (3.10)
and
WS(5) w
P . (3.11)
Proof. By Lemma 2.4, without loosing generality, we may assume that
;=;0 . Let N(;0) stand for the bivariate normal distribution with the
vector of parameters ;0 .
From Lemma 5.4 of the Appendix we have that if P{N(;0) then there
exists a natural K such that
EP #K (X, ;0){0; (3.12)
In what follows we shall assume that K is the smallest number possessing
the above property.
First we shall show that
lim
n  
P(S(k0)K)=1, k0=1, 5. (3.13)
Consider a fixed k # [1, ..., K]. By (5.4) we have that if ; is close enough
to ;0 then \j # [1, ..., k] |#j (; )&#j (;0)|- 5 j 32c2 &; &;0 & n&1ni=1 (1+
&Xi &). Applying the law of large numbers to ; , 1n ni=1 &Xi& and #j (;0)
we obtain # j (; ) w
P EP #j (X, ;0). Since for k<K EP #k(X, ;0)=0, this
implies &Tnk(; )&2 wP 0 for k<K. Moreover by (3.12) and the above we
have &TnK (; )&2 w
P (EP#k(X, ;0))2>0 and (3.13) easily follows.
Since for each k # N Rk(;) is nonnegative definite it holds that
Wkn &Tnk(; )&2. This concludes the proof of Theorem 3.4. K
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Observe that when the covariance matrix 7 of X11 , and X21 is singular,
the sample covariance matrix 7 is singular with probability one. In that
case the null hypothesis is almost surely rejected and tests based on WS(1)
and WS(5) are consistent. Thus Theorems 3.3 and 3.4 imply
Corollary 3.5. If limn   d(n)= and d(n)=o(nc) with c<116
then tests based on WS(1) and WS(5) are consistent against each alternative
to bivariate normality satisfying (3.8).
4. SIMULATIONS
4.1. Introduction
In this section we present the results of simulation study in which we
compared the empirical powers of some data driven smooth tests for
bivariate normality with simulated powers of other tests.
All the computations were performed with double-precision arithmetic
on super-computers of WCSS Wroc*aw and on a SUN10 station in the
Institute of Mathematics of the Wroc*aw University of Technology.
Programs and procedures were written in the C programming language by
Krzysztof Bogdan under Grant KBN 350 044. His kind help and useful
remarks are gratefully appreciated.
We simulated the critical values and powers of tests for the sample sizes
n=25, 50 and 100, upon 10000 runs in each case. The significance level is
:=0.05.
4.2. Test Statistics under Study
Apart from tests based on WS(1) and WS(5) in the simulation study we
considered also the data driven test based on Hermite polynomials. In this
case the test statistic HS is defined as follows.
For each natural i and j let hij (x) be the function on R2 defined by
hij (x)=h i (x1) h j (x2), x=(x1 , x2)T # R2, where h i denotes the i th nor-
malized Hermite polynomial. Let us order the set of functions H=
[hij ; i+ j3] into the sequence h=(h1 , h2 , ...) according to the rules (i),
(ii), (iii), specified in Section 2.1. Thus we have h1=h30 , h2=h03 , h3=h21 ,
etc. The smooth test for bivariate normality related to Hermite polynomials
is based on the statistic
Hk=n :
k
j=1 \
1
n
:
n
i=1
hj (L(; )(Xi&+^))+
2
,
with L(;) defined by (2.5).
The selection rule S for choosing the number of components in Hk is
given by
S =min[k: 1kd(n), Hk&k log nH j& j log n, j=1, ..., d(n)]. (4.1)
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Again, to cover the cases when 7 is singular set HS = when |7 |=0.
The data driven smooth test for bivariate normality based on Hermite
polynomials rejects the null hypothesis for large values of HS .
Applying the methods of proofs from Kallenberg et al. [24] it is easy to
show that if d(n)=o(log n) then P;0(S 2)  0 as n   and that, under
the null hypothesis, HS w
D /21 .
The restriction on the range of d(n) is stronger than in case of tests
exploiting the system of Legendre polynomials. This is due to the unboun-
dedness of Hermite polynomials.
While carrying out simulations for data driven smooth tests for bivariate
normality we observed that for sample sizes considered in this paper
(n100) increasing d(n) above the level d(n)=15 has no impact on the
powers of these tests. Therefore we fixed d(n)=15 for all the analyzed tests
and sample sizes.
In the simulation study we also considered the following test statistics:
b1, 2 , Mardia’s [31] measure of skewness;
b2, 2 , Mardia’s [31] measure of kurtosis;
W*, the generalization of ShapiroWilk statistic proposed by
Malkovich and Afifi [30];
M, Cso rgo ’s [7] maximal deviation of the sample characteristic func-
tion from the hypothetical one;
K=U 23+U
2
4 , where U
2
3 and U
2
4 are Koziol’s [28] smooth skewness
and kurtosis statistics, respectively;
ISE, Bowman and Foster’s [4] integrated squared error statistic,
exploiting the kernel density estimators.
For the sample sizes n=25 and n=50 the coefficients (a1 , ..., an), needed
to calculate the generalization of the ShapiroWilk statistic W*, were
taken from Shapiro and Wilk [39]. For the sample size n=100 we used
the approximated values (a*1 , ..., a*100) of these coefficients calculated
according to the formula ai*=mi (100i=1 m
2
i )
12, where mi is the expected
value of the i th standard normal order statistic (cf. Shapiro and Francia
[38]). The values of mi , 1i100, were taken from Harter [14].
4.3. Critical Values
The critical values of tests based on b1, 2 and b2, 2 were taken from
Mardia [32] and the critical values for ISE from Bowman and Foster [4].
The critical values for all other tests considered in this paper were obtained
by simulations and can be found in Tables I and III. In Table II we present
empirical distributions under the null hypothesis of the applied selection
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rules. From Table I it is seen that simulated critical values of WS(1) and
WS(5) for n50 and d(n)=15 are close to their asymptotic values (equal
to 3.481 and 11.070, respectively).
4.4. Alternative Distributions
The list of alternatives considered in this paper contains among others
all the alternatives previously analyzed by Malkovich and Afifi [30] and
Rayner and Best [35].
The first group of alternatives contains mixtures of bivariate normal
distributions with density functions given by h(x, p, ;)= pf (x, ;0)+
(1& p) f (x, ;), x # R2, where p # (0, 1), f (x, ;) is as in (2.2) and ;0=
(0, 0, 1, 1, 0)T. To be specific we consider the alternatives:
Notation p ;T
M(1) 0.5 (3, 3, 1, 1, 0)
M(2) 0.25 (3, 3, 1, 1, 0)
M(3) 0.5 (0, 0, 3, 3, 0)
M(4) 0.5 (0, 0, 1, 1, 0.9)
M(5) 0.75 (3, 3, 3, 3, 2.7)
M(6) 0.25 (3, 3, 3, 3, 2.7)
TABLE I
Empirical Critical Values of WS(1) , WS(5) , and HS , Based on 10000 Samples in
Each Case; :=0.05
n=25 n=50 n=100
d(n) WS(1) WS(5) HS WS(1) WS(5) HS WS(1) WS(5) HS
1 3.6661  3.0817 3.8177  3.3493 3.8359  3.7077
2 3.6661  4.5834 3.8177  5.0110 3.8359  5.1698
3 3.6661  5.2100 3.8177  5.4201 3.8359  5.3094
4 3.6661  5.4534 3.8177  5.5945 3.8359  5.3493
5 3.6661 10.1912 5.5026 3.8177 10.8138 5.6979 3.8359 10.9370 5.3762
6 3.6661 10.8179 5.5046 3.8177 11.3326 5.7211 3.8359 11.2064 5.4144
7 3.6661 11.1939 5.5654 3.8177 11.6000 5.7677 3.8359 11.3478 5.5179
8 3.6661 11.8640 5.6148 3.877 11.7719 5.8395 3.8359 11.3734 5.5624
9 3.6661 12.0510 5.6632 3.8177 11.8168 5.8570 3.8359 11.3763 5.5694
10 3.6661 12.0916 5.6632 3.8177 11.8210 5.8880 3.8359 11.3763 5.5921
11 3.6661 12.0951 5.6632 3.8177 11.8210 5.8880 3.8359 11.3763 5.6245
12 3.6661 12.1519 5.6632 3.8177 11.8211 5.8880 3.8359 11.3763 5.6497
13 3.6661 12.1568 5.6632 3.8177 11.8211 5.9060 3.8359 11.3763 5.6795
14 3.6661 12.1568 5.6632 3.8177 11.8211 5.9171 3.8359 11.3763 5.7010
15 3.6661 12.1568 5.6632 3.8177 11.8211 5.9594 3.8359 11.3763 5.7225
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TABLE II
Counts of [S(1)=s], [S(5)=s], and [S =s] under H0 , Based on 10000 Samples
in Each Case
n=25 n=50 n=100
s S(1) S(5) S S(1) S(5) S S(1) S(5) S
1 10000  9346 10000  9428 10000  9532
2 0  371 0  340 0  293
3 0  97 0  62 0  40
4 0  28 0  24 0  10
5 0 8975 15 0 9420 13 0 9654 6
6 0 677 15 0 455 9 0 290 8
7 0 205 20 0 86 11 0 45 2
8 0 93 21 0 28 3 0 10 2
9 0 33 32 0 9 5 0 1 0
10 0 9 2 0 1 15 0 0 14
11 0 2 6 0 0 15 0 0 12
12 0 4 9 0 1 17 0 0 17
13 0 2 11 0 0 12 0 0 17
14 0 0 8 0 0 12 0 0 4
15 0 0 19 0 0 34 0 0 43
In the second group of alternatives the random vectors Xi=(X1i , X2i)T,
i=1, ..., n, are such that X1i and X2i are independently and identically
distributed. In Table IV we specify the alternatives by describing the dis-
tribution of X1i . Here Z denotes a N(0, 1) r.v., R is a uniform r.v. on [0, 1],
and ,+, _(x) is the density of normal distribution.
In the third group of alternatives the random vectors Xi=(X1i , X2i)T,
i=1, ..., n, are such that X1i and X2i are independently distributed and X2i
is a standard normal r.v. To denote these alternatives we used the symbol
A_N, where A defines the distribution of X1i according to Table IV.
Moreover we analyzed the alternative denoted by X. Xi=(X1i , X2i)T is
distributed according to X if R2i =X
2
1i+X
2
2i has a chi-square distribution
TABLE III
Empirical Critical Values of K, M, and W* Based on
10000 Samples in Each Case; :=0.05
n=25 n=50 n=100
K 15.8416 17.9338 19.2285
M 0.7084 0.6555 0.6041
W* 0.8958 0.9443 0.966
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TABLE IV
Marginal Distributions of the Alternatives from the Second Group
Notation Density or definition of X1i
Exponential e&x, x>0
LN(0, 1) (- 2? x)&1 exp {&ln
2 x
2 = , x>0
Uniform(0, 1) 1, 0<x<1
Logistic ex(1+ex)&2
/2k - 2 1(k2)&1 xk2&1e&(12)x, x>0
Student(k)
1[(k+1)2]
- k? 1(k2) \1+x
2
k +
&(k+1)2
S(:) symmetric stable with an index of stability :
Gamma(p; q) q&p[1( p)]&1 x p&1e&xq, x>0
Beta(p; q) x p&1(1&x)q&1 [B( p, q)]&1, 0x1
SU(d) X1i=sinh
Z
d
TU(l) X1i=R l&(1&R) l
SC(p; d) p,0, d (x)+(1& p) ,0, 1(x)
LC(p; m) p,m, 1(x)+(1& p) ,0, 1(x)
LSC( p1 , p2 ; m1 , m2) p1 ,m1 , 1(x)+ p2,m2 , 1(x)+(1& p1& p2) ,0, 1(x)
with 2 degrees of freedom and the distribution of the angle : between
the vector (X1i , X2i) # R2 and the axis Y=0 is given by P(:=0)=
P(:=?2)=P(:=?)=P(:=32?)=14. Observe that the alternative X is
not absolutely continuous with respect to Lebesgue measure in R2 and it
is very different from bivariate normal distribution. We have included this
alternative to demonstrate shortcomings of tests based on some measures
of skewness, like the test based on b1, 2 , and also of those whose test
statistics depend on the sample X1 , ..., Xn via S1 , ..., Sn , where Si=
(Xi&+^)T 7 &1(Xi&+^), like the test based on b2, 2 .
4.5. Power Simulations
Tables V, VI, and VII show that though the test based on WS(1) is con-
sistent its power for small and moderate sample sizes (n100) is rather
poor. This might again be explained by the fact that in a result of an
estimation of a vector of means and a covariance matrix, the first five
components of the vector Tnk(; ) (see (2.10)) are very small. Therefore the
selection rule S(1) very rarely chooses values from the set [2, 3, 4, 5]
(see Tables VIII and IX). Since for small sample sizes Schwarz’s rule has a
tendency to oversmooth the model it has some difficulties in ‘‘jumping over
this gap’’ to the dimension 6. It can be observed that the ability of S(1) to
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TABLE V
Estimated Powers Based on 10000 Samples in Each Case; :=0.05, n=25
Alternatives b1, 2 b2, 2 K W* M ISE WS(1) WS(5) HS
M(1) 2 18 3 3 2 35 5 12 2
M(2) 18 8 10 19 15 55 6 32 15
M(3) 18 14 18 15 16 12 9 12 16
M(4) 18 14 21 20 27 17 10 16 16
M(5) 61 17 41 56 34 63 10 61 48
M(6) 18 9 15 15 14 13 11 15 15
Exponential(1) 90 55 78 85 58 94 85 94 91
LN(0, 1) 99 85 95 97 86 99 96 99 99
Uniform(0, 1) 0 47 0 1 0 26 3 18 0
Logistic 19 15 19 17 15 11 11 15 19
/210 33 16 26 29 17 30 30 32 34
Student(4) 40 39 43 37 36 30 22 39 41
Student(6) 25 22 27 23 22 15 14 22 26
S(1.8) 40 37 42 39 36 30 25 37 41
Gamma(2; 1) 66 33 53 59 36 67 59 70 67
Beta(2.5; 1.5) 3 13 2 5 2 17 11 13 3
SU(1.5) 33 31 36 31 28 23 18 32 35
TU(0.7) 0 34 0 1 0 16 3 11 0
SC(0.1; 3) 48 46 53 47 43 34 25 46 51
LC(0.2; 3) 23 8 14 20 9 41 32 41 25
LC(0.5; 3) 1 30 0 2 1 21 4 16 1
LSC(0.5, 0.5; &6, 6) 39 38 41 40 38 28 21 37 40
Student(6)_N 16 12 17 15 13 11 5 14 16
LSC(0.04, 0.01; 3, 6)_N 31 23 30 30 27 20 30 27 31
LSC(0.08, 0.02; &2, 4)_N 18 14 20 18 16 11 16 15 18
X 11 6 20 62 7 66 55 99 16
choose values larger than 1 increases with an increase of the sample size (as
was proved by theoretical considerations) but for most of the considered
alternatives, the powers of WS(1) are not satisfactory even for sample size
n=100.
It is interesting to observe that the data driven smooth test for bivariate
normality based on Hermite polynomials HS performs worse than WS(5) .
HS has especially great difficulties in detecting symmetric alternatives
(M(1), Uniform(0, 1), TU(0.7), or LC(0.5, 3)). This is due to the fact that
the first four components of this statistic correspond to bivariate skewness
measures. Thus to detect symmetric alternatives the selection rule S would
have to reach the dimension 5, which seems to be quite difficult under the
considered sample sizes. A very different situation occurs in the case of
WS(5) . The coefficients related to the first five small components of the vec-
tor Tnk(; ) in the quadratic form Wk are large (see Section 6.2 of [3]).
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TABLE VI
Estimated Powers Based on 10000 Samples in Each Case; :=0.05, n=50
Alternatives b1, 2 b2, 2 K W* M ISE WS(1) WS(5) HS
M(1) 2 36 3 4 2 80 5 36 2
M(2) 39 8 13 26 18 92 7 64 28
M(3) 24 25 27 19 28 16 9 19 23
M(4) 22 23 35 31 51 31 10 26 22
M(5) 96 22 79 75 59 94 24 92 88
M(6) 35 12 28 25 23 21 14 26 27
Exponential(1) 100 82 99 99 87 100 99 100 100
LN(0, 1) 100 99 100 100 99 100 100 100 100
Uniform(0, 1) 0 92 0 3 0 63 3 75 0
Logistic 25 26 31 22 26 14 11 25 29
/210 68 26 50 56 30 52 58 66 68
Student(4) 56 65 69 56 62 48 28 65 64
Student(6) 35 39 44 33 39 22 15 38 41
S(1.8) 60 62 66 59 61 44 36 59 64
Gamma(2; 1) 96 55 85 91 62 94 92 97 96
Beta(2.5; 1.5) 5 27 1 14 1 38 22 37 6
SU(1.5) 47 55 59 45 52 37 20 55 55
TU(0.7) 0 80 0 3 0 43 2 48 0
SC(0.1; 3) 67 75 79 69 74 52 32 72 77
LC(0.2; 3) 54 7 24 40 11 75 65 79 55
LC(0.5; 3) 0 67 0 5 0 54 4 55 0
LSC(0.5, 0.5; &6, 6) 60 63 64 63 61 39 30 59 64
Student(6)_N 22 20 28 22 24 13 5 23 26
LSC(0.04, 0.01; 3, 6)_N 53 42 53 51 48 30 49 48 54
LSC(0.08, 0.02; &2, 4)_N 26 24 33 27 29 13 17 26 30
X 9 5 58 92 15 100 100 100 17
Consequently those components play an important role in the statistic
WS(5) (recall that under the null hypothesis W5 w
D /25). Therefore sym-
metric alternatives for which E#j (X, ;){0 for j=3 or j=4 can be detected
by this test. A good example is the bivariate uniform alternative (see
Tables VI, VII, and IX).
As could be expected, tests based on the statistics corresponding to the
moments of some fixed order, as b1, 2 , b2, 2 or K, are not able to detect cer-
tain alternatives to bivariate normality even for large sample sizes (see the
alternatives M(1), Uniform(0, 1), TU(0.7), LC(0.5, 3) for b1, 2 and K and
M(2) and X for b2, 2). Note that the test based on b2, 2 is equivalent to the
test based on the ShapiroWilkStephens statistic, recommended recently
in a simulation study by Versluis [43]. Hence the above remark also
applies to the second of these tests.
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TABLE VII
Estimated Powers Based on 10000 Samples in Each Case; :=0.05, n=100
Alternatives b1, 2 b2, 2 K W* M ISE WS(1) WS(5) HS
M(1) 1 60 4 2 79 100 6 89 2
M(2) 77 8 33 22 25 100 27 96 65
M(3) 24 45 40 33 50 27 10 32 29
M(4) 22 40 60 59 83 61 10 47 33
M(5) 100 32 100 81 87 100 82 100 100
M(6) 62 17 54 42 39 42 19 52 48
Exponential(1) 100 98 100 100 99 100 100 100 100
LN(0, 1) 100 100 100 100 100 100 100 100 100
Uniform(0, 1) 0 100 0 0 2 98 4 100 0
Logistic 29 46 48 41 43 22 12 43 40
/210 96 43 83 80 49 84 89 96 96
Student(4) 68 90 90 85 88 74 37 90 85
Student(6) 44 65 67 61 63 36 17 62 60
S(1.8) 77 86 88 85 85 64 51 82 86
Gamma(2; 1) 100 81 100 99 99 100 100 100 100
Beta(2.5; 1.5) 17 54 3 10 1 76 46 90 23
SU(1.5) 57 83 82 76 80 62 25 83 76
TU(0.7) 0 99 0 0 1 86 2 97 0
SC(0.1; 3) 78 95 96 93 95 75 42 92 94
LC(0.2; 3) 91 6 57 53 15 98 95 99 92
LC(0.5; 3) 0 94 0 2 1 93 7 97 0
LSC(0.5, 0.5; &6, 6) 78 85 86 86 84 53 38 79 86
Student(6)_N 26 34 42 40 40 19 6 38 37
LSC(0.04, 0.01; 3, 6)_N 77 67 78 77 73 48 73 74 80
LSC(0.08, 0.02; &2, 4)_N 33 43 54 53 52 21 20 45 48
X 6 5 100 100 85 100 100 100 42
The results of simulations show that for the sample sizes n100 also
tests based on W* and M miss some of the considered symmetric alter-
natives (see again Uniform(0, 1), TU(0.7), or LC(0.5, 3)).
Tables VVII show that the BowmanFoster [4] test based on ISE is
the only test, except that based on WS(5) , which has comparatively good
power for all the considered alternatives. Let us mention that the results of
simulations reported in [4] show that ‘‘the integrated squared error
statistic (ISE) has a very good power compared to sample entropy,’’ also
considered by Bowman and Foster [4], to the radial distance test of
Koziol [25] and the omnibus test of Koziol [26]. From Tables VVII it
is seen that the test based on ISE performs especially well for the alter-
natives obtained as the mixtures of bivariate normal distributions (see
M(1) or M(4)) but in the case of other alternatives its power is usually
worse than power of WS(5) .
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TABLE VIII
Counts of [S(1)=s], [S(5)=s], and [S =s] under the Alternative LN(0, 1), d(n)=15,
Based on 10000 Samples in Each Case
n=25 n=50 n=100
s S(1) S(5) S S(1) S(5) S S(1) S(5) S
1 1968  260 55  3 0  0
2 0  1635 0  220 0  2
3 61  189 3  22 0  0
4 18  5 0  0 0  0
5 0 89 406 0 1 95 0 0 2
6 143 436 865 15 19 447 0 0 65
7 6657 7791 438 8266 8311 161 7329 7329 19
8 752 1074 167 700 708 28 501 501 2
9 7 17 17 3 3 4 0 0 3
10 134 139 151 184 184 114 50 50 31
11 129 131 347 247 247 261 302 302 62
12 49 53 693 33 33 523 20 20 200
13 2 5 380 0 0 482 1 1 317
14 51 51 1443 71 71 1945 82 82 1443
15 32 32 3004 423 423 5695 1715 1715 7854
TABLE IX
Counts of [S(1)=s], [S(5)=s], and [S =s] under the Alternative Uniform(0, 1), d(n)=15,
Based on 10000 Samples in Each Case
n=25 n=50 n=100
s S(1) S(5) S S(1) S(5) S S(1) S(5) S
1 9985  9950 9970  9992 9836  9999
2 0  43 0  8 0  1
3 0  5 0  0 0  0
4 0  1 0  0 0  0
5 0 8301 0 0 8604 0 0 8319 0
6 3 864 0 2 675 0 1 484 0
7 2 403 0 2 262 0 0 93 0
8 0 152 0 1 41 0 0 12 0
9 1 31 1 0 10 0 0 3 0
10 2 83 0 1 83 0 0 123 0
11 3 103 0 20 261 0 135 831 0
12 3 57 0 4 57 0 19 127 0
13 1 5 0 0 7 0 1 8 0
14 0 0 0 0 0 0 0 0 0
15 0 1 0 0 0 0 0 0 0
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Comparing the data driven smooth test for bivariate normality with other
omnibus tests based on some measures of distance between hypothesized and
empirical distributions (like the Cra mervon Mises test or the BowmanFoster
test based on ISE) it is worth mentioning that in the case of rejecting the null
hypothesis, Schwarz’s rule and components of the vector Tnk(; ) can provide us
with a great deal of additional information on the character of the alternative.
Taking into acount good empirical and theoretical properties of the data
driven smooth test for bivariate normality based on the statistic WS(5) , we
believe that it can be recommended as an omnibus test for bivariate normality.1
5. APPENDIX
5.1. Independence of the Matrix Rk(;) from ;
Lemma 5.1. For each ; # 0 we have Rk(;)=Rk(;0), where ;0=
(0, 0, 1, 1, 0)T.
Proof. By direct calculation we get
 log f (X, ;)
;1
Y1
Y2\ b +=L (;) \ 12 (Y 21&1)+ , (5.1)12 (Y 22&1) log f (X, ;)
;5 Y1 Y2
where Y1 and Y2 are the components of the random vector Y=(Y1 , Y2)T
=LT (X&+), L=L(;) (cf. (2.5)), and
l1 0 0 0 0
l2 l3 0 0 0
L (;)=\0 0 l21 0 0 + ,0 0 l22 l23 l2 l3
0 0 2l1 l2 0 l1 l3
with l1 , l2 , l3 given by (2.5).
Since \j # N, #j (X, ;)=#j (Y, ;0), (5.1) implies
Ik(;)=Cov0, ; { log f (X, ;);t , #j (X, ;))=t=1, ..., 5, j=1, ..., k=L (;) Ik(;0) (5.2)
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1 A ready-to-use program calculating empirical p-values of WS(5) for a given sample is available
by anonymous ftp at banach.im.pwr.wroc.pl in the directory pubcontribmbogdanbinor.
and analogously I;;=L (;) I;0;0(L (;))
T. Thus
Rk(;)=(Ik(;))T (I;;&Ik(;)(Ik(;))T)&1 Ik(;)
=(Ik(;0))T (L (;))T [L (;)(I;0;0&Ik(;0)(Ik(;0))
T)(L (;))T]&1
_L (;) Ik(;0)=Rk(;0). K
5.2. Bounds for the Functions #j (x, ;) and Their Derivatives
The following lemma provides us with some bounds for #j (x, ;) and
their derivatives, which shall be applied in the proof of Lemma 3.2.
Lemma 5.2. It holds
sup
x # R2
|#j (x, ;)|2 - j. (5.3)
Moreover there exists a neighborhood V(;0) of ;0=(0, 0, 1, 1, 0)T and a
positive constant c2 such that for each x # R2 and ; # V(;0) it holds
max
1t5 }
#j (x, ;)
;t }c2 j32(1+&x&) (5.4)
and
max
1t, u5 }
2#j (x, ;)
;t;u }c2 j52(1+&x&2). (5.5)
The proof is elementary and therefore is omitted (see [3] for details).
5.3. Proof of Lemma 3.2
Let us introduce the following notation:
X is a random variable distributed as X1 ,
Utj=
1
n
:
n
i=1 {
# j (Xi , ;)
;t };=;0&E;0 \
#j (X, ;)
;t };=;0+= ,
Uj=(U1j , ..., U5j)T,
R1 j=(; &;0)T U j ,
R2 j=
1
2n
:
n
i=1
(; &;0)T \
2#j (Xi , ;)
; ;T };=i+ (; &;0),
where i is a point between ; and ;0 ,
Zj=(; &;0)T E;0 \# j (X, ;); } ;=;0+ . (5.6)
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Notice that by Taylor expansion for some i between ; and ;0 it holds
#j (x, ; )=#j (x, ;0)+(; &;0)T
#j (x, ;)
; };=;0
+
1
2
(; &;0)T \
2#j (x, ;)
; ;T };=i+ (; &;0). (5.7)
Hence
#j (; )=#j (;0)+R1j+R2j+Zj . (5.8)
For every natural k let ak=n&1(k&k0) log n. By (5.8) for every = # (0, 1)
it holds
P;0(&Tnk(; )&Tnk(;0)&! - ak )
P;0 \ :
k
j=1
Z2j (1&=) ! - ak++P;0 \ :
k
j=1
R21j 
=
2
! - ak+
+P;0 \ :
k
j=1
R22j 
=
2
! - ak+ . (5.9)
We shall show at first that for some =1 # (0, 1) and ! # (0, 1) it holds
lim
n  
:
d(n)
k=k0+1
P;0 \ :
k
j=1
Z2j (1&=1) ! - ak +=0. (5.10)
By the Schwarz inequality we have that for every natural j,
}E;0 # j (X, ;);t };=;0 }
2
= }Cov;0 \#j (X, ;0),  log f (X, ;);t };=;0+ }
2
Var;0 \ log f (X, ;);t };=;0+ . (5.11)
Since
:
5
t=1
Var;0 \ log f (X, ;);t };=;0+=4,
(5.6) and (5.11) imply
P;0 \ :
k
j=1
Z2j (1&=1) ! - ak +P;0(&; &;0 & 2 - k(1&=1) ! - ak ).
(5.12)
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Observe that ; &;0=1n ni=1 V i+R, where Vi=(X1i , X2i , X
2
1i&1,
X22i&1, X1iX2i)
T and R is a random vector satisfying &- n R& w
P;0 0. From
the RubinSethuraman [36] inequality (101) [with Zn=1n ni=1 Vi and
A=I5_5] and a simple calculation (for details see [3]) we obtain that for
each c3>0 and c4 # (0, 14) there exists a positive constant c5 such that it
holds
P;0 \&; &;0&>c3 log nn +c5 n&c4c
2
3. (5.13)
(5.12) and (5.13) easily yield (5.10).
The two remaining terms of (5.9) can be treated as follows.
For each n # N we shall denote by Bn the event Bn=[&; &;0 &
- n&1 log n] and by Bcn its complement. Observe that when Bn holds
then \j # N we have R21jn
&1 log n 5t=1 U
2
tj . By (5.4) we easily obtain
5t=1 E;0 U
2
tj5n
&1j 3c6 , where c6=c22E;0(1+&X&)
2. Moreover (5.5) implies
that for sufficiently large n on the set Bn it holds
|R2j |
5
2
c2 j52
log n
n2
:
n
i=1
(1+&X i&2).
From the above, by Markov’s inequality, it follows that there exists a
constant c7 , independent of k, such that
P;0 \ :
k
j=1
R21j
=21
4
!2ak , Bn+<c7 k
3
n
(5.14)
and
P;0 \ :
k
j=1
R22j 
=1
2
! - ak , Bn +<c7k52 log nn . (5.15)
Since by (5.13) we have that limn   d(n)k=k0 P;0(B
c
n)=0, the rest of the
proof of Lemma 3.2 easily follows. K
5.4. Characterization of the Class of Alternatives to Bivariate Normality
Let Xi=(X1i , X2i)T be the random vector distributed according to P
on R2 and such that (EPX1i , EP X2i , VarP X1i , VarP X2i , CovP(X1i , X2i))T
=;0 , where ;0=(0, 0, 1, 1, 0)T.
As before N(;0) denotes bivariate normal distribution with the vector of
parameters ;0 .
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Lemma 5.4. If
P{N(;0), (5.16)
then there exists a natural j such that
EP #j (X, ;0){0. (5.17)
Proof. Let 8 be the d.f. of standard normal distribution. Define a Borel
measure & on [0, 1]2 by &(B)=P([(x1 , x2); (8(x1), 8(x2)) # B]). Then
(5.16) implies
&{*, (5.18)
where * is the Lebesgue measure on [0, 1]2.
Since polynomials of the form i :iu j1 u
k
2 , where u=(u1 , u2) # [0, 1]
2,
:i # R and j, k # N _ [0], lie uniformly dense in the space of continuous
functions on [0, 1]2 (5.18) implies that there exists a natural j such that
|
[0, 1]2
#~ j (u) d&(u){0. (5.19)
Since EP#j (X, ;0)=R2 #j (x, ;0) dP(x)=[0, 1]2 #~ j (u) d&(u), (5.17) is an
immediate consequence of (5.19). K
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