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La physique des matériaux joue un rôle de plus en plus important dans les applications 
technologiques, et ce rôle ne fera que progresser dans beaucoup de domaines. La conception et la 
fabrication de matériaux nouveaux, aux propriétés souvent étonnantes (alliages spéciaux, 
matériaux composites très légers et très résistants, cristaux liquides, semiconducteurs ….etc.) 
constitue un domaine très actif de la recherche et de la technologie moderne [1]. 
Les composés semi-conducteurs II-VI à large bande interdite sont des matériaux très utiles 
pour les dispositifs optoélectroniques de haute performance tels que les diodes organiques 
électroluminescentes et les diodes laser opérant dans la région spectrale bleue ou ultraviolette. En 
outre, l'ionicité élevée de ces composés les rendent de bons candidats pour le couplage électro-
optiques et électromécanique élevé [2,3]. 
Le tellurure de cadmium (CdTe)  et séléniure de cadmium (CdSe) sont parmi les matériaux 
semi-conducteurs du groupe II-VI importants en raison de leurs vastes potentiels d’applications 
dans différents dispositifs optoélectroniques spécifiquement les diodes laser émettant de la lumière 
visible et dans la région bleue du spectre. Ils sont largement utilisés aussi pour leurs grandes 
efficacités dans les cellules photovoltaïques [2,3]. 
Le grand intérêt dans les alliages semi-conducteurs CdSexTe1-x ternaires est principalement 
motivé par leurs applications prometteuses dans les dispositifs photovoltaïques ou photo 
électrochimiques [4,5] et le  domaine spectral rouge et infrarouge proche [6]. Les matières semi-
conductrices sont également utilisées pour la décomposition photo-assistée de l'eau [4,5]. Elles ont 
de nombreux avantages, principalement le coefficient d'absorption élevé, la bande interdite 
optimale et la stabilité chimique [7] qui les rendent attrayantes pour ce type de dispositifs. 
Par rapport aux autres nanocristaux semi-conducteurs colloïdaux (SNCs), CdSe et CdTe, SNCs 
sont les plus attractifs pour les applications en raison de leurs étendu  absorptions et émissions 
dans le rang d’ondes longues [8]. Le CdTe et le CdSe  tous deux montrent les structures  wurtzite 
hexagonale et les structures de zinc-blende cubique. Le CdTe se distingue nettement du CdSe et 
du CdS ; par conséquent, on devrait s'attendre à ce que le comportement de CdSexTe1-x diffère de 
celui d'un système Cd-S-Se. Ainsi, la structure cristalline plus caractéristique du CdTe dans des 
conditions classiques est cubique, tandis que le réseau le plus stable  pour les CdS et le CdSe  est 
dans la structure wurtzite hexagonale [9]. En ce qui concerne les alliages ternaires CdSexTe1-x 
d'intérêt, Uthanna et Reddy [10], Mangalhara et coll. [11] et Islam et coll. [12] ont observé la 




Néanmoins, d'autres études [13,14] ont révélé que le CdSexTe1-x cristallise dans la structure 
cubique ou la structure hexagonale. 
La connaissance des propriétés physiques du matériau technologiquement est importante, le 
CdSexTe1-x est d'un grand intérêt dans l’évaluation efficace de la qualité des échantillons donnés 
et dans la conception et la fabrication de dispositifs optoélectroniques. À cet égard, certaines 
recherches expérimentales et théoriques ont été signalées pour le système de matériaux objet de 
notre étude [4,5,7,10,15]. Cependant, de nombreuses propriétés fondamentales de l’alliage ternaire 
CdSexTe1-x restent à être déterminées avec précision. 
De nos jours, la modélisation physique par simulation numérique joue un rôle de plus en plus 
prépondérant dans de nombreux domaines de la physique, grâce à leur succès dans la description 
et la prédiction des propriétés des matériaux. 
 
Les méthodes Ab-initio ont été très utilisées pendant plus d'une décennie déjà. Parmi ces 
méthodes qui ont grandement fait avancer la physique de solide, la théorie de la densité 
fonctionnelle (DFT), qui a valu le prix de Nobel à W. Kohn en 1998. Elle présente l’avantage 
d’être simple à mettre en œuvre, d’être prédictive sur l’ensemble des matériaux et enfin d’être 
utilisable sur des systèmes de très grandes tailles. Elle s’impose aujourd’hui au niveau de la 
recherche comme un outil très puissant, utilisé dans presque tous les domaines de la physique 
(physique de la matière condensée, des liquides, des plasmas, l’étude des surfaces et des 
nanostructures, etc.), dans la biologie, la chimie, etc. Cette utilisation intensive de la DFT est allée 
de pair ces dernières années avec la construction de machines massivement parallèles. Pour se 
fixer les idées, on est aujourd'hui capable de traiter, avec des stations de calcul, des milliers 
d'atomes, en utilisant des codes performants sur ces machines [16]. 
Dans le présent travail, nous avons effectué une étude ab-initio basée sur la Théorie de la 
Fonctionnelle de la Densité (DFT) dans l'approximation de la densité locale (LDA) sous le 
rapprochement de cristal virtuel (VCA) afin d'étudier les propriétés structurales et électroniques 
(la constante de réseau d’équilibre, le module compressibilité 𝐵0 et sa dérivée par rapport à la 
pression, et les différents gaps énergétiques et leurs dépendance à la composition (x) de Se). 
Ainsi,  nous avons utilisé  la Théorie des Perturbations de la Fonctionnelle de la Densité (DFPT) 
pour étudier les propriétés élastiques, dynamiques et vibrationnelles de l’alliage CdSexTe1-x pour 
différentes concentrations allant de x=0 (CdTe) à x=1 (CdSe)) dans les deux structures zinc blende 




Le travail présenté dans cette thèse est organisé comme suit : une introduction générale sur les 
matériaux à étudier, suivie d’un premier chapitre où nous présenterons le cadre théorique dans 
lequel sera effectué ce travail. Il s’agit de mettre en évidence les principes qui sous-tendent un 
calcul ab- initio, fondé sur la DFT, ainsi que d’introduire les méthodes de résolution qui ont été 
proposées, en particulier les équations de Kohn et Sham et les approximations utilisées pour traiter 
la partie d’échange et corrélation. 
 Le deuxième chapitre est consacré à la méthode de la théorie des perturbations de la densité 
fonctionnelle (DFPT) pour l’étude des propriétés dynamiques sera rappelée et théorie des alliages 
semi-conducteurs. 
Dans le troisième chapitre, nous présenterons les résultats de nos calculs des différentes 
propriétés pour  l’alliage ternaire CdSexTe1-x. 
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Théorie de la fonctionnelle de 








Les propriétés physiques d’un système solide, illustrées par l’image d’électrons légers en 
mouvement autour de noyaux lourds, dépendent du comportement de sa structure électronique. La 
mécanique quantique fournit le cadre idéal à cette étude. Une description complète d’un système 
quantique à N électrons nécessite le calcul de la fonction d’onde correspondante : 
 Ψ(r1, r2, r3 … , rN) (Le spin est omis ici pour raison de simplicité). En principe ceci peut être 
obtenu à partir de l’équation de Schrödinger indépendante du temps,  HΨ = EΨ. Cette équation 
ne possède des solutions analytiques que dans le cas de l’atome d’Hydrogène. En pratique, pour 
un solide de plusieurs atomes, le potentiel subi par chaque électron et imposé par le mouvement, 
non seulement des plus proches voisins mais également par l’ensemble des autres électrons du 
système réel. Ceci nécessiterait la solution d’une équation de Schrödinger avec un nombre 
considérable d’équations différentielles simultanées. En général, il n’est pas possible à résoudre 
cette équation recours à des approximations s’impose. Dans la suite du chapitre nous nous 
efforcerons de suivre avec le lecteur le cheminement des différentes approches conduisant à la 
formulation et la mise en œuvre de la théorie de la fonctionnelle de densité (DFT). La DFT est une 
reformulation du problème quantique à N corps en un problème portant uniquement sur la densité 
électronique. Aujourd’hui, la DFT constitue l’une des méthodes les plus utilisées pour les calculs 
quantiques de structure électroniques du solide. La réduction du problème de qu’elle apporte 
permet de rendre accessible au calcul l’état fondamental d’un système comportent un important 
d’électrons [1]. 
I.1. L’équation de Schrödinger d’un solide cristallin 
 L’équation de Schrödinger est l’équation de base de la physique théorique des  solides. Elle permit 
de trouver les énergies et les fonctions d’ondes associées aux régimes stationnaires d’un système 
donné. Pour un système composé    𝑁𝑒   électrons de coordonnées  𝑟𝑖 ⃗et de masse 𝑚𝑒 et charge e, 
et 𝑁𝑁  noyaux de coordonnées  𝑅𝑁⃗⃗⃗⃗  ⃗ et de nombre atomique 𝑍𝑁  et de masse 𝑚𝑁  , l’équation de 
Schrödinger s’écrit [2] (pour des effets relativistes, nous devons employer l’équation du Dirac) : 
(𝐻 − 𝐸)𝛹 = (𝑇𝑒 + 𝑇𝑛 + 𝑉𝑒𝑒 + 𝑉𝑒𝑛 + 𝑉𝑛𝑚 − 𝐸)𝛹 = 0……………………………………… .… (I. 1)                                                  
 





𝑖=1  ; est l’énergie cinétique des électrons 








𝑁=1  ; est l’énergie cinétique des noyaux 
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𝑉𝑛𝑛 = ∑ ∑
𝑍𝑁𝑍𝑁′𝑒
2
|𝑅𝑁⃗⃗⃗⃗⃗⃗ −𝑅𝑁′⃗⃗⃗⃗ ⃗⃗  ⃗|
𝑁′<𝑁
𝑁𝑁
𝑁=1  ; est l’énergie potentielle de l’interaction entre les noyaux 
𝑉𝑒𝑒 = ∑ ∑
𝑒2
|𝑟𝑖⃗⃗  −𝑟𝑗⃗⃗  ⃗|
𝑗<𝑖
𝑁𝑒
𝑖=1 ;  est l’énergie potentielle de l’interaction entre les électrons 
𝑉𝑒𝑛 = ∑ ∑
𝑍𝑁𝑒
2




𝑖=1  ; est l’énergie potentielle de l’interaction (électrons – noyaux) 
Pour connaître l'énergie et la fonction d'onde du système il faut résoudre cette équation à 
plusieurs variables, ce problème est connu en physique théorique sous le nom problème à plusieurs 
corps, et c’est pratiquement impossible même pour les systèmes d'un nombre de particules peu 
élevé. 
I.1.1. L’approximation de Born Oppenheimer 
 Le noyau est constitué des protons et de neutrons (la masse de proton est proche â celle de 
neutron), la masse du proton est 1836 supérieure à celle de l'électron. Par conséquent, on peut 
négliger en 1ère approximation l'énergie cinétique des noyaux devant celle des électrons, c'est 1 
approximation dite adiabatique de Born Oppenheimer, on peut écrire la fonction d'onde dans ce 
cas comme [2] 
𝛹𝑛({𝑟𝑖 ⃗}, {𝑅𝑁⃗⃗⃗⃗  ⃗}) = 𝛷𝑅𝑁⃗⃗⃗⃗⃗⃗ ({𝑟𝑖 ⃗}, 𝑋{𝑅𝑁
⃗⃗⃗⃗  ⃗})………………………………………………………… . (I. 2)  
Où 𝛹𝑛({𝑟𝑖 ⃗}) et 𝑋({𝑅𝑁⃗⃗⃗⃗  ⃗})  sont respectivement la fonction d'onde électronique et la fonction 






𝑖=1 ) + ∑ ∑
𝑒2
|𝑟𝑖⃗⃗  −𝑟𝑗⃗⃗  ⃗|
𝑗<𝑖
𝑁𝑒
𝑖=1 + ∑ ∑
𝑍𝑁𝑍𝑁′𝑒
2
|𝑅𝑁⃗⃗⃗⃗⃗⃗ −𝑅𝑁′⃗⃗⃗⃗ ⃗⃗  ⃗|
𝑁′<𝑁
𝑁𝑁
𝑁=1 − ∑ ∑
𝑍𝑁𝑒
2




𝑖=1 }𝛷𝑅𝑁⃗⃗⃗⃗⃗⃗ ({𝑟𝑖 ⃗})        =
𝐸𝑒𝑙(𝑅𝑁⃗⃗⃗⃗  ⃗)𝛷𝑅𝑁⃗⃗⃗⃗⃗⃗ ({𝑟𝑖 ⃗})                                                                                                          ……………… . (I. 3)  
La fonction 𝛷𝑅𝑁⃗⃗⃗⃗⃗⃗ ({𝑟𝑖 ⃗}) est une fonction propre de l'hamiltonien avec la valeur propre 𝐸𝑒𝑙(𝑅𝑁
⃗⃗⃗⃗  ⃗) 
pour les positions (RN) des noyaux figés. Born et Oppenheimer ont montré que le mouvement 








𝑁=1 + 𝐸𝑒𝑙(𝑅𝑁⃗⃗⃗⃗  ⃗)𝑋({𝑅𝑁⃗⃗⃗⃗  ⃗}) = 𝐸𝑛𝑢𝑐𝑙𝑋({𝑅𝑁⃗⃗⃗⃗  ⃗})]……………………………………(I. 4).  
 
Où 𝐸𝑒𝑙(𝑅𝑁⃗⃗⃗⃗  ⃗) est l'énergie électronique évaluée par l'équation (I.3) et  𝐸𝑛𝑢𝑐𝑙, est l'énergie des 
noyaux. Cependant, numériquement, pour décrire la fonction d'onde nous avons besoin des 
points de l'ordre de M N  (où M est le nombre de décompositions de l'espace, et N est le nombre 
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d'électron). Ainsi la description directe pour une telle fonction d'onde est pratiquement 
impossible, excepté par quelques méthodes statiques (méthodes de Monte Carlo quantique). 
 
I.1.2. L'approximation de Hartree-Fock 
 
 L'approximation de Born-Oppenheimer montre que la fonction d'onde des électrons doit 
satisfaire l'équation stationnaire de Schrödinger [3] : 
 
                                                          𝐻𝑒𝛹𝑒 = 𝐸𝑒𝛹𝑒     ………………………………………… .…… . (I. 5) 















]𝛹𝑒 = 𝐸𝑒𝛹𝑒    ………………………………… .……… (I. 6) 
Cette dernière équation peut être résolue pour une seule particule. Les interactions n'existantes pas 
entre les électrons(𝑈𝑖𝑗 = 0), on peut décomposer, dans ces conditions, l'équation (I.6) en un 
système de plusieurs équations. Cependant, il faut trouver un moyen mathématique qui permette 
de tenir compte des interactions électroniques tout en conservant le système d'électrons 
indépendant. Dans ce but, Hartree a introduit un champ extérieur dont lequel chaque électron peut 
se mouvoir indépendamment des autres. 
Ainsi, l'hamiltonien peut être mis sous la forme suivante : 
                                                                 𝐻𝑒 = ∑𝐻𝑖
𝑛
𝑖=1
  ………………………………………… . . (I. 7) 
Où  l'hamiltonien correspondant à l'électron (i) vaut : 
 




 ∆𝑖 + 𝑉(𝑟𝑖) + 𝛺𝑖(𝑟𝑖)……………………………………(I. 8) 
 
𝛺𝑖(𝑟𝑖) représente l'énergie potentielle d'un électron (i) soumis à l'action du champ moyen produit 
par tous les autres électrons et 𝑉(𝑟𝑖) représente l'énergie potentielle de cet électron dans le champ 
moyen produit par tous les noyaux du cristal. 
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Puisque l’hamiltonien ne renferme plus de ternes représentant les énergies d'interactions des 
électrons, la forme de la fonction d'onde totale est le produit de fonctions d'onde de chacun des 
électrons. 
Par conséquent, l'énergie est la somme des énergies de tous les électrons : 
                                                    𝛹𝑒(𝑟1, 𝑟2, 𝑟3 … , 𝑟𝑁) = ∏𝛹𝑖(𝑟𝑖)
𝑛
𝑖
 ………………………………(I. 9) 




I.2. La théorie de la fonctionnelle de la densité (DFT)  
La théorie de la fonctionnelle de la densité électronique a été développée en deux temps, en 
1964 et en 1965, par Hohenberg, Kohn et Sham [Hohenberg-1964, Kohn-1965]. Elle consiste en 
la réduction du problème à plusieurs corps en un problème à un seul corps dans un champ effectif 
prenant en compte toutes les interactions dans le système. L'idée fondamentale est que les 
propriétés exactes de l'état fondamentale d'un système formé de noyaux et d'électrons sont des 
fonctionnelles (fonction d'une fonction) de la seule densité électronique. La DFT est basée sur les 
deux théorèmes suivants [4,5]. 
1.  Il y a une correspondance exacte entre la densité électronique et le potentiel externe d'un 
système physique donnée ; le potentiel externe est déterminé grâce à une densité unique à 
une constante prés. 
 L'énergie de l'état fondamental d'un système à plusieurs électrons dans un potentiel externe 
𝑉𝑒𝑥𝑡 peut s'écrire : 
                           𝐸[𝜌(𝑟)] = ∫𝑉𝑒𝑥𝑡(𝑟)𝜌(𝑟)𝑑𝑟 + 𝐹(𝜌(𝑟))  …………………………………(I. 11) 
 
𝜌(𝑟) est la densité électronique, 𝐹(𝜌(𝑟)) est une fonction universelle de 𝜌 qui contient la 
contribution cinétique et coulombienne à l'énergie qui ne dépend pas du système. Il existe 
une relation unique à un constant pré entre 𝑉𝑒𝑥𝑡(𝑟) et  𝜌(𝑟). 𝐹(𝜌(𝑟)) est une fonctionnelle 
universelle dans le sens où elle ne dépend pas du potentiel extérieur qui agit sur le système. 
Le terme ∫𝑉𝑒𝑥𝑡(𝑟)𝜌(𝑟)𝑑𝑟 représente l'interaction noyau-électron. 
2. La densité électronique qui minimise l'énergie du système est la densité exacte de l'état 
fondamental (Démontré par le principe variationnel). Il reste donc à déterminer 𝐹(𝜌(𝑟)) 




                           𝐹[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝑉𝑒𝑒[𝜌(𝑟)]    …………………………………………… . (I. 12) 
Comme on ne connaît pas l'expression de T et 𝑉𝑒𝑒 pour un système d'électrons en interaction, Kohn 
et Scham ont proposé alors les séparations suivantes : 
 
                       𝑇[𝜌(𝑟)] = 𝑇𝑠[𝜌(𝑟)] + (𝑇[𝜌(𝑟)] − 𝑇𝑠[𝜌(𝑟)])  ……………………………… . . (I. 13) 
𝑇𝑠 : Energie cinétique d'un gaz d'électrons sans interactions et de même densité électronique que 
le système réel, qu'on sait calculer en introduisant une description orbitalaire. 
 





𝑑𝑟   ………………………………………… . . (𝐼. 14) 
𝑓𝑖 : Nombre d'occupations des orbitales, d'où   𝜌(𝑟) = ∑ 𝑓𝑖 ∫|𝜙𝑖|
2
𝑖   
D'autres parts, 
                            𝑉𝑒𝑒[𝜌(𝑟)] = 𝐸𝐻[𝜌(𝑟)] + (𝑉𝑒𝑒[𝜌(𝑟)] − 𝐸𝐻[𝜌(𝑟)]) ………………………… . . (I. 15) 
𝐸𝐻: Energie de Hartree qui représente l'énergie d'interaction coulombienne d'une distribution de 
charges classique (qui ne prend pas en compte la distribution discrète des électrons). Elle s'écrit : 






𝑑𝑟   …………………………………………………… . (I. 16) 
Finalement, 𝐹[𝜌(𝑟)] se sépare en trois parties : 
                                    𝐹[𝜌(𝑟)] = 𝑇𝑠[𝜌(𝑟)] + 𝐸𝐻[𝜌(𝑟)] + 𝐸𝑥𝑐[𝜌(𝑟)]………………………… . (I. 17) 
Où 
          𝐸𝑥𝑐[𝜌(𝑟)] = {𝑉𝑒𝑒[𝜌(𝑟)] − [𝜌(𝑟)]} + (𝑇[𝜌(𝑟)] − 𝑇𝑠[𝜌(𝑟)])    
 
 𝐸𝑥𝑐 : est l'énergie d'échange-corrélation non prise en compte dans 𝑇𝑠 et  𝐸𝐻, qui représente la 
seule inconnue de notre problème. Ce terme n'est pas facile à calculer, mais il a l'avantage d'être 
beaucoup plus petit que les autres termes. Cependant plusieurs approximations et para-métrisations 
sont proposées. L'équation de Schrödinger à résoudre devient alors : 
                                           ( −
1
2
∇2 + 𝑉𝑒𝑓𝑓(𝑟))𝜙𝑖(𝑟) = 𝜀𝑖𝜙𝑖(𝑟)   ………………………… . . (I. 18) 
Avec :  
𝑉𝑒𝑓𝑓(𝑟) = 𝑉𝐻[𝜌(𝑟)] + 𝐸𝑒𝑥𝑡[𝜌(𝑟)] + 𝑉𝑥𝑐[𝜌(𝑟)] 
Chapitre I                  Théorie de la fonctionnelle de la densité (DFT) et des pseudo-potentiels 
 
10 




  ………………………………………… (I. 19) 











                Est le potentiel inconnu d'échange-corrélation. 
Plusieurs formules sont proposées pour traiter le terme d'échange-corrélation, en s'appuyant sur 
certaines approximations (voir le paragraphe suivant). 
Finalement, sur la figure (I.1), un schéma illustrant les différentes étapes dans un calcul auto-

















































Calcul du potentiel effectif 














∇2 + 𝑉𝑒𝑓𝑓(𝑟))𝜙𝑖(𝑟) = 𝜀𝑖𝜙𝑖(𝑟)   






𝜌𝑖𝑛 = 𝜌𝑜𝑢𝑡 
Oui 
Calcul des propriétés 
Fin du calcul 
Non 
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I.2.1. Les théorèmes de Hohenberg-Kohn 
a) Le premier théorème 
Pour un système de particules en interaction dans un potentiel extérieur 𝑉𝑒𝑥𝑡 Hohenberg et Kohn 
ont montré que ce dernier est une fonctionnelle unique de la densité électronique 𝜌(𝑟)[4]. 
b) Le deuxième théorème (principe variationnel) 
Il existe une fonctionnelle universelle E[ρ(r)] exprimant l'énergie totale en fonction de la 
densité électronique 𝜌(𝑟), valide pour tout potentiel externeVext(r) . 
 L'énergie de l'état fondamental du système est la valeur qui minimise cette fonctionnelle et la 
densité ρ0(r)  correspondante est la densité exacte de l'état fondamental. 
De ce fait l'énergie totale du système qui est une fonctionnelle de la densité électronique prend la 
forme suivante[4] : 






𝑑3𝑟 𝑑3𝑟 ′ + 𝐸𝑥𝑐[𝜌]……………… . (I. 20) 
 
Les théorèmes de Hohenberg-Kohn n'ont pas une grande valeur pratique. Ils déclarent 
fondamentalement qu'une fonctionnelle exacte de la densité existe cependant ils ne disent rien au 
sujet de la façon de l'obtenir. Dans cette expression les formules de l'énergie cinétique et d'échange 
- corrélation restent toujours inconnues. Puisque la contribution da premier terme à l'énergie totale 
est importante il ne peut pas être exprimé par une expression approximative contrairement au 
terme 𝐸𝑥𝑐. 
 
I.2.2. Approche de Kohn-Sham 
 On vient de voir que l'expression de la fonctionnelle de l'énergie cinétique dans (I.20) est 
inconnue. Pour pallier à ce problème Kohn et Sham ont proposé, en 1965, de remplacer le système 
réel de particules en interaction par un système fictif sans interaction et qui possède une densité 
électronique identique que le système réel. Dans ce cas l'opérateur de l'énergie cinétique sera 
connu. La fonctionnelle exacte d'énergie prend la forme suivante [5]: 








𝑑𝑟𝑑𝑟′     est 1’ énergie potentielle de répulsion entre les électrons, 





𝑖=1  est l'énergie potentielle d'attraction noyaux-électrons, 
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L'énergie cinétique de l'état fondamentale 𝑇0[𝜌] de notre système fictif est : 








𝐾𝑆(𝑟)𝑑𝑟……………………………… . (I. 22) 
Où 𝜙𝑖
𝐾𝑆
 sont les orbitales de Kohn et Sham. La densité électronique de système est : 
 
                                                   𝜌(𝑟) = ∑|𝜙𝑖
𝐾𝑆|
2




L'énergie cinétique du système réel prend la majeure partie de l'énergie cinétique exacte. La 
différence entre les énergies cinétiques du système réel et du système fictif de l'état fondamental 
∆𝑇 = 𝑇𝑟é𝑒𝑙 − 𝑇0 est petit devant 𝑇𝑟é𝑒𝑙 . 
Le dernier terme de l'équation (I.21) s'appelle la fonctionnelle de l'échange-corrélation. 
Il est constitué de deux termes l'énergie d'échange et l'énergie de corrélation et il contient : 
•   la différence, ∆𝑇, entre l'énergie cinétique du système, 𝑇𝑟é𝑒𝑙, et l'énergie cinétique calculée à 
partir du système fictif. Les orbitales de Kohn-Sham qui minimisent l'énergie totale doivent 
satisfaire à l'équation mono-électronique : 
                                                𝐻𝐾𝑆𝜙𝑖
𝐾𝑆
= 𝐸𝑖𝜙𝑖
𝐾𝑆(𝑟)  ………………………………………… ..  (I. 24) 
                                  (𝑇 + 𝑉𝑒𝑒 + 𝐸𝑥𝑐 + 𝑉𝑒𝑥𝑡)𝜙𝑖
𝐾𝑆(𝑟) = 𝐸𝑖𝜙𝑖













𝑑𝑟′ + 𝑉𝑥𝑐(𝑟)] 𝜙𝑖
𝐾𝑆(𝑟) = 𝐸𝑖𝜙𝑖
𝐾𝑆(𝑟)……………… . .……(I. 26) 
 𝑉𝑥𝑐 Est le potentiel d'échange corrélation qui est la dérivée de la fonctionnelle d'énergie 
d'échange et de corrélation : 
                                                                        𝑉𝑥𝑐 =
𝛿𝐸𝑥𝑐[𝜌(𝑟)]
𝛿𝜌(𝑟)
  ………………………………… .………… (I. 27) 
Les fonctionnelles 𝐸𝑥𝑐 sont souvent exprimés en termes de densité d'énergie 𝜀𝑥𝑐 qui dépend de la 
densité d'électrons : 
                                          𝐸𝑥𝑐[𝜌(𝑟)] = ∫𝜌(𝑟) 𝜀𝑥𝑐[𝜌(𝑟)]𝑑𝑟  ………………………………….  (I. 28) 
Si nous connaissions la fonctionnel exacte 𝐸𝑥𝑐 l’approche Kohn-Sham doit  être une théorie 
exacte.  
Sachant que : 
                                                𝐸𝑥𝑐[𝜌(𝑟)] = 𝐸𝑥[𝜌(𝑟)] + 𝐸𝑐[𝜌(𝑟)]……………………………… (I. 29) 
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I.3. Potentiel d’échange et corrélation LDA et GGA 
En principe la DFT nous donne une bonne description des propriétés d'état fondamental, 
ces applications pratiques sont basées sur des approximations pour le potentiel d'échange 
corrélation qui décrit les effets du principe de Pauli et du potentiel de coulomb au-delà d'une 
interaction électrostatique pure entre électrons. 
La connaissance exacte du potentiel d'échange corrélation signifie que nous avons résolu 
exactement le problème de multi-corps. 
Parmi les approximations les plus utilisées actuellement est l'approximation locale de densité 
(LDA) qui substitue localement la densité d'énergie 𝜀𝑥𝑐 d'échange corrélation d'un système non 
homogène par celle d'un gaz d'électrons de même densité [6]. 
 
I.3.1. Approximation de la densité locale (LDA) 
   L'approximation de la densité locale LDA (Local Density Approximation) est 
l'approximation sur laquelle repose pratiquement toutes les approches actuellement employées. 
Elle a été proposée pour la première fois par Kohn et Sham, mais la philosophie de cette 
approximation était déjà présente dans les travaux de Thomas et Fermi. Pour comprendre le 
concept de LDA rappelons d'abord comment l'énergie cinétique d'un système de particules 
indépendantes Ts[n] est traité dans l'approximation de Thomas et Fermi [7,8].  
Dans un système homogène, il est bien connu que : 








3 ⁄            …………………………………………… (I. 30) 
Où n  constante  
Dans un système inhomogène, avec n = n(r), on peut approximer localement son énergie cinétique 
par unité de volume comme suit : 








3 ⁄  ……………………… . . …… (I. 31) 
L'énergie cinétique totale du système est trouvée par intégration sur tout l'espace: 







3 ⁄ ∫𝑑3𝑟 𝑛(𝑟)
5
3 ⁄       ………………… (I. 32) 
Avec l'approximation Ts[n]≈TSLDA [n], la valeur trouvée pour l'énergie cinétique était très 
inférieure à celle trouvée par traitement de Ts en termes d'orbitales donné par les équations de 
Kohn-Sham, mais à partir d'ici le concept de LDA s'est tourné vers une autre composante de 
Chapitre I                  Théorie de la fonctionnelle de la densité (DFT) et des pseudo-potentiels 
 
15 
l'énergie totale pour être très utile et efficace: c'est le terme d'échange qui va être maintenant traité 
par LDA. 
L'approximation LDA consiste alors à utiliser directement le résultat d'énergie exacte pour 
le terme d'échange par particule d'un gaz d'électrons homogène, pour la détermination de l'énergie 
d'échange d'un gaz d'électrons inhomogène en remplaçant la densité n= constante par n(r) dans 
l'expression de l'énergie d'échange du gaz d'électrons homogène. On considère le gaz d'électrons 
inhomogène comme localement homogène, ce qui revient à négliger les effets des variations de la 
densité. En d'autres termes, elle repose sur l'hypothèse que les termes d'échange ne dépendent que 
de la valeur locale de n(r). L'énergie d'échange s'exprime alors de la manière suivante : 
                                             𝐸𝑥𝑐
𝐿𝐷𝐴 = ∫𝜀𝑥𝑐 [𝑛(𝑟)]𝑛(𝑟)𝑑𝑟……………………………………… . . (I. 33) 
Où 𝜀𝑥𝑐[𝑛(𝑟)] est l'énergie d'échange et de corrélation par particule d'un gaz d'électrons uniforme, 
qui a été paramétré pour différentes valeurs de la densité électronique. 
On pourrait s'attendre à ce qu'une telle approximation, qui ne repose pas sur des critères physiques, 
ne donne des résultats corrects que dans des cas assez particuliers, où la densité varie peu. 
L'expérience a montré qu'au contraire, elle permet d'obtenir dans de très nombreux cas une 
précision équivalente, voire meilleure, que l'approximation de Hartree-Fock. 
 
I.3.2. Approximation du gradient généralisé (GGA) 
 Dans la LDA, on emploie la connaissance de la densité au point r, alors que dans un 
système réel la densité est spatialement inhomogène, et par conséquent, il sera plus convenable 
d'introduire une correction à cette fonctionnelle qui tiendrait compte du taux de variation de n(r). 
La plupart des corrections à la LDA utilisées aujourd'hui sont nées de l'idée qui consiste à tenir 
compte des variations locales de la densité n(r), à travers son gradient∇⃗ 𝑛(𝑟). C'est l'approximation 
du gradient généralisé GGA (Generalised Gradient Approximation). De telles fonctionnelles ont 
la forme générale donné par l'équation [9]: 
 
                                              𝐸𝑥𝑐
𝐺𝐺𝐴[𝑛(𝑟)] = ∫𝑑3𝑟𝜀 (𝑛(𝑟), ∇⃗ 𝑛(𝑟))………………………………(I. 34) 
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     Les différentes GGA qui existent, diffèrent l'une de l'autre par le choix de la 
fonctionnelle  𝜀(𝑛(𝑟), ∇⃗ 𝑛(𝑟)). La forme de GGA la plus souvent employée est celle proposée par 
Perdew-Burke et Enzerhoft [10] en 1996. 
En conclusion de cette partie, on peut dire que la théorie de la fonctionnelle de la densité est 
un outil très efficace pour l'étude des systèmes d'électrons en interaction. En effet, elle ramène le 
problème à N corps en interaction à celui de N corps indépendants qui se déplacent dans un 
potentiel effectif. L'introduction de ce système de particules indépendantes a permis de prendre en 
compte la plus grande partie de l'énergie cinétique. La partie négligée de cette énergie provient du 
fait que la fonction d'onde totale du système n'est pas égale au déterminant de Slater (autrement la 
théorie Hartree-Fock serait exacte). L'effort qui doit être fait pour avoir la bonne description de 
l'énergie cinétique est qu'au lieu de résoudre une seule équation pour la densité, on doit en résoudre 
N. 
I.4. Méthode de Pseudo-potentiel 
 La méthode des pseudo-potentiels est introduite pour simplifier les calculs. Elle 
consiste à réduire le système {noyaux + tous les électrons (AE)) à celui d'un système 
d'électrons de valence dans le pseudo-potentielle composé du potentiel du noyau et des 
électrons de cœur. Cependant, le calcul sera réduit uniquement aux électrons de valence 
qui seront choisit. Cette approximation est bien justifiée du fait que les orbitales de cœur 
ont une .énergie plus basse et localisées pré du noyau, elles sont peu sensible à 
l'environnement et ne participent pas aux liaisons chimiques. Par ailleurs, elles sont 
difficiles à représenter sur une base car elles possèdent généralement de fortes oscillations 
autour du noyau. En revanche, les orbitales de valence sont peu localisées et s'étendent 
loin du noyau, ainsi elles déterminent au premier ordre les propriétés physiques et 
chimiques. L'idée de base proposée par Fermi et alors la simplification des calculs de 
structures électroniques par élimination des états de cœur. L'effet des électrons de cœur 
sera remplacé par un pseudo-potentiel effectif. Ce qui revient à remplacer un potentiel ' 
externe électrons-noyaux par un potentiel plus faible traduisant l'écrantage par les 
électrons de cœur [10]. 
I.4.1. Construction d’un pseudo-potentiel 
  Le pseudo-potentiel doit vérifier les propriétés suivantes : 
- Il doit être additif, c'est à dire Le pseudo-potentiel totale de plusieurs atomes est la somme des 
pseudo-potentiel des atomes individuels. 
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-Il doit être transférable c'est-à-dire pour les environnements chimiques différents oh doit pouvoir 
utiliser le même pseudo-potentiel. 
-Il induit des variations de potentiel plus faibles que dans le cas du potentiel de cœur réel. 
-Il est nécessaire d'avoir différents pseudo-potentiels pour les états s, p,d, c.-à-d., le pseudo-
potentiel dépend du moment angulaire (pseudo-potentiel non-local). Ceci est illustré dans la figure 
(I.2) 
 
Figure I.2 : Différents type des pseudo-potentiels 
De nombreuses méthodes pour générer des pseudo-potentiels ont donc été créées, chacune  
imposant  ses  propres  conditions  supplémentaires.  Les  méthodes de construction du pseudo-
potentiel sont divisés en deux catégories: les méthodes de conservation de la norme et les méthodes 
de non conservation de la norme[10]. 
 
I.4.2. Description Schématique de construction du pseudo-potentiel 
-utiliser un DFT programme : 
𝛹𝑚𝑖𝑛(𝑟 ) = 𝑅𝑛𝑙(𝑟)𝑌𝑙𝑚(𝜃,𝛷) Donné 









+ 𝑉𝑎𝑒(𝑟 ) − 𝜀𝑛𝑙]𝛹𝑛𝑙
𝑎𝑒(𝑟 ) = 0  ……………………………… . (I. 35) 
Même pour  𝑟 > 𝑟𝑐 a trouver 









+ 𝑉𝑝𝑠(𝑟 ) − 𝜀𝑛𝑙]𝛹𝑛𝑙
𝑝𝑠(𝑟 ) = 0    …………………………….  (I. 36) 
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On peut écrire le pseudo-potentiel en deux termes, le premier ne dépend que de r, est dit pseudo-
potentiel local, et un deuxième terme, comme suit : 
𝑉𝑝𝑠(𝑟 ) = 𝑉𝑖𝑜𝑛
𝑝𝑠 (𝑟 ) = 𝑉𝑙𝑜𝑐𝑎𝑙(𝑟 ) + ∑∆𝑉𝑙(𝑟 )
𝑙𝑚
|𝑙,𝑚〉〈𝑙, 𝑚|      
On a donc:  
∆𝑉𝑙(𝑟 ) = 𝑉𝑖𝑜𝑛,𝑙(𝑟 ) − 𝑉𝑙𝑜𝑐𝑎𝑙(𝑟 ) 
Ou le deuxième terme nous indique la dépendance en moment angulaire l. 
I.4.3.Théorème de Bloch 
Bloch démontra un important théorème [11] qui établit que les solutions de l'équation de 
Schrödinger pour un potentiel périodique peuvent être mises sous la forme d'un produit d'une onde 
plane par une fonction u i  (r) qui a la périodicité du réseau cristallin: 
                                                         𝛹𝑖(𝑟 ) = 𝑢𝑖(𝑟 ) exp(𝑖?⃗? 𝑟 )   ………………………… . . ……… (I. 37) 
Avec  
                                                           𝑢𝑖(𝑟 ) = 𝑢𝑖(𝑟 + ?⃗? )  ………………………………………… . (I. 38) 
?⃗?  est le vecteur d'onde, i est l'indice de bande, ?⃗?  est le vecteur du réseau direct. 
Pour la fonction 𝑢𝑖(𝑟 ) on peut toujours écrire : 
 
                                                  𝑢𝑖(𝑟 ) = ∑𝐶𝑖𝐺
𝐺
exp(𝑖𝐺 𝑟 )   ……………………………………… (I. 39) 
𝐺  est un vecteur du réseau réciproque défini par 𝐺 . ?⃗? = 2𝜋𝑚 (m est un entier). 
En remplaçant 𝑢𝑖(𝑟 ) par son expression, la fonction d'onde peut être mise sous la forme d'une 
somme d'ondes planes : 
                                𝛹𝑖𝑘(𝑟 ) = ∑𝐶𝑖,?⃗? +𝐺 
𝐺
𝑒𝑥 𝑝(𝑖(?⃗? + 𝐺 )𝑟 )   …………………………………… (I. 40) 
Les états électroniques sont permis seulement à un ensemble de points k déterminé par les 
conditions aux limites. Le nombre infini d'électrons dans le solide est pris en compte par un nombre 
infini de points k, et seulement un nombre fini d'états, électroniques sont occupés à chaque point 
k. Les états occupés à chaque point k contribuent dans le calcul de la densité n(r) et par suite du 
potentiel électronique et de l'énergie totale. A cause du nombre infini de points k un nombre infini 
de calculs est nécessaire pour obtenir ces derniers (n(r), V(r) et E). 
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Les fonctions d'ondes sont identiques à des points k identiques, et par conséquent. I1 est 
possible de représenter les fonctions d'onde électroniques dans une région de l'espace k par une 
fonction d'onde en un seul point k. Dans ce cas. Le calcul du potentiel électronique, et par suite 
l'énergie du solide demande la détermination des états électroniques à un nombre fini de points k. 
Plusieurs méthodes ont été proposées pour avoir une bonne approximation du potentiel 
électronique et d'énergie totale, en calculant les états électroniques seulement à un petit nombre de 
points spéciaux k dans la zone de Brillouin. 
Suite à l'insuffisance de points k l'erreur commise dans le calcul de l'énergie totale peut 
être réduite à l'aide de l'utilisation d'un ensemble dense de points k. 
I.4.4. Une base d’onde plane  
  Suite au théorème de Bloch, la fonction d'onde en chaque point k peut être représentée en 
utilisant une base discrète d'ondes planes. En principe pour bien représenter la fonction d'onde on 
a besoin d'un très grand nombre d'ondes planes. Cependant, les coefficients Ci,k⃗ +G⃗⃗  pour les ondes 
planes de petite énergie cinétique 
ħ2
2𝑚
|?⃗? + 𝐺 |
2
 sont plus importants que ceux associés aux ondes 
planes avec grande énergie cinétique [12]. En conséquence, la base d'ondes planes peut être limitée 
aux ondes planes qui ont une énergie cinétique inférieure à une valeur critique "ecut-off énergie" 
Eecut. La limitation de la base d'ondes planes conduit à des erreurs dans le calcul de l'énergie 
totale. L'ordre de grandeur de cette erreur peut être réduit en augmentant la valeur de l'énergie 
critique. En principe la valeur de l'énergie critique doit être augmentée jusqu'à ce que l'énergie 
totale converge, ce qui signifie que le choix d’Ecut détermine le degré d'exactitude du calcul. 
La représentation de la fonction d'onde dans une base d'onde plane, présente deux 
problèmes majeurs, même avec l'utilisation de l'énergie critique. Premièrement, les calculs 
deviennent de plus en plus coûteux (en temps) au fur et à mesure que la taille des atomes augmente. 
Deuxièmement, le fait que les orbitales de Kohn-Sham doivent être orthogonales entre elles, 
induisent une augmentation importante de l'énergie cinétique maximale. Dans ce cadre, certains 
éléments du tableau périodique vont pouvoir être modélisés avec beaucoup d'efficacité, tandis que 
d'autres, comme les éléments lourds ou les métaux de transition, vont nécessiter des moyens de 
calculs extrêmement importants. 
Le premier problème peut être évité en utilisant l'approximation du cœur gelé "Frozen core 
approximation", et le deuxième peut être limité par l'utilisation de la méthode du pseudo-potentiel. 
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I.4.5. Le pseudo-potentiel 
L’emploi du pseudo-potentiel dans le formalisme de la DFT a prouvé à démontré son 
efficacité es dernières années, dans les calculs et les prédictions des propriétés de l'état 
fondamental du solide. 
  L'idée de base de la méthode du pseudo-potentiel est d'obtenir les états de valence d'un 
système (atome, molécule, cristal) sans avoir à calculer les états du cœur qui ne sont pas 
nécessaires pour la description des propriétés physiques. Le concept de base du pseudo-potentiel 
est l'approximation du cœur gelé qui suppose que les états électroniques des électrons du cœur sont 
insensibles à la configuration électronique voisine.  
En pratique, les fonctions d'onde Ψ(r) représentants les électrons de valence sont 
remplacés par des pseudo-fonctions d'onde Ψps(r) (figure (I.3)). L'égalité Ψps(r) = Ψ(r) est 
imposée à l'extérieur d'une sphère de rayon (rc) autour de l'atome et à l'intérieur de cette sphère, 
la forme de Ψps(r) est choisie de manière à supprimer les nœuds et les oscillations dues à 




Ces pseudo-fonctions d'onde ainsi obtenues offrent l'avantage d'être représentées dans 
l'espace de Fourier par un nombre très réduit d'ondes planes, et cela réduit considérablement les 
calculs numériques. Le potentiel subit un traitement similaire. La forme du pseudo-potentiel est 
choisie de manière à ce que les pseudo-fonctions d'onde et les fonctions d'onde de valence aient 
les mêmes énergies propres [13]. L'interaction entre les électrons de valence et les ions comprend 
: l'interaction coulombienne des électrons de valence avec les noyaux écrantés par les électrons de 
Figure I.3 : Pseudisation des fonctions d'onde des 
électrons de valence et du potentiel (Illustration 
tirée de la référence [13]). 
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cœur, la répulsion cœur-valence due au principe de Pauli et le phénomène de corrélation d'échange. 
Cette dernière est prise en compte par l'introduction d'une dépendance par rapport au moment 
orbital du pseudo-potentiel [12] 
Le rayon 𝑟𝑐 est le rayon qui délimite la région du cœur, plus ce rayon sera élevé, et plus les 
pseudo-fonctions d'ondes et le pseudo-potentiel seront lisses [13]. La figure (I.3) illustre la 
«pseudisation» des fonctions d'onde et du potentiel. 
I.4.6. Pseudo-potentiel à norme conservée 
 L'efficacité du pseudo-potentiel a évolué considérablement et cette évolution a été motivée 
pat les objectifs suivants: 
 Le pseudo-potentiel doit être le plus doux possible, ce qui signifie qu'il doit permette de 
représenter la pseudo-fonction d'onde en utilisant le plus petit nombre d'ondes planes 
possible. 
 Il doit être le plus transférable possible, c'est-à-dire le pseudo-potentiel généré pour une 
configuration atomique doit reproduire exactement d'autres configurations, ce qui assure 
que les résultats dans un solide, où le potentiel cristallin est nécessairement différent de 
celui d'un seul atome, vont être acceptables. 
 
 La densité de charge construite en utilisant la pseudo-fonction doit reproduire la densité de 
charge de valence construite en utilisant la fonction d'onde réelle avec une grande 
exactitude. 
 
En 1979 Hamann, Schluter et Chiang (H-S-C) [14] on conduit à une révolution dans ce champ 
lorsqu'ils ont proposé une méthode d'extraction des pseudo-potentiels à partir des principes de base 
de calcul pour les atomes. La méthode de H-S-C exige à la base que, pour une configuration 
particulière de référence, les résultats fournis par la méthode du pseudo-potentiel soient en accord 
avec ceux du calcul faisant intervenir tous, les électrons, non seulement pour les valeurs propres 
de valence, mais aussi pour les fonctions d'onde de valence au-delà de la région de cœur, et que la 
charge contenue dans la région de cœur doit converger identiquement vers la charge réelle dans 
cette région ; pour cette raison ce type de pseudo-potentiel est dit à norme conservée. Cette dernière 
condition semble essentielle pour obtenir un pseudo-potentiel de grande qualité. 
Avec le concept de conservation de la norme, le pseudo fonction d'onde est construite de telle 
sorte qu'elle soit égale à la fonction d'onde et le pseudo-potentiel est construit de telle sorte  qu'il 
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soit égale au potentiel à l'extérieur du rayon 𝑟𝑐 autour de l'atome. A l'intérieur de 𝑟𝑐 la pseudo-
fonction et la fonction d'onde de valence sont différentes mais leurs normes sont conditionnées 
pour être identiques. 
I.4.7. Quelques exemples de pseudo-potentiel à norme conservé  
I.4.7.1. Pseudo-potentiel de Troullier Marttin 
Les pseudo-fonctions d'onde, pour chaque moment orbital ( l ) ont la forme suivante dans la 
région du cœur [15]: 
 
                                𝑅𝑙
𝑝𝑠(𝑟) = 𝑟𝑙+1𝑒𝑝(𝑟)                           𝑟 ≤ 𝑟𝑐   ……………………………… ..  (I. 41) 
Où  






12  ………… . (I. 42) 
 
Les coefficients 𝒄𝒏 sont déterminés à partir de : 
 
1. La condition de conservation de la norme à l'intérieur de la région de cœur 
                                       ∫ (𝑅𝑙
𝑝𝑠(𝑟))
2




 ………………………(I. 43) 
 
2. Les conditions de la continuité de la fonction d'onde et de ses quatre premières dérivées au 
point 𝑟𝑐. 
 







  𝑛 = 0,… . ,4 …………………………… . . . (I. 44) 
3. Continuité de la fonction d'onde : 
                                  𝑅𝑙
𝑝𝑠(𝑟𝑐) = 𝑟𝑐
𝑙+1𝑒𝑝(𝑟𝑐) = 𝑅𝑙(𝑟𝑐)………………………………………… .… . (I. 45) 
                                                             𝑝(𝑟𝑐) = 𝑙𝑛
𝑅𝑙(𝑟𝑐)
𝑟𝑐
𝑙+1  …………………………………………  (I. 46) 

























……………………………………… . (I. 48) 
Continuité de la seconde dérivée de la fonction d'onde, ce qui revient à écrire  : 





2 ………………………………………… . . (I. 49) 
Continuité de la troisième et quatrième dérivée de la fonction d'onde, qui est assurée par la 


























′′′(𝑟𝑐)                                                                …………………………(I. 51) 
La condition V"(0) = 0 qui se traduit  par  : 
                                                        𝑐2
2 + 𝑐4(2𝑙 + 5) = 0 ………………………………………… . (I. 52) 
A partir de là, il est possible d'obtenir un pseudo-potentiel intermédiaire « écranté », qui 
agit sur les pseudo-fonctions d'onde, comme le potentiel effectif agit sur les fonctions d'onde de 
valence. Il suffit pour cela d'inverser l'équation de Schrödinger radiale pour les pseudo-fonctions : 
                  𝑉𝑠𝑐,𝑙










𝑝𝑠(𝑟)]  ……………………… .…… (I. 53) 
Enfin, le pseudo-potentiel correspondant au moment 𝑙 est obtenu en soustrayant les 
contributions dues aux électrons de valence dans le pseudo-potentiel écranté:  




𝑝𝑠(𝑟)⌋  ………………………… .… (I. 54) 
Où  𝑛𝑝𝑠 désigne une pseudo-densité électronique à partir des pseudo-fonctions d’ondes. 
 
I.4.7.2. Pseudo-potentiel de Hartwigzen -Geodcker Hulter  
   La partie locale de pseudo-potentiel est donnée par [16] : 

































]     ………………………… . (I. 55)  
 
𝑒𝑟𝑓  est la fonction erreur et  𝑍𝑖𝑜𝑛 est la charge ionique du cœur atomique, c.a.d. la charge totale 
moins la charge de valence. 
La contribution non locale au pseudo-potentiel est donnée par :  











∗ (𝑟′)  ………………………(I. 56)  
Où 𝑌𝑙,𝑚 sont harmoniques sphériques, (𝑙) est le moment angulaire, et les projecteurs 𝑝𝑖
𝑙(𝑟) sont 
gaussiens de la forme : 










 …………………………… (I. 57) 
𝛤  représente la fonction Gamma 
Dans cette construction, les paramètres sont trouvés en minimisant entre les valeurs propres 
et les charges à l’intérieur de la région de cœur pour l’atome et le pseudo-atome. Une 
caractéristique spéciale de ce pseudo-potentiel est qu’il ajuste les paramètres directement à partir  
des valeurs propres et des charges calculées en faisant intervenir tous les électrons, au lieu de faire 
un fit analytique ou numérique qui reproduit les pseudo-fonctions qui elles-mêmes construites à 
partir de ces derniers.  
I.5. Intégration sur la zone de Brillouin et points spéciaux 
 L’évaluation de plusieurs quantités, comme l’énergie, densité, … implique une intégration 
sur la zone de Brillouin on a deux simplifications pour cela 
1. L’intégrale exacte sur un ensemble de points k de la zone de Brillouin et pour cela il faut 
introduire un nombre suffisant de points k, surtout dans les régions ou l’intégration varie 
rapidement. 
2. La symétrie peut être utilisée pour réduire les calculs. 
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 N’importe quelle fonction, qui est périodique dans l’espace réciproque peut être exprimée par 
des séries de Fourier 
𝑔(?⃗? ) = ∑ 𝑔𝑛𝑒
𝑖?⃗?  𝑅𝑛⃗⃗ ⃗⃗  ⃗∞
𝑛=0  , ou 𝑅𝑛⃗⃗ ⃗⃗   sont les vecteurs du réseau direct. 
Des points spéciaux sont choisis pour l’intégration des fonctions périodiques, le premier 
point le plus spécial est le point de Baldereschi [17], ou l’intégration se réduit à un point. Son choix 
est basée sur, il y toujours quelques points, point de la valeur moyenne, ou la valeur de l’intégrale 
vaut à la valeur calculé a ce point, et en utilisant la symétrie de cristal on peut avoir 
approximativement ces point, les coordonnés de point de la valeur moyenne pour un système 

























), cubique à faces centrés
2𝜋
𝑎
(0.6223,0.6223,1/2). Chadi et Cohn [18] ont 
généralisé cet idée et ont donné des équations pour ‘les meilleurs’ ensembles de points. 
La méthode générale proposé par Monkhorst et Pack [19] et maintenant la plus utilisée 
puisque elle donne des ensembles uniformes de points déterminés par une formules simple valide 
quelque soit le cristal, qui est la suivante, pour un système trois dimensions 
?⃗? 𝑛1,𝑛2,𝑛3 = ∑
2𝑛𝑖−𝑁𝑖−1
2𝑁𝑖
𝐺 31  , Ou 𝐺  sont les vecteurs de réseau réciproque, 𝑛𝑖 = 1,2,… ,𝑁𝑖  
          La relation précédente permet de sélectionner k points uniformément répartis dans la zone 
de Brillouin. Ces k sont ensuite divisés en un certain nombre de groupes. Chaque groupe contient 
un nombre bien déterminé de points k relies par les opérations de symétrie du groupe ponctuel 
considéré. Un seul point 𝑘𝑖  représentatif est choisi de chaque groupe pour contribuer dans le calcul 
des valeurs moyennes à travers la zone de Brillouin. On associe à chaque point 𝑘𝑗  un facteur de 
pondération qui traduit le poids avec lequel le groupe qui est représenté par ce point 𝑘𝑗 entre dans 
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Théorie des perturbations de la 
fonctionnelle de la densité 








II.1. Théorie des perturbations de la fonctionnelle de la densité (DFPT)  
La DFPT est une méthode bien établie pour l'étude ab initio de la dynamique des réseaux 
des solides [1,2]. Elle donne accès à l'ensemble des propriétés vibrationnelles et diélectriques des 
solides. 
 La théorie vibrationnelle basique date des années trente et les travaux de Born-Huang 
(1954) sont considérés comme des références dans ce contexte. Ses premières formulations 
sont principalement concernées avec l'établissement des propriétés générales des matrices 
dynamiques comme la symétrie et/ou les propriétés analytiques qui ont un lien avec l'étude 
des propriétés électroniques qu'on détermine. L'étude systématique de cette théorie n'était 
pas très performante avant les années 70 (De Ciccoet Jhonson en 1969, Pick, Cohen et Martin 
en 1970). Les relations entre les propriétés électroniques et les propriétés de la lattice 
dynamique d'un système sont importantes, non pas comme question principale, mais comme 
des relations uniquement exploitées dans les calculs des propriétés du réseau dynamique d'un 
système donné. 
Dans le premier chapitre, nous avions vu l'étude du solide périodique en utilisant la théorie 
de la fonctionnelle de la densité. Dans ce chapitre et cette section nous allons étudier le même 
système mais en lui appliquant une petite perturbation externe au potentiel qui est caractérisé par 
le paramètre𝜆. Ce nouveau problème est décrit par l'équation de Schrödinger suivante [3] : 
( ) ( ) ( ) ( )H E        ………………...……………….(II.1) 
Dans la théorie des perturbations le potentiel externe est donné par :  
(0) (1) 2 (2)( )ext ext ext ext          
………………………………..(II.2) 
Et la même chose s'applique aux autres quantités physiques (énergie, densité électronique, 
la fonction d'onde électronique,...) [4] : 
(0) (1) 2 (2)( )X X X X       ……………………………….(II.3) 
Dans ce contexte, voyons comment peut-on déterminer les dérivées successives de 
l'énergie totale de notre système, directement relié aux autres quantités qui nous intéressent 
par la résolution de l'expansion de l'équation (II. 1) pour les différents ordres.  
 




Dans cette section, nous allons voir les principaux résultats de la théorie des 
perturbations pour un système d'électrons indépendants les uns des autres. Deux approches 
perturbatrices existent : 
L'une utilise les équations de Sternheimer [5], et l'autre est basés sur le principe vibrationnelle. 
De manière intéressante, nous noterons que le cas de la fonction d'onde l'expansion 𝜆  n'est pas 
unique. En effet on a nous la liberté de définir le facteur de phase de 𝜑(𝜆), et on aura : 
 
( )( ) ( )i fe      …………………………………..(II.4) 
 
Cette équation est solution de l'équation (II.1), indépendamment de la fonction réel 𝑓(𝜆) est 
appelée « gauge ». 
• L'approche variationnelle  
Quand on applique la théorie des perturbations sur une quantité sur laquelle on peut 
appliquer le principe variationnelle, comme c'est le cas pour l'énergie totale, deux théorèmes de 
perturbation variationnelle peuvent être dérivés : 













  …………………….(II.5) 
Ce théorème établit que la fonction d'onde au premier ordre par exemple peut être dérivée en 
minimisant l'expression variationnelle de  E2. 














   
 
  ……………………….……..(II.6) 
Elle étudie l'énergie à l'ordre supérieur à (2n + 1) qui peut être exprimée par une expression qui 
requiert une fonction d'onde d'un ordre supérieur à n [4]. 




On est dans le cas du système de Khon-Sham et donc on va voir le problème déjà discuté des 
électrons indépendants, la recherche des états fondamentaux peuvent être formulés par la 
minimisation des expressions variationnelles :  
(0)
occ






   

  ……………………..………(II.7) 
Sous une contrainte : 
(0) (0)
       …………………………………………….(II.8) 
Et cela quand : ∀ 𝛼, 𝛽 ∈ 𝑜𝑐𝑐 
L'approche variationnelle de la théorie des perturbations est basée sur l'extension de l'équation 
précédente. La seconde dérivée de l'énergie et la fonction d'onde de premier ordre peuvent être 
déterminées par la minimisation de l'expression variationnelle [5]. 

(1)
(2) (1) (0) (1) (0) (2) (0) (0) (1) (1)
(1) (1) (0)
E min (H ) H H
H










Sous une contrainte : 
(1) (0) (0) (1) 0          ………………………….……….(II.10) 
Et cela quand : ∀ 𝛼, 𝛽 ∈ 𝑜𝑐𝑐 
II.1.1. Fusion entre la DFT et la théorie des perturbations  
      Dans le premier chapitre, on a présenté les équations de (KS) qui ont été résolues de manière 
self-consistante et cela dans le but de déterminer la fonction d'onde d'état de (KH). La même 
démarche est applicable dans l'approche variationnelle de la théorie des perturbations qui peut être 
appliquée à la DFT et on obtient [5,6,7]: 




(2) (0) (1) (1) (0) (0) (1) (0) (2) (0) (0) (1) (1)
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La fonction d'onde au premier ordre varie sous la contrainte : 
(1) (¨0) 0     ……………………………….……….(II.12) 
Et cela quand : ∀ 𝛼, 𝛽 ∈ 𝑜𝑐𝑐 
II.1.2. Perturbations disproportionnées  
La théorie des perturbations possède beaucoup d'avantages pratiques, dont la possibilité de traiter 
les perturbations disproportionnées qui caractérise le vecteur d'onde q du réseau périodique non 
perturbé. Dans cette section, nous allons voir et étudier la possibilité cité ultérieurement avec plus 
de détails. 
 Expansion de l'énergie  
L'opérateur de potentiel périodique est invariant quand on opère une translation de Ra dans l'espace 
réel : 
0 0( , ) ( , )ext a a extr R r R r r      ………………………………..(II.13) 
L'opérateur du potentiel perturbé, caractérisé par le vecteur q, est donné par : 
(1) . (1)
, ( , ) ( , )
iq Ra
ext q a a extr R r R e r r      …………………………..(II.14) 
 
Quand le vecteur q n'appartient pas à l'espace réciproque, le potentiel perturbé n'est pas 
hermitien et doit être conjugué avec son conjugué hermitien. Au niveau de la réponse linéaire, il 
n'y a pas de conséquence quand on utilise séparément le potentiel et son conjugué hermitien, et 
donc, la réponse de sa somme est simplement la somme des réponses de chaque perturbation 
séparément. Cependant, nous nous sommes aussi intéressés à l'énergie propre vibrationnelle au 
second ordre, qui ne nous permet pas d'utiliser un potentiel externe non hermitien. 




Ce problème est résolu en considérant un paramètre complexe λ: 
, ,
, , , , , ,
(0) (1) (1)
2 (2) (2) 2 (2)
( ) ( * )
( 2 * * )
ext ext q ext q
ext q q ext q q ext q q
ext     


















, alors on pourra faire la même chose avec 
l'énergie : 
(0) (1) (1) 2 (2) (2) 2 (2)
, , ,( ) ( * ) ( 2 * * )q q q q q q q qE E E E E E E               ………….(II.16) 
  
En appliquant la translation Ra qui est la somme des translations sur les trois vecteurs 
primitifs sur la fonction d'onde et la densité au premier ordre, on aura [8]: 
( ).(1) (1)
, , , ,( ) ( )
ai k q R
m k q a m k qr R e r 
   ………………………..(II.17) 
et 
.(1) (1)( ) ( )a
iq R
q a qn r R e n r   ……………………………..(II.18) 
En raison de la condition d'invariance de l'énergie totale sous translation de tout le système, qui 
est le résultat du fait que les vecteurs q et 2q n'appartiennent pas à l'espace réciproque, qu'on va 
avoir : 
(1) (1) (2) (1)
, , 0q q q q q qE E E E       …………………………(II.19) 
et on aura : 
                                                 
(0) * (2)
,( ) 2 q qE E E       ................................................. (II.20) 
En raison de la périodicité des solides, nous avons vu dans le chapitre I que la fonction 
d'onde possède la forme de Bloch et peut être écrite comme des fonctions périodiques qui sont 
affectées par le facteur de phase. Maintenant, nous allons voir comment l'expression précédente 
de la seconde dérivée de l'énergie peut être minimisée. Le facteur de phase associé à une 
perturbation disproportionnée peut être factorisé pour être réintroduit dans le facteur de phase de 
la fonction de Bloch. Et donc le problème final garde la périodicité du système imperturbée. 
La définition de la fonction périodique est donnée par :  
( )(1) 1/2 (1)
, , 0 , ,( ) ( ) ( )
ai k q R
m k q m k qu r N e r
     …………………………(II.21) 




           
(1) ( ) (1)( ) ( ))a
i k q R
q qn r e n r
    ………………………….(II.22) 




(1) (0) (0) (1) (1) (1) (0)0
, , , , , , , , , , , ,3
(0) (1) (1) (1) (1) (0)
, , , , , , , 0, , ,
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La première intégrale se fait sur la (ZB), et les deux autres intégrales sur 0 .  
Sous la contrainte : 
(0) (1)
, n, , 0; ,m k q k qu u m n occ     …………………………(II.24) 





n ( ) ( ) ( )
(2 )
occ
q m k m k q
m
r s u r u r dk

 
   …………………….(II.25) 
Nous avons maintenant toutes les données nécessaires pour trouver la fonction d'onde au 
premier ordre, et cela en minimisant l'expression variationnelle de E(2), et cela pour le cas d'un 
solide périodique et les perturbations des longueurs d'ondes. Maintenant, nous avons les formes 
les plus explicites de ces équations pour le cas spécifique où la perturbation est associée à un 
déplacement atomique ou à un champ électrique externe [5]. 
II.1.3. Les perturbations appliquées aux phonons [9]  
Dans cette section, nous allons considérer que les perturbations créées par les déplacements 
des atomes dans la sublattice κ, le long de l'axe α, multipliées par λ infinitésimale, multipliées par 
la phase déterminée par la maille élémentaire à laquelle ils appartiennent : la composante a de 




    . Des atomes dans d'autres 




sublattice ne sont pas déplacés. Dans ce qui suit on va considérer les vecteurs d'ondes q qui ne sont 
pas nuls. 
Pour les déplacements atomiques précédemment décrit, l'opérateur de potentiel externe de 
premier ordre change est enfin 
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La première et la seconde dérivée du potentiel, nous permet décrire l’expression 
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La première intégrale se fait sur la (ZB), et les deux autres intégrales sur 0 . 




Comme on a exigé que q ne soit pas nul, il n'y aurait pas de divergence dans le terme de Hartree 






si G = 0. 
La minimisation de l'expression précédente nous mènera à la détermination de la fonction d'onde 
,ku 

au premier ordre. 
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II.1.4. La perturbation de champ électrique 
Comme dans la section précédente, nous voudrions maintenant traiter la réponse homogène 
du champ électrique statique. Cependant, dans ce cas, le problème est plus délicat parce que le 
potentiel d'échange externe est linéaire dans l'espace et pose la périodicité du réseau cristallin : 
pour un champ macroscopique le long de la direction α [5], on écrit  
 
( )ext appv r r    
…………......................………(II.30) 
La méthode des longueurs d'onde est communément utilisée pour résoudre ce problème. 
















  La seconde compilation peut aussi surgir dans le cas de champ électrique macroscopique 
du fait que la quantité centrale qui doit être considérée est appliquée sur le champ total examine
. Dans ce contexte, on a vu dans la section (II.2) que la contribution électronique au tenseur 
diélectrique est reliée à la deuxième dérivée de el
E
 qui respecte  et c'est donc cette quantité que 
nous devons calculer. Il apparaitra comme une expression conventionnelle de
(2)
elE  , mais dans 
lequel : 
1. Le champ qui apparait dans le terme électron-ion est le champ total ε. 




2. Quand G = 0 le terme de Hartree est omis. 
Le premier et le deuxième ordre du potentiel d'échange associe au champ étudie ont la 
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Le cas de la correction non linéaire n'existe pas dans ce cas. 
L'introduction d'un changement dans le potentiel associe au champ électrique macroscopique dans 
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   ……………………(II.34) 
 
Qui est la dérivée de la fonction d'onde qui respecte le champ électrique [6].  
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Dans ce cas la minimisation se fait sous la contrainte suivante : 









Malheureusement. L'expression à minimiser en ordre pour obtenir le premier ordre de la fonction 





Dans le transport parallèle de gauge, le changement au premier ordre de la fonction d'onde peut 
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Qui est La dérivée de la fonction d'onde qui correspond an vecteur d'onde. 
Avec la contrainte : 
 












 sont les premières dérivées de l’opérateur de l’énergie cinétique. 
II.1.5. Implantation de la DFPT dans le code ABINIT [10]  
Dans ce qui suit, nous allons voir l'application de la DFPT au code ABINIT qu'on verra 
avec plus de détails dans le prochain chapitre. Dans ce qui suit, nous utiliserons les notations 
suivantes : 
 Les vecteurs primitives du réseau sont al, a2, a3 et le volume de la maille élémentaire est 
donne par 0 1 2 3
. ( ).a a a  
 
 Les coordonnées atomiques sont données par 
(0).mR  
 Les déplacements atomiques de la position 
(0)
mR sont données par : 
( 1 ,..., 3 ).mu m N  
 La tension dans la notation de Voigt notation est donnée par
( 1, ... ,6).j j   




 Le champ électrique
( 1,2,3).   
 
On pose que 
( , , ).m jx u    








Dans cette expansion, les coefficients au premier ordre sont donnes comme suit : 
 
0 , ( )m m mA F F force N     
 3,m j j JA la tension m     
 2, CA P P polarisation m      ………………..........(II.41) 
 
Les coefficients de second ordre sont donnes par les composants diagonaux du tenseur : 
0      
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Et le troisième ordre est donné par : 
0
0
   —  
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le tenseur piézoélectriquee e
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Autrement dit, on aura le vecteur et la matrice suivants : 










A B C e
p z e
         
       
   




La quantité F est la force calculée quand
0m ju     , la variation de cette force est donnée 
par: 
   0, ,m m j m m n n m j j mF u A B u B B           …………………...(II.44) 
Toutes les secondes dérivées des tenseurs , , , , ,K C Z e , sont calculées quand on fixe 
,u et 
 
II.1.5.1. La description des variables inputs de L'ABINIT [10] 
Dans cette section, nous allons définir comment les informations concernant les secondes 
dérivées sont stockées dans les DDB. Cette information correspond à la dérivée partielle de second 
ordre de l'énergie. 
 Les forces et déplacements réduits : 
Le déplacement donne auparavant est défini comme suit : 
( 1, ...,3N)mu m   maintenant on fait 
tendre m
, 1,..., Ntel que  
 est le label des atomes et a est le label des axes cartésiens. 
Le code ABINIT utilise dans les calculs les coordonnées réduites du déplacement défini par : 
's G u    
………………………………….(II.45) 
Et 




















Qui est le vecteur de force dans les coordonnées cartésiennes, la force réduite est donnée par : 














Ou f a la dimension de l’énergie. 
Le champ électrique et la polarisation réduite :  
eq     
……………………………………(II.49) 
eq : est la charge du proton. 
 : sont les vecteurs du réseau. 
Même chose pour le tenseur de polarisation :  
1 'eP q G P
   
………………………….(II.50) 
II.1.5.2. Le calcul des secondes dérivées des DDB (Dérivatives Data Base) 
Les secondes dérivées des quantités calculées ultérieurement sont données par les dérivées 
secondes de Hc: 
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4         













   
 
 ……………………………….(II.54) 
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   
 
 ……………………………(II.56) 
II.1.5.3. Le calcul des quantités dérivées  
Les tenseurs C,   et e correspondent aux ions quand ils sont proches les uns des autres 
lorsque la quantité μ est fixée, dans le cas contraire on parle d'ions relaxes qui correspondent au 
tenseur ,C  et e définies comme :  
 
 






      …………………………..(II.57) 
Ce qui nous donne : 
 1 10j jk mj nkmnC C K

      ……………………………(II.58) 
 1 10 m nmnZ K Z

        …………………………….(II.59) 
 1 10j j mj nmne e K Z

       …………………………….(II.60) 




       
…………………………………(II.61) 
Dans le cas de très faibles fréquences : 
 







        
………………………………..(II.62) 
 
Dans le cas de très faibles fréquences comparées à la fréquence de résonance macroscopique, la 
tension peut être relaxée : 





      
………………………………(II.63) 
Le tenseur élastique [9] : 
Le tenseur élastique est défini comme étant la dérivée partielle de j qui respecte k quand 
























Pour plus de détails concernant les propriétés élastiques des solides et la manière de les calculer, 
voir le prochain chapitre et explicite dans la référence [13]. 

















II.1.6. Les Phonons  
Dans le premier chapitre, on a vu dans le cadre de l'approximation de Borne-Oppenheimer 
dans laquelle les mouvements des noyaux sont séparés de ceux des électrons et de ce fait leurs 
propriétés dynamiques également. Dans ce chapitre, nous nous intéresserons la dynamique des 
noyaux dans un solide cristallin qui seront traites dans le cadre de la mécanique  
 




classique et cela en supposant que l'énergie de Born-Oppenheimer est l'état fondamental des 
électrons sont connus. 
II.1.6.1. Approximation harmonique  
Dans le cadre de cette approximation et celle de Born-Oppenheimer, l’évolution de 
l'énergie totale dans un cristal périodique autour de ca position d'équilibre pour des petites 
variations est donnée par [14,15,16,17,18] : 
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k   : est le déplacement le long de la direction α de l'atome k possédant un acell a. 
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 , ,k kC a b   : sont des coefficients qui portent le nom de constantes de forces inter atomique. 
Dans le reste du paragraphe (II.7) nous nous placerons clans le cadre de l'approximation 
harmonique pour étudier le mouvement des noyaux vibrant autour de leurs positions d'équilibre. 
II.1.6.2. Approximation adiabatique  
Dans un solide, chacun des N noyaux atomiques, de masse M1, a un déplacement 
0
I I Iu R R  autour de sa position d'équilibre statique
0
IR . Le cortège des Ne électrons en 
mouvement, de masse me, forme les liaisons chimiques caractérisées par la densité électronique
( , )eR r où R et er sont les coordonnées atomique et électronique du système. 
L'approximation de Born Oppenheimer consiste à dissocier le mouvement quantique des 
noyaux de celui des électrons [19], ce qui nous permet d'écrire l'énergie du système comme une  




fonction de l'ensemble de toutes les coordonnées nucléaire  IR R . L'Hamiltonien décrivant les 











  ……………………………..(II.69) 
Où IR est la coordonnée du l'i-ième noyau de masse MI, et  E R est l'énergie de l'état 
fondamental du système d'électrons se déplaçant dans le champ crée par les noyaux fixes en IR . 
L'Hamiltonien de ce système d'électrons, qui dépend de manière paramétrique des positions 
ioniques, s'écrit : 
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 est l'énergie d'interaction électrostatique entre les noyaux  E R
. est la plus petite valeur propre de l'Hamiltonien  E R et c'est aussi la valeur propre de l'équation 
de Schrödinger avec l'Hamiltonien  E R . La résolution de cette équation peut se faire dans le 
cadre de la DFT qui reformule l'équation de Schrödinger en termes de densité électronique et d'un 
problème à un seul électron (équation de Kohn et Sham). 
II.1.6.3. Equation de mouvement des noyaux [14,15,16,17,18] 
Le calcul des modes propres de vibration des noyaux nécessite la résolution de l'équation 
de mouvement des noyaux dans leurs position d’équilibre k



















Cette équation possède des solutions de la forme : 
( ) ( ) m
i ta a
k mt k e
      ………………………………(II.72) 
. .R
( ) ( ) m
i q i ta
k mqt k e e
       ……………………….……..(II.73) 
Notre présence dans un milieu périodique, nous incite à utiliser le transformé de fourrier des 
constantes de la force interatomique de l’équation (II. 68) donné par : 
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   
 
 ………………………..(II.74) 
N : est le nombre des mailles élémentaires existant dans notre Crystal qui vérifient les conditions 



















   ……………………………..(II.75) 
M   ……………………………..(II.76) 
On arrive à un problème aux valeurs propres défini par : 
     2,k k mq mq mq
k
D q k k    

      …………………….(II.77) 
Cette dernière équation est dite équation dynamique du Crystal. 
m q  est la fréquence d'onde correspondante au vecteur d'onde q. 
 m q sont les vecteurs propres associés. 
Ces derniers sont généralement normalisés en utilisant la relation 1   
m q Correspond aux déplacements des atomes dans l'espace réel qui obéissent à la loi de 
normalisation 1.   
La matrice de la masse correspondante est définie par 'k kkM M  . 
La connaissance de la matrice des constantes de forces inter atomique donnée par l'équation 
(11.68) est nécessaire pour faire le calcul des phonons. Cette équation apparait comme une 
dérivée de deuxième ordre de l'énergie totale qui respecte les déplacements atomiques 




, ' , ,2
k k
k k e i q qC q E  
 
 
   
……………………(II.78) 
     ' 2, 'k k k m q m qm q
k
C q k M k  

      ……………………(II.79) 




e iE   est la contribution des électrons et celle de l'énergie électrostatique entre les noyaux à 
notre système. De même, la matrice , 'k kC    peut être scindée en deux parties qui 
correspondent à la contribution des électrons et celle des noyaux. Cette approche est dite 
approche de la réponse linéaire. 
II.2. Théorie des alliages semi-conducteurs 
Par alliage, on entend un mélange homogène de deux ou plusieurs matériaux. Il fut un 
' temps où le mot alliage était uniquement réservé aux métaux, pourtant cette définition s'est 
très vite associée à d'autres matériaux, notamment le céramique et les polymères.  
Peu après le développement des techniques modernes de la croissance cristalline et la 
purification des semi-conducteurs, il a été réalisé plusieurs alliages binaires, ternaires et 
quaternaires. L'utilisation de ces derniers dans les domaines de la microélectronique et 
l'optoélectronique a encouragé les chercheurs à développer le côté théorique ainsi que 
l'expérimental. 
En effet, le progrès fait par les chimistes, ' les physiciens des matériaux et les 
technologistes a contribué d'une manière efficace à l'étude et à la fabrication de nouveaux 
matériaux parmi eux les alliages semi-conducteurs III-V et II-VI [20]. 
II.2.1. Classification des alliages semi-conducteurs 
Les alliages semi-conducteurs sont classés en plusieurs groupes suivant le nombre de 
constituants [21] : 
Alliage binaire de la forme AN B8-N :  
AI BVII: AgCl, CuBr, KBr, LiF, ... 
AII BVI: CdS, CdSe, CdTe, ZnS, ZnO, ZnSe, HgTe, HgSe, ..  
AIIIBV: les antimoniures, les arséniures, les phosphures, et les nutrures des éléments:  
Aluminium,  Gallium,  Indium  et Bore  (GaAs,  InSb,  BN, AlAs, InP,….).  
AIVBIV: SiC, SiGe,…… 
Alliage binaire de la forme AN B10-N 
AIVBVI: PbS, PbSe, PbTe, ……. 
Alliage binaire de la forme AN B7-N 
AI BVI: CuS, CuO, Cu20,……. 
Lorsque les éléments binaires AN B8-N et AN C8-N sont associés, l'alliage formé peut être soit :  
Alliage ternaire anionique : AN Bx
8-NC1-x
8-N. 




Alliage ternaire canonique: AxB1-x
N C8-N. 
Ces alliages sont caractérisés par la présence du coefficient stœchiométrique x. 
        Cependant, i1 existe également un autre type d'alliages semi-conducteurs : il s'agit des 
matériaux "quaternaires". Ce type d'alliages semi-conducteurs fait intervenir quatre composés 
binaires et est caractérisé par la présence de deux coefficients stœchiométriques x et y.  
       Un intérêt particulier a été porté récemment aux alliages quaternaires principalement à 
cause de l'avantage qu'ils offrent de concevoir des dispositifs avec les propriétés physiques 
souhaitées. 
Ces alliages peuvent être divisés en deux classes [22,23] : 













Les alliages quadratiques ont été les premiers et les plus recherchés et étudiés, 
particulièrement GaxIn1-xAsyP1-y, Ga1-xInxAsySb1-y. Néanmoins, les alliages triangulaires 
semblent devenir tous aussi importants. 
Les critères concernant l'accord des paramètres de maille ainsi que l'identité des 
structures cristallines des éléments binaires parents restent toujours valables dans le cas des 
alliages quaternaires. 
II.2.2. Les méthodes utilisées pour l’étude des alliages semi-conducteurs   
Dans la science des matériaux les alliages ternaires de type ABxC1-x ont été connus comme 
semiconducteurs très utiles pour la fabrication de nouveaux dispositifs optoélectroniques. Ceci est 
du à la possibilité d’ajustement la largeur du gap en variant la concentration x de ces alliages. 
Plusieurs approches théoriques ont été élaborées pour l'étude des propriétés physiques (optique, 
électronique, structural, etc...) des alliages ternaires. L'approximation du cristal virtuel (VCA) a 
cause de sa simplicité est restée la méthode la plus préférée pour le traitement du désordre 
chimique des alliages semi-conducteur [24]. C'est cette approche que nous avons utilisée pour 
calculer la dépendance compositionnelle et le traitement du désordre chimique des alliages semi-
conducteurs. 
II.2.2.1. L’approximation du cristal virtuel (VCA) 




Un semi-conducteur ternaire est supposé uniforme, cependant, l'effet des fluctuations dû à 
la composition (x) est inévitable. Généralement, on considère ces fluctuations comme une 
perturbation qui est calculée par le second ordre de l'approche V.C.A [24]. 
          Le cristal ternaire ABxC1-x est composé des molécules AB avec une fraction molaire x et des 
molécules AC avec une fraction (1-x). Ainsi, la propriété physique F(x) peut être représentée 
comme une simple interpolation analytique des propriétés de ses composés binaires AB et AC 
[25]. 
La valeur moyenne de la propriété physique F étant : 
                                                                 F(x)̅̅ ̅̅ ̅̅ = xFAB + (1 − x)FAC ……………………………… (II. 80) 
Par exemple la constante du réseau a(x) de l'alliage ternaire sera donné par la loi de Vegard [26] : 
                                                         a(x) =  a(x)̅̅ ̅̅ ̅̅ = xaAB + (1 − x)aAC   ………………………… (II. 81) 
Où : aAB est la constante de réseau du composé AB. 
       aAC est la constante de réseau du composé AC.  
Par contre, le gap énergétique Eg(x) de l'alliage ternaire est donné par : 
                                                 Eg = xEAB + (1 − x)EAC − b. x. (1 − x)………………………(II. 83)     
Avec : EAB est le gap du composé AB 
EAC est la gap du composé AC 
 b étant le paramètre de courbure (bowing) qui est souvent prouvé par l'expérience. 
L'origine du bowing est dû à l'aspect structural et au désordre compositionnel qui sont très 
dominant dans les fluctuations de l'alliage ternaire. Ils ont été observés pour les alliages II-VI en 











Généralement pour la modélisation des solides infinis on considère sauvent des structures 
ordonnées et on impose la condition au limite périodique (théorème de Block) autrement dit la 
formule chimique des solides est contenu dans un volume élémentaire. Dans le cas des alliages 
ordonnés, la maille élémentaire de l'alliage est la somme des mailles élémentaires de chaque une 
de ses constituants. Dans le cas particulier de notre alliages (AxB1-xC) et concentrations ( x = 0, 25, 
50, 75 et 100% ), la maille élémentaire des phases pures (x = 0) AC ou BC est rhomboédrique 
(Cellule rouge sur la figure III.1 ), cependant, pour x = 25% la formule chimique du solide 
ordonnée AB3C4, la maille élémentaire est cubique, l'atome C occupe les sommets (0 0 0) et les 
centres des faces (0.5 0 0.5), (0.5 0.5 0) et (0 0.5 0.5) tandis que B occupe le centre du cube (0.5 
0.5 0.5) et les atomes A occupé les milieux des arrêts (0 0 0.5), (0.5 0 0) et (0 0.5 0). Pour x = 75% 
les A et B s'échanges leurs position. Pour x=50% (ABC2) la maille élémentaire est cubique et peut 

















Figure II.1: La maille élémentaire cubique pour l'alliage AxB1-xC pour les concentrations 
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III.1. Propriétés structurales de l'alliage ternaire CdSexTe1-x 
III.1.1. Introduction 
 Les composés semi-conducteurs II-VI à large bande interdite sont des matériaux très utiles 
pour les dispositifs optoélectroniques de haute performance tels que les diodes organiques 
électroluminescentes et les diodes laser opérant dans la région spectrale bleue ou ultraviolette. En 
outre, l'ionicité élevée de ces composés les rendent de bons candidats pour le couplage électro-
optiques et électromécanique élevé [1,2].  
 Le CdTe appartient à la famille II – VI, il est inséré  avec le sulfure de calcium pour former 
des jonctions  p - n de cellules solaires photovoltaïques. Il est destiné à la couche fine des cellules 
solaires, l’optique infrarouge, les détecteurs et modulateurs électro-optiques. Le CdSe est un 
composé appartient aussi  à la famille II-VI, c’est un matériau, dopé de type n, est transparent à la 
lumière infrarouge. Cependant, le dopage de type p du CdSe apparait en utilisant l'azote. Il a des 
applications pour les dispositifs optoélectroniques, les diodes laser, l’imagerie biomédicale, nano 
capture, cellules solaires de haute efficacité et les transistors à couches minces. Les deux composés 
d'intérêt existent dans la phase zinc blende et dans la phase wurtzite ou dans un mélange de phases 
zinc blende/ wurtzite. Selon les conditions de croissance, on peut stabiliser l’une des deux 
structures cristallines en couche épitaxiale sur des substrats appropriés ou des couches tampons ou 
en contrôlant la température de croissance [71].    
 En combinant ces deux composés qui ont des propriétés physiques différentes, on peut 
obtenir l'alliage ternaire semi-conducteur CdSexTe1-x avec de nouvelles propriétés qui sont 
intermédiaires entre celles de CdTe et CdSe.  Les Cristaux mixtes ternaires de CdSexTe1-x ont des 
propriétés semi-conductrices, qui sont particulièrement adaptés pour la conversion de l'énergie 
solaire en énergie électrique dans le photovoltaïque ou les dispositifs photo électrochimiques 
[3,23]. En raison de l'importance technologique de ces matériaux, les études expérimentales et 
théoriques des propriétés fondamentales de ces matériaux ont attiré beaucoup d'attention ces 
dernières années [24,25]. Néanmoins, par rapport à la structure de zinc blende, seules quelques 
études ont été menées pour le CdSexTe1-x dans la structure wurtzite. Cela nous ainsisté à prendre 
une telle étude sur l’alliage CdSexTe1-x dans la phase wurtzite. 
Dans le présent travail, nous avons effectué une étude ab-initio basée sur la Théorie de la 
Fonctionnelle de la Densité (DFT) dans l'approximation de la densité locale (LDA) sous le 
rapprochement de cristal virtuel (VCA) afin d'étudier les propriétés structurales et électroniques 
(la constante de réseau d’équilibre, le module compressibilité 𝐵0 et sa dérivée par rapport à la 
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pression, et les différents gaps énergétiques et leurs dépendance à la composition (x) de Se). Ainsi 
nous avons utilisé la DFPT pour étudier les propriétés élastiques, dynamiques et vibrationnelles 
de l’alliage CdSexTe1-x pour différentes concentrations allant de x=0 (CdTe) à x=1 (CdSe)) dans les 
deux structures zinc blende et wurtzite.  
 
III.1.2. Détails et techniques de travail 
Dans notre travail, nous avons effectué des calculs ab-initio basée sur la méthode des 
pseudo potentiels et des ondes planes, sous le formalisme de la théorie de la fonctionnelle de la 
densité (DFT) [4,5] implémentée dans le code Abinit qui permet de calculer l'énergie totale, la 
densité et la structure de bande des cristaux, et la théorie de perturbation de la fonctionnelle de la 
densité (DFPT) pour le calcul des constantes élastiques et les propriétés dynamiques et 
vibrationnelles des réseaux. Dans notre calcul, nous avons utilisé l'approximation de la densité 
locale LDA avec la forme de Ceperley et Alder, pour l'énergie d'échange et de corrélation du gaz 
homogène comme ajustée par Perdew et Wang [6]. Nous avons utilisé la forme de pseudopotentiel 
à norme conservée proposée par Troullier-Martins [7]. 
Avant se lancer des calculs ab-initio, nous devons faire une étude de convergence de certains 
paramètres tels que: l'énergie de coupure Ecut« Cuttof » et le nombre de points dans la première 
zone de Brillouin (nkpt). Ces tests de convergence sont importants dans la mesure où ils nous 
permettent de gagner un temps considérable de calcul. 
L’intégration sur la zone de Brillouin a été remplacée par une sommation discrète sur un ensemble 
spécial de points- k en utilisant la méthode standard de Monkhorst et Pack. Après avoir faire les 
tests de convergences, la maille des point k spéciaux utilisée est (6x6x6) dans la phase zinc blende 
et  (10x10x8) dans la phase wurtzite et l'énergie de coupure (Ecut) utilisée est égale à 140 Ry pour 
les deux phases zinc blende et wurtzite pour l'alliage CdSexTe1-x
. 
Les configurations électroniques des éléments Cd, Se et Te sont : 
Cd ( 1s22s22p63s23p64S23d104p64d105s2 ), 
Se ( 1s22s22p63s23p64S23d104p4 ), 
Te ( 1s22s22p63s23p64S23d104p64d105s25p4 ) 
Les configurations des électrons de valence prises dans notre travail sont : 
Cd (4d105s2), Se (4s24p4), Te (5s25p4) 
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          Pour l'atome Cd la contribution des états d du cation à la liaison est non négligeable et peut 
nécessiter l'inclusion explicite de ces états d dans la valence. Donc il faut  promouvoir les états de 
base de valence (5s2) par les états (4d10), ceci  peut être un moyen informatiquement coûteux mais 
obligé pour améliorer la pauvre transférabilité. 
Les composés binaires (AII BVI) : tellurure de cadmium CdTe  et séléniure de cadmium 
CdSe sont des matériaux constitués de cadmium qui se trouve dans la colonne II et d’un chalcogène 
de la colonne VI qui pourrait être le séléniure (Se) ou bien le tellure (Te). Les composés binaires 
CdSe et CdTe cristallisent soit dans un arrangement cubique (type Zinc blende) avec un 
environnement tétraédrique, soit en structure hexagonale (type wurtzite). Le CdTe se cristallise 
dans la structure cubique, tandis que la phase wurtzite est plus stable dans le CdSe.  
A/ Structure zinc blende: 
A chaque nœud deux atomes Cd (II) et (Se où Te)(VI) sont associés, les atomes Cd et (Se 
où Te) sont disposés sur deux réseaux cubiques à faces centrés décalés l’un par rapport à l’autre 
d'un quart de la diagonale du cube. Ces atomes occupent des positions bien déterminées, définies 
par les coordonnées suivantes : 
























































Chaque atome du groupe II (Cd) est lié à quatre atomes du groupe VI (Se où Te) disposés aux 
sommets d’un tétraèdre figure(III.1.a).  
B/ Structure hexagonale (wurtzite) : 
 Dans ce cas les atomes Cd et (Se où Te) sont disposés sur deux réseaux hexagonaux décalés 
l’un par rapport à l’autre de 3/8 du paramètre 𝑐. De même que pour la structure cubique, un atome 
du type II (Cd) est entouré de quatre atomes de type VI (Se où Te) disposés aux sommets d'un 
tétraèdre régulier figure (III.1.b). Dans cette structure les deux atomes du groupe II (Cd) occupent 






































                         (a)                                                         (b) 
Figure III.1: les Structures cristallines des semi-conducteurs II-VI 
(a) Structure cubique (type zinc blende), (b) Structure hexagonale (type wurtzite) [27] 
III.1.3. Calcul des propriétés structurales de l’alliage ternaire CdSexTe1-x 
           La première étape importante dans nos calculs est la détermination des propriétés 
structurales  de l'alliage CdSexTe1-x dans les deux phases zinc blende et wurtzite. La connaissance 
de ces informations nous permet d'accéder par la suite à d'autres propriétés physiques 
(électroniques, élastiques, vibrationnelles,…). Pour déterminer les propriétés structurales de 
l'équilibre statique tel que le paramètre de réseau <<a0>>, le module de compressibilité <<B0>>et 
sa dérivée<<B0’>>, pour cela on a calculé l'énergie totale Etot en fonction de volume V, puis on a 
ajusté les points Etot(V) calculés par l’équation d’état de Murnaghan [8,9]. Cette équation a la 
forme suivante : 

















Ou V0 est le volume à l’équilibre de la maille élémentaire. 
Etot (V) représente l’énergie totale en fonction du volume V. 










































































































Figure III.2: Variation de l’énergie totale en fonction du volume de l’alliage CdSexTe1-x dans la 






















































Figure III.3: Variation de l’énergie totale en fonction du volume de l’alliageCdSexTe1-x dans la 
phase wurtzite pour x=0, 0.5 et x=1 
 
 
Le paramètre du réseau à l'équilibre correspondant à l’état fondamental est déduit à partir du 
minimum de la courbe Etot (V). Les figures (III.2) et (III.3) représentent l’ajustement des points 
Etot(V) à l’aide de l’équation d’état de Murnaghan (III.1) pour l’alliage CdSexTe1-x dans les deux 
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phases zinc blende et wurtzite pour les concentrations x de Se(x=0, x=0.5 et x=1). La ligne 
continue représente le meilleur ajustement des points Etot (V) avec l’équation d’état de Murnaghan. 
L’ensemble des résultats des paramètres structuraux de l’état fondamental de l’alliage CdSexTe1-x 
dans les deux phases zinc blende et wurtzite pour 0 ≤ x ≤ 1 sont rassemblées dans les tableaux 
(III.1) et (III.2) respectivement, en comparaison avec d’autres valeurs expérimentales et théoriques 
disponibles. 
Tableau : III.1. Le paramètre de maille a0, le facteur de compressibilité B0 et sa drivée B0’pour 
la structure  zinc blende de l’alliage CdSexTe1-x pour 0≤x≤1 
Matériaux a0(A0) B0(GPa) B0’ 
CdTe 6.4221 
           6.482[10] 
           6.4812 [13] 
           6.383[11]  
           6.483[12] 
45.2531 
   45.52 [14] 
    48.943[15] 
4.7931 
    4.93 [17] 
CdSe0.1Te0.9 6,4081 
       6.4002 [13] 
45.2811 4.4531 
CdSe0.2Te0.8            6.3871 
 
45.5971 4.5411 
CdSe0.3Te0.7             6.3621 
            6.3192 [13] 
46.111 4.5481 
CdSe0.4Te0.6             6.3321 46.8441 4.5611 
CdSe0.5Te0.5              6.2981 
             6.2392 [13] 
47.7471 4.5781 
CdSe0.6Te0.4              6.2591 48.8791 4.5991 
CdSe0.7Te0.3              6.2171 50.2361 4.4561 
CdSe0.8Te0.2              6.1711 
             6.1582 [13] 
51.8531 4.4471 
CdSe0.9Te0.1                6.121 53.7681 4.4541 
 
CdSe 
               6.0651 
              6.052[14] 
              6.0772[13] 
              6.003[11] 
              6.043[17] 
56.0131 
532[14] 
    55.93 [16] 
4.7481 
    4.53 [17] 
 
                1Nos calculs avec LDA 
                2Expériences 
































































Figure III.4: La dépendance de paramètre de maille a0  en x de l’alliage CdSexTe1-x dans les 














Figure III.5: La dépendance de facteur de compressibilité en x de l’alliage CdSexTe1-x dans les 
deux phases zinc blende et wurtzite. 
 
Tableau : III.2.  Le paramètre de maille a0, le facteur de compressibilité  B0, sa dérivée B0’, le 
paramètre structural c/a et le paramètre interne u  pour la structure wurtzite de l’alliage 
CdSexTe1-x  pour 0≤x≤1 
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1 1.642791 0.374151 46.721 4.6851 7.3391 
CdSe0.2Te0.8 4.453
1 1.642421 0.37411 47.2641 4.6891 7.3131 
CdSe0.3Te0.7 4.436
1 1.642141 0.37411 47.8781 4.6901 7.2851 
CdSe0.4Te0.6 4.418
1 1.641821 0.374121 48.5871 4.6921 7.2541 
CdSe0.5Te0.5 4.399
1 1.641281 0.374171 49.4161 4.6921 7.2191 
CdSe0.6Te0.4 4.377
1 1.640791 0.374231 50.3891 4.6911 7.1811 
CdSe0.7Te0.3 4.355
1 1.637811 0.374961 51.5441 4.6921 7.1321 
CdSe0.8Te0.2 4.327
1 1.637561 0.375111 52.9101 4.6901 7.0861 
CdSe0.9Te0.1 4.299



















      1Nos calculs avec LDA 
       2Expériences 
       3Autres calculs 
 
D’après  le tableau (III-1), on remarque que :  
III.1.3.1. Phase zinc blende  
Les valeurs obtenues du paramètre de maille a0 pour CdTe et CdSe sont en bon accord avec 
les valeurs expérimentales [13] et les résultats théoriques [11] avec une incertitude relative 
inférieure à 1%. Comme nous pouvons le voir, le paramètre de maille de CdTe est plus grand que 
celui de CdSe. Etant donné que l'atome cation est le même dans les deux composés, ce résultat 
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peut être facilement expliqué en considérant le rayon atomique de R(Te)=1.40Å, R(Se)=1.20Å, 
c'est à dire la constante du réseau augmente avec l'augmentation de la taille atomique de l'anion. 
De même nos résultats pour le facteur de compressibilité sont en très bon accord avec des 
valeurs obtenus dans les références [15,16] avec une erreur relative (7.5 et 0.2%) pour (CdTe) et 
(CdSe) respectivement et avec celles calculées expérimentales [14] avec une incertitude relative 
(0.54 % 5.7 %) pour(CdTe) et (CdSe) respectivement. 
Les valeurs de la drivée B0’ calculées pour CdTe et CdSe sont en très bon accord avec les 
valeurs théoriques rapportés dans les références [17] avec une erreur relative inférieure à 6%. 
La variation de la constante de réseau 𝑎0(x) obtenus pour l’alliage CdSexTe1-x pour 
différentes concentration (x) sont représentées sur la figure  (III.4),  notons que lorsqu’on varie x 
de  x=0 (CdTe) à x=1 (CdSe), le paramètre de maille diminue d’une façon monotone de (6.422 Å 
à 6.065Å). Cette décroissance est due à la taille de l’atome de tellure (Te) qui est plus élevée que 
celle de l'atome de séléniure Se. 
 Généralement, dans les alliages ternaires, la dépendance du gap d’énergie en fonction de 
la composition x est supposée adapter à une forme quadratique simple [18]  
𝐸𝑥 = 𝐸𝐴 + (𝐸𝐵 − 𝐸𝐴 − 𝑏) 𝑥 + 𝑏𝑥
2………………………………………………………….(III.4) 
Ou 𝐸𝐴 et 𝐸𝐵 sont des gaps des énergies des composés purs (CdTe) et (CdSe), b est connu sous le 
nom, paramètre de bowing [20.21.22]. En utilisant la forme fonctionnelle ci-dessus 𝑎0, nous 
obtenons : 
𝑎0(𝑥) = 6.423 − 0.14𝑥 − 0.22𝑥
2 ………………………………………………………….(III.5)  
𝑎0 est exprimé en  Å. 
On signale une faible valeur de paramètre de courbure égale à b=-0.22A°. Dans la figure 
(III.4), on observe une faible déviation à loi de mélange de Vegard (approximation linéaire). En 
plus, Les valeurs de 𝑎0 calculées pour CdTe (6.422 A°) et CdSe (6.065Å) sont en très bon accord 
avec les valeurs expérimentales [13] (6.481 et 6.077Å ) respectivement et les valeurs théoriques 
[11] avec une erreur relative inférieure à 1%. La déviation de la Loi de Vegard est due au désaccord 
des paramètres de maille entre les composés de base formant des alliages ternaires. 
 La dépendance de la composition du facteur de compressibilité B0 est tracée dans la figure 
(III.5). On note que B0 augmente d’une façon monotone et non linéaire avec l’augmentation de la 
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concentration x de Se en allant de x=0 (CdTe) à x=1(CdSe). Ceci suggère que l'alliage d'intérêt 
devient plus compressible dans la mesure où le contenu de Se devient plus grand. En employant 
une forme semblable de l'équation (III.4) pour B0, on obtient : 
𝐵0(𝑥) = 45.2 − 0.89𝑥 + 11.51 𝑥
2  …………………………………………………………(III.6) 
B0 est exprimé en GPa. 
Comme le facteur de compressibilité B0 des matériaux cristallins donne la mesure de la 
rigidité, on peut noter que  pour le module de rigidité  de CdTe  est inférieure à celle de CdSe, 
donc le Composé CdTe est moins rigide que celui de CdSe. 
III.1.3.2. Phase wurtzite  
Les paramètres du réseau a0 obtenus pour CdTe (4.48A
°) et CdSe (4.266A°)  sont très 
proches des valeurs  obtenues dans les références [11] dans le cas CdTe et CdSe [18] avec une 
erreur relative égale 1.1% et 0.56% respectivement. Les valeurs de c0 calculées pour CdTe 
(7.366A°) et CdSe (6.974A°) sont en bon accord avec les valeurs obtenues dans la référence [11] 
(7.41A° et 6.60A°) respectivement avec une erreur relative évaluée à 0.6% pour CdTe et 5% pour 
CdSe. 
Les rapports c/a sont en très bon accord avec les valeurs  obtenues dans la référence [11], 
avec une erreur relative évaluée à 0.5% pour CdTe et 0.08% pour CdSe. 
De même nos résultats pour les paramètres internes u, sont en très bon accord avec une 
incertitude relative à (0.1% pour CdTe) et (0.4% pour CdSe) par rapport à la valeur trouvée par la 
référence [11] et les valeurs expérimentales [18] pour CdSe avec une incertitude relative inférieure 
à 0.1%. 
Pour les modules de compressibilités, nos calculs pour le CdTe (46.362 GPa) et le CdSe 
(56.449 GPa) sont très proches avec les valeurs théoriques rapportées dans la référence [19] avec 
une incertitude relative inférieure à 3%, et avec les données expérimentales [10] avec une 
incertitude relative inférieure à 10%. 
 Les variations des constantes de réseau a0 et c0 à l’équilibre thermodynamique, de l'alliage 
ternaire CdSexte1-x sont illustrées dans la figure (III.4) pour  a0 et la figure (III.6) pour c0 pour 
différentes concentration x dans la phase wurtzite. Les paramètres de maille a0 et c0 diminuent 
d’une  façon monotone de (4.48A°  à 4.266A°) pour a0, et (7.366A°à 6.974A°) pour c0. Tandis que 
pour u ce n’est pas le cas, où la variation est non monotone. Elle diminue lorsqu'on passe d'abord 
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de x =0 à x =0.2, alors qu'il augmente légèrement à partir de x =0.2 jusqu’à x=0.6 puis il augmente 
rapidement à partir de x=0.6 jusqu'à x =1 (voir la figure (III.7)).On a obtenu une relation analytique 
quadratique du paramètre de maille de CdSexTe1-x donnée par la relation suivante: 
𝑎0(𝑥) = 4.48 − 0.11𝑥 − 0.10𝑥
2   (A°)….…………………………………………….…….(III.7)  
Et 
𝑐0(𝑥) = 7.36 − 0.19𝑥 − 0.20𝑥
2    (A°)……………….…………………………………….(III.8)  
Les paramètres a0    et c0  sont exprimés en Å.  Les termes quadratiques dans les 
équations(III.7) et (III.8) sont désigné sous le nom des paramètres de bowing des constantes de 
réseaux. Les valeurs indiquent que ces deux paramètres présentent un faible écart à la linéarité 
(c'est-à-dire de faibles facteurs de désordre ou ce qu'on appelle fréquemment bowing). On peut 
expliquer ce comportement par le fait que les paramètres cristallins des composés binaires 
constituant l’alliage CdSexTe1-x sont très voisins et par conséquent lors de la formation de 
l'alliage, le désordre est amoindri. 
La dépendance du facteur de compressibilité en x de l’alliage CdSexTe1-x, est tracée sur la 
figure(III.5) .On note que B0 augmente d’une façon monotone avec la concentration x de Se en 
allant de 0 (CdTe) à 1 (CdSe),  en utilisant la forme de fonction de l’équation (III.4), B0 peut être 
donné par : 
𝐵0(𝑥) = 46.48 + 1.87𝑥 + 7.93 𝑥
2  (GPa)… …………………………...…………………..(III.9)  
 Notons que pour les deux phases : 
1/ Les paramètres de réseau a0 calculés dans l’approche LDA  sont très proches des valeurs 
expérimentales et diminuent avec l’augmentation x de Se dans les deux phases (zinc blende et 
wurtzite). 
2/ le facteur de compressibilité pour la phase zinc blende et la phase wurtzite pour l’alliage 
CdSexTe1-x sont presque les mêmes avec une erreur relative inférieure à 2.5%. Nous remarquons 





























































Figure III.7: La dépendance de  paramètre interne u en x de l’alliage CdSexTe1-x dans la phase 
wurtzite. 
 
III.2. Propriétés électroniques de l’alliage ternaire CdSexTe1-x 
III.2.1. Introduction  
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Dans cette partie, nous sommes intéressés au calcul des structures de bandes relatives de 
l’alliage CdSexTe1-x en considérant les paramètres de maille à l'équilibre, obtenus par la méthode 
LDA. Les calculs ont été réalisés le long des directions de haute symétrie dans la première zone 
de Brillouin dans le but de déterminer les valeurs des gaps énergétiques de ces matériaux. Les 
calculs ont été effectués en utilisant les approximations du Cristal Virtuel VCA. 
 
III.2.2. La structure de bande de l’alliage CdSexTe1-x  dans les deux phases 
zinc blende et wurtzite 
 Les figures (III.8) et (III.9) montrent les structures de bandes électroniques de l’alliage 
CdSexTe1-x pour  x= 0, 0.5,1, dans les deux phases zinc blende et wurtzite respectivement, calculées 
le long des différentes directions de haute symétrie dans la première zone de Brillouin avec 
l’approximation du Cristal Virtuel VCA. Le maximum de la bande de valence est pris comme 
origine des énergies. Nous constatons que les bandes de conduction de l’alliage CdSexTe1-x pour 
X=0,0.5,1 sont plus dispersées que les bandes de Valence, cela est dû au fait que les  électrons des 
bandes de conductions sont plus libres (délocalisés).  
d’après ces deux figures (III.8) et (III.9), on remarque la valeur maximale de la bande de valence 
pour l’alliage CdSexTe1-x pour X= 0, 0.5, 1 est au point (г) et que la valeur minimale de la bande 
de conduction est ainsi au point (г), c’est-à-dire que les composés CdTe, CdSe et l’alliage CdSe0.5 
Te0.5 ont des gaps directs E (г-г), Les gaps énergétiques directs obtenus dans les deux phases zinc 
blende et wurtzite sont respectivement 𝐸г
г =0.470 eV et 𝐸г
г =0.668 eV pour CdTe,𝐸г
г =0.295 eV 
et 𝐸г
г =0.392eVpour CdSe,  𝐸г
г =0.148 eV et 𝐸г



































































Figure III.8 : Structures de bandes de l’alliage CdSexTe1-x dans la phase zinc blende pour 




























































































Figure III.9 : Structures de bandes de l’alliage CdSexTe1-x dans la phase wurtzite pour 
 x= 0, 0.5, 1. 
III.2.3.Gap d’énergie  
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 Sur la figure (III.10), nous avons représenté la variation des différents gaps d’énergies 
directs 𝐸г
г et indirects 𝐸г
𝑋, 𝐸г
𝐿 de l’alliage CdSexTe1-x en fonction de la concentration x de Se variant 
de 0 à 1 en utilisant l’approximation du VCA. Les courbes en traits pleins indiquent les ajustements 
quadratiques des moindres carrés de nos résultats selon les relations suivantes : 
𝐸г
г(eV) = 0.460-1.099 x+0.937 x2 …………………………………………………………(III.10)  
𝐸г
𝑋(eV) = 2.343-0.037 x+0.629 x2 …………………………………………………………(III.11) 
𝐸г
𝐿(eV) = 1.541-0.279 x+0.856 x2 …………………………………………………………(III.12) 
On constate sur cette figure,  le gap fondamental 𝐸г
г pour l’alliage CdSexTe1-x diminue en fonction 
de la concentration x de Se, par contre le gap indirect 𝐸г
𝑋  et 𝐸г
𝐿 augmente en fonction de la 
concentration x de Se. 
On remarque aussi que la variation du gap indirect 𝐸г
𝑋 en fonction de la concentration x de Se est 
plus grande par rapport à la variation de gap indirect 𝐸г
𝐿 en fonction de la concentration x de Se 
pour l’alliage CdSexTe1-x dans la phase zinc blende. Les calculs des gaps directs et indirects en 
fonction de la composition x de l’alliage CdSexTe1-x dans la phase zinc blende sont consignés dans 









Tableau : III.3.Gaps énergétiques de l’alliage ternaires CdSexTe1-x dans la phase zinc blende. 
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Matériaux г → г г → 𝑿 г → 𝑳 
CdTe 0.4701 
1.612 [28], 1.602 [35] 
0.603 [29], 0.5683[17], 
0.63 [30], 0.83 [31] , 
0.53[32,11], 
 0.5663 [29], 










1 2.3421 1.5171 
CdSe0.2Te0.8 0.271
1 2.3541 1.5131 
CdSe0.3Te0.7 0.211
1 2.3841 1.5311 
CdSe0.4Te0.6 0.170
1 2.4281 1.5661 
CdSe0.5Te0.5 0.148
1 2.4841 1.6181 
CdSe0.6Te0.4 0.143
1 2.5511 1.6851 
CdSe0.7Te0.3 0.154
1 2.6291 1.7681 
CdSe0.8Te0.2 0.183
1 2.7191 1.8671 
CdSe0.9Te0.1 0.230
1 2.8191 1.9831 
CdSe 0.2951 
1.902  [28] 
0.3743 [17],0.363[11] 





1Nos calculs avec LDA 
2Expériences 
3Autres calculs 
Les valeurs de gap d’énergie direct E(г-г) calculées pour CdTe (0.470 eV) et CdSe (0.295 
eV) en utilisant la LDA sont en accord avec les valeurs des autres calculs utilisant la même 
approximation [11]. Ces valeurs de gap sont sous–estimées par rapport aux données 
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expérimentales [28], avec une erreur relative égale 54% pour CdTe et 77% pour CdSe. Ceci est 
normal puisque la LDA est connue qu’elle sous-estime le gap d’énergie [37,38]. 
Notons aussi que le gap 𝐸г
г est toujours le plus petit pour toutes les concentrations variant de 0 à1, 
donc l’alliage CdSexTe1-x reste à gap direct pour 0 ≤ x ≤ 1. 
En effet d’une manière générale, le gap d’un alliage ABxC1-x est décrit en termes de gap de 
composés binaires AB et AC, EAB et EAC par la formule : 
Eg = x EAB + (1-x) EAC –x(1-x) b………………………………………………………....(III.13) 
Ou la courbure b est généralement connue sous le nom de “ paramètre de bowing ’’. Dans le 
tableau (III.4). Nous avons présenté les différents gaps г-г, г-x, г-L. 
Tableau : III.4. Paramètre de bowing optique de l’alliage CdSexTe1-x dans les deux phases zinc 
blende et wurtzite. 
Paramètre de bowing Phase de Zinc blende Phase wurtzite 
Bг 0.937 0.521 
bX 0.629 - 
bL 0.856 0.361 
bM - 0.261 
bK - 0.321 
 
D’après le tableau (III.4) la valeur de paramètre de bowing bX dans la phase zinc blende est la plus 



















































Figure III.10: Variation de gap énergétique de l’alliage CdSexTe1-x en fonction de la 














Figure III.11: Variation de gap énergétique de l’alliage CdSexTe1-x en fonction de la 
concentration  x en Se  dans la wurtzite. 
III.2.3.2. Phase wurtzite  




𝑙  dans l’alliage 
CdSexTe1-x en fonction de la concentration x de Se. Cette figure confirme le fait que l’alliage 






































Concentration x en Se 
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possède un gap d’énergie direct 𝐸г
г et  une diminution avec l’augmentation de la composition x de 
Se, par contre les gaps d’énergie indirectes 𝐸г
𝑘, 𝐸г
𝑀 et 𝐸г
𝐿 augmentent en allant de CdTe à CdSe. 
Toujours nous remarquons que les valeurs des gaps énergétiques obtenues pour CdTe 
(0.668eV) et CdSe (0.392eV) par l’approximation VCA sont sous-estimées par rapport les données 
expérimentales rapportés dans la référence [10] avec une erreur relative égale 52% pour CdTe et 
77% pour CdSe (voir tableau III.5). Ce comportement est bien connu dans les méthodes basées 
sur le formalisme de la DFT. La DFT étant une théorie exacte de l’état fondamentale, ne peut pas 
en principe prévoir une grandeur telle le gap qui fait intervenir des états excités. 




𝐾en fonction de la 
concentration x de Se, par la méthode des moindres carrées suivants : 
𝐸г
г(eV) = 0.685-0.831 x+0.521 x2…………………………………………………………(III.14) 
𝐸г
𝑀(eV)= 1.755-0.973 x+0.261 x2 …………………………………………………………(III.15) 
𝐸г
𝐿(eV) = 1.702+0.562 x+0.361 x2 ………………………………………………………...(III.16) 
𝐸г
𝐾(eV) =2.469-1.093 x+0.321 x2………………………………………………………… (III.17) 
Les termes quadratiques des équations (III.14), (III.15), (III.16) et (III.17) représentent les 




𝐾 respectivement. On note que le bowing 




𝐾, le gap d’énergie 𝐸г
г montre un 
bowing plus grand, et le bowing du gap d’énergie 𝐸г
𝑀est le plus petit. Par contre le bowing 
d’énergie 𝐸г
𝐿et 𝐸г
𝐾 est presque le même. (Voir tableau III.4) 
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Tableau : III.5.Gaps énergétiques de l’alliage ternaires CdSexTe1-x  dans la phase wurtsite.  
 





1.7531 1.6901 2.4621 
CdSe0.1Te0.9 0.611
1 1.8561 1.7641 2.5831 
CdSe0.2Te0.8 0.552
1 1.9631 1.8371 2.7061 
CdSe0.3Te0.7 0.496
1 2.0721 1.9121 2.8311 
CdSe0.4Te0.6 0.444
1 2.1851 1.9901 2.9591 
CdSe0.5Te0.5 0.400
1 2.3031 2.0721 3.0931 
CdSe0.6Te0.4 0.365
1 2.4291 2.1611 3.2311 
CdSe0.7Te0.3 0.347
1 2.5581 2.2661 3.3921 
CdSe0.8Te0.2 0.342
1 2.7041 2.3741 3.5451 
CdSe0.9Te0.1 0.357





2.9771 2.6351 3.8861 
1Nos calculs avec LDA 
2Expériences 
 3Autres calculs 
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III.3. Propriétés élastiques et piézoélectriques et mécaniques de l’alliage 
ternaire CdSexTe1-x 
III.3.1. Propriétés élastiques 
III.3.1.1.Introduction  
 La théorie de l’élasticité traite le comportement des matériaux qui ont la propriété de 
reprendre leur dimensions et leur formes lorsque les forces qui produisent les déformations sont 
supprimées. 
  Dans la région proche de la position d’équilibre des atomes, on peut considérer l’énergie 
du solide comme une fonction quadratique des paramètres du solide. Lorsqu’on exerce  une 
contrainte sur le cristal, celui-ci se déforme, modifiant les paramètres qui le décrivent. Ce sont les 
déformations homogènes du cristal. Dans la région proche de l’équilibre, le développement 
quadratique de l’énergie permet d’exprimer une relation linéaire entre la contrainte et la 
déformation : c’est la loi de HOOK. Cette relation est définie grâce aux constantes élastiques. 
 Les constantes élastiques  permettent aussi de définir la stabilité mécanique du solide face 
aux déformations. En effet, pour que le point d’équilibre soit un point d’équilibre stable, il faut 
que la forme quadratique de l’énergie soit définie positive, ce qui impose des conditions au 
constantes élastiques [48].  
 Il existe plusieurs méthodes de premier principe pour obtenir les constantes élastiques, la 
plus largement utilisée est celle de Nielsen et Martin [69] qui est basée sur la déformation du cristal 
dans différentes directions et de calculer la déformation résultante à l’aide de la mécanique 
quantique. Les relations entre la contrainte et la déformation sont résolues par la décomposition 
en valeurs singulière pour obtenir les constantes élastiques. 
 Récemment, Hamman et al. [70] ont développé une méthode de tenseur réduite pour la 
réponse linéaire des perturbations de contrainte, qui pourraient être calculées à l’aide de la théorie 
des perturbations de la densité fonctionnelle (DFPT). 
Les deux méthodes précédentes ont montrés leurs succès pour le calcul des constantes élastiques 
et peuvent être utilisées pour prédire les propriétés élastiques qui ne sont pas encore établies 
expérimentalement. 
 Les constantes élastiques calculées dans le présent travail sont obtenues par la méthode de 
Hamman implémentée dans le code Abinit. 
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III.3.1.2. Calcul des  Propriétés élastiques de l’alliage ternaire CdSexTe1-x 
III.3.1.2.1. Dans la phase zinc blende 
 Il est bien connu qu’un cristal cubique a seulement trois constantes élastiques 
indépendantes qui sont C11, C12 et C44
. C11 offre une résistance à la compression unidirectionnelle, 
C12 est le module de dilatation lors de la compression, et C44 reflète la résistance à la déformation 
de cisaillement. 
 Les constantes élastiques C11, C12 et C44  obtenues pour l’alliage CdSexTe1-x dans la 
structure zinc blende sont reportées dans le tableau (III.6). Ce tableau contient également les 
données expérimentales disponibles et les valeurs théoriques. On note que pour le CdTe (x=0) 
l’accord entre nos résultats et les données expérimentales rapportés dans la référence [39] dans un 
intervalle d’incertitude relative inférieure à 10%. En termes de calculs théoriques nos résultats 
notamment pour les C11 et C12 sont en très bon accord avec ceux de Korozln et al. [40] qui a utilisé 
la méthode de premiers principes avec de pseudopotentiel combiné avec les ondes planes dans 
l’approche LDA. Cependant, en comparant  avec les résultats de Hannachi et Bouarissa [41] qui 
ont utilisé  la méthode des pseudopotentiels empiriques sous la forme VCA, la différence devient 
plus large, il est à noter que les valeurs de Cij pour le CdSe sont plus grandes que celles de CdTe. 
Ceci suggère que le CdSe est mécaniquement plus dure que le CdTe. Pour l’alliage CdSexTe1-x(0 
<x <1), en absence des résultats théoriques et expérimentales, nos résultats peuvent servir comme 
une référence pour des futurs travaux. 
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Tableau:III.6. Les constantes élastiques et facteur d’anisotropie A  pour la structure zinc blende 
de l’alliage pour CdSexTe1-x0≤x≤1 
Matériaux 
Constant élastique (GPa)  
C11 C12 C44 A =(2C44 /C11-C12) 
CdTe 















1 39.3371 21.0371 2.3591 
CdSe0.2Te0.8 57.293
1 39.7481 20.8791 2.3801 
CdSe0.3Te0.7 57.678
1 40.3261 20.8221 2.401 
CdSe0.4Te0.6 58.318
1 41.1071 20.8461 2.4221 
CdSe0.5Te0.5 59.168
1 42.0361 20.9481 2.4451 
CdSe0.6Te0.4 60.284
1 43.1761 21.1321 2.4701 
CdSe0.7Te0.3 61.672
1 44.5221 21.4101 2.4971 
CdSe0.8Te0.2 63.351
1 46.1031 21.7801 2.5261 
CdSe0.9Te0.1 65.390






         50.1171 












  La dépendance compositionnelle des constantes élastiques, à savoir C11, C12 et C44  est 
représentée sur la figure (III.12). Notons que les constantes d’intérêt C11 et C12 augmentent d’une 
façon monotone et non-linéaire avec l’augmentation de la concentration x de Se. Néanmoins, la 
valeur de C44 est moins sensible à la variation de composition (x), et elle varie de façon monotone 
avec la concentration  x, en allant de x=0 (CdTe) à x=1(CdSe). Il est connu que ces paramètres 
mécaniques sont directement déterminés par la caractérisation de la force de liaison moyenne. 
Ainsi, l’augmentation du C11 est dûe à l'amélioration de la force d'adhérence avec  l'augmentation 
de concentration x de Se.  En outre, les modules de cisaillement C44 changent moins avec 
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l’augmentation de la concentration en Se. Ceci indique que l'amélioration de la résistance 
d'adhésion a peu d'influence sur la résistance à la déformation de cisaillement. 
Cependant, le taux d’augmentation semble être plus grand pour C11. Les expressions analytiques 
obtenues pour les constantes élastiques en fonction de x sont : 
C11(x) = 57.41 − 3.39 x + 13.68 x
2……………………………………………...(III.26) 
C12(x) = 39.23 − 0.36 x + 10.43 x
2……………………………………………...(III.27) 
C44(x) = 21.31 − 3.06 x + 4.60 x
2 ………………………………………………… . (𝐼𝐼𝐼. 28) 
Les termes quadratiques de C11 sont plus grands que ceux de C12 et C44, en confirmant de ce 
fait que le taux d’augmentation de C11 est plus grand que ceux de C12 et C44.     
Ces expressions peuvent servir à déterminer les constantes élastiques (C11, C12 et C44) de 
l’alliage ternaire CdSexTe1-x à n’importe quelle concentration x. 
Pour un système cubique, les critères de stabilité élastiques sont [47] : 
(C11 - C12) > 0, C11 > 0, C44 > 0, (C11 + 2C12) > 0………………………………………...(III.29) 
Nos résultats pour les constantes élastiques répondent à tous ces critères indiquant ainsi 
que l’alliage d’intérêt sont mécaniquement stable sur toute la gamme de la concentration  x de Se. 
A partir des constantes élastiques,  nous obtenons le paramètre d’anisotropie (A) donné par 





Pour un cristal isotropique A est égal à 1, tandis qu’une valeur supérieure ou inférieure à 1 
signifie qu’il s’agit d’un cristal anisotrope. Les  valeurs  de coefficient d'anisotropie A  en fonction 
de la concentration Se pour l`alliage ternaire CdSexTe1-xsont reportées dans le tableau (III.6). On 
remarque que lorsque la concentration de Se augmente de 0 à 1, le coefficient d'anisotropie Zener 
(A=C44/ CS')  augmente de 2.343 (pour x=0 CdTe) à 2.588 ((pour x=1 CdSe). Selon nos résultats, 
toutes les anisotropies A de l’alliage CdSexTe1-x sont supérieures à 1, donc l’alliage CdSexTe1-x  
pour la phase  zinc blende est anisotrope. 
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III.3.1.2.2. Dans la phase wurtzite 
 La structure wurtzite possède cinq constantes élastiques indépendantes qui sont C11, C12, 
C13, C33 et C44. Dans le présent travail, les constantes élastiques du matériau en question sont 
calculées pour diverses compositions x allant de 0 à 1. Nos résultats sont rapportés dans le tableau 
(III.7), comparés avec des données expérimentales disponibles et des valeurs théoriques 
précédemment édités dans la littérature. On observe que pour la structure wurtzite le CdTe (x = 0), 
nos résultats sont en concordance avec les données théoriques rapportées par Martin [44]. Cela 
n’est pas le cas lorsque l'on compare avec les valeurs théoriques rapportées par Yadawa [43] où 
l’on peut constater qu’à l’exception de C11 et C44 qui sont en accord avec ceux de la référence [43]. 
Pour le CdSe (x = 1), nos résultats semblent être en accord avec ceux de l’expérience rapportés 
dans la référence [45] à moins de 8%, et les calculs théoriques rapportés récemment par Sarasamak 
et al [46] de moins de 10%. En ce qui concerne l’alliage CdSexTe1-x (0 <x <1), en absence des 
résultats expérimentaux et théoriques, nos résultats peuvent servir comme une référence pour des 
futurs travaux. 
On définit 𝐵 comme la variation relative de l'axe 𝑐 comme fonction de la déformation de 
l’axe 𝑎, ainsi 
1
  𝐵
 indique l'anisotropie de compressibilité linéaire le long de l'axe 𝑐 par rapport  
l’axe 𝑎, une valeur de  
1
𝐵
   d’égale 1.0 implique la compressibilité isotrope. Elle peut être écrite 





𝐶11 + 𝐶12 − 2𝐶13
…………………………………………………………………………(𝐼𝐼𝐼. 31) 
Selon nos résultats (voir le tableau.III.7), toutes les anisotropies de la compressibilité 
linéaire sont supérieures à 1. Néanmoins, on peut noter que  pour le CdSe,  l'anisotropie de 
compressibilité linéaire est inférieure à celle de CdTe. Ainsi, en allant de CdTe (x = 0) àCdSe (x 
= 1), le matériau d'intérêt tend à avoir une compressibilité isotrope en particulier pour des 
concentrations plus élevées en Se. 
La variation des constantes élastiques comme une fonction de la composition x pour 
l’alliage CdSexTe1-x dans la phase wurtzite  est représentée sur la figure (III.13). Il est à noter que, 
sauf pour le C44, tout le reste des Cij  augmentent avec l'augmentation de la composition x. 
L'augmentation est monotone et non linéaire. La constante élastique C44 diminue avec 
l'augmentation de x en Se. Le comportement de C44 est aussi monotone. En outre, on peut noter 
que les constantes élastiques de CdSe sont plus grandes que celles de CdTe. Ceci suggère que 
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CdSe est mécaniquement plus dure que CdTe. Pour toutes les compositions x d'intérêt, les valeurs 
de C44 sont inférieures à celles de C11 et C33. Cela reflète la faible résistance à la déformation de 
cisaillement par rapport aux déformations de compression. 
Tableau:III.7.Les constantes élastiques et anisotropie de compressibilité linéaire pour la 
structure wurtzite de l’alliage CdSexTe1-x pour 0≤x≤1 
Matériaux 
Constant élastique (GPa)    



















1 38.6241 31.4251 81.4741 13.0631 1.121 
CdSe0.2Te0.8 69.311
1 39.2621 32.0931 81.7541 12.9801 1.121 
CdSe0.3Te0.7 69.721
1 40.0141 32.8651 82.1371 12.9081 1.121 
CdSe0.4Te0.6 70.247
1 40.8201 33.6851 82.5951 12.8581 1.121 
CdSe0.5Te0.5 70.939
1 41.7251 34.6001 83.2131 12.8331 1.121 
CdSe0.6Te0.4 71.851
1 42.7551 35.6381 84.0481 12.8461 1.121 
CdSe0.7Te0.3 73.146
1 44.0031 36.7911 84.4921 12.9471 1.091 
CdSe0.8Te0.2 74.678
1 45.3841 38.1441 85.7961 13.0681 1.081 
CdSe0.9Te0.1 76.542


















1Nos calculs avec LDA 
 2Expériences 
  3Autres calculs 
 
Nos résultats concernant les Cij sont ajustés par une procédure des moindres carrés et ils 



























Figure III.12: Variation de constantes élastiques 𝐶 𝑖𝑗de l’alliage CdSexTe1-x en fonction de la 

















Figure III.13: Variation de constantes élastiques Cij de l’alliage CdSexTe1-x en fonction de la 
concentration  x en Se dans la phase wurtzite. 
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A partir du tableau (III.7), nous constatons que l’ensemble des constantes élastiques Cij peuvent 
satisfaire les critères de stabilité de Born-Huang [50] (l’équation III.37) indiquant ainsi que 
l’alliage d’intérêt est mécaniquement stable sur toute la gamme de la concentration x de Se.  
C11>0, C33>0, C44>0, (C11-C12)>0, (C11+C12+C33)>0, (C11+C12)C33>2C13
2…………….…..(III.37) 
 
III.3.2. Propriétés piézoélectriques 
III.3.2.1. Calcul des  propriétés piézoélectriques de l’alliage ternaire  
CdSexTe1-x 
III.3.2.1.1. Dans la phase zinc blende 
 La constante piézoélectrique eij obtenue pour l’alliage CdSexTe1-x dans la structure zinc 
blende est reportée dans le tableau (III.8). Notons qu’en absence des résultats théoriques et 
expérimentaux, nos résultats sont des prédictions et peuvent servir comme références. 
 
Tableau : III.8.  Les constantes piézoélectriques pour la structure zinc blende de l’alliage 












































Figure III.14: Variation de constantes piézoélectriques eij de l’alliage CdSexTe1-x en fonction de 




























en fonction de  x-1Texde l’alliage CdSeij piézoélectriques e constantesVariation de Figure III.15: 
la concentration x  en Se  dans la phase wurtzite. 
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Dans la figure (III.14), nous avons représenté la variation  de la constante piézoélectrique e41 en  
fonction de la concentration x de Se. Notons que La constante piézoélectrique e41augmente d’une 
façon monotone et non linéaire avec l'augmentation de x allant de 𝑥 = 0(CdTe) à 𝑥 = 1(CdSe). 
Ces variations de la constante piézoélectrique e41 en  fonction de la concentration sont interpolées 
par les polynômes suivantes: 
𝑒41 =  0.701 + 0.115𝑥 + 0.05𝑥
2…………………………………………………………(III.38) 
II.3.2.1.2. Dans la phase wurtzite 
 Les Semi-conducteurs tétraédriques de type II-VI sont des matériaux piézoélectriques qui 
ont attiré l’attention de plusieurs études [51]. Les trois constantes piézoélectriques indépendantes 
non nuls à savoir 31e  , 33e  et 15e  dans la phase wurtzite (hexagonale) caractérisent les tenseurs 
piézoélectriques complets des cristaux. Les constantes 𝑒𝑖𝑗 calculées sont énumérées dans le tableau 
(III.9) et comparées avec d’autres travaux, qui ne sont pas disponibles que pour le CdSe [52].  
Tableau : III.9. Les constantes piézoélectriques pour la structure wurtzite de l’alliage 
CdSexTe1-x  pour 0≤x≤1. 
Material 
Les piézoélectriques 
31e  33e  15e  
CdTe -0,0851 0,0071 -0,0271 
CdSe0.1Te0.9 -0,081
1 0,0261 -0,0301 
CdSe0.2Te0.8 -0,084
1 0,0391 -0,0321 
CdSe0.30Te0.70 -0,088
1 0,0541 -0,0341 
CdSe0.4Te0.6 -0,094
1 0,0691 -0,0371 
CdSe0.5Te0.5 -0,0100
1 0,0871 -0,0411 
CdSe0.6Te0.4 -0,108
1 0,1071 -0,0461 
CdSe0.7Te0.3 -0,120
1 0,1291 -0,0541 
CdSe0.8Te0.2 -0,133
1 0,1521 -0,0631 
CdSe0.9Te0.1 -0,143








1Nos calculs avec LDA 
2Expériences 
 3Autres calculs 
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Notons que pour le CdSe,  nos calculs de 31e  sont en excellent accord avec celle rapportée 
dans la référence [52]. En outre, l'accord entre notre résultat de 15e  et celle rapportée dans la 
référence. [52] est raisonnable. Cependant, pour nos calculs de 𝑒33on signale une différence avec 
celle rapporté dans la référence [52]. Compte tenu des incertitudes expérimentales bien connues 
dans la mesure des constantes piézoélectriques.  On peut conclure que nos résultats sont en accord 
raisonnable avec l'expérience [52]. 
La variation des constantes piézoélectriques en fonction de la composition de l'alliage 
ternaire 𝐶𝑑𝑆𝑒𝑥𝑇𝑒1−𝑥 dans la structure wurtzite est représentée sur la figure (III.15). Nous 
observons une diminution des  deux constantes piézoélectriques 31e  et 15e  quand x augmente en 
allant de 0 à 1. La situation est différente pour 𝑒33 qui augmente avec l'augmentation  x en Se.  
La variation de toutes les constantes piézoélectriques se comporte d’une façon monotone 
et non linéaire. Il est  intéressant de noter que, le  𝑒33 de CdSe  est plus grand que celui de CdTe. 
Ceci est étroitement lié à la différence de la polarisabilité électrique entre les atomes  Se et Te. 
Une autre tendance intéressante est la relation entre la nature chimique de l'anion et la constante 
piézo-électrique. L'ajustement de nos données par une procédure des moindres carrés donne les 
expressions analytiques suivantes : 
2
31 0.083 0.011x 0.089xe     .......................................................................................................(III.39) 
2
33 0.013 0.096x 0.106xe    ……………………………………..…………………………..(III.40) 
2
51 0.030 0.013x 0.071xe     ……………………………….......................................................(III.41) 
 
III.3.3. Propriétés mécaniques 
III.3.3.1. Calcul des  propriétés mécaniques de l’alliage ternaire CdSexTe1-x 
 La connaissance des constantes élastiques nous permet de calculer la compressibilité B, les 
modules d’Young E et le module de cisaillement G, ainsi que le coefficient de poisson , qui sont 
des paramètres important dans les applications technologiques et fournissent une description 
fondamentale du comportement mécanique d’un matériau. 
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Pour le cas de la structure cubique le module de cisaillement G, le module d’Young E, et le 













Pour la structure Hexagonale : 












M = C11 + C12 + 2C33 − 4C13………………………………...…………...(III.48) 






 Le comportement élastique du matériau dépend du module de compression B et du module 
de cisaillement G et ceci en utilisant les approximations de Voigt (V) et de Reuss (R) qui se 








(𝐵𝑅 + 𝐵𝑉)……………………………………………………………(III.52) 
  Le module de Young E et le coefficient de poisson , dépendent des valeurs de B et G 












Les constantes de lames ( et  ) 






















 Les résultats obtenus sont représentées dans le tableau (III.10) et (III.11) pour les deux 
phases zinc blende et wurtzite respectivement. 
 
Tableau .III.10. Le facteur de compressibilité  B0 , module de cisaillement G, le module de 
Young E , le coefficient de poisson , les constantes de lames (  et  ) et le rapport B/G pour 
la structure zinc blende de l’ alliage CdSexTe1-x  pour 0≤x≤1. 
 












35.1561 15.1461 2.991 
















































































































Tableau .III.11. Le facteur de compressibilité  B0, le module de cisaillement G, le module de 
Young E, le coefficient de poisson , les constantes de lames ( et  ) et le  rapport B/G pour 
la structure wurtzite de l’alliage CdSexTe1-x  pour 0≤x≤1. 
 
Matériaux B°(GPa) G(GPa) E(GPa)    (GPa) µ(GPa) B/G 
CdTe 46.362 15.897 42.800 0.3461 35.763 15.897 2.92 
CdSe0.1Te0.9 46.72
 15.737 42.444 0.3486 36.229 15.737 2.99 
CdSe0.2Te0.8 47.264
 15.595 42.149 0.3514 36.867 15.595 3.03 
CdSe0.3Te0.7 47.878
 15.465 41.885 0.3542 37.568 15.465 3.10 
CdSe0.4Te0.6 48.587
 15.360 41.687 0.3570 38.347 15.360 3.16 
CdSe0.5Te0.5 49.416
 15.285 41.565 0.3598 39.227 15.285 3.23 
CdSe0.6Te0.4 50.389
 15.255 41.569 0.3625 40.219 15.255 3.30 
CdSe0.7Te0.3 51.544
 15.284 41.728 0.3651 41.354 15.284 3.37 
CdSe0.8Te0.2 52.910
 15.374 42.049 0.3675 42.661 15.374 3.44 
CdSe0.9Te0.1 54.529
 15.527 42.542 0.3700 44.178 15.527 3.51 
CdSe 56.449 15.776 43.294 0.3722 45.932 15.776 3.58 
      
 
Dans la phase zinc blende  
 Les valeurs calculées du module de cisaillement G, module de Young E et le coefficient 
du poisson  pour le CdTe sont en bon accord avec les valeurs théorique rapportées par Shengtao 
et al [17] dans un intervalle d’incertitude relative inférieure à 1% (voir le tableau III.10). D’autre 
part pour CdSe, ne sont pas en bon accord avec la Réf [17] avec une erreur relative inférieure à 
16%. 
Dans la  phase wurtzite : Il n’existe pas des valeurs expérimentales et théoriques publiées. 
 L’évolution de E et   dans les deux phases se trouvent sur la figure (III.16) et (III.17). 
Le module d’Young diminue progressivement avec la fraction atomique en CdTe (x=0) de (40.877 
GPa) pour atteindre un minimum de (39.723 GPa) pour (x= 0.4) puis augmente jusqu'a (42.908 
GPa) pour CdSe (x=1), le même comportement est constaté pour la phase wurtzite mais  
 














Figure III.16: Variation de module de Young E de l’alliage CdSexTe1-x en fonction de la 












Figure III.17: Variation de coefficient de poisson υ de l’alliage CdSexTe1-x en fonction de la 
concentration x en Se dans les deux phases zinc blende et wurtzite. 
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Le minimum correspond à x= 0.5 (41.565 GPa). Au même temps, le coefficient de poisson    
augmente d’une façon monotone de 0.3494 (CdTe) à 0.3723 (CdSe) dans la phase zinc blende et 
de 0.3461 (CdTe) dans à 0.3722 (CdSe) pour la phase wurtzite. 
 D’après les tableaux (III.10) et (III.11) dans les deux phases zinc blende et wurtzite on 
remarque: Le module de compressibilité B0 est plus élevé en valeur comparé au module de 
cisaillement G, par conséquent les matériaux étudiés sont plus résistifs au changement de volume 
(compression) qu’au changement de forme (cisaillement). 
 Le coefficient de Poisson ν est la tension transversale à l’extension ou à la tension axiale, 
quand l’échantillon est tendu. Sa valeur est comprise entre -1 et 0.5, le matériau est dit covalent à  
caractère  ionique. Les valeurs calculées du coefficient de Poisson de l’alliage étudié dans les deux 
phases zinc blende et wurtzite nettement supérieur à la valeur critique 0.25, et par conséquent elles 
ont une grande expansion latérale et elles  ne sont pas affectées par les forces non centrales. 
Il parait que le coefficient  montre une sensibilité assez élevée que le coefficient µ. Bien 
évidemment, en corrélation avec les comportements mécaniques de ces alliages. Afin de classifier 
les composés et leur l’alliage comme des matériaux fragiles ou ductiles, on a calculé le rapport 
B/G, avec la valeur critique qui sépare les comportements ductile /fragile égale à 1.75 
(fragile<1.75<ductile). Donc, on remarque que la valeur B/G est supérieure à 1.75 dans les deux 
phases zinc blende et wurtzite, alors l’alliage CdSexTe1-x est ductile pour toutes les concentrations 
de x allant 0 (CdTe) et 1(CdSe). 
 
Température de Debye  
Nous avons estimé la température de Debye ӨD de l’alliage CdSexTe1-x dans les deux 
phases zinc blende et wurtzite à partir de la vitesse moyenne du son Vm, calculée à partir  des 











Ou h est la constante de Planck, KB est la constante de Boltzman, V est le volume de maille 
élémentaire et n est le nombre d’atomes par unité de volume. La vitesse moyenne est donnée  par 
l’équation (III.57) [56] : 
 
 


















 Dans laquelle Vp et Vs sont respectivement les vitesses d’ondes longitudinales et 
transversales. Ces deux paramètres peuvent être estimés à partir des modules de compressibilité 
















Ou 𝜌 est la  densité volumique du matériau à partir des constantes du réseau. 
 Nos résultats de la température Debye sont représentés dans les tableaux (III.12), (III.13) 
pour les deux phases zinc blende et wurtzite respectivement, notons qu’en absence des résultats 
théoriques et expérimentaux, nos résultats restent une référence pour de futures études. Dans la 
figure (III.18), la température de Debye pour l’alliage ternaire CdSexTe1-x (0≤x≤1) pour les deux 
phases zinc blende et wurtzite est tracée en fonction de la concentration de Se allant de x=0 (CdTe) 
à x=1(CdSe), elle augmente d’une façon monotone et non linéaire donnant ainsi plus de diverses 



















Tableau .III.12. Vitesse des ondes élastiques Vs ,Vp , Vm et la température de Debye θD calculés 
à partir des modules élastiques pour la structure zinc blende de l’alliage CdSexTe1-x pour 0≤x≤1.   




Matériaux 𝑉𝑠(m/s) Vp(m/s) Vm(m/s) ΘD(K) 
CdTe 1586.286 3297.480 1783.351 165.351 
CdSe0.1Te0.9 1584.764
 3313.157 1782.171 165.602 
CdSe0.2Te0.8 1584.800
 3334.035 1782.786 166.204 
CdSe0.3Te0.7 1587.615
 3360.171 1786.497 167.205 
CdSe0.4Te0.6 1591.643
 3390.538 1791.603 168.477 
CdSe0.5Te0.5 1597.408
 3424.588 1798.652 170.053 
CdSe0.6Te0.4 1604.531
 3462.839 1807.248 171.930 
CdSe0.7Te0.3 1614.199
 3506.922 1818.705 174.189 
CdSe0.8Te0.2 1625.684
 3556.179 1832.223 176.792 
CdSe0.9Te0.1 1639.835
 3611.248 1848.731 179.871 















































































Figure III.18: Variation de la température de Debye θD de l’alliage CdSexTe1-x en fonction de la 
concentration x en Se dans les deux phases zinc blende et wurtzite. 
 
Les vitesses de son calculées à partir de ces relations pour l’alliage CdSexTe1-x (0≤x≤1)  
sont rapportées dans les tableaux (III.12) et (III.13) pour les deux phases zinc blende et wurtzite 
respectivement. Les figures (III.19) et (III.20) représentent la dépendance des vitesses de son 
Vs,Vp et Vm de l’alliage CdSexTe1-x dans les deux phase zinc blende et wurtzite respectivement, Il 
est à noter que toutes ces vitesses augmentent d’une façon monotone avec la composition de 
l’alliage x en Se allant de x =0 (CdTe) à x = 1 (CdSe). Étant donné que les vitesses de son sont 
directement dérivées des constantes élastiques, on pourrait s’attendre à un comportement 
qualitativement similaire, tandis que, ce comportement est légèrement différent en raison de la 
densité volumique impliquée dans la vitesse de son qui change en fonction de la composition de 
l’alliage x.                 
En raison de manque à la fois des données expérimentales et théorique dans la littérature, 
nos  résultats  concernant les vitesses de sons  Vs,Vp et Vm de l’alliage CdSexTe1-x dans les deux 
phase zinc blende et wurtzite servent comme une référence. 
 
Tableau .III.13. Vitesse des ondes élastiques Vs, Vp ,Vm et la température de Debye θD calculés à 
partir des modules élastiques pour la structure wurtzite de l’alliage CdSexTe1-x  pour 0≤x≤1. 




Matériaux Vs(m/s) Vp(m/s) Vm(m/s) ΘD(K) 
CdTe 1598.054 3294.337 1795.781 168.418 
CdSe0.1Te0.9 1598.874
 3316.340 1797.294 169.083 
CdSe0.2Te0.8 1600.217
 3342.904 1799.478 169.863 
CdSe0.3Te0.7 1601.651
 3370.821 1801.778 170.715 
CdSe0.4Te0.6 1603.798
 3400.854 1804.877 171.714 
CdSe0.5Te0.5 1606.774
 3433.465 1808.912 172.887 
CdSe0.6Te0.4 1611.228
 3469.372 1814.595 174.314 
CdSe0.7Te0.3 1617.891
 3509.631 1822.736 176.092 
CdSe0.8Te0.2 1626.658
 3554.492 1833.231 178.228 
CdSe0.9Te0.1 1637.498
 3604.472 1846.059 180.741 
CdSe 1651.968 3661.094 1862.933 183.823 
 
























































Figure III.19: Variation de la vitesse des ondes élastiques Vs, Vp et Vm de l’alliage CdSexTe1-x en 













Figure III.20: Variation de la vitesse des ondes élastiques Vs, Vp et Vm  de l’alliage CdSexTe1-x 
en fonction de la concentration x en Se  dans la phase wurtzite. 
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III.4. Propriétés dynamiques de l’alliage CdSexTe1-x 
 Dans cette partie du travail de thèse, On s’intéresse à la prédiction de la dynamique du 
réseau de l’alliage CdSexTe1-x en fonction de la composition (x) en Se dans la structure zinc blende. 
On a étudié la variation de la constante diélectrique à haute fréquence (Ԑ∞), et la charge effective 
de Born (Z*) et les fréquences des modes optiques transversaux (TO) et longitudinaux (LO) au 
point г. 
Les calculs ab-initio ont été effectués à l’aide de la théorie de la perturbation de la 
fonctionnelle de densité (DFPT) implémentée dans le code Abinit, et on a utilisé l'approximation 
de la densité locale LDA avec la forme de Ceperley et Alder, pour l'énergie d'échange et de 
corrélation du gaz homogène comme ajustée par Perdew et Wang [57] et les pseudopotentiels 
générés par la méthode de Troullier-Martins [58]. Après des tests de convergence, on a obtenue 
l'énergie cinétique de coupure de 140 Ry, et d'une grille de points spéciaux de 6x6x6. Toutes les 
intégrations de l’espace réciproque ont été réalisées en utilisant la méthode de Monkhorst Pack 
[59]. 
III.4.1. Propriétés diélectriques de l’alliage CdSexTe1-x 
 La variation de la charge effective de Born Z* et la constante diélectrique Ԑ∞ de 
l’alliage  CdSexTe1-x dans la phase zinc blende en fonction de la concentration x en Se sont tracée 
dans les figures (III.21) et (III.22) respectivement, on note que lorsque la concentration x de  Se 
augmente de 0 à 1 (en allant de CdTe  à CdSe ), la charge effective de Born Z* augmente 
légèrement jusqu’à x=0.8, puis elle diminue. La même remarque peut être tirée pour le 
comportement de Ԑ∞ avec une augmentation jusqu’à  x= 0.4, puis elle diminue. L’utilisation d’une 
interpolation quadratique en fonction de x, peut être représentée par les expressions analytiques 
suivantes : 
Z*(x) = 2.191 + 0.261 x - 0.161 x²……………………………………………….....(III.61) 
Ԑ∞(x) = 9.86 + 3.344 x -4.526 x²……………………………………………………(III.62) 
Pour les deux composés binaires CdTe et CdSe, les valeurs de Z* obtenues dans la structure 
zinc blende sont reportées dans le tableau (III.14) et comparées aux valeurs expérimentales de la 
référence [44]. Pour le CdTe, il n’existe pas des valeurs expérimentales disponibles. D’autre part 
pour le CdSe, les valeurs obtenues pour la charge effective de Born sont en bon accord avec 
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l’expérience [44] et la valeur théorique [62] avec une incertitude relative inférieure à 2% (voir 
tableau III.14). 
Tableau.III.14: La constante diélectrique, la charge effective de Born  et les fréquences du 















    7.212[60] 

















1 2.2161 147.271 166.911 
CdSe0.2Te0.8 10.382
1 2.2371 148.871 168.831 
CdSe0.3Te0.7 10.488
1 2.2551 150.661 171.151 
CdSe0.4Te0.6 10.492
1 2.2701 152.751 173.941 
CdSe0.5Te0.5 10.401
1 2.2811 155.061 177.171 
CdSe0.6Te0.4 10.219
1 2.2901 157.721 180.941 
CdSe0.7Te0.3 9.950
1 2.2951 160.711 185.301 
CdSe0.8Te0.2 9.603
1 2.2961 164.101 190.331 
CdSe0.9Te0.1 9.190
1 2.2951 167.931 196.121 
CdSe 
         8.7271 
5.82[61] 




    2.302[44] 












          1Nos calculs avec LDA 
          2Expériences 






















Figure III.21: Variation de la constante diélectrique Ԑ∞ de l’alliage CdSexTe1-x dans la phase 
zinc blende 
Figure III.22 : Variation de la charge effective de Born Z*de l’alliage CdSexTe1-x dans la phase 
zinc blende. 




















































Chapitre III                                                                                           Résultats et discussions                    
  
98 
Les valeurs calculées de la constante diélectrique  Ԑ∞ pour les composés binaires CdTe et 
CdSe ne sont pas en bon accord avec l’expérience [60,61]  respectivement (voir tableau III.14), 
cela est dû au fait que Ԑ∞ est inversement proportionnelle à l’énergie de la bande interdite Eg et 
c’est bien connu que l’approximation LDA sous-estime le gap d’énergie Eg.  
III.4.2.  propriétés vibrationnelles de l’alliage ternaire CdSexTe1-x 
III.4.2.1. Fréquences de vibration et les courbes de dispersion 
 La dispersion des phonons est une caractéristique intéressante du cristal. Elle détermine les 
propriétés thermiques et optiques [66,67]. Les courbes de dispersion des phonons le long des 
directions de symétrie de la première zone de Brillouin pour la structure zinc blende calculées pour 
le CdSe,CdSe0.5Te0.5 et le CdTe à la température zéro sont affichés dans la figure (III.23). Les 
densités d’états (DOS) des phonons correspondantes sont également présentées dans cette figure. 
On remarque que les formes des spectres de dispersion des phonons de CdSe, CdSe0.5Te0.5 et CdTe 
sont qualitativement similaires les unes aux autres, puisque toutes les cellules primitives des 
matériaux d'intérêt contiennent deux atomes, les nombres de modes de vibration correspondants 
sont six, dont trois sont des modes acoustiques et les trois autres sont des modes optiques, dont 
deux correspondent à des vibrations transversales (TO) et une vibration longitudinale (LO) pour 
chaque type de mode. 
Le long de la direction de symétrie  Г – X,  la branche transversale optique TO est presque 
plate. Cela pourrait être dû à la différence de masse entre le cation (Cd) et l'anion (Se où Te). Les 
modes de phonons acoustiques sont séparés des modes optiques dans le cas de CdSe et le 
CdSe0.5Te0.5. Néanmoins, les régions optiques et acoustiques se croisent pour le CdTe, ceci est 
conforme aux calculs théoriques de Guo et al. [17] et avec ceux qui ont utilisés une version scalaire 
relativiste de la méthode des pseudopotentiels avec des ondes planes [64].À l'aide d’un calcul de 
premier principe  ab initio basé sur la théorie de la fonctionnelle de la densité combinée avec la 
méthode de pseudopotentiels et  l’approximation de la densité locale LDA, un écart entre les 
branches peut être clairement vu dans la DOS. La présence de cet intervalle est considérée comme 
due à la configuration tétraédrique bornée dans la phase zinc blende. Le pic aigu dans la DOS 
résulte de la planéité de la branche transversale optique (TO). La planéité des branches 
transversales acoustiques (TA) sur une grande partie de la zone de Brillouin est due à l'absence 
des pics prononcés dans la région correspondante de la densité d’états (DOS). Dans la région de 
haute fréquence, qui appartient à des modes de phonons optiques, la principale contribution aux 
DOS des phonons  vient des atomes de Cd, alors que dans la région basse fréquence qui appartient 
à des modes de phonons acoustiques est dominé par le mouvement des atomes Se ou Te.   
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En procédant à travers la séquence CdSe → CdSe0.5Te0.5 →CdTe, nous observons que dans 
la direction de la symétrie Г-X, la branche TO diminue progressivement. Le long de la direction 
de symétrie Г -L, la branche longitudinale optique (LO) diminue à  la région de basse fréquence, 
le DOS des Phonons diminue en allant de CdSe à CdTe, suggérant une diminution  de la 
contribution de vibration pour les propriétés thermodynamiques. Malgré que la forme similaire de 
branches puisse être vue pour les matériaux d'intérêt, plusieurs distinctions dans les courbes de 
dispersion des phonons de ces matériaux peuvent être notées. Ceci est dû à la différence des 
intensités des forces élastiques et le degré de l'iconicité des matériaux en question.
 
L'étude des propriétés optiques et de transport dans les solides exige une connaissance 
précise des phonons TO et LO [68]. Les résultats des calculs des fréquences optiques de vibration 
(les fréquences des modes optiques transversaux TO   et longitudinaux LO ) au centre de la zone 
de Brillouin (point Г) de l’alliage ternaire CdSexTe1-x  dans la phase zinc blende pour différentes 
concentration x de Se allant de 0 à 1,sont regroupés dans le tableau (III.14) comparés avec d’autres 
résultats expérimentaux et théoriques disponibles dans la littérature . Notons qu’au centre de la 
zone de Brillouin, les fréquences des modes acoustiques sont nulles. On signale aussi que toutes 
les fréquences des phonons sont positives et aucune fréquence de phonon imaginaire n’est 
observée tout au long de la zone de Brillouin. On peut donc conclure  que, l’alliage CdSexTe1-x 
(0≤x≤1)  dans la structure zinc blende est dynamiquement stable. Pour les fréquences de mode 
optique transversale TO  et longitudinale LO pour le CdTe sont en concordance avec les données 
expérimentales rapportées dans la référence [63]. L'écart par rapport à l'expérience est inférieur à 
5%. Concernant TO  nos calculs semblent être plus proche de l'expérience que ceux rapportés 
dans les références [17,64,65]. Toutefois, en ce qui concerne LO  notre valeur calculée est plus 
proche de celle calculée par Deligöz et al. [64] d’un écart inférieur à 3%, que ceux rapportés dans 
les références [17, 65]. Pour le CdSe, nos résultats pour les fréquences de mode optiques 
transversale TO et longitudinale LO sont toutes deux plus petites que ceux rapportés dans les 
références [17,64,65]. 
Pour l’alliage CdSexTe1-x (0 <x <1), il n’y pas de données disponibles dans la littérature. 


















































Figure.III.23: Courbes de dispersion de phonon dans les directions de haute symétrie de la 
première zone de Brillouin, pour la structure zinc blende (a) pour CdTe, (b) pour CdSe0.5Te0.5,(c) 
pour CdSe. 
Dans la figure (III.24), les fréquences des modes optiques transversaux (TO) et 
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note que les fréquences des modes optiques (TO) et (LO) augmentent d’une façon monotone avec 
l’augmentation de la concentration x de Se. La séparation de TO - LO au point de haute symétrie 
Г est une conséquence de la liaison ionique partielle du système sous charge et caractérise les 
forces électrostatiques à longue portée sur les atomes du réseau vibrant. En utilisant une 
























Figure III.24: Variation des fréquences des modes optiques (TO) et (LO) 
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Dans ce travail, nous avons étudié les propriétés structurales, électroniques, élastiques et 
vibrationnelle de l’alliage CdSexTe1-x et à l’aide de la méthode des pseudo-potentiels et ondes 
planes dans le cadre de la théorie de la fonctionnelle de la densité(DFT) et la méthode de la théorie 
des perturbations de la densité fonctionnelle (DFPT), cette méthode est utilisée pour déterminer 
les constantes élastiques du cristal  et le calcul des propriétés dynamiques et vibrationnelles des 
réseaux. Un sommaire de nos résultats est présenté comme suit :  
1. Propriétés structurales  
Nos résultats concernant les propriétés structurales de l’état d’équilibre des composés 
binaires le CdTe(x=0) et le CdSe(x=1) sont en bon accord avec ceux calculés par d’autres 
méthodes ab initio et les données expérimentales dans les deux phase zinc blene et wurtzite . Nos 
paramètres de maille calculés à des différentes compositions pour l’alliage étudiés dans les deux 
phases zinc blende et wurtzite, montrent des faibles déviations par rapport à la loi de mélange de 
vegard de dépendance linéaire de la concentration ont été observées dans les deux phases. On peut 
expliquer ce comportement par le fait que les paramètres cristallins des composés binaires 
constituant les alliages sont très voisins.    
Concernant les modules de compressibilité, on note que B0 augmente d’une façon 
monotone et non linéaire avec la concentration  de Se en allant de x=0(CdTe) à x=1(CdSe). Donc 
la compressibilité de l’alliage CdSexTe1-x augmente  avec l'augmentation x de Se  
  2. Propriétés électroniques  
L’étude de la structure de bandes pour les composés binaires CdTe et CdSe  et leur l’alliage 
CdSe0.5Te0.5  adoptent un gap direct où le maximum de la bande de valence et le minimum de la 
bande de conduction se situent au point г. Les gaps énergétiques calculés pour l’alliage CdSexTe1-
x à différentes concentrations x en Se par l’approximation du Cristal Virtuel VCA, sont sous-
estimées par rapport aux données expérimentales dans les deux phases zinc blende et wurtzite 
respectivement. Ce comportement est bien connu dans les méthodes basées sur le formalisme de 
la DFT. La DFT étant une théorie exacte de l’état fondamentale, ne peut pas en principe prévoir 
une grandeur telle le gap qui fait intervenir des états excités. La variation du gap énergétique en 
fonction de la concentration a montré une variation non linéaire. Notons aussi que le gap 𝐸г
г est 
toujours le plus petit pour toutes les concentrations variant de 0 à1, donc l’alliage CdSexTe1-x reste 
à gap direct pour 0 ≤ x ≤ 1. 
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3. Propriétés élastiques et piézoélectriques  
Par ailleurs, nous avons calculé les constants élastiques de l’alliage CdSexTe1-x dans les 
deux phases zinc blende et wurtzite, Nos résultats sont en très bon accord avec ceux obtenus par 
d’autres méthodes théorique et les résultats expérimentaux existants. La constante piézoélectrique 
eij obtenue pour l’alliage CdSexTe1-x sont parfaitement originales. Notons qu’en absence des 
résultats théoriques et expérimentaux, nos résultats peuvent être servir comme référence. Les 
valeurs des rapports de B/G identifiant le comportement mécanique pour les alliages  CdSexTe1-x 
dans les deux phases zinc Blende et wurtzite, qui est ductile pour toutes les concentrations de x 
allant 0(CdTe) et 1(CdSe). 
4. Propriétés dynamiques 
 Dans le cadre de la théorie (DFPT), nous a permis d’étudier les propriétés diélectriques et 
vibrationnelles de l’alliage ternaire CdSexTe1-x en fonction de la concentration x de se en allant de 
x=0(CdTe) à x=1(CdSe) dans la phase zinc blende. Nos résultats de calculs de la charge effective 
de Born sont en bon accord avec les résultats expérimentaux  et théoriques et la constante 
diélectrique Ԑ∞ pour les binaires CdTe et CdSe ne sont pas en bon accord avec l’expérience, cela 
est dû au fait que Ԑ∞ est inversement proportionnelle à l’énergie de la bande interdite Eg et c’est 
bien connu que l’approximation LDA sous-estime le gap d’énergie Eg. Nous avons ainsi déterminé 
les fréquences des modes de vibrations afin de tracer les courbes de dispersion des phonons et les 
densités d’états (DOS) pour (x=0,0.5,1) dans différentes directions de plus fortes symétries de la 
zone de Brillouin. 
La plupart des travaux menés dans cette thèse sont nouveaux et servent comme des 
prédictions. En outre, de nombreux progrès restent à faire dans l’étude d’autres propriétés dont les 




  Les composés semi-conducteurs II-VI à large bande interdite sont des matériaux très utiles 
pour les dispositifs optoélectroniques de haute performance tels que les diodes organiques 
électroluminescentes et les diodes laser opérant dans la région spectrale bleue ou ultraviolette. En 
outre, l'ionicité élevée de ces composés les rendent de bons candidats pour le couplage électro-
optiques et électromécanique élevé.  
L’objectif de cette thèse est d’étudier les propriétés structurales, électroniques, élastiques, 
piézoélectriques et dynamiques de l’alliage CdSexTe1-x dans les deux phases zinc blende et wurtzite 
par les méthodes du premier principe. 
          Nos calculs sont basés sur la méthode des pseudo-potentiels et ondes planes, basée sur la théorie 
fonctionnelle de la densité (DFT) dans l'approximation de la densité locale (LDA) sous le 
rapprochement de cristal virtuel (VCA) et la théorie des perturbations de la fonctionnelle de la densité 
(DFPT). 
   Nos résultats sont, d’une part, en bon accord avec les résultats expérimentaux et Théoriques 
disponibles, et d’autre part constituent une fiable prédiction. 
Mots clés : propriétés structurales, propriétés électroniques, propriétés élastiques, propriétés 
dynamiques, semi-conducteurs II-VI, alliages ternaires, CdSexTe1-x. 
 
Abstract: 
   Wide band gap II-VI compound semiconductors are expected to be one of the most vital 
materials for high performance optoelectronic devices such as light-emitting diodes and laser diodes 
operating in the blue or ultraviolet spectral region. Besides, the high ionicity of these compounds 
makes them good candidates for high electro-optical and electromechanical coupling. 
    The objective of this thesis is to study the structural, electronic, elastic, piezoelectric and 
dynamic of the CdSexTe1-x alloy properties in both zinc blend and wurtzite phases with ab-initio 
methods.     
Our calculations are based on the method of the pseudo-potentials and plane waves, Our study 
is based on functional theory (DFT) in the local density approximation (LDA) under the virtual 
Crystal approximation (VCA) and the density functional perturbation theory (DFPT). 
On the one hand, our results are in agreement with the available experimental results and 
theoretical, and on the other hand are a reliable prediction.  
Key words: structural properties, electronic properties, elastic properties, dynamic properties, II - VI 




 لأجهزةفي اكثرة تستعمل بو التي تملك عصابات طاقة ممنوعة عريضة   IV – II( )من الفصيلة ان انصاف النواقل
فوق اللأزرق ا الطيفيالمجال يزر التي تعمل في للا صماماتو الالكتروضوئية العالية الجودة مثل الصمامات العضوية الكهروضوئية
 .الالكتروميكانيكي العاللتزاوج الالكتروضوئي وجعلها الاكثر ترشحا لتالية لهذه المركبات الع وبالأحرى، الايونية ،البنفسجي
 خليطلوالديناميكية ل البيزو كهربائية ،ةينوالمر ، الإلكترونية،البنيويةهو دراسة الخصائص  طروحةالا ذهه منالهدف     
 .فور تزيتالكل من الطورين الزنك بلاند و  يف eSdCx1eT-x 
 لوظيفيةا نية أساسا على أساس نظرية الكثافةبوالموجات المسطحة، دراسة مالكمون الكاذب ند حساباتنا على طريقة وتست
  )TPFD( . المثار الكثافة تابع نظرية وACV   ةالوهمي ةتحت تقريب البلور )ADL( كثافة المحليةالتقريب باستعمال   )TFD(
هناك نتائج لأول  أخرى جهة ومن وجودةالنظرية المو التجريبية اربة مع النتائجمتق جهة من هي إليها توصلنا التي نتائجنا
 كمرجع.مرة يمكن استعمالها 
 II- نواقلال ديناميكية، أنصافالخصائص ال ،ةينوالخصائص المر الخصائص الإلكترونية، ،بنيويةالخصائص ال :المفتاحيةالكلمات 
 .eSdCxeT1-x ،الثلاثيةالخائط و ،IV
 
 
 
  
  
 
  
 
 
  
  
 
 
  
 
 
  
 
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
  
 
 
