This work introduces a metamodel-based global optimization method for crashworthiness with the ability to synthesize continuum structures with an optimal distribution of material phases or gauges. The proposed optimization method makes use of fully nonlinear, dynamic crash simulations and consists of three main elements: (1) the generation of a conceptual design from the structures crash response, (2) the optimal clustering of the conceptual design to define the location of the material phases or gauges, (3) the metamodel-based global optimization, which aims to find the optimal settings for each cluster. The conceptual design can be generated from extracting finite element analysis information or by using structural optimization. The conceptual design is then clustered using clustering analysis to reduce the dimension of the design space. The global optimization problem aims to find the optimal material distribution on the reduced design space using metamodels. The metamodels are built using sampling and cross-validation, and sequentially updated using an expected improvement function until convergence. The proposed methodology is demonstrated using examples from multi-objective crashworthiness design examples. 2. Keywords: crashworthiness, metamodel, structural optimization, clustering
Introduction
Vehicle crashworthiness relies heavily on the energy absorbing capabilities of plastically deformable progressive crushing zones located at the front and rear end of the vehicle's body. In commercial vehicles, progressive crushing zones are comprised of thin-walled structures arranged in the form of hollow tubes, which are ultimately responsible for managing impact energy in the event of a collision. Thin-walled components are highly formable, structurally sound, and capable of sustaining axial collapse mode. This collapse mode, also known as progressive folding, is achievable by tubes of uniform thickness under axial load [1] . Geometric and material discontinuities as well as strain-rate effects and oblique impact promote a less desirable bending collapse mode. This low-energy collapse mode, also known to as Euler-type buckling, reduces the component crashworthiness and increases the risk of damage and intrusion in other zones of the vehicle [2] . In order to mitigate this undesirable Euler-type buckling, vehicle structural designers have incorporated design features, such as crush initiators in the form of cutouts, dents, and stiffeners [3, 4, 5] , or integration of design optimization method [6, 7] and the use of topology optimization [8, 9, 10] .
In this study, we introduced an systematic approach that is not only able to generate initial progressive folding conceptual design, but also capable of further optimize the structure using multi-objective structural optimization. The conceptual design is a continuous design variable distribution that can be generated from a finite element analysis field or from structural optimization. Clustering allows the dimension reduction of the structure from thousands of design variables to less than 20. With the reduced number of design variables, metamodel-based global optimization can be performed efficiently and effectively.
Conceptual Design
The first step in the proposed strategy is to generate a conceptual design (field variable). The conceptual design can be generated in two ways: (1) from the solution of a related structural optimization problem, and (2) from the distribution of a finite element field, e.g., strain field, stress field. Let us consider the case of generating a conceptual design from a related structural optimization. In this case, a material property is characterized by a parameter x ∈ R, where 0 x 1. Then, the conceptual design problem is to find the distribution of all possible parameterized materials x ∈ R n in a discretized structure with n discrete elements that minimize the objective function f (x) : R n → R subjected to a set of (equality and inequality) constraints. Thus, the constrained optimization problem is 
satisfying finite element equilibrium equations. Several algorithms found in literature are appropriate to solve the structural optimization [11] . The result is an optimal distribution with up to n materials within the structure. For a moderate finite element model, n is in the order of 10 3 to 10 6 . This value is too high to utilize metamodel-based optimization. The number of inputs to a metamodel is typically within twenty. To reduce the dimensionally of the design space from R n to R K , we propose the use of clustering method, which is presented in the following section.
Clustering
Many clustering analysis and dimensionally reduction methods are available in the field of machine learning, including K-means clustering, Expectation Maximization clustering, and Principle Component Analysis. However, despites the widely used of the methods mentioned above for the clustering analysis, it is difficult to impose constraints during the clustering analysis. In this investigate, we propose the use of 1D optimization method to perform clustering analysis. Each cluster has three design parameters, i.e., lower bound, upper bound and cluster center. The lower bound and upper bound define an envelop where all the field variables within the envelop are considered to be one cluster. The cluster center is simply assigned as the mean value of the field variables in the cluster. Such values will be optimized during the metamodel-based optimization. Assuming the envelop defining each cluster does not overlap, the 1D optimization problem to find K clusters can be posted as:
where the objective function f and constraints h, g could be same as the conceptual design. In such cases, more finite element analyses are required to generate the clustered design. In our example, we choose the objective function such that the average value of the field variable in the clustered design is the same as the conceptual design without any further finite element analysis. Once the optimal parameters θ are found, the lower bound and upper bound for each cluster can be assigned as
The cluster for each element can be then assigned based on the envelop defined by each cluster. Let S k be the set of elements for the k-th cluster. The value of x e ∈ S k is then replaced by the cluster center µ k . The resulting K-dimensional clustered design is suitable for building metamodels and performing optimization.
Generation of initial metamodel
Dynamic models involving geometric, material, and contact nonlinearities are commonly found in crash simulations [10] . For such models, the computational cost of a function evaluation is considerably high and it is impractical to use traditional gradient-based optimization methods due to the lack of reliable sensitivity coefficients. As an alternative, metamodels can be derived by sampling the dynamic, nonlinear finite element model. The resulting metamodels are numerically inexpensive and allow to find near-optimal solutions through the use of global multi-objective algorithms [12] . The key aspect to using metamodels for global optimization lies in balancing between exploration (size) and exploitation (accuracy). It is desirable to generate an accurate metamodel that explores a large portion of the design space with a few sampling points. The Efficient Global Optimization algorithm is used to strick the balance between between exploration and exploitation. However, metamodels need to be built and validated prior to the EGO algorithm. Some key concepts including sampling and cross validation are briefly discussed in this section and the metamodel-based global optimization algorithm is given in Sec 7.
Sampling
Computer design of experiments is the selection procedure for finding the points in the design space that must be simulated. Many strategies can be used to sample the design points including factorial designs, D-optimal designs, 2 and Latin hypercube sampling (LHS) [13] . LHS is used in this work to generate the initial metamodel. This provides designs that are independent of the mathematical model of the approximation and allow the estimation of the main effects of all factors in the design in an unbiased manner. Another advantage of LHS is the number of points to be evaluated can be directly defined. For K clusters (design variables) and P design points, the LHS provides a P × K matrix S that randomly samples the entire design space broken down into P equal-probability regions.
Cross-validation
With the initial samples, Kriging metamodel is built for each objectives. Despite the number and optimal distribution of the sampled designs, the resulting metamodel may not be sufficiently accurate to provide meaningful predictions. To estimate the accuracy of the metamodel and avoid any unnecessary expensive finite element analysis, this work uses the leave-one-out cross-validation. In this cross-validation approach, one design is left out from the P sampled designs; then, the metamodel is re-generated using the remaining P − 1 designs (Fig. 1) . If S (p) is the pth sampled design that has been left out, f (S (p) ) the function value, andf −p (S (p) ) be the cross-validated prediction of f (S (p) ), then one can plotf −p (S (p) ) against f (S (p) ). If the metamodel fits perfectly, these points should lie on the 45 • line [14] . If this diagnostic plot looks satisfactory, e.g., high coefficient of determination R 2 , then the metamodel is also considered satisfactory; otherwise, the metamodel is refit with a log or inverse transformation to the dependent variable. If one of these transformations gives satisfactory diagnostic plot, then this transformation function is used in the rest of the analysis. 
Metamodel-based Global Optimization
Once the initial metamodels are built, the global optimization problem can be solved. The global optimization problem is to find the material parameters that minimize the objective function vector f(µ) : R K → R n f , where n f is the number of objective functions. The input to the metamodelsf is the vector cluster center µ for each cluster. The output is the predicted values of the finite element models f. The optimal design can be found using the Efficient Global Optimization (EGO) algorithm [14, 15] . During the search for the global optimum, the EGO algorithm iteratively improves the metamodels by sampling at the point where the expected improvement function is maximized. The expected improvement for a two objectives optimization problem is defined as [15] :
where m is number of points on the Pareto front. P[I(S * (p) )] is the probability of improving both functions f 1 and f 2 at the Pareto design S * (p) . The probability of improvement is defined as:
where
is a Pareto point.
In Eq. (3), d i for i = 1, . . . , m is the distance between the vectors (F 1 ,F 2 ) and f * (i)
, where (F 1 ,F 2 ) is the centroid of the probability integral used to calculate E[I(S * (p) )]:
) is defined similarly. Details on the derivation of the multi-objective expected improvement formula can be found in [15] .
Numerical Examples

Ball plate impact
This example considers the thickness (topometry) optimization of a base plate impacted by a rigid ball undergoing large displacement (Fig. 2) . The goal is to minimize both the impact penetration and the mass of the plate. The dimension of the plate is 300 mm × 300 mm. The initial thickness of the plate is 5 mm. The plate is constrained along its four edges. The plate's finite element model is discretized into 30 × 30 identical finite elements. The rigid ball impacts the plate in a perpendicular direction at a speed of 10 m/s. The base material properties are listed in Table 1 . Step 1: Conceptual design The conceptual design is generated using the von Mises strain at the maximum penetration. The simulation is performed using explicit nonlinear finite element analysis in the commercial code LS-DYNA (LSTC, California). The conceptual design is shown in Fig. 3 . The contour indicates the value of the von Mises strain for each element-the higher the darker. The conceptual design is shown in 'o' in Step 2: Clustered design Using the normalized von Mises strain as the field variable, the 1-D optimization problem with four clusters is solved. The solution to the optimization problem is a 3 × 1 vector θ = [0.32, 0.59, 0.68] T . Hence, the lower bound lb, upper bound ub and mass fraction m f for each cluster can be derived correspondingly as summarized in Table 2 . The clustered design is shown in Fig. 4 and ' ' in Step 3: Metamodel-based global optimization The objectives are to minimize the maximum penetration during an impact and minimize plate mass. This problem can be stated as follows:
minimize f 1 (x(µ)) : maximum penetration minimize f 2 (x(µ)) : mass fraction subject to 1 µ k 10, k = 1, 2, 3, 4.
Kriging metamodels are built for both objective functions. Since both two objectives value can be achieve from one single function evaluation, the initial two metamodels are built with the same 40 LHS samples. EGO algorithm with multi-objective expected improvement is used for global search. The algorithm is stopped at 100 iterations, and the Pareto front is derived during the EGO process (Fig. 5) . As expected, both the initial design and clustered design are dominated by several designs in the Pareto front (Fig. 5) . The computational cost of this example is summarized in Table 3 .
Notably, the conceptual design, which contains a large number of design variables, has roughly the same mass than the one of the clustered design but allows more penetration under impact. In this case, the clustered design may be a better alternative than the conceptual one. The use of metamodel-based multiobjective optimization allows to generating a Pareto front. This front includes, among other non-dominated designs, one that has same mass as the clustered design that results in 18% less penetration under impact. This shows the effectiveness of the proposed design methodology. 8.2 Thin-walled S-rail crashworthiness design Thin-walled S-rail structures are the central components of vehicles progressive crushing zones and absorb the highest amount of the kinetic energy during a frontal or rear collision. The design variable in this example is the element shell thickness of the structure. The design variables are the element shell thickness of the structure. The S-rail is impacted by a rigid wall with 5m/s prescribed displacement. Piecewise linear plastic material is used in this example. The objective is to maximize the crashworthiness of the structure measured by specific energy absorption (energy absorption per unit mass) and peak crushing force.
Step 1: Conceptual design The conceptual design aims to trigger the progressive collapse of the S-rail structure during the impact using the principle of the compliant mechanism. The design of a compliant mechanism using topometry optimization finds the thickness distribution that maximizes the displacement at the output port [16] or the mutual potential energy [17] subjected to an equality mass constraint. For a thin-walled S-rail structure as shown in Fig. 6 , the input ports are prescribed at the contact nodes with a rigid wall. The output ports correspond to the desired buckling trigger locations. Such locations may be prescribed according to the designer's criterion. However, they are naturally assigned by the wavelength λ of the progressive buckling corresponding to an ideal axial crushing condition. The optimization problem can be stated as below: Figure 6 : Locations of input and output ports for a thin-walled S-Tube following the wavelength λ corresponding to the progressive buckling after an ideal axial crushing condition.
where L is a unit length vector with zeros at all degrees of freedom except at the output point where it is one. The term L T U is referred to as Mutual Potential Energy (MPE). x = 6 × 10 −4 m,x = 6 × 10 −3 m, and m f = 0.50. In this example, Hybrid Cellular Automata (HCA) [18] is used as optimum search algorithm for this non-linear problem. The initial design is thickness uniformly distributed structure, and crash simulation of shows bulking at the beginning of crash event (Fig. 7) . The conceptual design solution and its crash simulation are shown in Fig. 8 with progress folding pattern observed at the near impact end. The crashworthiness of the structure is measured by Specific Energy Absorption (SEA) U a , Peak Crushing Force (PCF) P max , which are defined as:
where P(x, δ ) is the reaction force of the thin-walled component at a crushed distance δ . The simulation of the thin-walled crushing requires the use of non-linear finite element analysis. The crashworthiness of the initial and conceptual structure are summarized in Table 5 and are plotted in Fig. 10  as ' •' and ' ', respectively. In comparison to the initial design, the conceptual design shows 48.97% specific energy absorption increments yet 34.12% increases in the peak crushing force.
Step 2: Clustered design In this example, the conceptual design is derived from density-based structural optimization. The element density is used as the field variable to cluster the design. The 1-D optimization problem as shown in Eq. (2) is then solved. Four clusters is considered in this example. The optimization problem is solved in Step 3: Metamodel-based global optimization For this thin-walled S-rail crashworhtiness design problem, the design objectives are to minimize the peak crushing force and maximize the specific energy absorption. This problem can be stated as follows:
Kriging metamodels are built for both objective function with 40 initial LHS samples. The EGO algorithm with multi-objective expected improvement stops after 100 iterations. Figure 10 shows the Pareto front that is derived from the EGO algorithm. The Pareto front clearly dominates the initial design. The conceptual design is close to the Pareto front, however, the conceptual design has more than 4000 design variables while the designs on the Pareto front has only 4 design variables. The clustered design on the other hand is part of the Pareto front that generated using the metamodel-based global optimization. Table 6 summarizes the computational cost. 
Summary and Discussion
This work presents a design approach to solve nonlinear structural optimization problems. The proposed algorithm consists of three steps: conceptual design generation, clustering, and metamodel-based global optimization. The conceptual design is a continuous design variable distribution that can be generated from a finite element analysis field (Sec. 8.1) or from structural optimization (Sec. 8.2). Clustering analysis allows the dimension reduction of the structure from thousands of design variables to less than 20. With the reduced number of design variables, metamodel-based global optimization can be performed efficiently and effectively. The proposed method is demonstrated through two multi-objective design optimization examples: ball plate impact and thin-walled S-rail crashworthiness design. Both examples are solved using dynamic nonlinear finite element analysis. Aspects of the proposed structural optimization approach can be modified to solve specific problems. For example, instead of using topology optimization as illustrated in the paper, topograghy optimization can be applied. For clustering, K-means can be replaced with Principle Component Analysis or other machine learning method. Supervisions can be also introduced to design characterization. While designers have the freedom to choose the number of materials, the number of materials is limited by manufacturing capabilities and metamodel techniques.
