Abstract-We prove that the average error capacity Cq of a quantum arbitrarily varying channel (QAVC) equals 0 or else the random code capacityC (Ahlswede's dichotomy). We also establish a necessary and sufficient condition for Cq > 0.
I. INTRODUCTION AND RESULTS
We define the QAVC by a double indexed finite set of density operators ρ x,s , x ∈ X, s ∈ S on C d . X is the set of code symbols and S is the set of states of the QAVC. Using more precise terminology we should call this channel classical-quantum AVC, but because we are not going to consider here any other variations of quantum channels we call it simply quantum AVC. As usual we consider the scheme of n uses of the channel. A code C of cardinality N and length n is a set of pairs {(c 
We omit this explanation later, and just say that {I i } is a resolution of identity. The average probability P e (C, s n ) of the decoding error of the code C, when the state (sequence of states) of the QAVC is s n = (s 1 , . . . , s n ), is defined as follows:
Here ρ c n i ,s n = ρ ci, 1,s1 . . . ρ ci,n,sn . The QAVC includes the prototype in classical Information Theory. The classical arbitrarily varying channel (AVC) is defined by a set of double indexed conditional probabilities {W (y|x, s) : x ∈ X, s ∈ S} on finite set Y. The set S is called the set of states of the AVC. Actually one should consider the n uses of the AVC and the probability that the output of the AVC is y n = (y 1 , . . . , y n ) ∈ Y n when x n = (x 1 , . . . , x n ) ∈ X n was sent and the state of the AVC is
If one uses the (classical) code
, then the average probability P ec (K, s n ) of the decoding error, when the state of the AVC is s n , is defined as follows
Let for some R > 0, for every > 0, δ > 0 and sufficiently large n exists a code K of cardinality N such that log N n > R − δ, max
The supremum over all such R is called the capacity C of the AVC. Classical AVC were studied for average errors in several papers. It suffices here to refer to [3] , [1] , [6] , and [5] , where further references can be found. An AVC is symmetrizable if there exists a parameterized set of distributions on S {U (·|x) :
x ∈ X} such that for all x, x ∈ X, y ∈ Y the following equalities are valid
In [6] was proved that the capacity C of the AVC is 0 if it is symmetrizable and if C > 0, then in [5] was proved that
and
P, Q are distributions on X and S, respectively. Now we return to the investigation of the QAVC. We define the capacity C q of the QAVC in the same way as in the classical case. Let there for some R > 0, for every > 0, δ > 0 and sufficiently large n exist a code C (as defined above) of cardinality N such that log N n > R − δ, max
The supremum over all such R is called the capacity C q of the QAVC. We say that the QAVC is symmetrizable if there exists a parameterized set of distributions {U (s|x) : x ∈ X } on S such that for all x, x ∈ X the following equalities are valid
Hence necessary for C q > 0 is that the QAVC is not symmetrizable. The main contribution of the present work is the proof that if QAVC is not symmetrizable then actually C q =C > 0, whereC
and H(ρ) is the entropy of the density ρ :
The plan of the proof of Theorem 1 is as follows: first we prove that C q =C or else zero (Ahlswede's dichotomy). Then we show that if QAVC is not symmetrizable, then C q > 0.
We need some results about random quantum codes. Let coding is defined in the same manner as for usual quantum codes but with
instead of inf C max s n ∈S n P e (C, s n ). We denote this capacity byC.
To prove Theorem 1 we need the following two lemmas.
Lemma 1:
The following equality is valid
We omit the detailed proofs of Lemmas 1, 2 and Theorem 1. Note only that one of the difficulties in their proofs is that the number of quantum codes is infinite.
The next Statement 1 we will use to prove that, if the QAVC is not symmetrizable, i.e. if for each parameterized set of distributions {U (·|x), x ∈ X } on S for some
then C q > 0. Statement 1: If for each parameterized set of distributions {U (·|x), x ∈ X } on S for some x, x ∈ X the relation (2) is valid, then there exists a resolution of identity {L i , i = 1, . . . d 2 + 1} in C d such that for each such set of distributions for some x, x ∈ X and i ∈ {1, . . . , d
2 } the following relation is valid
The proof of this statement is quite simple. We choose a set of
2 from the cone of nonegative operators in C d and norm them in such a way that
2 } is a basis and (2) From Statement 1 it follows that if the initial QAVC is not symmetrizable, then such a related AVC is not symmetrizable in the classical sense and from [5] it follows that the capacity C a of this AVC is positive. On the other hand obviously C q ≥ C a and hence C q > 0. Note, that from Lemma 2 in this case C q =C. This completes the outline of the proof of Theorem 1.
II. FINAL REMARKS
It is interesting to note that in our proof of Theorem 1 we essentially use the elimination technique (an early candidate of what is now called derandomization in Computer Science) from [1] , which gives Lemma 2. This is the analogue of the main result of [1] . There a necessary and sufficient condition for positivity of the capacity was given, if the set of transmission matrices is row-convex closed-that is under a practically satisfactory assumption of robustness. The mathematical problem of characterizing positivity without this assumption in terms of symmetrizability was started in [6] and completely solved in [5] with a non-standard decoding rule and without use of the elimination technique of [1] .
On the other hand in the present quantum case we have not found a suitable decoding rule and follow the elimination technique (Lemma 2). The positivity problem for the QAVC can be settled by reducing it to a related classical AVC as discribed above to which then the result of [5] can be applied.
We emphasize that the very hard maximal error capacity problem for AVC (including Shannon's zero error capacity problem as special case) is based on a more realistic communication model. It was solved for a nice class of channels in [2] , where for the first time in the area of AVC a non standard decoding rule was used. Extension to QAVC constitutes a challenging problem!
