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Abstract
In this paper we report on a black-box approach to
parallelize existing description logic (DL) reason-
ers for the Web Ontology Language (OWL). We
focus on OWL ontology classification, which is an
important inference service and supported by every
major OWL/DL reasoner. We propose a flexible
parallel framework which can be applied to exist-
ing OWL reasoners in order to speed up their clas-
sification process. In order to test its performance,
we evaluated our framework by parallelizing ma-
jor OWL reasoners for concept classification. In
comparison to the selected black-box reasoner our
results demonstrate that the wall clock time of on-
tology classification can be improved by one order
of magnitude for most real-world ontologies.
1 Introduction
A major topic of knowledge representation focuses on rep-
resenting information in a form that computer systems can
utilize to solve complex problems. The selected knowledge
representation formalism is descriptions logics (DLs) [Baader
et al., 2007], which is a family of formal knowledge repre-
sentation languages. It is used to describe and reason about
relevant concepts (terminological knowledge - TBox) and in-
dividuals (assertional knowledge) of a particular application
domain. The widely used Web Ontology Language (OWL) is
based on DLs. One of the reasoning components in DL sys-
tems is an engine known as classifier which infers entailed
subsumption relations from knowledge bases. Research for
most DL reasoners is focused on optimizing classification
using one single processing core [Benavides et al., 2005;
Guo et al., 2005; Davis and Marcus, 2016]. Considering the
ubiquitous availability of multi-processor and multi-core pro-
cessing units not many OWL reasoners can perform inference
services concurrently or in parallel.
In the past various parallel reasoning methods have been
proposed: a distributed reasoning architecture to accom-
plish reasoning through a combination of multiple on-
tologies interconnected by semantic mappings [Serafini
and Tamilin, 2005]; a research methodology for scal-
able reasoning using multiple computational resources [Ur-
bani, 2010]; a parallel TBox classification approach to
build subsumption hierarchies [Aslani and Haarslev, 2010];
an optimized consequence-based procedure using multiple
cores/processors for classification of ontologies expressed in
the tractable EL fragment of OWL [Kazakov et al., 2011];
Meissner [2011] applied some computation rules in a simple
parallel reasoning system; a parallel DL reasoner for ALC
[Wu and Haarslev, 2012; Wu and Haarslev, 2013]; merge-
based parallel OWL classification [Wu and Haarslev, 2014]; a
rule-based distributed reasoning framework that can support
any given rule set [Mutharaju et al., 2015]; a framework to
formalize the decision problems on parallel correctness and
transfer of parallel correctness, providing semantical charac-
terizations, and obtaining tight complexity bounds [Ameloot
et al., 2017]; a parallel architecture for OWL classification
using plug-in reasoners [Quan and Haarslev, 2019].
In this paper, we propose a general parallel reasoning
framework which can be used to parallelize the classification
process of OWL reasoners. Specifically, we mainly focus on
three differences and novelties to speed up the OWL clas-
sification process: (i) The use of parallel processing [Kirk
and Wen-Mei, 2016], with an increasing number of threads,
in combination with an atomic shared-memory data struc-
ture that is shared among a pool of processors performing
precomputation and classification in parallel. Compared to
Aslani and Haarslev [2010], where a small set of threads
operated on a shared taxonomy via locking, our architec-
ture can update subsumption relations lock-free in a glob-
ally shared taxonomy. In comparison to Wu and Haarslev
[2014] our architecture avoids a multitude of subsumption
tests due to shared data. (ii) The adoption of work-stealing
techniques [Blumofe and Leiserson, 1999; Dinan et al., 2009;
Suksompong et al., 2016] to manage adaptive and automatic
load balancing for ontologies with varying degrees of rea-
soning complexity. Compared to Quan and Haarslev [2019],
less memory and computation is required by avoiding over-
laps among partitions, reducing the number of subsumption
tests, and applying different parallelization techniques such
as full-scale work stealing. (iii) The parallel reuse of major
OWL reasoners as black-box subsumption testers. Compared
to ELK [Kazakov et al., 2011], our approach has a better per-
formance when many threads are used and is not restricted to
a small subset of OWL.
These advances allowed us to demonstrate the performance
our framework against the selected black-box reasoner by
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classifying a great variety of ontologies. However, since
the efficiency of the subsumption tests is constrained by the
black-box reasoner and due to the limitation of our current ex-
perimental environment (a total of 60 hyper-threading cores
supporting up to 120 threads), our results outperform the
black-box reasoner when the size of ontologies is less than
10,000 concepts in most cases. We are expecting much better
results if other black-box reasoners can be used (by overcom-
ing compatibility problems between different programming
languages) and more parallel resources are available for on-
tologies of bigger sizes.
2 Preliminaries
Terminological axioms include general concept inclusion ax-
ioms (GCIs), such as the form C v D where C,D are con-
cept expressions. A TBox T consists of a finite set of ter-
minological axioms. T is satisfiable if there exists an inter-
pretation I that satisfies all the axioms in T , i.e., CI ⊆ DI
must hold for every axiom C v D, and then D is called a
subsumer of C and C a subsumee of D. Such an interpreta-
tion I is called a model of T . An equivalence axiom of the
form C ≡ D is an abbreviation for the GCIs C v D and
D v C and a disjointness axiom C uD v ⊥ is equivalent to
C v ¬D. The classification of a TBox results in a subsump-
tion hierarchy (or taxonomy) of all named concepts, with >
(⊥) as the root (bottom).
In a concurrent system, processes can access a shared data
structure at the same time. In order to ensure data consis-
tency and avoid conflicts among multiple processes, atomic
operations from the Java concurrency (multithreading) pack-
age is not only lock-free by requiring partial threads for con-
stant progress but also wait-free for updating information
[Gonza´lez, 2017; Cederman et al., 2017]. Therefore, using an
atomic shared-memory structure ensures that such a concur-
rent approach is a non-blocking algorithm, which can process
and schedule threads simultaneously.
3 Parallel Reasoning
The goal of our method is to classify and construct the whole
taxonomy and balance the allocation of resources and mem-
ory simultaneously in an efficient way. When it comes to
parallelization, there are two important factors that affect the
classification performance: concurrency and locking (wait-
ing time). In order to balance these two problems with the
potential occurrence of big-size ontologies and nonunifor-
mity of subsumption tests, we create an atomic half-matrix
shared-memory structure to maintain all the updated informa-
tion with different sets and the parallel classification approach
is mainly separated into two phases: precomputing (line 3-7)
and classification phase (line 8-12) with black-box reasoners
for each thread (line 22-25) in Algorithm 1.
3.1 Half-Matrix Data Structure
A shared-memory half-matrix structure A contains quadru-
plesACi for each concept Ci ∈ NO with NO = {C1, . . . , Cn}
containing all satisfiable concepts of an ontology O (or
TBox), where n is the total number of concepts and P a fi-
nite set of potential possible subsumees of all concepts in NO
Algorithm 1: PARALLELCLASSIFICATION
input : Ontology O, Black-box Reasoner R
1 CREATEHALF-MATRIXSTRUCTURE
2 T ← CREATETHREADPOOL
3 while GETALLAXIOMS do
4 A← AXIOMDIVISION
5 for each axiom Ai ∈ A do
6 if SCHEDULEWORK(T ) then
7 PRECOMPUTING(Ai)
8 while GETREMAININGPOSSIBLESET do
9 G← GROUPDIVISION
10 for each group Gi ∈ G do
11 if SCHEDULEWORK(T ) then
12 CLASSIFICATIONSUBTEST(Gi, T )
13 COMPUTEONTOLOGYTAXONOMY
14 return
15 procedure CREATEHALF-MATRIXSTRUCTURE
16 NO ← GETALLSATCONCEPTS
17 for each concept Ci ∈ NO do
18 CREATE ACi = 〈Ci,Si, Ei,Di〉 and PCi
19 DEFINEORDER(NO)
20 procedure DEFINEORDER(NO)
21 return Ca m Cb m ...m Cc m Cd...m Ci m Cj
22 procedure SCHEDULEWORK(T )
23 Ti ← GETAVAILABLETHREAD(T )
24 STARTBLACK-BOXREASONER(Ti)
25 return Ti
(see line 15-19 in Algorithm 1). For all concepts Ci ∈ NO,
we use m to indicate an arbitrary but fixed order between ev-
ery pair of concepts (line 20-21). For the pair 〈Ci, Cj〉 ∈ NO,
if CimCj , then all the operations related toACi andACj oper-
ate on the three sets Si, Ei,Di in ACi with ACj indexing ACi
and its related sets.
For all the satisfiable concepts in NO, a half-matrix struc-
ture represents all possible relations with other concepts in-
ferred or tested by a black-box reasoner, e.g., SUBS?(C2, C1)
becomes true if C1 v C2.
Definition 1 (Concept Information Sets). A quadrupleACi =〈Ci,Si, Ei,Di〉 contains known information for every satisfi-
able Ci ∈ NO, where Si contains Ci’s direct subsumees, Ei
Ci’s equivalent concepts including itself, and Di Ci’s disjoint
concepts. A set PCi contains all the possible subsumees of Ci.
Definition 2 (Remaining Possible Subsumees). A set RO is
defined as RO =
⋃
Ci∈NO{PCi}, which reflects all possible
sets PCi where PCi 6= ∅.
Example 1. Assume we have satisfiable concepts NO =
{C1, C2, C3, C4, C5, C6} and their defined order isC2mC3m
C1 m C4 m C5 m C6. The relations among these tested con-
cepts are O |= {C1 v C2, C2 6v C1, C6 6v C3, C3 v C6}.
Accordingly the changes to P and A result in the following
sets:
Algorithm 2: MAINTAINSETS
1 procedure UPDATESUBSUMEE(Ci, Cj )
2 if SUBS?(Ci, Cj) then
3 Si = Si ∪ {Cj}
4 if Sj 6= ∅ then
5 DELETE C ∈ Sj in PCi
6 if SUBS?(Cj , Ci) then
7 Sj = Sj ∪ {Ci}
8 if Si 6= ∅ then
9 DELETE C ∈ Si in PCj
10 UPDATEEQUIVALENT(Ci, Cj)
11 DELETE Cj in PCi
12 DELETE Ci in PCj
13 procedure UPDATEEQUIVALENT(Ci, Cj )
14 Ca ←MAPPINGEQUIVALENT(Ci)
15 Cb ←MAPPINGEQUIVALENT(Cj)
16 CHECKDEFINEDORDER(Ca, Cb)
17 if Eb\(Eb ∩ Ea) 6= ∅ then
18 DELETE Eb\(Eb ∩ Ea) in PCa
19 PCa = ∅, Ea = Ea ∪ Eb, Eb = ∅
20 procedure UPDATEDISJOINT(Ci, Cj )
21 Cc ←MAPPINGDISJOINT(Ci)
22 Cd ←MAPPINGDISJOINT(Cj)
23 CHECKDEFINEDORDER(Cc, Cd)
24 if (Dc ∪ Dd)\(Dc ∩ Dd) 6= ∅ then
25 DELETE
26 Dd\(Dd ∩ Dc) in PC for C ∈ Sc,
27 Dc\(Dd ∩ Dc) in PC for C ∈ Sd
28 DELETE Cd in PCc , Cc in PCd
29 Dc = Dc ∪ {Cd}, Dd = Dd ∪ {Cc}
AC2 → S2 = {C1} PC2 = {C3,C1, C4, C5, C6}AC3 → S3 = ∅ PC3 = {C1, C4, C5,C6}AC1 → S1 = ∅ PC1 = {C4, C5, C6}AC4 → S4 = ∅ PC4 = {C5, C6}AC5 → S5 = ∅ PC5 = {C6}AC6 → S6 = {C3} PC6 = ∅
Therefore, we obtain two subsumption testing results for
every pair of concepts, which guarantee completeness and re-
quire less memory for updating the changes in P andA, until
all concepts Ci ∈ NO have been tested.
3.2 Maintaining Sets
Given ACi = 〈Ci,Si, Ei,Di〉 of Ci ∈ NO, for every pair{Ci, Cj} ∈ NO with i 6= j, all the concepts in both Ei (Di)
and Ej (Dj) are disjoint. The related operations for each type
of sets Si, Ei,Di of ACi are shown in Algorithm 2.
Example 2. In an ontology O, there are six satisfiable con-
cepts in NO = {C1, C2, C3, C4, C5, C6} and their defined
order is C2 mC3 mC1 mC4 mC5 mC6. Assume the follow-
ing relations among these concepts hold: O |= {C1 ≡ C5,
C3 ≡ C4, C6 v C2, C3 v C6, C2 u C5 v ⊥}.
Since C3 v C6, C6 v C2 and C3 ≡ C4, we can in-
fer that C3 v C2 and {C3, C4} ∈ S6. With reference to
UPDATESUBSUMEE in Algorithm 2 (line 1-12), the changes
to the subsumee sets are S2 = {C6}, S3 = ∅, S1 = ∅,
S4 = ∅, S5 = ∅ and S6 = {C3, C4}. According to
UPDATEEQUIVALENT (line 13-19), C1 ≡ C5, C3 ≡ C4
and C2 m C3 m C1 m C4 m C5 are known, so the changes
to the equivalent sets are E2 = {C2}, E3 = {C3, C4},
E1 = {C1, C5}, E4 = ∅, E5 = ∅ and E6 = {C6}. Because
of C2 u C5 v ⊥ and C1 ≡ C5, C2 u C1 v ⊥ is inferred.
Since C3, C4 and C6 are subsumees of C2, therefore, both C1
and C5 are disjoint with C3, C4 and C6. Based on UPDATE-
DISJOINT (line 20-29), the changes to the disjoint sets are
D2 = {C1, C5}, D3 = ∅, D1 = {C2, C6, C3, C4}, D4 = ∅,
D5 = ∅ and D6 = ∅. The complete changes are shown in
Figure 1, which indicates that all the subsumption relations
among the six concepts have been found and there are no
more subsumption tests required, which results inRO = ∅.
Figure 1: Complete changes to A after applying rules
3.3 Precomputing Phase
In the precomputing part, we use OWL API [Horridge and
Bechhofer, 2011] to retrieve all declared axioms of an on-
tology O, and a pool of axioms is created to store these ax-
ioms. Whenever a subsumption can be directly derived from
an axiom, e.g., A v B, if the converse subsumption is un-
known, it is tested using the chosen black-box reasoner, e.g.,
SUBS?(A,B). Because of different kinds of potential rela-
tions among concepts, currently three kinds of relations are
covered: subClass (S), equivalence (E) and disjointness (D)
axioms (see Algorithm 3).
In Example 2, the OWL input can be interpreted as shown
in Figure 2, which has an axiom pool containing the identi-
fied axioms and three threads (T1, T2, T3) to analyze the re-
sults. From the results shown in Figure 1, all the possible sets
are empty, which means all the possible relations among the
six satisfiable concepts have been tested or inferred and the
results are recorded in sets S, E ,D of A respectively.
3.4 Classification Phase
However, it is likely that RO is not empty after the precom-
puting phase, then the classification phase is processed to fin-
ish the classification and guarantee the completeness of our
Algorithm 3: PRECOMPUTING(Ai)
1 for each pair {Ci, Cj} ∈ Ai do
2 if SubClass (Ci, Cj) then
3 UPDATESUBSUMEE(Ci, Cj)
4 else if Equivalence (Ci, Cj) then
5 UPDATEEQUIVALENCE(Ci, Cj)
6 else if Disjointness (Ci, Cj) then
7 UPDATEDISJOINTNESS(Ci, Cj)
Figure 2: Parallel precomputing phase
method. Because of the wall clock time differences of sub-
sumption tests performed by black-box reasoners, it is impor-
tant to ensure concurrency and avoid longer waiting times for
the remaining concepts, especially when the tests are taking
longer than estimated. A work-stealing strategy is applied to
schedule different threads dynamically and improve load bal-
ancing among threads to speed up the classification process.
Work-Stealing Strategy
First, find all the remaining possible PCi ∈ RO with PCi 6=∅. Second, separate RO into smaller subgroups Gi and put
them into a queue Qi. The sizes of groups depend on the re-
maining size of P and the number of processors (n) currently
available. Third, if there is an idle thread available during
the classification process, a new group from the queue will be
given to that thread dynamically until all the subgroups have
been classified andRO is empty (see Algorithm 4).
Example 3. Using the six concepts generated in Example
2, all the concepts in P are divided into subgroups Gi and
put into a queue Q. As shown in Figure 3, all the gener-
ated subgroups are indicated by the colors grey or white to
separate them. Suppose there are three threads (T1, T2, T3)
available, then three queues will be generated for each thread,
e.g., Q1 = {GC2 1 , GC3 1}, Q2 = {GC2 2 , GC3 2 , GC1 2},
Q3 = {GC2 3 , GC1 1 , GC4 1 , GC5 1}. During the classifica-
tion, when all tasks of Q1 assigned in T1 have finished, a
task GC5 1 (see Figure 3, in darker grey) still needs to be per-
formed by T3, which is currently working on GC4 1 . There-
fore, the task GC5 1 will be stolen from T3 and reallocated to
T1. Accordingly, all the updated information will be recorded
in A as well.
After classification, all the relevant information of each
concept Ci is recorded in ACi . According to ACi , the whole
taxonomy of ontology O has been computed.
Algorithm 4: CLASSIFICATIONSUBTEST(Gi, T )
1 ENQUEUE(Qi, Gi)
2 for each pair {Ci, Cj} ∈ Qi do
3 UPDATESUBSUMEE(Ci, Cj)
4 DEQUEUE(Qi, {Ci, Cj})
5 if ¬ISEMPTY(Qi) then
6 STEALWORK(T,Qi)
7 procedure STEALWORK(T,Qj)
8 if SCHEDULEWORK(T ) then
9 for each pair {Cm, Cn} ∈ Qj do
10 UPDATESUBSUMEE(Cm, Cn)
11 DEQUEUE(Qj , {Cm, Cn})
12 if ¬ISEMPTY(Qj) then
13 STEALWORK(T,Qj)
Figure 3: Work-Stealing strategy applied between T1 and T3
Theorem 1 (Soundness). Let Ai,PCi be a complete set
for concept Ci and Aj ,PCj for concept Cj . If the sub-
sumption relations between a pair {Ci, Cj} are correctly in-
ferred by sound black-box reasoners, e.g., SUBS?(Ci, Cj) and
SUBS?(Cj , Ci), or by our algorithms MAINTAININGSETS
(see Algorithm 2), which do not conclude a wrong subsump-
tion relation between two concepts, then this parallel method
is sound for O.
Theorem 2 (Completeness). For all the satisfiable concepts
Ci ∈ NO, both Ai and PCi of Ci are created and populated
exhaustively. All the possible relations among concepts are
recorded in P . A subsumption test for each pair {Ci, Cj}
(i 6= j) is performed either by a complete black-box reasoner
via SUBS?(Ci, Cj) and SUBS?(Cj , Ci) or by maintaining sets
(see Algorithm 2). Therefore, the setRO is empty if and only
if all the possible relations in the sets PCi have been derived.
4 Evaluation
Our parallel framework implements a half-matrix shared-
memory structure with Atomic from the Java Concurrent
package, which supports generating more than one thread to
maximize CPU utilization. The chosen black-box OWL rea-
soner is used for deciding concept satisfiability and subsump-
tion between a pair of concepts. The evaluation was per-
formed by exclusively using an HP DL580 Scientific Linux
Table 1: Precomputing metrics using Hermit (wall clock time (WCT) in seconds, Equi = Equivalence Axioms,
Dis = Disjointness Axioms, timeout (TO) = 1,000 seconds, # = number of threads)
Precomputing WCT
Ontology Axioms Concepts SubClasses Equi Dis #1 #20 #60 #100 #120
microbial.type 13,584 4,636 7,255 935 31 304 93.9 17.5 0.5 3.2
MSC classes 15,092 5,559 8,220 930 382 156 61.9 9.7 1.46 2.83
CURRENT 26,374 6,595 17,180 2,297 218 391 182 10.9 8.7 0.74
natural.product 169,498 9,463 12,370 0 56,192 67.9 23.6 8.91 3.48 2.16
vertebrate 94,564 18,092 71,579 4,428 0 TO TO TO TO TO
pr simple 149,568 59,006 89,854 0 693 TO 464 147 105 38.2
attributes 221,783 62,035 141,224 18,029 137 TO 860 630 218 120
CLASSIFIED 169,155 83,036 55,046 30,363 693 TO 883 570 236 79.2
behavior 354,825 99,360 241,046 14,013 62 TO TO 972 729 303
havioredit 354,971 99,399 241,140 14,026 62 TO TO TO TO TO
SMP server with four 15-core processors and a total of 1 TB
RAM (each processor has 256 GB of shared RAM and its
15 cores support hyperthreading). The test ontologies were
selected from the ORE [2014] repository to evaluate the per-
formance of our parallel approach. They vary by the num-
ber of axioms, concepts, and for precomputing by the num-
ber of subclass, equivalence and disjointness axioms. Con-
sidering the implementations of different reasoners and their
Java compatibility, currently we successfully applied our par-
allel reasoning framework by using two OWL reasoners as
black-box reasoners: (i) Hermit 1.3.8 [Glimm et al., 2014]
is an OWL reasoner fully supporting OWL datatypes; and
(ii) JFact 5.0.3 is a Java port of FaCT++ [Tsarkov and Hor-
rocks, 2006], a tableau based OWL reasoner. For reasons of
compatibility and performance, in this paper we focus on the
comparison and evaluation with Hermit.
4.1 Benchmarks
We tested our parallel framework against Hermit measuring
the wall clock time that is separately recorded for both the
precomputing and whole classification phase. The current
experimental environment allows us to use up to 120 threads.
The actual number of threads depends on the ontology’s size
and reasoning difficulty. All the experiments were repeated
five times and the resulting average is used to determine wall
clock times and speedup factors. Table 1 shows the character-
istics of 10 selected ontologies such as the number of axioms,
named concepts, subclass, equivalence and disjointness ax-
ioms. In the precomputing phase, an axiom pool is created
to contain all the axioms eligible for precomputing. Axiom
preprocessing is parallelized using the maximum number of
threads allowed. In order to test the performance of precom-
puting, we tested both the sequential and parallel cases using
different numbers of threads (20, 60, 100, 120). The results
(wall clock time (WCT) in seconds) are shown in the five
rightmost columns of Table 1. The best result is indicated for
each ontology in bold.
In order to better assess the impact of the overhead due
to parallelization and other potential factors such as the effi-
ciency of the selected black-box reasoner, we also recorded
time statistics of subsumption tests performed by the black-
box reasoner, such as deviation, maximum, minimum, me-
dian, and average time. Table 2 reports various time met-
rics and data for 11 different ontologies over the whole clas-
sification process. The five rightmost columns present the
wall clock times of our system with (Para) and without us-
ing work-stealing (PW), the times of Hermit (Her), and the
speedup factors (Speedup), which are calculated by dividing
the wall clock times of PW by Para and Her by Para. The best
results are indicated in bold. Our results for a larger set of 40
ontologies are shown in Table 3.
4.2 Discussion
Table 1 shows that the precomputing time could be signif-
icantly improved due to parallelization by using up to 120
threads (a bold font indicates the best time). The ontolo-
gies microbial.type and CURRENT could be processed about
600 times faster compared to the sequential case when 100
or 120 threads are applied. The ontology vertebrate timed
out even for 120 threads due to the black-box reasoner that is
already used in the precomputing phase. The next four big-
ger ontologies timed out if only one thread is used but could
be processed with an increasing number of threads and lead
to a speedup of more than 1,000 compared to the sequential
case. The biggest ontology havioredit still timed out for 120
threads. Due to the use of parallelization and a atomic half-
martix shared-memory structure together with the maximum
number of available threads, a better performance is achieved
by updating accumulative information and reducing the to-
tal number of subsumption tests, which results in a decreased
wall clock time in the precomputing phase compared to the
sequential case.
Table 2 indicates two important factors affecting the perfor-
mance of our system: the partition size and the efficiency of
subsumption tests. A reasonable partition size for each thread
can reduce the overhead of waiting or updating information
in our atomic half-matrix structure, e.g., mfoem.emotion and
nskisimple are more than 10 times faster than Hermit when
80-100 threads are applied since each thread has a reasonable
partition size and less overhead according to the deviation that
Table 2: Subsumption test metrics using Hermit (wall clock time (WCT) in seconds, timeout (TO) = 1,000 seconds,
Con = Concepts, Dev = Deviation, Med = Median, Ave = Average, P(ara) = Parallel, W = without work-stealing, Her = Hermit)
Subsumption Test Statistics WCT Speedup
Ontology Axioms Con Dev Max Min Med Ave Para PW Her PW Her
mfoem.emotion 2,389 902 0.26 1.92 0.03 0.22 0.12 2.7 25.3 42.1 9.4 15.6
nskisimple 4,775 1,737 0.07 0.42 0.0001 0.23 0.03 2.9 28.1 29.3 9.7 10.1
geolOceanic 6,573 2,324 0.21 1.01 0.017 0.55 0.07 1.4 19.2 12.1 13.7 8.6
stateEnergy 10,270 3,018 1.94 9.78 0.07 1.12 0.25 12.3 201 72.9 16.3 5.9
aksmetrics 11,134 3,889 0.73 1.24 0.005 0.34 0.21 3.3 46.5 13.6 14.1 4.2
microbial.type 13,584 4,636 2.15 13.6 0.03 3.38 1.13 26.7 512 308 19.2 11.5
MSC classes 15,092 5,559 - TO - - - TO TO TO - -
CURRENT 26,374 6,595 10.9 32.8 0.01 6.34 2.72 112 783 452 6.9 4.0
compatibility 21,720 7,929 4.37 9.38 0.005 3.72 0.98 20.2 240 22.5 11.9 1.1
natural.product 169,498 9,463 12.5 87.2 0.02 15.8 6.93 98.7 352 11.2 3.6 0.11
havioredit 354,971 99,399 - TO - - - TO TO TO - -
is closer to the average time. When the size of ontologies in-
creases, such as for geolOceanic, stateEnergy, and aksmet-
rics, a better performance is achieved with 100-120 threads
because of reasonable partition sizes and uniformity of sub-
sumption tests, which result in smaller differences between
deviation and average time.
In order to better assess the impact of black-box reason-
ers on our framework, we computed more statistics on sub-
sumption tests that are also shown in Table 2. The statistics
lists 9.78s as maximum time for stateEnergy. Thus, the per-
formance of our framework cannot be below that maximum
time. MSC classes times out for Hermit and our framework.
Our individual subsumption tests are performed by the black-
box reasoners, and its effectiveness also constrains the per-
formance of our framework, i.e., if a single subsumption test
times out as indicated for MSC classes, then our system times
out also due to the black-box reasoner. For the ontology mi-
crobial.type, many subsumptions can be derived during par-
allel precomputing, which results in a speedup factor of al-
most 600 (see Table 1). Moreover, if tested sequentially, this
ontology requires some difficult tests which take more time
than the maximum of 13.6s (parallel testing). Due to parallel
processing and fast accumulation and synchronous updating
of concept relations in our atomic structure, our system can
avoid these difficult tests, which makes our framework more
than 10 times faster than the black-box reasoner.
When the size of ontologies increases even more, such
as for CURRENT, where many subsumptions can be de-
rived during parallel precomputing, we achieved a speedup
of 4 with 120 threads. For compatibility, which has about
8,000 concepts, the performance of our approach is below but
close to the black-box reasoner, because some subsumption
tests could be avoided by black-box reasoner optimizations
but were required for our framework in order to guarantee
completeness. However, for the second last ontology natu-
ral.product our system cannot compete with Hermit because
the maximum subsumption time is very high and it seems
that black-box reasoner optimizations, which are inaccessi-
ble to our system due to the black-box approach, can avoid
this test. The last ontology havioredit, which is the biggest
one we chose, times out for all the reasoners and our frame-
work. Each thread is overloaded by the number of concepts to
classify, which results in more overhead in the whole classifi-
cation process and, thus, causes a timeout for havioredit, even
though the precomputing phase becomes faster. Overall, our
optimized parallel framework achieves a better performance
than Hermit when enough threads are available to ensure rea-
sonable partitions for different ontology sizes, especially if
the number of concepts is less than 10,000.
In order to solve the problem of load balancing, we used a
work-stealing strategy to balance variations in partitions and
subsumption tests. Therefore, Table 2 shows the wall clock
times of our parallel framework without applying work steal-
ing (PW) and in the second last column the speedup factors
defined by PWPara . From the results, the best performances
have a factor of 19.2 and 16.3 for the ontology microbial.type
and stateEnergy respectively, which have a high maximum
time compared to the wall clock time of Para. Most of the im-
proved speedup factors are in the range of 9-15, which show
the improvements when the work-stealing strategy is applied
in our approach.
5 Conclusion
We presented a parallel classification framework for
OWL/DL reasoners, using an atomic half-matrix shared-
memory structure and parallel techniques for classification.
The evaluation shows that our approach is mostly more ef-
ficient for ontologies which have less than 10,000 concepts.
The evaluation results indicate that if our framework would
use a different and more efficient black-box reasoner, it could
scale better for more difficult and/or bigger ontologies. In
our future work we plan to extend our framework to be more
flexible and to employ more black-box reasoners in order to
improve scalability. In addition, we tested 40 more ontolo-
gies and the results are shown in Table 3. A more detailed
presentation of this approach is given in Quan [2019a] and
project link [2019b].
Table 3: Time Metrics of tested OWL ontologies using parallel framework
(wall clock time (WCT) in seconds, timeout (TO) = 1000 seconds, Sequen = Sequential, Para = Parallel Framework)
Precomputing WCT Speedup
# Ontology Concept Expressivity Sequen Parallel Para Hermit Factor
1 SocialUnits 156 SHOIN (D) 84.34 0.86 16.09 353.52 21.97
2 00021 156 SHOIN (D) 105.98 0.91 15.43 260.42 16.88
3 rnao.owl 240 SRIQ 1.16 0.29 3.06 109.99 35.94
4 tionmodule 256 SHOIN (D) 523.7 1.12 640 909.5 1.42
5 genetic 386 SROIQ(D) 671.9 8.80 31.17 530.31 17.01
6 WM30 415 SROIQ(D) TO 0.74 TO 798.33 -
7 ainability 824 SHOIN (D) 6.06 0.14 0.91 15.41 16.93
8 sadiobjects 828 ALN (D) 0.66 0.49 2.53 4.42 1.75
9 Microbiota 868 SHOIN (D) 6.36 0.19 0.97 17.94 18.49
10 mfoem.emotion 902 SROIQ 35.11 0.88 2.77 42.11 15.20
11 onsumption 945 ALCHOIQ(D) 233.71 1.21 2.19 20.82 9.51
12 emistrycomplex 1,041 SHIQ(D) 12.43 0.61 8.53 14.19 1.66
13 nskisimple 1,737 SRIQ(D) 36.32 0.21 2.9 29.3 10.10
14 Earthquake 2,013 SHOIN (D) 20.53 0.68 7.73 14.77 1.91
15 geolOceanic 2,324 SHOIN (D) 23.80 0.55 1.38 12.03 8.72
16 landCoastal 2,660 SHOIN (D) 29.02 0.70 1.48 17.22 11.64
17 mergedobi 2,638 SHOIN (D) 351.05 0.96 TO 364.58 -
18 00350 2,638 SHOIN (D) 441.31 3.25 28.17 310.32 11.02
19 obi 2,750 SROIQ(D) 336.96 2.49 35.3 342.98 9.72
20 quanSpace 2,999 SHOIN (D) 145.83 0.42 38.21 380.11 9.95
21 EnergyFlux 3,008 SHOIN (D) 193.26 0.36 121 277.36 2.29
22 stateEnergy 3,018 SHOIN (D) 131.84 0.99 12.26 72.92 5.95
23 rDataModel 3,049 SHOIN (D) 136.57 1.32 68.3 757.11 11.09
24 virControl 3,274 SHOIN (D) 164.98 0.42 45.6 439.83 9.65
25 aksmetrics 3,889 SHIQ(D) 6.43 0.6 3.25 13.64 4.20
26 microbial.type 4,636 SROIQ(D) 304.34 0.51 26.67 308.73 11.58
27 MSC classes 5,559 ALCQ 156.84 1.46 TO TO -
28 obo.PREVIOUS 6,580 SRIQ 378.09 0.55 311.8 646.11 2.07
29 obo.CURRENT 6,595 SRIQ 391.48 0.74 112.5 452.5 4.02
30 PREVIOUS 7,335 SRIQ TO 1.79 TO TO -
31 SMOtop 7,782 SHOIN (D) TO 32.41 432.7 TO 2.31
32 COSMO 7,804 SHOIN (D) TO 33.42 728.6 TO 1.37
33 compatibility 7,929 ALCIQ(D) 37.78 0.63 20.15 22.23 1.10
34 EnzyO 8,223 ALUIN (D) TO 1.74 TO TO -
35 natural.product 9,463 SHOIN (D) 67.89 2.16 98.72 11.21 0.11
36 vertebrate 18,092 SRIQ TO TO TO TO -
37 temetazoan 32,750 SRIQ TO TO TO TO -
38 ewasserted 63,848 SRIQ TO 53.9 TO TO -
39 ersections 70,232 SRIQ TO TO TO TO -
40 havioredit 99,399 SRIQ TO TO TO TO -
References
[Ameloot et al., 2017] Tom J. Ameloot, Gaetano Geck, Bas
Ketsman, Frank Neven, and Thomas Schwentick. Reason-
ing on data partitioning for single-round multi-join evalu-
ation in massively parallel systems. In Communications of
the ACM, volume 60, pages 93–100, 2017.
[Aslani and Haarslev, 2010] Mina Aslani and Volker
Haarslev. Parallel TBox classification in description
logics - first experimental results. In Proc. of the 19th
European Conf. on AI, pages 485–490, 2010.
[Baader et al., 2007] F. Baader, D. Calvanese, D. McGuin-
ness, D. Nardi, and P. F. Patel-Schneider, editors. The De-
scription Logic Handbook. Cambridge University Press,
2nd edition, 2007.
[Benavides et al., 2005] David Benavides, Trinidad Pablo,
and Antonio Ruiz-Corte´s. Automated reasoning on fea-
ture models. In International Conference on Advanced
Information Systems Engineering, pages 491–503, Berlin,
Heidelberg, 2005. Springer.
[Blumofe and Leiserson, 1999] Robert D. Blumofe and
Charles E. Leiserson. Scheduling multithreaded compu-
tations by work stealing. Journal of the ACM (JACM),
46(5):720–748, 1999.
[Cederman et al., 2017] Daniel Cederman, Anders Giden-
stam, Phuong Ha, Ha˚kan Sundell, Marina Papatriantafilou,
and Philippas Tsigas. Programming Multicore and Many-
core Computing Systems, chapter Lock-free concurrent
data structures. John Wiley and Sons, Inc., 2017.
[Davis and Marcus, 2016] Ernest Davis and Gary Marcus.
The scope and limits of simulation in automated reason-
ing. Artificial Intelligence (2016), 233:60–72, 2016.
[Dinan et al., 2009] James Dinan, D. Brian Larkins, Pon-
nuswamy Sadayappan, Sriram Krishnamoorthy, and Jarek
Nieplocha. Scalable work stealing. In Proc. ACM Confer-
ence on High Performance Computing Networking, Stor-
age and Analysis, pages 1–11. IEEE, 2009.
[Glimm et al., 2014] Birte Glimm, Ian Horrocks, Boris
Motik, Giorgos Stoilos, and Zhe Wang. HermiT: an OWL
2 reasoner. Journal of Automated Reasoning, 53(3):245–
269, 2014.
[Gonza´lez, 2017] Javier Ferna´ndez Gonza´lez. Java 9 Con-
currency Cookbook. Packt Publishing Ltd, 2017.
[Guo et al., 2005] Yuanbo Guo, Zhengxiang Pan, and Jeff
Heflin. LUBM: A benchmark for OWL knowledge base
systems. Web Semantics: Science, Services and Agents on
the World Wide Web, 3(2-3):158–182, 2005.
[Horridge and Bechhofer, 2011] Matthew Horridge and
Sean Bechhofer. The OWL API: A java API for OWL
ontologies. Semantic Web, 2(1):11–21, 2011.
[Kazakov et al., 2011] Yevgeny Kazakov, Markus Kro¨tzsch,
and Frantisˇek Simancˇı´k. Concurrent classification of EL
ontologies. In International Semantic Web Conf., pages
305–320, 2011.
[Kirk and Wen-Mei, 2016] David B. Kirk and W. Hwu Wen-
Mei. Programming massively parallel processors: a
hands-on approach. Morgan Kaufmann, 2016.
[Meissner, 2011] Adam Meissner. Experimental analysis of
some computation rules in a simple parallel reasoning sys-
tem for the ALC description logic. International Journal
of Applied Mathematics and Computer Science, 21(1):83–
95, 2011.
[Mutharaju et al., 2015] Raghava Mutharaju, Prabhaker
Mateti, and Pascal Hitzler. Towards a rule based
distributed OWL reasoning framework. In Intern. Expe-
riences and Directions Workshop on OWL, pages 87–92.
Springer, 2015.
[ORE, 2014] ORE. 3rd OWL reasoner evaluation (ORE)
workshop, 2014.
[Quan and Haarslev, 2019] Zixi Quan and Volker Haarslev.
A parallel computing architecture for high-performance
OWL reasoning. Parallel Computing, 83:34–46, April
2019.
[Quan, 2019a] Zixi Quan. A Framework for Paralleliz-
ing OWL Classification in Description Logic Reason-
ers. PhD thesis, Concordia University, March 2019.
https://spectrum.library.concordia.ca/985343/.
[Quan, 2019b] Zixi Quan. Parallel reasoning frame-
work. https://github.com/zixiquan/ParallelFramework.git,
https://github.com/zixiquan/ParallelUsingHermit.git,
https://github.com/zixiquan/ParallelUsingJFact.git, 2019.
[Serafini and Tamilin, 2005] Luciano Serafini and Andrei
Tamilin. Drago: Distributed reasoning architecture for the
semantic web. In European Semantic Web Conf., pages
361–376. Springer, 2005.
[Suksompong et al., 2016] Warut Suksompong, Charles E.
Leiserson, and Tao B. Schardl. On the efficiency of lo-
calized work stealing. Information Processing Letters,
116(2):100–106, 2016.
[Tsarkov and Horrocks, 2006] D. Tsarkov and I. Horrocks.
FaCT++ description logic reasoner: System description.
In International Joint Conference on Automated Reason-
ing, pages 292–297, 2006.
[Urbani, 2010] Jacopo Urbani. Scalable and parallel reason-
ing in the semantic web. In The Semantic Web: Research
and Applications, pages 488–492. Springer, 2010.
[Wu and Haarslev, 2012] Kejia Wu and Volker Haarslev. A
parallel reasoner for the description logicALC. In Proc. of
the Int. Workshop on Description Logics, pages 378–388,
2012.
[Wu and Haarslev, 2013] Kejia Wu and Volker Haarslev. Ex-
ploring parallelization of conjunctive branches in tableau-
based description logic reasoning. In Proc. of the Int.
Workshop on Description Logics, pages 1011–1023, 2013.
[Wu and Haarslev, 2014] Kejia Wu and Volker Haarslev.
Parallel OWL reasoning: Merge classification. In Proc.
of the 3rd Joint Int. Semantic Technology Conf. (JIST),
Seoul, Korea, November 28-30, 2013, LNCS, pages 211–
227, 2014.
