We consider the problem of statistical analysis on assortative matching. The random vector of interests consists of the age and the history of the first passage time of each of the newly-formed pairs. Complete data are not often available, however. Observations in each variate of the random vector maybe uncensored, right-censored, left-censored, intervalcensored or missing. We propose a model that allows such kind of data. We estimate the joint distribution function of the random vector by the generalized MLE (GMLE). We use a self-consistent algorithm to obtain the GMLE and establish its asymptotic properties. We apply the estimation method to study age at first marriage using a panel data.
1. Introduction. This paper is concerned with the statistical analysis on assortative matching. Traditional empirical matching literature says little about who matches with whom. For example, most works in I.O. focus on whether or not mergers are profitable, others focus on factors affecting the transition to employment (a job-worker match) or marriage (Salant et. al (1983) , Pakes and McGuire (1992) , Bontemps et. al (1999) , and Wong (2003)). Recent analytical literature on two-sided matching advances our understanding on the strategic interaction between agents and on sorting patterns as matching outcomes (Burdett and Coles (1997) and Shimer and Smith (2000) ). This line of studies focuses on the heterogeneity of players on each side of the market. While a player is evaluating a potential partner, the potential partner is also evaluating the player. Such a feature becomes significant if there are substantial differences in the return obtained from forming a partnership with different partners. It is this two-sided aspect of the problem that generates a significant interest. Yet statistical analysis on assortative matching is limited.
As a first step to analyze who matches with whom, our goal is to propose a model for estimating the joint distribution function of characteristics pertaining to newly-formed pairs. Because factors leading to match formation may be important (see Wong and Yu 2004) , we focus on the history of the first passage time. Thus, the variable of interests, X (a bivariate random vector), is the first passage time of newly-formed pairs.
Very often, the true values of X are censored. For instance, samples from the National Longitudinal Survey of Youth (NLSY 1979-98) contain information on respondents' marital status. The variable X can be considered to be the first marriage ages of the respondent and the respondent's spouse. Observations in each variate of the bivariate random vector X can either be uncensored, right-censored, left-censored, interval-censored, or missing. In this paper, we propose a bivariate interval censorship model that allows such data to occur.
Our model is applicable to parametric, semi-parametric and non-parametric approaches.
In this paper, we assume that the joint distribution function F 0 of X (a bivariate random vector) is totally unknown, and estimate F 0 by the generalized (non-parametric) maximum likelihood estimator (GMLE).
We use a self-consistent algorithm to derive the GMLE. The algorithm is developed by Turnbull (1976) to study the GMLE for univariate interval-censored data. In a univariate case, an interval-censored observation can be viewed as an observed interval which contains the variable of interest. In a bivariate case, an interval-censored observation can be viewed as an observed rectangle which contains X. With bivariate data, we propose an algorithm to find all maximal intersections of the observed rectangles (for the definition of the maximal intersection, we refer to section 3). To handle the large amount of data (because we use all kinds of censored data as well as missing data), we simplify the algorithm taking advantage that there are a lot of replications in the data.
An interesting result is that spousal age correlation is 0.82, about 10 percent smaller than typical cross-section estimates. The marginal distribution of age at first marriage has a single peak and is skewed to the right, in contrast to the common assumption of normal distribution in regression analysis (Bloom and Bennett (1985) , Brien and Lee (1994) , Loughran (2002), and Goldin and Katz (2002) ). Our results also show a stark contrast with those that examine matching but consider only univariate case and drop all censored and missing data. For example, using the same data source as that in our paper, Gould (2003, p.5, p.23, and Figure 3a on p.42) shows that the age at first marriage distribution has an increasing slope.
Two statistical models for multivariate interval-censored data have recently been proposed by Wong and Yu (1999) and Van der Vaart and Wellner (2000) . But unlike those two models that do not allow uncensored observations, our model allows uncensored observations, as well as, right-censored, left-censored and interval-censored observations. Our model also admits missing observations. That is, the information on a particular variate is missing completely, either because the information was not given or the information was obviously ridiculous. Missing data without covariates do not contribute any information in the univariate case. Thus they can be deleted from the data set and the univariate interval censored models do not consider such missing data. However, missing data in a variate of the bivariate random vector do contain information, and we take account of it.
In section 2, we propose the model. We introduce the algorithm for obtaining the GMLE in section 3. Under certain regularity assumptions we prove the consistency of the GMLE and establish the asymptotic normality of the GMLE in section 4. In section 5, we apply our estimation method to analyze the marriage data using NLSY 1979-98. Although multi-dimensional variables can easily be adapted to the present model, we use only ages at first marriage to simply our exposition. The paper concludes in section 6.
The Model.
Because marriage in one form of matching institution, WLOG, we describe the model using marriage data in NLSY 1979-98 as an illustration. The variable we use is age at first marriage.
Suppose there is a couple and a bivariate random vector X = (X 1 , X 2 ) t , where X t is the transpose of the vector X and X 1 and X 2 are the first marriage ages of the male and female, respectively. (Either the female is the spouse of the male respondent at his first marriage or the male is the spouse of the female respondent at her first marriage.) For each variate of X, our model is a mixture of various case k models and a right censorship model (see Schick and Yu (2000) ). In particular, let K 1 and K 2 be random nonnegative integers. For i = 1, 2, if 
, where for i = 1 or 2,
We make use the following assumptions:
A1. X, K and Y are independent.
A1 is a typical identifiability condition. A2 emphasizes that there are exact observations and A3 emphasizes that there are missing data. These two assumptions distinguish the current model from the models studied by Wong and Yu (1999) and van der Vaart and Wellner (2000) , which do not allow exact observations or missing data. In the marriage study, we did not have the case that both X 1 and X 2 are exact observations and the case that both X 1 and X 2 are missing. Thus we further assume that
We want to estimate the joint distribution function F 0 of (X 1 , X 2 ), where
As we shall describe in section 5, all data in NYLS 1979-98 were rounded off to integers (number of years). Thus we can assume that
2 ) takes on finitely many values and F 0 is discrete.
Under the discrete assumption, the consistency and asymptotic normality of the GMLE under the non-parametric set-up can be proved.
Remark. Assumptions A4 and A5 are relevant for NYLS 1979-98 data and may not be relevant for other multivariate interval-censored data.
For convenience, we make use the observable rectangle I, that is,
). Kiefer and Wolfowitz (1956) first introduce the concept of the non-parametric likelihood function. Under the multivariate interval censoring, the non-parametric likelihood function becomes
where µ F is the measure induced by an unknown distribution function F , that is,
3. Estimation Method. Let τ 1 be the maximum finite value of L 1 and R 1 and τ 2 be the maximum finite value of L 2 and R 2 . Let τ 01 and τ 02 be the smallest possible age for a male and female to marry, respectively.
Define a maximal intersection (MI), A, with respect to the I i 's to be a nonempty finite intersection of the I i 's such that for each i,
be the collection of all possible distinct MIs. For our marriage study data set, typically,
Using an argument similar to Hanley and Parnes (1983) , it can be shown that the GMLE of F 0 (x) which maximizes the generalized likelihood function, Λ n , must assign all the probability masses s 1 , ..., s m to the sets A 1 , ..., A m . Thus it suffices to maximize the generalized likelihood function of the following form:
where
Denote the GMLE of s byŝ and that of F 0 byF n .
The s j 's can be obtained by the self-consistent algorithm described by Turnbull (1976) for univariate interval-censored data as follows: Let s
Repeat until the s j 's converge. The justification of the convergence of this method for multivariate interval-censored data is similar to that given in Turnbull (1976) for univariate data. The algorithm is easy to implement. A more efficient algorithm may be obtained by mimicking the algorithms for univariate interval-censored data discussed in Wellner and Zhan (1997) .
Given a GMLEŝ, the GMLE of F 0 (x) is not uniquely defined on an MI unless the MI is a singleton. A GMLE of F 0 (x) can be obtained as follows:
The GMLE of s may not be unique under multivariate interval censoring, however, the GMLE of µ F (I i ) is uniquely determined for each i (see Yu, Wong and He (2000) ).
Hereafter, we address two practical issues in computing the GMLE. One is about the algorithm for searching for all the MI's and the other is the simplification of the self-consistent algorithm.
The definition of the MI's is simple. However, the algorithm for searching for them may not be so simple. The following is a feasible algorithm for bivariate IC data, which can be generalized to multivariate interval censoring.
(Search all the maximal intersections of the observable intervals correspond-
) and the group of all interval-censored obser- Remark 3. In the above algorithm, we propose two alternatives for finding the MI's. One is to find all real MI's and the second approach is to find a substitution of the collections of all MI's (ending at step 3). The advantage of the second approach is the symmetry of the A * j 's, that is, they are arranged in a rectangular array of rectangles. The disadvantage is that it may increase the computational burden.
Applying equation (3.2) directly to implement the self-consistent algorithm can be time consuming when there is a large amount of observations. However, one can simplify the algorithm considerably if there are many replications. By reordering the observable rectangles, WLOG, we can assume that I 1 , ..., I M are all the distinct I i 's and the number of replications are N 1 , ..., N M , respectively. Then (3.2) can be replaced by 
We shall first show that
, where g does not depends on F 0 .
Here, abusing notation, we treat I i as a fixed value, instead of a random rectangle. Let f 0 be the density function of (X 1 , X 2 ). In particular, by (2.1) there are 3 types of observations
, where t, a and b are positive integers,
The second type is of the form u, v] . It can be derived in a similar manner as for the first type that
The third type is of the form
The normalized log likelihood function is
It is important to notice that the second summand above does not depend on F . Since
by the the Shannon-Kolmogorov inequality and (4.1), we have
By the strong law of large numbers,
Let Ω denote the event on which lim
. Fix an ω ∈ Ω , let F * be a limit point ofF n (·, ω) in the sense that µF k n (I i ) → µF 0 (I i ) for each i and for some subsequence {k n } of positive integers tending to infinity. Since lnµ 
for all i. Since ω is arbitrary in Ω , F * is an arbitrary limiting point ofF n and Ω has probability one, the consistency of the GMLEF n is thus established Theorem 2. Under the given assumptions, the GMLEF n (x, y) is strongly consistent at
Proof. It can be shown that under assumptions A1, A3 and A5,
. There are only finitely many summands in the summation above by assumption A5. ThusF n (x, y) → F 0 (x, y) a.s.
Asymptotic Normality of the GMLE. For the marriage study, it is reasonable
to assume that
A6 says that there are still men (or women) getting their first marriage beyond the age of τ 1 (or τ 2 ). Under assumptions A1-A6, the problem becomes an estimation problem of multinomial distribution and it follows from standard argument that the GMLEF n is asymptotically normally distributed and the convergence rate is in √ n.
Denote A the collection of the subset of the forms ( 
We can rewrite (5.1) as
∂s is an (m − 1) × 1 vector and
We now show that J is nonsingular. Let 
It is easy to verify that
∂ 2 L n (F n ) ∂s∂s t → E( ∂ 2 L n (F 0 ) ∂s∂s t ) = −J.
It thus follows that
where ∆ n is the (m−1)-dimensional column vector with entriesŝ i −s
and by Theorem 1 and assumptions A6, P(Ω n ) → 0 as n → ∞. It follows from the central
is asymptotically normal with mean 0 and dispersion matrix
). Thus we have the following result. . A strongly consistent estimator of J is given by 
Under the assumptions in Theorem 3, the GMLEF n is also asymptotically efficient.
The proof of this assertion is straightforward and is omitted. Because our focus is on age at first marriage, we use only the first marriage spell, even though longer marriage histories are available. In particular, the variables of interests are the first marriage ages of these youth and their (future) spouses. This is a bivariate random vector.
There are three ways to determine exactly when a marriage occurs for the respondents.
First, we use the reported age at first marriage. Second, if there is no report on the age at first marriage, we impute the age using data on the respondents' marital status. To wit, starting from 1978, respondents were asked about their marital status, if there was a change from singlehood to marriage in two consecutive years, we use the second year as the year of the first marriage. Third, we use data on the start year of the first marriage when there is non-response in age at first marriage and marital status. There were 9009 out of 11,774 respondents who were ever married, of which 8891 cases contain the known age of the first marriage (of the respondent but not the spouse) after applying the methods described above, and the remaining 118 cases contain no information concerning age at the first marriage.
The identification of one's spouse is obtained by determining whether a family member existed (among eleven to fifteen of them) who reported himself/ herself as a 'spouse' to given respondents. The age of spouses does not refer to the age of their first marriages.
So, from the age variable we only know that spouses' first marriage happened at or prior to the current marriage year. Another problem relating to spouses age is that it is poorly recorded. Among the 9009 ever marriage cases, only 1535 cases contain spouses' age data.
Among those non-missing data, 11.8 percent were below 15 years of age, and 6.91 percent were below age 8. To make it reasonable, we assume that age at the first marriage that falls below 12 to be missing. e. If the first marriage age of a respondent was right censored, the information on the spouse were missing. Otherwise, the age of the spouse of a respondent may or may not be reported. If it was reported, it was not reported whether it was the age at the spouse's first marriage. Thus we only have left-censored observations.
As discussed in section 3, to simplify the self-consistent algorithm, we delete observations that contain same values. Applying this method, we reduce the sample size from n = 11, 774 to M = 724.
A Subsample and Results.
For illustration and replication purpose, we present a sample of 100 observations in Table 1 . We explain the entries in the first few lines as follows.
1. Among the 7 cases, a female respondent was 20 years old in 1979. She was not married by the end of the study.
2. A female respondent was 19 years old in 1979. She reported that she was married and her spouse was 19 years old in 1979.
3. Among 8 cases, a female respondent was 21 years old in 1979. She reported that she was divorced, but did not report her former spouse's age.
4. A male respondent was 17 years old in 1979. He reported that he was married and but did not report his spouse's age.
The GMLE of the joint survival function S(x, y) = P {X 1 > x, X 2 > y} is given in Table 2 . The entries in the first column are the ages of the males and the entries in the first row are the ages of the females. Inside Table 2 , the first entry in each cell corresponding to ages (i, j) is the GMLE of the survival function S(i, j) and the second entry is its standard deviation.
It is worth mentioning that for the current data, the information matrixĴ (=
is singular, thus we cannot useĴ
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We want to emphasize that the current sample for illustration purpose and is not really random sample of the original data set. We just collected some typical cases from the original data set. Thus it is not surprised that the survival function in table 2 does not match the density function of the whole data set displayed in §5.3.
All Samples and Results.
Even though the whole marriage data set is large, using the algorithm we proposed in this paper, it only took less than 5 minutes to obtain the GMLE of F 0 . We find that the correlation coefficient between X 1 and X 2 , which is 0.82.
This result is striking because typically cross-section (census) estimates give values over 0.9, while marriage license data (that contain agents at first marriage in a certain year) tend to yield a slightly smaller value.
The graph of the GMLE of the joint density function of (X 1 , X 2 ) is given in Figure   1 . The shape of the distribution does not resemble a joint normal distribution. Note from Figure 1 that there is a sharp jump in the joint density function f at (42, 44) , and similarly at the marginal density functions (see Figure 2) . This is mainly due to the property of the GMLE and the fact that (1) the largest observations in the data set for male and female are 42 and 44, respectively, and they are both exact observations, and (2), there was a portion of the population that were not married by the end of the study. It is well known that the GMLE is not stable at the endpoints. For the current analysis, we should ignore the value of the distribution at the endpoints.
Figure 2 presents a plot of the marginal density for males and females. The vertical lines correspond to the median age at first marriage. The median age difference is 2. After the peak age of the first marriage for males, the two densities are similar.
Note that the marginal density is equivalent to the density of the waiting time with a shift. The marginal density is skewed to the right and does not have a normal distribution, as assumed widely in marriage studies.
These results differ remarkably from Gould (2003) , who uses the same data set as ours to study the marriage and career decisions of young men. Gould reduces the sample to male only cases and ignores interval censored issues, the final sample size is n = 2155 (Gould (2003, p.5 and p.23) ), out of total of 11,774. His plot of the distribution of age at first marriage (Gould (2003, Figure 3a, p.42) ) shows an upward-sloping curve, becoming flat only after age 30! The plot is peculiar not only because it is non-intuitive to have more people married at older ages, but also it does not at all resembles what we find in data.
Further, the result of the waiting time to the first marriage distribution (and the hazard rate, not shown) having a single peak indicates that an exponential model cannot match the data, as used widely in the theoretical marriage-search literature. So, caution must be taken when analyzing transition data, whether it is in marriage, the entry of firms, merger, jobs or firms turnover and so on.
6. Conclusion. In this paper, we make preliminary efforts toward understanding the empirical approach to assortative matching. We have developed a model to estimate the joint distribution function of the ages of newly-formed pairs. Because the model is new, we feel that we should first understand the properties of the estimator and its implementation.
We show that the GMLE is consistent and asymptotically normal. We have also proposed a feasible algorithm to compute the GMLE of a bivariate random vector with uncensored, right-censored, left-censored, interval-censored and missing data. The algorithm that we develop to search for all the maximal intersections and to simplify the self-consistent algorithm substantially reduces the computational burden. The computing time (5 minutes) needed to implement the method to a sample of over ten thousand observations indicates that our algorithm is efficient. Findings in this paper indicate that ignoring interval-censored data and the bivariate aspect of the data produces an erroneous picture about agents' age distribution.
Because empirical studies in firms and workers match, marriage, and merger activities have gained much attention recently, we hope this paper offers a useful technology for analyzing matching data so that more appropriate structure can be added to advance our understanding in interesting phenomena. We are aware that the cost of the flexible method developed here is the abstraction of agents' selectivity in partnership formation, which will be left for future research. A natural next step is to apply our method to explain who matches with whom in a regression analysis. We shall extend our model to a semiparametric approach by modifying the Buckley-James estimator in a censored regression framework. 
