This paper describes a single-image super-resolution (SR) algorithm based on nonnegative neighbor embedding. It belongs to the family of single-image example-based SR algorithms, since it uses a dictionary of low resolution (LR) and high resolution (HR) trained patch pairs to infer the unknown HR details. Each LR feature vector in the input image is expressed as the weighted combination of its K nearest neighbors in the dictionary; the corresponding HR feature vector is reconstructed under the assumption that the local LR embedding is preserved. Three key aspects are introduced in order to build a low-complexity competitive algorithm: (i) a compact but efficient representation of the patches (feature representation) (ii) an accurate estimation of the patches by their nearest neighbors (weight computation) (iii) a compact and already built (therefore external) dictionary, which allows a one-step upscaling. The neighbor embedding SR algorithm so designed is shown to give good visual results, comparable to other state-of-the-art methods, while presenting an appreciable reduction of the computational time.
Introduction
Super-resolution (SR) refers to a family of techniques that map one or many input low resolution (LR) images into a single high resolution (HR) image. Depending on the way this mapping is obtained, SR techniques can be broadly classified into two main approaches: fixed mapping methods, where a fixed relation results from some a priori information, and machine learning (ML) methods, that use a dictionary and aim at learning the mapping. The fixed mapping methods can be further classified into reconstruction-based SR algorithms, that see the SR issue as an ill-posed problem and use regularization tools to solve it (multiframe SR algorithms fall within this category, e.g. [6] ), and methods based on interpolation (e.g. [4] ) that link together traditional interpolation techniques and natural image priors.
In ML techniques, as said, the mapping from the LR image(s) to the HR image is learned by using a dictionary. Example-based SR algorithms belong to this family: the learning process is performed locally, by trying to infer the local HR details through the use of small "examples". For general SR purposes the examples used consist of patches (sub-windows of image) and the dictionary is therefore formed by pairs of patches conveniently learned. Example-based SR algorithms can differ in the number of candidates taken from the dictionary and used as predictors (single or several candidates) and the way the patches are combined in order to generate the HR outputs. Another difference is given by the nature of the dictionary: external (derived from a set of training images) or internal (the patch correspondences are derived from the image itself, exploiting self-similarities, e.g. [7, 8] ).
In the literature we refers to Neighbor Embedding (NE) SR [1, 2, 5] , as a single-image example-based approach, that performs for each LR output patch a K-NN (Nearest Neighbor) estimation. The algorithm select the K best candidates from the LR patches of the dictionary and derive the neighbor combination strategy from a manifold learning method for dimensionality reduction called locally linear embedding (LLE) [10] . The basic assumption is that a patch in the LR input image and the corresponding HR unknown patch share similar neighborhood structures: as a consequence of that, once the LR input patch is expressed as the linear combination of a certain number of its neighbors taken from the dictionary, the HR output patch can be reconstructed by using the HR patches in the dictionary corresponding to the neighbors selected, and combining them in the same way. LR and HR patches are expressed as "feature vectors" and the whole SR procedure is carried out in the feature space.
In the wake of these NE-based algorithms, we propose a new single-image SR algorithm, that achieves better performance and a low complexity target. With respect to the LLEbased weight computation method, we propose a new method, based on a Least Squares (LS) approximation of the LR patches with a non-negativity constraint, and prove the effectiveness of the choice of having non-negative weights. Moreover, we discuss the issue of the feature representation and propose to use centered luminance values as unique "low-cost" features for both LR and HR patches. As the low-complexity is one of the targets of the algorithm, we focus on a one-step procedure that directly produces the desired upscaled image, showing that, for the sake of this choice, using an external dictionary is preferable.
The rest of the paper is organized as follows. Section 2 briefly describes the NE-based approach to SR. Then, in Section 3, we provide the details of our algorithm, motivating the choice of the feature representation and the weight computation method adopted: a performance analysis and a complete description of the final procedure are given. In Section 4 some visual results are showed. Finally, Section 5 gives some concluding remarks and outlines for future work.
Neighbor embedding approach to super-resolution
In the NE approach we have a dictionary D = (X d , Y d ), formed by several LR/HR patch co-occurrences, where
j=1 is a set of LR patch vectors and
j=1 is the set related to their HR counterparts. The basic idea is that we can express a LR input patch as the weighted combination of its LR K nearest neighbors (K-NN) selected from the dictionary, and then apply the same weighted combination to the corresponding HR patches in the dictionary to reconstruct the HR output patch. All patches, both from the dictionary and the target images, are transformed into feature vectors, by concatenating some features computed on the pixels of the patches. For convenience, in order not to introduce other notations, in this paper all the vectors representing patches are intended as their related feature vectors. The first step is to divide the LR input image X into patches of the same size of the LR patches in the dictionary, and convert them into feature vectors, so obtaining the set of LR feature vectors
. The algorithm then proceeds as follows: 1. For each LR patch feature vector x i t ∈ X t (a) Find its K-NN in X d in terms of Euclidean distance:
(
(b) Find a weighted combination that approximates x i t with a weighted combination of the selected neighbors, i.e. compute the K weights w i j K j=1 such that:
(c) Apply the same weights for the reconstruction of the output HR patch feature vector y i t with the corresponding neighbors in
where H(N i ) indicates the set of HR feature vectors in the dictionary corresponding to the LR neighborhood N i .
2. Once all the HR patch feature vectors are generated, reverse them back to pixel-based patches, and combine the obtained patches to form the output image.
In previous NE-based SR algorithms [1, 2, 5] , the weights of each linear combination (Step 1b) are computed by minimizing the approximation error of the related LR patch,
, subject to the condition that they sum up to one. Namely, they are the result of the the following constrained least squares (LS) minimization problem (SUM1-LS):
A solution to (4) can be found through the method of Lagrange multipliers.
In the following section we propose an alternative criterion to compute the weights of the neighbor embedding and study the issue of the feature representation. This will lead us to the formulation of a new NE-based SR algorithm.
Proposed algorithm 3.1 Feature representation
As mentioned before, the entire neighbor embedding SR procedure is carried out in a feature space: LR and HR patches are represented by vectors of features, namely some transformations of the luminance values of the pixels of the patch. The role of the features is double: 1) to catch the most relevant part of the LR information in order to have an as much as possible good "predictor" for the HR patch reconstruction; 2) to possibly enforce the similarity between the LR and HR patch structures.
In order to pursue the first purpose, several algorithms in the literature propose to preprocess the LR images according to the idea that the middle and high-frequency content of the LR patches is the most helpful information to learn the LR-HR patch correspondences. In the original NE-based algorithm [2] , e.g. simple features derived from the first and secondorder gradient are taken into account. As for the representation of the HR training patches, the common solution in the literature is to straightly use the luminance values of the HR training images, possibly after doing an operation of contrast normalization or mean removal. In our implementation of the neighbor embedding approach, we test three simple feature configurations for the LR patches. = 3N ) is also considered as in [1] . As for the HR patches, ideally, we would like to keep the same feature space. However, the feature representation chosen is constrained to the fact that at the end of the SR algorithm we have to reverse the features back to pixel-based patches. This reversion step is not feasible in the case of gradient feature vectors (more "unconstrained" equations than unknowns); we can reverse the centered features, instead, by simply adding the mean value of the corresponding LR patches in the input image. Therefore, in all cases F2 are used as HR features.
In principle, we expect centered luminance values (F2) to be the most intuitive solution, as the representation for LR and HR patches would be unique. Moreover, this is the "cheapest" solution in terms of computational time, as the feature vectors contain less entries than for the other feature representations. In [1] a performance analysis of the feature representations is given, including gradient features and centered luminance values ("norm luminance"): the authors conclude that the best solution for the LR features is a weighted concatenation of norm luminance and first-order gradient values, while purely centered luminance values representing the fourth or fifth choice (see Figure 3 in [1] ). However, this analysis is not performed by considering variations of K (number of neighbors). Figure 1 evaluates for two test images ("head" and "bird") the performance of the algorithm (PSNR of the super-resolved image) versus K, for the chosen LR features and the standard SUM1-LS method used to compute the weights. Figure 1 shows that the performance of the algorithm is highly dependent on the number of neighbors K. For all the feature representations, we observe that the curves present an "up-down-up" behavior; the fall in the case of centered features appears even dramatic. We explain this behavior with the "blindness" of the NE approach: the weights of the patch combinations are computed on the LR feature vectors and then blindly applied to the corresponding HR vectors. As we observe, a problem arises at a certain critical point that depends on d. For F2, we can make the following observations. upper bound is tight. More precisely, r i = min(d − 1, K) with high probability. Intuitively, we explain this criticality with the fact that the LS solution is "too fitted" on the LR data and thus generates undesired bad HR reconstructions. In Figure 1 this point is, in case of F2, at K = d = 9, as we use 3 × 3 LR patches.
Nevertheless, we observe that outside the fall region, centered luminance features outperform the other feature representations, thus showing the expected potential. Therefore, we decide to use F2 as unique features for LR and HR patches. In the following section we propose a new criterion for the weight computation, in order to avoid the irregular performance with K and fully exploit the common features.
Non-negative embedding
In the previous section we pointed out that, by using SUM1-LS as a NE method, we have a fall of the performance for a certain critical point, independently of the features chosen.
We believe that this problem can be avoided by replacing the sum-to-one equality constraint by a more "relaxed" inequality constraint. Therefore, we propose another method for computing the neighbor embedding, derived from a LS problem equivalent to (4), but with a non-negativity inequality constraint, according to "the intuitive notion of combining parts to form a whole" [9] (only additive combinations of patches are allowed):
The problem in (5) is known in the literature as non-negative least squares (NNLS); an iterative solution is provided in [3, Ch. 23, p. 161].
In Figure 2 the weight distributions of the two NE criteria are compared, using the box plot representation. Each box is delimited by the 25th (Q1) and 75th percentile (Q3). Values that exceed the boxes by 2 × (Q3 − Q1) are considered outliers and not drawn. Interestingly, the values for SUM1-LS weights get larger in the proximity of the critical points; instead, the values of the NNLS weights regularly decrease with K. To further evaluate the goodness of the new nonnegative NE criterion, compared to SUM1-LS, we used the distance (in terms of MSE) between the LR weights, resulted by the approximation of a LR test vector with its LR neighbors, and the HR weights, obtained by approximating the corresponding HR test vector with the HR vectors related to the LR neighbors found. This is an index of how the LR weights, what we can actually compute, reflect the ideal HR weights. We averaged the error over 1000 randomly selected test vectors (Figure 3 ).
SUM1-LS NNLS

F1
F2 F1 + F2 Figure 3 shows that the new nonnegative embedding method is much more suitable for computing the weights of a common embedding, as the MSE error between the weight vectors is any case below than the corresponding one for SUM1-lS. The results are confirmed in Figure 4 , where a comparison between different features (in terms of ouput PSNR), while using NNLS, is presented.
Compared to Figure 1 , Figure 4 presents a much more stable performance, as K varies: the PSNR curve is monotonically increasing and we do not have anymore any fall in . Moreover, the PSNR values are generally higher and F2 are clearly the winning features.
Dictionary design
From the analysis undertaken in the previous sections, we can derive a new feature-based NE-based SR algorithm: centered luminance values (F2) are taken as features for both LR and HR patches, and the new NE method with nonnegative weights is chosen to compute the patch combinations.
head bird An important issue for example-based SR algorithms is represented by the choice of the dictionary. To pursue the aim of realizing a low-complexity algorithm, we decide to adopt a one-step upscaling procedure, whereas other algorithms (e.g. [7, 8] ) achieve the desired magnification factor, by several upscalings with smaller scale factors (the SR procedure is thus iterated several times). For the dictionary, we have then two possibilities: 1) building and external dictionary from a set of training images (by coupling the original HR images and conveniently generated LR versions of them, and extracting from them, respectively, the HR and LR patches); 2) learning the patch correspondences in a pyramid of recursively scaled images, starting from the LR input image, in the way of [8] . In Table 1 results from the pyramid internal dictionary and two external dictionaries are reported; NNLS with K = 12 is used as the NE method. For both the external dictionaries, a small number of natural images is taken. As we can see from the table, for our purpose the external dictionary performs significantly better, since the number of pairs of patches we can derive from the internal pyramid (under the constraint that two related -HR and LR -layers are in ratio equal to the global magnification factor) is insufficient, or in general the resulting dictionary is not enough informative. On the other end, in the case of the external dictionary, we can regulate its size to our liking, by conveniently choosing the training images. Dictionary sizes like the ones reported in the table (∼ 10 5 pairs of patches) will be shown to be sustainable in terms of computational time.
There is one important parameter left to set in the algorithm: the size of the LR patches taken from the LR input image. From our experiments we found that the optimal size is 3 × 3 with a 2-pixel overlap. As we perform a one-step upscaling, the size and the overlap degree of the HR patches come as consequences of the magnification factor: e.g. with a factor of 4 we will have 12 × 12 HR patches with a 8-pixel overlap. The reason for choosing largely overlapping HR patches is due to the fact that at the end of the NE algorithm (see Step 2 of the general procedure in Section 2) we combine the patches together by simply averaging the related pixel values in the overlapping regions. By having big overlaps, we can in fact implicitly impose smooth properties on the output image. Moreover, as an additional tool used by several SR algorithms (e.g. [8] ), we implement a final check to assure the superresolved image to be consistent with the LR input image: an iterative back projection (IBP).
Results
In this section some visual results and comparisons with other methods are presented. In particular, our algorithm is compared to the one of Glasner et al. [8] (using a thirdy party implementation), currently considered among the most advanced single-image SR algorithms, to the original LLE-based NE algorithm of Chang et al. [2] , and to the "local learning" method of Tang et. al [11] . The latter is a recent NN-estimation algorithm, which aims at learning from each input patch the mapping function from the LR to the HR domain, via Kernel Ridge Regression an by taking the related local neighborhood as the training set. Gradient features are used in the algorithm. Table 2 summarizes the results for several images and magnification factors, reporting the output PSNR and the running time in seconds as an indication of the complexity of the algorithm. Figures 5 and 6 offer a few visual results for two images.
When comparing our algorithm to Chang et al. [2] the visual improvements are evident: our algorithm is able to super-resolve finer details, whereas the results of [2] are often affected by ringing artifacts. The impression is confirmed by reading the PSNR values. With respect to the local learning method of Tang et al. [11] , too, the PSNR achieved by our algorithm are always higher. As for the running time, this turns to be in favor of our algorithm in both comparisons, thanks to the low-complexity choice of the features (F2 instead of gradient features).
The comparison with the method of Glasner et al. [8] is also satisfying: [8] gives generally higher values of PSNR, although our method is better performing for a magnification factor equal to 2. Nevertheless, the visual results are fairly comparable. What represents an issue for [8] is the complexity, as the algorithms involves several steps and the dictionary is iteratively updated by taking patches from the image "pyramid": although the values provided only serve to give an idea of the complexity, the algorithm clearly requires much more time than ours and the running time grows exponentially with the size of the input image. 
Conclusion and future work
In this paper we proposed a novel algorithm for single-image SR, based on neighbor embedding. With the double target of low complexity and good performance, we handled with three aspects: the representation of the patches, the weight computation method, and the dictionary design. We chose to use centered luminance values as unique "low-cost" solution for both the LR and HR feature-based patch representations, and proposed a new method for computing the weights based on nonnegative LS. We chose, then, to use an external dictionary, showing that this solution is more convenient than having an internal dictionary, when a single-step magnification is performed. The algorithm so designed, when compared to other single-image SR methods, is shown to give good visual results and to present a much reduced time complexity, thanks to the one-step upscaling procedure adopted and the feature representation chose. As for the future work, we believe that the NE-based procedure can be improved in the neighbor selection step: different metrics than the Euclidean distance with the LR candidate can be taken in account in order to select neighbors more suitable to the HR reconstruction. In the flavor of [11] , we also plan to investigate methods based on LR-HR local regression to compute the HR output patch, and to consider in this case too the issue of the features.
