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Abstract
This article develops a duality principle for a semi-linear model in micro-magnetism. The
results are obtained through standard tools of convex analysis and the Legendre transform
concept. We emphasize the dual variational formulation presented is concave and suitable for
numerical computations. Moreover, sufficient optimality conditions are also established.
1 Introduction
This article develops a dual variational formulation for a semi-linear model in micro-magnetism.
For the primal formulation we refer to references [4, 3] for details. In particular we refer to the original
results presented in [3], emphasizing the present work is their natural continuation and extension.
We also highlight the present work develops real relevant improvements relating the previous similar
results in [4].
At this point we start to describe the primal formulation.
Let Ω ⊂ R3 be an open bounded set with a a regular (lipschitzian) boundary denoted by ∂Ω. By a
regular lipschitzian boundary ∂Ω we mean regularity enough so that the Sobolev imbedding theorem
and relating results, the trace theorem and the standard Gauss-Green formulas of integration by
parts to hold. The corresponding outward normal to ∂Ω is denoted by n = (n1, n2, n3). Also, we
denote by 0 either the zero vector in R3 or the zero in an appropriate function space.
Under such assumptions and notations, consider problem of finding the magnetization m : Ω →
R
3, which minimizes the functional
J(m, f) =
α
2
∫
Ω
|∇m|22 dx+
∫
Ω
ϕ(m(x)) dx−
∫
Ω
H(x) ·m dx
+
1
2
∫
R3
|f(x)|22 dx, (1)
where
m = (m1, m2, m3) ∈ W
1,2(Ω;R3) ≡ Y1, |m(x)|2 = 1, in Ω (2)
1
and f ∈ L2(R3;R3) ≡ Y2 is the unique field determined by the simplified Maxwell’s equations
curl(f) = 0, div(−f +mχΩ) = 0, in R
3. (3)
Here H ∈ L2(Ω;R3) is a known external field and χΩ is a function defined by
χΩ(x) =
{
1, if x ∈ Ω,
0, otherwise.
(4)
The term
α
2
∫
Ω
|∇m|22 dx
is called the exchange energy, where
|m|2 =
√√√√ 3∑
k=1
m2k
and
|∇m|22 =
3∑
k=1
|∇mk|
2
2.
Finally, ϕ(m) represents the anisotropic contribution and is given by a multi-well functional whose
minima establish the preferred directions of magnetization.
Remark 1.1. Here some brief comments on the references. Relating and similar problems are
addressed in [4]. The basic results on convex and variational analysis used in this text may be found
in [5, 4, 6, 7]. About the duality principles, we have been greatly inspired and influenced by the work
of J.J. Telega and W.R. Bielski. In particular, we would refer to [2], published in 1985, as the first
article to successfully apply the convex analysis approach to non-convex and non-linear mechanics.
Finally, an extensive study on Sobolev spaces may be found in [1].
Remark 1.2. At some points of our analysis we refer to the problems in question after discretization.
In such a case we referring to their approximations in a finite element or finite differences context.
2 The duality principle for the semi-linear model
We consider first the case of a uniaxial material where ϕ(m) = β(1− |m · e|).
Observe that
ϕ(m) = min{β(1 +m · e), β(1−m · e)}
where β > 0 and e ∈ R3 is a unit vector.
The main duality principle is summarized by the following theorem.
2
Theorem 2.1. Considering the previous statements and notations, define J : Y1 × Y2 × B → R =
R ∪ {+∞} by
J(m, f, t) = G0(m)−
K
2
〈mi, mi〉L2 +G1(m, t) +G2(f)
+Ind0(m) + Ind1(m, f) + Ind2(f), (5)
where,
G0(m) =
α
2
〈∇mi,∇mi〉L2,
G1(m, t) =
∫
Ω
(tg1(m) + (1− t)g2(m)) dx− 〈Hi, mi〉L2 +
K
2
〈mi, mi〉L2 ,
G2(f) =
1
2
∫
R3
|f(x)|2 dx,
g1(m) = β(1 +m · e),
g2(m) = β(1−m · e),
Ind0(m) =
{
0, if |m(x)|2 = 1, in Ω
+∞, otherwise,
(6)
Ind1(m, f) =
{
0, if div(−f +mχΩ) = 0, in R
3
+∞, otherwise,
(7)
Ind2(f) =
{
0, if curlf = 0, in R3
+∞, otherwise.
(8)
We recall the present case refers to a uniaxial material with exchange of energy, that is α > 0.
Here, e = (e1, e2, e3) ∈ R
3 is a unit vector.
Under such hypotheses, we have,
inf
(m,f,t)∈Y1×Y2×B
{J(m, f, t)} ≥ sup
λ∈A∗
{J˜∗(λ)},
where
J˜∗(λ) = inf
(z∗,t)∈Y ∗
4
(λ)×B
J∗(λ, z∗, t),
J∗(λ, z∗) = F˜ ∗(z∗)− G˜∗(λ, z∗, t),
and where, for the discretized problem version,
F˜ ∗(z∗) = sup
m∈Y1
{
〈z∗i ,∇mi〉L2 +G0(m)−
K
2
〈mi, mi〉L2
}
. (9)
Here K > 0 is such that
−G0(m) +
K
2
〈mi, mi〉L2 > 0, ∀m ∈ Y1, m 6= 0.
3
G˜∗(λ, z∗, t) = G∗1(λ, z
∗, t) +G∗2(λ)
= sup
(m,f)∈Y1×Y2
{〈z∗i ,∇mi〉L2 + 〈λ2, div(mχΩ)− f)〉L2
+〈λ1, curlf〉L2
−G1(m, t)−G0(f)} (10)
where, more specifically,
G∗1(λ, z
∗, t) =
1
2
∫
Ω
∑3
i=1
(
−∂λ2
∂xi
+Hi + β(1− 2t)ei − div z
∗
i
)2
λ3 +K
dx
−
1
2
∫
Ω
λ3 dx+
1
2
∫
Ω
β dx, (11)
G∗2(λ) =
1
2
‖∇λ2 − curl
∗λ1‖
2
2.
Also,
A1 = {λ ∈ Y3 : λ3 +K > 0, in Ω},
and from the standard second order sufficient optimality condition for a local minimum in m, we
define
A2 = {λ ∈ Y3 :
G0(m) + 〈λ3,
3∑
i=1
m2i 〉L2 > 0,
∀m ∈ Y1, such that m 6= 0} (12)
where
A∗ = A1 ∩A2,
Y = Y ∗ = L2(Ω;R3) = L2,
λ = (λ1, λ2, λ3) ∈ Y3 =W
1,2(R3;R3)×W 1,2(R3)× L2(Ω),
Y1 =W
1,2(Ω;R3),
Y2 = W
1,2(R3;R3),
Y ∗4 (λ) = {z
∗ ∈ [Y ∗]3 : z∗i · n+ λ2ni = 0, on ∂Ω, ∀i ∈ {1, 2, 3}},
B = {t measurable : 0 ≤ t ≤ 1, in Ω}.
Finally, suppose there exists (λ0, z
∗
0, t0) ∈ A
∗×Y ∗4 (λ0)×B such that for an appropriate λ4 ∈ L
2(Ω)
we have
δ
[
J∗(λ0, z
∗
0 , t0) + 〈λ4, t
2
0 − t0〉L2
]
= 0,
δ2z∗z∗J
∗(λ0, z
∗
0 , t0) > 0
4
and for the concerning Hessian
det
{
δ2z∗,t
[
J∗(λ0, z
∗
0 , t0) + 〈λ4, t
2
0 − t0〉L2
]}
> 0, in Ω.
Under such hypotheses,
J(m0, f0, t0) = inf
(m,f,t)∈Y ×Y1×B
J(m, f, t)
= sup
λ∈A∗
J˜∗(λ)
= J˜∗(λ0)
= J∗(λ0, z
∗
0 , t0). (13)
Proof. Observe that
G∗1(λ, z
∗, t) +G∗2(λ)
≥ 〈z∗i ,∇mi〉L2 + 〈λ2, div(mχΩ)− f)〉L2
+〈λ1, curlf〉L2
+
〈
λ3,
3∑
i=1
m2i − 1
〉
L2
−G1(m, t)−G2(f)
≥ 〈z∗i ,∇mi〉L2 −G1(m, t)−G2(f)− Ind0(m)− Ind1(m, f)− Ind2(f), (14)
∀(m, f, t) ∈ Y1 × Y2 × B, z
∗ ∈ Y ∗4 (λ), λ ∈ A
∗ so that,
−F˜ ∗(z∗) +G∗1(λ, z
∗, t) +G∗2(λ)
≥ −F˜ ∗(z∗) + 〈z∗i ,∇mi〉L2 −G1(m, t)−G2(f)
−Ind0(m)− Ind1(m, f)− Ind2(f), (15)
∀(m, f, t) ∈ Y1 × Y2 × B, z
∗ ∈ Y ∗4 (λ), λ ∈ A
∗ and hence,
sup
z∗∈Y ∗
4
(λ)
{−F˜ ∗(z∗) +G∗1(λ, z
∗, t) +G∗2(λ)}
≥ sup
z∗∈Y ∗
4
(λ)
{−F˜ ∗(z∗) + 〈z∗i ,∇mi〉L2} −G1(m, t)−G2(f)
−Ind0(m)− Ind1(m, f)− Ind2(f), (16)
∀(m, f, t) ∈ Y1 × Y2 × B, λ ∈ A
∗ so that that is,
sup
z∗∈Y ∗
4
(λ)
{−F˜ ∗(z∗) +G∗1(λ, z
∗, t) +G∗2(λ)}
≥ −G0(m) +
K
2
〈mi, mi〉L2 −G1(m, t)−G2(f)
−Ind0(m)− Ind1(m, f)− Ind2(f)
= −J(m, f, t), (17)
5
∀(m, f, t) ∈ Y1 × Y2 × B, λ ∈ A
∗. Thus,
J(m, f, t) ≥ inf
z∗∈Y ∗
4
(λ)
{F˜ ∗(z∗)−G∗1(λ, z
∗, t) +G∗2(λ)}
= inf
z∗∈Y ∗
4
(λ)
J∗(λ, z∗, t), ∀(m, f, t) ∈ Y1 × Y1 ×B, λ ∈ A
∗. (18)
Therefore,
inf
(m,f,t)∈Y1×Y2×B
J(m, f, t) ≥ sup
λ∈A∗
{
inf
(z∗,t)∈Y ∗
4
(λ)×B
J∗(λ, z∗, t)
}
= sup
λ∈A∗
J˜∗(λ). (19)
By the hypotheses, (λ0, z
∗
0 , t0) ∈ A
∗ × Y ∗4 (λ0)×B is such that
δ{J∗(λ0, z
∗
0 , t0) + 〈λ4, t
2
0 − t0〉L2} = 0.
From the variation in z∗,
∂F˜ ∗(z∗0)
∂z∗i
−∇(m0)i = 0, in Ω, (20)
where
(m0)i =
−∂(λ0)2
∂xi
+Hi + β(1 + 2t0)ei − div[(z
∗
0)i]
(λ0)3 +K
. (21)
From the variation in λ2,
div(m0χΩ − f0) = 0, in R
3, (22)
where,
f0 = curl(λ1)0 −∇(λ0)2. (23)
From the variation in λ1, we obtain,
curlf0 = 0, in R
3. (24)
From (20), we also have,
F˜ ∗(z∗0) = 〈(z
∗
0)i,∇(m0)i〉L2 +G0(m0)−
K
2
〈(m0)i, (m0)i〉L2. (25)
By (21), (22), (23) and (24), we get
G∗1(λ0, z
∗
0 , t0) +G
∗
2(λ0)
= 〈(z∗0)i,∇(m0)i〉L2 + 〈λ2, div(m0χΩ)− f0)〉L2
+〈(λ0)1, curlf0〉L2
+
〈
(λ0)3,
3∑
i=1
(m0)
2
i − 1
〉
L2
−G1(m0, t0)−G2(f0)
= 〈(z∗0)i,∇(m0)i〉L2 −G1(m0, t0)−G2(f0)
−Ind0(m0)− Ind1(m0, f0)− Ind2(f0), (26)
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From (25) and (26), we obtain,
J∗(λ0, z
∗
0 , t0)
= F˜ ∗(z∗0)−G
∗
1(λ0, z
∗
0 , t0)−G
∗
2(λ0)
= G0(m0) +G1(m0, t0) +G2(f0)
+Ind0(m0) + Ind1(m0, f0) + Ind2(f0)
= J(m0, f0, t0). (27)
Finally, from the hypotheses
δ2z∗z∗J
∗(λ0, z
∗
0 , t0) > 0
and
det
{
δ2z∗,t
[
J∗(λ0, z
∗
0 , t0) + 〈λ4, t
2
0 − t0〉L2
]}
> 0, in Ω.
Since the optimization in question in (z∗, t) is quadratic, we obtain,
J˜∗(λ0) = J
∗(λ0, z
∗
0 , t0).
From this, and (19) and (27), we have,
J(m0, f0, t0) = inf
(m,f,t)∈Y ×Y1×B
J(m, f, t)
= sup
λ∈A∗
J˜∗(λ)
= J˜∗(λ0)
= J∗(λ0, z
∗
0 , t0). (28)
The proof is complete.
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