Abstract: In this brief we propose a distributed δ-consensus protocol in directed networks of dynamic agents having communication delays. We provide convergence analysis for such consensus algorithm under stochastic switching communication graphs, and then present some generic criteria for solving the average consensus problem. We also show that directed delayed networks of dynamic agents can achieve average consensus even each agent in the networks intermittently exchanges the information from its neighbors only at some discontinuous moments. Subsequently, a typical numerical example illustrates and visualizes the effectiveness and feasibility of the theoretical results.
INTRODUCTION
In recent years, the study of distributed coordination in dynamic networks of multiple agents has emerged as a new challenging area of research from various fields such as physics, ecology, economy, computer science and control theory (see Vicsek et al. [1995] , Hong et al. [2006] , Olfati-Saber [2006] and references therein). The applications of multi-agent systems are diverse, ranging from cooperative control of unmanned air vehicles (UAVs), formation control of autonomous vehicles, design of distributed sensor networks, congestion control in communication networks, etc (see Vicsek et al. [1995] , Fax et al. [2004] , Tanner et al. [2007] and references therein). As a result, a critical problem for coordinated control is to design appropriate protocols and algorithms such that the group of agents can reach consensus on the shared information in the presence of limited and unreliable information exchange and dynamically changing interaction topologies (see Ren et al. [2005] ).
To achieve cooperative consensus, a wide variety of works have been performed recently (see Vicsek et al. [1995] , Gazi et al. [2003] , Jadbabaie et al. [2003] , Fax et al. [2004] , OlfatiSaber et al. [2004] , Moreau [2005] , Ren et al. [2005] , Hong et al. [2006] , Tanner et al. [2007] , Hu et al. [2007] , Hui et al. [2008] , Li et al. [2008] , Lin et al. [2008.] , Sun et al. [2008] , , Wu et al. [2011] and the references therein). For example, with a proposed simple model and neighbor-based rules, flocking and schooling were successfully simulated and analyzed for self-propelled particles by Vicsek et al. [1995] . Jadbabaie et al. provided a theoretical explanation for the con- sensus behavior of the Vicsek model by using graph theory (Jadbabaie et al. [2003] ). Fax et al. emphasized the role of information flow and graph Laplacians, and derived Nyquist-like criterion for stabilizing vehicle formations (Fax et al. [2004] ). Olfati-Saber et al. investigated the consensus problems under a variety of assumptions on the network topology with respect to fixed or switching, presence or lack of communication delays, and directed or undirected network information flow (OlfatiSaber et al. [2004] ). Moreau used a set-valued Lyapunov approach to study consensus problems with unidirectional timedependent communication links (Moreau [2005] ). Ren et al. extended the results to unidirectional communication and relaxed the connectivity assumption to the assumption that the union of the communication graphs has a spanning tree (Ren et al. [2005] ).
It is worth noting that among most previous studies on consensus problem for networks of dynamic agents having communication delays, some standard consensus protocols almost require each agent in the networks update its state continuously based upon the information received from its neighbors (see Gazi et al. [2003] , Jadbabaie et al. [2003] , Fax et al. [2004] , Olfati-Saber et al. [2004] , Moreau [2005] , Ren et al. [2005] , Hu et al. [2007] , Hui et al. [2008] , Li et al. [2008] , Lin et al. [2008.] , Sun et al. [2008] and the references therein). However, most of network topologies are not static in the real world, i.e. that communication links are not fixed and reliable. In some applications of multi-agent systems such as sensor networks and mobile ad-hoc networks, communication links between agents may be unreliable due to interferences and/or subject to communication range limitations (see Ren et al. [2005] ). Or in other words, messages can be lost due to some factors of external disturbance such as switching phenomenon, frequency change and channel noises, and in wired networks, messages may be dropped due to buffer overflow (see Patterson et al. [2007] , Hui et al. [2008] , Li et al. [2008] , and the references therein). As a result, in these scenarios each agent in the networks intermittently exchanges the information from its neighbors. On the other hand, it is quite natural in practice that the control inputs (or protocols) of a system may be missed due to a variety of causes such as temporal controller or actuator failures, intermittent unavailability of controllers, network-induced packet losses, and the purposeful suspension of controllers or actuators to save power and to prolong the node life (see Zhang et al. [2010] ). We refer to this phenomenon as the control inputs missing, and we mean in this case that the control input (or protocol) is zero. For practical reasons, it is still desirable to propose some simple yet effective distributed consensus protocols for such networks of dynamic agents having communication delays, and the present investigation precisely addresses this distributed δ-consensus issue.
This brief considers consensus average problem in directed delayed networks of dynamic agents. The primary contribution of this work is to propose a simple distributed δ-consensus protocol for such networks. In contrast to most standard consensus algorithm existing in the literature (see Olfati-Saber et al. [2004] , Ren et al. [2005] , Olfati-Saber [2006] , Hu et al. [2007] , Lin et al. [2008.] , Sun et al. [2008] ), a distinctive feature of the proposed consensus algorithm is that each agent in the networks does not require to update its state continuously. It turns out that the proposed δ-consensus protocol can solve average consensus problem for directed delayed networks of dynamic agents in which each agent intermittently exchanges the information from its neighbors only at some discontinuous moments. Finally, simulation results are presented that are consistent with our theoretical results.
An outline of this brief is as follows: In Section 2, some basic mathematical preliminaries are firstly introduced. A distributed δ-consensus protocol is presented, and then the average consensus problem is addressed in Section 3. Some simulation results are provided in Section 4. The conclusion is finally given in Section 5.
PRELIMINARIES

Some mathematical preliminaries
Throughout this paper, the following notations and definitions will be used.
Let R = (−∞, +∞) be the set of real numbers, R + = [0, +∞) be the set of nonnegative real numbers, and N = {1, 2, · · · } be the set of positive integer numbers. Let R n be the n-dimensional real space equipped with Euclidean norm · . For the vector
n , x denotes its transpose. R n×n stands for the set of n × n real matrixes, diag(γ 1 , · · · , γ n ) ∈ R n×n is the diagonal matrix with diagonal entries γ i (i = 1, · · · , n), and for the matrix A = [a i j ] n×n ∈ R n×n , A denotes its transpose, A s = (A + A )/2 stands for the symmetric part of A. λ max (·) denotes the maximum eigenvalue of the matrix. The spectral norm of A is defined as A = [λ max (AA )] 1/2 . E is the identity matrix of order n. Matrix dimensions, if not explicitly stated, are assumed to be compatible for algebraic operations.
is continuous everywhere except a finite number of pointst at which ϕ(t + ) and ϕ(t − ) exist and ϕ(t + ) = ϕ(t)}. Given a constant τ > 0, we equip the linear space PC([−τ, 0], R n ) with the norm · τ = sup −τ≤s≤0 ϕ(s) , and for ϕ :
A tutorial on graph theory
Let G = (V, E, A) be a weighted directed graph (or directed graph) of order n(n ≥ 2) with the set of nodes V = {v 1 , · · · , v n }, set of edges E ⊆ V × V, and a weighted adjacency matrix A = [a i j ] with nonnegative adjacency elements a i j . The node indexes belong to a finite index set I = {1, · · · , n}. An edge of G is denoted by e i j = (v i , v j ). The adjacency elements associated with the edges of the graph are positive, i.e., e i j ∈ E if and only if a i j > 0. Moreover, we assume a ii = 0 for all i ∈ I. The set of neighbors of node v i is denoted by N i = {v j ∈ V : (v i , v j ) ∈ E}. The in-degree and out-degree of node v i are defined, respectively, as
Then, the graph Laplacian with the directed graph is defined
n×n is said to be a balanced matrix if and only if 1 n A = 0 and A1 n = 0, where 1 n [11 · · · 1] ∈ R n . If a directed graph has the property that (v j , v i ) belongs to E for any (v i , v j ) ∈ E, the directed graph is called undirected. If there is a directed path from every node to every other node, the graph is said to be strongly connected (connected for undirected graph). If (v i , v j ) is an edge of G, v i is called the parent of v j and v j is called the child of v i . A directed tree is a directed graph, where every node, except one special node without any parent, which is called the root, has exactly one parent, and the root can be connected to any other nodes through paths. A spanning tree of a digraph is a directed tree formed by graph edges that connect all the nodes of the graph.
The following lemma will be used in the proof of the main results. Lemma 1. (Ren et al. [2005] , Lemma 3.3) Given a matrix A = [a i j ] ∈ M n (R), where a ii ≤ 0, a i j ≥ 0, ∀i j, and n j=1 a i j = 0 for each j, then A has at least one zero eigenvalue and all of the nonzero eigenvalues are in the open left half plane. Furthermore, A has exactly one zero eigenvalue if and only if the directed graph associated with A has a spanning tree.
MAIN RESULTS
Distributed δ-consensus protocol
Suppose that the network system under consideration consists of n agents. Each agent is regarded as a node in a directed graph, G k . Each edge (v i , v j ) ∈ E(G) corresponds to an available information link from agent i to agent j. Moreover, each agent updates its current state based upon the information received from its neighbors. Let x i be the state of the ith agent. Suppose each agent has the dynamics as follows:
where u i (t) is the control input (or protocol) at time t if they only depend on the states of agent i and its neighbors.
In Olfati-Saber et al. [2004] , Olfati-Saber and Murray investigated average consensus problem in undirected networks of dynamic agents with fixed topology and time-delays, where the information (from v i to v j ) passes through edge (v i , v j ) with communication delays τ. To solve such a problem, they proposed the following linear delayed consensus protocol:
(2) While in this paper, we are interested in discussing average consensus problem in directed networks of dynamic agents having time-delays, 0 < τ(t) ≤ τ, and where each agent in the networks does not require updates its state continuously. We propose the following distributed δ-consensus protocol:
or
where a
i j > 0 is the weighting factor at t m , a i j (t) equals one if information flows from agent j to agent i at time t and zero otherwise, ∀ j i, and δ(t) is the Dirac function, which represents the effect of sudden changes in the states at the discontinuity points. From the property of Dirac function, we can learn that the states of (3) or (4) have jumps at t m , and we hence mean in this case that the control input (or protocol) is zero except at some discontinuous moments t m (see Zhang et al. [2010] ). LetḠ = {G 1 , G 2 , · · · , G ζ } denote the set of all possible directed interaction graphs, where ζ denotes the total number of all possible directed graphs. And the possible interaction topologies will likely be a subset ofḠ. Obviously,Ḡ has finite elements. Let G (m) ∈Ḡ be the communication topology at t m . Here we assume that the communication topology G (m) is balanced and has a spanning tree. Remark 2. It is clearly that, the proposed δ-consensus protocol (3) or (4) does not require each agent in the networks to update its states continuously compared with the existing general consensus algorithms. This means that each agent intermittently exchanges the information from its neighbors only at some discontinuous moments, while at other time, the control input (or protocol) is zero (see Zhang et al. [2010] ). Therefore, the proposed δ-consensus protocol is more applicable for some network systems of dynamic agents subjected to external disturbance derived from some practical engineering problems (see Patterson et al. [2007] Under the δ-consensus protocol (3), the system (1) has the following form:
where
i j ] n×n is called graph Laplacian (Laplacian matrix) of the communication topology G (m) and is defined by
It is easy to see that the matrix L (m) is given by
i j (t)] n×n , and nonnegative diagonal matrix
Remark 3. For system (5), its initial condition is given by
We always assume that system (5) has at least one solution with respect to initial condition (see , , Wu et al. [2011] ). It should be noted that system (5) is also an infinite dimensional discontinuous delayed dynamical system. As L (m) is a balanced matrix, then we have 1 n L (m) = 0, which implies iẋi = 0. Thus, α = i x i (0)/n = Ave(x) is an invariant quantity. The invariance of Ave(x) allows decomposition of x according to the following equation:
where α = Ave(x) and η = (η 1 , · · · , η n ) ∈ R n satisfies 1 η = 0. Here, we refer to η as the (group) disagreement vector. The vector η is orthogonal to 1 and belongs to an (n − 1)-dimensional subspace. Moreover, η evolves according to the (group) disagreement dynamics given by     η
In what follows, we will consider the average consensus problem by using the δ-consensus protocol (3). We will prove that under appropriate conditions the system achieves average consensus globally exponentially.
Convergence analysis
Suppose that the frequency of information exchange is ς at most in the time interval [t m −τ, t m ], that is, ς = τ min m∈N {t m − t m−1 } + 1, [ξ] denotes the maximum integer no larger than ξ. Without loss of generality, suppose the states of the system (5) have jumps at t m−ς+1 , t m−ς+2 , · · · , t m . Based on impulsive stability theory on dynamical systems, the following sufficient condition for average consensus of the system (5) is established. Theorem 4. Assume there exists a constant λ > 0, such that for all m ∈ N, the following condition is satisfied:
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and α 0 = 1, β 0 = 0, ε > 0.
Then the dynamical networks (5) achieve average consensus globally exponentially.
Proof. Without loss of generality, suppose that the frequency of information exchange is ς in the time interval [t m − τ, t m ], so we have
Now we rewrite the system (7) as
As L (m) is Laplacian matrix, based on Lemma 1, we obtain
and
Let v(t) = 1 2 η (t)η(t), it then follows from (9), (10), (11) and the inequality x y + y x ≤ εx x + ε −1 y y that
From (9) and (12), we can get
For any t ∈ [t 0 − τ, t 0 ], let v(t) = φ(t), and φ ∈ PC([t 0 − τ, t 0 ], R).
In the following, we shall prove that
where κ ≥ 1 is a constant.
From the condition (8), let γ = sup
From (16), we can choose κ ≥ 1 such that 1 < e (σ+λ)(t 1 −t 0 ) ≤ κ ≤ γe 2λτ−(σ+λ)(t 1 −t 0 ) e (σ+λ)(t 1 −t 0 ) .
It then follows that
We first show that
To do this, we only need to prove that (19) is not true, by (17), there exists t ∈ (t 0 , t 1 ) such that
which implies that there exists t * ∈ (t 0 , t) such that (20) and there exists t * * ∈ [t 0 , t * ) such that
(21) It follows from (15), (17), (20) and (21) that
which is a contradiction. Hence (18) holds and then (14) is true for m = 1.
Now we assume that (14) holds for
Next, we shall show that (14) holds for m = k + 1, i.e.,
(23) For the sake of contradiction, suppose (23) is not true. Then we define
By (13), (16) and (22), we have
and so t t k . By utilizing the continuity of v(t) in the interval [t k , t k+1 ), we have
From (24), we know that there exists some t * ∈ (t k , t) such that
It follows from (15), (25) and (26) that
which is a contradiction. This implies that the assumption is not true, and hence (14) holds for m = k + 1. Therefore, by some simple mathematical induction, we can obtain that (14) holds for any m ∈ N. The dynamical networks (5) achieve average consensus globally exponentially with convergence rate λ. The proof of Theorem 4 is completed.
Remark 5. The result of Theorem 4 shows that, the consensus of the system (5) not only depends on the maximum communication time-delay τ, but also is heavily determined by the topology L (m) of the entire networks at discontinuous moment t m , and the interval t m − t m−1 of information exchange. Therefore, for the given directed delayed dynamical networks, it can achieve average consensus globally exponentially by adjusting the topology structure and the interval of information exchange such that the condition of Theorem 4 is satisfied. This point will be further illustrated through the numerical simulations in the next section.
If the weighting factor is a positive constant, i.e. c (m)
And the topology of the network switches stochastically in the finite set {G 1 , G 2 , · · · , G ζ }. Accordingly, the Laplacian matrixes are {L 1 , L 2 , · · · , L ζ }, which are defined as l ii = n j=1 a i j , and l i j = −a i j , i j. Let the index set I 0 = {1, 2, · · · , ζ}. Then we have the following result. Corollary 6. Assume there exists a constant λ > 0, such that the following condition is satisfied:
and ε > 0.
Then the dynamical networks (5) achieve average consensus globally exponentially. Remark 7. The condition (8) of Theorem 4 and the condition (27) of Corollary 6 are all sufficient conditions but not necessary, i.e., the dynamical networks (5) achieve average consensus globally exponentially, although the condition (8) or condition (27) may fail. This is also illustrated through numerical example in the next section.
ILLUSTRATIVE EXAMPLE
As an application of the above theoretical results, δ-average consensus problem in directed delayed networks of dynamic agents is worked out. Meanwhile, simulation results with different stochastic switching communication graphs are given to verify the effectiveness of the proposed consensus protocol in this section.
Here we consider four networks each with n = 10 nodes as in Fig. 1 , which has been investigated by Olfati-Saber and Murray (see Olfati-Saber et al. [2004] ), where all digraphs are all strongly connected and balanced, which means each agent in the networks updates its state continuously based upon the information received from its neighbors all the time. In contrast to Olfati-Saber et al. [2004] , here we assume that each digraph is balanced and has a spanning tree at some discontinuous moments. In other words, each agent can intermittently exchanges the information from its neighbors only at t m .
In this example, let the network switches stochastically among four states {G a , G b , G c , G d }. It is easy to see that the topologies G a , G b , G c and G d are all balanced and have a spanning tree at some discrete moments. For simplicity, by taking the equidistant information exchange interval t m − t m−1 ≡ ∆t = 0.02, timedelay τ = 0.01, λ = 1, and ε = 1. And we randomly choose initial values in [−10, 10] .
Choose L a , L b , L c , L d be the Laplacian matrixes with 0 − 1 weights and the weighting factor c = 0.01. Fig. 2 (a) visualizes the change process of the state variables of the delayed dynamical networks (5) with stochastic switching topologies {G a , G b , G c , G d }, which satisfies condition (27) in Corollary 6. And Fig. 2 (b) indicates the simulations (c = 0.15) corresponding to change process of the state variables of the networks (5), which reveals that the condition of Corollary 6 is sufficient condition but not necessary, as discussed in Remark 7. From  Fig. 2 , we can see that the topology structures heavily affect average consensus of the delayed dynamical network.
CONCLUSIONS
In this brief, we have proposed a distributed δ-consensus protocol for directed networks of dynamic agents having communication delays, and then derived some simple criteria under which all the agents can achieve average consensus globally exponentially. This protocol is different from some existing consensus protocols, where each agent in the networks can intermittently exchange information from its neighbors only at some discontinuous moments rather than update its state all the time. To this end, a numerical example has been presented to demonstrate the effectiveness of the theoretical results. 
