STATEMENT OF THE PROBLEM
The code solves a problem of finding the global minimum value pO = rainy(x),
x • -~ C R n, (1.1) and the set of all global minimizers
x ° = {x • ~: f(x) = ;0}, (1.2) where )( is a nonempty compact robust set which may be nonconvex and disconnected. By definition, a set Y is called robust, if the closure of its interior coincides with its closure. A function f(x) is not supposed to be given as a formula; it is only assumed to be computable.
In such cases, the constant L of (1.4) is unknown and difficult to determine. Moreover, a subset of 2 can have a smaller L than defined by (1.4) over the entire X. For these reasons, we do not associate A in (1. 3) with the value in (1.4) and treat it as a bound on the slopes of f(x) within 2.
This has transparent meaning if we consider the angle (1.5)
fl ----axgtanA, 0 </3 < 2"
The reader can check that, if (1.3) is met with a --1, then in any plane section of 2 passing through x, x ~ the slope of f(x) is not greater than ft. Table 1 provides the visualization for the notion of a function of bounded slope. For A > 3, slopes are very steep, and scaling should be applied to assure reasonable computer time for the procedure. For Hblder continuous functions a < 1, a constant A in (1.3) cannot be associated with a slope, a tangent may be vertical for some x E X, e.g., for f(x) = ~ at x = 0, and this is another reason for which A of (1.3) is not associated in the sequel with the value in (1.4) . However, over subsets of 2 where IIVf(x)ll is bounded, Table 1 can help to choose A which for a Hblder function, a < 1, can be taken smaller than for a Lipschitz function.
Since 2 is bounded, we can introduce a circumscribed closed box C such that )f C C C ~'~ ¢={xER n:ai<_xi_<bi, i=l,...,n}.
(1.6)
It is clear that the MAPLE code of the cubic algorithm in [1] Assume that 2 is given by a finite number of inequalities 2= {xeCc ":a(x) <0, j=l,...,k}, (1.7) where all gj are Lip~j (Hblder) functions defined on the box C, gj E H~j (Aj), 0 < aj < 1, that is
Igj(x) -gj (x')] <_ Aj ]Ix -x']] `~j , Vx, x' e ¢. (1.8) If Vgj(x) is a vector with finite coordinates for any x ¢ C, then c~j = 1, otherwise c~j < 1. In general, cost function f(x) in (1.1) is considered to be H61der continuous in which case the exponent in (1.3) will be a0 < 1. For example, if f(x) --x/~, then in a neighborhood of the origin we have in (1.3) c~0 = 0.5; if that neighborhood is excluded, then again a0 = 1 in (1. 3 ). If f(x) = ~x/i-~, then still a0 = 1, not a0 = 2.5.
TRANSFORMATION TO THE
UNIT CUBE It is expedient to transform a problem (1.1), (1.2), (1.6), (1.7) into the unit cube 0" = {z e R n : 0 _< z < 1}, axes oriented, with the edge c = 1 and the vertex at the origin. It is formed by the unit vectors of the Cartesian coordinate system which is supposed to be the reference system in (1.6 
2)
where we used self-evident vector notations in (2.2) . It is problem (2. 2) that runs in numerical iterations performed by the code yielding, in the limit, the unique global (absolute) minimum value p0 = min u(z) = min f(x) = inf f(x),
(2.3)
where x is the image of z, and the entire set 0 ° of all global minimizers = {z e O:x e 2, gj(x(z)) < 0, j = 1,... ,k, =p0}.
(2.4)
This set is then transformed into original coordinates by (2.1) within the box (1.6) yielding the solution set (1.2).
The input for optimization block of the code is (n, f, k, gj, a, b) of (1.1), (1.6), (1.7) to compute an approximation to (p0, X 0) of (2.3),(1.2). The set X ° C_ )( may present one or several points in )(, a countable set of points in ~', or a line, surface, or manifold (continuum) within )(. Since the algorithm is iterative, it yields an approximation p*, X* with a specified precision ~ > 0, such that p0_<p.<p0+~/, X 0_CX,, pO<f(x)<_pO+~, VxEX*. If an ill-conditioned problem is solved via global optimization with the use of the proposed code, then, with a small 7, the solution set X* in (2.5) may be large, corresponding to a large condition number of the problem itself despite the fact that the problem may have a single point as its exact solution.
BETA ALGORITHM
The beta algorithm [2, pp. 92-101] is very simple. For the unit cube [7 C R ~, with the grid point at the origin, the beta algorithm (BA) can be described as follows.
To begin the main iteration procedure, it is necessary to look for a point z0 in the set U* = {z • U : x • ff, gj(x(z)) < O, j = 1,...,k}.
(3.1)
Using the translated grid generator as in [1, p. 80 ] with the first grid point at the origin, a point z0 E U* can be found in the course of Iteration 0. ITERATION 0. Take an integer N > 2 (the subdivision ratio) and partition [7 into N ~ smaller identical subcubes Ci such that UCi = 0, C~ A Cj = ~ empty for all i ¢ j (here Ci = interior Ci). The edge of each C~ is 1/N and its diameter (diagonal) is v~/N. For certain Aj, see Table 1 , define deletion constants for subcubes Ci denoted as C¢ r~ = Aj > 0, j = 0,...,k.
Here, 0 < aj < 1 and Aj are assigned according to the known functions of f(x) for j --0, and 9j(x) for j = 1,..., k, Section 1, transformed by (2.1) into U, see Remark 3.4 below.
Shift the subcube C¢0 with the grid point z~ = 0 at the origin to coincide with each ~1 one ~0 1 by one. This will define the grid point z~ • ~,1 for every C~ (this procedure is called [2, p. 9] translated grid generator). We denote/~0 --~', Io --{1 .... , N~}.
Basing on z~, compute all gj(x(z:)), j = 1,..., k and exclude every C: for which gj(x(z~)) > r~, see [2, p. 88, (18) ] for at least one gj, j • {1,..., k} (this procedure is called [2, pp. 83-92] until such m that J~ is nonempty. Clearly, J0 and S0 will be modified and resulting sets we denote J~, J~ ~ ~, S~ = {z C ~m: i E J~} C/~0 = 0 with smaller C~. Since a set J~ in (1.7) is assumed to be nonempty and robust, it has nonempty interior, thus, for certain m there will always appear a nonempty S~.
REMARK 3.1. The process described in Iteration 0 corresponds to an intersection (a system) of constraints as defined in (3.1), (2.4), (1.7) above. There are problems where a feasible set is defined as the union )~ = Us )~s of different sets of the type (1.7), (2.4), (3.1), i.e., .as a union of constraints (inequalities). In this case, Iteration 0 should be repeated in parallel for each subset X's, s --1, 2,..., ~, and the set S~ will be the union of resulting subcubes C~ determined in parallel for each s = 1, 2,..., $; see the example in Section 7 below. which provides the first approximation for the set O ° of (2.4) and, after the transformation to original coordinates, for the set X ° of (1.2). The stopping rule is provided by the following result. Conversely, if one wants to find an approximation to the global minimum value p0, within a given ~], then the iteration process should be terminated at the iteration The user may specify one of the parameters: 7, precision of attaining p0 = inff(x), or 6, precision in the subdivision space U of (2.2). Then the code calculates the other parameter and runs the algorithm until E,~ < 6. Alternatively, the user may specify the number m of iterations (subdivisions) affecting the computer time. In this case, the procedure is terminated after m iterations, and ~?m, ~m are calculated for the output by (3.9).
Output of the algorithm is the value p* --Pm and the set B,~ which is represented by the set of grid points z~ C/~,~. Those points z~ are automatically converted into original coordinates x~ using (2.1), and the list or graph of those xy' represents the set X* of (2.5) consisting of small rectangles corresponding to the grid {x~} at the last iteration. Of course, different forms of print-out can be used, see Section 7 and Table 2 in the MAPLE Code, Section 8. is known and in (3.2),(3.3) we have A0 > L~, then the algorithm does not eliminate global minimizers and solves the problem with full guarantee. However, if A0 < L~ (which may be the case if L~ is unknown), then the algorithm may or may not eliminate some or all global minimizers (for estimates see [2, pp. 69-74] ). Since large A0 imply slow convergence and increased computer time, a reasonable compromise in a choice of A0 is expedient. 
PROBLEMS WITH EQUALITY' CONSTRAINTS
In applications, the definition of the set .~ in (1,1),(1.7) may contain a number of equality constraints hs(x)=Q~, s=l,...,So, so<n=dimx,
where hs(x) are Hhlder functions of type (1.8). In this case, the set )( is not robust in topology of R ~.
As was mentioned above, the standard beta algorithm does not apply to such problems since the sets Jo, S0 produced in Iteration 0 will be empty, even if equalities in (4.1) are formally represented as pairs of inequalities hs(x) <_ Qs and hs(x) >_ Qs. However, there are ways to bypass this difficulty.
1. If hs(x) are given as formulae, and their Jacobian has full rank so, then it is generally possible to resolve (4.1) for some so coordinates and exclude them from (1.1),(1.7), transforming it into a standard problem in (n -s0)-dimensional space. 2. If Qs in (4.1) are resources or budget limits, then (4.1) can be written as inequality constraints of the type in (1.7) and the beta algorithm would provide the solution with possible remaining (saved) resources.
3. If Qs and/or hs(x) contain imprecisions or uncertainties, then (4.1) represent a band
which can be added to (1.7), and the beta algorithm applies. 4. If (4.1) are crisp equalities, for example, some first integrals with initial values Qs for a system of differential equations in an optimal control or parametric programming problem, then one can introduce a new cost function 80 minF(x) = ~f18 Ihs(x) -QsI ~" , x e fC, The function F(x) is minimized first, with the standard beta algorithm of Section 3, and, when the precision of attaining equality in (4.3) is acceptable, then the initial function f(x) of (1.1) is minimized over the solution set /~m provided by the first run of the beta algorithm for the function F(x) of (4.3). Alternatively, grid points (or subsets) produced by (3.7) in minimizing F(x) can be immediately checked with f(x) to eliminate nonoptimal solutions. 5. In some cases, one may run the standard beta algorithm over .~ of (1.7) and then find the intersection of the final set B,~, transformed into original coordinates of (1.7) by (2.1), with the manifold of (4.1). If this intersection is nonempty, it obviously presents the global optimal solution with the precision ~,~ of (3.9). However, this intersection may well be empty. In contrast, procedures based on (4.2) or (4.3) guarantee monotonic descent onto the global optimal solution, or render the inconsistency statement in a finite number of iterations.
REMARK 4.1. The set )( of (1.7) with added equality constraints (4.1) is not robust in topology of R '~. However, it is robust in topology of ~n-8o. Similarly, if the set )C of (1.7) contains subsets of lesser dimension, it should be decomposed into a union of sets, each of which is robust in its own topology. Then, the beta algorithm can be applied separately to each constituent set to obtain a number of solutions of which the best solution is chosen by comparison, see [2] .
VISUALIZATION VIA PLANE PROJECTIONS AND SECTIONS
For multidimensional optimization problems with n > 3, especially with a large number of 0 X 0 minimizers x i E or in cases when X ° is a continuum, it is convenient to visualize the distribution of minimizers through projections on planes chosen by the user which can be seen on the screen of computer. In [1] , such visualization on coordinate planes is incorporated into the MAPLE code and can be printed as output instead of large tables of numbers. Here we consider visualization on any plane passing through the origin, not necessarily on a coordinate plane.
Any vector (n-tuple) x ~-(xl,..., x~) e ]~ is represented in the memory of a computer by the numbers xi in some assumed (imaginary) orthogonal coordinate system {ei}, []ei[I ----1, eiej = 0, i,j --1,..., n, so that we have x = ~i---1 xiei.
Take two vectors
where pi, qi are any numbers (specified by the user in the input information) that are automatically normalized in the computer. Vectors p, q define a plane Q passing through the origin, and vice versa, any plane passing through the origin can be defined by some numbers pi, qi rom (5.1),(5.2).
In should be computed and displayed on the screen together with the axes p, q at the angle 8 of (5.5) that form an afilne coordinate system p, q in the plane Q. Now, the projection of x 6 R n on the plane Q can be plotted on the screen as follows:
where the sums are coordinates along axes p and q in the plane Q. Hence, the graphics subroutine in a computer should plot a straight line through the point Xp on the axis p parallel to the axis q, and another straight line through the point xq on the axis q parallel to the axis p. The intersection of these two lines defines the projection point xQ of (5.6) on the screen of computer. Of course, those auxiliary lines should not be visible on the screen, but axes with unit vectors p, q and points xQ should be clearly displayed. Doing this for all global minimizers x ° E X ° presents a picture on the screen that can be printed and used as output information for further analysis in various viewing planes Q = (p, q) chosen by the researcher. Obviously, if X ° is a continuum, the procedure would cause the overflow in a computer. To avoid this nuisance, the purification procedure (a '~¢acuum cleaner") should be incorporated in the code. Suppose that human eye cannot distinguish points which are at distance 5 _< 0.2 mm from each other on the screen or on the printout sheet. Then, converting the numbers (5.3), (5.4) into mm (millimeters) scale and using the cosine theorem in the plane Q, we have for two points x E X °, y E X °,
so if 8 < 50 ----0.2, one of points x or y should be discarded from the memory before plotting on the screen. The lower limit 50 should be specified in the input information if the visualization block (screen picture) is required, otherwise, the value 80 --0.2mm will be used by default. Note that 50 is independent from ~ and ¢, cf. (3.9), because it acts in a different space Q of dim = 2. Also, the coordinates xi in (5.6) should be converted from the unit cube 0 to the original rectangle (box) (1.6) before display, otherwise, a picture in the unit cube will be shown. Instead of projection of X ° upon Q, which may happen too dense, the intersection X ° AQ may be desirable. If x ° E X ° M Q, then x ° E Q and two unique numbers u, v must exist such that 
In the parentheses of (5.8) are coordinates x ° computed by the beta algorithm (or their approximations). It means that the system We have that x ° E Q if and only irA ----0. If0 < ]IAII < e,~ = 1/N "~, then x ° ~ Q but belongs to the era-layer centered at the plane Q. If IIAII > em for all x ° E X °, then X ° n Q --0, empty, up to em distance from Q, where ]]AII = (~(x°)2)U 2, Euclidean norm, and B T is the transpose of B.
SPECIFIC FEATURES INCORPORATED IN THE CODE
The code has modular structure. Such structure assures reliability and flexibility of the code. An interested user can change a block according to his/her special needs or add another block to solve a different problem via global minimization using the main block as a tool.
The code is written in MAPLE in the man-machine interface mode. This mode is convenient for applications as well as for research and educational purposes. The user calls the code from the hard disk, CD, or a diskette onto the screen of computer (for the first use, the code can be typed in from its text below, or a diskette can be requested from Dr. Delgado Pineda, see his email address on the title page of the paper). A function (in the form of a formula), a robust set .~ of (1.7) with additional equalities of (4.1), if any, represent the input data and are typed directly into the text of the code on the screen of computer. Then, at a push of a key, the code solves the problem and prints out a table of solution data or a graph, as required, or the statement of inconsistency of constraints. The user can make experiments on-line changing parameters of the model (i.e., in the formulae), or the model itself, or some or all input data, monitoring the effects visually on the screen.
The following specific features are incorporated in the code. , nor to f(x) over )(, one can set aj = 1 for all j (Lipschitz case). 2. Scale Contwl. Another way to modify the slope without affecting the set of global minimizers is to multiply the cost function by a small positive constant. This operation is automatic in the code, but it may lead to loss of precision due to small values appearing in computation. In such a case, manual intervention of the user is possible to modify the multiplier.
Comparison Constant Control.
In the code, the choice of comparison constants pm is automatic, or simply pm = 0, Vm, if one looks for minf(x) = 0. However, to speed up the computation, or to look for some specific minimizers, the user may wish to set pm = 0, or pm > 0. Clearly, in this role p,~ do not represent approximations to the global minimum value p0 of (1.1),(2.3).
Time Check and Suboptimal Solutions. If allotted computer time is running out or if an
acceptable suboptimal solution is already obtained, the iterations can be terminated at will, switching to the output of the current iteration.
Intermediate Outputs.
At any iteration, the user can call the output block to see the results of that iteration, and then continue, modify, or terminate the procedure. This is very useful in computational experiments and may save time in lengthy computations.
6. Cleaning Procedure, to avoid accumulation of ~-close or s-close solution points, see Section 7. 7. If X = 0, empty, for incompatible constraints, the inconsistency statement is given in the output.
USE OF THE CODE AND NUMERICAL EXPERIMENTS
A numerical example is presented in the text of the code to illustrate how to use it and where to type the initial information into the text of the code. The user should simply retype in the same spaces the input information of his/her own problem.
The code is written for use with the standard English language MAPLE software. The names of variables and procedures in the program, and other terms specified by the MAPL E software, subtitles, and major comments are in English.
A user proficient in MAPLE can easily use the code and modify it if needed. Detailed comments are included in the program which begins with the main block A of basic procedures needed for application of the beta algorithm [2, pp. 92-101]. Then follows block B for solution of global optimization problem with a concrete solved example intended to help the user to learn the program and to use it for his/her own problems by substituting new functions with new data. Block B, global optimization, contains a solved problem in three variables which represents, in fact, two problems since parts under union sign should be treated separately. It is required to find the global optimal solution x2 ~ei 1. which is the minimal circumscribed box around .~. If we discard eonstraints (7.3),(7.4) and set xa = 0, we return to the problem solved in [1] , with the graphic output of the MAPLE code of [1] for the solution of (7.1),(7.5) presented in Figure 1 , and the special graph of the function f(xl, x2, 0) in (7.1) presented in Figure 2 . This problem has the global minimum value pO = 0 and a continuum of global minimizers (solution set) which can be plotted as a graph. Changing precision (a bound of edge of smaller subcubes), ¢ > 0~ the user can play with it to see changing level sets shrinking into curves as e --* 0. A table of numerical values for the minimizers is not given for obvious reasons.
A reader with good spacial imagination can see that problem (7.1),(7.5) with xa # 0 has a similar solution with the modification that arcs in Figure 1 become quarter-spheres in positive octant R~_ within the cube (7.5). However, the spacial graph similar to Figure 2 is no more possible in IR 4, and this necessitates visualization by plane projections and sections.
By stereometry (spacial geometry), it is clear that the global optimal solution of the full problem (7.1) to (7.5) is presented by points of the quarter-spheres which are contained in the balls (7.3),(7.4). In contrast, Figure 1 presents the section of those spheres by the plane xa = 0, without constraints (7.3),(7.4). Such transparency allows the user to clearly see, with the use of projections and sections below, how the algorithm works, to learn the controls of the code, and the ways to modify the code for solution of other problems. Figures 3-10 present different projections and sections which display the structure of the set X ° (1.2) of global minimizers in view of impossibility to exhibit a comprehensible graph (picture) in a space of more than 3D.
IdenticM Figures 3 and 4 present projections of X ° onto coordinate planes xzOx3 and x2Ox~ (frontM view and view from the left, in drafting), which are obtained by setting the corresponding coordinates x° = 0 or x° = 0, as in [1] , and they define the exact position in ]i{3 of every tl ~2 minimizer x ° E X °. Note that sections of X ° by the same planes are empty since f(1/4, 0,1/4) = f(0, 1/4, 1/4) = 0.66 > pO = 0, meaning that the set X ° does not touch coordinate planes. Identical Figures 5 and 6 present projections of the solution for the union of inequalities (7.3) and (7.4), that is, the set X of (7.2), and the reader can see that )( touches all three coordinate planes, each one at a single point. This solution is obtained by setting f(x) _~ 1 in (7.1), so that code stops after completing Iteration O, and the result is the set S~ given by the points Figure 10 . Section of X ° by x3 = 3/2. be displayed as a table or as graphs in plane projections and/or sections. This is, in fact, an independent problem of numerically computing the set defined by intersections and/or unions (not a system which means intersections only) of given inequalities, which set may be of separate interest' and importance. Figures 7 and 8 present projection (Figure 7) and section ( Figure 8 ) of X ° relating to the plane Q, with p --(0, 1, 0), q = (1/v~)(1, 0, 1), passing through the origin and the point (2, 2, 2). Canonical representation for thisplane is xl -xs = 0, and by (5.3),(5.4) we have Xp = x °, Xq = (1/Vr2)(x ° + x°), for computing projection coordinates in Q with 0 = ~r/2, see Figure 7 . Clearly, all points x ° E X ° will be projected upon Q. In contrast, not all points of X ° (maybe, none of them) will lie on the plane Q.
If we consider the era-band Q* = Q ± ~m (zm-layer), then, due to (5.12), we have to exclude all points x ° E X ° for which, after calculation by (5.10),(5.12) with chosen p, q, the norm Graphics: Yes (sg=t) or no (sg=O) (user's choice) >sg:=l:
Numerics: Yes (sn=l) or no (sn=O) Yes (smM=l) Value.Min = 0.0028007708531.
