Two types of approaches to modeling molecular systems have demonstrated high practical efficiency. Density functional theory (DFT), the most widely used quantum chemical method, is a physical approach predicting energies and electron densities of molecules. Recently, numerous papers on machine learning (ML) of molecular properties have also been published. ML models greatly outperform DFT in terms of computational costs, and may even reach comparable accuracy, but they are missing physicality -a direct link to Quantum Physics -which limits their applicability. Here, we propose an approach that combines the strong sides of DFT and ML, namely, physicality and low computational cost. We derive general equations for exact electron densities and energies that can naturally guide applications of ML in Quantum Chemistry. Based on these equations, we build a deep neural network that can compute electron densities and energies of a wide range of organic molecules not only much faster, but also closer to exact physical values than current versions of DFT. In particular, we reached a mean absolute error in energies of molecules with up to eight non-hydrogen atoms as low as 0.9 kcal/mol relative to CCSD(T) values, noticeably lower than those of DFT (approaching ~2 kcal/mol) and ML (~1.5 kcal/mol) methods. A simultaneous improvement in the accuracy of predictions of electron densities and energies suggests that the proposed approach describes the physics of molecules better than DFT functionals developed by "human learning" earlier. Thus, physics-based ML offers exciting opportunities for modeling, with hightheory-level quantum chemical accuracy, of much larger molecular systems than currently possible.
not have a transparent connection to the basic physical concepts derived from the Schrödinger equation. For this reason, such approaches might be devoid of physics, and the criticism of ML 22 as "black boxes" and "curvefitting" seems totally applicable to them.
In this work, we put forward a theoretically strict approach to ML in Quantum Chemistry. From the HohenbergKohn theorems, we derive the following equations for the ground state energy E and electron density ρ(r) of an arbitrary molecular system: where ρ0(r) is an electron density variationally computed with a specific DFT functional or with the HF theory, E0 is the corresponding energy, and Δρ [·] and ΔE [·] are a function-to-function and function-to-scalar (functional) mappings, respectively, each of which can be approximated with ML (for a derivation, see Section S3). These equations have two implications of fundamental importance for ML in Quantum Chemistry. First, it is an approximate electron density ρ0(r) computed with HF or a specific DFT method that can serve as a natural descriptor of a molecular system for the purpose of ML. Second, it is not necessary to use ML to learn the Hohenberg-Kohn functional E [·] itself and iteratively minimize it; instead, one can learn Δρ [·] and ΔE [·] , and use them for direct, non-iterative, single-shot predictions of E and ρ(r).
Three-dimensional (3D) convolutional (Conv) deep neural networks (DNNs) are a natural ML model for this purpose (Fig. 1) . Recently, DNNs have been successfully applied to various tasks in ML, in particular, computer vision and other manipulations with 2D and 3D data, and in some cases even outperformed humans in these tasks. The input density ρ0(r) and the output correction to the density Δρ[ρ0(r)] are 3D objects naturally admitting a 3D grid representation (so-called "cube representation"), a format that a 3D Conv DNN can directly work with. A 3D cube representation is more flexible than finite basis set expansions typically used in Quantum Chemistry, because it is not restricted to specific analytical expressions, and may provide higher accuracy in predicting Δρ[ρ0(r)], and thereby ρ(r), especially in the regions of low electron density important for non-covalent interactions. The "conv3d" transformation in the first layer of a DNN can compute, among other entities, gradients and hessians of the density with respect to r, the variables that often appear in analytical approximations in Quantum Chemistry, and play key roles in previously developed advanced (GGA, meta-GGA and hybrid) DFT functionals. At the last layer of the DNN, the use of "conv3d" (for Δρ) or "average_pooling3d" (for ΔE) operations is a natural way to estimate integrals present in the analytical expressions for Δρ [·] and ΔE [·] [ Fig. 1b,c ; eqs. (S7), (S8)]. Finally, the mentioned analytical expressions consist of similar building blocks, or "precursors" [schematically denoted as δE/δρ, (δ 2 E/δρ 2 ) -1 and Δμ, Fig. 1 ] that need to be computed first, and only after that do computations fork into two paths leading to Δρ and ΔE. The corresponding forking architecture of DNN is not only physically motivated, but also, from the viewpoint of ML, prevents overfitting of the network to the specific task of predicting E, and uses the information on ρ(r) as a physics-based regularizer of the DNN. Overall, a physically driven approach to Quantum Chemistry can mesh well with DNN structures. Intermediate layers in DNNs can learn physically welldefined concepts or "precursors" of the output, and first and last layers can perform operations (such as differentiation or integration) that are present in "humanly learned" approaches to the problem.
To validate this research philosophy, we have developed a "physical machine learning in Quantum Chemistry" (PML-QC) model, which is a 3D Conv DNN that can compute E and ρ(r) of a large set of organic molecules ( Fig. 1 ; see also Section S4). The model was trained in two stages: first, on cheaper and not-so-accurate DFT data, resulting in the PML-QCDFT version of the model (Fig. 2) , and after that, on more accurate, but much more expensive (and therefore more scarce) CCSD [for ρ(r)] and CCSD(T) (for E) data, resulting in the PML-QCCCSD version of the model (Fig. 3 , Table 1 ). On test sets of molecules, not used for training or validation, PML-QCDFT demonstrated the accuracy comparable to that of best versions of DFT, and PML-QCCCSD a performance significantly better than DFT (see Section S4 for details). In particular, the mean absolute error in E predicted with PML-QCCCSD was as low as ~0.9 kcal/mol (Table 1) , below the psychological threshold of "thermochemical accuracy" of ~1 kcal/mol required for practical applications, and below the accuracy of 1.5 kcal/mol reported in the only (to the best of our knowledge) paper that compared E predicted with ML to CCSD(T)-level E (and not DFT-level E) for a large dataset of molecules (see Section S5). 20 We attribute this excellent performance of the model primarily to the use of an approximate electron density as the input to a neural network, which, even at the HF level, is a more physically meaningful and information rich representation of a molecule than previously used "bag of atom/bonds" featurizations.
Thus, in this work we demonstrate that physics-based ML in Quantum Chemistry can outperform "humanly learned" versions of DFT, the most widely used quantum chemical method nowadays, in the accuracy of E and ρ(r) predictions and the speed of computations, all at the same time. Our theoretical analysis (in particular, the formulas given above) explains the astonishing fact that a single input channel with an approximate density ρ0(r) was sufficient for the network to predict both E and ρ(r), and no other input channels [e.g., with atomic numbers, geometries, electrostatic potentials, gradients and Hessians of ρ0(r)] were required. Not only does our framework predict ρ(r) as a physical measurable, but also uses ρ(r) for regularization of the neural network, pushing it towards learning physics rather than curve fitting. Moreover, the delta ML approach -the use of ML to predict differences, rather than absolute values, in the interests of higher accuracy of predictions -emerges naturally in this theoretical framework. Similarly to post-HF methods, such as MP2 or CCSD, PML-QC can build on an approximate HF solution; unlike post-HF methods, it may also build on DFT solutions, and accounting for correlations does not create a computational bottleneck in PML-QC. We foresee wide-scale applications of the approach proposed here (after certain technical developments) to computer modeling of various large molecular systems, including CCSD(T)-level ab initio Molecular Dynamics and Monte Carlo simulations of biomolecular or artificial material systems, and highly accurate and fast modeling of excited states of molecules and chemical reactions involving bond breaking and formation. Table 1 . Mean absolute errors (MAEs) in energies predicted by PML-QC after the first stage of training (PML-QCDFT), in comparison to CCSD(T) energies (section S2), were nearly the same as MAEs in the original QM9 energies 23 computed with DFT (~4 kcal/mol). After transfer learning on CCSD(T) energies, the MAEs of the neural network (PML-QCCCSD) dropped to ~0.9 kcal/mol. (S7) and (S8)]. Then, the network forks into two paths, one of which leads to the output electron density, peach, and the other one to the output energy, gray. This forking architecture is justified by the fact that the equations for Δρ and ΔE (see b,c) consist of similar building blocks. "ch.", shorthand for "channels". (e) Legend for the arrows in the DNN architecture. Panels (a,b,c) show sketches of formulas; for mathematically strict expressions, see Eqs. (S5), (S7) and (S8). 
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Physical machine learning outperforms "human learning" in Quantum Chemistry
SUPPLEMENTARY INFORMATION
S1. Definitions and basic relationships
In general, an isolated quantum mechanical system (for example, a molecule in vacuum) can be characterized by a wave function Ψ. A non-relativistic electronic wave function of a molecule with N electrons Ψ(r1, …, rN, τ1, …, τN) depends on 3N spatial coordinates r1, …, rN and N spin coordinates τ1, …, τN and can be found, together with the corresponding electronic energy E, from the stationary Schrödinger equation (after introducing the BornOppenheimer approximation to separate the motion of atomic nuclei):
where ̂e is the electronic Hamiltonian for a given molecular system. For systems of practical interest, N >> 1, making it difficult to work with wave functions because of their high dimensionality. On the contrary, the electron density, defined as
is a function of only a three-dimensional vector r, regardless of the size of the molecule. Hence, the electron density is much easier to deal with than the wave function from various viewpoints, including intuitive appreciation, graphical visualization and basis set expansions. This function shows how electrons are delocalized in a molecule, namely, where the probability to find an electron per unit volume is higher and where it is lower.
According to the Hohenberg-Kohn theorems, 2 the ground state energy E of a molecular system can be found by a minimization of a certain density functional E[n(r)]; the density n at which the minimum is achieved yields the ground state electron density ρ(r):
The Hohenberg-Kohn theorems serve as the motivation for Density Functional Theory (DFT), one of the main methods in Quantum Chemistry. [2] [3] [4] [5] [6] [7] DFT has been widely used by the scientific community because it offers a favorable tradeoff between the cost of computations and the accuracy of results, and deals with electron densities, which seem simpler for common (that is, based on macroscopic classical physics) intuition than multidimensional wave functions. An exact expression for the density functional E[·] is not known. Numerous approximate functional have been proposed, leading to multiple versions of DFT with various accuracy levels and computational costs.
Despite the importance of the electron density to DFT, very little work has been done on measuring the actual accuracy of DFT in predicting electron densities of molecules. 8 One of the reasons is that 'exact' electron densities -that is, electron densities guaranteed to be much more accurate than those predicted from DFT, obtained either from experimental measurements or high-level quantum chemical computations with large basis sets, and to be used for benchmarking as reference electron densities -are much more difficult to get than 'exact' energies. However, such benchmark studies, even less representative than benchmark studies for energies, would be important for understanding the benefits and drawback of DFT, relative comparisons of various DFT functionals, as well as comparisons of DFT to other quantum chemical methods. A recent study of the performance of various DFT functionals and ab initio methods on several atoms and ions revealed possible problems with overfitting of recent DFT functionals on energies. 8 In Section S2, we expand this comparison of DFT functionals and ab initio methods to a large set of molecules and various functional / basis set combinations.
S2. Comparison of the performance of various DFT functionals and ab initio methods
S2.1. Comparison to highly accurate ab initio results for a few molecules
We have been able to compute ρ(r) of the first six molecules in the QM9 database (CH4, NH3, H2O, C2H2, HCN, CH2O; for a description of the QM9 database, see Appendix A1) with a high level ab initio quantum chemical method (CCSD, without a frozen core approximation) often used as a source of 'exact' wave functions, in a large basis set (cc-pCV5Z; for technical details, see Appendix A2). Rapid increase of the cost of computations with the molecule size for high level ab initio quantum chemical methods prevents us from carrying out such computations for more than a few first entries in the QM9 database.
For the same six molecules, we also computed ρ(r) using various combinations of DFT functionals and basis sets. In total, 2643 combinations were screened (excluding combinations for which computations did not converge for more than two molecules); for details, see Appendix A2. For each DFT functional, basis set and molecule, an L1 measure of the accuracy of the predicted electron density ρ(r) was calculated:
where ρ(r) is the evaluated electron density, and ρref(r) is the reference ('exact', CCSD/cc-pCV5Z) electron density. The combinations of DFT functionals and basis sets were sorted by the average value of L1 over six molecules. The top of the list is given in Table S1 . From the analysis of the list we conclude that:
• combinations of DFT functionals and basis sets with low values of L1 for some of these six molecules tend to have low values of L1 for the other molecules, and vice versa; • the top of the list is dominated by two families of functionals (ωB97X-D 9 and related, 10 and PBE0 11, 12 and related), and one family of basis sets (pcS sets 13 );
• pcS-3-level basis sets yield values of L1 as low as V5Z-level basis sets do; neither a shift to pcS-4-level basis sets, nor augmentation of pcS-3-level basis sets significantly improve L1. These results on the accuracy of various DFT methods in predicting ρ(r) cannot be considered as a benchmark study because of a small number of included molecules, which is a consequence of the use of a high-level ab initio method and a large basis set to compute the reference ('exact') electron densities. However, our major conclusions agree with some other results and theoretical considerations in the literature. In particular, a recent study compared the performance of several DFT functionals in predicting ρ(r) of 30 organic molecules with two to ten heavy atoms (only aug-cc-pVTZ basis set was used). The best method was found to be TPSSh, with PBE0 being only slightly worse. 14 Another study compared the performance of numerous DFT functionals over a set of 14 atoms and monoatomic ions, with a different than L1 measure of the accuracy in predicting ρ(r). PBE0 was found to be one of the most accurate DFT methods. 8 As for the pcS family basis sets, they are rarely included into comparisons, but when they are, they usually perform well. [15] [16] [17] Finally, there are some theoretical considerations supporting that ωB97X, PBE0 and related functionals and pcS basis sets may be good at predicting ρ(r) of diverse sets of molecules. PBE0 functional is based to a significant degree on exact theoretical results on the energy functional, not fitting to experimental data. 8, 11, 12 ωB97X and related functionals include a relatively small number of fitted parameters. 6 pcS basis sets, unlike most other basis set families, were designed to fit experimentally measured nuclear magnetic shielding constants, not energies, 13 which may be the reason for their good performance in approximating ρ(r).
We also carried out similar computations with Hartree-Fock (HF), MP2 and CCSD methods, in combinations with various basis sets, for the same first six molecules in the QM9 dataset (Table S2 ). As expected, in large basis sets the performance of these ab initio methods, in terms of average L1 values, is as follows: CCSD < MP2 < HF (from the most accurate to the least accurate method). Note that the comparisons presented in this Section are limited by the accuracy of the reference electron densities computed with CCSD/cc-pCV5Z. In particular, the reported accuracy of CCSD with smaller basis sets actually reflects the effect of the basis set size, but not the quantum chemical method, on the accuracy of the predicted electron densities. Unfortunately, we have not been able to find in the literature electron densities of these molecules computed with methods of higher level than CCSD, and the widespread quantum chemical software does not allow for computations of electron densities of these molecules with higher level methods either [except for full configuration interaction (FCI), which is implemented in the existing software, but prohibitively expensive with VQZ-level or larger basis sets even for small molecules].
The advantages of the analysis presented in this section are as follows:
1) The comparisons are made relative to rather accurate ab initio electron densities.
2) The molecules for which the comparisons are made contain several types of chemical bonds that are very important as building blocks of larger organic molecules (C-H, N-H, O-H, C=O, C≡C, C≡N).
3) The main conclusions on the relative performance of various ab initio and DFT methods are physically sound and match other results in the literature.
However, an evident limitation is that the dataset of six molecules is too small (which is a consequence of using a high-level quantum chemical method and a large basis set). In Section S2.2, we proceed to computations and comparisons for much larger sets of molecules.
S2.2. Comparison to ab initio results for larger datasets of molecules
We have been able to compute energies of 4506 molecules from the QM9 dataset (indices 1 to 6000, with omissions) with RI-CCSD(T) method, extrapolated to aug-cc-pVQZ basis set (further denoted as "CCSD(T)/augcc-pVQZ" in the quotes; for details on computations, see Appendix A2). The choice of the method was based on the following considerations. CCSD(T), often called 'a golden standard of Quantum Chemistry', demonstrates the performance superior to any DFT functional (given a sufficiently large basis set), and it often used as a source of 'exact' energies in benchmark studies on various DFT functionals and other quantum chemical methods.
Resolution-of-identity [RI in "RI-CCSD(T)"] is a physically motivated approximation within the CCSD(T) framework, which radically improves scaling of the method (thus making it affordable for larger molecules) at a cost of minor errors introduced in the computed energies (at least an order of magnitude smaller than errors of the best DFT functionals, see below). Estimation of RI-CCSD(T)/aug-cc-pVQZ energies by extrapolation from RI-CCSD(T)/aug-cc-pVTZ, RI-MP2/aug-cc-pVQZ and RI-MP2/aug-cc-pVTZ energies further increases the number of molecules from the QM9 dataset for which the computations of energies are affordable. As for the choice of the basis set, aug-cc-pVQZ is the largest one for which an auxiliary basis set required for RI computations was implemented in standard quantum chemical software and used in the literature. Overall, both approximations (RI and extrapolation to aug-cc-pVQZ) are known in the literature to be accurate. The dataset of "CCSD(T)/aug-cc-pVQZ" energies created in this work is, to the best of our knowledge, one of the largest datasets of accurate reference energies, both in terms of the number of molecules and their size (some of the molecules have 8 heavy atoms).
The pairs of DFT functionals and basis sets, providing the lowest errors in computed energies of these 4506 molecules, are given in Table S3 . The analysis of these results shows the following:
• M06-2X consistently demonstrates low errors with various basis sets (including triple zeta -level sets).
• ωB97M-V, ωB97X (and, lower on the list, other ωB97* functionals) also have relatively low errors with multiple basis sets.
• The lowest error is demonstrated by ωB97M-V/pcJ-1. The ωB97M-V functional was previously reported as one of the best functionals. 6 However, it is surprising that the best result is achieved with a small and relatively exotic basis set (pcJ-1) optimized for computations of NMR parameters, not energies. Using larger basis sets from the same family increases the errors in energies (MedAE, kcal/mol: 1.76 for pcJ-1, 2.76 for pcJ-2, 3.02 for pcJ-3). Also, widely used basis sets have errors significantly larger than that of pcJ-1 (MedAE, kcal/mol: 2.80 for aug-cc-pVTZ, 2.84 for aug-cc-pVQZ). It is not clear to us what could be the reasons for ωB97M-V/pcJ-1, but not ωB97M-V with larger basis sets, to stay consistently accurate for such a large and diverse set of molecules.
• The widespread practice of comparing DFT functionals (and, more generally, other quantum chemical methods) for a single basis set may keep important aspects uncovered. In particular, increases in energy errors for larger basis sets may signal that certain functionals might be not as physical as expected from a single smaller basis set comparisons. Table S3 . DFT functionals and basis sets with the lowest errors in predicted energies of 4506 molecules from the QM9 dataset (indices 1 to 6000, with omissions). "CCSD(T)/aug-cc-pVQZ" energies were used as reference ('exact') energies. We have also computed electron densities of 52 molecules from the QM9 dataset (indices 1 to 100, with omissions) with RI-CCSD method and aug-cc-pVQZ basis set. As discussed in Section S2.1, only CCSD (not MP2), and only with VQZ-level (not VTZ-level) basis sets provide consistently higher accuracy that DFT methods for the first six molecules in the QM9 dataset. The third order correction in CCSD(T) is defined only for energies, not electron densities. The RI speed up is applicable to CCSD, and we used it to increase the number of molecules for which we could run computations. Basis set extrapolations (e.g., from VTZ-level to VQZ-level basis sets) are reliable and widely used for energies, but not for electron densities. Altogether, these considerations limit our choice of the method to RI-CCSD/aug-cc-pVQZ, and these computations were affordable for 52 molecules. We have not been able to find any previous literature on comparisons of electron densities from high theory level methods for molecules of a size comparable to the largest of these 52 molecules. However, the stability of the relative difference between electron densities from various methods with the molecule size ( Fig.  3a) suggests that the relative accuracy of these methods, including RI-CCSD, should stay more or less the same for larger molecules. Combinations of DFT functionals and basis sets with lowest errors in the electron densities (in terms of average L1 measures relative to RI-CCSD/aug-cc-pVQZ electron densities of 52 molecules) are listed in Table S4 .
The analysis of the results on the accuracy of the electron densities computed with various DFT functionals and basis sets shows the following:
• As in the case of the first six molecules (Table S1 ), the top of the list is dominated by two families of DFT functionals (ωB97X-related and PBE-related), which, as discussed above, are based on exact physical results and/or were designed to minimize possible overfitting.
• pcS-3-level basis sets are often optimal or close to optimal for various DFT functionals (a comparison to V5Z-level or pcS-4-level basis sets, unlike the case of the first six molecules as in Table S1 , is not always possible, because computations in larger basis sets are prohibitively expensive for some of these 52 molecules; however, in cases when a comparison is possible, V5Z-and pcS-4-level basis sets do not provide a clear improvement over pcS-3-level basis sets).
• DFT functionals and basis sets with low errors in energies (Table S3 ) turn out to have relatively large errors in electron densities. In particular, the combination of ωB97M-V/pcJ-1 that worked the best at predicting energies (Table S3) has the median and average L1 in electron densities as large as 0.432 and 0.409, respectively, nearly 4 times worse that the best method/basis set combination in Table S4 . Also, the M06-2X functional that provided low errors with energies with several basis sets (Table S3) worked worse than many other DFT functionals at predicting the electron densities (the lowest L1 were achieved for M06-2X with the cc-pVQZ basis set: median 0.178, average 0.167, which is ~1.5 times worse than for ωB97X-D3/pcS-3 or ωB97X-V/pcS-3). A further comparison of the performance of various DFT functional / basis set combinations at predicting energies and electron densities is given in Fig. S1 . From the Hohenberg-Kohn theorems, one would expect that lower errors in electron densities should lead to lower errors in energies, and vice versa, and therefore the dots on the plot should be scattered near a line (or a curve) with a positive slope (Fig. S1 , green dotted line). Instead, we observe a relatively independent scattering in terms of these two types of errors, with a negative slope of the convex hull of the dots in the region of low errors. Thus, for the best existing DFT functionals, lower errors in energies are associated with higher errors in electron densities and vice versa, which does not seem to agree with the trend predicted by the Hohenberg-Kohn theorems, which is a sign of overfitting the existing functionals to energy predictions. As seen from Fig. S1 , realistic error levels achievable with the best existing DFT functionals found by "human learning" are on the order of ~3 kcal/mol for energies and ~0.1 for the L1 measure for electron densities. . DFT functionals and basis sets best at predicting energies work worse at predicting electron densities, and vice versa. Errors in energies (MAE, kcal/mol) are plotted against errors in electron densities (average L1 measure) for multiple combinations of DFT functionals and basis sets (blue dots). From the Hohenberg-Kohn theorems, one would expect lower errors in energies to be associated with lower errors in electron densities (green), but in practice we observe a relatively independent distribution of errors, with the convex hull (red) having a negative slope. These empirical data suggest that DFT functionals previously built by "human learning" may be overfitted to the specific task of energy predictions.
S2.3. Choice of the method / basis set pairs to generate data for ML
A rapid increase of the cost of computations with the molecule size necessitates two-stage training of the neural network: first, on a larger dataset generated with a computationally cheaper (and hence less accurate) method / basis set combination, and second, on a dataset of more accurate (and hence more scarce) results.
For the first stage, our choice of the method and basis set was based on two considerations: (1) computations should be fast enough to treat ~133,000 molecules in a reasonable amount of time (up to several months), given the computational resources we had, and (2) the accuracy of the computed electron densities and energies should be higher than that achievable with other methods and basis sets of comparable computational cost.
For 176 combinations of DFT functionals and basis sets that provided the lowest average values of L1 for the first six molecules (Section S2.1), we ran a standard quantum chemical software for three larger molecules (QM9 entries 8 000, 16 000 and 32 000). (Here we use the data on the accuracy for the first six molecules, because we chose the DFT method and basis set for large-scale computations for the whole QM9 dataset long before we carried out the analysis presented in Section S2.2.) Then, we computed an aggregated indicator showing how much wallclock time is required to run DFT computations for a molecule of this size on a single GPU (further called 'effective time'; for exact definition and computation details, see Appendix A2). The plot for the computational cost (estimated by effective time) vs. accuracy in predicting ρ(r) (estimated by average L1 over the first six QM9 molecules) shows that some combinations of a DFT functional and a basis set have a favorable tradeoff between the cost and accuracy in predicting ρ(r) (Fig. S2) . PBE0/pcS-3, which is #4 on the list in Table  S1 , looks particularly attractive. Other good choices might be PBE1hPBE/pcS-3, PBE0/Def2-QZVP, and possibly ωB97X-D/cc-pV5Z (though the last combination is more expensive). As for the first three combinations on the list in Table S1 , computations for ωB97X-D3 10 with pcS-3-level basis sets turned out to be prohibitively expensive to run them for the whole QM9 dataset, while OHSE2PBE (also known as HSE03) is less used in the literature than PBE0, and its gain in accuracy over PBE0/pcS-3 is marginal. Based on the provided data, we chose the combination of PBE0 functional and pcS-3 basis set to compute DFT electron densities for molecules in the QM9 dataset to be used at the first stage of training. This combination has a reasonable computational cost (it took us several months to compute electron densities of all molecules in the QM9 dataset with it). It also demonstrated good performance in predictions of electron densities of 52 molecules for which CCSD/aug-cc-pVQZ densities were available (Fig. 3a) , though some other combinations were later found to be a bit more accurate (Fig. S6) .
Unfortunately, energies predicted with PBE0/pcS-3 turned out to be significantly less accurate than those reported in the QM9 database [computed with B3LYP/6-31G(2df,p)]. In comparison to available 4504 "CCSD(T)/aug-ccpVQZ" energies, MAE of PBE0/pcS-3 was 10.5 kcal/mol, while that of B3LYP/6-31G(2df,p) energies was 4.6 kcal/mol (median absolute errors: 10.4 and 4.1 kcal/mol, respectively). In order not to repeat computations for all ~133,000 molecules from the QM9 dataset to get energies with another DFT functional and basis set, which would
Due to high cost of CCSD computations in large basis sets, especially for molecules like the overwhelming majority of molecules in the QM9 database, it is currently impractical to use such methods to generate datasets of electronic densities comparable in size to QM9. As for smaller basis sets (e.g., VTZ-level sets), 14, 18 from the viewpoint of L1 metric of the total electron densities, even the use of CCSD without a frozen core approximation does not offer an increase in performance in comparison to much faster and better scaling DFT methods, such as PBE0. The same refers to MP2 methods, regardless of the used basis set: in the best case scenario, they can offer only a marginal improvement in L1 values, not worth the increase in the computational cost (MP2 calculations are more expensive than those with PBE0).
We would like to emphasize that we do not claim here that a certain DFT functional or a basis sets is "the best". Different research goals (and hence, metrics of performance, not only the L1 and MedAE measures used in this work) and different availability of computational resources may make different choices of quantum chemical methods and basis sets optimal under different circumstances.
As for the second stage of ML, we used RI-CCSD/aug-cc-pVQZ electron densities and "CCSD(T)/aug-cc-pVQZ" energies for the reasons discussed above in Section S2.2. To briefly recap, CCSD and CCSD(T) (but not MP2) methods guarantee significantly higher accuracy than DFT for electron densities and energies, respectively, and this higher accuracy can be achieved only with VQZ-level (but not VTZ-level) basis sets. aug-cc-pVQZ is the largest VQZ-level basis set for which auxiliary basis sets required for RI speed up is available in popular quantum chemical packages.
S3. Derivation of the main equations in this work
S3.1. Corrections derived from Taylor series
For the exact Hohenberg-Kohn density functional E[ρ] of the electron density ρ(r), the Taylor series expansion (up to the second order) in the vicinity of some density ρ0(r) close to the ground state density can be written as:
where Δρ(r) = ρ(r) -ρ0(r), and / ( ) and 
where Δμ is a Lagrange multiplier ensuring the electron number conservation, the value of which is implicitly set by Eqs. (S6) 
where 
S3.2. Choice of the reference electron density ρ0
So far, we have not imposed any restrictions on ρ0 in Eq. (S5), besides that it should be somewhat close to the true ground state electron density of the simulated molecule. However, in the interests of practical efficiency, a more specific choice of ρ0 can be made. Indeed, the function-to-function mapping Δρ[·] introduced in Section S3.1, in general, has to be very sensitive to the input. Regardless of whether ρ0(r) or ρ0(r) + δρ(r), where δρ(r) is an arbitrary function, is used as the reference density, the predicted values of ρ(r) should be the same:
and therefore,
It would be very difficult to ensure this property of Δρ[·] without using an overcomplicated DNN and a very large training set. Instead, a simple prescription on the choice of ρ0 can ensure that Eq. (S14) is automatically satisfied.
We start from the fact that relatively good analytical approximations to the exact density functional E[ρ] are provided by HF or existing versions of DFT (at least, some of them; see Section S2). For a specific approximate density functional E
[ρ] previously found by "human learning", the exact functional E[ρ] can be written as
where E (1) [ρ] is the correction to the density functional defined by this equation, Eq. (S15). Then, the correction to the electron density Δρ can be split into two contributions, matching the splitting of E[·] in Eq. (S15), namely:
where the first term is the difference between the exact solution for the approximate density functional E
[·] and the reference density ρ0:
and the second term is the difference between the exact solutions for E [·] and E
[·]:
In these notations, the exact electron density ρ(r) can be written in the following form:
With this equation, the condition given by Eq. (S14) is automatically satisfied (Fig. S3) . Since the correction Δρ (0) depends only on the known functional E
[·], it can be found analytically or numerically with the traditional methods and existing software. Only the second correction, Δρ (1) , needs to be learned with ML, and the corresponding function-to-function mapping is pretty robust in the sense that it does not need to be as sensitive to the input as Δρ [Eq. (S14)]. [ρ] are functionals.) (a) To go from an approximate electron density ρ0 (green) to the exact density ρ that minimizes E[ρ], we first go to the minimum of E (0) [ρ] (blue), and after that to the minimum of E[ρ] (cardinal). (b) If we start from another approximate electron density ρ0 (green), the first step is different (blue), but the second step is the same (cardinal). This splitting of Δρ into Δρ (0) and Δρ (1) ensures the robustness of the mapping to be approximated with ML (Δρ (1) 
only, cardinal).
If ρ0 is chosen to be the electron density that minimizes E
[ρ], in other words, is the solution for a given molecule provided by a specific version of DFT (or HF, which can also be formulated in the form of a density functional minimization 19 ), then Δρ (0) (r) vanishes, and Eq. (S19) simplifies to
where Δρ (1) (r) is supposed to be learned with ML. This equation, together with the corresponding equation for the exact energy E, is given in the main text of the paper (with the notational simplification that Δρ (1) = Δρ, valid in the case of the choice of ρ0 as the solution provided by a specific DFT or HF method, which is assumed in the main text). Without the restriction that ρ0 is a solution from HF or a specific DFT method, we would not have been able to use Eq. (S20); instead, a more general and more computationally expensive Eq. (S19) would have to be used.
S4. DNN architecture and training
S4.1. Input and output format
The only input to the reported DNN is an approximate electron density of a molecule of interest computed with HF method ρHF. Preparation of an input file is carried out in three steps:
(1) For a given molecule, HF calculations are run in standard quantum mechanical software. (2) Using the fchk file generated in step (1), a cube file for the total electron density is generated. This cube file contains numerical values of the electron density on 256 × 256 × 256 grid points with a grid spacing of 0.1 bohr (~0.05 Å). This grid spacing is necessary to approximate integrals over the volume, as in Eq. (S4), by summation over grid points. The number of grid points in each direction was chosen following a tradition in the field of deep learning to use power-of-two grids, which simplifies architectures of neural networks (a 128 × 128 × 128 grid with a grid spacing of 0.1 bohr is not large enough to contain some of the largest QM9 molecules). (3) The 256 × 256 × 256 cube file generated in step (2) is coarse grained to a 64 × 64 × 64 cube file by summation of the electron density values in non-overlapping 4 × 4 × 4 cubes. We perform this transformation to speed up DNN training, and make training possible on a single GPU. We checked that this coarse-graining quantitatively preserves the spatial behavior of the electron density. Coarse-graining of a 256 × 256 × 256 cube into a 64 × 64 × 64 cube ensures that the integral of the electron density computed from a sum of the values on all grid points has the right value, and mitigates artifacts of discrete representation of the electron density near nuclei where the gradient of the density is large. A 64 × 64 × 64 cube file with a grid spacing of 0.4 bohr directly generated from the fchk file does not satisfy either of these two conditions, hence the need for separate steps (2) and (3).
The immediate output from the DNN is Δρ, which is the difference between ρ and ρHF:
and ΔE', defined as:
where Ea is the energy of an isolated atom a computed with the same quantum chemical method as the energy of the molecule E, na is the number of atoms of element a in the molecule, EHF and EHF,a are energies of the molecule and of an isolated atom a, respectively, computed with the HF method in the cc-pVDZ basis set, and c0 and ca are empirical coefficients found from the least square fit of the equation 
over the molecules in the training set (c0 = 0.002720, cH = -0.020721, cC = -0.076106, cN = -0.108908, cO = -0.087452, cF = -0.058814, all values in hartree). The use of the linear correction term in Eq. (S22) allows us to increase the accuracy of the model, because the DNN focuses in this case on finding relatively small, but complicated contributions to the energy of chemical binding, and not larger, but conceptually simple corrections per atom. In other words, the DNN is used to predict the discrepancies, Eq. (S22), between the right and left hand sides of Eq. (S23). Note that this approach does not contradict to the general theory presented in Section 3. Comparing this definition of ΔE' to ΔE from the main text, one can see that
which is also a functional of ρHF(r), because numbers of atoms of each type in a given molecule can be found from an approximate electron density,
and all other entities inside the square brackets in Eq. (S24) are constants. Thus, ΔE' can be considered as a functional of ρHF, like ΔE.
From Δρ, the desired values of ρ can be easily computed, because ρHF is already known. The values of Δρ used for training were computed from PBE0/pcS-3 results similar to ρHF as described above, and represented after coarse-graining in the form of 64 × 64 × 64 cube files. The output of the DNN follows the same format of Δρ representation. Similarly, the value of ΔE' predicted by the DNN is sufficient to compute the desired value of E, because EHF is known from the HF/cc-VDZ computation that we perform anyway to get the input to the DNN, and the linear correction term is easy to compute from the molecular formula.
S4.2. Architecture
The architecture of the DNN is shown in Fig. 1d in the main text. The only input channel is the HF/cc-VDZ density given on a 64 × 64 × 64 grid. First, this input is processed elementwise with a tanh function [namely, tanh(1.28ρHF)], such that ρHF in the regions where ρHF > 0.8 (typical of atomic cores) saturates to 1, while in other regions (including covalent bonds and regions responsible for non-covalent interactions) the input is only linearly rescaled. This transformation ensures that the information on chemical bonding is not dwarfed by the atomic core densities, and artifacts of a discrete representation of the density near the atomic cores are removed. Next, the information is processed by ten hidden layers with a U-Net architecture. This type of architecture was originally proposed to process medical images, 20 and proved efficient in other physics-related tasks. 21 The first five hidden layers encode step-by-step the input into a very coarse spatial representation, the subsequent five hidden layers decode it back to the original resolution, and there is also a direct flow of information from encoding hidden layers to decoding hidden layers having the same spatial resolution (hence the term 'U-Net' for the architecture). Along this path, spatial resolution goes from 64 × 64 × 64 to 2 × 2 × 2 and then back to 64 × 64 × 64, and intermediate representations include up to 256 channels. At the end of the U-Net block, a tensor with 64 channels, each of which has a 64 × 64 × 64 spatial resolution, is computed and concatenated with the input (after tanh transformation), yielding a 65-channel tensor. After this concatenation, computations fork into two paths -one for the electron density and the other for the energy calculations. The density is computed by a convolution of the concatenated tensor to 32 channels with the same spatial resolution, rectified linear unit (ReLu) activation, and convolution of the result to a single channel yielding the predicted Δρ values on a 64 × 64 × 64 grid. The other path of computations includes two subsequent 3D convolution operations, each of which is followed by ReLu activation, such that the first convolution decreases the number of channels to 32, and the second convolution to two. Finally, the output value of ΔE is computed as a linear function of the elements in these two channels and on all 64 × 64 × 64 grid points. This forked architecture of the network is designed to push the model to learn first some general high-level features of molecules, such as the first-order functional derivative of the density functional, or the resolvent for the second-order derivative (Fig. 1b-d) , and only after than to employ these general features to solve the specific tasks of computing the energy or electron density of a given molecule.
S4.3. Loss functions and training curves
The loss function L to be minimized to train the PML-QCDFT model was chosen as a linear combination of the L1 measures of the performance of the DNN in predicting the electron densities and energies, with an additional regularization term:
where i numerates molecules in the training set, Δρi(r) and ΔE'i are the ground truth (i.e.,
computed from DFT for training the PML-QCDFT model) values of Δρ and ΔE' [Eqs. (S21) and (S24)] for the i-th molecule, ρHF,i(r) is the input (HF/cc-VDZ) electron density for the i-th molecule, ΔρDNN and ΔE'DNN are the values of Δρ(r) and ΔE'
predicted by the DNN for the i-th molecule, wE is a coefficient defining a relative weight of the electron density and energy discrepancies in the overall estimate of the performance of the DNN, wEreg is a prefactor for the regularization term, K is the set of kernel coefficients in convolution operations within the path to the energy prediction from the bifurcation, j enumerates these coefficients, and kj are the values of these coefficients. No regularization for the kernel coefficients from the path to the electron density predictions was included in L, because we did not observe any significant overfitting for Δρ predictions. The matrix L1 norm in the loss function in Eq. (S26) is interpreted as follows:
which is estimated numerically by summation of |a(r)| over all points on the 64 × 64 × 64 grid.
To train the PML-QCDFT model, we split the QM9 database into training, validation and testing subsets based on the following rules. All molecules with 9 heavy atoms (QM9 indices 21989 to 133885) and indices matching the mask "??? [2] [3] [4] [5] [6] [7] [8] [9] ??", where "[2-9]" stands for any digit from 2 to 9, were assigned to the training set. All molecules with 9 heavy atoms and indices "???1??" were assigned to the validation set, and all molecules with 9 heavy atoms and indices "???0??" were assigned to test set 1. Finally, all molecules with 1 to 8 heavy atoms (indices up to 21988) were considered as a separate test set 2. This approach allows us to test the transferability of the PML-QCDFT model between atoms with different numbers of heavy atoms (9 vs. 1 to 8), and to compare predictions of the PML-QCDFT to high quantum theory level results in large basis sets (available for molecules with a few atoms) for molecules not included in the training set. In this way, 89,432 molecules (66.8% of the whole QM9 dataset) were assigned to the training set, 11,191 molecules (8.4%) to the validation set, 11,194 molecules (8.4%) to test set 1, and 21963 molecules (16.4%) to test set 2. Besides that, 55 molecules originally present in the QM9 database (0.04%) were excluded because PBE0/pcS-3 computations for them did not converge, and 50 more molecules (0.04%) were excluded because DFT results for them did not seem reliable (specifically, two different functional / basis set combinations -PBE0/pcS-3 and B3LYP/6-31G(2df,p) -led to ΔE' values that differed by more than 50 kcal/mol).
The PML-QCDFT model was trained in four stages. First, wE and wEreg were set to 0, the learning rate was set to 2·10 -4 , and 12 epochs of training were performed. During each epoch, all molecules in the training set, randomly sorted, were processed in minibatches of 16 molecules, such that each molecule was used once and only once during each epoch. Second, wE was changed to 10 4 , and 12 more epochs of training were performed, with wEreg equal to dEregiEpoch at each epoch, where iEpoch increased from 1 to 12, and the value of dEreg optimal for the regularization was found to be 10 (Fig. S4) . Third, 12 more epochs were carried out with the learning rate of 2·10 -5 , and wEreg equal to dEregiEpoch, where iEpoch ran from 13 to 24. Finally, one more epoch was carried out, with the learning rate of 2·10 -6 , and wEreg = dEregiEpoch, where iEpoch = 25. The value of wE = 10 4 was chosen such that the contribution of the energy term to the total loss function L, Eq. (S26), was ~10% of L by the end of training (as measured on the validation set). An attempt to significantly increase wE did not lead to noticeable changes in the performance of the trained model in terms of ΔE or Δρ prediction. Attempts to use other training schedules, including ones with a gradual decrease in the learning rate and a gradual increase in wE and wEreg values throughout training epochs, did not yield better models (data not shown). This model has the lowest error in predicting densities (among models with dEreg = 10), and a relatively low error in energies.
As for training the PML-QCCCSD model, we had CCSD(T) data on energies only for molecules with QM9 indices up to 6000 (with omissions), and CCSD data on electron densities only for molecules with QM9 indices up to 93 (with omissions). All of these molecules were in test set 2 when we trained the PML-QCDFT model. For this reason, we had to divide the available set of 4504 molecules with known CCSD(T) energies into new training, validation and test sets: 3612 molecules with indices "??? [2] [3] [4] [5] [6] [7] [8] [9] ??" were assigned to the training set, 463 molecules with indices "???1??" to the validation set, and 430 molecules with indices "???0??" to the test set. CCSD electron densities were available only for 52 molecules with QM9 indices up to 93 (with omissions). This dataset was split in the following way: molecules with 3 or 4 heavy atoms (indices 9 to 48, with omissions) were assigned to the training set, and molecules with 1, 2 or 5 heavy atoms (indices 1 to 8 and 49 to 93) to the test set. A validation set for CCSD electron densities was not formed due to the scarcity of the data.
The PML-QCCCSD model reported here was trained in three stages, each of which included 100 epochs. Learning rates during the first, second and the third stages were kept constant and equal to 2·10 [simultaneous minimization of L defined by Eq. (S26) was impossible, because training sets for the energies and electron densities were different). The proportion of 100 sub-epochs vs. 1 sub-epoch was found empirically, as that ensuring comparable relative rates of decay of the loss functions for the energies and densities. No regularization for the energy term was performed, because there were no noticeable signs of overtraining in terms of energy predictions for the PML-QCCCSD model (unlike the PML-QCDFT model). The parameters to be changed during training were the kernel coefficients in convolution operators in the paths leading to the energy and density predictions, as well as in the last layer before the bifurcation.
To analyze the progress in training, we recorded two variables, measuring the performance of both DNNs in terms of Δρ and ΔE predictions separately from each other. The first variable is the average L1 measure for the performance of the DNN in predicting ρ(r) of molecules in set S, defined as follows:
which corresponds the first term on the right hand side of Eq. (S26) (S here may stand for training, validation or test sets). The second variable is the mean absolute error in predicted energies LE, a parameter widely used in the literature on benchmarking in Quantum Chemistry:
where ||S|| is the number of molecules in set S. Evidently, the energy term in the total loss function L, Eq. (S26), is proportional to this MAE.
During training, Lρ and LE on the training set, as expected, gradually decreased for both models (Fig. S5) . Lρ and LE computed on the validation set also tended to decrease. Note that the values of Lρ and LE for the validation set were computed at the end of each training epoch (with the enumeration of epochs starting from 1) using the same state of the DNN (after training on all minibatches in the corresponding epoch) and all molecules from the validation set, while the values of Lρ and LE for the training set were computed differently: the DNN was updated after each minibatch, the contributions to L for the molecules in the current minibatch were computed with the current DNN and averaged over all minibatches. Respectively, the values of Lρ and LE for the training set are shown in Fig. S5 in the middle between the indices of the previous and next epochs. 
S4.4. Performance of the resulting models on training, validation and test sets
By the end of training of the PML-QCDFT model, Lρ on the validation set decreased to 0.122 and stabilized at this level for 2-4 last training epochs (Fig. S5a) . The difference of Lρ over the training (0.097) and validation (0.122) sets is minor, implying that there is no significant overfitting of the PML-QCDFT model on the electron density data. Over test set 1 (~10% of QM9 molecules with nine heavy atoms), Lρ was found to be 0.094, confirming the conclusion that there was no overfitting of the model on electron densities. For test set 2 (all molecules with up to eight heavy atoms), Lρ was found to be somewhat lower, namely 0.086, suggesting that the PML-QCDFT model is transferrable to molecules of sizes different from those in the training set.
LE for the PML-QCDFT model computed over the validation set decreased to 0.79 kcal/mol by the end of training, staying stable at this level over the last 4-6 training epochs (Fig. S5b) . The corresponding value for the training set was much lower, 0.07 kcal/mol, even with the regularization as described above, Eq. (S26). With dEreg = 10, the value of the regularization term per molecule, in energy terms, reached 0.21 kcal/mol by the end of training; larger values of dEreg only increased the values of LE over the validation set, and did not reduce the gap between the results on the training and validation sets (data not shown). The performance of the model on test set 1 (~10% of molecules with nine heavy atoms) is close to that for the validation set: LE 0.82 kcal/mol, while on test set 2 (all molecules with up to eight heavy atoms) LE was even lower, 0.58 kcal/mol. Median absolute errors were 0.54 and 0.38 kcal/mol for test sets 1 and 2, respectively. Most of the molecules in test set 2 have exactly eight heavy atoms, the mean error per heavy atom is even lower for test set 2 than for test set 1 or the validation set. Therefore, the PML-QCDFT model extrapolates well to molecules with a different number of atoms than in the training set, both in terms of energy and electron density. The value of LE demonstrated by the PML-QCDFT model is on par with MAE values of other ML models over the QM9 dataset reported in the literature [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] (Table S5) . As for the performance of the model in terms of electron densities, a comparison to the literature cannot be made, because no models predicting electron densities for datasets as large as QM9, to the best of our knowledge, have been published so far.
The values of Lρ and LE given above refer to a comparison of predicted electron densities and energies to DFT values [PBE0/pcS-3 densities and B3LYP/6-31G(2df,p) energies, respectively]. Comparisons to more physical CCSD electron densities (Fig. 3a, pink) and CCSD(T) energies (Table 1) demonstrates that the accuracy of the PML-QCDFT model is actually nearly the same as the accuracy of the DFT methods used to generate the training sets.
The performance of the PML-QCCCSD model on the datasets with CCSD electron densities and CCSD(T) energies was as follows. The value of Lρ decreased by the end of training to 0.026 and stayed stable over the last ~30-50 (out of 300) epochs (Fig. S5c) . Due to a limited number of molecules for which CCSD electron densities were computed, a comparison of the errors of the PML-QCCCSD model, HF, various DFT and other methods can be visually performed molecule-by-molecule (Fig. 3a, Fig. S6 ). Though the errors for molecules in the test set are larger than for those in the training set, they stay below the corresponding errors of DFT (Fig. 3a, Fig. S6 ). The value of LE by the end of training fell down to 0.86 kcal/mol for the training set and 0.88 kcal/mol for the validation set, staying stable over the last ~30-50 (out of 300) epochs (Fig. S5d) . Over the test set, LE (in other words, MAE) was as low as 0.86 kcal/mol, and the median absolute error was 0.71 kcal/mol. To the best of our knowledge, only one paper so far has compared energies predicted with ML to CCSD(T)-level energies for a large dataset of molecules. 34 They reported the MAE of 1.46 kcal/mol for a set of organic molecules with 10 to 13 heavy atoms, i.e. somewhere between 1.46/13 = 0.112 and 1.46/10 = 0.146 kcal/mol per heavy atom. In this work, the mean absolute error per heavy atom of the PML-QCCCSD model over the test set (430 molecules, QM9 indices up to 6000, matching the mask"???0??", with omissions) is 0.146 kcal/mol.
S4.5. Scaling
DNN computations run much faster on the same hardware (1 GPU and 2 CPUs, see Appendix A2 for details) than DFT (PBE0/pcS-3) computations for every molecule in the QM9 dataset (Fig. 2f) . For the overwhelming majority of the database entries (with indices ~100 and higher) the DNN is at least two orders of magnitude faster than DFT. HF computations in the small basis set, required to generate the DNN input, are also much faster than DFT computations for the same molecules. The bottleneck in the computational pipeline turned out to be the step of generation of input cube files from HF fchk files. To generate cube files, we used cubegen utility from Gaussian, which is currently implemented only on a single CPU. We expect that this stage can be significantly speeded up in the future with parallelization and the use of GPUs. Even in the current setup, the DNN computations, together with HF computations and generation of the input cube files, are faster than DFT (PBE0/pcS-3) computations for all expect the first four molecules in the QM9 database. Closer to the end of the database, the gain in the speed (measured by wallclock time) reaches a factor of ~30. (Only relative wallclock times are shown in this work; absolute values of wallclock times for computations performed in Gaussian are not disclosed according to the Gaussian licensing agreement.) Wallclock time to run the reported DNN stays virtually the same over the whole QM9 dataset due to the architecture of the reported DNN. Wallclock time of HF computations increases with the number of elections N as ~N 1.62 , while PBE0/pcS-3 wallclock time scales less favorably, as ~N 3.26 . Due to this difference in scaling of the DNN, HF and DFT cost with the size of the molecule, the relative efficiency of the approach proposed here increases with the size of a modeled molecule. The ratio of the wallclock time for HF to that for DFT is ~10% for the first several molecules in the database (entries 1-6), falls to ~1% by entry ~100, and falls even further to ~0.3% closer to the end of the dataset. The wallclock time for the DNN relative to the wallclock time for DFT falls from ~30% for the first several molecules to ~1% by entry ~100, and down to ~0.1-0.3% by the end of the database. As for the relative price of the HF and DNN parts, the DNN stage dominates for smaller systems with up to ~30 electrons. For larger systems, HF becomes consistently more expensive (pronouncedly from ~60 electrons), but the gap between the HF and DFT costs in this limit increases. We do not consider here the scaling of wallclock time for the cube file generation, because, as stated earlier, we expect that this part of computations can be significantly accelerated in comparison to the current version.
S5. Additional discussion
Recently, machine learning (ML) -and, more specifically, deep learning, that is ML with deep neural networks (DNNs) -have achieved impressive results in dealing with large sets of data, including three-dimensional shapes and functions. [35] [36] [37] [38] ML is also starting to be actively and fruitfully applied to various problems in Quantum Chemistry (for reviews, see Refs. [39] [40] [41] [42] [43] ). In particular, DNNs and other ML models were reported to predict energies of molecules (primarily organic) as functions of atomic coordinates with thermochemical accuracy and at much smaller computational cost than quantum chemical methods (ANI-1* potentials and many others). 18, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] The resulting models demonstrated remarkable performance on various test sets of molecules. For example, a number of architecturally diverse models were reported to reach accuracy levels on the order of 1 kcal/mol for organic molecules in the QM9 database (Table S4) . 22, 23, [25] [26] [27] [28] [29] [30] [31] [32] [33] In these models, the energy is approximated as a function of various descriptors that can be easily computed from the geometry, such as lists of distances to the closest atoms for each atom in the molecule, but do not have a clear quantum mechanical interpretation. 18, [22] [23] [24] [25] [26] [27] [28] [30] [31] [32] [33] 41, [44] [45] [46] [49] [50] [51] [52] At the same time, electron densities have been out of focus of ML in this field so far. To the best of our knowledge, ML have been used to predict electron densities only in specific molecular systems, such as sulfur-crosslinked carbon nanotubes, 46 Ni/Al alloys, 47 dihydrogen, water, benzene, ethane, and malonaldehyde. 44 The question of feasibility of electron density learning in wide classes of chemical compounds remains open.
Some papers on the use of ML in Quantum Chemistry take into account the Hohenberg-Kohn theorems 2 stating the existence of the energy functional of the electron density (Section S1), and trying to approximate this functional (or one of its nontrivial components) with ML methods. 18, [42] [43] [44] [55] [56] [57] [58] [59] However, the use of learned energy functional in an iterative minimization procedure may be computationally expensive than a single-shot computations of the density and energy as suggested in this work. Also, minimization / maximization tasks for DNNs are known to be associated with artifacts, such as "adversarial examples" (slightly perturbed images that are wrongly classified by DNNs, though the original images were classified correctly). 60, 61 Optimization procedures with functions or functionals approximated by DNNs in Quantum Chemistry may encounter similar problems, ending up in unphysical solutions ("adversarial electron densities"). To circumvent these difficulties, we propose in this work to learn the functional ΔE[·] and the function-to-function mapping Δρ [·] , rather than the Hohenberg-Kohn functional E [·] .
Electron density prediction is not only an important physical problem per se. In the neural networks we report in this work, computations fork into two paths -one for the energy and the other for the electron density calculations -much closer to the end of the network, thereby pushing the model to learn first some general high-level characteristics, and only after than to employ them to solve the specific tasks of computing the energy or electron density of a given molecule. By including the electron densities into the loss function to be minimized during DNN training, we additionally regularize the model, make it more physical and more resistant to overfitting to a specific task of predicting energies. Though some ML models in the literature were trained to predict properties dependent on electron densities, such as partial charges, dipole moments, etc., 14, 25, 26, 31, 48, 62, 63 and therefore may also be regularized by these additional predictions, the use of electron densities should work better due to richer information contained in them. Besides that, in order to ensure regularization, predictions of such properties and energies should be done from a shared pool of highly processed features, and will not happen if such predictions are performed by independent neural networks, as often done in the literature.
A promising direction in ML in Quantum Chemistry is to generate features for ML by a simple-and-fast quantum chemical method, and then to use neural networks to predict results of high-level methods in large basis sets. In this way, it was suggested to use HF matrix elements (but not the electron densities or SCF solutions) to predict MP2 and CCSD energies, 64 or to use MP2 amplitudes to predict coupled cluster energies. 65 Such approaches are computationally more expensive at the stage of featurization, in comparison to using descriptors easily computed from the molecular geometry, but latest advances in speeding up HF computations should mitigate this issue. However, previous papers on the use of HF (or other low-theory-level) computations to featurize a molecule do not clarify the question of what entities computed with these methods can serve as features, and why they do so. In this paper, we demonstrate that it is an approximate (e.g., HF) electron density that can serve as a universal way to featurize a molecule (Section S3).
The DNN we report predicted multiple features in the density differences, even though the input densities did not contain anything similar to such features. For example, toroidal parts of isosurfaces around C-C and C-H bonds ( Fig. 2c and Movie S2, Δρ = -0.003) have been placed by the PML-QCDFT model in correct positions, perpendicular to the corresponding chemical bonds, and at a distance where the input density is small by absolute value and does not include any toroidal formations. Also, the DNN learned to distinguish all heavy atoms (C, N, O, F), as seen from correct density difference isosurfaces predicted around them (correspond to 0, 1, 2 and 3 lone pairs, respectively), though no information on the chemical nature of these atoms or their nuclear charges has been explicitly passed to the neural network.
In all cases of significant discrepancies between the PML-QCDFT predictions and DFT results, we found that errors were in the scale of ΔρDNN, but not its local spatial behavior. This might be corrected in future work by adding an additional layer to be learned to perform a nonlinear transformation of the output density, or simply by adding more hidden layers to the network to allow for more flexible nonlinear fitting (though this would slow down computations).
As for predicting energies, the reported models reached the accuracy levels below 1 kcal/mol [the PML-QCDFT model: in comparison to DFT energies, and the PML-QCDFT model: in comparison to CCSD(T) energies], which is on par with models reported in the literature (Table S5 ). Note that nearly all papers compare ML predictions to DFT-level energies (e.g., those included in the QM9 database), which, as we showed in Section S2, may be away from the exact energies by several kcal/mol. The only comparison of ML to CCSD(T) energies for a large set of molecules, as far as we know, was reported in ref. 34 . The MAE value from that work (1.46 kcal/mol) is not directly comparable to the MAE value for the PML-QCCCSD model reported in this work (0.86 kcal/mol): the former value refers to 2996 molecules with 10 to 13 C, N and O atoms and conformations with energies within 100 kcal/mol of minima, while the latter value refers to ~2000 molecules with 1 to 8 (in most cases, 7) C, N, O and F atoms and conformations close to the energy minima. However, MAE values per heavy atoms seem comparable in two cases (0.146 kcal/mol for the PML-QCCCSD model, and somewhere between 1.46/13 = 0.112 and 1.46/10 = 0.146 kcal/mol for the cited paper). Note, however, that the PML-QCCCSD model we report predicts not only energies, but also electron densities. Due to the chosen architecture of the DNN, the cost of the DNN computations stays nearly constant as a function of the size of a molecule (Fig. 2f) . However, this relationship holds only for molecules that fit into the cube grid we used in this work. In general, for molecules much larger than those in the QM9 database, larger grids would be required, and a new DNN with a different architecture would have to be trained. We speculate that the cost of DNN predictions in this regime will scale in the range between ~ N log N and ~ N 3 log N, depending on the shape of molecules. The first factor (N to N 3 ) comes from an increase of the required 3D grid size: for compact molecules, roughly linearly with the molecule volume, hence roughly linearly with N, but for elongated molecules, roughly cubically with the molecule length, hence cubically with N. The second factor, log N, estimates possible increase in the depth of the network that may be required to process larger grids. The scaling could be made more favorable (maybe down to ~ N log N) with more flexible designs of DNNs, enabling them to work with non-cubic inputs of variable size, e.g., scanning window architectures. This would allow for ~ N, not ~ N 3 , scaling of the input size for elongated molecules. However, such an optimization of DNNs might not be a top priority now, because for large molecular systems, which are of more practical interest, HF computations are more expensive than DNN computations (Fig. 2f) .
Speaking of possible practical applications of DNNs capable of predicting electron densities, first of all, we note that the knowledge of the electron density is sufficient to compute forces acting on all atoms in a molecular system, as follows from the Hellmann-Feynman theorem. We expect that these computations will be more accurate than computations based on direct fits for energies as functions of the molecular geometries, because the former approach involves integration, while the latter involves differentiation of approximate functions. Along this way, one may be able to run ab initio molecular dynamics simulations accounting for the correlation energy at a low computational cost. Besides calculations of forces, electron densities predicted by DNNs can be used to study inter-and intramolecular interactions, and to compute any quantum mechanical observables that depend only on one-particle electron density, including dipole and higher-order electric moments of molecules.
It is important to emphasize that ML does not replace or invalidate the methods of Quantum Chemistry. In fact, ML reinforces these methods and extends them to a wider realm of practical applicability. Unlike ab initio methods, predictions of electron densities and energies with DNN are expected to have much more favorable scaling, as discussed above. However, this favorable scaling can be achieved only on the basis of running highlevel quantum chemical computations for molecules in a sufficiently large training database. The use of DNNs therefore separates the problem of increasing the accuracy of quantum chemical methods from the problem of routine applicability of such methods. With ML, it may become not required that an accurate quantum chemical method works fast enough for every new molecule that an end user may be interested in. Instead, the focus shifts to generating highly accurate results only for a finite dataset to be used for training, while the efficiency in practical applications is to be achieved via improvements in DNNs to make them faster and more accurate.
In connection to the problem of training datasets, a question that still remains open is how the performance of various quantum chemical methods, in combinations with various basis sets, relates to each other. This question is very important from the practical viewpoint, because it determines the strategy of generating datasets for ML. Which theory level and basis set to use, given limited computational resources? In this work, we generated the database of DFT (PBE0/pcS-3) solutions for the QM9 dataset, and RI-CCSD/aug-cc-pVQZ densities and "CCSD(T)/aug-cc-pVQZ" energies for a subset of QM9. However, these electron densities and energies are still not equal to the exact ones, as follows from Table S1 and S2. What will be the next level of accuracy for QM9 or other quantum mechanical databases of a similar size? This question is of major practical importance, and answering it may require running large-scale benchmark computations for various methods and basis sets.
Other possible directions for further research include the following. Databases of electron densities for a large number of inorganic molecules, organic molecules with more elements than in QM9, ions, noncovalently bound molecular complexes and other molecular systems not included in the QM9 database should be built and used for validation of the proposed approach of physical machine learning. New architectures of DNNs, allowing for piecewise scanning of input and output, could be developed to remove a restriction on the size of a modeled system that exists in the reported DNN. Also, the present approach needs to be extended to modeling geometries of molecules far from equilibrium, processes of bond formation and breaking, and excited electronic states.
We would like to end this discussion by recapping that the key element of success in applications of ML in Quantum Chemistry, in our opinion, lies in involving as much physics as possible into ML models. We demonstrate in this work that the use of HF (or DFT) electron densities, even computed in a small basis set, looks promising, presumably because such a representation is more physical than other descriptors. Training ML models not only on energies, but also on electron densities may serve as a possible strategy to make models more physical, and stimulate learning the physics of modeled phenomena, rather than curve fitting.
A3. Illustration of the idea with Taylor series expansion
This Section provides an illustration for the analysis presented in Section S3.1 for a much simpler example of a function of a single scalar variable. Consider an infinitely differentiable real-valued function y(x) of a real-valued variable x. Suppose we know the values of all derivatives y(x) of at a certain value x0. Then, the values of y at any x within the radius of convergence can be found from the Taylor series: 
where Δx = x -x0. Further, Eq. (S30) can be used to find all minima of y(x) within the radius of convergence with an arbitrary accuracy as a function of the values of derivatives of y(x) at x0 only.
Cutting this series at the second order terms, we arrive at 
At the local minimum, the following condition is satisfied: 
rewriting it in an iterative form:
using the approximate solution, Eq. (S33), as the initial value for iterations Δx0, and carrying out one iteration with Eq. (S40). This approach [unlike the asymptotic expansion of Eq. (S36) leading to Eq. (S37)] can be directly generalized from the analysis of a real-valued function y(x) to the density functionals as given in Section S3.
To sum up, for an infinitely differentiable real-valued function of a real-valued variable, to find a minimum of the function, it is sufficient to know the values of the derivatives only at a certain point x0 is close enough to the minimum (more strictly, such that the minimum is within the radius of convergence of the expansion about x0). Our analysis in Section 3 generalizes this simple result to the density functional E[·] in Quantum Chemistry.
A4. Data availability
The fchk files for all QM9 molecules computed with PBE0/pcS-3 and HF/pcS-3, as well as a file with the corresponding energies, are available from Stanford Digital Repository by the following link: https://purl.stanford.edu/kf921gd3855 The code for the DNN (in Tensorflow) and the cube files used for training will be made publically available after the paper is accepted.
