Spectroradiometers was held June 13 to 21, 2003 at Table Mountain outside of Boulder, Colorado, USA. The main purpose of the Intercomparison was to assess the ability of spectroradiometers to accurately measure solar ultraviolet irradiance, and to compare the results between instruments of different monitoring networks. This Intercomparison was coordinated by NOAA and included participants from six national and international agencies. The UV measuring instruments included scanning spectroradiometers, spectrographs, and multi-filter radiometers. Synchronized spectral scans of the solar irradiance were performed between June 16 and 20, 2003. The spectral responsivities were determined for each instrument using the participants' lamps and calibration procedures and with NOAA/CUCF standard lamps. This paper covers the scanning spectroradiometers and the one spectrograph. The solar irradiance measurements from the different instruments were deconvolved using a high resolution extraterrestrial solar irradiance and reconvolved with a 1-nm triangular bandpass to account for differences in the bandwidths of the instruments. The measured solar irradiance from the spectroradiometers using the rivmSHIC algorithm on a clear-sky day on DOY 172 at 17.0 UTC (SZA = 30°) had a relative 1-σ standard deviation of +/-2.6 to 3.4% for 300-to 360-nm using the participants' calibration.
INTRODUCTION
York (SUNY) which represents the USDA monitoring program, and the Institute of Meteorology and Climatology (IMUK), University of Hanover, Hanover, Germany. A list of agencies and their instruments is given in Table 1 . For the remainder of this paper, the instruments will be designated ASRC_RSS, NOAA_NIWA, EPA_BRW, NSF_SUV, USDA_U11 where the acronym conveys the UV Network or agency followed by the instrument type. Several different types of spectroradiometers participated in this study that included a total of twelve UV spectroradiometers. These include five scanning spectroradiometers, a spectrograph instrument, and several types of narrow and moderate bandwidth filter radiometers. The results from the six filter radiometers are not presented here. In this paper, the results are presented for five scanning spectroradiometers and one spectrograph. The Brewer spectrophotometer, the USDA U111 spectroradiometer, and earlier versions of the BSI spectroradiometer and RSS Spectrograph have been described in previous Intercomparison papers [2, 3, 4, 5] . Several of the instruments have been described in other intercomparison campaigns or cited references [13, 14, 15, 16, 17] . Table 2 lists the characteristics of each instrument, and brief descriptions are given below.
In summary, the Ultraviolet Rotating Shadowband Spectrograph was developed at the Atmospheric Sciences Research Center (ASRC_RSS) [15, 18] and uses an automated shadowband method [19] that allows the instrument to measure quasi-simultaneous diffusehorizontal and total-horizontal spectral irradiance. One Sci-Tec Brewer spectrophotometer (Model MKIV) participated in the intercomparison (EPA_BRW), which utilizes the single monochromator design. The instrument is part of the EPA Brewer Network maintained by the National UV Monitoring Center (NUVMC) of the University of Georgia, Atlanta. The NUVMC maintained 21 sites using Brewer spectrophotometers across the continental United States, Alaska, Hawaii, and the Virgin Islands with 14 stationed in or near National Parks. The UV5 instrument (NOAA_NIWA) is owned by NOAA/ESRL and operated in collaboration with the National Institute of Water and Atmospheric Research (NIWA), New Zealand, who developed the instrument system, including data logging and analysis software. This instrument operates in the ultraviolet-visible with a scanning double monochromator. The instrument is typically located on the roof of the NOAA ESRL building in Boulder, CO. The Biospherical Instruments SUV-150B ultraviolet-visible spectroradiometer system (NSF_SUV) is based on a scanning double-monochromator that is used in the NSF UV Arctic Program [14, 20] . International participation was represented by a scanning double monochromator spectroradiometer from the Institute of Meteorology and Climatology, University of Hanover (IMUK_BEN). [21] . A description of this spectroradiometer is given in Wuttke et al. [17] . The U Series Ultraviolet spectroradiometers were designed and built by the Atmospheric Science Research Center and Instruments SA for use in the USDA UV Network (USDA_U11) and this instrument resides permanently at the Table Mountain Test. The design and data processing of this instrument are described further in several references [5, 16, 22] . 
Site Description and Atmospheric Conditions
The site of the Intercomparison was the Table Mountain Test Facility (TMTF) located at  latitude 40. 125° N, longitude 105.237° W, at an elevation of 1689 m. The site is a plateau approximately 12.9 km north of Boulder, Colorado and 5.6 km east of the Rocky Mountains with a fairly clear view to the northern, eastern, and southern horizon. The highest, and only major, obstruction to the horizon was a peak 5.6 km due west of the site that extends 5.1° above the horizon. The availability of ancillary instrumentation measuring atmospheric conditions is useful for correlating the measured solar ultraviolet irradiance with changing conditions such as cloud cover. Results from one solar pyranometer are shown in Fig. 1 where the irradiance is plotted as a function of time for each day. This solar pyranometer measures total horizontal irradiance from 280 nm to 3000 nm. The temperature, relative humidity, barometric pressure, and wind speed and direction were recorded at the site. The temperature ranged on average from 14 °C in the early morning to nearly 24 °C in the late afternoon. The relative humidity varied between 20% -95% reaching highs during stormy periods. The barometric pressure ranged from 820 mbar to a maximum of 838 mbar. Weather conditions (DOY 167 -172) were generally partly-cloudy to overcast with periods of heavy rain. During the first day of the Intercomparison the weather was moderately favorable with periods of stable sky. Later in the week, there was increasing cloudiness with drizzle and heavy rain predominately in the afternoon (DOY 168 -171). The weather was best during the last day of the synchronized scans providing an almost cloud-free period for the morning of DOY 172. On the night of 171, the weather began to clear, stayed clear for the following morning until the afternoon when broken clouds moved in over the instruments. The weather was completely clear and characterized by blue sky for the final day when instruments were breaking down, undergoing their final responsivity measurements by the CUCF, or involved in extended scan comparisons [17] . DOY 167 and 172 are used for the comparison of solar irradiance between instruments in the following sections. DOY 172 is chosen because it provides a cloud-free period in the morning and DOY 167 is chosen as a representative day that was not completely clear of clouds but also did not exhibit torrential rain. Please note the times given in this paper are in Universal Coordinated Time (UTC), 6 h ahead of Mountain Daylight Time, the local time.
INSTRUMENT CHARACTERIZATIONS

Introduction
Uncertainties in the solar irradiance measurements arise primarily from the radiometric calibration (i.e. spectral responsivity), angular response error and method of correction, straylight rejection, wavelength uncertainties, and the stability of the instrument both temporally and under varying atmospheric conditions. During this comparison there was not as much emphasis on instrument characterizations on site at the intercomparison as in previous years, e.g. slit-function, stray-light rejection, and wavelength uncertainty analyses. The main reason is that most instruments have been fully characterized in previous studies and/or have participated previously in North American Intercomparisons where instrument characterization occurred (i.e. ASRC_RSS, EPA_BRW, USDA_U11) [2, 3, 4, 5] . Instruments that have not participated in previous North American Intercomparisons (NSF_SUV, IMUK_BEN, NOAA_NIWA) have been characterized fully elsewhere. However, the wavelength accuracy was checked using an algorithm developed by H. Slaper and results are presented in this section [7, 8] .
The angular response was not measured at the Intercomparison, but the magnitude of the correction to the solar irradiance due to a non-ideal angular response is given based on previous measurements by the participants at their home facilities. The spectral responsivity determined by the participants and the CUCF are presented here. The stability of the CUCF calibration lamps is presented in section 4. 
Wavelength uncertainty
Wavelength drive instabilities can be a significant source of error in the measurement of spectral solar irradiance. Wavelength shifts cause errors in the solar irradiance as a function of wavelength, solar zenith angle, and total ozone, where errors are the largest at short wavelength, larger total ozone and solar zenith angle. For erythemally weighted solar irradiance, a wavelength shift of 0.1 nm can cause errors in the solar irradiance of approximately 1-2%. For detailed curves of the effect of a 0.1 nm wavelength shift on spectral solar irradiance and weighted solar irradiance see Bernhard et al. [23] . Wavelength shifts in the solar irradiance measurements have been calculated using the SHICrivm algorithm. This code is used for the standardization of spectra for the comparison of spectral solar irradiance in section 6, but has the added advantage of checking the instruments' wavelength accuracy using the sun's Fraunhofer structure. The wavelength uncertainty for several of the instruments has been determined in previous intercomparisons using singlet lines from Cd and Zn lamps that were not used for the instruments' routine wavelength calibration or registration (e.g. EPA_BRW, USDA_U11, NSF_SUV, ASRC_RSS). Since most instruments had participated in previous North American intercomparisons or the participants had previously characterized their instruments, this check was not performed this particular year. Where available from previous studies, the wavelength precision and accuracy is summarized in Table 3 . The wavelength registration of the instruments during the intercomparison is performed either or both by using emission lines from an Hg lamp [24] and/or using the solar Fraunhofer structure [see Table 2 ]. The reported wavelength accuracy capable using the SHICrivm method is 0.02 nm with a reproducibility of 0.01 nm across the wavelength range 300-400 nm [7, 8] . The wavelength accuracy depends on the wavelength accuracy of the extraterrestrial spectrum used in the analysis. This is problematic for instruments that have a reported accuracy better than 0.02 nm such as the USDA_U11 instrument. The SHICrivm algorithm applies the wavelength shifts to the deconvolved solar irradiance data compared in section 6.3. A summary of the wavelength shifts applied to the solar irradiance measurements from DOY 167 and 172 are given in Table 3 . The algorithm estimates the significance of the wavelength shift. If the fit is not significant within 1%, then the wavelength shifts are not applied to the solar irradiance data; the table entry indicates a NS for not significant, which occurs for both USDA_U11 and ASRC_RSS. In section 6, the solar irradiance is also compared using the band-width standardization methods at the previous four North American Intercomparisons and for this method there is no wavelength shift applied to any of the solar irradiance measurements from any of the instruments.
Angular Response
Solar irradiance is defined by the amount of power reaching a flat horizontal surface per unit area per wavelength. The flux incident on a horizontal surface ideally varies with the cosine of the incident angle, but in reality deviates from this ideal response because of imperfect input optics. Full characterization of the angular response of the instrument is determined by measuring the signal from a source as a function of the incident zenith and azimuth angle for each wavelength. Typically, angular response measurements are carried out either in the laboratory using a lamp as a source or in the field using the sun as the source. Newer spectroradiometers have designed their diffusers to minimize the deviations from an ideal angular response (e.g. ASRC_RSS, IMUK_BEN, NOAA_NIWA, NSF_SUV, USDA_U11); however older instruments can have significant angular response errors (e.g. EPA_BRW). Fig. 2 gives the angular response for the five scanning spectroradiometers and the spectrograph relative to the ideal cosine response. The angular response for the IMUK_BEN instrument was measured at 320 and 400 nm, and the figure is the average of the two measurements with deviations of less than 0.5%. The angular response of the NSF_SUF instrument was measured at 320, 350, 400, 500, and 600 nm for azimuthal angles of 0, 90, 180, and 270 degrees. The data provided and plotted in Fig. 2 is the average of the individual measurements. No significant azimuthal or wavelength dependence of the angular response was observed. The ASRC_RSS angular response measurements were measured at several wavelengths and in two planes with no significant wavelength or azimuthal dependence. Two planes were averaged to give the measurements shown in Fig. 2 . Correction of the solar irradiance for the deviations from an ideal angular response can be difficult because in addition to the characterization of the angular response shown in Fig.  2 , the correction requires knowledge of the sky radiance and partitioning of solar irradiance into diffuse and direct components. Table 4 indicates whether the solar irradiance measurements for the six spectroradiometers have been corrected for the non-ideal angular response and gives the approximate range of the correction across solar zenith angles whether or not the correction was applied.
The solar irradiance measurements from the NOAA_NIWA instrument have not been corrected for angular response error during the intercomparison, however in routine analysis the correction was between 1-2%. The solar irradiance measurements from the ASRC_RSS instrument has been corrected for the angular response error and uses the instrument's rotating shadow-band feature to retrieve the diffuse and direct solar irradiance and uses the measured and values for the angular response corrections. 
Spectral Irradiance Responsivity
Introduction
The spectral irradiance responsivities or simply responsivity of the instruments were determined by the participants using their own calibration systems and again by the CUCF using the NOAA/CUCF standard lamps and field calibration unit [25] . Several of the participating agencies use calibration systems that are linked to the CUCF either because the agency uses the CUCF personnel and equipment to calibrate their instruments or the agency purchases horizontally calibrated 1000W Tungsten lamps from the CUCF. Therefore, as in previous campaigns, the responsivity of all the instruments are measured using CUCF calibrated lamps to eliminate differences between solar irradiance measurements from the instruments due to the source of the calibration lamps and due to different field calibration units [25] . This avoids the potential bias or grouping of solar irradiance measurements that may occur if only a few instruments' calibration systems are linked to the same source.
Previous Intercomparisons demonstrated that moving the instruments after calibration caused measurable changes in the responsivity; therefore, the participants were encouraged to calibrate their instrument on-site outdoors on the concrete pads where the instrument remained for the entirety of the Intercomparison [3, 4] . The participants calibrated their instruments prior to the start of the Intercomparison during the set-up period. The CUCF standard lamps were operated in the field calibration unit whose performance was demonstrated at the previous Intercomparisons [25] . The CUCF calibrated instruments either the week prior to the start of the Intercomparison or the week after the end of the blind Intercomparison on DOY 172, 2003. Below is a description of the experimental procedure used for the responsivity measurements from the CUCF. 
Experimental Procedure
The field calibrator was developed in collaboration with NIST and field tested at a previous Intercomparison [3] . Details of the CUCF field calibration unit are given in a separate paper [25] . Briefly, the field calibration unit consists of three circular baffles, 45 cm in diameter and separated by 15 cm, with a mount for a horizontal lamp on the top baffle. The lamp is isolated from the surroundings by shrouding around the baffles and a light trap above the lamp. The unit mounts on an interface plate, which is the key to the utility of the field calibration unit. Each instrument has an interface plate specifically designed to fit around the diffuser and rest on top of the instrument. The interface plate also sets the distance from the diffuser to the lamp at 50.0 cm by using spacers machined to the appropriate height. The lamp mount on the field calibration unit was adjusted once to center the lamp 50.0 cm above the diffuser.
The spectral irradiance of the 1000W FEL-type Tungsten halogen standard lamp was determined by CUCF in the horizontal position using a method similar to the one described previously and the stability is presented in section 4 [25] . The responsivity of each instrument was determined with the calibrated lamps mounted horizontally in the field calibration unit. For all determinations of responsivity using a CUCF lamp, spectral scans were performed with a 3.5 cm wide shutter halfway between the lamp and the diffuser to measure the scattered light signal, and without the shutter to measure the total signal.
The responsivity is determined by dividing the net-signal from the spectral scans by the lamp irradiance. For the CUCF standard lamps, the net-signal is the direct signal, given by the difference between the total signal and the scattered light signal. The CUCF standard lamps were calibrated from 250 nm to 400 nm in 10 nm steps and again at 450 nm, which covers the wavelength range measured during this Intercomparison. Components of uncertainty arise from the standard lamp (spectral irradiance, size of diffuser, goniometric distribution, and current stability), the alignment of the lamp, and the instrument (wavelength and signal). The greatest systematic component is the irradiance of the standard lamp, while the greatest random component is the measured signal. A schedule of the spectral scans of standard lamps is given in Table 5 , along with the corresponding instrument temperatures if available. In the table, the lamp names indicated in bold are used for the CUCF responsivity for solar irradiance measurements in section 6. If more than one lamp is highlighted, then the average of the lamps is used. Figure 3 presents an example of the spectral responsivity for each of the spectroradiometers. 
Introduction
As described above, the responsivities of the instruments are determined by the CUCF using CUCF calibrated lamps and the CUCF field calibration unit to eliminate differences between solar irradiance measurements from the instruments due to the calibration source and the field calibration unit. The 1000W Tungsten halogen lamps used for the responsivity determination on each of the spectral instruments are calibrated by the CUCF before and after the blind intercomparison period and are traceable to NIST. The irradiance scales of the three lamps are determined four times across the year. Two measurements of the irradiance scale for each lamp occurred before the intercomparison (DOY 106 and DOY 148), and two measurements occurred after the intercomparison (DOY 181 and 300). The calibration system for generating horizontally calibrated lamps was developed in collaboration with the Optics Division of the National Institute for Science and Technology, NIST [10, 25] . The stability of horizontally and vertically calibrated lamps was described in a previous study [11] . In this section, the irradiance scales of the lamps used for the responsivity determination of the instruments is compared before the start and after the end of the Intercomparison against the NIST primaries. In addition, the responsivities determined by the U111 Spectroradiometer for the three lamps are compared and the differences are shown.
Results and Discussion
Three CUCF secondary working standards were used to calibrate all the spectral instruments at the Intercomparison , H-025, H-027, H-030. The use of three lamps improves the ability to detect if a given lamp has gone awry in its irradiance scale. Vertically calibrated 1000 W Tungsten halogen lamps are purchased from NIST. Currently, the CUCF owns six verticallycalibrated NIST primaries. The CUCF transfers the irradiance scale from the verticallycalibrated NIST primaries to the horizontally calibrated CUCF secondary standards that are then used as the working standards for this Intercomparison. The CUCF has its own detailed screening and seasoning process for lamps before a lamp can be identified as a CUCF working standard [11] . The irradiance scale transfer system is able to detect changes in the lamp to better than 0.5%.
The irradiance scales of the three lamps used in the spectral responsivity determinations are determined using the NIST primaries prior to the start of the Intercomparison on DOY 148, 2003 and again after the end of the Intercomparison on DOY 181, 2003. If changes in the irradiance scale between scale transfers exceed the specifications for stability set by the CUCF of approximately 1% between transfers in the spectral region of interest 290 -400 nm, then the lamp is rejected and not used in the analysis of the Intercomparison data set. Figure  4 gives the percent change of the irradiance scale for the three lamps (H-025, H-027, H-030) from four calibration transfers from the NIST primaries in 2003. DOY 148 to 181 spans before to after the blind Intercomparison period. The plot indicates the stability of the lamps across the year and across the Intercomparison period. Lamps H-025 and H-027 are fairly stable within 0.5% from April to October in the spectral range of 290 -400 nm. However, lamp H-030 shows an increase in the irradiance scale of 0.9% from April to May and then decreases from May to October. The erratic behavior could be an early indicator that this lamp will not be a good working standard. The CUCF requested that lamp H-030 be removed from the line-up and lamps H-025 and H-027 be used for the responsivity determination of each instrument. However, the owners of instruments EPA_BRW, ASRC_RSS, and USDA_U11 decided the differences between responsivity measurements were minor and preferred the statistical advantage of averaging the responsivities of the three lamps for the determination of the solar irradiance using CUCF lamps. Fig. 5 . The ratio of the responsivity of the USDA_U11 spectroradiometer determined with three different CUCF standard lamps indicated in the legend to the average responsivity from all three lamps.
The differences in the responsivities of the U111 spectroradiometer determined with the three CUCF lamps, i.e. H-025, H-027, H-030, on DOY 176 is shown in Fig. 5 DOY 176 is four days after the end of the blind intercomparison days. The three responsivities are determined within 2 hours and the external temperature varied by 0.15 degrees Celsius. Lamp H-025 and H-030 agree within 0.4%; however lamp H-027 is shown to give a responsivity approximately 1% high with respect to the other two lamps. In section 6, the solar irradiance comparisons using the CUCF calibrations use lamp H-025 for the responsivity, except for the three instruments noted above that used an average from the three lamps. The responsivity changes could be due to several issues including temperature dependence or degradation of the optical components, diffuser changes due to temperature, or surface contamination. The relative standard uncertainties in the spectral irradiance of the lamps propagated from the NIST standard lamps to secondary standards and transferred to working horizontal lamps are 1.6% to 0.9 % from 280 -400 nm [25] .
REFERENCE AND ARENA ALGORITHM
For the comparison of the synchronized solar irradiance scans, a reference spectrum needs to be chosen. Ideally, the true solar spectrum should be the reference spectrum but there is no defined "true" spectrum. There are a number of possible methods for determining the reference spectrum such as using a modeled spectrum, measurements from a single or multiple instruments based on the instrument's characteristics (e.g. stray light rejection), average of the measurements from all participating instruments, or selected from measurements based on instrument performance during the campaign. In previous Intercomparisons, the reference spectrum was chosen as the average of measurements from the participating instruments. This has worked in the past, perhaps fortuitously, in that most instruments operated throughout the day and performed well. However, what happens if an instrument performs poorly and deviates significantly from the average or does not operate at desired times of the day? Because there is a perceived advantage to being included in the reference in that it indicates a reliable and accurate instrument, it is preferable to have a method for determining the instruments to be included in the reference spectrum that is unbiased. In the organizational meeting prior to the start of the blind Intercomparison, the participants agreed to use a method developed by Gardiner et al. [6] to determine the reference spectrum.
A group of instruments to be used for the reference spectrum is chosen for each day (i.e. each day has one set of instruments used in the reference spectrum). It is advantageous to have one set of instruments for the entire day because it allows for easy comparison of the solar irradiance as a function of solar zenith angle. There are two parts for determining instruments to be included in the reference spectrum. The first is the Arena Algorithm which considers whether an instrument measures at desired times through out the day, regardless of how an instrument's solar irradiance measurements compare to the other measurements. The reference algorithm considers the instruments based on how the results compare at select observational times and for given wavelength bands. Using the Arena Algorithm and Reference Algorithm as defined can be very cumbersome and time consuming but has the necessary advantage of maintaining objectivity in the determination of the reference spectrum. An overview of the arena and reference algorithm as it pertains to the results of this Intercomparison are given in a NOAA Technical Memorandum [26] , where an explanation of the formulas and procedures can be found in the paper by Gardiner et al. [6] . The reference and arena set of instruments have been determined for DOY 167 and 172, 2003; which are the two days used in the solar irradiance comparisons given in section 6. These two days are chosen from six days of the blind Intercomparison because these days had the most favorable atmospheric conditions as described in section 2.4.
Arena Algorithm
In summary, the goal is to find a reference set that allows most of the instruments to be included under a broad range of conditions and times of the day. Hence, the arena algorithm is designed to make a compromise between maximizing the number of instruments in the arena while maximizing the representative observations throughout key times of the day, e.g. it is desirable to have representative measurements around noon, morning and afternoon. The arena algorithm considers different possible candidate arenas and evaluates them on a point basis. The diurnal observations are divided into seven time bands in the same manner as the original study [6] , where the bands cover solar noon, low and moderate solar zenith angles. The instruments are required to have points greater than zero in the mandatory bands otherwise the instrument is excluded from the arena. .
On DOY 167, all six spectroradiometers participated. Instrument USDA_U11 is immediately excluded because it has no observations in the morning mandatory time bands. Possible candidate arenas are considered by throwing out missing observation times and hence points or excluding the instrument. The largest arena score occurred with the candidate arena that excluded time 19.5 UTC. The arena of instruments to be evaluated for the reference algorithm in section 6.3 for DOY 167 includes EPA_BRW, IMUK_BEN, NSF_SUV, NOAA_NIWA, ASRC_RSS.
For DOY 172, all six spectroradiometers participated because all have observations in mandatory time bands. The EPA_BRW instrument is missing observations at key times and Introduction
The major goal of the Intercomparison was to have all the instruments measure the spectral solar ultraviolet irradiance concurrently. The solar ultraviolet irradiance E(λ) is the radiant energy, dQ, arriving on a horizontal surface per unit area, per unit time interval, for a given wavelength interval.
Uncertainties in the measurement primarily arise from the radiometric calibration, angular response error and method of correction, stray-light rejection, wavelength uncertainties, and the stability of the instrument under varying atmospheric conditions. Stray-light corrections, wavelength shifts, angular response corrections, and responsivity calculations were described in section 3. The following describes the data preparation and standardization of the spectra for differences in the instruments' slit-functions using two different methods to facilitate comparisons between measurements from the different instruments. The first method uses an algorithm that deconvolves and re-convolves to a 1-nm triangular slit function using a technique developed previously [7, 8] .
The solar irradiance determined from the deconvolution technique is compared to techniques used in previous intercomparisons that simply convolve the solar spectral irradiance with a 1-nm triangular slit-function. The standardized spectral solar irradiances are compared to the reference spectrum for each day determined in section 5. The spectral solar irradiance from the "blind" protocol is compared using the participants' normal calibration procedures and again using the responsivity calculated with CUCF lamps and field calibrator. 
Data Preparation
For the solar data from the instruments, the measured signal was corrected before the solar irradiance was calculated for dark and if needed for stray-light. For the EPA_BRW instrument, the signal was converted to a photon rate with dark subtraction and dead-time correction. Dark subtraction was performed on the NSF_SUV instrument by averaging all the signals at wavelengths shorter than 290 nm and subtracting this value from all the signals of the scan, which also corrects for stray-light if there is any. For the USDA_U11 instrument and for the NOAA_NIWA instrument, the average of the dark signals was obtained immediately before and after a synchronized scan and then subtracted from solar signal. For the ASRC_RSS instrument, the exposure time of the CCD array was set for a given time with the shutter open to measure the total irradiance signal, and then the exposure was set again while the shutter was closed to measure the dark signal. The dark signal was then subtracted from the total signal. Stray light can result in relatively large signals at the shortest wavelengths for single monochromator instruments such as the EPA_BRW.
For the EPA_BRW, stray-light subtraction was employed by subtracting the average signal for the shortest wavelengths from the signals at longer wavelengths.
The stray-light rejection of the IMUK_BEN, NOAA_NIWA NSF_SUV, USDA_U11 instrument was sufficient and limited by the noise detection, and therefore no correction to the signals at the shortest wavelengths was necessary. Typical stray-light rejection values are given in Table 3 .
The procedure with the NSF_SUV is to transfer the spectral irradiance scale of the external 200 W lamp to the internal 45 W lamp from spectral scans of both lamps with the same voltage on the PMT. Different voltages are used for scans of the solar irradiance, and the responsivity of the instrument is dependent upon the high voltage. Therefore, the internal lamp is scanned at least daily at all PMT voltages that are used for solar measurements. To use the NIST irradiance scale with this procedure, the scale was transferred to the NSF external 200 W lamp from the scan of the NIST standard lamp at 800V, and this new scale for the external lamp was then used with scans of the internal 45 W lamp. The responsivity of the instrument at any voltage was determined from the scan of the 45 W lamp at the same high voltage that occurred closest in time to the scan of the solar irradiance. To maintain consistency with the NSF_SUV procedure for responsivity, the responsivities used to calculate the solar irradiance were those determined closest in time to the synchronized scans.
Results and Discussion
SHICrivm Algorithm versus standard convolution
The individual instruments have bandwidths that range from 0.1 nm to 0.75 nm ( Table 3 ). The differences in the bandwidths give spectral solar irradiance of different resolution that complicates the comparisons between the instruments. This can be seen in Fig. 6 that shows the spectral solar irradiance as a function of wavelength compared to the reference spectrum before standardization of the spectra for DOY 167 at 19 [UTC] . To facilitate comparison of the spectral solar irradiance between the instruments, the spectra need to be standardized to a common bandwidth. This paper uses two methods to standardize the spectra. The first method is fairly simple and convolves the solar spectra with a triangular slit function with a bandwidth slightly larger than the instrument with the largest bandwidth, in this case a 1-nm bandwidth. This is one of the methods used in the analysis of the spectral solar irradiance from the previous North American Intercomparisons. The second method uses an algorithm developed at RIVM in the Netherlands [7, 8] . The method involves deconvolving the solar irradiance using a high-resolution extraterrestrial spectrum and then reconvolving the solar irradiance with a 1-nm triangular slit function. The extraterrestrial spectrum is based on data from the Kitt Peak Observatory and Atlas 3 and has a resolution of better than 0.005 nm. The method has the additional advantage of correcting for possible wavelength shifts in the data by comparison of the structure in the solar spectra to the solar Fraunhofer structure as described in section 3.1 [7, 8] . The algorithm has other features that help to identify outliers (e.g. spikes) in the spectral solar irradiance or weighted products. Figure 7 shows a comparison of the spectral solar irradiance on DOY 172 and 17.0 [UTC] for a) the traditional method used previously, and b) the SHICrivm method used currently. The two standardization procedures for different instrumental slit-functions are comparable with negligible differences. The differences are less than 0.5% relative to the reference spectrum where part of this change is due to application of the wavelength shifts. This gives confidence in the method used in previous campaigns. However, the SHICrivm is the preferred method given it has the advantage of the choice to remove spikes and correct for wavelength errors before the standardization, which provides a means to separate the majority of the wavelength errors from other sources of error. In this intercomparison the instruments wavelength errors were better than 0.05 nm (Table 3) . [UTC] standardized using the rivmsSHIC method as a function of wavelength for the instruments indicated in the legend relative to the reference spectrum; where the responsivity is determined a) using the participants lamps, b) uses the CUCF lamps; and c) is the same as b but the EPA_BRW data is corrected because of a calculation error.
Solar irradiance with Participants' Calibration and CUCF Calibration.
The spectral solar irradiance using the participants' calibration lamps and procedures was provided "blind" to the organizers the following day from the measurement day for DOY 167 -172. The exception was the ASRC_RSS spectrograph that was given additional time because it required routines to generate pseudo scans from the simultaneous measurements, but still adhered to the principle of the "blind" comparison. The spectral solar irradiance was generated again using the responsivity determined using a common set of calibration lamps from the CUCF including the CUCF field calibration unit as described in section 3. The intent was to remove biases that may occur due to different calibration sources. Considering many of the instruments' calibrations can be traced to the CUCF, this was to avoid an unnecessary favorable bias in the results with instrument having a common calibration link. The USDA_U11, ASRC_RSS, NOAA_NIWA are calibrated by the CUCF on a regular basis. Here the calibration was performed prior to the start of the intercomparison by the CUCF with a separate set of three lamps (H-015, H-024, and H-028) than the set of lamps used for the full set of spectroradiometers for the CUCF calibration performed at the end of the intercomparison (H-025, H-027, H-030). Instruments from the EPA National UV Network that includes the instrument EPA_BRW are audited by the CUCF on a semi-annual basis, but use their own set of working lamps. The CUCF also provides calibrated horizontal lamps for the NSF UV Network, however these lamps were not used for the "participant calibration" of NSF_SUV. The only spectroradiometer with no link to the CUCF is the IMUK_BEN instrument.
The spectral solar irradiance submitted from the participants was deconvolved using the SHICrivm algorithm as described above and reconvolved using a 1-nm triangular band-pass. The spectral solar irradiance for each instrument relative to the reference spectrum as a function of wavelength for DOY 172, June 21, 2003, at 17.0 UTC is given in the top panel of Fig. 8 The 1-sigma standard deviation is ± 1.8 to 4.3% for 300-360 nm. This is comparable to previous years using the CUCF calibration lamps. The second panel of Fig. 8 shows the solar irradiance with respect to the reference spectrum as a function of wavelength for the same date and time but using the CUCF calibration lamps. In this case when a single set of calibration lamps are used for the responsivity determination (see Table 5 ), the agreement is actually worse with a 1-sigma standard deviation of ± 3.9% to 6.9% for 300-360 nm. In particular, the solar irradiance from the EPA_BRW instrument is significantly higher than the reference spectrum by 8.6% at 310 nm. The EPA_BRW instrument was calibrated on DOY 164 using the participant's lamps and again on DOY 175 using the CUCF calibration lamp and field calibrator. The differences between the two responsivities are minor (< 1%). The EPA_BRW participants correct their data for the angular response but this would be the same from Fig. 8(a) to 8(b) [27] . They also correct for the temperature dependence of the responsivity that typically is 0.4 -0.1%/°C [28, 29] . However, the temperature difference between the two responsivity measurements is only 0.1°C and this cannot explain the difference observed from Fig. 8(a) to Fig. 8(b) . The spectral solar irradiance for the EPA_BRW instrument is re-calculated from the spectral solar irradiance using the participant's calibration and recalculated by multiplying by the responsivity ratio from DOY 164 to 175. The result is shown in Fig. 8(c) and gives a 1-sigma standard deviation of ± 1.8 to 4.7% with respect to the reference spectrum from 300 -360 nm. This is closer to results observed during previous intercomparisons and to the participants' calibrations given in Fig.  8(a) [5] . The EPA participants believe there was a calculation error in their processing routines that needs to be evaluated. Fig. 9 . Comparison of the spectral solar irradiance for DOY 172 at 17 [UTC] using the responsivity determined by the participants' lamps to the spectral solar irradiance using the responsivity determined using the CUCF calibration lamps. The corrected EPA_BRW data has been used here.
Differences between the spectral solar irradiance using responsivities determined using the participants' calibration lamps and the CUCF calibration lamps can also be seen in Fig. 9 . Figure 9 compares the solar spectral solar irradiance using the responsivity determined using the participants' lamps versus the solar spectral solar irradiance calculated using the responsivity determined with the CUCF lamps and field calibrator. The EPA_BRW data used here is the corrected data. The largest differences when the calibration source changes are for the solar irradiance from the USDA_U11 and the IMUK_BEN, 4% and 3% at 310 nm, respectively. The USDA_U11 is calibrated normally by the CUCF using CUCF lamps and field calibrator. This change cannot be attributed to changes in the irradiance scale during this period as shown in section 4. The change in the responsivity has been attributed to the accumulation of dust and dirt on the Teflon diffuser. The change was observable after a significant weather front moved through with a heavy downpour, presumably cleaning the diffuser. The Teflon diffuser was cleaned with a spray of distilled water prior to the calibration on DOY 156. Subsequent studies have shown that the responsivity typically can change by 2-5% between when tested, then cleaned with distilled water and a soft brush, and tested again. There are several possible causes for differences in the solar irradiance using responsivities calculated using the CUCF lamps and the participants' lamps. These include but are not limited the uncertainty in the irradiance scale of the primary lamps from different national organizations, uncertainty in the transfer of the irradiance scale to the secondary or working lamps, transfer of the scale from the vertical to the horizontal, the stability or drift of the particular lamp, differences in conditions when the responsivity was determined versus the time of the solar irradiance measurements. Results of an intercomparison of spectral irradiance from national laboratories gave results of 2 -4% in the ultraviolet region. [30] . More recent studies of reference standards from European solar-ultraviolet laboratories gave differences of as much as 9% with an average difference of less than 3% [31] . Uncertainty in the transfer of the irradiance scale to working horizontal lamps has been estimated at 1.6 to 0.9% for 280 -400 nm [25] . The stability of the lamps used for the CUCF calibration are given in section 4 and are less than 1% during the intercomparison. Other uncertainties include the temperature dependency in the responsivity and the correction of the data [28] ; recent studies have looked at the temperature dependence of PTFE diffusers [32, 33] . Uncertainties in spectral solar irradiance from well-maintained spectroradiometers have been estimated at ±6.3% -12.7% from the UVA to 300 nm [23] . One source of difference is that the IMUK_BEN responsivity is determined using an irradiance scale traceable to PhysikalischTechnische Bundesanstalt (PTB) whereas the other spectroradiometers' irradiance scales are traceable to the National Institute of Standards and Technology (NIST). Figure 10 gives the solar irradiance DOY 167 for the six spectroradiometers relative to the reference spectrum for four wavelength bands as a function of solar zenith angle and time of day where the instruments have been calibrated using the participants calibration lamps and procedures and the four wavelength bands are at a) 290 -305 nm, b) 315 -330 nm, c) 330 -345 nm, and d) 345 -360 nm. For the shortest wavelength band, as expected the spread and 1-sigma standard deviation is the largest even at high sun (> ±10%). The ASRC_RSS is especially poor in this short wavelength region (>15% at high sun). The ASRC_RSS spectrograph instrument agrees well with the other spectral instruments for wavelengths longer than 300 nm. The wavelength bands show in Figs. 10(b) , (c) and (d) give 1-σ average deviations at noon of 2.5, 2.9%, and 4.1% respectively. Across the entire day the comparison between the instruments is less than ±3.2%, ±3.1%, and ±4.3%. These results are an improvement over previous Intercomparisons where there were more significant deviations at larger solar zenith angles, which is likely due to improvements in the angular response of the detectors and/or the corrections applied for the angular response error. For the wavelength band centered near 352.5 nm, the solar irradiance measurements from the EPA_BRW instrument begin to deviate and measured approximately 8% higher than the other instruments close to noon. This is evident in the comparison between the responsivities measured by the CUCF versus the participants where the participant's responsivity becomes higher than the CUCF determined responsivity at longer wavelengths. This has been observed also during the CUCF audits for the NUVMC and the cause has not been identified. However, this does not explain why there is a solar zenith angle dependence to the deviation for this wavelength band and may be an indicator that the algorithm for temperature correction is not working properly. 
Introduction
In addition to measuring the spectral UV solar irradiance, the data can be weighted with specific action spectra to generate a weighted product, and some instruments have the additional capability depending on the design to derive other products, e.g. total O 3 , SO 2 , NO 2 , and aerosol optical depth. The weighted solar irradiance products depend on the spectral range of the instruments. The spectroradiometers at the intercomparison measured solar irradiance from 290 -360 nm. This wavelength range was chosen because it covers the spectral region in common among all the instruments. The full range capabilities of each instrument are given in Table 3 . Each agency with UV instrumentation has their own individual goals and hence different priorities for products from the given instrumentation. Common products that have been developed by many of the participating agencies include total ozone and erythemally weighted solar irradiance. The next two sections compare total ozone and erythema between several of the participating instruments. The participants were instructed to use their existing algorithms that are described elsewhere [34, 35, 36, 37] .
Total Ozone
The scanning spectroradiometers that measured total ozone during the intercomparison include the NSF_SUV and NOAA_NIWA. Details of the derivation have been given elsewhere but the instruments use some form of a differential wavelength technique to derive total ozone. Figures showing total ozone from the filter radiometers are compared to these two spectroradiometers are available from the NOAA CUCF ftp site (http://www.esrl.noaa.gov/gmd/grad/). Total ozone can be produced from measurements from the ASRC_RSS instrument but the algorithm was in its preliminary stages during the intercomparison and total ozone measurements were not provided to the organizers [36] . The NOAA_NIWA instrument is maintained by the Ozone and Water Vapor Group of the Global Monitoring Division of ESRL/NOAA. This group maintains 15 stations using the Dobson Ozone Spectrophotometer and is the World Dobson Ozone Calibration Centre under the Global Atmosphere Watch, which is responsible for over 100 instruments globally. During normal operation this instrument is located on the roof of the NOAA building in close proximity to one of their Dobson Spectrophotometers. Prior to being re-located to the Table  Mountain Test Facility for the intercomparison, this instrument was compared to the Dobson spectrophotometer and agreed within 2 DU. Figure 11 gives the total ozone measurements for the two scanning spectroradiometers versus time of day for DOY 167 -172. The patterns of ozone changes are followed between the two instruments, but the disagreement between the two instruments is quite significant and on average 12 DU for DOY 167 the most cloud-free day. However, this includes all measurements regardless of cloud condition. Note that both instruments used total horizontal irradiance to derive ozone, which is generally a less accurate ozone measurement procedure than direct beam irradiance measurements. Some of the difference can also be explained by the different ozone and temperature vertical profiles used by the NIWA and BSI retrieval algorithms [14] . 
Erythema
Erythema is the biologically weighted solar irradiance for skin reddening or sunburn [38] Because of the ubiquity of instruments designed to measure this quantity especially inexpensive broadband radiometers, erythema is often studied as the proxy for UV variability [39, 40] . The entire set of participating instruments have the capability of measuring erythemally-weighted solar irradiance, but for the scanning spectroradiometers and spectrograph instruments currently only the EPA_BRW, NSF_SUV, and NOAA_NIWA routinely provide erythema from their managing agencies' web-sites. Figures are available on the CUCF ftp site that shows erythema from the spectrograph included here with four of the participating filter radiometers, i.e. two UV-MFRSR radiometers, one SERC filter radiometer, and a GUV-511 filter radiometer. The McKinlay-Diffey action spectrum [38] that is used here is the internationally accepted CIE erythema action spectrum and spans the wavelength range from 290 -400 nm.
In normal operation, the ASRC_RSS, IMUK_BEN, NOAA_NIWA, NSF_SUV, USDA_U11 have a spectral wavelength range that covers the full range of the CIE erythema action spectrum and the calculation of erythemally weighted solar irradiance is relatively straight forward. The Mark IV Brewer spectrophotometer (EPA_BRW) used in the EPA UV Network has a wavelength range of 290 -363 nm, but routinely measures and provides erythema by using internal code of the Mark IV Brewer that mathematically extends the wavelength range from 363 nm to 400 nm. Fig. 12 . a) Relative difference of erythemally weighted irradiance from each instrument indicated in the legend from erythemally weighted irradiance from the reference spectrum as a function of SZA for erythema from 290 -400 nm. b) Relative difference of erythemally weighted irradiance from each instrument indicated in the legend from erythemally weighted irradiance from the reference spectrum as a function of SZA for erythema from 290 -360 nm.
The protocol of the intercomparison covered the spectral range from 290 -360 nm, where each instrument used its own method for determining the solar irradiance from 360 -400 nm. The NSF_SUV, IMUK_SUV, and NOAA_NIWA instruments measured the solar irradiance from 360 -400 nm by either/or both increasing the step-size and decreasing the time between steps to achieve an extended wavelength scan before the start-time of the next scan. The USDA_U11 instrument used look-up tables from modeled clear-sky erythema values from 360 -400 nm normalized to the measurements from 355 -360 nm. The UV_RSS is a spectrograph measuring the solar irradiance spectrum from 290 -400 nm at all wavelengths simultaneously. The UV_RSS uses the pseudo scan calculated for section 6, but uses the extended region out to 400 nm.
The UV_RSS determines the instantaneous erythema for the erythema spectral range (290 -400 nm), which can be compared more easily to the filter radiometers' erythema calculations. The protocol of the intercomparison was to provide "blind" erythemally weighted irradiance to the organizers using the participant's calibration. Figure 12(a) gives the erythemally weighted irradiance as provided from the participants from the spectroradiometers indicated in the panels as a function of time for DOY 167. The instruments agreed fairly well with the exception of EPA_BRW that was measuring high with respect to the other instruments. The EPA_BRW erythema data were corrected by the participants for temperature and angular response, and the extended wavelength range from 363 -400 nm. The intercomparison protocol for obtaining synchronized scans at 3 sec steps every 0.2 nm necessitated a change in the operating routine of the EPA_BRW instrument and the internal code used in normal operation for calculating erythema was not implemented. It is not clear why the erythema from the EPA_BRW is higher than the erythema from the other instruments because this is not the case for the spectral solar irradiance using the participant's calibration before the weighting by the erythema action spectrum and addition of the extended wavelength region to 400 nm. Possibly the method and additional uncertainty for estimating the extending the wavelength region is incorrect. To circumvent the differences in the routines to extend the wavelength range from 360 -400 nm, Fig. 12(b) gives the solar irradiance measurements from section 6 weighted with the CIE erythema action spectrum from 290 -360 nm. Here the agreement is better (± 2.6% 1σ at 19 [UTC]) and also a better indicator of the capabilities of the instruments.
CONCLUSIONS
This year there was a return to a blind intercomparison of spectral solar irradiance and the comparison between instruments agreed very well, i.e. DOY 172 at 17.0 UTC (SZA = 30.6 °C) has a 1-sigma standard deviation is ±1.8 to 4.3% for 300 -360 nm. Using the responsivity determined with the CUCF lamps the comparison between instruments is ±1.8 to 4.7% for 300 -360 nm when using EPA corrected data. The original EPA_BRW data was 8% high with respect to the reference spectrum and was attributed to a calculation error in the processing routines. The blind comparison using the participant's calibration procedures agreed at the same level if not slightly better than using the responsivity determined with lamps calibrated by the CUCF. This is surprising given that the solar irradiance calculated using the CUCF calibrated lamps reduced sources of uncertainties with a single irradiance transfer scale, but are still within estimates of achievable uncertainties for these instruments [23] . The blind results are an improvement over previous years and indicate the advancement of the participating agencies in the calibration routines and measurement accuracy. In addition, the instruments agreed better across a range of solar zenith angles compared to previous years. This is in part due to more sophisticated instrumentation with better designed angular responses, and the implementation of routines to correct for angular response errors.
In this intercomparison, there was a change in how the reference spectrum was determined. This year, a reference and arena algorithm was used to determine the reference spectrum as outlined in a paper by Gardiner et al. [6] . This algorithm has been used successfully in several European Intercomparisons. Weaknesses of the reference algorithm are that the method does not work as well with a smaller sub-set of instruments. In the original text there is a requirement to have a minimum of 4 instruments, since in this case there are only 6 instruments the reference algorithm steps are likely to proceed to level 3, which has large acceptance range to be included in the reference set. However, this method is preferred because it provides an unbiased means of determining the reference spectrum.
The spectral irradiance responsivity of the instruments was determined with the CUCF horizontally calibrated 1000 W lamps using the CUCF field calibrator. The spectral irradiance scale of the lamps was checked against the CUCF primaries before and after the intercomparison on DOY 181. Lamps H-025 and H-027 did not have appreciable change in their irradiance scale during the intercomparison period for the spectral range from 290 -400 nm (average of < 0.5%). However, the irradiance scale of lamp H-030 changed by approximately 0.9%. Lamp H-025 is used for the responsivity determinations for the solar irradiance calculations tied to the CUCF calibration. The uncertainty in the absolute lamp irradiance scale is approximately 1.6% and 0.9% for 290 -400 nm [25] .
Synchronized solar irradiance scans from 290 nm to 360 nm were performed every halfhour during the Intercomparison. Because the instruments had different bandwidths, the measured irradiances were convolved to common a bandwidth by using both a 1-nm triangular slit scattering function and using the SHICrivm algorithm. The SHICrivm algorithm deconvolves the solar spectra using a high resolution extraterrestrial spectrum and then reconvolves the solar irradiance with a 1-nm triangular band-pass. The SHICrivm method also corrects the data for wavelength shifts using solar Fraunhofer structure. The two techniques are compared for spectral solar irradiance measured at 17 UTC, on DOY 172, 2003. The agreement among the convolved irradiances was described by their relative difference from the reference spectrum determined by the technique devised by Gardiner et al. [6] . The relative standard deviation in the solar irradiance convolved with a triangular slit-scattering function between the spectral instruments was within ±3.0% at 310 nm (1-sigma) for high sun at 17 UTC, DOY 172. Using the SHICrivm code the relative standard deviation was also within ±2.5 % for the same time. The differences are minor and indicate that the instruments are doing very well with regard to wavelength stability and correction.
It should be mentioned that the Intercomparison format did not show all the benefits of each instrument. For instance, the ASRC_RSS is capable of measuring all wavelengths simultaneously, which is desirable when investigating a rapidly changing atmosphere such as cloud effects on solar irradiance. This same instrument has a rotating shadowband feature capable of measuring the total irradiance and the diffuse beam, and therefore retrieving the direct beam. Several of the instruments have an extended wavelength range, which is useful for many applications in atmospheric research. For example, the NSF_SUV instrument is capable of measuring irradiance out to 700 nm; IMUK_BEN is capable of measuring out to 1050 nm; NOAA_NIWA instrument is capable of measuring out to 450 nm.
