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ABSTRACT 
Recent legislation by Medicare restricts its reimbursement 
per patient according to the patient's particular type of disease. 
The reimbursement is based on a set of Diagnosis Related Groups 
(DRG's), which categorizes patients into disease classifications. 
As a result, hospitals must make efficiency gains and managers 
must look for new ways to provide quality care while containing 
costs. 
A simulation technique was developed by which the financia 
results of particular administrative policies can be predicted. 
Patient billing data were collected over a three-month period and 
analyzed for the purpose of simulating length of stay and resource 
consumption per cost center. Regression analyses were used to 
approximate departmental costs as a function of length of stay nd 
to estimate total cost as a function of certain depar mental costs. 
Distribution-fitting techniques were used to determine the method 
of random generation for independent variables. The simu a ion 
model was run with two embellishments to illustrate how policies 
are interjected and results are interpreted. 
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CHAPTER I 
INTRODUCTION 
The Cost of Health Care 
The present costs of medical care in America are generally 
perceived to be extremely high. In addition, the rate of increase 
of these costs exceeds the inflation rate in most areas of the 
country. Hofmann (1983) reports that thirty years ago Americans 
spent less than five percent of their total income for health 
care; since then, that percentage has doubled. Figure 1 shows 
the annual percentage increase in cost during recent years from 
the perspective of hospitals . 
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Fig. 1. Annual percentage increase in t o t al hosp ital expen-
ditures (Hofmann 1983). 
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The runaway nature of health care costs can be attributed 
primarily to the fact that there has been little incentive for 
health care providers to contain costs. The health care system 
has unique characteristics which tend to hinder any incentive to 
contain costs. 
The Nature of Health Care Delivery 
Unlike a normal industry, providers of medical care have not 
been subject to the traditional laws of supply and demand. The 
demand for health care has not been affected by the amount of in-
crease in its cost. Thus, this cost has been free to increase 
dramatically with no adverse affect to the providers; on the con-
trary, the providers have benefitted from this increase. Some of 
the main characteristics which allow the health care system to 
behave in such a way are as follows: 
1. The consumer (or patient) usually has very limited input 
with respect to the type or quantity of the services rendered. 
With the exception of the initial selection of a physician, pa-
tients take little part in any of the decision-making processes 
having to do with the consumption of resources. In general, they 
do not have any urgent concern to save cost, since most of the 
cost is normally paid by insurance carriers. In 1950, individuals 
paid for two-thirds of total health bills; in 1980, that proportion 
had been reduced to one-third. Currently, les s than ten percent 
of physician fees are borne directly by the patient . Furthermore, 
3 
a large portion of the patient's expenditures are tax deductible. 
It is plain to see how little incentive a patient has to check the 
actual cost of care which he receives. 
2. Insurance companies do not check the actual cost of care 
either. Like the patient, they have little or nothing to say on 
the selection of treatment and procedures. The full payment is 
usually unchallenged, not only as to the necessity of each service 
rendered, but also to any increase in previous prices, because 
higher medical bills imply higher insurance premiums, hence greater 
profit for insurance companies. 
3. Physicians make up the main element in health care delivery 
which could exercise a great measure of control over the cost of 
medical care. However, they practice what is known as "defensive 
medicine" in their desire to assure the best possible treatment for 
their patients as well as to avoid possible malpractice lawsuits. 
Defensive medicine involves routinely performing many tests and pro-
cedures, some of which may not contribute to the quality of care. 
It is normal for a patient to expect an excessive number of exam-
inations upon admission, and equate this treatment to quality ser-
vice. Although many of the routine procedures may be justified for 
a given set of symptoms, there are also many which are not; and 
only a qualified medical practitioner can differentiate between the 
two. 
4. Hospitals are, of course, the most common facility in 
which health care is provided. Hospitals do compete for physicians 
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but do not practice competition with respect to price. They hav 
had little incentive to do so since its customers have not been in 
a position to "shop" for the best prices. In relation to physi-
cians, hospitals have not been pressured to monitor their consump-
tion of resources since it is feared that such an action would 
decrease the quality of care and put the hospitals in greater dan-
ger of malpractice lawsuits. Furthermore, more expenditures simp y 
means more reimbursement from payers. 
All of these peculiarities of the health care system illustrate 
why a free market competition has been unable to control the in-
crease of medical costs. Recognizing these facts, the governrnen 
has increased the degree of its intervention in the medical care 
business, with the purpose of guaranteeing quality and affordable 
care to all segments of the public. Its actions have included the 
Hill-Burton Act of 1946, the Connnunity Health Services and Facili-
ties Act of 1961, the Comprehensive Health Planning Act of 1966 and 
the National Health Planning and Resource Act of 1974. As a result 
of such legislation, Florida and other states have instituted pro-
grams such as the Certificate of Need, Peer Standard Review Organi-
zations, and Comprehensive Health Planning, all of which represent 
regulatory efforts designed to restrain the great increases in 
health care costs. 
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TEFRA and the DRG Classification System 
The federal government's most recent regulatory effor to curb 
health care costs was the Tax Equity and Fiscal Responsibility Act 
(TEFRA) of 1982, which became effective in October, 1983. A $7 
billion Medicare deficit predicted for 1988 was expected to grow 
to $63 billion in 1995; over these seven years, the accumulated de-
ficit would have exceeded $310 billion (Grimaldi 1983a). TEFRA al-
lows Medicare to be a more prudent buyer of medical services by im-
posing limits on hospital and physician reimbursement. This rate 
setting through "prospective reimbursement" attempts to restrain 
increases in health care expenditures by establishing, prior to a 
hospital's fiscal year, limits on the reimbursement that a hospital 
will receive for its services. 
As indicated previously, traditional reimbursement methods 
have allowed many inefficiencies to be built into health care sys-
tems. Retrospective payment by insurance groups has enabled hospi-
tals and physicians to cover the cost of inefficiencies by simply 
increasing charges. Under this policy, the providers are nei her 
penalized for wastefulness nor rewarded for cost containment. n 
response to this, Medicare's prospective reimbursement has been 
designed to encourage cost containment. The reimbursemen is 
based on a set of diagnosis related groups (DRG's),which is defined 
by Moore to be "a classification scheme which categorizes patients 
who are medically related with respect to diagnosis and trea ment, 
and are statistically similar in their lengths of stay" (1983) · 
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Under TEFRA, a hospital will receive a fixed payment for each pa-
tient according to the patient.' s DRG, regardless of the hos ital' s 
expense (there are exceptions to this rule when the patient has an 
extremely long length of stay for a certain DRG). Grimaldi (1983b) 
reports that this legislation will reduce Medicare and Medicaid 
expenditures by more than $14 billion between 1983 and 1985. 
It should be noted that prospective reimbursement has been 
tried in several states since 1971. New Jersey, Maryland and Massa-
chusetts have had mandatory rate setting programs for all payors: 
Washington, Connecticut, New York and Rhode Island have had rate set-
ting for some types of payors. A number of states have voluntary 
rate review programs, and others have mandatory disclosure of f inan-
cial information by hospitals without rate setting. Medicare's pros-
pective reimbursement system is similar to the New Jersey DRG system, 
which has 467 DRG's. Since some of these DRG's are segregated ac-
cording to the patient's age, only 356 of them are applicable to 
Medicare patients. 
DRG's were introduced by Thompson et al. (1975), of Yale Uni-
versity, and were intended as a means of grouping patients by dis-
charge diagnosis to measure a hospital's resource utilization, per-
formance and cost. There has been much praise given to the system 
as a cost-control method. As Drummer (1982) points out, the DRG 
system is a valuable management tool; resource consumption can be 
broken down into its cost components, such as radiology, so that 
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wasteful cost centers can be identified. Reports can also be 
generated to compare the performance of individual physicians. 
However, there has been much criticism of the system. Many 
administrators consider the number of DRG's to be excessive and 
that the information needed to support such a system would be 
very cumbersome. On the other hand, Horn (1983) advocates that 
the DRG's do not adequately segregate patients into medically sim-
ilar categories, and that a "severity of illness" index should be 
incorporated for each DRG. This would theoretically make the re-
imbursement for each patient more representative of the hospital's 
actual cost. 
The theories that exist among practitioners will be 
tested as prospective reimbursement by DRG's take effect. The 
changes in procedures involved in health care delivery may or 
may not be drastic; only time will determine this~ 
CHAPTER II 
THE RESPONSE OF HOSPITALS 
TOWARD PROSPECTIVE REIMBURSEMENT 
The Effects of DRG Reimbursement on Health Care Delivery 
Prospective reimbursement will change the management of hea h 
care because hospitals and physicians will no longer be able to 
increase their revenue by increasing their billing charges. The 
services spent on a Medicare patient in a given DRG will only be 
reimbursed to a pre-determined limit; therefore, a hospital will 
lose money if its cost of service for a given patient exceeds this 
limit and will profit if the cost is contained below the limit. 
Calder (1983) reports that a recent poll shows "most hospital ad-
rninistrators expect that their Medicare revenue will be about the 
same or even ·higher under a prospective payment system". However, 
their expectations may not be justified; the California Hospital 
Association says that eighty percent of America's private hospi-
tals will be penalized under DRG reimbursement (Robinson 1983). 
So the question remains: will a rate setting policy put enough 
financial pressure on hospitals to slow the rate of health care 
cost inflation? 
Data from the initial 26 DRG hospitals (in ew Jersey) shows 
that their operating expenses rose 13.8% in 1980 as compared wi h 
a national average of 17% (Drummer 1982). Hospitals from o -her 
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rate-setting states have had consistently lower expenses per admis-
sion than non-rate-setting states (Biles et al. 1980). . This seems 
to indicate that prospective pay can have a cost-containing effect 
However, these hospitals have prospective reimbursement for all 
payors. 
There will be various reactions from hospital administrators 
toward Medicare's new reimbursement policy. The most obvious op-
tions are: to offset potential revenue losses through efficiency 
gains, shift the losses to non-Medicare patients, obtain greater 
revenue from non-patient care activities, or reduce the quality and 
accessibility of services (Grimaldi 1983c). Of course, the most 
desirable alternative would be to function more efficiently. In-
creasing charges to non-Medicare patients will be only a temporary 
solution since all insurance carriers are expected to adopt some 
type of prospective pay scheme. Reducing the quality of care is 
apparently the most undesirable alternative. 
The medical records departments in hospitals will play an in-
creasingly important role in the reporting of information to man-
agement and insurance companies. Presently, many hospital infor-
mation systems are designed to collect and aggregate data, but i 
cannot be readily integrated into a meaningful tool for cost con-
trol. With DRG's, these systems will become more sophisticated 
in order to properly summarize and format patient data for manage-
ment decision support (Kukla and Bachofer 1983). Efficient 
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information systems are also needed to maintain a good cash flow 
through hospitals by producing timely, complete and accurat re-
ports to insurance carriers. 
In relation to the reporting of information, much emphasis has 
been placed on the development of diagnosis reporting techniques which 
will increase reimbursement. In some cases, the principal and 
secondary diagnoses of a patient can be legitimately interchanged 
and result in the patient being classified into a higher paying 
DRG. However, these techniques will not produce long-term gains 
for hospitals since the patients' lengths of stay from one year 
will be used to determine the next year's DRG payments: the payment 
for a DRG will be lowered if the average length of stay has been 
reduced. Therefore, purposely classifying less severely ill pa-
tients into a DRG which was designed to represent more severely ill 
patients will eventually reduce the payment for one of the DRG's. 
Furthermore, in most multi-diagnosis cases, interchanging the diag-
noses would be "blatantly unethical", according to Simborg (1981) 
Other unethical practices may appear as some hospitals attemp 
to gain revenue by manipulation of admission procedures. Some po-
tential outpatients may be treated as inpatients (the DRG rate 
does not apply to outpatients). Patients with multiple problems 
may be readmitted, to receive a multiple DRG payment (Grimaldi 
1983b). However, these policies will also reduce a hospital's u-
ture reimbursement since the average length of stay for a DR wil 
be reduced. 
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Although prospective reimbursement may indirectly cause un-
ethical practices among some hospitals, it will accomplish its pr·-
mary purpose by encouraging cost containment in health care deli-
very procedures. Hospital managers will introduce many cost-
control policies in an effort to provide quality care to patients 
for less expense. 
Cost-Control Strategies in Hospitals 
For many people, the thought of reducing hospital expenses im-
plies a reduction in the quality of services. However, Grimaldi 
says that eliminating inefficiencies in tests or procedures does 
not imply that the quality of care is impaired. On the contrary, 
the savings can be used to supply more and better services (Grimaldi 
1983b). 
Five variables play a major role in the cost of hospital care. 
As defined by Doremus (1983), they are: 
1. physician practices (quantity and type of services 
given) 
2. quality of inputs (facilities, ancillary services) 
3. the patient (response to treatment, general physical 
condition, etc.) 
4. the illness (over 14,000 diagnostic and surgical pro-
cedure codes, and thousands of combinations of them) 
5. the patient's "degree of being healed" 
As mentioned previously, the hospital should not take ac ion s 
which would reduce the quality of inputs: patients should b the 
12 
beneficiaries of cost-control strategies, not its victims A hos-
pital does have control over the costs which its employees generate, 
and should make every effort to keep these costs from rising whil 
maintaining or increasing the quality of services. DRG's will en-
able hospitals to do this more effectively by providing a meaningful 
measure of output. There will be incentive for hospitals to concen-
trate more on productivity. Many engineering techniques will be 
introduced into this productivity management which have not been 
previously applied to the hospital industry. McLarney and Davis 
(1983) report that the hospital engineering conununity has recently 
accounted for more than $2 billion in savings to American hospitals. 
The incentives from prospective reimbursement can only increase the 
role of engineering techniques. 
Two of the variables, namely the patient and his degree of being 
healed, cannot be controlled by the hospital. The remaining two var-
iables over which a hospital can and should exercise some measure 
of control are the illnesses of their patients and the practices of 
physicians. These two variables will be the main ones considered 
in this paper. 
In larger cities, hospitals can be somewhat selective in the 
types of illnesses which they treat. They can decide to specializ 
in some categories of medicine while drawing back from other areas 
which could be served by neighboring institutions (Korkok 1982). 
This specialization could produce significant gains in cost savings; 
but the greatest component of a hospital's cost is determined by 
physician practices. 
13 
As early as ten years ago, the American Hospital Association 
reported that 80 to 85 percent of costs in a hospital's budget were 
generated by physicians (Gosfield 1983). Therefore, if major sav-
ings in cost are to be realized, there must be cooperation from 
physicians. Using DRG's, individual physicians' practice patterns 
can be observed and compared with the normal range of practice. 
Those physicians who show a consistently excessive use of a hospi-
tal's resources can then be encouraged to practice more cost-
effective medicine. For example, if most physicians order between 
three and seven x-rays for patients in a certain DRG, and one phy-
sician orders a consistently greater number without any dif ferenc 
in the patients' overall health, the wasteful physician should be 
encouraged to practice more cost-effective medicine. Also, resource 
monitoring systems can be used for each case by establishing a 
length of stay review date and a dollar quota for ancillary service 
use. When the review data or dollar quota is reached, physicians 
can be contacted to examine the need for the extra resources 
(Kovener and Palmer 1983). 
Requesting physicians to cooperate in cost-control efforts 
should not be equated with restricting their practices. Alt ough 
some physicians may take offense at resource monitoring systems, 
Kovener and Palmer report that many of them are accustomed to the 
concept of a "normal range" of test results and know that their 
practice patterns can be analyzed in a similar way. Those who 
have worked with their medical staffs have b e en gratified with the 
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results; only those who have not yet tried remain skeptical. 
Also, it is interesting to note that only fifteen percent of the 
physicians account for about eighty percent of the extravagance 
in resource consumption (Kovener and Palmer 1983). 
Much of the excessive costs are incurred by ancillary service , 
particularly in radiology. X-rays account for six to ten percen 
of the nation's total health expenditures. Many x-rays are unneces-
sary, according to a World Health Organization report. The following 
types of x-rays do not appear to produce results that justify the 
cost or exposure: many "routine" chest x-rays, chest x-rays during 
pregnancy, pre-operative chest x-rays, and back x-rays for patients 
with lumbrosacral pain ("Many X-Rays" 1983). These are jus a few 
examples of how a greater number of resources does not necessarily 
contribute to the quality of service. With prospective payment, 
this wastefulness will need to be minimized along with excessive 
resource consumption in every other cost center. 
Hospitals will introduce many new types of cost control strate-
gies in response to DRG reimbursement. It is believed that simula-
tion can be a valuable tool in the planning of administrative poli-
cies. The objective of this research is to develop a simulation to 
project the financial effects of such policies on a hospital's to 1 
re imbu r semen t . 
Simulation is a technique for developing a representa ·an of 
an actual system in order to replicate or project th effects of 
certain changes to the system. Many times, direct experimen ation 
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with a system is either infeasible or involves great risk; simula-
tion provides a numerical representation of the system which can 
be manipulated without great risk. The results of modifications 
to the simulated system can be measured, and provide an indication 
of the actual effects of the modifications. 
In relation to case-mix management, a simulation can generate 
a certain mix of patients based on historical data, along with the 
expected amount of resources which they would consume. Then, dif-
ferent management policies can be interjected to limit the number 
of resources in a specific DRG, or to limit the number of admissions 
of patients with certain illnesses, and the net gain or loss in 
reimbursement can be calculated. This will give administrators 
an indication of which policies would be most worthwhile to intro-
duce and provide them with a more defined basis of cooperation with 
physicians with respect to resource consumption. 
CHAPTER III 
MODEL DEVELOPMENT 
Overview of Simulation 
The basic objective of this simulation is to generate cost 
per patient based on the expected cost per DRG for a hospital and 
interject modifications, or policies, to the healthcare delivery 
process in order to simulate the total financial effects of these 
policies. For a useful and accurate model, the expected costs 
should be generated by separate cost components; then, separate 
policies can be applied to each component. For example, radiology 
expense is one component of a hospital's total expense. The ad-
ministrators may desire to predict the effect of reducing the number 
of X-rays given to patients in certain DRG's by a proposed percen-
tage. Policies to reduce certain patients' lengths of stay could 
also be considered. The hospital may want to introduce a maximum 
length of stay for some DRG's, which could be enforced in a certain 
percentage of cases. Selective admissions policies could also be 
considered, i.e., if the hospital desires to refer certain patients 
to other institutions. Similarly, forecasted changes in patient 
case mix or total patient volume could be interjected. This simu-
lation will project the net savings or losses which would result 
from the introduction of such policies and forecasts. 
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Problem Formulation 
Several costs are generated in the treatment of a patient. 
The hospital which contributed data to perf onn this research has 
segregated its costs into the following cost centers: 
1. Laboratory 11. X-ray 
2. Pharmacy 12. Nuclear Medicine 
3. Medical Supplies 13. Respiratory Therapy 
4. EEG-EKG-Cardiology 14. Scan 
5. Physical Therapy 15. Delivery Room 
6. Blood 16. Rehab 
7. Emergency Room 17. Miscellaneous ancillary 
costs 
8. Operating Room 18. Semi-private 
9. Recovery Room 19. Miscellaneous room costs 
10. Anesthesia 20. Intensive Care Unit (ICU) 
For each DRG, the expected value of the expense from each of 
these cost categories can be derived from historical data, which 
is available through a hospital's management infonnation system. 
Individual patient billing data specifies the length of stay and 
the amount charged for patient care within each cost center. With 
this information, the average charge and variance of charges can 
be derived. Figure 2 shows a typical billing abstract. 
Resource consumption reports are generally available through 
a hospital's DRG information system. The format of such a report 
is shown in Figure 3. Although it does give the average lengt 
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. 
of stay and charges fr om e a ch cost center by DRG, there is no mea-
sure of variance presented , wh i ch i s required to build an accurate 
simulation model. Therefore, a special report should be generated, 
or the variance should be ma nua l l y calcu lated from the patient bil-
ling abstracts. 
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Fig. 3. Example of a resource consumption report. 
For the purpose of establishing this simulation, three mont 's 
worth of data were analyzed. It is recommended, however, that data 
from a complete year be used. This will provide for a more stable 
model, and produce results that more accurately describe the health 
care system. 
The hospital under consideration discharged 6,098 pat·en sin 
1983 (1,375 of which were Medicare patients). These patients 
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incurred $13.5 million in charges, and represent 403 DRG's. Since 
the analysis of all 403 DRG's would be burdensome, the ones which 
contributed most to the hospital's total charges (or similarly, the 
total costs) should be considered. This is analogous to the process 
involved with industry's A-B-C inventory analysis (Lovener and 
Palmer 1983). By this process, managers focus attention to the few 
items which account for a great portion of the total inventory 
value. By exercising tight control over these "class A" items, a 
great portion of the total volume can be controlled with relatively 
little effort. 
When ranked in order of charges, the twenty highest DRG's ac-
counted for 38.5% of the total charges. For Medicare patients, 
the twenty highest DRG's accounted for 46.2% of the total Medicare 
charges. Hospital managers should initially bring attention to the 
"class A" DRG's, which is recommended to be the top twenty or 
twenty-five. Figure 4 illustrates the relationship of the DRG's 
to total charges (or costs). 
The variables which will be used in the analysis of the data 
are defined as follows: 
ANCDEF: 
ANES: 
BLOOD: 
CARD: 
CC(X): 
unspecified charges for ancillary services 
charges for anesthetic supplies and services 
total charges for blood 
total charges from the EEG-EKG-Cardiology de-
partment 
cost-to-charge ratio for department X 
100 
80 
60 
Cumulative 
Percentage 
of Total 
Charges 40 
38.S 
20 
DELIV: 
DRG: 
ER: 
ERPHYS: 
LAB: 
LOSA: 
LOSB: 
LOS ICU: 
4 2 3 
6 4 s 
8 3 s 
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DRG's (ranked in order of contribution to total charges) 
Fig. 4. A-B-C analysis of DRG's 
delivery room charges 
the numerical DRG assignment for a patient 
emergency room fees 
emergency room physician fees 
the patient's total charges from the laboratory 
department 
the patient's length of stay in a semi-private 
room 
the patient's length of stay in a private room 
the patient's length of stay in an intensive care 
unit 
LOS REG: 
LOSTOT: 
NUCMED: 
OROOM: 
PCTICU: 
PHARM: 
PHTHER: 
REHAB: 
RETHER: 
ROOMDF: 
SCAN: 
SUPP: 
TCOST: 
HCOST: 
XRAY: 
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the patient's length of stay in a private or 
semi-private room = LOSA + LOSB 
the total length of stay LOSREG + LOSICU 
charges from the nuclear medicine center 
charges for operating room facilities 
the percentage of days spent in an intensive 
care unit = LOSICU/LOSTOT 
total charges from the pharmacy department 
total charges for physical therapy 
rehabilitation charges 
total charges for respiratory therapy 
t.mspecif ied room charges 
charges for scans 
total charges for medical supplies 
total cost to the patient 
LAB + PHARM + SUPP + CARD + PHTHER + RETHER + 
BLOOD + ER + ERPHYS + OROOM + ANES + XRAY + 
NUCMED + SCAN + DELIV + REHAB + ANCDEF 
total estimated cost to the hospital 
=LAB x CC(LAB) + PHARM + CC(PHARM) + ... + 
ANCDEF x CC(ANCDEF) 
charges for x-rays 
The objective of this simulation is to generate patients, assign 
each one a DRG based on the actual historical case mix of the hospi-
tal, and then to assign LOS values and resource consumption data ac-
cording to the DRG. After the validity of this model is tested 
against the actual hospital summary reports, the simulated policies 
can be introduced and the net change in cost can be projected. 
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Model Building 
The flow of patients through the hospital will be simulated. 
Patient will "arrive" and be assigned certain attributes (DRG, LOS, 
and resource consumption) which are representative of the actual 
data. Some of these attributes will be generated by random varia-
bles with distributions that fit the frequency distribution of the 
actual data. For example, a hospital's cost per case is generally 
"skewed rightward" which implies a lognormally or exponentially 
shaped distribution (Grimaldi and Micheletti 1983). The average 
value and variance of the cost for such a distribution can, there-
fore, be used to generate ccsts in the simulation. The attributes 
which cannot be fitted to a theoretical distribution will be gen-
erated empirically from triangular distributions, which have three 
parameters: a minimum, a maximum and a mode (Law and Kelton 
1982). 
In this model, cost will be generated by first generating 
the charge from each department (since the charge data is avail-
able) and multiplying the charge by the cost-to-charge ratio of 
that department. These products will then be accumulated to ob-
tain a total cost for the patient. After the model has been ver-
ified, the hospital policies to be simulated can be logically 
introduced within the code of the simulation. 
There are some relationships among the variables which may 
prove helpful in the construction of the model. First, the num-
ber of cost centers included in the simulation can be red ced 
24 
by selecting a few of the cost centers from which most of the 
charges are incurred. An approximation of total cost per patient 
can be derived as a function of these centers, and as a result, 
much manipulation of data and computer code can be avoided with 
little detriment to the performance of the model. For example, 
in this research, a regression analysis was performed for the 
equation: 
TCHARGE A x LAB + B x PHARM + C x SUPP + D x RETHER + E 
x XRAY 
where A, B, C, D and E are the corresponding regression coeffi-
cients. This resulted in a very high multiple regression coeffi-
cient within each DRG. The data from these five cost centers 
can, therefore, be used to approximate total charges or costs 
with this equation. 
Secondly, since the cost of treating a patient is directly 
related to the LOS, the model should reflect this by using some 
relationships between charges and lengths of stay. These rela-
tionships will be discussed in the following chapter. 
CHAPTER IV 
ANALYSIS OF DATA 
Selection of DRG's and Data Collection 
As mentioned previously, the inclusion of all DRG's for 
analysis would be very cumbersome; therefore, only some of the 
top cost-generating DRG's should be included. Table 1 lists the 
top twenty-five DRG's for the contributing hospital in order of 
total charges, along with the number of patients (total and Medi-
care) which were assigned to each DRG. 
Depending on the amount of available data and the nature of 
the illness, hospital managers may not want to analyze all of the 
top DRG's. Other questions should be considered such as: 
1. Are the re enough cases within each DRG to build a 
statistically sound model? 
2. Since Medicare patients are the only patients which 
provide a restricted reimbursement, does the hospital 
want to concentrate only on DRG's which have had a 
considerable number of Medicare patients? 
3. Can hospital managers practically enforce cost con-
tainment policies within a certain DRG? For example, 
a DRG which involves major surgery would be gene ally 
not a good target for cost containment policies. 
4. Can admissions policies be enforced for a particu-
lar DRG? Only hospitals in or near major cities 
would be able to effectively refer patients to other 
institutions. 
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DRG Ranking Number 
1 373 
2 468 
3 243 
4 355 
5 122 
6 371 
7 14 
8 127 
9 148 
10 210 
11 391 
12 140 
13 209 
14 96 
15 89 
16 182 
17 121 
18 82 
19 183 
20 202 
21 27 
22 374 
23 75 
24 110 
25 197 
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TABLE 1 
RANK.ING OF DRG'S BY TOTAL CHARGES 
January - December, 1983 
Total Charges = $13,507,221 
% of Cumulative Number Total Percent of Charges Patients 
3.80 3.80 589 
3.35 7.15 67 
3.08 10. 23 143 
3.07 13.30 170 
2.61 15.91 77 
2.59 18.50 177 
2.30 20.80 60 
2.16 22.96 85 
2.07 25.03 27 
1. 76 26.79 26 
1.67 28.46 677 
1.46 29.92 96 
1. 30 31. 22 19 
1.20 32.42 45 
1.15 33. 57 35 
1.12 34.69 75 
1.05 35.74 29 
LOO 36.74 37 
.86 37.60 83 
. 86 38.46 21 
. 80 39.26 4 
. 79 40.05 86 
.78 40.83 11 
.74 41.57 6 
.72 42.29 16 
Numbe r of 
Me dicare 
Patients 
0 
25 
44 
5 
35 
0 
52 
63 
19 
22 
0 
49 
16 
31 
22 
44 
14 
21 
11 
3 
1 
0 
4 
4 
10 
Considering these questions, managers may de s ire to exclude 
some of the "class A" DRG's and include some others wh i ch did not 
appear in the top twenty-five. 
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For the purposes of illustrating the proposed approach, the 
following six DRG's were selected for analysis: 
1. 141: specific cerebrovascular disorders except 
transient ischemic attacks 
2. 127: heart failure and shock 
3. 148: major small and large bowel procedures age > 69 
and/or complications or comorbidity 
4. 210: hip and femur procedures except major joint age 
> 69 and/or complications or comorbidity 
5. 243: medical back problems 
6. 468: unrelated operation procedure 
These are a subset of the class A DRG's after performing an A-B-C 
analysis of the DRG's to which Medicare patients were assigned. 
The data for each of these DRG's were collected over a three-month 
period. 
These DRG's represent a wide range of statistical situations 
to be considered for this simulation. Although this research does 
not involve a complete analysis of all class A DRG's, a methodology 
will be established by which a simulation of patients in any se 
of DRG's can be performed. 
In order to effectively evaluate the total flow of patients 
and their costs, a seventh category of patients should be in ro-
duced which incorporates all other DRG's which are not specified. 
To provide this, a random sample was taken of every tenth patient 
which was assigned a DRG other than the ones which were chosen for 
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in-depth analysis. The billing data for this sample were cate-
gorized into DRG 999 for the purpose of this analysis. The data 
for this sample were collected over the same three-month period. 
The number of cases collected for each selected DRG is given in 
Table 2. 
TABLE 2 
NUMBER OF PATIENT CASES COLLECTED FOR ANALYSIS 
DRG Number of Cases 
14 16 
127 34 
148 8 
210 15 
243 26 
468 7 
999 (other) 52 
For each case, the following billing variables will be used 
in the analysis: 
1. DRG (coded 999 if DRG is 8. PHTHER 15. X-RAY 
other than 14, 127, 148, 9. RETHER 16. NUCMED 210, 243 and 468) 
2. LOS REG 10. BLOOD 17. SCAN 
3. LOS ICU 11. ER 18. 
DEL IV 
4. 12. ERPHYS 19. REHAB LAB 
5. PHARM 13. OROOM 20. ANCD F 
6. SUPP 14. ANES 21. ROOMDF 
7. CARD 
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From this data, the simulation of patient cost by department 
can be built per DRG. Analysis of length of stay data will deter-
mine the method by which the simulated patients' lengths of stay 
are generated. Likewise, departmental charge data will be analyzed 
to determine the method of generating resource consumption. 
For this analysis, the Statistical Package for the Social 
Sciences (SPSS) was used to provide histograms, regression equa-
tions and other tools for building the simulation model. The SPSS 
code which sets up the data for analysis is listed in Figure 5. 
TITLE 'STATISTICAL ANALYSIS OF BILLING DATA FOR SELECTED DRGS' 
FILE HANDLE PAT /NAME="PATIENT DATA" 
DATA LIST FILE=PAT 
/1 DRG 1-3 LOSA 4-6 LOSB 7-9 LOSICU 10-12 
LAB 13-19 (2) PHARM 20-26 <2> 
SUPP 27-33 (2) CARD 34-40 C2> PH1HER 41-47 <2> RETHER 48-54 C2> 
BLOOD 55-61 C2> ER 62-68 <2> ERPHYS 69-75 (2) OROOM 76-82 <2> 
ANES 83-89 C2) XRAY 90-96 (2) NUCMED 97-103 <2> SCAN 104-110<2> 
DELIV 111-117 <2> REHAB 118-124 <2> ANCDEF 125-131 <2> 
ROOMDF 132-138 <2> 
COMPUTE TCOST=LAB+PHARM+SUPP+CARD+PHTHER+RETHER+BLOOD+ER+ER~HYS 
+OROOM+ANES+XRAY+NUCMED+SCAN+DELIV+REHAB+ANCDEF+ROOMDF 
COMPUTE LOSREG=LOSA+LOSB 
COMPUTE PCTICU=LOSICU/CLOSICU+LOSREG> 
COMPUTE LOSTOT=LOSREG+LOSICU 
COMPUTE LOGLOS=LN<LOSTOT> 
COMPUTE L=LAB 
COMPUTE P=PHARM 
COMPUTE S=SUPP 
COMPUTE R=RETHER 
COMPUTE X=XRAY 
IF LAB GT 0 LLAB=LNCLAB> 
IF PHARM GT 0 LPHARM=LNCPHARM> 
IF SUPP GT 0 LSUPP=LN<SUPP> 
IF RETHER GT 0 LRESP=LNCRETHER> 
IF XRAY GT 0 LXRAY=LNCXRAY> 
COMPUTE LOS2=LOSTOT**2 
COMPUTE REG2=LOSREG**2 
COMPUTE ICU2=LOSICU•*2 
COMPUTE LPD=LAB/LOSTOT 
COMPUTE PPD=PHARM/LOSTOT 
COMPUTE SPD=SUPP/LOSTOT 
COMPUTE RPD=RETHER/LOSTOT 
COMPUTE XPD=XRAY/LOSTOT 
MISSING VALUES PCTICU CO, 1)/L TO X CO> 
VARIABLE LABELS LOSA"LOS <SEMI-PRIVATE>"LOSB"LOS <PRIVATE>" 
LOSREG"LOS <REGULAR) II 
LOSICU"LOS (I . C. U. > "PHARM"PHARMACY" 
SUPP"MEDICAL SUPPLIES"CARD"EEG-EKG-CARDIA " 
PHTHER"PHYSICAL THERAPY"RETHER"RESPIRATORY THER " 
ER"EMERGENCY ROOM"ERPHYS"E . R. PHYSICIAN" 
OROOM"OPERATING tc: RECEIVING"ANES"ANESTHESIA" 
NUCMED"NUCLEAR MEDICINE"DELIV"LABOR AND DELI\/" 
ANCDEF''ANC DEF•'ROOMDF"ROOM DEF" 
SPLIT FILE BY DRG 
Fig. 5. SPSS code used for analysis of patient billing data. 
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The data were set up in a file named "PATIENT DATA" and 
read from there by the SPSS program by the commands in lines two 
and three. Line three specifies the structure of the data int 
field widths. For example, the DRG variable is the first varia-
ble in the record, and its value occupies the first three spaces 
of the record; and XRAY is the fifteenth variable, which occupies 
seven spaces (90 through 96), two of which are decimal places (the 
decimal point takes up one of the seven spaces). Figure 6 lists 
some of the records from this data file. Each record is 138 char-
acters long. 
999 7 0 0 383 . 00 106.00 o.oo 282.00 
999 ) 0 2 297.00 98.00 24.00 738 . 00 
999 0 14 0 629.001167.00 391.00 141.00 
999 8 0 2 646.00 513.00 294.00 141 . 00 
999 5 0 0 401.00 191.00 162.00 188.00 
999 2 0 3 294.00 438.00 139.00 141.00 
o.oo o.oo 
o.oo 129.00 
o.oo 198.00 
o. 001233. 00 
0.00 72.00 
0.00 271.00 
o.oo o.oo o.oo 
0.00 43.00 43.00 
o.oo 35.00 33.00 
o.oo 100.00 95.00 
o.oo 43.00 43.00 
0.00 25.00 23.00 
o.oo o.oo 115.00 o.oo 
o.oo 0.00 64.00 0.00 
o.oo 0.00 210.00 0.00 
o.oo 0.00 109.00 324.00 
o.oo 0.00 64.00 0.00 
0.00 o.oo 45.00 0.00 
o.oo o.oo 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
999 20 0 0 265.00 884 . 001509.00 
999 13 0 0 564.001045.00 535.00 
999 16 0 0 679 . 00 507.00 378.00 
999 12 0 0 243.00 319.00 473.00 
999 1 0 0 109.00 43.00 49 . 00 
999 10 0 5 585 . 001105.00 867.00 
999 4 0 0 136.00 247.00 157.00 
999 7 0 0 262.00 413.00 273.00 
47.00 o.oo 0.00 o.oo 25 . 00 23.00 950.00 368.00 65.00 o.oo '00.00 
47.00 0.00 313.00 0.00 0.00 0.00 645.00 261.00 192.00 0.00 0.00 
47.00 64.00 45.00 0.00 35.00 23.00 0.00 0.00 145.00 181.00 0.00 
o.oo o.oo 10.00 0.00 o.oo 0.00 500.00 203.00 129.00 o.oo 0.00 
47.00 o.oo o.oo 0.00 0.00 0.00 448.00 0.00 0.00 0.00 0.00 
0.00 66.00 386.00 312.00 25.00 23.00 0.00 0.00 294.00 0.00 0.00 
0.00 0.00 0.00 o.oo 43.00 0.00 o.oo 0.00 45.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 0.00 o.oo 0.00 70.00 0.00 0.00 
999 4 0 0 299.00 129.00 142.00 47.00 
999 7 0 2 394.00 813.00 161.00 0.00 
999 4 0 0 141.00 154.00 452.00 0.00 
999 8 0 0 149.00 102.00 26.00 0.00 
999 4 0 0 100.00 36.00 0.00 94.00 
999 6 0 0 177.00 106.00 83.00 47.00 
0.00 
0.00 
o.oo 
0.00 
0.00 
0.00 
0.00 104.00 43.00 
o.oo 208.00 25.00 
45.00 0.00 0.00 
o.oo 0.00 0.00 
o.oo 0.00 0.00 
0.00 o.oo 0.00 
43.00 
23.00 
o.oo 
o.oo 
0.00 
0.00 
0.00 
0.00 
o.oo 
0.00 
0.00 
o.oo 
0.00 110.00 0.00 o.oo 
o.oo 307.00 o.oo o.oo 
0.00 192.00 0.00 325.00 
0.00 224.00 181.00 o.oo 
0.00 179.00 0.00 400.00 
0.00 180.00 o.oo o.oo 
Fig. 6. A portion of the file "PATIENT DATA" which illus-
trates the structure of the records. 
0.00 
0.00 
0.00 
0.00 
0.00 
o.oo 
0.00 
o.oo 
0.00 
o.oo 
o.oo 
0.00 
o.oo 
0.00 
o.oo 
0.00 
0.00 
0.00 
0 00 
o.oo 
o.oo 
0.00 
o.oo 
0.00 
0.00 
0.00 
o.oo 
0.00 
0.00 
o.oo 
0.00 
0.00 
0.00 
0.00 
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The section of code which follows the file statements intro-
duces new variables as functions of the file variables. The use 
of these new variables will be explained later. 
The "SPLIT FILE BY DRG" statement segregates the data analysis 
according to DRG. Since DRG's were derived as a grouping of 
diseases with patients which have statistically similar lengths of 
stay and resource consumption, it is . plainly advantageous to cate-
gorize the data analysis and model construction by DRG. 
The analysis of length of stay will be independent of other 
variables; however, for the resource consumption analysis, it will 
be determined if definite relationships exist between the expected 
amount of resources used by a patient and the length of stay of 
the patient. These relationships will be used in the simulation 
to generate resource consumption according to length of stay. 
Length of Stay Analysis 
The length of stay is the primary controlling variable that 
determines the amount of resources which are consumed by a patient. 
Of course, there are those patients which have a shorte length o 
stay than others, yet a greater amount of resource consumption . 
However, by examining patients within each DRG, the number and ex-
tent of these variations can be greatly reduced. Also, by 
considering intensive care stay and regular room stay separately, 
certain variations can be expected, since the rate at wh·ch 
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intensive care patients use resources is generally greater than that 
of patients under regular care. Furthermore, by examining each 
component of cost, an account for certain variations can be made. 
For examples emergency room costs are obviously independent from 
a patient's length of stay, since these costs are generally fixed 
and are incurred before the patient begins rooming in the hospital. 
For the simulation, the total length of stay (LOSTOT) and the 
percentage of stay which was intensive care (PCTICU) will be gener-
ated for each patient. The analysis of both of these variables 
follows. 
A frequency hi_stogram for LOSTOT, with complete statistics 
and frequency table, is produced by the following SPSS code: 
FREQUENCIES VARIABLES = LOSTOT/ 
HISTOGRAM= INCREMENT (2)/ 
STATISTICS = ALL 
The results (Appendix lA) show a lognormally-shaped frequency 
distribution for most DRG's. The LOSTOT histogram for DRG 127 is 
shown in Figure 7. 
The next step is to test theoretical distributions to be used 
to generate LOSTOT in the simulation. The chi-square goodness of 
fit test was chosen to evaluate the theoretical distribution against 
the actual distribution of values. Since most DRG's had LOSTOT 
histograms that were lognormally-shaped, the lognormal distribution 
was chosen for evaluation, using the parameters of the s ample from 
DRG : 127 
LOSTOT 
VALUE LABEL 
COUNT 
5 
11 
9 
1 
2 
2 
1 
1 
0 
0 
0 
0 
1 
0 
1 
MEAN 
MODE 
KURTOSIS 
S E SKEW 
MAXIMUM 
VALID CASES 
MIDPOINT 
2 . 00 
4 . 00 
6 . 00 
8 . 00 
10. 00 
12. 00 
14.00 
16. 00 
18. 00 
20.00 
22 . 00 
24 . 00 
26 . 00 
28. 00 
30. 00 
6. 706 
4. 000 
6 . 156 
. 403 
30.000 
34 
33 
VALID CUM 
VALUE FREGUENCY PERCENT PERCENT PERCENT 
1. 00 2 5 . 9 5 . 9 5. 9 
2. 00 3 8 . 8 8 . 8 14 . 7 
3. 00 ~ 14 . 7 14. 7 29 . 4 
4. 00 6 17 . 6 17 . 6 47 . 1 
5. 00 6 17 . 6 17. 6 64 . 7 
6. 00 3 8 . 8 8 . 8 73 . 5 
7. 00 1 2. 9 2 . 9 76 . 5 
9. 00 1 2 . 9 2.9 79 . 4 
10. 00 1 2 . 9 2 . 9 8 2. 4 
11.00 1 2 . 9 2 . 9 85 . 3 
12. 00 1 2. 9 2.9 88 . 2 
13.00 1 2 . 9 2 . 9 91. 2 
16.00 1 2 . 9 2 . 9 94 . 1 
2:5. 00 1 2 . 9 2 . 9 97 . 1 
30 . 00 1 2 . 9 2 . 9 100.0 
------- ------- -------
TOTAL 34 100. 0 100. 0 
ONE SYMBOL EQUALS APPROXIMATELY . 40 OCCURRENCES 
************* 
**************************** 
*********************** 
*** 
***** 
***** 
*** 
*** 
*** 
*** I . . . . + . . . . I . . . . + . . . . ! . . . . + .... I . ... + .. .. I ... . + . 
0 4 8 12 16 
HISTOGRAM FREGUENCY 
STD ERR 
STD DEV 
S E KURT 
RANGE 
SUM 
1. 088 
6. 346 
1. 955 
29. 000 
228. 000 
MISSING CASES 0 
MEDIAN 
VARIANCE 
SKEWNESS 
MINIMUM 
5 . 000 
40 . 275 
2 . 394 
1. 000 
. I 
.. _o 
Fig. 7. Frequency histogram and statistics of LOSTOT for 
DRG 127. 
the observed data. For example, for DRG 127, it i s hypothe s·zed 
that LOSTOT is lognormally distributed with a mean o f 6 .71 days and 
a standard deviation of 6.35 days. In order to test thi s hypothesis, 
it is necessary to examine the distribution of the natural log of 
34 
LOSTOT, labeled LOGLOS by the SPSS code. The following code 
produces statistics and frequency histograms for LOGLOS: 
FREQUENCIES VARIABLES = LOGLOS/ 
HISTOGRAM= NORMAL INCREMENT (0.2)/ 
STATISTICS = ALL 
The NORMAL command superimposes a normal distribution over 
each histogram. The results for each DRG are presented in Appendix 
lB. Figure 8 shows the results for DRG 127. 
COUNT 
MEAN 
MQ()E 
KU~ TOSI S 
S E SK. E'W 
'"'AXIMU,.. 
2 
0 
0 
3 
0 
5 
6 
0 
9 
l 
1 
2 
2 
l 
0 
0 
l 
1 
VALID CASES 
Fig. 
DRG 127. 
fljf(OPOINT 
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.30 
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2.10 
2.30 
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2.70 
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3.to 
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3.40 
1.594 
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.403 
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HISTOGRAM FREQUENCY 
STD ERR 
STD DEV 
S E KURT 
RANGE 
SUM 
MISS[NG CASES 
• 133 
.774 
1.955 
3.401 
54.208 
0 
M- D[AH 
VARIANCE 
SKE'WNESS 
MIN1MU"4 
1.009 
.600 
• 2 !>2 
• 000 
8. Frequency histogram and statistics of LOGLOS for 
A normal distribution is superimposed. 
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A hypothesis which is equivalent to the one previously stated 
is that LOGLOS is normally distributed. This is the hypothesis 
that will be tested for each DRG. Note that if 
then 
with 
and 
2 X - lognormal (µ , a), 
x x 
E(X) = µx eµY + 
(cr2 /2) y 
2 e2µy + 
2 2 
Var(X) a cry (e0 Y 
x 
- 1) 
(1) 
(2) 
(Hines and Montgomery 1980). The theoretical mean and standard devia-
tion of LOSTOT will be derived by using these relationships with the 
sample mean and standard deviation of LOGLOS. 
Using a sample of size N, the values for LOGLOS are arranged 
into K class intervals. The chi-square test statistic is defined 
as 
where: 
x2 
0 
K 
L: 
i=l 
2 (0. - E.) 
1 1 
E. 
1 
the observed frequency in interval number i 
the theoretical normal distribution frequency for 
interval number i 
36 
x2 approximately follows the chi-square distribution with K-p-1 
0 
degrees of freedom, where p is the number of parameters in th 
theoretical distribution (for a normal distribution, p = 2). The 
hypothesis that LOGLOS conforms to a normal distribution with the 
same mean and variance of the sample would be rejected if x2 > 
0 
x2 
a, K-p-1. x
2 is the percentage point of the chi-square 
a,K-p-1 
random variable with K-p-1 degrees of freedom such that the proba-
bility that x2 exceeds this value is a. For this research, a is 
0 
chosen to be 0.05. Also, as a rule, the minimum value for the 
expected fre.quency for each interval is set to three. If an ex-
pected frequency is less than three, the corresponding interval 
can be combined with an adjacent interval (the class intervals 
are not required to be of equal width). Although there is no 
agreement as to the minimum value of expected frequencies, values 
of three, four and five are widely accepted (Hines and Montgomery 
1980). 
As an example, the chi-square goodness of fit test will be 
performed on LOGLOS for DRG 127. Table 3 lists the intervals 
chosen with their corresponding cumulative standard normal distri-
bution values, theoretical frequencies and observed frequencies. 
Recall that N for this sample is 34, and the mean and standard 
deviation are Y = 1.59 and Sy= 0.77, respectively. 
From a statistical table, X~.0 5 , 2 is found to be 5.99 (Hines 
and Montgomery 1980). Since x2 is less than this value, the 
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hypothesis that LOGLOS follows a normal distribution with a mean of 
1.59 and a standard deviation of 0.77 cannot be rejected; equiva-
lently, the hypothesis that LOSTOT follows a lognormal distribution 
with a mean of 6.60 days (equation 1) and a standard deviation of 
5.93 days (from equation 2) cannot be rejected. (Note that the 
mean and standard deviation derived from the LOGLOS parameters 
approximate the actual LOSTOT parameters.) 
A chi-square test was performed for LOGLOS within each DRG. 
There was one DRG for which the variable did not pass the chi-square 
test, and two for which there was insufficient data to perform the 
test. For these DRG's, it was determined that a triangular distri-
bution be used for the generation of LOSTOT. There are three 
parameters required for a triangular distribution: the minimum, 
the mode, and the maximum. These parameters were taken empirically 
from each sample. If there was no single mode, the mid-point of 
the most frequent interval in the SPSS histogram was used. Table 4 
presents the chi-square test results and distributions to be used 
to generate LOSTOT for each DRG. 
It is worthwhile to note that the DRG's for which the log-
normal distribution could not be assigned were also the ones with 
the smallest sample size. Perhaps a larger sample would indicate 
that LOSTOT was also lognormally distributed for these DRG's. 
Furthermore, in the absence of data, an experienced practi-
tioner will be able to estimate the minimum, maximum and mos 
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likely length of stay for any specific disease. It may even be 
advantageous to use these parameters as opposed to ones derived 
from only a few pieces of data. 
The second variable to be generated with respect to length 
of stay is PCTICU. The following SPSS code was used to produce 
frequency histograms for PCTICU by DRG: 
FREQUENCIES VARIABLES = PCTICU/ 
HISTOGRAM= INCREMENT (O.l) 
The results of this. analysis are given in Appendix 2. 
Since the PCTICU variables did not consistently exhibit a frequency 
pattern which corresponded to a classical theoretical distribution, 
the triangular distribution was chosen for the simulation. Table 
5 summarizes the triangular distribution parameters for PCTICU 
by DRG. For greater accuracy in the generation of this variable, 
the expected probability that PCTICU equals zero (P[O]) and the 
expected probability that PCTICU equals one (P[l]) have been 
introduced. The observed ratios will be used to estimate the 
expected probabilities. The triangular distribution parameters 
are derived only with values of PCTICU other than zero and one. 
Again, in practice, in the absence of data, an experienced pract·-
tioner will be able to estimate the minimum, most likely and 
maximum percentage of the time a patient spends in intensive care 
without much difficulty. 
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TABLE 5 
PCTICU VARIABLE GENERATION PARAMETERS 
No. of Cases Triangular 
DRG P (O) p (1) For Which Dihtribut on 
0 < PCTICU < 1 Min Mode Max 
14 0.44 0.13 7 0.18 0.23 0.59 
127 0.44 0.09 16 0.10 a.so 0.67 
148 0.63 0.00 3 0.20 0.24 0.46 
210 0.80 0.00 3 0.05 0.06 0.09 
243 0.96 0.00 1 0.04 0.04 0.04 
468 0.86 0.00 1 0.06 0.06 0.06 
999 0.75 0.06 10 0.08 0.40 0.60 
With this portion of the analysis, the total length of stay 
for patients can be randomly generated along with the number of 
days spent in intensive care and regular care. The following 
analysis will be that of resource consumption by department, which 
will determine the way by which resource consumption will be 
simulated. 
Resource Consumption Analysis 
The first step in this analysis is to focus attention on 
certain cost centers with which the total cost can be approximated. 
This is due to the fact that, for many cases, costs were incurred 
in only a few cost centers. By analyzing data and generatin g c o s t s 
42 
for only a few centers, and using these costs to estimate total 
costs, much cumbersome manipulation of data can be avoided. In 
this research, a regression analysis was performed to approximate 
the total cost to the patient (TCOST) as a linear function of 
five cost centers: lab, pharmacy, supplies, respiratory therapy 
and radiology. These centers were chosen because they appeared 
to be the more frequently used centers and had the greater contri-
bution to total cost. In equation form, the model to be analyzed 
is: 
TCOST c 0 + cl x LAB + c2 x PHARM + c 3 x SUPP 
+ c4 x RETHER + c5 x XRAY 
where C. is the corresponding regression coefficient for each 
1 
variable. The SPSS code which performs such an analysis is: 
REGRESSION VARIABLES = TCOST LAB PHARM SUPP RETHER XRAY/ 
DEPENDENT = TCOST/STEPWISE = LAB PHARM SUPP RETHER XRAY 
The STEPWISE command enters the independent variables into the equa-
tion in order of their sigi;_ificance to the dependent variable; if 
a variable to be entered has negligible significance, the analysis 
of the equation is terminated. The results (example in Append'x 3 
show a very high multiple regression coefficient for this model 
within each DRG. A summary of the results is shown in Table 6. 
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TABLE 6 
COEFFICIENTS OF REGRESSION EQUATION 
TCOST c + cl x LAB+ c 2 x PHARM + c 3 x SUPP + c 4 x 0 
RETHER + CS x XRAY 
Coefficients of Determination (R2) are also given. 
DRG c cl c2 e3 c4 cs R2 0 
14 -134.12 10. 89 2.94 0.00 0.00 0.00 0.97 
127 600.00 2.41 3.08 0.00 2.23 0.00 0.99 
148 3238.49 7.98 0.00 1. 82 0.00 0.00 o. 98 
210 2941. 31 S.14 0.00 2.S2 3.81 0.00 0.94 
243 507.90 0.00 2.38 0.00 0.67 o.oo 0.97 
468 368.69 8.44 3.69 o.oo 0.00 0.00 0.99 
999 274.67 1.06 0.69 2.06 1.15 1. 38 0.89 
This regression analysis has dealt with the cost to the 
patients. However, the hospital's costs also need to be generated. 
Therefore, a similar regression model was tested which has the 
form: 
He OST K + Kl x [ee1 x LAB] + K2 x [ee2 x PHARM] 0 
+ K3 x [ce3 x SUPP] + K4 x [ec4 x RETHER] 
+ KS x [ce5 x XRAY] 
where CC. is the observed cost-to-charge ratio for department i, 
l 
and K. is the corresponding regression coefficient for each variable. 
J 
This set of regression equations also produced excellent results 
(Table 7). 
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TABLE 7 
COEFFICIENTS OF REGRESSION EQUATION 
HCOST = K
0 
+ K1 x [CC1 x LAB] + K2 x [cc2 x PHARM] 
+ K3 x [CC 3 x SUPP] + K4 x [cc4 x RETHER] + KS x [CCS x XRAY] 
Coefficients of Determination (R2) are also given. 
DRG K Kl K2 K3 K4 KS R2 0 
14 122.38 1. 75 0.00 2.43 0.88 o.oo 0.98 
127 157.52 1.03 1.92 0.00 1.07 o.oo 0.99 
148 -356.50 3.48 2.47 0. 79 0.00 0.00 -1.00 
210 607.25 1. 57 0.00 1. 36 1.60 2.33 0.95 
243 177.06 1.25 2.71 0.00 0.54 0.00 0.96 
468 580.02 0.00 3.62 0.00 0.00 0.00 0.92 
999 226.15 1. 33 0.00 3.26 1.10 0.00 0.77 
The next step in resource consumption analysis is to deter-
mine what relationship, if any, exists between the costs incurred 
in each center and the length of stay. If costs can be generated 
in the simulation as a function of length of stay, then simulated 
policies which result in the reduction of length of stay would be 
reflected accordingly in the cost of care. Initially, a l'near 
model was tested which took the form 
COST(I) co + cl x LOSREG + c2 x LOSICU 
where COST(I) is the cost to the patient for services from cost 
center I. This model resulted in very poor correlation. There-
fore, the rate of resource consumption was examined, i.e., the 
45 
cost incurred in each cost center per day. Although the actual 
cost for each day of stay is not singularly available, the average 
cost per day for a patient can be simply calculated by dividing 
the departmental cost by the length of stay. The average costs 
per day can be analyzed to determine how the rate of resource con-
sumption varies with length of stay. If this rate were to remain 
relatively constant for each increment of length of stay, it 
could be hypothesized that the resource consumption rate is an 
independently distributed random variable. To perform this analysis, 
new variables were introduced into the SPSS program: 
COMPUTE LPD LAB/LOSTOT 
COMPUTE PPD PHARM/LOSTOT 
COMPUTE SPD SUPP/LOSTOT 
COMPUTE RPD RETHER/LOSTOT 
COMPUTE XPD XRAY/LOSTOT 
COMPUTE AUX LOST OT 
RECODE AUX (1 THRU 3=1) (4 THRU 6=2) (7 THRU 9=3) 
(10 THRU 12=4) (13 THRU 15=5) (16 THRU 18m6) 
(19 THRU HI= 7) 
The first set of variables (LPD for lab charge per day, PPD for 
pharmacy charge per day, etc.) defines the average rate of resource 
consumption from each department. The auxiliary variable AUX 
groups the LOSTOT variables into class intervals of width three. 
The SPSS statement 
BREAKDOWN LPD TO XPD BY AUX 
46 
presents a brief statistical analysis of LPD, PPD, SPD, RPD and 
XPD for each value of AUX. Appendix 4 contains some examples of 
the results of this breakdown by DRG. 
The results indicate that the rate of resource consumption 
does not remain constant as LOSTOT changes; instead, as LOSTOT 
increases, the consumption per day tends to decrease over an in-
terval of values, then it tends to increase. For example, for 
DRG 14, the mean supply charge per day (SPD) is $260.85 for AUX=l 
(LOSTOT = 1, 2 and 3); this variable reaches a minimum value of 
$24.42 for AUX=4 (LOSTOT = 10, 11 and 12), and increases to $89.72 
for AUX=7 (LOSTOT = 19, 20, 21, ... ). This is the general pattern 
in each department for all of the DRG's. A mathematical model 
which approximates this behavior is of the form 
y 2 A - B x X + C x X 
where Y is the consumption (charges or costs) per day, X is the 
length of stay, and A, B and C are positive constants. 
As a consequence of this finding, a regression model was tested 
which incorporates the quadratic model. Intensive care stay (LOSICU) 
and regular care stay (LOSREG) were included in this analysis along 
with their sum (LOSTOT), since each one of these variables might 
have a different relationship to the amount of resources consumed. 
In equation form, the model is 
47 
Y A - Bl x LOSTOT + c1 x LOSTOT
2 
- B2 x LOSREG + c2 x LOSREG
2 
2 
- B3 x LOSICU + c3 x LOSICU 
The SPSS programming required for such an analysis is 
REGRESSION VARIABLES = LOSTOT LOSREG LOSICU LOS2 REG2 
ICU2 LAB PHARM SUPP RETHER XRAY/ 
STATISTICS = ALL/ 
DEPENDENT = LAB PHARM SUPP RETHER XRAY / 
STEPWISE = LOSTOT LOS2 LOSREG REG2 LOSICU ICU2 
Recall that LOS2, REG2 and ICU2 were computed as the squares of 
LOSTOT, LOSREG and LOSICU, respectively. 
An example of the results of the regression analyses are 
given in Appendix 5. Table 8 presents the coefficients of the 
equations along with their respective coefficients of determination 
(R2). 
The models to be used in the simulation are those with R2 
values which are greater than or equal to 0.55 (or correlation coef-
ficients greater than or equal to 0. 74). Some models cannot be 
accepted because the equation may produce negative resource consump-
tion values. These criteria for model selection resulted in 
seventeen regression equations which can be used to generate depart-
mental charges as a function of length of stay. The remai ning 
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eighteen departmental charges will be generated as independently 
distributed random variables. They will be generated from distri-
butions derived from observed frequencies, in a procedure similar 
to the one by which length of stay (LOSTOT) distributions were 
determined. The SPSS histograms for departmental charges were 
produced by the following code: 
FREQUENCIES VARIABLES = L to R/ 
HISTOGRAM= INCREMENT (200)/ 
STATISTICS = ALL 
FREQUENCIES VARIABLES = X/ 
HISTOGRAM= INCREMENT (100)/ 
STATISTICS = ALL 
The variables L, P, S, R and X are equivalent to LAB, PH.ARM, 
SUPP, RETHER, and XRAY with the exception that zero values are 
treated as missing (see Figure 5). The simulation will generate 
values accordingly. The histograms, as was the case for length of 
stay analysis, indicate a lognormal distribution. This is consis-
tent with the statement by Grimaldi and Micheletti that resource 
consumption distributions are generally "skewed righward" (1983). 
Therefore, the histograms for the log of the department charges 
were generated by the SPSS code: 
FREQUENCIES VARIABLES = LLAB f.PHARM LSUPP LRESP LXRAY/ 
HISTOGRAM= NORMAL INCREMENT (0.5)/ 
STATISTICS = ALL 
Appendix 6A and 6B contain the first and second set o his ograms · 
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It was hypothesized that the departmental charges were 
log-normally distributed. A chi-square goodness of fit test was 
performed on each of the variables. As was performed for LOSTOT, 
the variables which did not pass the chi-square test were assigned 
triangular distributions. A summary of the d.istribution type 
and parameters for department charges is in Table 9. Again, for 
generation by the distributions, the probability that the 
departmental charges equal zero (P[0J) was introduced. 
Application to Simulation 
The results of this analysis will be incorporated into the 
simulation by using a random number generator to produce logical 
branching along with lognormal and triangular distribution values 
for length of stay and resource consumption. One set of regression 
equations will relate the charges from five cost centers (lab, 
pharmacy, supplies, respiratory therapy and radiology) to the length 
of stay. The regression equations for total cost approximation 
will be used to estimate the total costs for a patient as a function 
of these cost centers, in conjunction with their cost-to-charge 
ratios. 
It is important to note that this simulation will reflect 
the data from only a three-month period. More data may be required 
to build a simulation which is more representative of the patient 
case mix that a hospital encounters throughout the year (due to 
seasonality of case mix). However, the purpose of this research 
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is to establish a methodology by which the model can be constructed 
with the analysis of any set of data.. The following chapter 
discusses this method in detail. 
CHAPTER V 
SIMULATION DESIGN AND APPLICATION 
Selection of Simulation Language 
Patient flow through a h~spital can be simulated with any 
of several languages which are presently available on the market. 
The General Purpose Simulation System (GPSS), SIMSCRIPT and 
Simulation Language for Alternative Modeling (SLAM) software 
packages are a few of the ones which provide for the maintenance 
of stochastic processes, generation of random variables and 
statistic collection. SLAM II was the language chosen for the 
simulation in this research (Pritsker and Pegden, 1979). Although 
the flow of simulation logic is unique to this software, the 
modeling principles which will be illustrated can be applied 
with any language. 
SLAM II is a FORTRAN-based language which incorporates network 
modeling with optional discrete-event modeling, which is coded 
directly with FORTRAN. The network portion displays certain events 
encountered by an entity, represented by nodes, and activities 
through which an entity passes, represented by arrows. Events 
include the creation or arrival of an entity to the system, its 
entrance into or exit from a queue, and its departure from the 
system. Typical activities include services performed for the 
54 
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entity and other time-dependent processes, as well as conditional 
branching to different events. The discrete-event portion provides 
for computation of detailed or complicated routines within special 
events for which the network's generalized event routines are 
insufficient. 
For this simulation, the initial network portion will model 
the arrival of patients to the hospital and the assignment of DRG's. 
The discrete-event section will then generate the length of stay 
and resource consumption data for each patient. This section is 
where the simulated policies are to be introduced, along with the 
routine to calculate the reimbursement to the hospital. Following 
this, the second network portion will collect statistics for cost 
and profit analysis. 
The Network Portion of the Model 
In this simulation, the SLAM network portion will be used to 
assign a DRG nmnber to an arriving patient and to collect statistics 
for each patient after the length of stay and resource consumption 
variables have been generated in the FORTRAN subroutine. The 
network is presented in Figure 9 and depicts the probabilistic 
branching required for assigning DRG's and collecting various 
statistics. The shapes and functions of the nodes are particularly 
designed for the SLAM software (Pritsker and Pegden, 1979). 
The first node on the left side of the network is the CREATE 
node. Patients are generated according to the parameters specified 
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57 
by this node. The parameters involved in this simulation are 
the interarrival time, the attribute mark number, and the maximum 
number of branches which can be taken upon completion of the 
CREATE routineo The attribute mark number designates the array 
position to be used to store the time of arrival. The SLAM array 
is named ATRIB, and can store up to 100 attributes for each entity 
which passes through the system. In this network, ATRIB(l) will 
be used to store the patient's time of arrival. The use of other 
array positions will be explained later. 
For the purposes of this research, the interarrival time was 
chosen to be fixed. Stochastic processes are not a factor in 
this simulation; however, they may be introduced after further 
development. The interarrival time can then be randomly generated 
from one of SLAM's random variable functions. There were 6,098 
patients which passed through the hospital in 1983. If the hospital 
forecasts their case load to increase by ten percent in 1984 (to 
6,708 patients), this corresponds to an average interarrival time 
of 0.0544 days. 
the network.) 
(This value appears above the CREATE node in 
Upon completion of the CREATE event, each patient is assigned 
a DRG code based on the actual 1983 case mix. The branches emanating 
from the CREATE node have associated probabilities which are equal 
to the observed proportions of the occurrence of each DRG in 1983. 
This is where forecasts of case-mix changes can be introd ced. 
For example, if the hospital expects a great influx of elderly 
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population into their community, the increased proportion of 
patients in particular DRG's can be reflected. 
After assignment of a DRG number, the EVENT node calls the 
FORTRAN discrete-event subroutine. This subroutine generates 
all of the length of stay and resource consumption values for each 
patient based on the results of the analysis of data. The ATRIB 
array position used for each variable in this subroutine is defined 
in Table 10. 
After returning from the discrete-event portion, statistics 
are collected separately for Medicare and non-Medicare patients. 
For Medicare patients, the outlier flag is collected for all 
patients and per DRG (the averaged value will be the percentage 
of outliers). Cost and profit statistics will also be collected. 
For non-Medicare patients, only cost and profit will be collected. 
(These sets of statistics will not be collected for DRG 999.) 
For all patients, departmental costs will be collected along with 
total cost and profit. 
The SLAM program code for the simulation is presented in 
Figure 10. The first three lines provide general information 
about the simulation, set limits on the number of entities attri-
butes in the system and define the time interval for the simulation 
(0-365 days). The statements for the nodes and arrows in the 
network follow. 
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TABLE 10 
ATRIB ARRAY POSITIONS FOR PATIENT ATTRIBUTES 
ATRIB Array 
Positions 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Description of Attribute 
(Variable Name in Parenthesis) 
Time of Arrival 
DRG code (1 through 7) (ID) 
Total Length of Stay (LOSTOT) 
Length of Stay in Regular Room (LOSREG) 
Length of Stay in ICU (LOSICU) 
Medicare Flag (0 = non-Medicare, 1 = Medicare) 
Outlier Flag (O = non-outlier, 1 outlier) 
Hospital's Total Cost (TCOST) 
Reimbursement to Hospital (PAY) 
Profit [ATRIB(9) - ATRIB(8)] 
Laboratory Cost 
Pharmacy Cost 
Supply Cost 
Respiratory Therapy Cost 
Radiology Cost 
60 
The function of the SLAM network is to "create" patients, 
assign a DRG to each one, and collect statistics for performance 
evaluation. The actual cost generation and application of 
management policies is performed in the discrete-event subroutine. 
I GEN 1 To ATKl~S,PATIENTS,7/29/94; •Q ACT 10 oALL; 
2 LIM, I , I 5, 50; 50 ,,.FD• C0LCT 1 ATRl8(7t,M OvTLtER 210; 
.J INlT,0.,365.; 51 ~gt~~:~~:~:~~~l~~~o~~~t 210 1'4EO; 
" 
NETwORt<; 52 210 HEO; 
'S cRe•re,.os••,,1,,1; 5J ACT,, ,ALL; 6 •CTIVITY,,0.0096,NI•; 54 "'eos COLCf 1AfRl8( 1l 1M OUTL I EA 2•.J; 7 ACTIVITY,,O.Ol391Nl27; 55 COLCT1ATRIO(ttl 0 AVG COST 24.J "'co; e ACTIVITY 1 ,0.0044 0 Nl•6i ";6 COLC T 1 /4 TR I tH I 0 I 1 PROF Ir 2•3 MEOi Q ACTIVITY,,o.oo•3,N2l0i 51 •CT,,, ALL; 
lO ACTlVITY,,0.0235,N?.4.J< 5~ .. E06 CflLCT 0 ATRl8( J'l ,M OUTL IF.Cl .. b,.; ll ACTIVITY 10 0e0l 101N•68i SQ ~gt~~:~~:~:~T~\~~~o~~~T 46d ~eo: 12 ACTlVlTY,,O.Q3Jl 0 N999; 60 •66 -..eo: 
13 Nl411 ASSIGN 0 ATRIB(2l=l•o 61 ACT, 1 1 ALL; l 4 ACT,, t SUB i 62 NO,.OCR GOON; 
15 .... 127 ASSIGN 0 ATRl8(21=2.i 6.J ACT, t A~ f D ( 2 I • EQ • t • t NM() t ; 
16 ACT,, ,sue; 64 ACT 11 ATAIS(2l.EQ.201NH02; ,., Nl•8 ASSIGN,ATRIBl21=3.i 65 ACT11ATR16(21.EQ.J.,NMO.Ji 
te ACT,, ,sue; 66 ACT, ,ATRl0(21.ea.•.,NMO•; 
19 N2t0 ASSIGN,ATRl8(21=4•i 67 ACT,,ATRIR(21.ea.s.,NMOS; 
20 ACT,, ,sue: 68 ACT, 0 ATRIOC2loEQo6. 0 NMU6i 21 N243 ASSIGN,ATRIBC21=5.i 69 ACT 11 ATRIBl2).EQ.7.,ALL; 22 ACT,,, sue; 70 N"'Ol ~gt~~:~~:~g~T~\~~~o~~~r , ... 2.J N466 ASSIGN,ATRIB(21:6.; 1\ , ... 
24 ACT 1 1, SUF.1; 72 ACT 1 t t ALL; 
25 NQ9Q ASSIGN,ATRl8(21=7•i 73 NM02 ~gt~~::~::::t~l~~~O~~~T tz7; 26 sue EVENT,l1L; 74 121; 
27 ACT t , A TR 18 ( 2 I • EQ. 0 •,OUT i 7'5 ACT 1, 1 ALL; 
28 ACT, 1 ATRI0 ( 6 I• EQ • 0. , NOMOCR i 76 NMU3 ~gt~~::~:~:~i~i:~~~~~T l•8: 2Q ACT , 1 AT RIB 16 I • E Q • l • i .,., l46i 
.JO COLCT,ATRIB(7) 0 MEOICARE OUTLIER; 16 ACT 1, 0 ALLe 
3 \ AC T 1 t A TR I 6 ( 2 I • E Q • I • , ME 0 l i 7q N~04 ~gt~~::~:::::Jr::~a~~fT 2109 12 ACT, , A TR I U ( 2 I. EQ • 2 • 1ME02; '\O 2&0; 
.}) ACT •• A TR [ e ( 2 I • e Q • .} • I !'o!E 0 3 ; 151 ACT,,, ALLi 
J4 ACT, 0 ATR1Bl2).EQ.4.,ME04i 82 N,..OS ~gt~i::~~:=~~~,~~~o~?~' 2411.Ji 35 ACT, 1ATRIBl2l•EQ.5.,MEOS; 'iJ 243; 
36 ACT 11 ATRl8(2).EQ.6.,ME06e •:H ACT,, t ALL; 
37 ACT11AfRl0(2).EQ.7.,ALL; "'5 N.-06 ~gt~~::~~:::~J;~~~o;~~r .. :~~; 3e MEOl COLCT 1ATRIBITl1M OUTLIER 14; 66 
JQ COLCT,ATRl8(8) 1AVG casr 14 ... eo; !:H ALL COLCT,j!>fR[B(lll 0 LAO COST; 
40 COLCT,ATRIB(IOl,PROFIT 14 MEO; dli COLC T, A TR 18( 12 I, PllAR"IACY cosr: 
4 I ACT,,, ALL i 'i9 COLCT 0 ATRIB(lll,SUPPLY COST; 
.. 2 ME:02 COL C T , "'TR l Ii ( 7 I , M OUTLIER 127: ?O COLCT1ATRIBC 141,RESP THER COS Ti 
4 .J COLCT 0 AfRIS(8) ,AVG COST 12 7 MEO; QI COLCT,AfRIB(IS),XRAY cosT; 
.. 4 COLCT 0 ATRIB(lOl,PRQF(T 127 MEOi Q2 COLCT 1 ATRIB(Al 0 AVERAGE cosr; 
•S ACT t t, ALL; '13 c OL c f • Ar q I e ( l 0 I ' PR OF I T ; 
46 Mf03 COLCT,ATRl8l 71 0 M OUTLIER l48: ")4 OUT TEQM(NAff; 
47 COLCT1ATRI0(8)1AVG COST &48 "'EOi ~~ ENO; 
48 COLCT,ATRl8(10) 0 PROFIT t 46 MEO; ..,,, FIN; 
Fig. 10. SLAM program listing for patient simulation. 
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The Discrete-Event Portion of the Model 
This FORTRAN subroutine is the heart of the patient flow 
model. All of the results of the data analysis are incorporated 
with this routine to generate length of stay, resource consump-
tion and total cost for each patient. The results of the data 
analysis are assigned to the following array variables: 
XLOS (7, 8) Length of stay parameters for each DRG 
RESCON (7 ,5, 6) Resource consumption parameters for each 
DRG by department. Includes regression 
coefficients and lognormal and triangular 
distribution parameters. 
TCHARG(7,6) Total charge regression equation coefficients 
(from Table 6) 
TCOST(7,6) Total cost regression equation coefficients 
(from Table 7) 
The positions within XLOS(ID,J) are defined as follows (ID is 
the DRG slot and ranges from 1 to 7): 
Cell 
Number (J) 
1 
2 
3 
4 
5 
Description of Contents 
If this value equals zero, it indicates that a 
lognormal distribution will be used to generate 
LOSTOT. Otherwise, a triangular distribution will 
be used and the cell contains the maximum value 
parameter for the triangular distribution. 
For a lognormal distribution, the theoretical mean 
of LOSTOT; for a triangular distribution, the mode 
parameter. 
For a lognormal distribution, the standard deviation 
of LOSTOT; for a triangular distribution, the 
minimum value parameter. 
The expected probability that PGTICU equals zero. 
The expected probability that PCTICU equals one. 
6 
7 
8 
62 
The Illlnimum value parameter of the triangular 
distribution for PCTICU. 
The node parameter of the PCTICU triangular 
distribution. 
The maximum value parameter of the PCTICU 
triangular distribution. 
The coefficients of LOSTOT in the departmental charge regression 
equations derived in Chapter IV (see Table 7) were combined with 
those of LOSREG and LOSICU, since LOSTOT = LOSREG + LOSICU. The 
results are equations with five independent variables, which take 
the form: 
CHARGE = co + cl x LOSREG + c2 x LOSICU 
+ c 3 x LOSREG
2 + c4 x LOSICU
2 + c5 x LOSTOT
2 
where the C . 's are the regression coefficients. These equations 
1 
will be included in the array RESCON (ID,JDEP,K). The positions 
within RESCON (ID,JDEP,K) are defined as follows (JDEP is the 
department number, and ranges from 1 to 6). 
Cell 
Number (K) 
1 
2 
3 
Description of Contents 
If this value is zero, it indicates that a 
distribution (lognormal or triangular) will be used 
to generate charges from the designated department. 
Otherwise, a regression equation will be used and 
the cell contains the constant (C ) of the equation. 
0 
Coefficient c1 if regression equation is being used; for distribution generation, the expected proba-
bility that the departmental charges equal zero. 
For regression, coefficient c 2; for generation by distribution, this cell contains the distribution 
type flag(~ for lognormal, 1 for triangular). 
4 
5 
6 
63 
Coefficient c3 of regression equation; theoretical 
mean for lognormal distribution; or minimum value 
parameter for triangular distribution. 
Coefficient c4 of regression equation; standard deviation for lognormal distribution; or mode 
parameter for triangular distribution. 
Coefficient c5 of regression equation; or maximum parameter for triangular distribution; (not appli-
cable for lognormal distribution). 
The TCOST array contains the coefficients of the total cost 
regression equations (Table 7) · The coefficients are arranged 
sequentially (i.e., C
0 
is assigned to cell 1, c1 assigned to cell 
2, etc.). Likewise, the TCHARG array contains the total charge 
regression coefficients from Table 6. 
Several other variables are required for a complete model of 
patient resource consumption. These are defined as follows: 
PMEDCR(ID): 
CRATlO(JDEP): 
CPXRAY: 
The expected proportion of Medicare patients 
for each DRG. The proportions observed from 
1983 data will be used as estimates. Table 
11 presents these proportions. 
The cost-to-charge ratio for each department. 
These actual ratios from a three-month 
period are presented in Table 12. 
The uni_t charge of one x-ray in dollars (the 
radiology charge generated in the model will 
be rounded to the nearest unit charge). 
Variables pertinent to the computation of reimbursement to the 
hospital are: 
PARATE(ID): The pre-determined Medicare reimbursement 
amount for each DRG, in dollars (not appli-
cable for DRG 999). These amounts are given 
in Table 13. 
DRG 
14 
127 
148 
210 
243 
468 
999 
Total 
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TABLE 11 
MEDICARE PATIENTS PER DRG, 1983 
Number of Number of Proportion of Patients, Medicare 
1983 Patients Medicare Patients 
60 52 0.87 
85 63 0.74 
27 19 0.70 
26 22 0.85 
143 44 0.31 
67 25 0.37 
5690 1150 0.20 
6098 1375 0.23 
TABLE 12 
OBSERVED COST-TO-CHARGE RATIOS FOR COST CENTERS 
INCLUDED IN THE MODEL (JANUARY-MARCH, 1984) 
Cost Center 
Laboratory 
Pharmacy 
Supplies 
Respiratory Therapy 
Radiology 
Cost-To-Charge Ratio 
0.713 
0.391 
0.518 
0.447 
0.653 
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TABLE 13 
1983-84 MEDICARE PAYMENT RATES AND OUTLIER 
PARAMETERS FOR FLORIDA URBAN HOSPITALS 
National 
DRG Payment Rate Trim Point Average ($) (Days) Length of 
Stay (Days) 
14 3558.95 30 9.9 
127 2738.34 28 7.8 
148 6707.21 37 17.0 
210 5481.16 38 17.8 
243 1986.67 28 7.5 
468 5534.83 31 11.2 
999 2887.26* N .A. N. A. 
* Estimated average rate for all DRG's other than 14, 127, 148 
243 and 468. 
AVGLOS(ID): 
LTRIMP (ID): 
PAYEXP: 
OUTLIR: 
Medicare's average length of stay for each 
DRG, used for outlier payment calculation. 
Table 12 presents these values. 
Medicare's "trim point", or outlier threshold 
limit for each DRG. Patients whose length 
of stay exceeds this value are considered 
outliers. These limits are presented in 
Table 12. 
Expected proportion of payment received from 
non-Medicare patients. The proportion 
observed from the data for this research was 
90%. 
Expected proportion of outliers, all Medicare 
parients. Johnson and Appel report that this 
value is approximately 4.5% (1983). This 
porportion will be used to generate outliers 
for DRG 999. 
OTLP.AY: 
CLMTOL: 
PCRATE: 
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Expected ratio of Medicare reimbursement 
received to the cost of treatment for out-
liers. Johnson and Appel (1983) state that 
Medicare "will pay no more than 30%-40% of 
total outlier cost". Therefore, this ratio 
was chosen to be equal to 40%. This will be 
used to compute an estimated reimbursement 
for all Medicare outliers in DRG 999. 
Medicare's cost outlier threshold. Any 
patient whose accumulated charges exceed 
this amount is also considered an outlier. 
For Florida urban hospitals, this amount 
if $11,900. 
Percentage of the DRG reimbursement rate 
in effect. For 1983-84, Medicare will 
reimburse hospitals 25% of the DRG rate plus 
75% of the traditional charge-based reimburse-
ment. 
For the following fiscal years, this weighted payment will change 
until 100% DRG reimbursement is in effect. For this simulation, 
PCRATE = 25%. 
Initial test runs of the simulation revealed that the departmental 
charge regression equations were valid for only a certain range of 
length of stay values. Specifically, when a patient's length of 
stay exceeded the maximum length of stay from the three-month data 
base, or fell below the minimum observed value, extremely large 
or even negative charges were frequently generated. Therefore, an 
algorithm was developed to produce realistic results. In cases 
where the generated charges fell outside the observed range of 
charges, the following linear approximation was substituted for 
the regression model: 
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CHARGE(JEDP) = LOSTOT x (CHGMAX(ID,JDEP)/LOSMAX(ID)) 
where: 
CHGMAX(ID,JDEP) the maximum observed charge from 
department JDEP for DRG ID 
LOSMAX(ID) = the maximum observed length of stay for 
DRG ID. (Note that this does not necessarily 
correspond to the maximum charges from each 
department.) 
Also, CHGMIN(ID,JDEP) is defined as the minimum observed 
charge from department JDEP for DRG ID. Although the effectiveness 
of this algorithm has not been measured, it will provide a viable 
approximation for department charges. In theory, the maximum length 
of stay from several patient samples correlates reasonably well 
with maximum departmental charges from those samples. In any case, 
the proportional relationship of charges to length of stay will be 
incorporated in this algorithm. Furthermore, the number of cases 
for which this algorithm will be used should be relatively small. 
The values for the arrays used in the algorithm are given in Table 
14. 
All of the variables defined to this point are read into the 
simulation by the SLAM subroutine named INTLC. The listing of 
this routine is given in Figure 11. The data is read in free for-
mat from records which are appended to the SLAM network statements. 
The common block labeled UCOMl will also be used by the discrete-
event subroutine (EVENT) to receive the values read in INTLC. 
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S U BR OUT l NE IN TLC 
COMMON/SCOMl/ ATR(B(lOO),DO(lOO),OOL(l00) 1 0TNOw 1 11 1 MFA , MS TOP , NCLNRR l,NCROR,NPRNT,NNRUN,NNSET,NTAPE,SS( 100) 1 SSL(IOO),TN F XT 1 TNOW , XX (l0 0 }) CO~MON/UCOMl/ PMEDCR(71,PARATE(71,AVGLOSC7),LTRlMP(7)tX LOS (7, 8 ) 
2SCON(7,5,6),CRATl0(5),TCOST(7,ul,TCHARG (7,6),NDRG,NDEPT ,cPX RA V, P AV 
3EXP,OUTLIR,OTLPAY,CLMTOL,PCRAT E ,LO S MAX( 7 ) 1 CHGMIN(7, 5 ) 1 CHG ~A X ( 7,5 ) NOEPT=S 
NORG=7 
CPXRAY=4<J.OO 
OUTLIR=0.045 
OTLPAY=0.40 
CLMTOL=ll900.00 
PAYEXP=0.90 
PCRATE=0.25 
NOP l = N DE P T + 1 
NOP 7 =NDEPT + 7 
DO l 0 I= 1 1 NORG 
READ(51¢) PMEDCR( I) 
RE AO ( 5 1 * ) PAR ATE ( l ) 
READ(5 1 ¢) AVGLOS( [) 
READ(S,¢) LTRIMP( I) 
RE A 0 ( 5 , :Q: ) L 0 SM AX ( I ) 
READ(S,¢) (XLOS(t,J),J = l,8) 
10 CONTINUE 
00 20 J= 1, NUEPT 
PEAD(S,*) CRAT[O(JI 
DO 20 I=t,NDRG 
READ(5,¢) (R E SCON( l ,J,K) tK=l 1 6) 
20 CONTINUE 
00 30 l = l I NORG 
REAO(S,*) ( TCOST( I ,J) 1J=l 1NOPl) 
.)Q CONTINUE 
DO 3 5 I = l t NORG 
REAO(S,*) (TCHARG( I,J) ,J=l ,NOPl ) 
35 CONTlNUE 
00 40 1=1 ,NORG 
REAO(S,*) (CHGMlN( I 1J)1J=l ,NDE PT) 
RE AO ( 5, *) ( CHGMAX (I 1 J) t J= t ,NOE PT) 
40 CONT[NUE 
RE TURN 
ENO 
Fig. 11. SLAM initialization subrout ine INTLC. 
A functional flowchar t o f s ubroutine EVENT is presented in 
Figure 12. The flowchart illustrates the l ogical process of length 
of stay and resource consumption generation , as well as the reim-
bursement scheme . Also , it indicates the placement of certain 
management polic i es at par t icular s tag e s of t he program. The program 
listing o f subrou t ine EVENT i s s h own in Appendix 7. Note that the 
Apply patient 
referral policie• 
Set ro - ATRIB(2) 
(DRG Number) 
Generate L.o.s. from 
lognol:lllAl or 
triangular diatbn. 
Apply length of stay 1---------1 
altering policies 
Apply resource 
conauaption control 
policies 
Generate PCTICU from 
appropriate triangular 
distribution 
ATRIB(J) • LOSTOT 
ATRIB(4) • LOSREG 
ATRIB(5) • LOSICU 
Generate departmental 
charges from : 
1. Regression equation 
2. Lognorma.l distribution 
or 3. Triangular distribution 
Compute depart111ental costs 
• cost-to-charge ratio x charge 
Set departmental costs : 
ATRIB(ll) • Lab cost 
ATRIB(l2) • Pharmacy cost 
ATRIB(l3) • Supply cost 
ATRIB(l4) • Respiratory 
therapy coat 
ATRIB(l5) • Radiology cost 
70 
Approximate total coat 
from regreaaion equation . 
Set ATRIB(8)•total coat 
Deteraaine payment clase 
(Medicare. or non-Medicare) 
based on observed proportion 
PAY • PAMTE(tD) 
(Medicare 
reimbursement rate) 
Check for L.O.S.outlier, 
adjust pay accordingly 
Check for cost outlier, 
adjust pay accordingly 
Compute Medicare 
reimbursement for 
particular fiscal year 
Compute expected 
reimbure 11>ent 
baaed on obeerved 
ratio of to t al 
reimbursement 
to total charges 
ATRIB(9} • reimbursement 
ATRIS(lO} • profit 
Fig. 12. Functional flowchart for subroutine EVENT. 
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maximum reasonable length of stay for any patient was set equal to 
60 days. Any generated L.O.S. value which exceeds this is discarded. 
Verification and Initial Validation of the Model 
The results of the simulation with no policies interjected are 
presented in Figure 13. For initial verification, the percentage 
of patients and proportion of Medicare patients in each DRG was 
calculated, and the results are given in Table 15. Over the 365-
day interval, 6718 patients passed through the system (6708 were 
expected) and 1536, or 22.8%, of them were Medicare patients (the 
expected value was 23.0%). 5.6% of the Medicare patients were 
outliers (4.5% was expected). The average, minimum and maximum 
department costs are within reason. These results indicate that 
the model is mathematically and logically sound. 
DRG 
14 
127 
148 
210 
243 
468 
999 
Total 
TABLE 15 
CASE-MIX AND PROPORTION OF MEDICARE PATIENTS 
~ROM SIMULATION WITH NO POLICIES INTRODUCED 
(Actual 1983 Values in Parenthesis, Where Applicable) 
Number of Number of Percentage of 
Non-Medicare Medicare Outliers 
Patients Patients (Medicare Patients 
10 (8) 65 (52) 15.4 
23 (22) 77 (63) o.o 
11 (8) 21 (19) 42.9 
4 (4) 31 (22) 1.0 
109 (99) 53 (44) 0.4 
55 (42) 21 (25) 0.0 
4970 (4540) 1268 ( ll50) -
5723 (5182) 1536 (13 75) 5.6 
Only2 
'4EOICARE OUTLIER 
M OUTL IF.A l 4 
AVG COST l 4 ,.f:O 
PROF ( T I• MfO 
"" OUTLlER 127 
AVG COST 127 .. ED 
PQOF I T I 2 1 ME 0 
M OUTLIER 148 
AVG COST &•6 MEO 
PQOF IT 148 MEO 
"'OUTLlER 210 
AVG cnsT 2l0 MEO 
PRQF(T 210 "'ED 
.. OUTLIER 243 
AVG COST 243 MEO 
PROF t T 243 MEO 
"' OUTLIER 468 
AVG COST 466 "'ED 
PPOF r T 468 1'4€0 
AVG COST 14 
PROFIT 14 
AVG COST 127 
PRUFr T 127 
AVG COST 1•8 
PQOF IT l48 
AVG ccsr 210 
PROFIT 210 
AVG COST 243 
PQOFIT ;:>43 
AVG COST 46A 
PPOFIT 468 
LAA COST 
Pt-iAQMACY COST 
SUPPLY COST 
RESP THEA COST 
ICRAY COST 
AVEPAGE COST 
PQOFIT 
"'EAN 
VALUE 
0 .5664E-O l 
O.t538E•OO 
0.1766E•O• 
0.44R6E•04 
o.ooooe•oo 
O.Q619E•OJ 
0.2SQ7E+04 
0.4286E+OO 
o.S6A6E+04 
Oo602QE+04 
O.Q677E-Ol 
0.2735E+04 
o.S426E+04 
0.3774E-Ol 
0. 74 78E•OJ 
0.8576€•03 
o.ooooe:•oo 
O.l48lE+04 
0. J638E+04 
0. 1260€+04 
O • .JQ92E+04 
O .QJ46E+03 
0.23QIE+04 
o.S685E+04 
o.5685E+04 
0.2476€+04 
o.5o98E•04 
Oo75Q4E•OJ 
0.566QE+O 1 
0 o l 405E +04 
0.2786€•04 
0.2452E+OJ 
0.1924E+OJ 
o.209ee:+o.J 
O.l485E•OJ 
0.985QE+02 
0 .1 38QE+04 
Oo944lE•03 
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S L A M SUMMARY 
SIMULATION PROJECT PATIENTS 
DATE 7/2Q/lQ84 
CURRENT TIME 0.3650€+03 
HY T,. 4TKINS 
STATISTICAL AQHAYS CLEARED AT TIME O.OOOOE+OO 
OOSTATISTICS FOR VARIAALES MASEO ON OBSERVATIONOO 
STANDARD 
DEVIATION 
0.2312€•00 
0. 3b36E •00 
O. l 4 l 8E+04 
0.4204€+04 
o.ooooE•oo 
0.4627E+O.J 
Oo990JE+03 
Oo507lE•OO 
O.l7.l2E+04 
Oo2670E+04 
O.J005E•OO 
o.5753E•03 
O.ll78E•04 
Ool924E+OO 
o.4436E•Ol 
o.s549E•O.l 
o.ooooE+oo 
0.6477€+0.J 
O.l433E+04 
0.9A86E+03 
0.254 3E+04 
0.4794€+03 
Ool269E+04 
O.l830E+04 
0.2677E•04 
0.4340E+OJ 
0. t09 lE+04 
o.•536E•03 
0.5132E•03 
Oo4524E•O.J 
0.1292E+04 
o. l 76SE +O l 
o.2857E+03 
0.2784E•O.l 
0.4534€•03 
o.&677E+02 
O. l075E +04 
0.1083£•04 
COE FF. OF 
VARIATION 
0.40R2E+OI 
0. 2363£ •Ol 
0.6032E•OO 
o.9371£•00 
Oo99Q9E+04 
Oo4916E+OO 
0.3R13E•OO 
Ooll83E•Ol 
0.3046E•OO 
0.4429€•00 
0.3106E•Ot 
o.2103e:+oo 
0.2t72E•OO 
0.5098€•01 
0.5932E•OO 
0.6471E+OO 
O.Q999E•04 
0.4)74E+OO 
o. )940€•00 
o.7844E•OO 
0.6369€+00 
O.Sl29E•OO 
o.5307E+OO 
0.32l8E+OO 
0.5061€+00 
O.l752E+OO 
0.2140€+00 
0.5973£•00 
0.9020€•00 
0.3219€+00 
0.4638£•00 
0.7t99E•OO 
0.1465t:::+Ol 
O. t327E•OI 
0. 3052€. 0 l 
o.9ao2e:.oo 
o.7743£•00 
O.tl47E•Ot 
MINtMU!of 
VALUE 
o.ooooE•oo 
O.OOOOE•OO 
0.4277E"+03 
o.3872E•Ol 
O.OOOOE•OO 
0.4217€•0.l 
0. l 4 36€ +04 
o.ooooe•oo 
0.3t95E+04 
0.1493€+04 
o.ooooe+oo 
Oold34E+04 
o. 3680f •04 
o.ooooe•oo 
0.3611£•03 
-0.3SA7E•03 
o.ooooe:+oo 
Ood427E+O.J 
0.2226£•04 
0.46lOE•O.J 
0.1072€+04 
0.43!'>7E+03 
o.t004E•04 
o.3o60E•04 
0.1690E•04 
0.2075€•04 
O. 3 7 t 6E +04 
0.4177E•03 
O.l565E•OJ 
0. 84 27£+03 
Ooll79E•04 
0.1534£•02 
Oo2245Et0l 
O.l269E+02 
o.ooooe:•oo 
o.ooooE+Oo 
Ooll\11€+03 
-0.3S87E•03 
MAX ( .. UM 
VALUE 
O.lOOOE•Ol 
o.1000E•Ot 
0.7825€•0• 
0.2755€•05 
o.ooooe•oo 
0.2 ... 66€•04 
0.5967E+04 
OolOOOE+Ol 
0.8840€•04 
O.llJIE+OS 
o.1oooe+o1 
0.401ftE•04 
0.769t'IE•04 
o.tOOOE+OI 
0.301'lE•04 
Oe4240E•04 
o.ooooE+oo 
0.2794;JE+04 
0.6556€•04 
0.3577€•04 
0.8660€•04 
0.2.JttQE•O'I 
0.6J02E•OCi 
0. 9.16 3E •04 
0.112•E•05 
0.3015€•04 
o.6220E•04 
0.3235€•04 
0.30l7E+04 
o.2614E+04 
0.6236F.:+04 
0.2476E+04 
o.454qe:•04 
o.2391e•o• 
0.1262E•OS 
Oe I l20E•04 
0.1624€+05 
o.2755E•os 
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Fig. 13. 
introduced. 
Summarized results of simulation with no policies 
Thorough validation of the model is not possible at this stage 
of research. This is due to the fact that there is little informa 
tion available from the hospital which would be useful for model 
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validation. However, some validation can be accomplished with 
the information that is at hand. 
1be departmental costs can also be validated to a certain 
degree. To accomplish this, the new charge data were converted to 
costs by the cost-to-charge ratios and compared with the simulated 
costs. Table 16 shows this comparison. 
TABLE 16 
COMPARISON OF SIMULATED AVERAGE DEPARTMENTAL 
COSTS AND ACTUAL COSTS 
Actual Simulated 
Department Average Cost Average Cost 
($) ($) 
Lab 247.0 245.2 
Pharmacy 184.6 192.4 
Supplies 178.4 209.8 
Respiratory Therapy 123.7 148.5 
Radiology 98.9 98.6 
Error 
(%) 
0.7 
4.2 
17.6 
20.0 
0.3 
The reason for the large over-approximation in the supply and 
respiratory therapy departments is that the distributions used in 
this generation are not representative of actual data. First, 
the triangular distributions which were used were based on a 
small amount of data, which in a few cases contained an extremely 
high maximum. The mean of the distribution, then, was much larger 
than that of the data. For example, for DRG 148, the actual mean 
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non-zero respiratory therapy cost was $841.30, and the maximum 
value was $4173.00. The costs generated from the particular 
triangular distribution in this department and DRG resulted in a 
mean value of $1307. 
Second, the mean values for the log-normal distributions 
were transformed from the parameters of the logged data; and in 
some cases, this mean was quite different from the actual mean. 
For example, for DRG 999, the actual mean non-zero respiratory 
therapy cost was $194.60. The mean which was transformed from 
the logged data was $258.10. The latter value was used to generate 
costs in the simulation, since it was the result of the positive 
chi-square test. 
It is believed that a larger data base would decrease the 
magnitude of errors in the simulated costs, for two reasons: the 
use of more data could possibly eliminate the need for triangular 
distributions, since there would be enough data points to attempt 
to fit a log normal distribution to the data; and more data 
would result in a more stable transformation between the parameters 
of the actual data and their logged values in cases for which a 
log-normal distribution would be used. 
To further validate the model, the costs per DRG were compared. 
Table 17 presents the comparison, which indicates a very accurate 
model for most DRG's. The large errors can be attributed primar·ly 
to the following facts: DRG's number 148 and 468 were analyzed 
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with only eight and seven data points, respectively. The value of 
regression equations derived from this quantity of data is 
questionable and the average cost generated for DRG 148 tends to 
support this. 
Second, the data for the miscellaneous category 999 is 
evidently not as statistically similar as data which is segregated 
by DRG. However, the inclusion of more DRG's for particular 
analysis will result in fewer DRG's incorporated into the miscel-
laneous category. It is believed that this will tend to cause the 
category to have more statistically similar data. The inaccuracy 
which appears in the simulation results strengtthens the need for 
a larger data base. 
DRG 
14 
127 
148 
210 
243 
468 
999 
TABLE 17 
COMPARISON OF THE AVERAGE 
COST PER PATIENT BY DRG 
Actual Simulated 
Average Cost Average Cost 
($) ($) 
169 8. 6 1699. 
996.0 971.0 
4336.8 5687. 
2673.5 2706. 
693.3 755.6 
1489.6 1426. 
1180. 7 1379. 
Error 
(%) 
o.o 
2.5 
31.1 
1. 2 
8.5 
4.3 
16.7 
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Interjection of Policies and Forecasts 
This simulation is capable of predicting the effects of many 
types of alterations to the system. One alteration has already 
been introduced, namely, the forecasted increase in patient load. 
For the purposes of illustration, two management policies will 
be introduced. The first policy is that of decreasing the costs 
incurred in the radiology department by ten percent. The FORTRAN 
code that is inserted immediately following the department cost 
calculation is: 
I .F (J. NE. S) GO TO 100 
ATRIB(K)=.90*ATRIB(K) 
100 CONTINUE 
The summary report from the simulation is given in Figure 14. 
The total profit is $6.344 million ($944.40 x 6718). With no 
policy, the profit was $6.342 million. The simulation indicates 
that a ten percent increase in efficiency for the radiology department 
would result in a net gain on the order of $2000. 
The second policy is that of extending the length of stay of 
patients whose stay approaches the outlier trim point. This 
policy would be attempted under the assumption that outliers 
(Medicare and non-Medicare combined) are profitable to hospitals. 
The patient's length of stay will be extended by two days if the 
length of stay is within two days of the trim point. This poli cy 
r1 
is simulated by the following code in subroutine EVENT (the code 
is inserted immediately after length of stay is generated) 
LOSDIF=LOS-LTRIMP(ID) 
IF(LOSDIF.GT.-2) LOS=LOS+2 
•ffOIC4QE OUTLIER 
"4 OUTLIER 14 
AVG COST 14 MED 
PROFIT 14 MF.0 
"'0lJTLIF.R 127 
AVG COST 127 WED 
PWOF I T I 2 7 ME l> 
"4 t)UTL IFR 148 
AVG COST 14A MEO 
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14. Sunnnary report of simulation with radiology 
increase. 
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The summary report of this simulation is in Figure 15. The total 
profit is $6.395 million. Compared to the profit with no policy, 
indications are that this policy would be desirable if it could 
be practically enforced. 
These two examples illustrate how simulation can be a viable 
tool in the selection and enforcement of certain hospital manage-
ment strategies, as well as predicting results of forecasts for 
planning purposes. Although this research is not comprehensive 
in its scope, it is believed that further investigation in this 
area will produce a lasting contribution which could help to 
support hospital administrators' planning and decision making. 
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Fig. 15. Summary report of simulation with a length of 
stay extension policy. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
This research has demonstrated a method by which simulation 
can be used to assist hospital managers in decision making and 
financial planning. The DRG grouping system segregates patients 
into meaningful categories for statistical analysis. Historical 
records of length of stay and resource consumption were used to 
construct mathematical models and distributions to simulate the 
financial process of health care delivery. Linear regression 
models were particularly useful to estimate a patient's resource 
consumption per cost center as a function of length of stay, and 
to estimate total resource consumption as a function of the usage 
from only a few cost centers. Length of stay data, as well as 
resource consumption data which could not be modeled with regression, 
were fitted to lognormal and triangular distributions. An accurate 
and easily embellished simulation was built with the results of 
this data analysis. 
It is concluded that the three types of mathematical models 
implemented in this simulation (the lognormal distribution, the 
triangular distribution and regression equations) are sufficient 
for a complete and accurate generation of patient attributes. Th 
SLAM simulation language provides lognormal and triangular random 
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variable generators, along with built-in routines for simulating 
patient arrival and statistics collection for performance evalua-
tion. The SLAM language is primarily reconunended, however, for 
its flexibility with respect to the interjection of simulated 
policies within the FORTRAN subroutine EVENT. The logic of a 
policy can be simply represented with FORTRAN, which is a common 
progranrrning language. 
For further research, it is recommended that a larger data 
base be used for the determination of regression equations and 
distribution types. At least one year's worth of data (preferably 
two) should be collected for a statistically sound analysis. Most 
large hospitals presently have direct access to the data from 
data centers. Also, a greater number of DRG's should be selected 
for in-depth analysis. If more DRG's are included, there will be 
a fewer number incorporated into the miscellaneous "other" category 
(DRG 999). This miscellaneous category will then tend to exhibit 
a greater degree of statistical stability. For even more stability, 
it is reconnnended that a separate statistical analysis be performed 
for Medicare and non-Medicare patients. 
Many policies and forecasts other than the ones mentioned in 
this research can be simulated. A list of suggested forecasts and 
policies follows: 
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Forecasts: 
1. Total patient population 
2. Case-mix changes (population by DRG) 
3. Changes in departmental cost-to-charge ratios due to 
efficiency gains or losses 
Policies: 
1. Length of stay alternatives 
2. Resource consumption constraints per department 
3. Patient referral policies 
4. Increased charges per department 
It is believed that the application of the simulation technique 
developed in this research would benefit hospitals as administrators 
begin to exercise control under the dispensation of prospective 
payment. This technique provides a way to predict the financial 
results of several projected changes to a particular hospital's 
health care delivery process. Managers can use this in medium and 
long-range planning and to test the effectiveness of hypothetical 
strategies. With a fixed reimbursement mechanism> tools such as 
this ~ill become increasingly desirable in an effort to contain the 
cost of health care. 
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···-····· 
•••••••••• 
··-······ I. ... + .... I .... + .... ~ .... + . ... ~. 
0 AisTOQRAM FREQUENCY 
. + ,. 
D ERR 2 :510 MEDIAN ST 7 ' 100 VARIANCE STD DEV 1· 969 SKEWNESS 9 E KURT 20: 000 MINIMUM ~~QE 13:5. 000 
MISSINO CASES 0 
. 1 .... +. 
4 
14. :WO 
:I0 . 411 
• 9:54 
9 . 000 
2!5 AUO 84 
11: 1 :5: 39 
DRQ: 210 
LOS TOT 
87 
STATISTICAL ANALYSIS OF BILLINQ DATA FOR SELECTED DROS 
Univ•rait~ o~ Centr•l Florid• IBM 4341-12 VM/SP3 CMS 
VALID CUM 
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT 
COUNT 
1 
0 
0 
1 
2 
2 
1 
3 
3 
0 
0 
1 
0 
l 
MEAN 
MOOE 
KURTOSIS 
S E SKEW 
MAXIMUM 
VALID CASES 
25 AUO 84 
11: 1:5: 40 
ORO: 243 
LOS TOT 
MIDPOINT 
6.00 
8.00 
10.00 
12. 00 
14. 00 
16.00 
18. 00 
20.00 
22. 00 
24. 00 
26. 00 
28. 00 
30.00 
32. 00 
18. 400 
19.000 
. 928 
. :580 
32.000 
!5.00 1 6.7 6.7 6 . 7 
12.00 l 6.7 6 . 7 13. 3 
13.00 1 6.7 6.7 20. 0 
14.00 1 6. 7 6 . 7 26 . 7 
1!5. 00 l 6.7 6 . 7 33. 3 
lb.00 1 6 . 7 6.7 40 . 0 
18.00 1 6. 7 6.7 46 . 7 
19.00 2 13.3 13.3 60. 0 
20.00 1 66. 7 6.7 66.7 
21. 00 1 6.7 6. 7 73.3 
22.00 2 13. :J 13.3 86.7 
28.00 1 6.7 6.7 93. 3 
32.00 1 6.7 6.7 100. 0 
----- ----- -----TOTAL 1 :5 100.0 100.0 
ONE SYMBOL EQUALS APPROXIMATELY . 10 OCCURRENCES 
........... 
•••••••••• 
•••••••••••••••••••• 
•••••••••••••••••••• 
•••••••••• 
•••••••••••••••••••••••••••••• 
•••••••••••••••••••••••••••••• 
•••••••••• 
•••••••••• I .. . . + . ... I. .. . + . ... I. . . . + . .. . I . . .. + .. . . I . ... + . . .. I 
0 1 2 3 4 :5 
HISTOQRAM FREQUENCY 
STD ERR 
STD DEV 
S E KURT 
RANOE 
SUM 
1.690 
6. !544 
1. 932 
27.000 
276.000 
MISSINO CASES 0 
MEDIAN 
VARIANCE 
SKEWNESS 
MINIMUM 
19.000 
42. 829 
. 162 
:5.000 
STATISTICAL ANALYSIS OF BILLINO DATA FOR SELECTED OROS 
Univerait~ of Centr•l Florid• IBM 4341-12 VM/SP3 CMS 
VALID CUM VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT 
COUNT 
3 
4 
4 
:5 
2 
2 
2 
1 
0 
1 
1 
1 
MEAN 
MOOE 
KURTOSIS 
S E SKEW 
MAXIMUM 
VALID CASES 
HIDPOINT 
3.00 
!5. 00 
7 . 00 
9. 00 
11. 00 
13. 00 
1:5. 00 
17.00 
19. 00 
21. 00 
23. 00 
2:5. 00 
9 . 692 
b . 000 
. 6:50 
. 4,6 
2:5 . 000 
26 
2.00 1 3.8 3.B 3.8 
3.00 2 7.7 7.7 11. 5 
4.00 2 7. 7 7.7 19.2 
:5. 00 2 7. 7 7.7 26. 9 
6.00 3 11. !5 u., 38. , 
7. 00 1 3 . B 3.8 42. 3 
B.00 3 1 l. :5 11. !5 :53. a 
9.00 2 7. 7 7. 7 61., 
10.00 2 7.7 7.7 69.2 
12 . 00 1 3. 8 3.8 73. 1 
13.00 1 3.8 3.B 76. 9 
14. 00 1 3.8 3.B BO. B 
1:5.00 l 3.B 3.8 84.6 
16.00 1 3.8 3 . 8 ea. :5 
21. 00 1 3.8 3 . 8 92. 3 
23.00 1 3 . 8 3.B 96. 2 
2:5. 00 l 3.8 3 . 8 100. 0 
------- ------ ------TOTAL 26 100.0 100. 0 
ONE SYMBOL EQUALS APPRDXIHATEt.Y . 10 OCCURRENCES 
............................... 
........................................ 
........................................ 
.................................................. 
.................... 
..................... 
.................... 
.......... 
······--•••••••••• 
•••••••••• I. . .. + . ... I . ... + . .. . I. . . . + . . .. I .... + ...• I .... + . •. . I 
0 1 2 3 4 :5 
HISTOORAl'1 FREQUENCY 
STD ERR 
STD DEV 
S E KURT 
RANOE 
SUM 
1. 214 
6 . 199 
1. 946 
23 . 000 
252. 000 
,.,ISSINQ CASES 0 
,.,ED IAN 
VARIANCE 
SKEWNESS 
MINIMUM 
8 . 000 
39. 302 
1 116 
2 000 
25 AUQ. 84 
11: 15 : 39 
ORO: 468 
LOS TOT 
88 
STATISTICAL ANALYSIS OF BILLINO DATA FOR SELECTED OROS 
Univ•rsity of C•ntrel Florida IBM 4341-12 VM/SP3 CHS 
VALID CUM VALUE LABEL VALUE FREOVENCY PERCENT PER.CENT PERCENT 
COUNT 
2 
0 
1 
2 
0 
0 
0 
1 
0 
0 
1 
MEAN 
MODE 
KURTOSIS 
S E SKEW 
MAX IMVM 
VALID CASES 
25 AUO 84 
11 : 15 : 40 
DRG: 999 
LOS TOT 
MIDPOINT 
3.00 
5. 00 
7. 00 
9. 00 
11. 00 
13. 00 
15. 00 
17.00 
19.00 
21. 00 
23. 00 
9.857 
8.000 
. 425 
. 794 
24.000 
7 
2.00 I 14.3 14.3 14. 3 3.00 1 14. 3 14.3 28. 6 7. 00 1 14. 3 14.3 42. 9 8. 00 2 28.6 28.6 71. 4 17.00 1 14.3 14.3 85.7 24. 00 1 14.3 14.3 100.0 
------ ------TOTAL 7 100.0 100.0 
ONE SYMBOL EQUALS M'PROXIMATELY 
.................... 
•••••••••• 
•••••••••••••••••••• 
•••••••••• 
............ 
. 10 OCCURRENCES 
I .. .. + .... I . ... + . ... l. .. . + . . .. I . . . + .... I. ... + .... I 
0 1 2 3 
HISTOORAM FREQUENCY 
STD ERR 
STD DEV 
S E KURT 
RANOE 
SUM 
MISSINO CASES 
2. 988 
7.904 
2.000 
22.000 
69.000 
0 
MEDIAN 
VARIANCE 
SKEWNESS 
MINIMUM 
4 5 
B. 000 
62.476 
l. 110 
2 . 000 
STATISTICAL ANALYSIS OF BILLINO DATA FOR SELECTED OROS 
Univ•rsity of C•ntrel Florida IBM 4341-12 VM/6P3 CMS 
VALID CUM 
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT 
MEAN 
MODE 
COUNT 
b 
7 
14 
7 
3 
1 
9 
4 
0 
1 
KURTOSIS 
5 E SKEW 
MAXIMUM 
VALID CASES 
l'IIDPOINT 
2 . 00 
4 . 00 
6. 00 
8.00 
10.00 
12. 00 
14. 00 
16.00 
18. 00 
20. 00 
7.846 
4.000 
-. ~BO 
. 330 
20 . 000 
52 
1. 00 5 9.6 9 . 6 9.6 
2. 00 1 1. 9 1. q 11. :s 
4.00 7 13. 5 13. 5 25.0 
5.00 7 13. 5 13. 5 38. 5 
6. 00 7 13. 5 13. 5 :Sl. 9 
7. 00 3 :S. 8 5.8 57 . 7 
8. 00 4 7 . 7 7.7 65. 4 
9. 00 2 3.8 3 . 8 69. 2 
10.00 1 1. 9 1. q 71. 2 
12. 00 1 1. 9 1. 9 73. 1 
13. 00 5 9.6 9 . 6 82. 7 
14. 00 4 7. 7 7.7 90. 4 
15.00 2 3.8 3.0 94 . 2 
16.00 2 3.8 3 . 8 98 . 1 
20. 00 1 !.9 1. 9 100. 0 
------- ------- -------TOTAL 52 100. 0 100. 0 
ONE SYMBOL EGUALS APPROXIHATELY . 40 OCCURRENCES 
................ 
.................... 
••••••••••••••••••••••••••••••••••• 
.................... 
•••••••• 
••• 
....................... 
.......... 
••• I. . .. + .... I. ... + .... I .... + .... I .... +. 
0 4 8 12 
HISTOQRAM FREQUENCY 
STD ERR . b58 l'IEDIAN 
STD DEV 4. 742 VARIANCE 
S E KURT 1. 968 SKEWNESS 
RANQE 19. 000 l'f1Nil1VM 
SUM 408. 000 
MISSINQ CASES 0 
.. I .... + . 
16 
6.000 
22.486 
. ~~~ 
1. 000 
. . I 
20 
APPENDIX lB 
SPSS ANALYSIS OF LOGLOS 
27 AUG 84 
20:41:45 
ORG: 14 
LOG LOS 
90 
STATISTICAL ANALYSIS OF BILLING OATA FOR SELECTED DRGS 
UNIVERSITY OF CENTRAL FLORIDA IBM 4341-12 Y~/SP.l CMS 
VALID CUM 
VALUE LABE.L VALUE FREQUENCY PERCENT PERCl:NT PERCENT 
COU"4T 
OCEA"4 
.. OOE. 
l(UQ TOi IS 
S F. SKEW 
MAX l '4U ... 
l 
0 
0 
0 
0 
0 
l 
0 
2 
1 
l 
2 
0 
J 
l 
0 
2 
VAL 10 CASES 
MIDPOINT 
.10 
.10 
.so 
.70 
.90 
1.10 
t.30 
l.so 
l.70 
le90 
2.10 
2.30 2.so 
2.70 
2 .90 
J.10 
3.10 
2.293 
2.639 
2.970 
.564 
J.296 
16 
.oo 
' 
6.l 
l.39 I 6.3 
•• 6 l t 6.J 
t.79 l 6 • .l 
t.95 l 6.3 
2.20 l 6.3 
2.30 l 6.3 
2.40 l 6.3 
2.64 2 12.5 
2.71 
' 
6 • .l 
2.93 2 12.s 
2.a9 l 6.3 
3.22 1 c. • .l 
3.30 l be.l 
------ -------TOTAL 16 100.0 
ONE SYMBOL EQUALS APPROK I MA TEL Y 
•••••••••• 
······= ... 
........... =········ 
•••••••••• 
........... . 
···············=···· 
_.···········=················ .. ........ , ......•...•.......
••••••:••··········· 
6.3 6.3 
6.3 12.5 
6.J ta.a 
6.3 25.0 
6.3 31.3 
6.3 37.5 
6.3 43.a 
6.3 so.o 
'2. 5 62.5 
6.3 68.8 
12.s 1'1 l. 3 
6.3 87.S 
6.3 93.8 
6.3 100.0 
------loo. 0 
•• 0 OCCURRENCE: S 
1 ••• •  1 ••••••••• 1 ••••••••• 1 ••••••• • • 1 ••••••••• 1 
0 l 2 3 4 !> 
HISTOGRAM FREQUENCY 
STD ERR 
STD DEV 
S E KURT 
RANGE 
SUM 
MISSING CASES 
.206 
.a2J 
t.93.l 
3.29b 
36.689 
0 
ME.01A"4 
YA,; l ANC E 
SKE'llNESS 
MINIMUM 
:z. '5 l"' 
.677 
- I• 47 H 
.ooo 
27 AU;:; 84 
20:41 :45 
DAG: 127 
LOGLOS 
91 
STATISTICAL ANALYSIS OF BILLING DATA FOR se~eCTED O~GS 
UNIVERSITY OF CENTRAL FLORIDA IBM 4341-12 VM/SP.J CMS 
VALID CUM 
V4LUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT 
cou,..T 
ll'EAN 
ll'OClE 
KURTOSIS 
S E SKEW 
"'AX tMUM 
2 
0 
0 
3 
0 
s 
6 
0 
9 
I 
I 
2 
2 
l 
0 
0 
I 
l 
VALID CASES 
27 AUG 84 
20:41:45 
DAG: \48 
LOGLl)S 
.,.IOPOINT 
.10 
.JO 
.so 
.70 
.90 
1.10 
t.30 
1.so 
1.70 
1.90 
2.10 
2.30 
2.so 
2.70 
2.90 
:J.10 
3.30 
.J.40 
l.594 
l .386 
.457 
.403 
3.401 
34 
• 00 2 5.9 
.69 3 a.a 
1.10 5 14 • ., 
1 • .J9 6 17.6 
l .6 t 6 17.6 
i.79 3 e.s 
t .95 l 2.9 
2.20 l 2.9 
2.30 l 2.9 
2.40 l 2.9 
2.48 l 2.9 
2.56 l 2.9 
2.77 I 2.9 
.J.22 l 2.9 
.J.40 I 2o9 
TOTAL 34 100.0 
ONE SYMBOL EQUALS APPA OX 1 MA TEL Y 
.. :••o•••o 
.. ••••o•:••-•• 
o•oo•o••o••••:•••••••oooo 
···············=·············· 
5.9 5.9 
e.11 14.7 
14.7 29.4 
l 7.6 4 7. l 
l .,. 6 64.T 
a.a 73.S 
2.9 76.5 
2.9 79.4 
2.9 62.4 
2.9 es • .J 
2.9 ao.2 
2.9 91.2 
2.9 94.t 
2.9 97.l 
2.9 100.0 
'oo. 0 
.20 OCCURRENCES 
**•••••••••••••ooiooooo.41••••00•0••••••••••••• 
••••• 
••••• ........... 
-····••:• •••••• 
=···· 
=···· l ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• t 
0 2 4 6 8 10 
HISTOGRAM FREQUENCY 
STD ERA 
STO DEV 
S E KURT 
RANGE 
SUN 
MISSING CASES 
• 133 
.774 
&.955 
3.401 
54.208 
0 
MEO( AN 
VARIANCE 
SKEWNESS 
MlNlNUM 
t .609 
.600 
.zs.z 
• 000 
STATISTICAL ANALYSIS OF BILLING CATA FOR SELECT~O O~GS 
UNIVERSITY OF CENTRAL FLORIDA l8M 4341-12 VM/SPJ CMS 
VALID CUt.4 
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT 
C•JUNT 
114EJoN 
"400E 
KUPTOSIS 
s r: Sl<Elf 
MAX l .. U"4 
t 
2 
2 
1 
0 
2 
VALID CASES 
MIOPOlNT 
2.Jo 
2.so 
2.70 
2.90 
lo 10 
J.Jo 
2.754 
2.485 
-.696 
• 752 
J.J67 
8 
2.20 
2.48 
2.64 
2o7l 
2.89 
J.26 
.l.37 
TOTAL 
ONE SYMBOL EQUALS 
·······=·· 
··········••:••••••• 
··············••:••• •••••••••• 
·····=·············· 
' 
12.s 
2 2s.o 
l 12.5 
l 12.s 
l 12.S 
l l2e5 
l 12. 5o 
e 100.0 
APPROX("4ATE'LY 
12.s 12.!> 
25.0 37.:; 
12.5 so.o 
l2oS 6;.!.5 
12.5 75.o 
l2o5 tn.-> 
12.5 aoo.o 
aoo.o 
• l 0 OCCURREtCES 
'·········'·········'·········'·········'·········' 0 l 2 3 4 ~
HISTOGRAM FREQUENCY 
STD ERR • l 41 "4EOl Ar4 2.674 
STD DEV .400 VAR(ANCE • 160 
s E KURT" 1.969 SKEotNESS 0444 
RANGE lol70 M(Nlll'UM 2.1"17 
SUM 2 2.030 
MISSING CASF.:S 0 
27 AUG d4 
20:4t:46 
ORG: 210 
LO<; LOS 
92 
STATISTf CAL ANALYSIS C.: BILLING 04TA FOR SELECTt O DR GS 
UNIVERSITY OF CENTRAL FLORIDA IBM 4341-12 VM/SP 3 CM S 
VALID Cu~ 
VALUF. L4BEL VALUE FREQUENC Y P ERCENT PERCEN T P E MC H T 
COUNT 
MEAN 
"00E 
KUPTOStS 
S E SKEW 
..... )({MUM 
I 
0 
0 
0 
2 
3 
4 
3 
l 
l 
VALID CASES 
27 AUG 64 
20:41:46 
ORG: 243 
LOGLIJS 
MIDPOINT 
t.71 
le9l 
2.11 
2.31 
2.51 
2.Yl 
2.91 
3.11 
3.31 
3 .4 7 
2.839 
2.944 
4.119 
.580 
3.466 
15 
le 61 l 6.7 
2 .. 48 l (,. 7 
2.s6 l 6.7 
2.64 l b.7 
2. 71 l c>.7 
2.77 l c..1 
2e89 l 6.7 
2.94 2 13.3 
.J.oo l 6.7 
.le04 l 6.7 
.J.09 2 13.3 
3.33 l 6.7 
3.47 l 6 • ., 
----- -----
TOTAL 15 '00. 0 
ONE SYMBOL EQUALS APPROXIMATELY 
=········· 
••••••••••••••••••••• 
.......................... :••• 
6.7 
6.7 
6 • ., 
6.7 
6.7 
6.7 
6.7 
13.3 
6.7 
6.7 
l .J. 3 
6.7 
6.7 
-----100.0 
.1 0 
···························=············ ...................... i••••••• 
•••••••••• 
o.7 
l.J • .J 
:! O· 0 
26.7 
33 • .J 
40.0 
46.7 
60.0 
66.7 
73. 3 
86.7 
9.J • .) 
100. 0 
OCCURRE NCt:. S 
·······=·· 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• , ••••••••• l 
0 l 2 3 4 s 
HISTOGRAM FREQUENCY 
STD ERR 
STO OEV 
S E KURT 
RANGE 
SUM 
llUSSING CASES 
• l l 2 
.433 
l.932 
le 856 
42.579 
0 
..eDI AN 
VARIANC E 
SKElfNESS 
'41MIMUM 
2.944 
• l 89 
- 1.538 
l.609 
STATISTICAL ANALYSIS OF BILLING DATA FOR SELE CTE D ORGS 
UNIVERSITY OF CENTRAL FLORIDA IBM 4341-12 VM/SPJ CNS 
VALlO CU"4 
VALUE LABEL VALUE FREQUENCY PERCENT PERCE MT PERCEN T 
COUlljT 
MEAH 
"400E 
l( URT OS t "i 
s E s.c:Ew 
"4A)( l .. V .. 
l 
0 
2 
2 
2 
3 
4 
2 
3 
2 
2 
l 
2 
V-'L 1 0 CASES 
MIDPOINT 
.79 
.99 
t.19 
•• 39 
l.59 
lo79 
l.99 
2 .19 
2.39 
2.59 
2.79 
2.99 
3ol9 
2.077 
1.792 
-.416 
.456 
3 .2lQ 
2 6 
.69 l 3.6 
t.10 2 7.7 
l .39 2 7.7 
1. 61 2 7.7 
l e79 3 11.5 
1.95 l 3.8 
2.oe 3 l l .s 
2.20 2 7.7 
2 • .JO 2 7.7 
2.48 l 3.e 
2.56 l 3. 13 
z.64 l .J. 8 
z.71 l .J.8 
2e77 l 3.u 
3.04 l 3oti 
.J.14 l '.). 8 
J.22 l 3.8 
------- -------
TOTAL 26 100.0 
ONE SYMSOL EQUALS APP ROXIMAT EL Y 
... =······ 
....... ;···=········ 
···············••i•• .................... . 
3.8 
7.7 
7.7 
7.7 
11.5 
.J. 6 
l l. 5 
7.7 
7. 7 
3.8 
3.B 
.J . 8 
.J. 8 
3. 8 
.J. 8 
3.e 
.). 8 
------
l 01). 0 
. 1 0 
····························=· 
·······························=········ .................... 
............................ :. 
.................... 
·~··············=··· ••••••••••• 
······=············· 
3.a 
l l. 5 
19. 2 
26.Y 
38. S 
42.3 
~ 3. 8 
..... 5 
69.2 
73.l 
76.9 
eo.1:1 
04. 6 
80. s 
Q2 . 3 
96. 2 
100. 0 
OCCUR RENCLS 
1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••• • ••••• 1 •• • •• ••• • 1 
0 1 2 .J • j 
HISTOGRAM FREQU E ...CY 
STO ERR .128 McO( AN 2 . 07q 
STO o E v .650 VAR l ANC ·• 23 
s E KU RT t.9• 6 S IC. E w~SS 
-···· R-'HG E 2.S26 M( N IMUN . 'IJ 
S U>4 5 4. 009 
MISS I NG c .-. sEs 0 
27 AUG S4 
20:41:46 
DAG: 468 
LOG LOS 
93 
srATISTICAL ANALYSIS OF BILLING DATA FOR SELECTED DRGS 
UNIVERSITY OF CENTRAL FLORIDA IBM 4341-12 VM/SP3 CMS 
VALID CUM 
VALUE LABEL VALUE FREQUENCY PERCENT PEACE NT PERCENT 
.. EAN 
COUNT 
l 
0 
l 
0 
0 
0 
3 
0 
0 
0 
l 
0 
l 
.. DOE 
KUQTOSIS 
S E SKEW 
.. A)( lMU .. 
MIDPOINT 
• 79 
.99 
t.19 
1.39 
t .59 
l. 79 
1.99 
2.1? 
2.39 
2.59 
2.79 
2.99 
3.18 
1.987 
2.079 
-.710 
.794 
3.178 
.69 l 14.3 t•.3 t•.3 
'· l 0 l 14 • .J l •• 3 2ts.t> l ·95 l 14.3 l•.3 42.9 
2.08 2 28.6 28.6 Tle4 
2.8.l l ••• 3 14e3 85.7 
.J.18 l , •• .J ••• 3 100.0 
-----TOTAL ., 100.0 100. 0 
ONE SYMBOL EQUALS APPROXIMATELY elO OCCURRENCES 
•:•••••••o 
... :•••••• 
•••:•••••• 
•:•••····· 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 
0 l 2 3 • 5 
HISTOGRAM FREQUENCY 
STO ERR 
sTo oEv 
S E KURT 
RANGE 
SUM 
• 332 
• 877 
2.000 
2.485 
13.908 
M!:ODIAN 
VARIANCE 
SKE•tESS 
MINI MUM 
2.079 
.76? 
-.1?6 
.693 
VAL ID CASES ., MISSING CASES 0 
27 AUG ts4 
20:41:•7 
ORG: 99? 
LOG LOS 
STATISTICAL ANALYSIS OF BILLING DATA FOR SELECTED ORGS 
UNIVERSITY OF CENTRAL FLORIDA IBM 4341-12 VM/SP.J CMS 
VALID CUM 
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PEP CENT 
,.E .. N 
.. ooe: 
COUNT 
s 
0 
0 
I 
0 
0 
7 
0 
l• 
3 
6 
l 
6 
8 
l 
KURTrJStS 
s F sic:e:• 
.. Al(lMU .. 
VAL 10 CASES 
"'IOPOINT 
.10 
• .Jo 
.so 
.70 
.QO 
l. l 0 
1.30 1.so 
1.70 
t.90 
2.10 
2.30 
2.50 
2.10 
2.90 
t.825 
1.386 
.739 
.330 
2.996 
52 
• 00 5 9.6 9.6 9.6 
.69 l 1.9 le 9 11.s 
l e39 7 13.5 13.5 2s.o 
le6l 7 l 3. 5 13.5 38.5 
l. 79 7 13.5 13. 5 5 l .Y 
l e95 l s.8 5.8 57.7 
2.08 • 7.7 7.7 65.4 2.20 2 3.8 .J.8 69.Z 
2.30 l l.9 
'. 9 71.2 2.•8 l 1. 9 a. 9 7J.L 
2.56 5 9.6 <>. 6 t12. 7 
2.64 • 7. 7 7.7 90. 4 2. 71 2 308 3.8 94.2 
2.77 2 .J. tl 3.8 9ts.l 
J.oo l l • 9 l. 9 lOO.o 
------
TOTAL 52 100.0 100.0 
ONE SYMUOL tOUALS APPROXIMATELY • 40 OCCURRENCES 
=············ 
.... 
............ :••••••• 
............ =······················ 
•••••••• • ............ : .. 
••• • 
••••••••:•o•••• 
······=············· ... . 
1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 
0 • 8 12 16 20 
HISTOGRAM FREQUENCY 
STD ERR .10& M£DCAN 1. 792 
STD oev .779 VAR(ANCE .607 
s E KURT l .968 SKEWNESS -.992 
RANGE 2.996 M lNIJo41JM .ooo 
SUM 94.681 
.. rss ING CASES 0 
APPENDIX 2 
SPSS ANALYSIS OF PCTICU 
25 AUG 84 
11 : 15:41 
DRG: 14 
PCT ICU 
95 
STATISTICAL ANALYSIS OF BILLING DATA FOR SELECTED DRGS 
University of Central Florida IBM 4341-12 VM/SP3 CMS 
VALID CUM 
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT 
COUNT 
3 
2 
1 
0 
1 
VALID CASES 
DRG . 127 
PCT ICU 
MID'JJOINT 
. 23 
. 33 
. 43 
. 53 
. 59 
7 
. 18 1 6 . 3 
. 21 1 6. 3 
. 24 1 6 . 3 
. 29 1 6 . 3 
. 36 1 6.3 
. 43 1 6 . 3 
. :59 1 6 . 3 
. 00 7 43 . 8 
1. 00 2 12 . 5 
- ------
TOTAL 16 100 0 
ONE SYMBOL EQUALS APPROXIMATELY 
***************=************** 
*******************= 
********** 
* : ******** 
I . . . + .... I . . . + . ... I .. .. + . I. 
0 1 2 3 
HISTOGRAM FREQUENCY 
MISSING CASES 9 
14. 3 
14 . 3 
14. 3 
14. 3 
14.3 
14.3 
14 . 3 
MISSING 
MISSING 
-------
100.0 
. 10 
. + . 
VA 
14 3 
28 . 6 
42. 9 
57 . l 
71. 4 
85 7 
100. 0 
OCCURRENCES 
. + 
ID 
. . I 
:s 
CUM 
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT 
COUNT 
1 
2 
3 
4 
5 
1 
VALID CASES 
MIDPOINT 
. 15 
. 2:> 
. 35 
. 45 
. :55 
65 
16 
. 10 1 2 . 9 6 . 3 6 . 3 
. 20 2 5 . 9 12. 5 18. 8 
. 33 3 8 . 8 18 8 37 :5 
. 40 2 5 . 9 12. 5 50 0 
. 42 1 c:c . 9 6 . 3 56 3 
45 1 ~ 9 6 . 3 62 5 
. 50 :5 14 . 7 31 . 3 93 8 
. 67 l 2 . 9 6 3 100 0 
. 00 15 44 . 1 MISSING 
1. 00 3 8 . B MISSING 
------- ------- -------
TOTAL 34 100.0 100 0 
ONE SYMBOL EQUALS APPROXIMATELY 10 OC CURR ENC ES 
********* · 
******************** . 
****************************** 
**************************************** . 
************************ =**********************••• 
******"** =* I. + . I . + I + I ... + . J .. + l 
0 l 2 3 4 J 
HISlOGRAM FREQUENCY 
MISSING CASES 18 
DRG : 148 
PCT ICU 
VALUE LABEL 
COUNT 
2 
0 
1 
VALID CASES 
DRG : 210 
PC TI CU 
MIDPOINT 
. 25 
. 35 
. 45 
3 
VALUE LABEL 
96 
VALUE FREGUENCY PERCENT 
. 20 1 12. 5 
. 24 1 12. 5 
. 46 1 12. 5 
. 00 5 62. 5 
------- -------
TOTAL 8 100 . 0 
ONE SYMBOL EQUALS APPROXIMATELY 
******** : *********** 
****=***** ! .... + . .. . I .. .. + .... I . ... + ... I .. 
0 1 2 3 
HISTOGRAM FREQUENCY 
MISSING CASES 
VALUE FREGUENCY PERCENT 
. 05 1 6. 7 
. 06 1 6. 7 
. 09 1 6. 7 
. 00 12 80.0 
-------
-------
TOTAL 15 100. 0 
VALID CUM 
PERCENT PERCENT \ 
33.3 33.3 
33. 3 66 . 7 
33. 3 100. 0 
MISSING 
-------100. 0 
. 10 OCCURAENCEJ\ 
+ I. ... + . . . I 
4 5 
VALID CUH 
PERCENT PERCENT 
33. 3 33.3 
33. 3 66 . 7 
33. 3 100. 0 
MISSING 
-------
100. 0 
COUNT 
3 
MIDPOINT ONE SYMBOL EQUALS APPROXIMATELY . 10 OCCURRENCES 
VALID CASES 
DRG : 468 
PCT ICU 
VALUE LABEL 
. 09 *****************'********:***1 I ... . + .... I 6· · · · + . · · · I· ···+.·· · ~ · · · · + . · · · 3· · · · +. · · · 4 s 
3 
HISTOGRAM FREQUENCY 
MISSING CASES 12 
VALUE 
. 06 
. 00 
FREQUENCY 
1 
6 
-------
TOTAL 7 
PERCENT 
1~ .3 
85. 7 
- ------
100. 0 
VALID CUM 
PERCENT PERCENT 
100. 0 100.0 
MISSINQ 
--------
100. 0 
COUNT MIDPOINT ONE SYMBOL EQUALS APPROXIMATELY 10 OCCURRENCES 
VALID CASES 
. 06 ********** 
I. ... + .. . I. + . l. + .... I ... +. . . I. .. + . . I 
0 1 2 3 4 
HISTOGRAM FREQUENCY 
MISSING C1-\SES 6 
DRG: 243 
PC TI CU 
VALVE LABEL 
COUNT MIDPOINT 
97 
VALUE FREQUENCY PERCENT 
. 04 1 3 . 8 
. 00 25 96. 2 
------- -------TOTAL 26 100. 0 
ONE SYMBOL EQUALS APPROXIMATELY 
VALID CUM PERCENT PERCENT 
100. 0 100. 0 MISSING 
-------
100. 0 
10 OCCURRENCES 
. 04 ********** 
VALID CASES 
DRG : 999 
PCT ICU 
VALUE LABEL 
COUNT 
2 
3 
1 
2 
1 
1 
VALID CASES 
MIDPOINT 
. 13 
. 23 
. 33 
. 43 
. 53 
. 60 
10 
6· . . . + . .. . i .... + . .. . ~· ... + .... 5· . .. + .. 
HISTOGRAM FREGVENCY 
. I ... . + . ... I 
4 ~ 
MISSING CASES 25 
VALUE FREQUENCY PERCENT 
. 08 1 1. 9 
. 13 1 1. 9 
. 20 1 l. 9 
. 21 1 1 . 9 
. 22 1 1. 9 
. 33 1 l. 9 
. 40 2 3 . 8 
. 50 1 1. 9 
. 60 l l. 9 
. 00 39 75 . 0 
1. 00 3 :) . 8 
------- ----·---
TOTAL ~2 100.0 
ONE SYMBOL EQUALS APPROXIMATELY 
************:******"* 
********************* : ******** 
********** 
******************: * 
*********= 
*** '. ****** I . . .. + .... I .... + .... I .... + .... I .. 
0 1 2 3 
HISTOGRAM FREQUENCY 
MISSINQ CASES 42 
VALID CUH 
PERCENT PERCENT 
10. 0 10. 0 
10.0 20.0 
10. 0 30.0 
10.0 40. 0 
10.0 50. 0 
10. 0 60.0 
20 . 0 80. 0 
10. 0 90.0 
10. 0 100. 0 
MISSING 
MISSING 
-------
100. 0 
. 10 OCCURRENCES 
+ I. 
4 
.. + . I 
5 
APPENDIX 3 
EXAMPLE OF SPSS REGRESSION ANALYSIS OF 
TCOST = co + cl x LAB + c2 x PHARM 
~ c3 x SUPP + c4 x RETHER + cs x XRAY 
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APPENDIX 4 
EXAMPLES OF BREAKDOWN OF CHARGES 
PER DAY ACCORDING TO LENGTH OF STAY 
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AEPENDIX 5 
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APPENDIX 6A 
EXAMPLES OF SPSS ANALYSIS OF 
DEPARTMENTAL CHARGES 
25 AUG 84 
11: 15: 44 
DRG: 14 
L 
MEAN 
MODE 
COUNT 
6 
5 
4 
1 
KURTOSIS 
S E SKEW 
MAXIMUM 
VALID CASES 
p 
COUNT 
6 
5 
0 
2 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
1 
MEAN 
MODE 
KURTOSIS 
S E SKEW 
111 
STATISTICAL ANALYSIS OF BILLING DATA FOR SELECTED DRGS 
University of Central Florida IBM 4341-12 VM/SP3 CMS 
MIDPOINT 
126. 4~ 
326. 45 
526. 45 
711. 65 
330. 194 
26. 450 
-1. 015 
. 564 
711 . 650 
16 
MIDPOINT 
242.05 
442. 05 
642.05 
842.05 
1042.05 
1242. 05 
1442. 05 
1642. 05 
1842.05 
2042. 05 
2242. 05 
2442. 05 
2642. 05 
2842. 05 
3042. 05 
3242. 05 
3442. 05 
3560. 95 
827. 512 
142. 050 
3. 445 
. 564 
ONE SYMBOL EQUALS APPROXIMATELY 
****************************** 
************************* 
******************** 
*it*** 
. 20 OCCURRENCES 
I . ... + . .. . I .... + . ... I .. .. + ... . I .. . . + .... I . ... + .... I 
0 2 4 6 8 10 
HISTOGRAM FREQUENCY 
STD ERR 
STD DEV 
S E KURT 
RANGE 
SUM 
:53. 093 
212. 373 
1. 933 
685.200 
5283. 100 
MISSING CASES 0 
MEDIAN 
VARIANCE 
SKEWNESS 
MINIMUM 
ONE SYMBOL EQUALS APPROXIMATELY 
****************************** 
************************* 
********** 
***** 
***** 
279. 250 
45102. 278 
. 434 
26. 450 
. 20 OCCURRENCES 
***** I. . + . ! . ... + ... . ! .... + ... I ... . + ... I ... + .... l 
0 2 4 6 B 10 
HISTOGRAM FREQUENCY 
MEDIAN 375. 000 
VARIANCE 11~9732 . 27 
SKEWNESS 2 . 102 
MINIMUM 142 050 
MAXIMUM 3560. 950 
STD ERR 
STD DEV 
S E KURT 
RANGE 
SUM 
269 . 227 
1076. 909 
1. 933 
3418. 900 
13240. 200 
VALID CASES 16 MISSING CASES 0 
APPENDIX 6B 
EXAMPLES OF SPSS ANALYSIS OF THE NATURAL 
LOGARITHM OF DEPARTMENTAL CHARGES 
27 AUv 84 
20:41 :413 
ORG: 14 
LLAB 
113 
STATISTICAL ANALYSIS OF BILLING OATA F OR SEL E CfCD O ~G S 
UNIVERSITY OF CENfRAL FLORIDA 1 8 M 434l-l 2 VM/ S P3 C ~5 
VAL IO CU>.<1 
VALUE LABEL VALUE FqEQUENCY PE.PC ENT PERC : NT P t RC E MT 
COUNT 
''4tAN 
MOOE 
l<URTOSIS 
S f'O SKEW 
'-\AXlt.4U'"I 
1 
1 
0 
3 
5 
l 
5 
VAL rn CASi::": S 
MIDPOINT 
3.5.3 
4.03 
4.5.3 
5.03 
5.53 
6.03 
6. '5 3 
5.516 
3.275 
l. 562 
.564 
6.568 
16 
3.28 l 6.3 6 .3 o • ..s 
3.87 1 6.3 6.3 12. s 
s.11 l 6.3 6.3 1a.a 
5.15 1 6. 3 0.3 2s.o 
5.20 1 6.3 6.3 31. 
S.29 1 o.3 6.3 37. 5 
5.45 l 6.3 6.3 43.~ 
5.59 1 6.3 6.3 ">O. 0 
S.67 1 6.3 6.3 56 • .} 
~.74 1 t..3 6.3 '12.5 
S.87 l 6.3 6.3 68.~ 
6.30 t 6.3 6.3 7S.O 
6.33 l (>. 3 6.) ~ l. 3 
6.38 1 6.3 6.3 87.5 
6.43 1 o.3 6.3 93.*'J 
6.57 l ,._,. 3 6.3 1 oo. o. 
------- ------- ------
TOTAL 16 100.0 100.0 
O~E SYMBOL EQUALS APPROXIMATELY .10 OCCURR E NC 
¢*=******* 
********:* 
******************************· ***********************************=**********~*** 
********** ******************=****************************~** 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 
0 1 2 4 5 
HISTOGR~M FREQUcNCY 
STU E RR 
STD DEV 
S t. KUQT 
RANC. E 
SUM 
~IS S fN G C A !>~. 
.227 
.907 
l.933 
J.292 
A l} .7- 5 1 
0 
ME O IAN 
VAR I A°"'C 
S K lllNt:: S 
Mil\ll M'.J '·' 
c:; . 
• Fi;' .3 
- 1. 2 1\0 
• 7 7 5 
s 
DRG: 14 
LPHARM 
VALUE LABEL 
COUNT 
lEAN 
MODE 
KUPTOSJ5 
S F <;KEW 
"'4AXI~U"4 
5 
3 
3 
2 
1 
0 
2 
VALID CASES 
MIOPQ[NT 
s.21 
5.71 
6.21 
6.71 
7.21 
7.71 
8.18 
6. 1 t')l 
•.956 
-.020 
.564 
13.t7A 
16 
114 
VALID CUt.1 
VALUE FREQUENCY p RCENT PERCENT PERCENT 
4.96 l 6.3 6.3 6 • .J 
5.07 l 6.3 6.3 12.s 
s.14 1 6 • .3 6.3 16.~ 
S.36 1 6 • .3 6.3 2~.o 
S.4 2 1 6.3 6.3 31. 3 
5.54 l 6 • .3 6.3 7. 
s.ss 1 6.3 6. 3 43.a 
5.89 l o.3 6.3 so.o 
5.96 l 6.3 6.3 56 .3 
6.10 l 6 • .3 6.3 62.S 
6.25 l o.3 6.3 68.9 
6.68 1 o.3 6.3 75.o 
6.dl l 6.3 6.3 81.J 
7.25 1 6.3 6.3 67 . 
a.11 1 o.3 6.3 9 .a 
e.1a l 6.3 6 • .3 100.0 
------- ------- ------
TOTAL 16 loo. 0 100.0 
ONE SV~BOL EQUALS APP~OXlMATELV .10 OCCURRENC 
*******************=****************************** 
****************************=* 
****************************** • 
******************** 
********** 
***:**************** 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 ••••••••• 1 
0 l 2 3 4 5 
HISTOGRAM FREQUENCY 
STD ERR 
STD DEV 
S E KU~T 
RANG E 
SUM 
~ISSING CASF '" 
.2s2 
1.001 
1. 3:.S 
3.222 
98.5ti4 
0 
MEDIAN 
VARIANCE 
SKE1iO~ESS 
M 1 N l ~U~' 
5.926 
1.01s 
.n9~ 
4.956 
s 
APPENDIX 7 
FORTRAN SUBROUTINE EVENT 
119 
su :JROUTINE EVENT(ll 
C0"4~0N/SC0Ml/ ATRIA( 1001,0D( 1001 ,OOL( lOO) ,OfN()•,( I ,~FA 1 t.\STOP 1 NCL1'1 Q 
1,NCROR,NPRNT,NNRUN,NNSET,NTAPF.,SS( 100) ,SSL( 1001 ,TNE>< f, TNOvo,xx ( 1001 
co~~ON/UCOMl/ PMEOCR(7),PARATE(7),AVGLOS(7) 1LTRIMP(7),XLUS(7,8),M 
2SCON(7,S,6) 1 CRATt0(5) 1 TCQST(7,~l 1 TCHARG(7,61eNORG 1 NOEPT 1 CPX~A Y 1 AY 
3 E )( p ' 0 u TL t R I 0 TL p A y • c L LI r OL ' r> c RA r E • L 0 s MA x ( 7 ) I c HG M ( N ( 7' "" ) • c HG MA I( ( 7 • c; , 
C l 0 = ORG NUMAEM 
lO=lFIX(ATRl0(21) 
c 
C GENERATING LQSTOf 
C TRIANGULAR UR LOGNOR~AL ! 
I I F l x L 0 s ( ( l) ' I I • E a • 0 • I L 0 s = I F I x ( R L OG N ( ,I( U1 s ( t 0 ' ~ l ' x L es ( ( 0 ' .l I ' l ) ... 5 I 
IF ( XLOS( ID. l t .Gr.o. I LOS = IF ( X( rn [AG( XL0 5 ( tn, J ) 'XLOS( ( 0,2,. XLOS( ( {) 
*•1),2)+.5) 
IF (LOS.LT.I) LOS-=l 
IF (LOS.GT.601 GO TO l 
C ....... APPLY L.0.5. POLIClt. S ¢¢ 
c 
C GENt-=RATtNG r>C TI CU 
'i RN=ORAN0(3) 
IF (~N.LT.XLOS( l0,4)) GO TO 1 0 
X = l - XL O~ ( l 0 1 5) 
lF (RN.Gf.X) GO TO 20 
PCT (cu= TR I AG ( x LO s ( ( 0. 6, • XL() s ( I 0. 7 ) • XL n s ( r n. Ii I ' 3) 
L05l=lFIX(L0S¢PCTICU+.SI 
GO TO 30 
l 0 LOS I = 0 
GO TO 30 
20 LOS [ = LOS 
JO ATRIA(3l=FLOAT(LOS) 
c 
ATRtA(S)=FLOAT(LOSt, 
LOSn=LOS-LOSl 
ATR ( n ( 4) =FLOAT ( L nsq) 
c GENERATING RESOURCE CONSUMPTl•1N (CHAl~GFSI nv OEPARTM NT 
C ANO APPROXl~ATlNG TOTAL CHARGES FROM RFGQ 55 10N 
c 
CHARGE=TCHA.RG(l0 1 1 
DO t 00 J: l ,NOEPT 
K=J+IO 
L=J+I 
C DETERMINING METHOD OF GENER ATIN G CHARG . 
C (CF RESCON(IO,J,1)=01 GENERATE F~OM OfSfR(OUTION) 
[F (RESCON( 10,J, l) .Eo.o.) G TO 50 
C (ELSE FROM REGHESS I ON: CHA;~Gf' = F LOS REG 1 LO <= 1 CU 
CH=RESCON( 10, J, I) 
CH=CH • ~ESCON(I0 1 J,2)CLOSR • ~CSCON( IO,J,llCLOSI 
CH=CH • RE:SCON(ll) 1 J,4) c LOS*C<' 
120 
CH=Cti • RESCON( l01J151¢L0SfH:.C<2 • R F.SC ON( IO,.J,6)¢L0Sl~:*2 
JF (CH.LT.CHGM[N( ro, J) .on.cH.GT.CtfG~AX( 10,J)) CH=L0~¢CHGMl\X( 10,JI/ 
¢L0Sf-4AX ( l 0) 
c ROUNDING XRAV COST TO THE ~ F. AREST UN(T COST 
IF (J.NE.SI GO TO QO 
CH : IFIX(CH/CPX~AY•.5) 
GO TU QO 
C CliARGE>O ? 
50 PN=ORAN0(4) 
I F ( RN • G T • ~ E SC ON ( I 0 , J 1 2 J ) G 0 T () 6 0 
CH=O. 
GO TO 90 
C LOGNORMAL OR TRIANGULl\R ~ 
60 IF (RF: SC ON ( I 0, J t .l) • E Q. l • J GO T ' l 7 0 
C LOGNOnMAL 
CH= ~LOGN(RESCON( 10 1 J 1 4) 1RESCON( ID1J1Sl 1St 
GO TO >:30 
C TRIANGULAR 
70 CH = THIAG(RESCON( ID,J,411RF.SCON( 10,J, S t 1 RESCO N( l0,J 1 6 ) ,6J 
C ROUNDING XRAY COST TO THE NEAR EST UNIT COST 
80 IF ( J.LT .SJ GO TO 90 
CH=IFtX(CH/CPXRAY+.5J¢CP~RAY 
IF (CH.Eu.a.) CH=CPXRAY 
C TOTAL CHARGE APPROXIMATION FRO~ TCHARG M GRESSTON 
QO CHARGE=Ct-4A~GE+CH¢TCtiARG(tD,LI 
c USE COST-TO-CHARGE RATIO ru ESTl~ATF. OF.PA~TMENTAL co T 
AT i~ l 0 ( K I =CH¢ CR AT ( 0 ( J I 
lOO CONTINUE 
c 
C APPLYING AOMlS~IONS POLICIES (Pl\Tl F.NT PFFf"RHEO => AT~Cfl(2) : 0. I 
c. 
C APPLYlNG RE.SOURC E CONSU"4PTION POLlCIC:'::. 
c 
C TOTAL COST APPRQXl,,CATION FRUM TCOST 'lCG~t:' SS[llN 
CO<; T = T COST C I 0 , l ) 
DO 200 J=l,NOEPT 
K=J+lO 
L=J+t 
C05T=COST+ATRIO(K)¢TCOST( 10 1 LI 
200 CO"'ITINUE 
c 
c 
c 
c 
ATHlfl(Rl=CDST 
MEOICARE PATIFNT ? 
ATHIH(6)=0. 
ATRI fl( 7) :Q. 
RN.::l)Ql\N0(71 
PAYMENT SCHt: t-1 
121 
IF (RN.LT.PMEOCR( IOI) GO TO 210 
C NON-~EDICAR E PATIENT EXPECTED REf~QUPSEMENT 
c 
c 
210 
c 
PAY=CHAMGE¢PAYEXP 
GO TO JOO 
PAY=PARATE(IO) 
ATfllU(t)):l. 
MEOfCARE 
C CHEC~ING FOR OUTLlEMS: ORG qQq ('OTHER' CATFGOnY) 
IF (IO.NE.NORG) GO TO 220 
C LOS O UTLIE~ FnR ORG Q9Q ? 
c 
QN:ORANO(B) 
IF (RN.GT.OUTLI~t GO TO 250 
PAV =CtfARGE:::OTL PAV 
GO TO 24 0 
C CHECKING FOR OUTLIERS: 0RG5 14 , 127, l"•Ht 210, 241 1 46 t.4 
220 IF (LOS.LE.LTRl~P( IOI) CO TO 2 JO 
C LOS OUTLIER ADDITIONA L PAV C~LCULATtON 
c 
c 
2 30 
c 
240 
c 
c 
250 
c 
300 
c 
320 
1000 
PYPOAY=0.60¢PAY/AVGL05(10) 
XOAYS=LOS-LTRl~P( 10) 
PAY=PAY•XOAY5¢PYPOAY 
GO TO 240 
CHECKING FUR CO ST OUTLIER 5 
CL I ~ I T = t • 5 ¢;PAR ATE ( t 0 ) 
IF (CLl~IT.LT.CLMTOL) CLIMIT=CLMTOL 
IF (CHA~GE.LE.CLMTOLJ GO TO 250 
COST OUTLIEM AOOlTIONAL PAY CALCULATION 
AOOPAY:0.60¢(0.72¢CHAnGE-CLIMIT) 
(F (AOOPAY.LT.O ) AOOPAY=O. 
PAV=PAY•AOOPAY 
ATRlfi( 71 =l• 
FIN AL P~YMeN T CALCULATION 
UASEO ON PA~TICULAR FISCAL YEAa (25X,S0~,75~ OfL lOOX MEOlCAMF i:>~TI 
PAY = PCRATE ¢PAY • ( 1-PCRATF.) ¢ CHARGE 
ATRl l:'(Q ):PAY 
PROFIT on L()SS 
ATRIB( lO)=PAY-COST 
RE TURN 
E ND 
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