The algebra structure of the Generalized Locally Toeplitz (GLT) sequences and symbols allows us to quickly compute asymptotic distributions of eigenvalues and singular values, starting from the study of simpler sequences. For matrices with finite dimensions, such results are in general not possible to obtain, since all the informations are asymptotic on the size, except for normal matrices. We want to justify the behaviour of GLT sequences, introducing a normal form through the approximating classes of sequences identification. Moreover, we formulate a conjecture on the uniqueness of this kind of structure, enticing that all algebras of sequences and symbols embed into the GLT space.
Introduction
The theory of Generalized Locally Toeplitz (GLT) sequences is a powerful tool to obtain spectral information on linear systems derived from linear PDEs. In fact, it has been observed that many discretization methods applied to linear Partial Differential Equations lead to linear combinations of products of diagonal and Toeplitz sequences that possess known symbols. The GLT theory provides
• A canonical symbol for diagonal and Toeplitz sequences, called GLT symbol;
• Perturbation results that let us assert whenever the GLT symbol is also a spectral symbol;
• Composition rules that assign GLT symbols to sequences in the algebra generated by diagonal and Toeplitz sequences.
We refer to [10] , [11] for a complete exposition of the theory, and to [1] , [2] , [4] for extra informations. To explain the aim of this dissertation, let us first recall some notations and essential infos. Let E be the set of complex matrix sequences with increasing size
This set is in particular an algebra, when equipped with the usual component-wise sum and product of matrices {A n } n · {B n } n := {A n B n } n {A n } n + {B n } n := {A n + B n } n .
The sequence of identity matrices {I n } n and the sequence of zero matrices {0 n } n are the identity and zero elements of E , that is thus a non-commutative algebra with identity. The only sequences we care about are the ones that possess a singular value symbol, that is a measurable function f : D → C where D ⊆ R n is a measurable set with non-zero Lebesgue measure, and describes the asymptotic behaviour of singular values in the sequences. In this case, we write {A n } n ∼ σ f . In the case the function describes the behaviour of the eigenvalues we call it spectral symbol and denote it by {A n } n ∼ λ f . Usually, a sequence {A n } n may admit several different symbols, so we are interested to perform a meaningful choice depending on the structure of the matrices A n .
The algebra of GLT sequences is a special subalgebra G ⊆ E where every sequence in G possesses a singular value symbol over the domain D = [0, 1] × [−π, π]. Moreover, we couple every GLT sequence {A n } n with one of its singular value symbols k over D, called GLT symbol of the sequence, and we denote it by {A n } n ∼ GLT k. The algebra structure of GLT sequences induces an algebra structure on the GLT symbols, in particular {A n } n ∼ GLT f, {B n } n ∼ GLT g =⇒ {A n + B n } n ∼ GLT f + g, {A n B n } n ∼ GLT f g, meaning that sum and product of GLT sequences have the sum and product of GLT symbols as GLT symbols, and in particular, as singular value symbols. This behaviour is quite surprising, and has an analogous in finite size only when dealing with diagonal matrices, or equivalently, normal matrices that have the same unitary diagonalizing base change.
We want to show that the axioms of algebras on the GLT symbols are a natural consequence of the results on normal matrices in the finite size setting. In fact for any GLT sequence we can find an equivalent sequence in the algebra with the same symbol, composed only by normal matrices. Moreover, all the normal sequences found can be diagonalized simultaneously through the same sequence of unitary base-change. All of this is expressed in the following theorem. Theorem 1. For every {A n } n ∼ GLT k there exists a sequence {Q H n D A,n Q n } n ∼ GLT k where
• D A,n are complex diagonal matrices with {D A,n } n ∼ λ k,
• Q n are unitary matrices that do not depend on {A n } n .
Actually, we will show that the matrices D A,n are built in order to contain an ordered approximation of the sampling of the symbol k over a fixed domain D. Notice that an unitary transformation does not change the eigenvalues and the spectral symbol, so {Q H n D A,n Q n } n ∼ λ k. We call this kind of sequence a Normal Form for a GLT sequence.
In a precedent paper [1] , we showed that the GLT algebra cannot be expanded anymore. In fact, if {A n } n ∼ σ k and it is compatible with all GLT sequences, meaning that
then {A n } n was already in G . Theorem (1) let us formalize a new conjecture regarding the maximality of G with respect to any other algebra that is possible to extract from E . Let M D be the set of complex-valued measurable functions over D (up to almost everywhere equivalence).
Conjecture 1.
Consider any subalgebra C ⊆ E and any map s : C → M D such that
• {A n } n ∈ C =⇒ {A n } n ∼ σ s({A n } n ),
• {A n } n , {B n } n ∈ C , s({A n } n ) = f, s({B n } n ) = g =⇒ s({A n + B n } n ) = f + g, s({A n B n } n ) = f g.
There exists a sequence of unitary matrices {U n } n such that
This last conjecture, together with Theorem 1, implies that any other algebra with the same properties of the GLT algebra admits a normal form, meaning that the only kind of sequences that are allowed to induce an algebra structure to the space of symbols are the normal sequences, as the finite dimensional setting seems to suggest.
Prerequisites
We will use the formalization of GLT sequences given in [1] . Fist, we need to survey the theory on spectral symbols, singular value symbols and approximating classes of sequences.
Symbols
A Singular Value Symbol associated with a sequence {A n } n is a measurable functions k : D ⊆ R n → C, where D is measurable set with finite non-zero Lebesgue measure, satisfying
for every continuous function F : R → C with compact support. Here l(D) is the Lebesgue measure of D, and
are the singular values in non-increasing order. In this case, we will say that {A n } n has singular value symbol k and we will write {A n } n ∼ σ k.
A Spectral Symbol is a measurable function in the Weyl sense describing the asymptotic distribution of the eigenvalues of {A n } n [6, 10, 17] . It is a function f :
for every continuous function F : C → C with compact support, where D is a measurable set with finite Lebesgue measure l(D) > 0 and λ i (A n ) are the eigenvalues of A n . In this case we write
The functions k, f in general are not uniquely determined, since the definition are distributional, so two functions with the same distribution are always simultaneously symbols of the same sequence. Moreover, we can notice that if {A n } n ∼ λ f , and A n are normal matrices, then σ i = |λ i | and consequently {A n } n ∼ σ f, |f |.
In general, we say that a function k is a rearranged version of h if they have the same domain D of finite non-zero Lebesgue measure, and
for every continuous function F : C → C with compact support. It is clear that given a sequence
Notice that an equivalent way to describe rearranged versions of a function is using open (or closed) disks of C.
In fact, if D is the set of open (closed) disks of C, we have
Three famous classes of sequences that admit a symbol are the following.
• Given a function f in L 1 ([−π, π]), its associated Toeplitz sequence is {T n (f )} n , where
We know that {T n (f )} n ∼ σ f [13] , and if f is real-valued, then T n (f ) are Hermitian matrices and
• Given any a.e. continuous function a : [0, 1] → C, its associated diagonal sampling sequence is {D n (a)} n , where
We get {D n (a)} n ∼ σ,λ a(x) since D n (a) are normal matrices.
• A zero-distributed sequence is a matrix-sequence such that {Z n } n ∼ σ 0, i.e.,
for every continuous function F : R → C with compact support. If Z n are normal matrices, then {Z n } n ∼ λ 0 holds too.
Approximating Classes of Sequences
Let C D be the space of matrix sequences that admit a spectral symbol on a fixed domain D. It has been shown to be closed with respect to a notion of convergence called the Approximating Classes of Sequences (acs) convergence. This notion and this result are due to Serra-Capizzano [15] , but were actually inspired by Tilli's pioneering paper on LT sequences [17] . Given a sequence of matrix sequences {B n,m } n,m , it is said to be acs convergent to {A n } n if there exists a sequence {N n,m } n,m of "small norm" matrices and a sequence {R n,m } n,m of "small rank" matrices such that for every m there exists n m with
for every n > n m , and ω(m)
In this case, we will use the notation {B n,m } n,m acs − − → {A n } n . The result of closeness can be expressed as
Lemma 2. If {B n,m } n,m ∼ λ k m for every m, k m → k in measure, and {B n,m } n,m acs − − → {A n } n , where all the matrices B n,m and A n are Hermitian, then {A n } n ∼ λ k.
These results are central in the theory since they let us compute the symbols of acs limits, and it is useful when we can find simple sequences that converge to the wanted {A n } n .
Given a matrix A ∈ C n×n , we can define the function
where, by convention, σ n+1 (A) = 0. Given a sequence {A n } n ∈ E , we can denote
This allows us to introduce a pseudometric
It has been proved ( [5] , [9] ) that this pseudodistance induces the acs convergence already introduced. Moreover, this pseudodistance is complete over E , and consequentially it is complete over any closed subspace (see [1] and [4] for proof and further details). The completeness is an important property, and it is a corollary of the following result ( [3] ).
Lemma 3. Let {B n,m } n,m be a sequence of matrix sequences that is a Cauchy sequence with respect to the pseudometric d acs . There exists a crescent map m : N → N with lim n→∞ m(n) = ∞ such that for every crescent map m ′ : N → N that respects
It is possible to give a characterization of the zero-distributed sequences as sum of "small norm" and "small rank" sequences. The following result sums up the important properties of the acs convergence.
The last point of the lemma shows that an equivalence relation naturally arises from the definition of acs distance. In fact {A n } n and {B n } n are said to be acs equivalent if their difference is a zero-distributed sequence. In this case, we will write {A n } n ≡ acs {B n } n .
The set of zero-distributed sequence Z is a subgroup (actually a non-unital subalgebra) of the ring E and d acs is a complete distance on the quotient E /Z . These properties are fully exploited and developed in the theory of GLT sequences, that we are going to summarize in the next section.
GLT Algebra
Let us denote by C D the set of couples ({A n } n , k) ∈ E ×M D such that {A n } n ∼ σ k and where
First of all we can see that it is well defined, because from the definition, if k, k ′ are two measurable functions that coincide almost everywhere, then
The set of couples of GLT sequences and symbols G is a subset of C D , so when we say that {A n } n is a GLT sequence with symbol k and we write {A n } n ∼ GLT k, it means that ({A n } n , k) ∈ G and in particular, it means that {A n } n ∼ σ k. The set of GLT sequences is denoted with G .
The GLT set is built so that for every {A n } n ∈ E there exists at most one function k such that {A n } n ∼ GLT k, but not every sequence in E is a GLT sequence. To understand what is the GLT space, we have to start introducing its fundamental bricks, that are the already mentioned Toeplitz, diagonal and zero-distributed sequences
, the GLT symbol of its associated Toeplitz sequence is f (θ) itself
• Given any a.e. continuous function a : [0, 1] → C, the GLT symbol of its associated diagonal sampling sequence is a(x) {D n (a)} n ∼ GLT a(x).
• Any zero-distributed sequence {Z n } n has 0 as GLT symbol.
Notice that the GLT symbols are measurable functions k(x, θ) on the domain D, where
Using these ingredients, we can build the GLT space through the algebra composition rules, and the acs convergence. The uniqueness of the GLT symbol let us define a map
that associates to each sequence its GLT symbol
We report here the main properties of G and S, that can be found in [10] and [1] , and that let us generate the whole space.
1. G is a C-algebra, meaning that given ({A n } n , k),({B n } n , h) ∈ G and λ ∈ C, then
the couple ({A n } n , k) belongs to G.
3. If we denote the sets of zero distributed sequences as
then Z is an ideal of G.
4.
S is a surjective homomorphism of C-algebras and Z coincides with its kernel. Moreover S respects the metrics of the spaces, meaning that
where the distance d m on M D induces the convergence in measure.
Notice that S links the distance d acs on G and the distance d m on M D . This property actually holds for every group A ⊆ C D , and let us identify Cauchy sequences in E from Cauchy sequences on M D and vice versa. In particular, given
so we say that A is closed whenever the set of its sequences is closed in E .
The previous properties will be useful in the next sections, but it can be proved that all the GLT sequences can be generated using even simpler sequences than the classes already introduced.
and f i,m are trigonometrical polynomials for every i, m,
The Toeplitz matrices T n (f i,m ) are banded, so it is easy to manipulate them, and the entries of D n (a i,m ) are infinitely smooth. We will use their peculiar structures to show that every GLT sequence {A n } n is acs equivalent to a sequence of normal matrices. Eventually, we also report that Hermitian GLT sequences behave well with continuous matrix functions.
Diagonal Sequences
The essay [3] deals with spectral symbols of diagonal sequences. Due to their particular structure, it is possible to prove that diagonal sequences behave well under acs convergence with respect of both eigenvalues and singular values. We report here some results.
Lemma 7. Given any diagonal sequence {D n } n and a measurable function f : [0, 1] → C, we have
Lemma 8. Let {D n } n and {{D n,m } n } m be diagonal matrices sequences, and let a : D → C, a m : D → C be measurable functions. If
A corollary of the last result is
so we can apply Lemma 8 and obtain {D n } n ∼ λ k, so k is a rearranged version of h.
The main result of [3] , later improved in [2] , reverts Lemma 7.
Theorem 2. Given {D n } n a sequence of diagonal matrices with real entries such that {D n } n ∼ λ f (x), with f : [0, 1] → R, then there exist permutation matrices P n such that
Normal GLT sequences
We want to show that every GLT sequence is acs equivalent to a sequence of normal matrices. In particular, we will show that given a GLT sequence with symbol k, it is acs equivalent to a normal sequence that has k as spectral symbol, called Normal Form.
The proof will be constructive, in the sense that we will show it first for simple sequences, their composition, and then we will generate all GLT sequences with Lemma 3.
Let us start from the fundamental blocks of GLT theory: Toeplitz, diagonal and zero-distributed sequences. Diagonal matrices are already normal matrices, and by Lemma 4, the sequence of normal matrices {0 n } n is acs equivalent to any zero-distributed sequence.
In the next subsections, we show that also Toeplitz sequences can be rewritten in a normal form, and how we can find an equivalent normal form also for linear composition and product of sequences.
LT sequences
In [10] , the authors showed how product and sum of diagonal and Toeplitz matrices can be disassembled and reconnected in order to extrapolate spectral informations on their combinations. They introduced the preliminary concept of Locally Toeplitz (LT) sequences, later evolved into the actual GLT theory, that exploits the peculiar structures of the involved matrices and the flexibility of the acs convergence to their full extent.
The properties and results of LT sequences are not reported here, since we will use and refine only the idea behind their construction to our purposes. First of all, we will follow the notations of [10] and write the Locally Toeplitz operator referred to a ∈ C ∞ ([0, 1]) and f trigonometrical polynomial as
The sequence of LT operators has a double index (m, n), but we are interested only in sequences with m, n both diverging to infinite, and with m = o(n), so we set m = ⌊ √ n⌋. Form now on, we will work only with
The sequence of LT n (a, f ) is important because it is acs equivalent to the sequence of D n (a)T n (f ). To prove this equivalence we need to split the difference LT n (a, f ) − D n (a)T n (f ) into a sum of a small rank matrix and a small norm matrix. To set the notations, let us call
First of all, A n is a banded matrix, with a band of size k equal to the degree of f . Let us call R n the matrix whose components are the non zero elements of An lying outside the diagonal blocks of LT n (a, f ) or in its last zero block. R n has at most 2k 2 m + (n − m 2 ) non zero elements, but 
Let M be an upper bound to the absolute value of the elements in T n (f ), defined as
We obtain that
N n is banded, so any row and column has at most 2k + 1 non-zero elements and
This last computation let us conclude that A n = R n + N n where rk(R n ) = o(n) and N n = o(1), so A n is a zero-distributed sequence and {LT n (a, f )} n is acs equivalent to {D n (a)T n (f )} n .
LC sequences
Let f be a trigonometrical polynomial, so that its Fourier series has a finite number of non-zero coefficients. Suppose m is the degree of its polynomial and n > 2m. If C n is the circulant matrix
then we can define
They are circulant matrices (thus normal) that can be diagonalized through Fourier matrices. Let
We know that
and we denote the obtained diagonal matrix as
The eigenvalues of C n are the values of the continuous function f over an equispaced grid on [0, 2π] (or, after a reorder, over [−π, π]), so it is easy to show that
It is fairly easy to see that rk(
} n is a zero distributed sequence and {T n (f )} n ≡ acs {C n (f )} n . This result shows that if f is a trigonometrical polynomial, then the sequence {T n (f )} n is equivalent to a sequence of circulant normal matrices {C n (f )} n .
The LT operator produces non-normal matrices, but if we substitute the Toeplitz matrices with the corresponding circulant operators, we obtain the following normal matrix.
We are again interested only in sequences with m, n both diverging to infinite, and with m = o(n), so we set m = ⌊ √ n⌋. Form now on, we will work only with
LT and LC sequences are acs equivalent. In fact, if k is the degree of f , then
As we said, the LC operator produces normal matrices, that are also easily diagonalizable.
Notice that Q n are unitary matrices that do not depend on a or f and D n (a, f ) are diagonal matrices where the entries are a uniform sampling of the function a(
, excluding the last zero block.
It is possible to prove that {D n (a, f )} n ∼ λ a(x)f (θ), but here we need a more general result.
Lemma
The sequence {D n (k)} n has k| D as spectral symbol, where
Proof. The elements on the diagonal of D n (k) are the values of the function k over a regular grid S n on D, plus few additional zero values. The points of the grid are x i,j and their distribution differs depending on the parity of ⌊n/m⌋. We can partition the domain D into |S n | rectangles r i,j , each one containing the point x i,j of S n . We denote the set of rectangles R n , and define the rectangles r i,j as Given a function F ∈ C c (C), the composition G = F • k| D is a continuous function over the compact set D. If we call ω G the modulus of continuity of G, and t the remainder class of n modulus m, that is t = n − m⌊n/m⌋, then
that tends to zero as n goes to infinity. We can conclude that 
We already proved that for every couple of indexes (i, m), the following chain of acs equivalences holds.
Recall that the space of zero-distributed sequences is an algebra, so sum of a finite number of its elements is still zero-distributed. As a consequence, we infer that
We can now use Lemma 3 and deduce that the same sequence of sequences converges to a normal sequence acs equivalent to {A n } n and whose components are LC matrices.
We already noticed that all LC sequences can be diagonalized through the same unitary matrices Q n , so
The matrix inside the square brackets is diagonal, so we denote it as D n,A , and we get the formulation of the thesis Q H n D n,A Q n n ≡ acs {A n } n . Notice that Q n are unitary matrices that do not depend on {A n } n , so all we need to prove is {D n,A } n ∼ λ k.
The acs convergence is defined on the singular values of the matrices, so it does not change under unitary base change. From the convergence of LC sequence we can deduce, by conjugating with Q n , that 
The diagonal matrices
The last result we need is Lemma 8 applied on the above sums of diagonal sequences. We eventually conclude that {D n,A } n ∼ λ k(x, θ).
Equivalence with Diagonal Algebra
We already know that G is the closure, with respect to the acs distance over E , of the algebra generated by {D n (a)} n and {T n (f )} n where a ∈ C ∞ [0, 1] and f is a trigonometrical polynomial (actually, the functions f n = exp(inθ) are sufficient). The choice of these particular generators is due to our knowledge about their symbols.
In the previous proof we showed that the sequences {LC n (a, 1)} n and {LC n (1, f )} n are also sufficient to generate the same space, since they are equivalent to the previous generators. Here we report some of the already discussed benefits to using such a set of generators:
• The LC sequences are explicitly built using normal matrices whose eigenvalues, when diagonalized with a known unitary base change, are sorted according to the sampling of the symbols over a regular grid. Moreover, the base change is the same for every sequence.
• Every sequence in the closure of the generated algebra can be expressed only by normal matrices, with the same diagonalizing base change, that sorts the eigenvalues according to an approximated sampling of the associated symbol.
• Having the same diagonalizing base change, it is straightforward to compute the symbols of products and sums of matrices, since we can focus directly only on the eigenvalues.
The downsides are described in [16] , where it is discussed why we use GLT and not GLC (Generalized Locally Circulant) sequences. In fact, it is easy to describe a Toeplitz sequence
, whereas a circulant sequence {C n (f )} n associated to f can only be generated through acs convergence of simpler circulant sequences, or through the Frobenius optimal circulant approximation [8] , that requires a more involved analysis.
The analysis done in the previous sections is useful, though, because hints the existence for every algebra of sequences and symbols of a "Normal Form", that is an equivalent normal sequence that can be diagonalized through the same unitary base change. The diagonalization let us draw a connection between GLT sequences and more simple diagonal sequences with one dimensional symbols.
We have seen that, up to acs equivalence, every GLT sequence can be diagonalized with an unique unitary base change. Elementary operations (sum, product, conjugation) work with GLT sequences and symbols because they can be checked on their diagonalized sequences. We can thus try to embed the GLT space into a space of simpler sequences, generated only by diagonal sequences associated to continuous functions a : [0, 1] → C.
This is actually the closed subset of G generated by diagonal sampling sequences of continuous functions, so, using Lemma 7,
and we know that all the functions in M [0,1] are symbols for some diagonal GLT sequence. D is a * -algebra in the sense that
, equipped with the normalized Lebesgue measure l(·)/l(D) is a Standard Probability Space [14] , and is isomorphic to [0, 1] through a bijective measure-preserving measurable map T :
is also measure-preserving. The map T , in particular, has the following properties.
• The application ψ :
• T is an isomorphism of *-algebras over C.
• T preserves the convergence in measure both ways
• f (T ) is a rearranged version of f on different domains, meaning that
for every F ∈ C c (C). In particular,
Define now the map
. First of all, we can notice that the image of ϕ is contained in
Moreover, the conjugation by {Q n } n and the map ψ are both homomorphisms of *-algebras over C, so the image of ϕ is still a *-algebra. They also respect the acs convergence of sequences and the convergence on measure over functions, so the image of ϕ is also closed.
Using the normal forms for GLT sequences, we notice that every sequence of the image is acs equivalent to a diagonal sequence, so the image is generated, through acs closure, by diagonal sequences. Moreover, ψ is bijective, and all functions in M D are GLT symbols, so all functions in M [0,1] will be symbols of the image algebra.
We may thus ask if the image of ϕ is actually D itself, but that is not true. The real embedding G → D operates a different base change and gives an isomorphism between the two spaces. 
. is an isomorphism of *-algebras over C and an isometry.
, that is a real-valued measurable map in M D , and let {A n } n be a GLT Hermitian sequence with {A n } n ∼ GLT k. Let {H n } n = {Q H n D n,A Q n } n be a normal form for {A n } n , and notice that all H n can be taken Hermitian. Moreover, we know that k is a rearranged version for k(T (x)) = x, so we can apply Theorem 2 and obtain a permutation sequence {P n } n for which
, we can use Lemma 6 and obtain
This argument shows that all the generators of D are included in the image of φ, since
{f (P n D n,A P T n )} n ≡ acs {D n (f )} n and the image is closed. D is thus contained in the image of φ and the map φ is clearly injective, since the conjugation by {U n } n is an invertible operation. The inverse image of D through φ is a closed subset of G, but
so it must contain all GLT symbols. We can conclude that the image of φ is exactly D, and it is an isomorphism of *-algebras over C that respects the convergence acs of sequences and the convergence in measure of symbols. It is also an isometry since the conjugation by an unitary sequence does not change the distance d acs .
The result shows that we can work on [0, 1] instead of D, reducing the dimensionality of the problems. With little modification, it works also for other domains D and structures similar to the GLT space. In the next section, we introduce the notion of Normal Form that we use to formalize a generalization of Theorem 3.
Normal Forms
The GLT symbol k of a sequence {A n } n describes asymptotically its singular values, but in general does not describe its eigenvalues. Theorem 1 gives us a normal sequence acs equivalent to {A n } n with spectral symbol k, that admits the same unitary diagonalizing base change for every sequence. The existence of such normal sequence equivalent to {A n } n justifies most of the GLT properties, so we may ask, what kind of sequence admits an equivalent normal sequence? Let us first define properly the objects we are dealing with.
We say that a sequence {B n } n is a Normal Form for a couple ({A n } n , k) relative to a sequence of unitary matrices {U n } n if
• {B n } n is acs equivalent to {A n } n ,
We denote the set of normal forms of the couple ({A n } n , k) relative to {U n } n as N U ({A n } n , k). Notice that a normal form {B n } n is a normal sequence and
Moreover, N U ({A n } n , k) is empty or contains infinite sequences, since a modification of the entry (1, 1) of every matrix D n does not change the spectral symbol, produces an equivalent sequence, but changes the matrices B n . We also denote the sequences that admit a normal form as
Properties
The main property characterizing a sequence {A n } n in S U (k) is that it generates an algebra in C D when coupled with k. Remember that given any f ∈ C(C), it is possible to define f (A) where A is a matrix, with the property that the eigenvalues of f (A) are the images of the eigenvalues A through f with the same multiplicities.
Lemma 10. Let {N n } n be a normal sequence, and let {A n } n be a generic sequence.
Proof. If s = 0, then the claim is obvious, so we will assume s > 0. Notice that any non constant polynomial is a proper continuous function p : C → C, so given any continuous function G : C → C with compact support, the composition G • p is still a compactly supported continuous function.
The proof of the second case is more convoluted, since a continuous function is not proper in general. Fix a function F ∈ C c (C) and a constant ε > 0. Since k is a measurable function and F is compactly supported, we can find an unique constant M > 0 such that
Define a continuous function f M such that
Using the hypothesis, we thus know that
. Moreover, we know that the number of eigenvalues of A n not in B 2M (0) is low compared to n. If we denoteχ M a continuous function with compact support and the property
Consequently, we can prove our result
n with D n diagonal matrices. The set of zero distributed sequences Z is an algebra and it absorbs C D , meaning that
We would be happy to prove also the converse, but it is not easy to find a normal sequence acs equivalent to {A n } n in general. Weaker results can be shown using ulterior tools.
In [7] , it has been proved that every continuous and compactly supported function can be approximated by linear combinations of Gaussian functions, that are in particular radial.
Corollary 2. Given the set of radial and compactly supported functions
the vectorial space span C (A ) is dense in C c (C) with the uniform convergence.
The following results show that whenever a couple ({A n } n , k) generates an algebra, and {N n } n ≡ acs {A n } n is a normal sequence, then {N n } n is a normal form for {A n } n . Actually, we don't need to use all polynomials, but only affine functions p(x) = x + c. Lemma 12. Given {N n } n a normal sequence such that
Proof. Let us call λ i,n the eigenvalues of N n . Let G ∈ A be a real valued continuous radial function centred onẑ ∈ C and compactly supported. It means there exists a continuous and compactly supported H : R → R such that G(z) = H(|z −ẑ|).
The ergodic relation holds for every G ∈ A and by linearity, it holds for every G ∈ span C (A ). Using Corollary 2, we can conclude that it holds for every F ∈ C c (C) and consequently
Corollary 3. Given {A n } n a sequence such that
Proof. If {N n } n is a normal sequence, then we use Lemma 12 and obtain
where U n are the unitary base changes that diagonalize N n . The converse implication is due to the definition of normal form.
The hypothesis of the previous statements are quite delicate, since there exist counterexamples for close formulations.
• A sequence {A n } n admitting a singular value symbol and that has an equivalent normal sequence {N n } n does not necessarily admit a normal form. For example
and diagonal matrices are already normal, but if the sequence {D n } n admits a normal form for some unitary sequence {U n } n and measurable function k, then we can apply Lemma 11 with the polynomial p(x) = x + 1 and obtain
that is an absurd, since the sequence {D n + I n } n does not admit a singular value symbol.
• There exist sequences {A n } n that do not present an equivalent normal sequence. For example,
is a non normal sequence that admits a spectral symbol χ [0,1/2] over [0, 1] and with the property A 2 n = 0 n for every n. If there exists an equivalent normal sequence {N n } n ≡ acs {A n } n , then, using Lemma 10,
• Lemma 12 does not work for arbitrary sequences. Every sequence {A n } n with a normal form {N n } n for the function k respects
but this does not affect the eigenvalues. The sequence of Jordan nilpotent block {J n } n , in fact, is a GLT sequence with symbol k = e iθ , so it generates an algebra, but {J n } n ∼ λ 0.
• Lemma 11 does not work with general continuous functions instead of polynomials. In fact, if
then {E n } n is zero distributed, but E n has the same eigenvalues as C n , and is diagonalizable. If we consider the continuous function f (x) = x + 1 − |x| 2 , we obtain that f (E n ) = E n and f (0) = 1, so
Notice that in the last example f (x) = x + 1 − xx ∈ C[x, x], so we cannot even expand the property to the complex conjugation operation. The hidden reason for which it cannot be done is that for an arbitrary matrix A, f (A) = A + I − AA H , and it works only with normal matrices. If we consider only polynomials p(x, y) ∈ C[x, y], then we notice that with the same proof of Lemma 11, we know that
and in this sense, we can say that if {A n } n admits a normal form with respect to k, then ({A n } n , k) generates a *-algebra over C inside C D .
Maximality
As we have seen, the strange behaviour of GLT sequences is explained through the deployment of a 'Normal Form', and it has been stressed that all the normal sequences can be diagonalized through the same set of unitary matrices. It means that, up to an unitary base change, we are actually dealing with diagonal matrices, that obviously have tons of good properties.
In [1] we studied the maximality of the GLT algebra among other similar structures. Here we rephrase part of the argument and results using our notations. Remember that we have already denoted the GLT algebra in two different but equivalent ways:
• The GLT algebra G is an algebra contained in the space C D made of the couples sequences-functions ({A n } n , k) such that {A n } n ∼ σ k. In particular it is a subalgebra of E × M D .
• The algebra of GLT sequences G is a subalgebra of E equipped with a function S : G → M D that associates to each sequence an unique measurable function, and that is a surjective homomorphism of algebras and isometry of pseudometric spaces.
Given any B ⊆ E and a map s :
In the next sections we will talk about groups and algebras contained in C D or induced by partial homomorphisms and symbol maps s : E → M D .
Sequences Group
Let us focus on groups contained in C D , or also said, subgroups A ⊆ E admitting a group homomorphism s : A → M D that is also a symbol map.
Lemma 13. Given A ⊆ C D , the following are equivalent.
1.
A is a group, 2. There exists a subgroup A ⊆ E and a symbol map and group homomorphism s :
Proof. 1 =⇒ 2) Let A ⊆ E be the set of sequences
Given {A n } n ∈ A , suppose there are two functions k, h ∈ M D for which ({A n } n , k), ({A n } n , h) ∈ A. Using the properties of group, we know that
but A ⊆ C D , so {0 n } n ∼ σ k − h and k = h. This proves that for every {A n } n ∈ A there exists an unique k ∈ M D such that ({A n } n , k) ∈ A, therefore we can define the map
and necessarily it will be an homomorphism of groups.
=⇒ 1) We know that
and it is a group since A is a group and s is a group homomorphism.
Notice that the set of zero-distributed sequences Z induces a group in C D only when equipped with the zero function s(Z ) = 0. Remember also that
An important result from [1] can be expressed as follows.
This result tells us that the GLT algebra G is maximal in the set of subgroups of E with an homomorphism of groups to M D that is compatible with the GLT symbol map. The order imposed on the set of groups is the simple inclusion, and thus it is a partial order and may have several maximal elements. It has already been shown in [1] that this is exactly the case, since there are structures similar to GLT algebra that do not contain G and are not contained in it.
A simple way to create more structures with the same group properties of the GLT space is by base change. The fundamental observation is that given any couple of sequences {U n } n and {V n } n of unitary matrices, then
and the base change does not hinder the group structure, so
is a group that is incompatible with the GLT space whenever there exists a GLT sequence {A n } n that is not acs equivalent to {U n A n V n } n . For example, if U n = C n and V n = I n , then
The conjecture, is that this kind of transformation is probably the only one. A small toy problem consists of cyclic groups, that are groups generated by a single element.
Then there exist two sequences of unitary matrices {U n } n and {V n } n such that
Proof. Let {B n } n ∼ GLT k, and let B n = Q n Σ n W n and A n = Q ′ n Σ ′ n W ′ n be their SVD. We get
but |k| is a nonnegative real-valued function, and the singular values of Σ n , Σ ′ n are also eigenvalues, so
where f is a nonnegative real-valued and monotone function over [0, 1] that has the same distribution as |k|. Using Theorem 2, we can find P n , P ′ n permutation matrices for every n such that
Consequently,
This implies that all cyclic groups embed into the GLT space after a double unitary transformation.
Then the group A generated by ({A n } n , k) is contained in C D , and there exist two sequences of unitary matrices {U n } n and {V n } n such that
Proof. The elements in the group generated by ({A n } n , k) are ({mA n } n , mk) for every m ∈ N. The singular values of mA n are the singular values of A n multiplied by |m|, so
since the multiplication by a constant different from zero is a proper function, and if m = 0 then
We just proved that {mA n } n ∼ σ mk, so the group A generated by ({A n } n , k) is contained in C D . Lemma 15 assures the existence of unitary sequences {U n } n , {V n } n such that {U n A n V n } n ∼ GLT k, so given any element of the group A, we obtain {U n mA n V n } n ∼ GLT mk.
Notice that in this simple proof, we had to reduce the matrices into their diagonal form, like we did for the normal form. We could have proved equivalently that the groups embed into a space of diagonal sequences, instead of GLT.
To formalize the reasoning, let us introduce a pre-order relation (that is, up to quotient, a partial order relation) on the groups contained in C D . Definition 1. Given A and B two groups inside C D , we say that A embeds into B if and only if there exist two sequences of unitary matrices {U n } n and {V n } n such that ({U n A n V n } n , k) ∈ B ∀({A n } n , k) ∈ A.
In this case we write A ≤ B.
In other words, we say that A is embedded in B if there are two sequences of unitary matrices that maps all sequences of A into sequences of B with the same symbol.
Notice that not all couples of groups are compatible, since one of them must contain all the symbols of the other. At the same time, if we apply the base change to all the elements of a group A, we obtain a group B that is equivalent to the first, in the sense that both the embeddings hold A ≤ B ≤ A, since the embedding is invertible.
Even considering this relation, the GLT group is maximal.
Further work
We set D = [0, 1] × [−π, π] at the start. But what happens when we swap D with any measurable set in R n with finite non-zero measure? One noticeable invariance is that the sequences contained in C D do not change. One could, at this point, generalize the definition of embedding by letting also the domain of the symbol change as done in Theorem 4. This allows to unify the theory of GLT to the multilevel GLT theory, since multivariable symbols can be transformed into equally distributed classical 1 variable functions.
Several results on N U ({A n } n , k), S U and S (k) are already available, but their structure is yet to be studied. for example, we know that
are all closed set into E , and that k is a rearranged version of h if and only if one of the following holds:
• S (k) ∩ S (h) = ∅ (and in this case S (k) = S (h)),
• there exists {U n } n unitary such that S U (k) ∩ S U (h) = ∅ (and in this case S U (k) = S U (h)),
• there exist {U n } n unitary and {A n } n such that N U ({A n } n , h) ∩ N U ({A n } n , k) = ∅ (and in this case, N U ({A n } n , h) = N U ({A n } n , k)).
Remember that every hermitian GLT sequence {A n } n ∼ GLT k has k also as spectral symbol. Using the results in this paper, it is possible to prove that it hold also for normal sequences.
Lemma 19. If {A n } n is a normal sequence, then {A n } n ∼ GLT k =⇒ {A n } n ∼ λ k.
It is actually a corollary of the existence of a normal form for GLT and the following perturbation result.
Lemma 20. If {X n } n ∼ λ k is a normal sequence, and {Y n } n is a zero distributed sequence with X n + Y n normal for every n, then {X n + Y n } n ∼ λ k.
One last note goes to the definition of Normal Form. We may notice that if {A n } n ∈ S U (k), then it is equivalent to a normal sequence {U n D n U H n } n with {D n } n ∼ λ k, but • the spectral symbol does not change after a permutation {P n } n of the eigenvalues,
• a rearrangement h of the symbol is also a spectral symbol for the same sequence.
In this sense, we now that S U (k) = S UP (k) = S U (h) = S UP (h). A way to control this phenomenon is to change the definition of Normal Form, including further conditions on the eigenvalues of D n . In fact, the GLT space suggests that the diagonal matrices may contain an approximated and sorted sampling of the associated symbol (a concept that in [3] has been traduced into the Piecewise Convergence). This would entice that for every unitary sequence {U n } n there exists only one function k such that {A n } n ∈ S U (k), creating a correspondence between (a subset of) E and M D that links sequences to an unique symbol.
