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RÉSUMÉ 
Avec l'arrivée de l'environnement comme enjeu mondial, le secteur de l'efficacité énergétique 
prend une place de plus en plus importante pour les entreprises autant au niveau économique 
que pour l'image de la compagnie. Par le fait même, le domaine des technologies de l'énergie 
est un créneau de recherche dont les projets en cours se multiplient D'ailleurs, un des 
problèmes qui peut survenir fréquemment dans certaines entreprises est d'aller mesurer la 
composition des matériaux dans des conditions difficiles d'accès. C'est le cas par exemple de 
l'électrolyse de l'aluminium qui se réalise à des températures très élevées. Pour pallier à ce 
problème, il faut créer et valider des modèles mathématiques qui vont calculer la composition 
et les propriétés à l'équilibre du système chimique. 
Ainsi, l'objectif global du projet de recherche est de développer un outil de calcul d'équilibres 
chimiques complexes (plusieurs réactions et plusieurs phases) et l'adapter aux problèmes 
électrochimiques et d'équilibres contraints. Plus spécifiquement, la plateforme de calcul doit 
tenir compte de la variation de température due à un gain ou une perte en énergie du système. 
Elle doit aussi considérer la limitation de l'équilibre due à un taux de réaction et enfin, 
résoudre les problèmes d'équilibres électrochimiques. 
Pour y parvenir, les propriétés thermodynamiques telles que l'énergie libre de Gibbs, la 
fugacité et l'activité sont tout d'abord étudiées pour mieux comprendre les interactions 
moléculaires qui régissent les équilibres chimiques. Ensuite, un bilan énergétique est inséré à 
la plateforme de calcul, ce qui permet de calculer la température à laquelle le système est le 
plus stable en fonction d'une température initiale et d'une quantité d'énergie échangée. Puis, 
une contrainte cinétique est ajoutée au système afin de calculer les équilibres pseudo-
stationnaires en évolution dans le temps. De plus, la contrainte d'un champ de potentiel 
électrique est considérée pour l'évaluation des équilibres électrochimiques par des techniques 
classiques de résolution et fera l'objet de travaux futurs via une technique d'optimisation. 
Enfin, les résultats obtenus sont comparés avec ceux présents dans la littérature scientifique 
pour valider le modèle. 
À terme, le modèle développé devient un bon moyen de prédire des résultats en éliminant 
beaucoup de coût en recherche et développement. Les résultats ainsi obtenus sont applicables 
dans une grande variété de domaines tels que la chimie et l'électrochimie industrielle ainsi que 
la métallurgie et les matériaux. Ces applications permettraient de réduire la production de gaz 
à effet de serre en optimisant les procédés et en ayant une meilleure efficacité énergétique. 
Mots-clés : Systèmes énergétiques avancés, Équilibre thermodynamique, Équilibre contraint, 
Optimisation, Minimisation de l'énergie libre de Gibbs 
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1. INTRODUCTION 
1.1. Contexte et problématique 
Le phénomène de mondialisation qui s'est produit durant les dernières années a eu des 
conséquences sur les habitudes de vie actuelle. En effet, l'une des répercussions est la 
diminution des ressources naturelles de la planète. Ainsi, dans un marché concurrentiel, de 
plus en plus d'entreprises et d'individus veulent leur part des ressources. Cette course vers une 
production excessive de biens et services a permis de remettre en question la manière d'utiliser 
les ressources naturelles et d'en faire des produits. Parmi les aspects sur lesquels se sont 
penchés les chercheurs scientifiques, il y a entre autres l'efficacité énergétique et aussi la 
manière de produire cette énergie. Afin de bien comprendre les transformations énergétiques 
qui s'opèrent dans un système, il est important de savoir ce qui se passe au niveau moléculaire 
pour interpréter comment les composés interagissent entre eux. C'est pour simuler la réalité et 
surtout pour optimiser les procédés que des modèles mathématiques et thermodynamiques 
sont créés. 
Le calcul d'équilibres chimiques est utile pour les industries travaillant sur des procédés de 
transformations chimiques, plus particulièrement en pétrochimie et en métallurgie où les 
réactions chimiques sont nombreuses. Ce type de calcul peut servir à maximiser les réacteurs, 
c'est-à-dire de trouver les limites d'un système, identifier un maximum théorique de 
production ou encore déterminer les éléments chimiques présents. De cette manière, il devient 
possible d'augmenter le rendement. Une méthode pour parvenir à calculer les équilibres 
chimiques est la minimisation de fonctions thermodynamiques comme l'énergie libre de 
Gibbs. Les détails de cette méthode seront décrits ultérieurement. 
Les problèmes d'équilibres chimiques sont étudiés depuis longtemps, la littérature témoigne 
des nombreuses recherches à ce sujet. Les modèles mathématiques développés par ces 
chercheurs, servant à calculer l'équilibre chimique pour des conditions données, sont dus à la 
volonté de vouloir prédire le comportement d'un système chimique. Cependant, l'information 
1 
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de ces modèles est limitée lorsque l'équilibre chimique est contraint (échange d'énergie avec 
l'environnement, cinétique de réaction, etc.) et plus particulièrement en électrochimie, un 
domaine qui devient de plus en plus étudié et où la modélisation des systèmes chimiques 
complexes serait un avantage considérable. Sans oublier qu'en expérimentation il peut 
survenir des situations où prendre une mesure de composition est impossible. La température 
élevée, un point d'échantillonnage inatteignable ou un potentiel électrique sont des situations 
qui peuvent empêcher la prise de mesure. C'est en voulant pallier à ces problèmes que la 
question du projet de recherche a raison d'être et peut se poser ainsi : Comment calculer la 
composition d'un système chimique complexe adapté aux équilibres contraints et aux 
problèmes électrochimiques? La composition du système chimique est le nombre de moles de 
chaque composé dans les différentes phases du système. 
1.2. Le projet 
Le projet de recherche consiste au développement d'une plateforme, ou programme 
informatique, de calcul d'équilibres chimiques complexes et l'adaptation aux problèmes 
électrochimiques et d'équilibres contraints. Les équilibres chimiques complexes comprennent 
les systèmes à plusieurs réactions et à plusieurs phases. Le développement de cette plateforme 
est réalisé sous la supervision des directeurs du projet, les professeurs Gaétan Lantagne et 
Bernard Marcos, spécialisés en systèmes énergétiques avancés et en techniques 
d'optimisations. La méthode utilisée pour calculer l'équilibre de divers systèmes chimiques à 
température et pression constante est la minimisation de l'énergie libre de Gibbs donné par la 
fonction présentée à l'équation 2.1 de l'état de l'art. Cette fonction tient compte des systèmes 
non idéaux représentés par le rapport des fugacités. De plus, Lantagne (1988) décrit la 
technique d'optimisation utilisée pour résoudre le problème. Une fonction de pénalité est 
employée pour converger vers l'optimum en tenant compte des contraintes d'inégalités et 
d'égalités reliées au bilan de masse. 
La poursuite du développement de cette plateforme va permettre de résoudre des systèmes 
encore plus complexes qui sont contraints par divers phénomènes. Au niveau des contraintes, 
la nouvelle plateforme prendra en compte le bilan énergétique sur le système chimique étudié 
2 
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qui conduira à la variation de la température. Cette nouvelle contrainte va permettre de 
déterminer la température à l'équilibre selon une température d'entrée et un apport en énergie 
au système. De plus, un des phénomènes qui peut limiter l'équilibre est le taux de réaction. 
Pour tenir compte de cette contrainte, il faut insérer les cinétiques des réactions. Ce 
changement au système amènera une nouvelle dimension aux problèmes à résoudre. En effet, 
cette modification introduira le temps comme variable de calcul et l'avancement de la réaction 
sera pris en compte. Pour finir, la plateforme de calcul sera complète lorsqu'un équilibre 
électrochimique pourra être calculé. Dans ce cas, un champ de potentiel électrique sera la 
contrainte imposée au système. Pour l'instant, une évaluation des équilibres électrochimiques 
est présentée. En somme, l'introduction des nouvelles contraintes au programme de calcul est 
l'élément clé de ce projet. 
1.3. Les objectifs et la méthodologie 
Suite à cette problématique et aux travaux effectués dans le passé, l'objectif général du projet 
est le calcul d'équilibres chimiques complexes et l'adaptation aux problèmes électrochimiques 
et d'équilibres contraints. Pour parvenir à cette fin, les objectifs spécifiques suivants devront 
être atteints : 
• Calculer la température d'équilibre et la composition d'équilibre d'un système à partir 
des conditions d'entrées par l'intermédiaire d'un bilan énergétique. 
• Considérer le temps dans l'évolution de l'équilibre lorsque l'équilibre chimique est 
limité par un taux de réaction. 
• Déterminer les paramètres qui influencent l'équilibre lorsque le système chimique est 
soumis à un potentiel électrique. 
Pour répondre à la question de recherche, à savoir comment calculer la composition d'un 
équilibre chimique complexe soumis à diverses contraintes lorsque la prise de mesure est 
difficile ou impossible, une approche théorique des phénomènes physico-chimiques est 
proposée. En effet, il faudra utiliser les équations du modèle général d'optimisation et aussi 
celles des contraintes telles que le bilan d'énergie, les cinétiques de réactions et le potentiel 
électrochimique. De plus, l'utilisation de modèles thermodynamiques (Loi des gaz parfaits, 
3 
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SRK, NRTL, etc.) sera nécessaire. Étant donné que plusieurs phénomènes peuvent venir 
perturber l'équilibre d'un système, il suffit d'être en mesure de résoudre séparément chaque 
contrainte et de pouvoir assembler le tout pour les systèmes complexes à contraintes multiples. 
Lorsque le programme sera en mesure de résoudre simultanément toutes les contraintes 
envisagées, il sera alors possible de calculer la composition d'un système chimique complexe 
dans des situations où la prise de mesure est difficile, voire irréalisable. Enfin, pour valider la 
fonctionnalité, il y aura une analyse de différents problèmes provenant de la littérature 
scientifique qui seront traités sous un angle propre au projet et permettra de valider la 
pertinence et l'efficacité de la technique de calcul proposée dans ce mémoire. 
1.4. Pertinence et contributions originales 
La pertinence de cette plateforme réside dans son applicabilité à une large gamme de 
problèmes. Effectivement, l'outil de calcul est très général et peut aisément s'adapter aux 
différents problèmes cités précédemment. Avec la modélisation, il est possible de guider la 
mesure physique et de calculer la composition par la plateforme de calcul. Par ailleurs, cet 
outil informatique permet d'économiser beaucoup d'effort en temps et en argent dans la 
recherche en laboratoire. 
Les domaines d'applications sont très variés, il y a la chimie industrielle où la plateforme peut 
calculer des compositions d'équilibres chimiques de manière théorique. Cela peut apporter de 
grands éclaircissements sur un procédé au niveau de son rendement maximum et ses 
conditions limites. Même constat pour les procédés chimiques plus complexes, par exemple 
les procédés en continu ou un réacteur accompagné d'un échangeur de chaleur. De plus, ce 
projet peut être également utilisé en électrochimie industrielle. En effet, en ajoutant une 
contrainte d'un champ de potentiel électrique au programme, il pourra calculer la dégradation 
des matériaux aux électrodes d'une pile au lithium par exemple. Un autre domaine 
d'application important est celui de la métallurgie et des matériaux. Ainsi, dans le cas de la 
production de l'aluminium dans une cellule d'électrolyse à température élevée, la plateforme 
sera en mesure de déterminer la composition à l'intérieur connaissant les conditions d'entrée 
et d'opération du système. 
4 
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Les contributions originales de ce projet à la communauté scientifique résident dans les 
méthodes de calculs utilisés pour parvenir aux résultats des équilibres contraints. En effet, il a 
été démontré que l'utilisation de la minimisation de l'énergie libre de Gibbs couplé à un bilan 
d'énergie peut remplacer la maximisation de l'entropie sous certaines conditions, et aussi, 
traiter à la fois les problèmes adiabatiques et non-adiabatiques. Les détails de ces applications 
sont démontrés dans le chapitre 3. 
En somme, la réussite de ce projet de recherche réside dans la bonne compréhension des 
phénomènes thermodynamiques associés à des contraintes et dans la modélisation de ces 
dernières. Présentement, même s'il y a de plus en plus d'applications possibles avec ces 
méthodes de calculs, la recherche sur le sujet est davantage axée du côté mathématique et sur 
l'évaluation du minimum, à savoir si celui-ci est global. Ce projet devient original dans la 
mesure où il est dirigé vers la formulation des contraintes puisque peu de recherche s'effectue 
sur le sujet. Aussi, ce projet possède un intérêt pour la société puisqu'avec une meilleure 
compréhension des systèmes contraints et d'un moyen de calculer les équilibres chimiques, il 
sera possible pour les industries d'augmenter leur rendement et par conséquent, d'améliorer 
l'efficacité énergétique de toutes sortes de systèmes. 
1.5. Plan du document 
Afin de bien structurer le projet et faciliter la compréhension des phénomènes et des résultats 
obtenus, le mémoire est divisé en plusieurs chapitres et prend la forme d'un mémoire par 
article. Outre l'introduction, les chapitres sont l'état de l'art, la méthodologie et les résultats 
ainsi que les équilibres électrochimiques. L'état de l'art propose une analyse de la littérature 
scientifique alliant les aspects thermodynamiques et mathématiques sur le sujet. Le chapitre de 
la méthodologie et des résultats (présenté sous la forme d'un article qui a été soumis dans le 
Chemical Engineering Science) propose plusieurs problèmes et leurs résultats qui valident la 
technique de calcul et les différentes contraintes appliquées dans un système. Enfin, le chapitre 
sur les équilibres électrochimiques présente la méthode traditionnelle de calcul pour ce type 
d'équilibre ainsi que ses équations employées et fait aussi l'évaluation d'une méthode générale 
5 
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unissant la minimisation de l'énergie libre de Gibbs avec la contrainte d'un champ de potentiel 
électrique. 
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2. ÉTAT DE L'ART 
Le calcul d'équilibres chimiques, en particulier par la méthode de la minimisation de l'énergie 
libre de Gibbs, est une méthode connue et utilisée depuis que le concept de potentiel chimique 
a été introduit par J. W. Gibbs. Durant les dernières années, la recherche dans ce domaine a 
surtout été dirigée vers l'obtention d'un minimum global. Depuis, les recherches ont repris de 
l'ampleur et l'étude de différents systèmes chimiques est mise en valeur. Cette recrudescence 
est due au désir de peaufiner et de réaliser des modèles reliés à des procédés plus complexes 
ou alors contraints. 
Pour cette revue de littérature, les articles qui ont été explorés touchent d'abord les équilibres 
chimiques. Plus spécifiquement, le calcul d'équilibres chimiques à température et pression 
constante avec différentes méthodes dont la minimisation de l'énergie libre de Gibbs et ayant 
comme unique contrainte le bilan de masse. Cette section comprend aussi les différents 
modèles thermodynamiques utilisés pour ces calculs selon la nature du problème et enfin, des 
exemples de domaines d'applications trouvés dans la littérature qui utilisent la méthode de la 
minimisation de l'énergie libre de Gibbs. Ensuite, la deuxième section relate d'autres articles 
qui parlent également du calcul d'équilibres chimiques, mais avec l'ajout de contraintes 
physico-chimiques. Elle expose comment certains auteurs ont abordé les contraintes dites 
cinétique, énergétique et électrochimique, et aussi la possibilité de rencontrer d'autres types de 
contraintes tels que la tension de surface ou l'énergie libre de Gibbs transformée que l'on 
retrouve dans des conditions spécifiques, c'est-à-dire des systèmes capillaires et des émulsions 
pour la tension de surface ou des procédés biologiques pour l'énergie libre de Gibbs 
transformée. 
2.1. Équilibres chimiques 
Dans cette section, les équilibres chimiques seront abordés de manière générale. Tout d'abord, 
il sera question de savoir comment les définir, les calculer, quelles sont les limitations des 
différentes méthodes de calculs et comment faire pour pallier à d'éventuels problèmes 
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d'optimisation. Ensuite, les méthodes de calculs, en particulier la minimisation de l'énergie 
libre de Gibbs, seront utilisées avec différents modèles thermodynamiques. Finalement, des 
exemples d'applications du calcul d'équilibres chimiques seront présentés. 
2.1.1. Systèmes et équilibres chimiques 
Les systèmes chimiques peuvent être divisés en trois catégories (Prigogine, 1998). 
Premièrement, les systèmes isolés qui n'échangent ni matière, ni énergie avec l'extérieur. 
Ensuite, les systèmes fermés qui peuvent échanger de l'énergie avec l'extérieur, mais pas de la 
matière et enfin, les systèmes ouverts qui échangent à la fois de l'énergie et de la matière avec 
l'extérieur. Les systèmes étudiés dans ce mémoire sont considérés fermés. Cela dit, dans la 
mesure où on suit la progression d'un élément de fluide, l'analyse s'applique également aux 
systèmes ouverts. Les systèmes sont caractérisés par des fonctions d'états, soit l'énergie et 
l'entropie, et dépendent des variables d'état. Il y a le volume et le nombre de moles qui sont 
les variables dites extensives, tandis que la température et la pression sont les variables dites 
intensives ou, en d'autres mots, indépendantes de la taille du système. 
Les équilibres chimiques et de phases sont caractérisés par une stabilité et une égalité en tous 
points de la température et de la pression dans le système (Besson, 1984). Autrement dit, 
chaque phase doit être homogène, il n'y a pas de phénomènes de diffusion dans les phases et il 
n'y a pas non plus de transfert de chaleur à l'intérieur même du système. Pour les réactions, 
l'état d'équilibre est atteint quand la vitesse de réaction des réactifs vers les produits est égale 
à celle des produits vers les réactifs. 
Prigogine (1998) explique la notion d'équilibre chimique en rapport à la variation d'entropie 
qui s'exprime comme la somme de deux termes. Le premier est la variation due aux échanges 
d'énergie et de matière (dJS) et le second est la variation due aux processus irréversibles 
internes au système (djS). C'est à ce dernier terme qu'il faut s'attarder pour l'équilibre 
chimique des systèmes fermés. Par définition, djS > 0, il y a donc accroissement de l'entropie 
dans le système lorsque la valeur est plus grande que zéro et quand les processus irréversibles 
n'interviennent plus, djS=0, le système est à l'équilibre. 
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Dans le calcul d'équilibre chimique, un point important à retenir est que l'équilibre 
thermodynamique du système est atteint seulement quand certains critères sont satisfaits. Pour 
les systèmes fermés, il y a plusieurs méthodes pour déterminer la composition (Prigogine, 
1998). Chacune de ces méthodes dépend du choix des variables gardées constantes, c'est ce 
qu'on appelle les principes d'extrémums. Le tableau suivant résume les cinq extrémums 
possibles. 
Tableau 2.1 Principes d'extrémums 
Extrémums Paramètres constants 
Maximisation de l'entropie (S) 
- Énergie (U) 
- Volume (V) 
Minimisation de l'énergie (U) 
- Entropie (S) 
- Volume (V) 
Minimisation de l'énergie libre - Température (T) 
d'Helmholtz (F = U-TS) - Volume (V) 
Minimisation de l'énergie libre - Température (T) 
de Gibbs (G = H-TS) - Pression (P) 
Minimisation de l'enthalpie (H) 
- Entropie (S) 
- Pression (P) 
Lorsque la pression et la température sont gardées constantes dans le système, le critère 
d'équilibre thermodynamique correspond au minimum de l'énergie libre de Gibbs. Puisque 
ces grandeurs physiques sont facilement mesurables, c'est la minimisation de l'énergie libre 
de Gibbs qui est utilisée dans ce projet. D'ailleurs, cette méthode est aussi la plus utilisée dans 
la littérature scientifique. 
L'équation 2.1 représente la fonction de Gibbs à minimiser. Le minimum de cette fonction par 
rapport au nombre de moles permet de calculer la composition des différents composés 
présents dans le système. 
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M NP Nc 
G(n,T,P) = +££niy Lj + KTln^J 
y=i ;=i t=i ^ 
(2.1) 
Où xijj est le nombre de moles de l'espèce / dans la phase j; nj est le nombre total de moles dans 
la phase j; M est le nombre de composés en phases condensées pouvant être liquide ou solide; 
Np est le nombre de phases de mélange; Nc est le nombre de composées dans les phases de 
mélange; fij et sont les potentiels chimiques à l'état de référence; R est la constante des 
gaz parfaits; T est la température en Kelvin; fy est la fugacité partielle de l'espèce i dans la 
phase y; et /fy est la fugacité de l'espèce i dans la phase y à l'état de référence. La fugacité est 
déterminée selon le modèle thermodynamique choisi pour chaque système chimique, les 
différents modèles sont présentés dans la prochaine section. Le potentiel chimique, grandeur 
fondamentale du calcul d'équilibre, est l'enthalpie libre molaire partielle d'un composé. 
Les calculs d'équilibres chimiques sont essentiellement faits pour prédire le nombre de phases 
et leurs stabilités ainsi que la composition d'un système chimique. La composition est souvent 
exprimée par le nombre de moles des composés présents dans chaque phase. Dans ce projet, 
on suppose le nombre de phases et de composés connus. Ainsi, le calcul d'équilibre établira, 
par la quantité de moles calculée, la présence ou absence des composés dans chaque phase 
selon les propriétés de mélange. Par conséquent, il est préférable de prévoir tous les composés 
dans chaque phase et de se rendre compte de leur absence, car l'oubli d'un composé présent 
aura un impact sur l'équilibre établi. Lantagne (1988) démontre, par un équilibre à trois phases 
du mélange benzène-acétonitrile-eau, qu'en modifiant la pression et la température, il y a 
apparition ou disparition d'une phase. Ainsi, il est essentiel de prévoir l'ensemble des 
composés dans les trois phases. 
Pour être certain d'avoir atteint l'équilibre chimique d'un système, il est important de valider 
la stabilité de cet équilibre. La stabilité des équilibres peut avoir un impact sur la composition 
d'un système chimique. Prigogine (1998) explique qu'il y a trois différentes zones de stabilités 
(stables, métastables et instables). Donc, si le système est sur un point d'équilibre dans une 
zone ayant les conditions nécessaires et suffisantes pour être stables, les fluctuations ne 
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peuvent faire dévier le système du point d'équilibre, il va revenir au même point suite à la 
perturbation. Pour l'équilibre instable, toute perturbation du système déplacera l'équilibre vers 
un nouveau point d'équilibre pouvant être stable ou métastable. Enfin, pour l'équilibre 
métastable, s'il y a une petite perturbation, le système va retrouver son point d'équilibre et 
dans le cas d'une plus forte perturbation, le système trouvera un nouveau point d'équilibre. Il 
s'agit d'une stabilité locale, mais globalement, le système n'a pas atteint son point d'équilibre. 
2.1.2. Modèles thermodynamiques 
Les systèmes chimiques non-idéaux, ou réels, doivent être décrits avec des modèles 
thermodynamiques. Puisqu'il n'existe pas de modèle thermodynamique universel, il faut le 
choisir en fonction de plusieurs caractéristiques du système. Elles peuvent être la polarité des 
composés, la présence d'électrolyte, les phases présentes, la pression, ainsi que la nature des 
composés. Le tableau suivant résume les principaux modèles thermodynamiques classés selon 
leur appartenance aux modèles d'équations d'états ou aux modèles de coefficients d'activités 
(Sandler, 2006). 
Tableau 2.2 Modèles thermodynamiques 
Modèles d'équations d'états Modèles de coefficients d'activités 
Loi des gaz parfaits Non-random two-liquid (NRTL) 
Peng-Robinson Universal quasichemical (UNIQUAC) 
Soave-Redlich-Kwong (SRK) Universal functional activity 
coefficient (UNIFAC) 
Van Laar 
Wilson 
Par ce constat, il est important que le calcul d'équilibres chimiques puisse fonctionner avec 
différents modèles thermodynamiques. En effet, ce sont ces modèles thermodynamiques qui 
vont permettre de calculer la fugacité dans l'équation de Gibbs. Divers articles relatent des 
exemples d'utilisations de la minimisation de l'énergie libre de Gibbs avec des modèles 
thermodynamiques. Parmi ceux-ci, il y a Zhu (2001) qui traite avec le modèle 
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thermodynamique NRTL trois systèmes ternaires à deux ou trois phases. Le travail de Zhu est 
très lourd mathématiquement, car il utilise les valeurs propres de la matrice hessienne de la 
fonction à minimiser et il s'intéresse, en particulier, aux systèmes avec des fonctions non-
convexes. Par ailleurs, d'autres modèles ont été utilisés pour résoudre des systèmes 
complexes. C'est le cas notamment de Rossi (2009) qui utilise UNIQUAC en plus de NRTL 
dans la résolution de plusieurs problèmes d'équilibres. Sa stratégie employée pour calculer 
l'équilibre est une programmation linéaire en faisant une discrétisation du domaine des 
fractions molaires des composés présents. Cette méthode est inadéquate lorsque le système 
étudié est plus complexe où une programmation non-linéaire serait de mise. 
Dans les exemples de Teh (2002), plusieurs modèles thermodynamiques différents sont 
utilisés. Pour les exemples d'équilibres liquide-vapeur, il utilise SRK, Peng-Robinson et même 
un mélange de deux méthodes, soit le modèle idéal pour la phase vapeur et NRTL ou 
UNIFAC pour la phase liquide. Dans les exemples d'équilibres liquide-liquide, il se sert de 
NRTL, UNIFAC et UNIQUAC. 
En somme, tous ces exemples démontrent que les différents modèles thermodynamiques 
peuvent être utilisés dans le calcul d'équilibres chimiques. Par rapport au projet, le calcul par 
la minimisation de l'énergie libre de Gibbs n'est donc pas restreint par des modèles 
thermodynamiques particuliers. 
2.1.3. Calcul d'équilibre 
En considérant les principes d'extrémums, il est possible d'élaborer des méthodes de calcul 
pour les équilibres chimiques. Les systèmes à plusieurs minimums ou à équilibre métastable 
seront abordés ultérieurement dans la section d'optimisation. D'après Teh (2002), les 
méthodes de calcul peuvent se classer en différentes catégories. La première est une approche 
par résolution d'équations et est aussi appelée la méthode des valeurs K « K-values methods », 
car elle comprend les constantes d'équilibres. Il est possible de diviser cette catégorie en deux 
sous-classes. Soit la méthode de résolution d'équations simultanée « simultaneous equation-
solving method » (SES) qui résout les équations des bilans massiques de manière simultanée 
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pour trouver la composition inconnue dans les phases présentes. Alors que la deuxième sous-
classe est nommée la méthode de résolution découplée « equation-decoupling methods ». 
Cette méthode procède par estimation de la constante d'équilibre suivie du calcul de 
composition. La constante d'équilibre doit s'ajuster dans une boucle de calcul pour converger 
vers la bonne composition qui va vérifier les bilans de masse. 
Teh (2002) a comparé l'approche de la résolution d'équations comprenant les constantes 
d'équilibres « K-values methods » avec la méthode de la minimisation de l'énergie libre de 
Gibbs. U a appliqué ses travaux sur divers exemples d'équilibres multiphasiques. Lorsque le 
nombre de phases en équilibre dépasse deux, la minimisation de l'énergie libre de Gibbs est 
plus efficace, car elle requiert moins d'étapes de calculs et les résultats concordent davantage 
avec les données expérimentales. Cette comparaison indique que l'approche envisagée par le 
projet de recherche, soit la minimisation de l'énergie libre de Gibbs, est l'avenue à préconiser 
dans le calcul d'équilibres chimiques. 
Il existe aussi le critère du plan tangent pour calculer un équilibre chimique (McDonald, 
1997). La méthode consiste à minimiser la fonction de la distance entre la surface de Gibbs et 
un plan tangent construit à partir des potentiels chimiques des composés. Le minimum de la 
distance du plan tangent doit également respecter le principe de non-négativité pour les 
composés présents, autrement dit, le nombre de moles d'un composé ne peut pas être plus petit 
que zéro. L'avantage de résoudre des problèmes avec cette méthode est qu'elle contient moins 
de variables comparativement à la minimisation de l'énergie libre de Gibbs. Cependant, la 
difficulté est d'exprimer la fonction représentant la surface de Gibbs. 
2.1.4. Optimisation 
Lorsqu'il est question de minimisation, il faut nécessairement faire de l'optimisation. Selon la 
technique utilisée, le calcul peut être plus précis, mais en contrepartie amener une grande 
complexité dans la technique. Par ailleurs, lors de la recherche du minimum dans le système, il 
peut survenir différents problèmes qui vont empêcher la réussite du calcul. Parmi ceux-ci, il y 
a les estimations de départ sur la composition, le nombre de phases et la température qui 
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peuvent influencer le résultat. Aussi, selon la fonction thermodynamique à minimiser et la 
technique employée, au lieu du minimum global, il se peut que ce soit un minimum local ou 
un équilibre métastable que le programme trouvera. Du point de vue thermodynamique, cela 
signifie qu'une perturbation pourrait venir modifier l'équilibre temporaire du système. Pour 
pallier à ces éventualités, plusieurs recherches sont effectuées au niveau des méthodes de 
calcul et des techniques employées pour déterminer le minimum global. Les prochaines 
sections décriront les différentes techniques d'optimisation 
2.1.4.1. Calcul d'équilibre basé sur les méthodes d'optimisation locale 
Afin de converger vers un minimum éventuellement local, la méthode de Newton est souvent 
utilisée. Cette méthode utilise les deux premières dérivées de la fonction à minimiser pour 
trouver le minimum. Si les estimations de départ sont près de la solution et si le problème est 
convexe, la méthode va converger rapidement vers la solution. Cependant, pour les systèmes 
non idéaux, le nombre d'itérations peut augmenter rapidement avec la méthode de Newton 
(Nelson, 1987). Dans ce cas, il est possible d'utiliser d'autres méthodes d'optimisations telles 
que BFGS (Broyden-Fletcher-Goldfarb-Shanno) qui utilise une approximation de l'inverse des 
dérivées secondes au lieu de la matrice hessienne (Edgar, 2001). 
Au fil du temps, plusieurs méthodes se sont développées pour trouver le minimum de la 
fonction de l'énergie libre de Gibbs. White (1958) a développé l'algorithme RAND qui résout 
des systèmes d'équations non-linéaires pour des systèmes idéaux. Gautam et Seider (1979) ont 
utilisé un algorithme de programmation quadratique appelé Wolfe et ils l'ont comparé à 
d'autres méthodes de minimisation. Cependant, cette méthode peut mener à des erreurs reliées 
au nombre de phases présentes à l'équilibre. Castillo et Grossmann (1981) ont proposé une 
méthode à métrique variable avec projection qui permet d'éviter l'élimination hâtive des 
phases dans l'algorithme. Soares (1982) a utilisé la méthode de Newton-Raphson pour 
calculer des équilibres à trois phases. Lantagne et al. (1988) ont comparé une méthode de 
Newton avec une méthode quasi-Newton et ont utilisé une fonction de pénalité pour résoudre 
des systèmes plus complexes. Lucia (2000) utilise une méthode BFGS modifiée pour 
déterminer la composition et le nombre de phases à l'équilibre. Il y a aussi la technique du 
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gradient réduit généralisé (GRG) utilisée par Lima da Silva (2009) sur des mélanges 
eau/éthanol qui permet de résoudre les problèmes de programmation non linéaire. Enfin, 
toutes ces méthodes convergent vers un minimum qui est soit local ou global. Pour s'assurer 
que le minimum est global, d'autres techniques doivent être utilisées. 
2.1.4.2. Optimisation globale 
La minimisation de l'énergie libre de Gibbs ou d'autres fonctions thermodynamiques peut 
être difficile si la fonction de Gibbs n'est pas convexe ou si le domaine admissible pour les 
variables d'optimisation n'est pas convexe. Particulièrement si les équilibres ne sont pas 
idéaux, il est nécessaire d'introduire des modèles thermodynamiques non linéaires pour 
décrire les interactions entre les composés, ce qui peut conduire à une fonction de Gibbs non 
convexe. Dans le cas de non convexité, plusieurs minima locaux peuvent exister et la 
recherche du minimum global requiert d'utiliser des méthodes d'optimisation globale. 
L'optimisation globale s'est développée de manière importante depuis les années 1960 et a été 
appliquée dans tous les domaines des sciences et du génie (Floudas, 2005; Floudas, 2009) dont 
le calcul d'équilibres chimiques réactifs ou de phases (Zhang, 2011; Harding, 2000; 
Henderson, 2011, Nichita, 2002). Les méthodes d'optimisation globales peuvent être classées 
en deux groupes : les méthodes déterministes et les méthodes stochastiques. 
Parmi les premières, on retrouve les méthodes par homotopie (en mode complexe) qui 
recherchent toutes les solutions d'une équation non linéaire (gradient de la fonction à 
minimiser), ce qui correspond à tous les minima locaux (Jalali, 2008) sans garantie théorique 
de les trouver toutes. On retrouve aussi les méthodes de séparation/évaluation (Branch and 
Bound) qui sont souvent basées sur la construction de sous-estimateurs convexes (Harding, 
2000; Zhu, 2001) de la fonction de Gibbs à minimiser. La méthode Branch and Bound garantit 
une convergence vers le minimum global si la fonction de Gibbs et les contraintes sont assez 
régulières. Cependant, si le nombre de composés est important, la partie Branch peut croître 
grandement et devenir coûteuse en temps calcul (Zhang, 2011). 
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Lès méthodes stochastiques offrent une méthode de résolution plus rapide, mais ne donnent 
pas de preuve que le minimum trouvé est le minimum global. Parmi les méthodes 
stochastiques, on peut citer Zhang (2011) qui combine la méthode des essaims particulaires 
(Particle Swarm Optimization) et algorithmes évolutionnaires (évolution différentielle 
intégrée) pour calculer la composition à l'équilibre, le nombre de phases et la stabilité des 
phases. À travers plusieurs exemples, Zhang (2011) montre que cette combinaison de deux 
i 
méthodes stochastiques est plus efficace et robuste qu'une méthode stochastique seule; il ne 
présente pas de comparaison avec les méthodes déterministes. Bonilla-Petriciolet (2011) 
combine algorithme génétique et liste tabou (la liste des positions explorées dans le voisinage 
qui minimise la fonction objective) pour minimiser l'énergie libre de Gibbs pour des systèmes 
multi-phases mais avec peu de composés. Leurs résultats montrent que la méthode combinée 
est plus robuste que les méthodes simples. Ils soulignent aussi que les méthodes ont des 
difficultés pour sortir des minima locaux. Srinivas (2007) a combiné recherche tabou et 
algorithme évolutionnaire (Differential evolution) pour le calcul d'équilibre de phases. Dans 
ce cas encore, la combinaison de deux méthodes est meilleure que chaque méthode simple, 
mais il n'y a pas de comparaison avec les méthodes déterministes. 
Nichita (2002) a combiné une méthode de tunnel et une méthode de Newton pour minimiser 
l'énergie libre de Gibbs dans le calcul d'équilibre de deux et trois phases. L'algorithme vérifie 
numériquement que l'optimum trouvé est global, mais cette vérification est exigeante en 
temps calcul et ne s'appuie pas sur des considérations théoriques. Les exemples testés 
présentent plusieurs minimums locaux prouvant ainsi la robustesse de la méthode. Le concept 
général proposé par Nichita (2002) est d'abord de repérer un minimum et ensuite, faire des 
tunnels dans la fonction pour une optimisation globale. Schématiquement, la méthode peut 
être représentée de manière simplifiée par la figure suivante. 
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Figure 2.1 Méthode des tunnels 
Plus récemment, Rangaiah (2006) a présenté un algorithme de tunnels aléatoires qui démontre 
bien l'efficacité de cette technique. Comme précédemment, la méthode se fait en deux étapes. 
Dans la première phase, la minimisation se fait par une méthode qui peut être de Newton ou 
l'équivalent. Le résultat donne un minimum local x* pour la fonction objective f(x). Tandis 
que dans la deuxième phase, la méthode recherche les zéros de la fonction tunnel, c'est-à-dire 
lorsque xVx* mais que f(x0)=f(x*). Ensuite, le nouveau point est utilisé pour le prochain cycle 
de calcul. Rangaiah (2006) a modifié quelque peu cette technique pour la rendre plus efficace. 
Le premier changement réside dans le caractère aléatoire de la perturbation du minimum local. 
Le second changement est l'utilisation d'une grille de recherche uniforme au lieu d'un 
système d'équations différentielles. Enfin, la méthode inclut une recherche unidimensionnelle 
sur l'axe entre le point de l'ancien minimum et le nouveau point de la perturbation aléatoire. 
Cette technique de tunnels a été testée sur plusieurs fonctions connues (Branin, Camelback, 
Himmelblau, Shubert, etc.) ayant chacune plusieurs minimums ainsi que sur des équilibres de 
phases. Elle s'est avérée aussi ou sinon plus efficace que les méthodes utilisées dans la 
littérature. La comparaison a été basée sur le nombre d'appels de la fonction et du gradient, 
nécessaire à l'obtention du minimum global. 
Henderson (2011) combine une méthode de recuit simulé qui permet une plus grande plage de 
recherche pour le minimum de la fonction avec une méthode de produit scalaire en utilisant la 
distance au pian tangent de Gibbs comme indicateur de critère de stabilité. La méthode a été 
appliquée à des mélanges non-idéaux représentés par des modèles thermodynamiques (NRTL, 
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UNIQUAC, SRK, PR) et a donné des résultats exacts pour tous les exemples présentés. 
Toutefois, Henderson (2011) ne présente pas de comparaison avec des méthodes 
déterministes. 
Pour le projet de recherche, les méthodes d'optimisation locale telles que Newton et BFGS 
fonctionnent adéquatement. En effet, plusieurs exemples traités utilisent un modèle 
thermodynamique idéal, ce qui diminue la complexité des fonctions ou le nombre de 
minimums. Dans l'éventualité où le minimum global de la fonction ne pourra pas être 
déterminé par ces méthodes, d'autres techniques d'optimisation globale pourraient être 
envisagées. Cependant, il est possible de réduire l'impact des fonctions complexes en 
explorant le voisinage de la solution trouvée et en faisant usage de sens critique quant à la 
nature des composés présents selon les conditions du système. Il s'agit ici de procéder par 
heuristique sur la constitution du système de manière analogue aux stratégies de design de 
procédés industriels (Seider, 2009). Par exemple, si un composé qui devait normalement réagir 
est encore présent à l'équilibre, il y a une possibilité que le système ne soit pas au minimum 
global. 
2.1.4.3. Optimisation avec contraintes 
Les contraintes incluses dans cette section sont celles dites de base ou internes. Elles 
comprennent le bilan molaire ou massique, le bilan de charge et la non-négativité des 
composés du système. Pour chaque équilibre chimique, ces contraintes sont nécessaires afin de 
conserver l'authenticité des systèmes. 
Une des façons de calculer des optimums sous contraintes est d'utiliser le Lagrangien. Dans le 
cas de base, le Lagrangien est formé, par exemple, de la fonction de Gibbs et du bilan de 
masse (Koukkari, 2006b). 
(2.2) 
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Où Xj est un paramètre de Lagrange, akj représente le nombre d'éléments chimiques j dans le 
composé k (la matrice des coefficients stœchiométriques), nk indique le nombre de moles des 
composées et bj représente le nombre total de moles de l'élément j. Chaque contrainte est 
associée à un paramètre de Lagrange. Pour inclure des contraintes supplémentaires, par 
exemple un bilan de charge, il faut ajouter une colonne de plus dans la matrice A où les lignes 
sont les espèces chimiques et les colonnes sont des équations indépendantes de conservations 
telles que la masse ou la charge. La dernière colonne de la matrice A ci-dessous représente une 
contrainte supplémentaire au système. 
A = 
a 
a(1) •• "i,i 
• "P 
a(1) ' i,i+i 
a(i) • Ni,l • •  <4 
a(1> 
JVj,l+l 
a(2) "Wi+l.I+1 Wl+1,1 
N,1 a
(^ aN,l+1 
\ 
(2.3) 
Lorsqu'il y a d'autres contraintes, le Lagrangien sera modifié par l'ajout de nouveaux termes à 
la fonction. Le calcul du nombre de moles se fait en notant que les dérivées du Lagrangien 
sont nulles à l'optimum, ce qui conduit à la résolution de N + 1 équations (Koukkari, 2006). 
Dans le projet, une fonction de pénalité a été choisie à la place du Lagrangien. La fonction 
objective est alors : 
N$ NcNp+M 
F(n,r) = G(n) + Ef(n) - r ^ in[/k(n)] (2.4) 
1=1 fc=i 
Cette fonction tient compte des contraintes d'égalités et d'inégalités par les variables Et et /&. 
Le paramètre r est un nombre réel qui décroit durant l'optimisation. Cet algorithme n'est pas 
nécessairement meilleur que le Lagrangien, mais il peut converger, dans certains cas, plus 
rapidement ou de manière plus efficace vers la solution (Edgar, 2001). 
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2.1.5. Exemples d'applications 
Le calcul d'équilibres a été appliqué dans le domaine de l'énergie. En effet, la technique est 
utilisée pour calculer la production d'hydrogène à partir du méthanol dans une pile à 
combustible par reformage auto-thermique (Wang S., 2008). Dans son article, il étudie l'effet 
des paramètres de température, pression, rapport molaire vapeur/carbone et oxygène/carbone 
sur l'équilibre du système. 
Toujours sur les piles à combustible, Wang W. (2008) a travaillé sur la production 
d'hydrogène faite par oxydation partielle de l'éthanol. Il recherche les conditions optimales de 
production selon quatre variables (température, pression, rapport molaire CVéthanol et 
Na/éthanol). Aussi, l'énergie libre de Gibbs est calculée à partir du logiciel ChemCAD. Le 
modèle thermodynamique utilisé pour calculer les coefficients de fugacité est celui de Peng-
Robinson. Grâce à la minimisation de l'énergie libre de Gibbs, il peut conclure sur les 
paramètres d'opération à respecter pour une meilleure production (la désactivation du 
catalyseur, la température et le ratio des réactifs). 
Le calcul d'équilibres peut se faire aussi pour des systèmes contenant des ions en solutions. 
Dans ce cas, il faut intégrer un bilan de charge (Evans, 2007). Les recherches d'Evans ont 
démontré que les calculs peuvent s'effectuer à des températures et pressions élevées où les 
effets de mélange sont davantage prononcés. Il suffit d'utiliser le modèle thermodynamique 
adéquat. Ainsi, il a calculé l'équilibre dans des électrolytes forts (l'électrolyte fort s'ionise 
presque totalement dans l'eau) et dans des solutions supercritiques grâce au modèle d'activitié 
modifié de Debye-Huckel, qui est habituellement utilisé pour calculer les activités des 
composés en solution diluée, appelé DH-ASF «Debye-Huckel-asymmetric formalism». Son 
étude a été menée sur différents systèmes (NaCl-HiO, NaCl-CaCl2-H20 et NaCl-CCh-HaO) et 
les résultats ont démontré que les ions s'associent davantage lorsque la température, la 
concentration de sels et de CO2 augmentent ainsi que lorsque la pression diminue. Cette étude 
confirme qu'il est possible d'utiliser la minimisation de l'énergie libre de Gibbs avec des 
solutions ioniques, mais qu'il est nécessaire aussi d'ajouter un bilan de charge. 
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Enfin, Lima da Silva (2009) a étudié la déposition de carbone dans une pile à combustible 
pour le mélange éthanol/eau en utilisant la minimisation de l'énergie libre de Gibbs. Elle a 
établi un modèle de programmation non linéaire. La méthode employée pour résoudre la 
fonction est la technique du gradient réduit généralisé (GRG). Son article (Lima da Silva, 
2009) explique aussi comment évaluer des équilibres stables et métastables en comparant le 
niveau d'énergie de Gibbs. L'étude des équilibres métastables est intéressante, car elle permet 
de déterminer des points de selle, qui ne sont pas des minimums, au niveau de l'optimisation. 
Ils sont généralement caractérisés par la présence de produits qui ne devrait pas se retrouver 
normalement en quantité non négligeable à l'équilibre. 
2.2. Équilibres contraints 
C'est dans cette section-ci que les objectifs spécifiques du projet sont abordés. En effet, les 
différentes contraintes possibles sont présentées ainsi que la manière de les résoudre. 
Néanmoins, une emphase particulière est mise sur les contraintes énergétiques et cinétiques 
ainsi que les équilibres électrochimiques. Des chercheurs ont poussé plus loin le calcul 
d'équilibres en y ajoutant des contraintes physico-chimiques. Cet ajout concorde avec les 
objectifs du projet de recherche. Les articles écrits par ceux-ci sont donc importants pour 
l'avancement du projet. Ces chercheurs travaillent sur plusieurs systèmes chimiques dans des 
domaines variés tels que la pétrochimie, la métallurgie, la biochimie ainsi que l'électrochimie 
et ils modélisent des systèmes contraints par la minimisation de l'énergie libre de Gibbs. 
Ainsi, les articles ayant une importance majeure seront relatés afin d'avoir un aperçu de la 
recherche qui s'est faite dans le domaine des équilibres contraints. 
2.2.1. Contrainte cinétique 
Une première approche a été faite sur la minimisation de l'énergie libre de Gibbs avec une 
contrainte cinétique. Pour Keck (1971, 1990), Bishnu (1997), Fiveland (2004) et Pope (2004) 
la contrainte cinétique sur un système chimique a lieu à l'étape la plus lente du mécanisme de 
réaction. Ils s'attardent en particulier au niveau moléculaire. Donc les étapes de réaction sont 
les transformations dues aux échanges d'atomes entre les molécules et la vitesse de réaction 
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est le temps que prennent les atomes pour se lier entre eux. Cette approche permet une bonne 
compréhension des phénomènes au niveau moléculaire, mais une approche macroscopique des 
réactions est préférable, car les taux de réactions et les cinétiques sont des paramètres mieux 
connus et maîtrisés que les transformations atomiques. 
Un article d'envergure présente la combinaison de la minimisation de l'énergie libre de Gibbs 
avec le taux de réaction global (Koukkari, 1997). Cette nouveauté représente un équilibre 
contraint puisque l'équilibre va être limité par la cinétique d'une réaction. Par conséquent, une 
nouvelle variable entre enjeu, soit le temps. Ainsi, l'équilibre sera dépendant de l'avancement 
de la réaction. La méthode pour parvenir au résultat consiste à calculer des états intermédiaires 
d'un réacteur par la minimisation de Gibbs en utilisant la méthode de Lagrange. Pour calculer 
l'équilibre, les auteurs introduisent une nouvelle contrainte, l'étendue de la réaction. La 
nouvelle fonction de Gibbs est représentée ci-dessous. 
Où zfc(0) est l'alimentation totale d'une espèce k, vkr est le coefficient stœchiométrique de 
l'espèce k dans la réaction r tandis que £r est l'avancement de celle-ci. n" représente le 
potentiel chimique de l'espèce k dans la phase a. La condition pour l'équilibre chimique à 
température et pression constante sera : 
En prenant un point dans intervalle de l'étendue de réaction et sachant que l'équilibre est 
limité par un réactif faisant parti de la réaction lente, l'équilibre peut être calculé à chaque pas 
de temps. Ainsi, le calcul est fait pour une série d'états thermodynamiques intermédiaires. De 
plus, les cinétiques de réactions sont connues et les constantes varient selon la loi d'Arrhenius. 
(2.5) 
(2.6) 
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Dans ce projet, l'avenue préconisée sera d'utiliser la variable du temps comme variable 
auxiliaire et calculer la cinétique dans une boucle de calculs extérieurs à la minimisation de 
l'énergie libre de Gibbs. Ainsi, il sera possible de voir le système évoluer dans une série 
d'états pseudo-stationnaires à chaque pas de temps. 
2.2.2. Contrainte énergétique 
Dans un système chimique, cette contrainte est présente lorsque le système étudié peut 
échanger de l'énergie avec l'environnement extérieur. Elle est introduite par un bilan 
énergétique. La température d'équilibre est alors différente de l'état initial (ou de l'état 
d'entrée dans un système ouvert), mais elle peut être calculée en connaissant la quantité de 
chaleur échangée ainsi que la température de l'état initial. 
Pour modéliser l'échange de chaleur entre le réacteur et l'environnement, Koukkari (1997) et 
son équipe font un bilan d'énergie pour prendre en compte le flux de chaleur transféré. En 
utilisant les hypothèses appropriées pour le système, l'échange d'énergie entre deux états 
thermodynamiques devient : 
Enfin, l'algorithme développé par les chercheurs est schématisé par la figure suivante tirée de 
leur article (Koukkari, 1997). 
(2.7) 
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M <b) (e) 
OH-dQ 
Figure 2.2 Algorithme de calcul 
Le point a sur la figure représente un calcul d'équilibre par la minimisation de l'énergie libre 
de Gibbs. Dans la seconde partie, le bilan d'énergie est ajouté tandis que pour le point c, il y a 
la cinétique de réaction qui permet le calcul des compositions intermédiaires selon 
l'avancement de la réaction tout en tenant compte du transfert d'énergie. Cette méthode 
développée par Koukkari (1997) est un bon indicateur qu'il est possible intégrer un bilan 
énergétique en tant que contrainte dans le projet de recherche. 
Il existe plusieurs manières de résoudre une contrainte d'énergie. Koukkari (1997) calcule 
séquentiellement le problème d'optimisation et le bilan énergétique de manière itérative avec 
une valeur de température d'équilibre ciblée. D'autre part, Jarungthammachote (2008) résout 
la minimisation de Gibbs en premier lieu et ajuste ensuite la température d'équilibre selon le 
signe du bilan d'énergie calculé. Rossi (2011) utilise un critère d'équilibre différent pour 
résoudre les problèmes ayant une contrainte énergétique. Son approche est intéressante, il 
maximise l'entropie pour un système adiabatique à enthalpie et pression constante. Cependant, 
pour ce projet, la technique de la minimisation de l'énergie libre de Gibbs couplé au bilan 
énergétique est préconisée, car elle permet à la fois de traiter les problèmes adiabatiques et 
non-adiabatiques. Cette technique mixte fonctionne adéquatement nonobstant le fait que le 
principe d'extremum de la minimisation de l'énergie libre de Gibbs spécifie que la pression et 
la température doivent être maintenues constantes durant le processus menant à l'équilibre 
thermodynamique. Dans le cas d'une contrainte énergétique, la température change 
effectivement pour atteindre une température d'équilibre. Pour ne pas être incohérent avec le 
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principe d'extremum, il faut spécifier que la température est une variable auxiliaire associée à 
l'équation du bilan énergétique. Elle est constante au moment de la minimisation de l'énergie 
libre de Gibbs; seules les variables du nombre de moles s'ajustent, donc elle n'intervient pas 
en tant que variable lors de la minimisation. Michelsen (1987) et Lucia (2000) ont aussi 
travaillé sur l'optimisation de systèmes multiphasiques par des séparations éclairs « flash » 
avec des calculs isentropiques et isenthalpiques. Ils ont également maximisé l'entropie pour 
les systèmes isenthalpiques tandis qu'ils ont minimisé l'enthalpie pour les systèmes 
isentropiques. 
2.2.3. Contrainte d'énergie de surface 
Dans un autre article (Koukkari, 2006), les auteurs incorporent trois contraintes, soit la tension 
de surface, le champ de potentiel d'une solution ionique ainsi que la réaction cinétique. Cet 
article se veut la suite des recherches précédentes. Comme à l'habitude, la méthode utilisée est 
la minimisation de l'énergie libre de Gibbs par la méthode de Lagrange. 
La contrainte étudiée est la tension de surface. Un nouveau terme vient s'ajouter à l'expression 
de l'énergie de Gibbs dans lequel les indices b et s sont utilisés pour désigner le sein de la 
solution « bulk » et la surface. La surface caractéristique molaire est Ak. 
N„ Ns Ns 
G = ^$n% + ^ tinsk + a^Aknsk (2.8) 
k=1 k=1 k=1 
Cette contrainte entraîne un nouveau multiplicateur de Lagrange pour la résolution du système 
à l'équilibre. Dans l'article, un exemple a été fait avec le système binaire FeO/Fe. La 
composition et la tension de surface peuvent être calculées directement grâce à cette méthode. 
Cette approche peut servir à déterminer la composition pour les phénomènes d'adsorption. 
Elle peut aussi être utilisée dans les systèmes capillaires ou les systèmes avec des émulsions. 
Cependant, cette contrainte est présentée seulement à titre informatif ou de possibilité, car les 
problèmes abordés dans le projet de recherche ne sont pas des systèmes où la tension de 
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surface à un impact. Il reste néanmoins qu'elle est un bon exemple du calcul d'équilibres 
chimiques contraints. 
2.2.4. Contrainte électrochimique 
Un autre système contraint à été étudié par Koukkari (2006). Il s'agit de deux solutions 
aqueuses séparées par une membrane dans laquelle un échange d'ions s'effectue. Étant donné 
que les solutions contiennent des électrolytes, un champ de potentiel électrique est développé 
entre les deux côtés de la membrane. L'équilibre ainsi obtenu est appelé l'équilibre de 
Donnan. La contrainte est donc appliquée au niveau de la charge du système. 
Où zk est la charge de l'espèce k et nk le nombre de moles de l'espèce k. De plus, puisqu'il 
faut considérer la charge des espèces, l'équilibre entre les potentiels chimiques sera quelque 
peu modifié. Tout d'abord, le potentiel chimique des espèces nk est relié au potentiel standard 
fik" et l'activité ak de celle-ci (Koukkari, 2006). 
Ensuite, il existe un lien entre dans le potentiel chimique d'une même espèce dans chacune des 
phases 
Où iiq,, représente un multiplicateur de Lagrange pour l'électroneutralité, mais est aussi égal 
à : nq„ = Fâ<p, F est la constante de Faraday et &(p est le potentiel électrique généré entre les 
deux solutions aqueuses. De cette manière, la relation entre les potentiels chimiques inclut la 
charge de l'espèce et le potentiel électrique. 
(2.9) 
k=1 
HÏ = fi"+ RT In a'{ (2.10) 
M* = /4+  Wq» (2.11) 
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t4" + RT In a'l = $ + RT In a'k + zkFA<p (2.12) 
Aussi, pour les équilibres de solutions ioniques, la distribution à l'équilibre va dépendre 
beaucoup du pH du système. Koukkari et Pajarre en font l'expérience en mesurant la 
concentration des ions à l'équilibre pour différent pH. 
En résumé, le tableau suivant récapitule les contraintes ainsi que l'ajout d'un terme au 
potentiel chimique pour les trois cas étudiés par l'équipe de Koukkari. 
Tableau 2.3 Contraintes et potentiels 
Système Contrainte 
Modification du 
Potentiel 
Énergie de surface Akn
sk = A 
k=l 
oA0 — Ttsurface 
Électrochimique YJZ*nk = ° 
k=1 
F<Pa = *qjx 
Cinétique vkrnk = br 
k=l 
^ VkrHkr 
réactifs 
~ ^ vkrMfcr = 71R 
Produits 
Fait important, dans la contrainte électrochimique abordée par Koukkari (20Ô6), le champ de 
potentiel électrique est généré par le système chimique étudié, soit les solutions aqueuses 
séparées par une membrane. Cependant, l'étude des équilibres électrochimiques reste 
incomplète, car il faut pouvoir imposer un potentiel électrique sur le système par une source 
extérieure. La méthode traditionnelle pour ce type d'équilibres se retrouve dans Y Atlas 
d'équilibres électrochimiques de Pourbaix (1963). Cet atlas regroupe une série de graphiques 
appelés diagrammes potentiels-pH qui sont particulièrement utiles pour l'étude de la corrosion 
dans les milieux aqueux. Le sujet est développé plus en détail dans le chapitre 4 sur les 
équilibres électrochimiques. 
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2.2.5. Énergie de Gibbs transformée 
Finalement, la minimisation de l'énergie libre de Gibbs sur des systèmes contraints peut 
s'appliquer aussi dans les domaines de la biochimie (Blomberg, 2009). L'auteur aborde le 
sujet en y présentant une énergie de Gibbs transformée. L'énergie de Gibbs transformée est 
nécessaire, puisque les systèmes avec cellules ne répondent pas aux modèles 
thermodynamiques réguliers. Il faut tenir compte du pH et de la force ionique du système. Une 
des hypothèses est que ces deux paramètres restent constants durant l'expérience. De plus, la 
transformation de Legendre est utilisée sur l'hydrogène afin de modifier le potentiel chimique 
des espèces pour des situations particulières. Mathématiquement, la fonction qui est définie 
par une valeur en un point se transforme en une fonction définie par sa tangente. Ensuite, le 
potentiel chimique tient compte de la force ionique et du pH. Premièrement, la modification 
du potentiel chimique par le pH est définie comme étant le potentiel chimique de l'espèce 
moins celui de l'hydrogène multiplié par son nombre d'atomes. 
En sachant que le potentiel chimique est fonction de l'activité, l'équation du potentiel 
chimique standard transformé est donnée par l'équation suivante. 
Dans les systèmes non idéaux, le coefficient d'activité yk est fonction de la force ionique. 
Ainsi, avec l'équation de Debye-Hûckel, il est possible de fixer le potentiel chimique modifié 
de la manière suivante : 
l * k = H k -  Z h m H H  (2.13) 
Mk° = Hk + RT In Yk - aH,kn„ (2.14) 
Hk = Mk + 4*i + aH:knHa (2.15) 
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Où 7T; = ~1+bjj et itHa = RT ln 10pHa. Aussi, I est la force ionique alors que B et aRT sont 
des constantes. L'équation de Debye-Hiickel est valide seulement pour les basses forces 
ioniques. Dans les autres cas, des modèles d'activités plus appropriés seront nécessaires à la 
résolution du problème. 
Un premier exemple a été réalisé par Blomberg (2009) sur la déshydratation du 2-
Phosphoglycérate. Cet exemple a permis de valider l'utilisation de la transformation de 
l'énergie de Gibbs. D'autres exemples ont aussi été faits sur des systèmes biologiques 
contenant des enzymes et ils ont permis de démontrer l'effet du pH et de la force ionique. De 
plus, le dernier exemple a été réalisé avec une contrainte cinétique prouvant ainsi qu'il est 
possible de mixer les équilibres contraints avec l'énergie de Gibbs transformée. 
Ce type d'étude réalisé par Blomberg (2009) est intéressant pour voir la force de la technique 
de calcul, c'est-à-dire la minimisation de l'énergie libre de Gibbs utilisé pour résoudre des 
équilibres chimiques contraints. Effectivement, cette dernière section est prometteuse pour des 
considérations futures du projet de recherche. L'étude de ces systèmes pourrait éventuellement 
être utile puisque, dans l'optique générale de calculer une meilleure efficacité énergétique 
pour des systèmes quelconques, la plateforme de calcul pourra, comme mentionné dans 
l'introduction, être utile pour l'étude des mécanismes de la photosynthèse dont la nature se 
sert pour transformer l'énergie solaire en sucres complexes. De tels phénomènes sont 
évidemment reliés à des systèmes biochimiques. 
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Résumé français : 
Le calcul d'équilibres chimiques est une bonne façon de déterminer comment va réagir la 
composition d'un système. Cette étude présente une méthode de calcul des équilibres 
chimiques complexes comprenant plusieurs réactions et plusieurs phases et l'adaptation de 
cette méthode aux équilibres contraints en introduisant des contraintes énergétiques et 
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cinétiques. La méthode proposée est basée sur la minimisation de l'énergie libre de Gibbs en 
tenant compte du bilan de masse (mole et atome) et du bilan de charge. Des exemples utilisant 
différents modèles thermodynamiques sont présentés ainsi que des problèmes avec les 
contraintes énergétiques et cinétiques. Les résultats concordent avec ceux présentés dans la 
littérature et la méthode de calcul peut s'appliquer à une grande variété de domaines. Une 
possible extension du travail aux systèmes électrochimiques est aussi abordée. 
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Computation of complex and constrained equilibria by 
minimization of the Gibbs free energy 
3.1. Abstract 
Calculation of chemical equilibria is a good way to determine the composition of a reacting 
system. This study presents a method for calculating complex equilibria with multiple 
reactions and phases and adapts it to constrained equilibria by introducing energy and kinetic 
constraints. The proposed method is based on the minimization of the Gibbs free energy, 
taking into account mass (mole and atom) and charge balances. Examples using different 
thermodynamic models are presented as well as problems with energy and kinetic constraints. 
The results are in good agreement with the literature. The calculation method can be applied to 
a wide variety of fields. Possible extension of the work to electrochemical systems is also 
addressed. 
Keywords : Minimization of the Gibbs free energy; Reaction and phase equilibria; 
Constrained chemical equilibria; Energy constraints; Kinetic constraints 
Highlights: 
• Minimization of the Gibbs free energy is applied to complex and constrained 
equilibria. 
• Maximizing entropy can be replaced by minimizing Gibbs coupled with an energy 
balance. 
• Adiabatic and non-adiabatic problems can be treated by Gibbs minimization. 
• Kinetic constraints allow the evolution of the quasi-equilibrium state with time. 
3.2. Introduction 
The problem of chemical equilibrium by minimizing the Gibbs free energy has been studied 
for a long time. The models developed by engineers aim at predicting the behavior of a given 
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chemical system with several phases and species. However, information from these models is 
often limited when the equilibrium is constrained inter alia by a slow reaction, phase 
formation or thermal flow. In addition, there are situations where measuring composition or 
identifying the most stable phases is experimentally or industrially impractical, such as in high 
temperature processes or highly corrosive environments. Calculation of complex and 
constrained equilibria is a practical way of overcoming these problems. 
A chemical system reaches thermodynamic equilibrium when certain criteria are met. For 
closed systems, there are several methods for determining the chemical equilibrium 
composition. Each of these methods depends on keeping thermodynamic variables constant 
(Prigogine, 1998). The chemical equilibrium corresponds to maximum entropy when internal 
energy and volume are kept constant (constant enthalpy and pressure): this method is used by 
Rossi (2011) to study adiabatic processes. The chemical equilibrium also corresponds to 
minimum internal energy when entropy and volume are constant. Moreover, it is possible to 
minimize the Helmholtz free energy with constant temperature and volume or to minimize the 
Gibbs free energy with constant pressure and temperature. As temperature and pressure are 
easily measurable variables, the most common method is the minimization of the Gibbs free 
energy. 
Optimization of thermodynamic variables is not the only way to calculate the equilibrium 
composition of a chemical system. Another approach is to solve a system of equations (based 
on a set of independent chemical reactions) involving equilibrium constants. However, this 
method is considered less efficient for large chemical systems than minimization of the Gibbs 
free energy (Teh, 2002). Therefore, minimization of the Gibbs free energy with constraints on 
mass and charge balances, as in the case of electrolytes, is the method of choice. 
Many authors have tested the Gibbs free energy minimization with various activity solution 
models. For example, Zhu (2001) used the NRTL activity model for liquid-liquid phase 
separation. Others, such as Teh (2002) and Rossi (2009), used equations of state (Peng-
Robinson or Soave-Redlich-Kwong (SRK), for example) to solve non-ideal systems at low-to-
moderate pressures. Some authors have explored more complex applications in addition to 
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different thermodynamic models: Lima Da Silva (2009), S. Wang (2008) and W. Wang (2008) 
used the technique on systems such as fuel cells, and Evans (2007) used it to represent ionic 
equilibrium. 
Solving a large and complex chemical equilibrium problem involving multiphase and multiple 
chemical species with non-ideal mixtures implies powerful optimization techniques in order to 
find the most stable states: that means finding the global minimum of the optimization 
problem. As a consequence, a large body of work was centered on this particular issue over 
the years as describe below. The whole problem lies mostly on convexity issues. For example 
metastable phase may appear depending on the thermodynamic model used in combination 
with the optimization method and the resolution strategy as it was shown previously by the 
authors (Lantagne, Marcos et al., 1988). 
When the chemical equilibrium problem is not convex, global optimization methods are 
required. Global optimization methods can be divided into deterministic or stochastic 
methods. Floudas and Gounaris (2009) have recently reviewed recent advances in 
deterministic global optimization and reported applications to phase equilibrium problems. 
Specifically, Harding and Floudas (2000) used the a branch and bound framework to phase 
stability. This powerful method relies on convex underestimators and possesses global 
convergence property (a-convergence). However, the convexification of the problem may be 
difficult and the computation time of the deterministic method (Branch part) grows 
exponentially with the size of the problem (Zhang & al., 2011). Stochastic methods (genetic 
algorithms, tabu search, tunneling method, particle swarm optimization) require less 
computation time but do not guarantee global convergence. However, stochastic methods 
perform properly and can be more efficient than deterministic algorithms (Teh and Rangaiah, 
2002). 
This paper is not much concerned about global optimization issues for a number of reasons: 
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(i) for the problems handled in this work, convexity analysis is used because the 
models are essentially convex (ideal solution in most cases) and no global 
optimization methods are required. 
(ii) for the most complex cases to be dealt with in extension of this work (non-ideal 
solution), the authors are more concerned about a judgment based on an 
analysis combining heuristics (Seider, 2009) and thermodynamics simulation. 
Industrial experience shows that it is very difficult to predict ad initio which 
phases and/or chemical species will exist at equilibrium. It is even more 
difficult under constrained equilibrium. 
Consequently the approach chosen is to infer initially which phases and chemicals species in 
each phases are present. The problem is handled in its most general case compatible with 
industrial experience and applicable heuristics. The Gibbs free energy minimization is the 
applied to finds the most favorable solution according to the thermodynamic model used. 
This work is essentially concerned about developing a general thermodynamic method of 
finding externally constrained chemical equilibrium applicable to real industrial problems. The 
method is illustrated with two main application related to an energy flow constraint and a 
kinetic constraint. 
Energy flow constraint 
The energy flow constraint is illustrated by introducing the energy balance required when the 
system under investigation can exchange heat with the external environment. In this case, the 
equilibrium temperature is not the same as the initial (closed system) or inlet (open system) 
temperature, but it can be computed from the energy balance if the heat duty is known. These 
energy-constrained equilibria were addressed by Koukkari (1997), Jarungthammachote (2008) 
and Rossi (2011). Koukkari (1997) used an iterative target calculation for the equilibrium 
temperature to sequentially solve the Gibbs optimization problem and the energy balance. 
Jarungthammachote (2008) solved the minimization of the Gibbs free energy iteratively and 
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adjusted the equilibrium temperature according to the sign of the energy balance. Rossi (2011) 
chose to maximize entropy in a closed adiabatic system at constant pressure: equilibrium 
temperature is considered an auxiliary variable associated with an auxiliary equation (energy 
balance). One can also note the work of Michelsen (1987) who worked on multiphase flash 
separations by treating the optimization cases of isenthalpic and isentropic calculations. 
With respect to the energy problem, this work combines the Gibbs free energy minimization 
and Newton-Raphson methods to determine the equilibrium temperature and species 
compositions sequentially. The temperature is initially set to calculate the composition by the 
Gibbs free energy minimization approach. The composition found is then used to calculate the 
energy balance. Given the composition found by the optimization process, the new 
temperature is determined by the Newton-Raphson method. The procedure continues 
iteratively until temperature and composition converge. To illustrate the case, two examples 
are presented: the reworked ethane-cracking problem in an adiabatic and a non-adiabatic 
system (Balzhiser, 1972) and the reforming of glycerin as presented by Rossi (2011). 
Kinetic constraint 
When the equilibrium of a reacting system takes time to stabilize or, in other words, is not 
instantaneous with respect to the time constant of the system, kinetic models are required. 
These constraints were studied by Keck (1971, 1990), Bishnu (1997), Fiveland (2004), Pope 
(2004) and Koukkari (2006). In these cases, the reaction rate of the slowest reaction 
determines the reaction balance for a specific time: this is equivalent to the Bodenstein or 
quasi-equilibrium assumption in chemical engineering kinetics (Fogler, 2006). For Koukkari 
(2006), however, time is an auxiliary variable and reaction rate is a new parameter that acts as 
a constraint in the function to minimize. In this study, time is also an auxiliary variable, but the 
kinetic is calculated outside the minimization problem. The concentrations of the limiting 
species in the rate-determining steps are calculated from the limiting kinetics for each time 
step. The rest of the system evolves as a series of quasi-equilibrium states. An example 
illustrating the calcination of titanium oxyhydrate is presented based on the work of Koukkari 
(2006). 
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3.3. Theory 
33.1. Thermodynamic equilibrium 
The criteria for thermodynamic equilibrium show that an isothermal and isobaric chemical 
system is at equilibrium when the Gibbs free energy is minimized. In a multi-component and 
multi-phase complex system, the Gibbs function can be expressed as 
m npnc , 
G(n, 1M9-2 ^ nj + Z Z K + RT(3,1) 
; = i  j = i  i = i  ^  ' V '  
where M, Np and Nc are, respectively, the number of species in condensed phases, the number 
of mixed phases and the number of species in mixed phases; |i°y is the chemical potential at 
reference state computed from the free energy of formation and varying with temperature 
(Hij = àG°); ny is the mole number of species / in phase j; nj is the total number of moles in 
phase y; R is the ideal gas constant; T is the temperature in Kelvin; fy is the partial fiigacity of 
species / in phase j; and is the fiigacity of species / in phase j at reference state. Fugacity 
depends on temperature and pressure, and the Gibbs function expressed in this form can take 
into account several mixtures, as described in Table 3.1. 
Tableau 3.1 fugacity ratio 
4 = yt,P (3.2) 
nj 
Ideal gas mixture. 
Reference state at P=1 bar or 1 atm; temperature of mixture; 
ideal gas state for pure components. 
4 = 0, ,y„P (3.3) 
l i j  
Non ideal gas mixtures. 
Reference state at P=1 bar or 1 atm; temperature of mixture; 
ideal gas state for pure components. 
Liquid mixtures at low-to-moderate pressures; fluid phase 
behavior described by an equation of states: SRK, Peng-
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Robinson. Ex: light hydrocarbons. 
fu _ 4>ijyijp ( , 
fS 
As for Eq. 3.3 
Reference state at P=1 bar or 1 atm; temperature of mixture; 
pure component not in the ideal gas state. 
77 = Y Ï j X t j  (3.5) 
hi 
Non ideal (liquid, solid, ionic) solutions described by an 
activity coefficient model. 
Reference state at P=1 bar or 1 atm; temperature of mixture. 
Symmetrical normalization convention: 
Normal liquid or solid solutions 
Reference state (exponent * = 0): Pure components in normal 
state of aggregation at mixture temperature. 
yîj -* 1 as Xjj -» 1 
Asymmetrical* normalization convention: 
Ionic, electrolytic, dissolved-gas solutions: pure components 
in normal state of aggregation at mixture temperature do not 
exist: 
Yij -* 1 as Xjj -* 1 for solvent 
yîj -> 1 as Xjj -» 0 for solutes. 
^ = au = 1 (3.6) 
hi 
Reference state at P=1 bar or 1 atm; temperature of mixture; 
pure solid components in their normal aggregation state. 
The non-ideal behavior of liquids, electrolytes or solid solutions can be handled with the usual 
activity coefficient models (such as NRTL, UNIQUAC and UNEFAC) for non-ionized 
solutions (Poling, 2000). For electrolytes or molten salts, other models, such as those of Chen 
(1986) and Pitzer (1980), can be used. For gas mixtures or liquid solutions at low-to-moderate 
pressures, equations of state, such as the Peng-Robinson or SRK (Soave-Redlich-Kwong) 
equations of state, can be used (Seader, 2006). 
In this work, an example is given with the SRK cubic equation of state (Poling, 2000). Prior 
research by the author (Lantagne et al, 1988) demonstrated the applicability of Gibbs 
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minimization integrated into a SUMT optimization methodology using the Non-Random Two 
Liquid (NRTL) and Universal Quasi-Chemical (UNIQUAC) equations for strongly 
associating chemicals. 
As stated previously, we are using an approach based on heuristics were the number of phases 
and species are assumed at the onset. The internally constrained (mass, charge and non-
negativity constraints) or externally constrained chemical equilibrium are solved and results 
are judged afterwards based on industrial experience and/or coped with experimental results. 
No attempts are made towards phase identification strategies (Lucia, 2000) or global 
optimization. 
3.3.2. Optimization conditions 
The thermodynamic equilibrium of a system is subject to a number of conditions (Smith, 
1982). An inequality condition applies to the number of moles that can be greater than or 
equal to zero: 
where ny represents the mole number of species / in phase j, and nj represents the total number 
of moles in phase j. 
The second condition relates to mass balance with phase change without chemical reaction. 
The molar balance is expressed as: 
(3.7) 
rij> 0 j = 1,2, ...,M (3.8) 
(3.9) 
where n* is the total number of moles of species i distributed among all phases. 
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With reactions in addition to phase equilibrium, the invariants in the system are the chemical 
elements, and the mass balance must be formulated as: 
M NP Nc 
(3.10) 
where Ah represents the number of elements / in component i, b| represents the total mole 
number of element / and Ne represents the number of elements. 
3.3.3. Minimization algorithm 
The solution to the minimization problem is obtained by solving a nonlinear constrained 
problem using a penalty function method (SUMT) (Lantagne et al., 1988). The objective 
function used is 
This objective function takes into account equality constraints (E|) as well as inequality 
constraints (Ik). The penalty parameter r is a positive real number decreasing during 
optimization. Thus, during the minimization process, constraints are more significant at the 
beginning of the optimization sequence. 
In this work, the objective function is minimized using two main algorithms: Newton when 
ideal solution models are used and BFGS (Broyden-Fletcher-Goldfarb-Shanno) when non-
ideal solution behavior is required. BFGS is somewhat less robust than Newton in general but 
is simpler to use and less demanding in programming time - especially for non-ideal cases -
because of a built-in approximation of the second derivative (Edgar, 2001). 
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F(n,r) = G(n) + E?(n) -r ^ ln[Ik(n)] (3.11) 
40 
3.3.4. Kiihn-Tucker conditions for the minimum 
As computation of the equilibrium state of a system is an optimization problem with equality 
and inequality constraints, the necessary conditions for a minimum n* are that the Kuhn-
Tucker conditions hold (Edgar, 2001). The Kuhn-Tucker conditions state that there exist Ne 
constants h for Ne equality constraints E| and Ni constants Vk for the Nj inequality constraints 
Ik, such that 
Ne Nt 
VG(n*) + £ X,VF{ (n*) + £ vkVIk (n*) = 0 (3.12) 
1=1 k=1 
with 
• Ei(n*) = 0 
• lk(n*)>0 
• vk > 0 ; vk Ik (n*) = 0 
For the equality constraints related to the mass balance and the inequality constraints related to 
the non-negativity of the mole number, the Kuhn-Tucker conditions (Eq. 3.12) correspond to 
the following conditions for the ny component of the mole vector n: 
n. 
ft-iji11*) + ^ hAu + Vjy = 0 (3.13) 
i=i 
where |Xjj is the chemical potential of species / of phase j, X and v are Lagrange (Kuhn-Tucker) 
parameters. 
dG 
<314> 
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The necessary conditions are sufficient if second-order conditions and the constraint 
qualification hold (Edgar, 2001). Given the complex nature of the Gibbs function involved in 
solving a large chemical equilibrium problem, the equilibrium point might represent a 
boundary solution or a metastable equilibrium: the acetonitrile, water and benzene phase 
separation referred to in Lantagne et al. (1988) is a good example. 
3J.5. Equilibrium with energy balance constraint 
This new constraint creates the possibility of solving thermodynamic problems when energy 
flow between the system and the environment produces a temperature variation between initial 
and final states for closed systems or between inlet and outlet conditions for open systems. 
3.3.5.1. Adiabatic system 
When chemical equilibrium is reached during an adiabatic and constant pressure process, 
temperature changes and enthalpy remain constant. However, minimization of the Gibbs free 
energy cannot be used directly to compute the equilibrium state because temperature and 
pressure must be constant (Prigogine, 1998). When enthalpy H and pressure P (or the internal 
energy U and the volume V) are constant, the chemical equilibrium corresponds to the 
maximum entropy. In this case, the optimization problem is slightly modified. The 
optimization variables comprise mole numbers and temperature. The chemical potential (or 
partial Gibbs free energy) is replaced by the partial molar entropy Stj and the following energy 
balance constraint is added: 
NcNp+M NcNp+M 
0= £ niy-ffyOi,)- £ nu • (3.15) 
ij= 1 i)=1 
where represents the number of moles of species / in phase j at the initial state; ny 
represents the number of moles of species / in phase j at the final state; and H y represents the 
partial molar enthalpy of species / in phase j. 
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The Kuhn-Tucker conditions are modified and Eq. 3.12 becomes as follows for the component 
ny: 
N.e 
S,j{n-) + £ AM„ - A+ vj = 0 (3.16) 
1=1 
where Xs and vs are Lagrange (Kuhn-Tucker) parameters for the entropy maximization. 
Further, the Kuhn-Tucker condition for the temperature is as follows: 
Y n dHU _ n 
gT *lNe+l 2-i iJ dT 
NcNp+M 
(3.17) 
tj=l 
Using fundamental thermodynamic relationships: 
dS _ C p  y  
NcNp+M 
dT T ' 2-i niJ 
ij=l 
(3.18) 
It follows that 
(3.19) 
The Kuhn-Tucker conditions (Eq. 3.16) can be rewritten as 
Ne 
(3.20) 
or 
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Ne 
TSt}(n*) - Htj + £ TXfAu + Tvfj = 0 (3.21) 
1=1 
And finally, 
Ne 
Pi1 + + (-TvJ) = 0 (3.22) 
i=i 
Eq. 3.22 is identical to Eq. 3.13 with Lagrange parameters modified by temperature T. 
Consequently, maximizing entropy with respect to temperature and mole numbers is 
equivalent to minimizing the Gibbs free energy with respect to mole numbers at temperature T 
where the auxiliary equation (Eq. 3.15) is verified. This result was found by Rossi et al. 
Consequently, the adiabatic case can be solved either by entropy maximization or by 
minimization of the Gibbs free energy. For the entropy maximization, the decision variables 
are the number of moles and temperature. For the free energy minimization, the decision 
variable is the number of moles, with the temperature adjusted with the energy constraint. At 
the solution point, the Kuhn-Tucker conditions are the same for the maximization of entropy 
and the minimization of the free energy, and the solution is an optimum in both cases. 
3.3.5.2. Non-adiabatic system 
The previous result can be extended to non-adiabatic systems with known heat transfer during 
the process (Jarungthammachote, 2008). In this case, the energy balance can be written as 
(2011). 
NcNp+M NcNp+M 
(3.23) 
t;=i {/=1 
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where Q represents the heat exchanged between the system and the environment. By 
introducing a new initial temperature Tj„i, such that 
NcNp+M NcNp+M 
£ • H„(TlnI) = £ < ' - Q (3.24) 
lj= 1 
the energy balance (Eq. 3.23) can be rewritten as 
NcNp+M NcNp+M 
0= £ £ n,j • (3.25) 
lj= 1 0=1 
One can see that Eq. 3.25 and Eq. 3.15 are identical. Thermodynamically, this means that a 
non-adiabatic process can be represented by a virtual adiabatic path giving the same final 
outlet values for a given thermodynamic state function: enthalpy in the present case. This is a 
consequence of thermodynamic state functions being independent of the path taken for a 
thermodynamic transformation (Sandler, 2006). One can then conclude that as long as the 
thermodynamic path taken in the transformation can be translated into an equivalent adiabatic 
process, then, by virtue of 3.3.5.1, the solution of the Gibbs minimization process is an 
optimum. 
3J.5J. Thermodynamic computation 
Thermodynamic variables are computed from specific heat. For each component, the specific 
heat is related to the temperature as expressed below: 
For each species, the enthalpy of formation and the free energy of formation are related to the 
specific heat as follows: 
Cp = a + bT + cT2 + dT3 + ^  (3.26) 
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AHf(7) = AHf(Tref) + f ACp dT 
JTref 
(3.27) 
AGf(7-) AGf(Tre/) rr AHf(r) _ 
~ V Lr~^~ 
In this study, the energy balance is rewritten to use the enthalpy of formation of the species 
involved. This formulation implicitly includes a correction for the effect of the elements on the 
calculation of the formation energies at system temperature: 
NçNp+M NçNp+M JVf ^ 
<3 = Y, X nViHf.i|(7»-^naJ[ 'cpdT (3.29) 
lj=1 ij=l 1=1 Tln 
where na represents the number of moles of each atomic species of the elements present; AHf lj 
represents the enthalpy of formation of species / in phase j; and Cp represents the heat capacity 
of the chemical elements involved into the reaction. 
To solve this energy balance, the initial temperature (Tjn) and the heat flux (Q) are assumed to 
be known. The first step is to calculate the initial energy of the system from the known initial 
or inlet number of moles of the species in the system. Then, the first estimate of the final or 
outlet temperature is used to compute enthalpies and free energies of formation. Next, ny at T 
and P are calculated by the minimization of the Gibbs free energy. Once mole numbers of the 
various species are determined at equilibrium temperature and pressure, final or outlet energy 
can be calculated. The final step is to verify that the energy balance closes properly; if not, the 
final temperature is adjusted in the right direction by an iterative process until the energy 
balance is satisfied. 
The Newton-Raphson method is used to adjust the temperature that verifies the energy balance 
as shown in figure 3.1. The advantage of this algorithm is the quadratic convergence to the 
solution. To solve a problem with the Newton-Raphson method, first derivatives of the energy 
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balance with respect to temperature must be calculated. When the new temperature is found, a 
relaxation step is used to prevent abrupt changes in the minimization of the Gibbs free energy, 
since the order of magnitude between the number of moles and the amount of energy involved 
in the energy balance is large. The selected stopping criterion is a temperature difference of 
less then 10'3 K for two consecutive iterative steps. At the end of the optimization process, 
Lagrange parameters are computed to ensure that the Kuhn-Tucker conditions hold. 
Yes 
Eq.3.29 
No 
Verification of 
the energy 
balance 
Calculation of 
by mininization 
ofG 
Temperature calculation by the 
method of Newton-Raphson 
Output: 
- Equilibrium 
composition 
- Equilibrium 
temperature 
Input 
- Pressure 
- Initial temperature (T;) 
- Energy exchanged (Q) 
- Initial composition 
Figure 3.1 Algorithm for energy constraint 
3.3.6. Equilibrium with kinetic constraints 
When computing equilibrium states by minimizing the Gibbs free energy, no distinction is 
made between the various reactions that interact in the system. All reactions are considered to 
reach equilibrium. However, if the kinetics of one reaction is slow, then the equilibrium is 
limited by the rate of that particular reaction. 
To take into account this new constraint, one must consider time (or residence time for open 
systems) as a new parameter as well as the kinetics of the limiting reaction, with the kinetic 
constant calculated using Arrhenius's law: 
k = Aexp (3.30) 
where k is the kinetic constant; A is the pre-exponential factor (min1); and Ea is the activation 
energy (kJ/mol). 
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The method used to calculate the kinetically constrained equilibrium of the system is based on 
the following procedure. The mole numbers of the species involved in the limiting reactions 
change with time depending on reaction kinetics. For each time step, the number of moles of 
species that are part of the limiting reaction are set or fixed as equality constraints in the Gibbs 
free energy optimization problems. Compositions of all the other species are computed as if 
they were at equilibrium but constrained by the composition of the limiting components. The 
final composition for each time step thus represents a quasi-equilibrium. In this way, the 
progress of a complex reacting system over time can be determined from the kinetics of the 
limiting set of reactions alone as shown in figure 3.2. 
t+at 
No Yes 
Qalculatkm of 
the kinetic 
constante (k) 
Calculation of 
Qt) to fixe one 
component 
Output: 
- Equilibrium 
composition 
Calculation of rç 
by mininization 
ofG 
Output: 
- Quasi-equilibrium 
composition 
Input: 
- System conditions (T and P) 
- Initial composition 
- Start time (t,,) 
Figure 3.2 Algorithm for kinetic constraint 
3.4. Results and discussions 
The results presented below are from cases studied to validate the model for internally and 
externally constrained cases in order to validate the overall model. The codes were written in 
Fortran 77 and the compiler was Open Watcom. Also, the minimum value of the Gibbs 
function was normalized by RT or, in other words, G/(RT) which is dimensionless number. In 
cases where the temperature varied, the normalization was done for each iteration step. This 
was notably the case when the energy balance was used as a constraint during the Gibbs free 
energy minimization. 
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For each case studied, the conditions of the system were given and referenced accordingly. 
Initial estimates for the mole numbers of each chemical species were varied but the final 
results were totally independent of the initial values which shows the robustness of the 
approach. 
3.4.1. Hydrocarbon mixture with the SRK equation of state 
The first case studied represents an internally constrained case of phase equilibrium for a 
liquid-vapor mixture of hydrocarbons taken from Grossmann and Castillo (1981). This case 
involves a mixture of nine hydrocarbons at a constant temperature of 314 K and a constant 
pressure of 19.84 atm. Fugacities were determined by the SRK equation of state, presented in 
Appendix A. The equilibrium composition of the system is presented in Table 3.2. 
Tableau 3.2 Equilibrium of a Hydrocarbon Mixture 
System cônditions: T=314 K 
P= 19.84 atm 
Component Feed Equilibrium (mol) 
(mol) Vapor phase Liquid phase 
CH4 0.5949 0.5732 0.0217 
c2h6 0.0994 0.0851 0.0143 
n-C3H8 0.0483 0.0322 0.0161 
i-C4Hio 0.0087 0.0042 0.0045 
n-C4Hio 0.0205 0.0083 0.0122 
i-C5H12 0.0070 0.0016 0.0054 
n-CsHu 0.0115 0.0022 0.0093 
n-CeHu 0.0139 0.0011 0.0128 
i-Ci5H32 0.1647 0.0000 0.1647 
Total moles 0.9689 0.7079 0.2610 
Minimum value of normalized G/RT = -9.783 
The results are in full agreement with those of Castillo and Grossmann and validate the model 
for a large chemical system using an equation of state thermodynamic model (SRK). Table 3.3 
shows the thermodynamic properties of species relevant to this example (Poling, Prausnitz and 
O'Connell, 2000). Binary interaction parameters were not considered in the calculations 
because the species are similar chemical structure and functionality and therefore their binary 
interaction parameters were set to zero. 
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Tableau 3.3 Thermodynamic Properties of Hydrocarbons 
Component Critical Temperature 
Tc(K) 
Critical Pressure 
Pc (atm) 
Acentric Factor 
00 
Methane 190.56 45.99 0.011 
Ethane 305.32 48.72 0.099 
n-Propane 369.83 42.48 0.152 
i-Butane 407.85 36.40 0.186 
n-Butane 425.12 37.96 0.200 
i-Pentane 460.39 33.81 0.229 
n-Pentane 469.70 33.70 0.252 
n-Hexane 507.60 30.25 0.300 
i-Pentadecane 708.00 14.80 0.685 
3.4.2. Electrolyte 
The second case studied is also an internally constrained case representing an electrolytic 
solution at equilibrium with an ideal gas phase. Results are shown in Table 3.4. Also 
investigated by Lantagne et al. (1988) and Gautam and Seider (1979), this case demonstrates 
the integration of a charge balance. 
£n(Z| = 0 (3.31) 
i 
The simulation, carried out at atmospheric pressure and a constant temperature of 293 K, 
represents the solubility of the NH3-H2S-H2O system. Thermodynamic properties were 
obtained from Sandler (2006) for energies of formation and from Gautam and Seider (1979) 
for activity coefficients. Results agree well with those already published. 
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Tableau 3.4 Solubility of the NH3-H2S-H20 System 
System conditions: T= 293 K 
P= 1 atm 
0.05 M NH3 
0.10 M H2S 
Component Equilibrium 
(mol) 
NH3 5.259 x 10° 
H2S 0.05005 
H2O 55.51 
NH4+ 0.04994 
H* 5.409 x 10'7 
OH" 1.263xl0'7 
HS- 0.04994 
S-2 1.245 x 10*7 
Minimum value of normalized G/RT = -5,434.627 
3.4.3. Ethane cracking 
Ethane cracking was used to validate the inclusion of an external energy constraint over a base 
case and well studied chemical equilibrium problem. 
3.43.1. Base case 
This case was studied repeatedly in the past by Castillo and Grossmann (1981), Lantagne et al. 
(1988) and Balzhiser (1972). The ideal gas model was used for fugacities, the temperature was 
set constant at 1,000 K and the energies of formation were taken from Sandler (2006). Results 
(Table 3.S) are consistent with those of previous papers. 
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Tableau 3.5 Ethane Cracking 
System conditions: T= 1000 K 
P= 1 atm. 
Component Feed Equilibrium 
(mol) (mol) 
CH4 0 0.06656 
C2H4 0 1.414 x 10"6 
C2H2 0 5.155 xlO"7 
C02 0 0.5446 
CO 0 1.3888 
02 0 1.240 x 10"7 
H2 0 5.3449 
H2O 4 1.5220 
C2H6 1 1.661 x 10*6 
Minimum value of normalized G/R1 r = -104.352 
3.43.2. Energy constraint 
This case involved ethane cracking as well but with a flow of energy through the system to 
introduce an energy constraint. The new system conditions were represented by an energy 
flow entering the system (Q = -510 kJ) and an initial temperature (T; = 298.15 K). The heat 
duty Q was calculated from an energy balance between the initial and final states of the 
system. Since the minimum value of G and the equilibrium compositions presented in Table 
3.6 are the same as those in Table 3.5, we can conclude that the energy constrained 
equilibrium works properly and that the reacting system is highly exothermic (Q<0). 
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Tableau 3.6 Ethane Cracking with Energy Stream 
System conditions: Q = -510 kJ 
TJ = 298.15 K 
P= 1 atm 
Component Feed Equilibrium 
(mol) (mol) 
CH4 0 0.06321 
C2H4 0 1.365 x 10-6 
C2H2 0 5.184 x 107 
co2 0 0.5663 
CO 0 1.3705 
02 0 1.246 x l O 7  
H2 0 5.3766 
H2O 4 1.4970 
C2H6 1 1.520 x 10"6 
T f= 1001.56 K 
Minimum value of normalized G/RT = -104.101 
3.433. Adiabatic condition 
Table 3.7 shows the adiabatic case. Pressure and initial temperature were the same as in the 
preceding example. However, the energy flux Q was set at zero. 
Tableau 3.7 Ethane Cracking under Adiabatic Conditions 
System conditions: Q = 0 J 
TJ = 298.15 K 
P= 1 atm 
Component Feed Equilibrium 
(mol) (mol) 
CTT, 0 1.7471 
C2H4 0 5.991 x 10"8 
C2H2 0 2.140 x 10"8 
C02 0 0.2529 
CO 0 1.705 x 10"6 
02 0 1.004 x 10"8 
H2 0 1.173 xlO'2 
H2O 4 3.4942 
C2H6 1 1.006 x 10"6 
TF= 424.83 K 
Minimum value of normalized G/RT = -273.655 
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Results show a final temperature of 424.83 K. The lower temperature is consistent with the 
fact that ethane cracking is clearly an exothermic process. One can note that the reacting 
medium is richer in methane and water vapor, that carbon monoxide practically disappeared 
and that hydrogen significantly decreased. In addition, the value of the Gibbs function 
declined. This indicates that the system is more stable than the previous one, at 1,000 K with 
an inflow of 510 kJ of energy. 
3.4.4. Reforming of glycerin 
The reforming of glycerin was studied by Rossi (2011). Rossi's study is interesting because it 
compares two methods for treating an adiabatic system. The reaction studied was a mixture of 
water and glycerin fed in various proportions (1:1, 3:1, 6:1, 9:1). The species produced were 
hydrogen, methane, carbon dioxide, carbon monoxide and solid carbon. The system was at 
atmospheric pressure and initial temperature ranged from 500 K to 1,000 K. Thermodynamic 
properties were taken from Rossi (2011). Results are presented in Table 3.8 and Table 3.9 and 
are consistent with those of Rossi (2011). 
Tableau 3.8 Glycerin Reforming at Initial Temperature of 500 K 
System conditions: Q = 0 J 
Tj = 500 K 
P= 1 atm 
Molar Feed Ratio Water: 1 Water: 3 Water 6 Water: 9 
Glycerin: 1 Glycerin: 1 Glycerin: 1 Glycerin: 1 
Component Equilibrium 
(mol) 
Equilibrium 
(mol) 
Equilibrium 
(mol) 
Equilibrium 
(mol) 
C3H803 6.60 x 10"8 6.56x10'" 6.43 x lO"8 6.32 x 10-" 
H2O 2.2277 3.4486 6.1857 9.1897 
H2 0.7791 0.6758 0.6359 0.6242 
CH4 0.9966 1.4378 1.5892 1.5930 
COZ 0.8674 1.2658 1.4035 1.4034 
CO 0.0375 0.0198 0.0073 0.0036 
C 1.0984 0.2766 9.20 x 10-6 5.00 x 10-6 
Tf(K) 704.672 660.097 619.933 595.928 
Minimum value of -147.6014 -237.3206 -380.5363 -528.8035 
normalized G/RT 
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Tableau 3.9 Glycerin Reforming at Initial Temperature of 1000 K 
System conditions: Q = 0 J 
Tj= 1,000 K 
P= 1 atm 
Molar Feed Ratio Water 1 Water: 3 Water 6 Water: 9 
Glycerin: 1 Glycerin: 1 Glycerin: 1 Glycerin: 1 
Component Equilibrium 
(mol) 
Equilibrium 
(mol) 
Equilibrium 
(mol) 
Equilibrium 
(mol) 
C3H803 6.70 x 10*8 6.73 x 10'8 6.65 x 10* 6.56 x 10"8 
H2O 1.6517 2.5955 5.0179 7.6409 
H2 2.0614 2.4451 3.2565 3.9659 
CH4 0.6434 0.9797 0.8628 0.6966 
co2 0.9776 1.5088 1.8450 2.0557 
CO 0.3932 0.3870 0.2921 0.2477 
c 0.9858 0.1245 6.29 x 10"6 3.56 xlO"6 
TF(K) 829.337 803.910 788.270 781.406 
Minimum value of -123.3152 -190.6368 -291.0879 -390.5830 
normalized G/RT 
The method used by Rossi (2011) to determine the equilibrium temperature is based on 
entropy maximization with pressure and enthalpy kept constant. In this work, minimization of 
the Gibbs free energy coupled with an energy balance is used as a comparison. Figure 3.3 
shows equilibrium temperature plotted against molar feed ratios. 
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Figure 3.3 Equilibrium temperature vs molar feed ratio (watenglycerin) at initial 
temperatures of 500 K and 1000 K. 
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The figure is equivalent to the graph presented by Rossi (2011) and proves that the calculation 
method works properly. The method also has the advantage of using a unique technique for 
solving various problems and is not limited to the adiabatic case. 
3.4.5. Kinetic constraints 
The case of kinetic constraints was tested by reworking the problem of calcination of titanium 
oxyhydrate. This case was first studied by Koukkari (2006) and consists of two reactions: 
TiO(OH)2 ^ Ti02(Ari) + H20 (3.32) 
Ti02(Ari) Ti02(Ru) (3.33) 
The first reaction occurs rapidly, whereas the second is the limiting reaction and is controlled 
by the following kinetic equation: 
f = 1 - (1 - kt)3 (3.34) 
( < 1 (3.35) 
where Ç measures the reaction progress or extent of reaction. 
The kinetic parameters are described by activation energy (Ea) of 441.99 kJ/mol and a pre-
exponential factor (A) of 3xl015 min"1. The experiment was conducted at a temperature of 
1,273.15 K and atmospheric pressure. Oxygen was also present as an inert in the system. The 
results are shown in Table 3.10. 
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Tableau 3.10 Calcination of Titanium Oxyhydrate 
System conditions: T = 1,273.15 K 
P= 1 atm 
Components Feed 
(mol) 
Equilibrium 
(mol) 
02 
H20 
TiO(OH)2 
TiO^An) 
Ti02(Ru) 
0.5 
0 
1 
0 
0 
0.5 
1 
1.943 x 10 
7.596 x IO-1 
1 
,-7 
M inimum value of normalized G/RT = -85.225 
The calculation was performed over a period of 600 minutes. Fig. 3.4 shows the evolution of 
rutile phase over time and corresponds to the curve presented by Koukkari (2006). 
Figure 3.4 Evolution over time of mole numbers of titanium dioxide (rutile) at 1273.15 K 
3.5. Conclusion 
Minimization of the Gibbs free energy was used to solve problems of chemical and phase 
equilibria. It was shown that this method can be applied to numerous cases. The generality of 
the Gibbs function makes it possible to consider problems requiring different thermodynamic 
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models such as SRK for gas-liquid equilibria or activity coefficient for coupled gas phase-
electrolytic solutions. 
For internally constrained problems, the program requires non-negativity conditions for the 
number of moles of species in the system, equality conditions on molar balances for phase 
equilibria or atomic balances for simultaneous reactions and phase equilibria. Ionic equilibria 
can also be handled by introducing an electroneutrality condition. 
By introducing an energy balance, more complex externally constrained problems (energy 
flow problems) can be tackled as well via a constrained minimization of the Gibbs free energy. 
In such conditions, there is a change in temperature from the initial to the final states for 
closed systems or from the inlet to the outlet for open systems. Examples of ethane cracking 
and glycerin reforming were used to determine the temperature and composition at 
equilibrium and showed the effectiveness of the approach. Moreover, for the adiabatic case, it 
was shown that minimization of the Gibbs free energy constrained by an energy balance gives 
results similar to those obtained by maximizing the entropy at constant enthalpy and pressure. 
Minimization of the Gibbs function constrained by an energy balance is however more 
general. 
Problems with rate-limiting reactions (kinetic constraint) were also solved using a series of 
intermediate states of equilibrium for each time step. In these problems, the composition of 
specific species is limited by kinetics, while all other species in the system evolve towards a 
quasi-equilibrium state. In other words, the Gibbs free energy is constrained by the kinetics. 
The method presented in this paper also offers the possibility of tackling problems cross-
constrained by kinetics and heat duty. This approach is very interesting for systems where 
kinetics at high temperature are very difficult to identify, but fundamental to operational 
performance - in the aluminum industry, for example - where identifying the nature and 
composition of isolating layers in large electrochemical smelters is important for productivity 
and controllability of the process ( Khatun et al, 2011). 
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Introducing other field constraints might further increase the generality of the approach to 
other types of problems (Prigogine, 1998). One very interesting type of problem is the 
calculation of electrochemical equilibrium. Traditional ways of solving this problem involve 
the use of predominance or Pourbaix diagrams (Pourbaix, 1963; FactSage, 2001), which are 
constructed by solving a set of non-linear equations relying on the Nernst equation. This 
technique suffers from the same limitations as traditional chemical equilibrium solutions using 
equilibrium constants: a set of independent reactions has to be identified. 
Our future work will thus focus on the study of systems submitted to electrical potential fields. 
This work should lead to useful approaches for dealing with key chemical and material 
problems in contemporary and future energy systems such as batteries, fuels cells, industrial 
electrochemical systems and solar fuels, to name a few (Hambourger et al, 2009). 
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Tableau 3.11 Nomenclature 
Nomenclature 
A Pre-exponential factor (min') 
An Matrix of number of elements present in each chemical component 
bi Vector containing total number of elements 
Ea Activation energy (J/mol) 
Ei Equality constraints 
Cp Specific heat (J/mol-K) 
fa Partial fUgacity of chemical species / in phase j (atm) 
fS Partial fugacity at reference state (atm) 
F Penalty function 
G Gibbs function (J) 
"ij Partial molar enthalpy of chemical species i in phase j (J/mol) 
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/k Inequality constraints 
k Kinetic constant (min'1) 
L Lagrangian 
M Number of components present as condensed phases 
na Number of atomic species 
„tn 
U Initial number of moles of species i in phase j (mol) 
nU Number of moles of species / in phase j (mol) 
ni Total number of moles in phase j (mol) 
Nc Number of chemical components present in mixed phases 
Ne Number of elements 
Np Number of mixed phases 
P Pressure (atm) 
Pc Critical pressure (atm) 
Q Energy exchange (J) 
r Penalty factor 
R Gas constant (J/mol-K) 
Partial molar entropy of chemical species / in phase j (J/mol-K) 
T Temperature (K) 
Tc Critical temperature (K) 
V Molar volume (m /mol) 
xu Mol fraction in liquid phase 
ViJ Mol fraction in vapor phase 
z Compressibility factor 
Zi Charge of species / 
Subscripts 
i Refers to species 
j Refers to phase 
k Iteration number 
1 Refers to element 
Greek symbols 
X Lagrangian multiplier for equality constraints 
Hi Chemical potential of species / in phase j (J/mol) 
V Lagrangian multiplier for inequality constraints 
? Extent of reaction 
y'u Activity coefficient of species / in phase j 
4>u Fugacity coefficient of species / in phase j 
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4>?j Fugacity coefficient at reference state 
Ù) Acentric factor 
AGf Gibbs free energy of formation of chemical species (J/mol) 
AHf Enthalpy of formation of chemical species (J/mol) 
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4. ÉQUILIBRES ÉLECROCfflMIQUES 
Les équilibres électrochimiques sont, au même titre que les équilibres chimiques, un état de 
stabilité entre différents composés dans un système défini. Cependant, dans le cas de 
l'électrochimie, les ions, c'est-à-dire les espèces chargées, sont présents à l'équilibre et il y a 
un champ relié au potentiel électrique dans le système. Les réactions chimiques sont 
remplacées par des réactions d'oxydo-réductions. 
Afin de bien saisir les équilibres électrochimiques et interpréter les calculs qui y sont reliés, 
cette section exposera les principaux concepts de ces équilibres. En effet, il sera question du 
potentiel électrochimique, de l'équation de Nernst et des diagrammes de Pourbaix pour 
illustrer la méthode classique du calcul d'équilibres électrochimiques. Deux exemples de 
calcul seront faits, soit le zinc et l'argent. 
Ce chapitre est une prémisse aux calculs d'équilibres contraints appliqués aux systèmes 
électrochimiques qui seront traités dans de futurs travaux par la méthode de la minimisation de 
l'énergie libre de Gibbs. 
4.1. Potentiel électrochimique 
Ce potentiel est similaire au potentiel chimique utilisé précédemment dans les calculs 
d'équilibres chimiques, mais prend en considération les espèces électriquement chargées. Il est 
défini par l'expression suivante. 
fik= t^k + Fzk(t> (4.1) 
Où Fzk représente le champ associé au potentiel électrique 0. F est la constante de Faraday 
(96485 C/mol) et zk est la charge de l'espèce k. Le potentiel chimique (jxk) est lié à un 
potentiel chimique standard et à l'activité de l'espèce. 
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Mfc(p. T) = (Po, T) + RT In ak (4.2) 
Donc le potentiel électrochimique s'écrit : 
fik = + RT In ak + FZk<t> (4.3) 
4.2. Équation de Nernst 
L'équation de Nernst permet de calculer le potentiel d'équilibre pour une réaction d'oxydo-
réduction. Ce potentiel est calculé à l'électrode et fait toujours référence au potentiel standard 
d'une électrode de référence. La démonstration ci-dessous permet d'établir l'équation de 
Nernst. 
En partant du critère d'équilibre pour une réaction électrochimique où vk représente le 
coefficient stœchiométrique de l'espère ket fik potentiel électrochimique de l'espèce k. 
(4.4) 
k 
Avec une réaction de réduction quelconque. 
Ox + né+i Red (4.5) 
Où Ox signifie oxydant, é électron et Red réducteur. En prenant l'équation à l'équilibre. 
VfcAk = pRed " fiox -nfie = 0 (4.6) 
k 
Donc, en développant les termes du potentiel électrochimique, le critère d'équilibre peut se 
réécrire ainsi où s fait référence à la solution et m au métal. 
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(P-Red &Red + FzRed*Ps) (Mox ^ &0x + FzOx*Ps) 
-n( j i°e-F(f>M) = 0 
(4.7) 
(Aed - Pox - We) + RT In aRed - RT In a0x + (zRed - z0x)F<f>s 
+ nF<f>„ = 0 
OiRed - Vox - m°e) - RT In (-^ï.) - nF<ps + nF<f>M = 0 (4.9) 
vO-Red> 
Si E est la différence de potentiel à l'interface métal-solution, 
„ . . Owed - V-ox ~ We) , RT ( a0x \ „ im £ = *«"*,= ^ + ^ 'nt) <4'0) 
Il faut ensuite mesurer le potentiel par rapport à une référence, c'est-à-dire par rapport à 
l'électrode standard à hydrogène 
W,+2 / I;. + 2rf)sr ,„/W)2\ (-zA + ^ +f?) 
••BSH 2F 2F i " ( ' 
Finalement, pour obtenir l'équation de Nernst. 
Eox/Red = F — EESh (4.12) 
J 
-tâed + Vox + We +1 W°h2 ~W°H+ -ml RT, (a0x\ (4U) 
E°'l"d nF 
. -A*+l$, . . RT./ao*) (4.141 
E°""d SF + nF +S?'nti 
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EOx/Red — EOx I Red + ^ H+/H2 np (4-15) 
Puisque le potentiel chimique standard de l'hydrogène et de l'ion hydrogène est zéro : 
Eh*/h2 = 0' Alors on obtient l'équation de Nernst. 
n RT < / ^Ox \ 
Eox/Red = ^Ox/Red + ~~p (4-16) 
» 
Avec EGX/RED = " Aussi, il est à noter qu'il faut tenir compte des coefficients 
stœchiométriques pour les activités dans l'équation de Nernst. Ainsi, lorsque le coefficient 
stœchiométrique d'un composé est différent de 1, il faut le mettre en exposant de l'activité. 
Eox/Red est la plupart du temps inscrit dans une table de potentiels d'électrode standard. La 
référence est l'électrode standard à hydrogène (ESH) dont la réaction est H+ + le ->^H2 et 
Eox/Red = 0- Cette réaction implique quelques hypothèses. C'est-à-dire que l'activité de 
l'hydrogène et de l'ion H+ est égale à 1, de même que les coefficients d'activités. 
4.3. Diagramme de Pourbaix 
C'est le scientifique français Marcel Pourbaix qui a été le premier à développer ce type de 
diagramme (Pourbaix, 1963). Ces diagrammes mettent en relation une série de réactions qui 
sont évaluées selon le potentiel et le pH d'une solution. Ils permettent de déterminer les 
domaines de prédominance des espèces. 
Pour relier la théorie précédente aux diagrammes de Pourbaix, il faut considérer les composés 
en solution aqueuse, donc qu'ils interagissent avec l'eau. La formule générale pour une 
réaction sera. 
rR + wH20 -* pP + hH+ + ne~ (4.17) 
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En reprenant l'équation de Nernst pour cette réaction et en considérant que l'activité de l'eau 
est égale à 1 et que pH = - log aH+, on obtient la forme générale suivante : 
n 0.0591 (aPy [—0.0591ft] 
E=Eo+ ——lo gi-% + i ipH (4.18) 
n C aRy n 
La constante (0,0591) provient du ratio RT/F en considérant la température à 25°C et en 
multipliant par ln(10) afin de changer le logarithme népérien en logarithme à base 10. Il est 
important de savoir qu'en modifiant la température, les diagrammes changent aussi. 
Un point essentiel à observer est que le pH de l'équation précédente est lié à l'échelle des 
molalités. Pour les solutions diluées, les valeurs des activités sont pratiquement égales aux 
valeurs de molarité et de molalité. De plus, dans les diagrammes de Pourbaix, lorsqu'il est 
question de déterminer l'activité des composés, on utilise la première approximation. C'est-à-
dire la pression pour les corps gazeux, la molalité pour les corps dissous (dans le cas du pH, la 
molalité de l'ion hydrogène) et la fraction molaire pour les solvants liquides ou solides. La 
molalité représente le nombre de moles de l'espèce dissoute par kg de solvant. L'intérêt 
d'utiliser cette mesure au lieu de la molarité est que la masse, contrairement au volume, est 
une fonction d'état indépendante de la température. Il est possible de faire le lien entre la 
molarité et la molalité à partir des fractions molaires. Dans les solutions diluées, la fraction 
molaire est : 
Nk 
X, =7—ï— (4.19) 
"solvant 
Ainsi, on peut relier la molalité mk (mol/kg de solvant) avec la molarité (ou concentration) Ck 
(mol/L de solvant dans le cas dilué) en utilisant la masse molaire et le volume molaire du 
solvant. 
X/c — m kM s  — CifVfns (4.20) 
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Dans les solutions concentrées, la fraction molaire est le rapport entre le nombre de moles du 
composé et le nombre de moles total (xk = La masse molaire et le volume molaire 
doivent aussi être ceux du mélange. 
Pour revenir au diagramme de Pourbaix, si on se fie à l'équation générale développée 
précédemment (Eq.4.18), on convient qu'il existe trois types de tracé, tous linéaires, qu'il est 
possible de retrouver dans les diagrammes. Premièrement, si la réaction comprend un solide, 
une substance dissoute, des ions hydrogènes et de l'eau, mais pas d'électrons, on retrouve une 
ligne verticale sur le diagramme. En fait, ça devient une équation d'équilibre standard, mais en 
prenant l'équation générale, n va alors tendre vers zéro (puisque le potentiel est fonction du 
pH) et par conséquent la pente va tendre vers l'infini. Deuxièmement, lorsqu'il y a un échange 
d'électron et qu'il n'y a pas d'ion hydrogène qui intervient dans la réaction (h=0), on aura des 
lignes horizontales sur le diagramme. Enfin, si la réaction possède tous les éléments nommés 
ci-dessus la ligne tracée sur le graphique aura une pente égale à -0,059lh/n. 
Pour construire les diagrammes de Pourbaix, il faut tout d'abord tracer les limites de stabilité 
de l'eau. Selon le potentiel et le pH, l'eau peut être oxydée ou réduite. 
Avec l'équation de Nernst pour les deux réactions, on a les équations suivantes que l'on peut 
tracer. 
02 + 2H+ + 2é <-> 2HzO (4.21) 
2 H+ + 2 Ê<*H2 (4.22) 
e(.o2/h2o) — 1>23 — 0,06pH (4.23) 
E(h2/H+) — 0,06pH (4.24) 
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Entre ces deux lignes, c'est la zone de stabilité de l'eau. Au-dessus il y a un dégagement 
d'oxygène et en dessous c'est l'hydrogène qui est dégagé. 
Ensuite, pour la construction d'un diagramme sur une espèce particulière, il faut faire la liste 
des composés présents dans le système, noter leurs degrés oxydations et leurs potentiels 
chimiques standards. Après, il faut écrire toutes les réactions possibles et leurs formules à 
l'équilibre découlant de l'équation de Nernst (4.18). On peut séparer les réactions en trois 
catégories, soit la réaction entre deux substances dissoutes, deux substances solides ou une 
substance solide et l'autre dissoute. Dans le premier cas, la limite de prédominance des 
substances dissoutes se trouve en égalisant les concentrations. Dans le second cas, l'équilibre 
est donné directement puisque l'activité des solides est 1. Pour la frontière entre le solide et les 
ions en solutions, on suppose une très petite valeur pour l'activité de l'ion, soit 10"6 M. 
En somme, chaque ligne sur un diagramme de Pourbaix représente un équilibre 
électrochimique. Si on se trouve dans une zone entre des lignes, il y aura prédominance d'un 
composé. En laissant le système évoluer, les réactions chimiques vont se produire pour 
retrouver un point d'équilibre. Cependant, si le voltage et le pH sont contrôlés (par exemple 
avec un ajout d'acide), on peut maintenir le système en équilibre contraint et ainsi produire un 
composé qui se trouve dans une zone de prédominance. 
La prochaine section va présenter des exemples de calculs d'équilibres électrochimiques par la 
résolution d'un système d'équations relatif au diagramme de Pourbaix. Des exemples avec le 
zinc et l'argent seront présentés. 
4.4. Calcul d'équilibre électrochimique 
4.4.1. Zinc 
Les diagrammes de Pourbaix indiquent la prédominance des espèces. Néanmoins, il est 
possible de calculer la composition d'un système électrochimique à l'aide d'un amalgame 
d'équations de Nernst reliées aux réactions présentes dans le système. En fixant un potentiel et 
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un pH au système, le calcul est dit d'équilibre contraint, puisque ces derniers paramètres 
viennent forcer l'équilibre du système. 
Dans l'exemple du zinc comme dans celui de tout autre composé, il faut d'abord identifier les 
corps présents qui sont divisés en deux catégories, soient solides ou dissous. 
- Coips solides : Zn, ZnO 
- Corps dissous : Zn2+, ZnOH+, HZn02~, Zn022~ 
Ensuite, à partir du tableau 4.1 qui représente toutes les réactions présentes dans le système 
avec leur formule d'équilibre respective, il faut déterminer celles qui sont indépendantes afin 
d'obtenir un système d'équations. 
Tableau 4.1 Réactions et formules d'équilibres du zinc 
Réactions Formules d'équilibres 
Deux corps dissous 
1. Zn2+ + H20 « ZnOH+ + H+ 
(%nOH+) = _96J + H 
(ûzn*+) 
2. ZnOH+ + H20 ++ HZnOf + 2H+ log ("HZnO£± _ _17 97 + 2pH 
{aznOH¥) 
3. Zn2+ + 2H20 *+ HZnOf + 3H+ \ag{ar°*-} = -27.63 + 3pH 
(aZn 2+) 
4. HZnOz~ <-• Zn02~ + H+ log(
aw) 13<11 +  pW 
J 
Deux corps solides 
5. Zn + H20 ZnO + 2H+ + 2é 
E = -0.439 - 0.0591pff 
+ 0.02955 log 
(azn) 
Un corps solide et un corps dissous 
6. Zn2++ H20 ZnO + 2H+ \og("Zn^ = 10.96 - 2 pH 
(«Zno) 
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7. ZnO + H20 « HZnOf + H+ lo (oww) _ _16 68 + pH 
Cazno) 
8. ZnO + H20 « Zn022~ + 2H+ lo = _29J8 + 2 H 
Cazno) 
9. Zn <-» Zn2* + 2é E = -0.763 + 0.0295 log 
fan) 
10. Zn + 2 H20*+ HZn02  + 3 H+ + 2ê 
E = 0.054 -0.0886ptf 
+ 0.0295 log 
("zn) 
11. Zn + 2H20 <-> ZnO + 4H* + 2é 
E = 0.441 - 0.1182pH 
+ 0.0295 log 
Ozn) 
Après analyse du tableau 4.1, les réactions 3, 5, 7, 8, 10 et 11 sont des combinaisons linéaires 
des autres réactions. Les réactions indépendantes nécessaires au calcul de l'équilibre 
électrochimique sont présentées dans le tableau suivant. 
Tableau 4.2 Réactions indépendantes du système zinc-eau 
Réactions Formules d'équilibres 
1. Zn2+ + H20 <-• ZnOH+ + H+ l0
g(az„„„.) = 96? + 
\azn2+) 
2. ZnOH+ + H20 *+ HZn02 + 2H+ log (
aHZn02-) _ _17 97 + 2p// 
\aZnOH+) 
4. HZn02~ « Zn02 2~ + H+  log (fzno^O _ _13 1X + pH 
\aHZn02~) 
6. Zn2+ + H20 •-» ZnO + 2H+ 
(az„2+) 
log.7" .  = 10.96 -  2 pH 
(flzno) 
9. Zn «-» Zn2+ + 2é E = -0.763 + 0.0295 log 
(aZn) 
Le résultat est un système d'équations linéaires pouvant se résoudre par du calcul matriciel. 
Autrement dit, il suffit d'employer une matrice inverse pour résoudre le système d'équations. 
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Le tableau 4.3 ci-dessous montre un exemple de résultat pour le calcul d'équilibre 
électrochimique contraint sur le système du zinc. Le calcul a été effectué à température et 
pression standard (298,15 K et 1 bar), un pH de 5, un potentiel électrique de -0,73468 Volt et 
avec une valeur d'activité du zinc solide fixé à 1 pour des fins de calculs. 
Tableau 4.3 Équilibre du système zinc-eau 
Espèces Activité (M) 
Zn2+ 9,1201 
ZnOH+ 0,00019 
HZn02~ 2,089 x 
Zn022~ 1,622 x 10-20 
Zn 1 
ZnO 1 
Afin de se rapprocher davantage d'un système réel, il est aussi possible de résoudre ce calcul 
d'équilibre en tenant compte de l'avancement des réactions. Ainsi, au lieu de fixer l'activité 
d'un composé, il faut déterminer une composition initiale du système qui va réagir et former 
un équilibre contraint par le potentiel et le pH. Les tableaux 4.4 et 4.5 montrent les espèces et 
leurs compositions impliquées dans l'élaboration des formules d'équilibres qui tiennent 
compte de l'avancement de réaction. À noter que le nombre de moles est égal à la molalité 
puisque les calculs sont effectués pour des solutions contenant un litre d'eau. Les cinq 
réactions sont celles du tableau 4.2 et sont respectivement reliés de & à f5. 
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Tableau 4.4 Composition du système zinc-eau en fonction de l'avancement des réactions 
Espèces nt nf 
Zn2* ntZn2+ nUn" — +(s 
ZnOH* nU!nOH+ niJ!nOH+ + — ^2 
HZn02~ nl,HZn02~ nl,HZn02~ + £2 — ^3 
Zn022' n iZn02~ nl£n022~ + & 
Zn n iXn nUn — fs 
ZnO ni£nO nUnO + £* 
Tableau 4.5 Formules d'équilibres du système zinc-eau avec l'activité et { 
Formules d'équilibres (activités) Formules d'équilibres (f) 
(az„„„0 = 
(azn2+) 
,o„ (««-». +f. -ïd 967 + pH 
(ni,Zn2+ — fl ^4 + ^5) 
lno^"^n"2 ^ 17 07 I 7rtII 
(nliHZn02- + f2 - fc) _ 
log f , — i/.y/ + zpti 
\aZnOH+J 
lug ,  » — Li.Jt I t ,pil 
V.nUnOH+ + Si — S2 ) 
. (aZn022-) tn it . u log , v — 13.11 + pH 
\aHZn02~) 
\nU!n022~ ^3) 
log, ' ^ = -13.11 + pH 
\ni,HZn02~ + S2 ~~ S3) 
log^ = 10.96 -  2pH 
\aZno) 
, (nUn2+ — "" £4 + &) o „ log————7 r = 10.96 - 2pH 
(nUno + U) 
E = -0.763 + 0.0295 log^*"^ 
(a/n) 
E = -0.763 + 0.0295 log fa**"- ~ ^ ~ ^ + ^ 
Wn ^s) 
Enfin, le système à solutionner est linéaire et peut se résoudre par des matrices 
analogiquement au système précédent L'information obtenue à partir de ce calcul d'équilibre 
est plus pratique, car à partir d'une quantité initiale, il en résulte l'avancement des réactions et 
par conséquent, la composition finale. Par exemple, avec 5 moles de zinc solide initialement, 
un potentiel de -0,4 volt et un pH de 5, on obtient les données suivantes. Les résultats 
concordent avec les rapports de prédominance des diagrammes de Pourbaix (1963). 
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Tableau 4.6 Composition et f à l'équilibre du système zinc-eau 
Espèces nt nf 
Zn2+ 0 4,506 9,633 x 10'5 
ZnOH+ 0 9,633 x 10'5 *2 1,032 x 10-" 
HZn02~ 0 1,032 x 1012 *3 8,013 x 10-" 
Zn022_ 0 8,013 x 1021 U 0,494 
Zn 5 2,231 x l<ru 5 
ZnO 0 0,494 -
4.4.2. Argent 
De manière similaire à l'exemple du zinc, le calcul d'équilibre électrochimique contraint de 
l'argent s'avère intéressant à exposer dans la mesure où il propose un système d'équations 
non-linéaires. Les composés présents dans la solution sont les suivants : Ag, Ag+, Ag20, 
Ag202, Ag203, Ag(OH)J et le tableau 4.7 présente les réactions indépendantes ainsi que les 
formules d'équilibres. 
Tableau 4.7 Réactions et formules d'équilibres de l'argent 
Réactions Formules d'équilibres 
Ag Ag+ + é 
(ai4o+) 
E = 0.799 + 0.0591 log 
(aAg) 
1 1 A , 
Ag +—H20 *-*—Ag20 + H +é 
E = 1.173 — 0.0591p/f 
+ 0.0591 log (aA02°^ 
KaAg) 
Ag + H20 <-» jAg202 + 2H+ + 2é 
E = 1.3002 - 0.0591pH 
+ 0.02955 log(0UH— 
iaAg) 
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3 1 
Ag+-H20+* -Ag203 + 3H+ + 3é 
E = 1.438 - 0.0591p/f 
+ 0.0197 log (a*f2°3!— 
(aAg) 
Ag + 2H20 Ag{OH)2 + 2H+ + é 
E = 2.220 - 0.1182pH 
+ 0.0591 log 
KaAg) 
Le système est dit non-linéaire à cause de l'exposant de valeur V2 de certaines activités des 
composés. Cependant, le système reste aisé à résoudre étant donné que la racine négative doit 
être exclue de la solution, car une valeur de concentration négative est physiquement 
impossible. Le tableau 4.8 propose des résultats avec 3 potentiels et 3 pH différents pour une 
concentration de 1 M d'argent solide. 
Tableau 4.8 Équilibre du système argent-eau 
Activité (M) 
Espèces 4>(V) = Ov2 4>(V) = 0,7 4>(V) = 0,7 
pH = 6 pH = 6 pH= 15 
Ag 1 1 1 
Ag+ 7,322 x lO-11 2,113 x 10'z 2,113 x 10'z 
AgzO 5,864 x 10•* 9,961 x 10^ 3149,98 
AQ2O2 2,422 x 10",J 6,988 x 10 s 69876,58 
Ag203 3,790 x 10'" 1,858 x 10'° 5875,37 
Ag{OH)l 6,617 x 10'" 1,909 xlO*14 19093,25 
En augmentant le potentiel et le pH, les ions et les oxydes sont de plus en plus présents dans la 
solution. Aussi, le même constat peut se faire par une analyse différente, soit par l'évaluation 
des énergies libres de réactions du système. En effet, à partir des données thermodynamiques 
présentées dans le tableau 4.9, il est possible de calculer l'énergie libre de chaque réaction en 
lien avec le potentiel et le pH indiqué. 
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Tableau 4.9 Données thermodynamiques du système argent-eau 
Espèces AG0 (kJ/mol) 
H20 -237.2 
Ag 0 
Ag* 77.0 
AgzO -10.8 
Ag-fii 27.4 
AgzO3 121.1 
Ag(OH)î -260.2 
Le tableau suivant présente les énergies libres des réactions. Ces résultats concordent avec 
ceux présentés par Uhlig (2000). Ainsi, lorsque la valeur de l'énergie libre de réaction est 
négative, ça signifie que la réaction se produit spontanément. Conformément aux résultats 
présentés dans le tableau 4.8, plus la valeur du AGréact est négative, plus la concentration est 
élevée et inversement, si l'énergie libre de réaction est positive, le composé sera en infime 
quantité, voir absent. 
Tableau 4.10 Énergie libre de réaction pour le système argent-eau 
AGréact (kJ) 
Réaction 
(espèce produite) 
<t>(V) = 0,2 
pH = 6 
<t> (V) = 0,7 
pH= 6 
(V) = 0,7 
pH = 15 
1. {Ag) 0 0 0 
2. {Ag*) 57,7 9,5 9,5 
3 .{AgzO) 59,7 11,4 -40,0 
4. {AgxO{) 143,8 47,3 -55,4 
5. {Ag-i03) 255,7 111,0 -43,2 
6 ,{Ag{OH)ï) 126,4 78,2 -24,6 
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4.5. Équilibre électrochimique par la méthode d'optimisation 
Un des objectifs de ce mémoire visait à construire une plateforme de calcul permettant de 
traiter également les problèmes électrochimiques par une technique d'optimisation équivalente 
à la minimisation de Gibbs. À ce jour, les travaux ont progressé, mais les résultats ne sont pas 
encore reproductibles en comparaison des techniques classiques présentées dans ce chapitre. 
Par conséquent, cet objectif n'a pas été atteint et fera l'objet de travaux futurs. 
76 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission. 
5. CONCLUSION 
Le défi initial était de calculer la composition d'un système chimique complexe adapté aux 
équilibres contraints. La minimisation de l'énergie libre de Gibbs s'est avérée la technique 
idéale et elle a été utilisée pour résoudre des problèmes d'équilibres chimiques et d'équilibres 
de phases. Il a été montré que cette méthode peut s'appliquer à de nombreux cas nécessitant 
des modèles thermodynamiques différents pour des situations précises. Pour les problèmes 
non contraints, le programme a tout de même besoin de conditions spécifiques pour la 
résolution des systèmes. En effet, le nombre de moles des espèces présentes dans le système 
ne doit pas être négatif. Aussi, il faut respecter le bilan molaire pour les équilibres de phases et 
le bilan atomique pour les équilibres chimiques, c'est-à-dire que le nombre de moles ou 
d'espèces chimiques final doit être égal à celui initial. Enfin, lorsqu'il y a un équilibre ionique, 
il doit être traité avec un bilan de charge pour respecter la condition d'électroneutralité. 
Pour ce qui est de la contrainte énergétique, un échange d'énergie avec l'environnement a été 
introduit au système. Cette contrainte est abordée par la minimisation de l'énergie libre de 
Gibbs couplé à un bilan énergétique. Il y a un changement de température entre les conditions 
d'entrée et de sortie du système. Les exemples du craquage de l'éthane et du reformage de la 
glycérine ont été utilisés pour démontrer l'efficacité de cette approche en déterminant la 
température et la composition à l'équilibre. De plus, pour les cas adiabatiques, il a été montré 
que la minimisation de l'énergie libre de Gibbs associé à un bilan énergétique est équivalente à 
la maximisation de l'entropie à pression et à enthalpie constantes. Enfin, la méthode appliquée 
pour la contrainte énergétique s'avère plus générale que la maximisation de l'entropie, car elle 
s'applique aussi bien pour les cas adiabatiques et non adiabatiques. 
Les problèmes où le taux de réaction limite l'équilibre, autrement dit lorsqu'il y a une 
contrainte cinétique, ont aussi été résolus en utilisant la minimisation de l'énergie libre de 
Gibbs. Dans ce cas, la composition d'une espèce en particulier, celle associée à la réaction 
lente, limite le reste du système. Il y a alors une série d'états intermédiaires d'équilibres pour 
chaque pas de temps. Alors qu'une espèce est figée par la cinétique, le reste des composés 
évolue vers un état qualifié de quasi-équilibre jusqu'à ce que l'équilibre global soit déterminé. 
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Finalement, pour ce qui est des contraintes sur les équilibres électrochimiques, une première 
étape a été faite sur les méthodes de calculs dites classiques. Les méthodes traditionnelles pour 
résoudre les équilibres électrochimiques impliquent l'utilisation de la prédominance des 
composés ou des diagrammes de Pourbaix. L'équation de Nernst de chaque réaction doit être 
connue pour construire ces diagrammes. C'est en résolvant l'ensemble de ces équations que 
l'équilibre peut être calculé. Cette technique souffre des mêmes limitations que le calcul 
d'équilibres chimiques à l'aide des constantes d'équilibres soit l'identification d'un ensemble 
de réactions indépendantes. 
Les travaux fiiturs vont donc se concentrer sur l'étude des systèmes soumis à des champs de 
potentiels électriques associés à la minimisation de l'énergie libre de Gibbs. Ce travail devrait 
conduire à de nouvelles approches dans la manière de traiter les problèmes d'équilibres 
électrochimiques pour les systèmes énergétiques actuels et futurs tels que les batteries, les 
piles à combustible, les combustibles solaires et en industrie des systèmes électrochimiques. 
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A. ANNEXE : SRK MODEL 
The SRK model is a modification of the standard van der Waals model and is written as 
follows: 
RT a 
P  ~  V  - b ~  V ( V  +  b )  ( A 1 )  
It is a cubic equation of state with three roots where a and b are functions of the critical 
properties of the real bodies 
027*2 
a = 0.42748—Ml + fa(l - Tra5)]2 (A.2) 
"c 
RT 
b = 0.08664—- (A.3) m; 
= 0.48 + 1.574û> - 0.176w2 (A.4) 
and where Tc represents the critical temperature, Pc the critical pressure and co the acentric 
factor. 
As stated previously, the SRK model is a cubic equation of state. Using the compressibility 
factor z, the SRK can be written as a cubic polynomial 
z3  —z2  + (A —B — B2)z — AB (A.5) 
where 
aP 
A  ~ (RT)2  ( A  6 )  
B = — (A.7) 
RT 
The compressibility factor is related to other variables, as expressed in the following equation: 
PV = zRT (A. 8) 
When the cubic equation is solved, there are three roots. At conditions above the critical point, 
a single-phase solution generates a real root and two complex conjugated roots. Below the 
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critical point, a situation of liquid-vapor equilibrium exists and there are three real roots: the 
largest gives the condition for the vapor phase, the smallest gives the condition for the liquid 
phase and the middle one has no physical meaning. 
For solutions of several species, a mixing rule and binary interaction parameters (ky) must be 
considered: 
The fugacity coefficient for the liquid or the gas phase, depending on the root used, can be 
calculated as follows: 
(A.9) 
t  j  
(A. 10) 
(A.l 1) 
Fugacities are computed according to Table 3.1. 
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