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1. INTRODUCTION 
Newton’s method need  not always converge to a  zero of a  polynomial, 
so what method will? What  type of information do  we need  in order to 
construct an  iterative procedure that will always converge to some zero of 
any (real-valued) polynomial for almost all (in the sense of open-dense)  
initial iterates? This is the general  type of issue addressed here. Our ma jor 
results are negative. 
Newton’s method is 
&+1 = &I + wfklLf’(&)) (1.1) 
for M(u, u) = -u/u. One  extension of Newton’s method is to find a  
smooth M  that does deliver the desired convergence. But, we show that 
no  such A4 exists. In fact, any finite amount  of information-at least for 
information that is in the spirit of Eq (1. I)-cannot overcome this nega-  
tive conclusion. 
There are ways to get around this conclusion. One  is to replace “local” 
or “point” with “global” information. This may take the form of restrict- 
ing attention to certain subclasses of polynomials and  then to use the 
global description of the class to choose an  44. For instance, for the set of 
polynomials with only real roots, Newton’s method works just fine. On  
the other hand, if the only restriction is a  bound  on  the degree of the 
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polynomials, then Newton’s method needs to be replaced with other pro- 
cedures satisfying the implicit conditions of the proofs. 
Thus, because a universal point mechanism does not exist for the poly- 
nomials, we need to use several mechanisms where the choice of a proce- 
dure depends upon the polynomial that is being considered. (The actual 
choice of procedures may require added information, by randomly dis- 
carding one and using another, etc.) That this is realistic follows from the 
fact that for a given polynomial, an M  does exist with the convergence 
property. From this it follows that there are a countable number of mech- 
anisms-for any polynomial, at least one gives the desired convergence. 
A similar, parallel literature is being developed in economics. The same 
basic issues, but occasionally with added constraints, arise as part of the 
(often frustrating) process of designing economic systems that do what 
they are supposed to do-the process converges to the desired economic 
equilibria. A standard example is the story where the differences between 
supply and demand force the prices to a balance. (However, this need not 
happen.) I will briefly discuss the part of this literature that is related to 
the results given here at the end of the next section. 
The proofs are motivated by illustrating what goes wrong with New- 
ton’s method. It will be clear that our approach uses only “point” infor- 
mation and some simple geometry. Because it is trivial to find polynomi- 
als having specified values at certain points, we used them. However, 
the same conclusions hold for splines, trigometric functions, etc., based 
on a sufficient number of parameters. Also, to show how these ideas 
address other complexity issues, I will answer one described to me by G. 
Wasilkowski. That is, I will show that while a method m ight be conver- 
gent for a certainf, it may be at the expense of first forcing the iterates 
arbitrarily far away from the same zero to which it eventually converges. 
2. ITERATIVE METHODS 
Consider 9 = {f(x) 1 f is a real-valued polynomial on R with at least one 
real root}. (With only m inor modifications, everything holds for {f (f(0). 
f(l) < 0, f a polynomial} on [0, 11.) Let M(u, IJ): R2 + R’ be defined 
everywhere except, possibly, on a lower-dimensional set consisting of the 
finite union of smooth, lower-dimensional submanifolds. (This singularity 
condition admits Newton’s method which is not defined on u = 0. Also, 
this condition allows us to include some branching methods.) The as- 
sumptions on M  are 
M  is C’ where defined, and M(0, -) = 0. (2.1) 
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The last condition requires the iteration, given by Eq. (1. l), to stop 
when some iterate reaches a zero of the function. The objective is to 
determine whether an M exists that always achieves convergence for 
almost all (in the sense of open-dense) initial iterates. If one does, then it 
would most likely satisfy several other conditions. But, we impose these 
most minimal conditions to permit a wider selection of M’s. 
THEOREM 1. Let M satisfy the above conditions. There exists V, an 
open subset of 9, with the following property. For f E V, there is an open 
set of initial iterates for which the trajectory, given by Eq. (1. I), does not 
converge to a zero off. 
In other words, the finite point information given by (f(x,),f’(x,)) is not 
sufficient to be manipulated by a mechanism M to overcome the obstacles 
of convergence. Indeed, it turns out that for any positive integer k, the 
information (f(xJ, . . . , f(@(x,)) is insufficient for convergence. So, 
perhaps the history of the iteration can help. For instance, if we see that a 
cycle is being formed, then we could change the next iterate to avoid 
repeating past mistakes. But, the next theorem asserts that any mecha- 
nism that relies on a finite amount of memory does not have the desired 
convergence property. 
What happens for “realistic choices” of A4 is that there are polynomials 
for which the iterations define attractive period orbits with periods too 
long to be captured by the memory. (An orbit, or sequence of iterates 
{xn}E=o is periodic of period m if xi = Xi+m Vi, and m is the smallest positive 
integer for which this is true. It is an attracting orbit if the orbit defined by 
any initial iterate sufficiently close to x0 tends to the orbit defined by x0 as 
12 + 03.) This attractive, periodic orbit means that an open set of initial 
iterates defines nonconvergent sequences. 
DEFINITION. Let k and s be nonnegative integers. M satisfies the (k, s) 
conditions if: 
(i) M: R(k+l)(S+l) + R is defined everywhere except possibly on a 
finite union of lower-dimensional, smooth submanifolds; 
(ii) M is Cl where defined; 
(iii) M(0, -, -, . . . , -) = 0. 
THEOREM 2. Let nonnegative integers k and s be given. Let M, satis- 
fying the (k, s) conditions, define 
x,t+l = x,, + M(f(xn), . . . , fYx,), . . . , f(xn-s), . . . , f’k’(xA). 
(2.2) 
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There exists an open set of 8, V, with the following property. Zf f E V, 
then there is an open set of initial iterates for which (2.2) does not con- 
verge. Zf M  is not always of one sign, nor constant over any open set, then 
f defines an attractive periodic orbit with period m  > s i 1. 
Even with convergence, the iteration may take too long and some of the 
iterates may stray too far from the zero before returning for the process to 
be of practical interest. The added conditions are imposed to rule out 
useless choices of M ’s. 
THEOREM 3. For k > 0, let M  satisfy the (k, 0) conditions. Further- 
more, assume that when M  is applied to f E 9, there is an open neighbor- 
hood about each zero off for which all iterates of Eq. (2.2) stay in this 
neighborhood and converge to that zero. Let E > 0, D > 1, and positive 
integer m  be given. There exists an f E 9 with a zero at x’ and an open 
set, 1, of initial iterates with the following properties: 
(i) All points in 1 are within E distance of x’. 
(ii) ZfxO E 1, the resulting sequence, dejned by Eq. (2.2), converges 
to x’. 
(iii) There is an iterate s 2 m  such that IxS - XII L D. 
Of course, in Theorems 2 and 3, it may be that the initial sets are quite 
small. If so, then either they may not be of much practical concern or a 
randomization, induced either by accident and run-off errors or by design, 
m ight bump the iterates off of an ill-fated orbit onto a better one. This is 
similar to what happens when Newton’s method is applied to a polyno- 
m ial with all real zeros. It is known that the set of nonconvergent points is 
a Cantor set (Barna, 1956, 1961,1967; also see Saari and Urenko, 1984) of 
Lebesgue measure zero (Barna, 1967; Urenko, 1986). Thus it takes only a 
very slight deviation from a precise, nonconvergent orbit to make it a 
convergent one. 
Nevertheless, the problem persists. For any choice of M  and for any f, 
it is not clear whether convergence will occur. In fact, it m ight seem that 
some f’s will not admit convergence for any M. This cannot be the case. 
THEOREM 4. Let f E P. There exists an M  satisfying a (k, s) condition 
so that Eq. (2.2) converges for almost all choices of initial iterates. 
The same type of convergence issues described here arises in eco- 
nomics. For example, with a restriction to a compact set, and with a 
different set of functions, Eq. (2.2) could correspond to a price mecha- 
nism where the new price (x,+,) is based on how the current price created 
differences between supply and demand (f(x,J) and on speculation based 
on past performance (f (x,-,)). The goal is to achieve a price creating an 
equilibrium (f(x) = 0). The problem has a long history with important 
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contributions from Arrow, Hurwicz, Scarf, etc. This problem received a 
jolt when Sonnenschein (1972), Mantel (1974), and Debreu (see a revised 
version in Debreu, 1983) showed that just about any choice offcorre- 
sponds to the excess demand for some economy. 
Using this result and with some modifications, the same negative con- 
clusions suggested by Theorem 2 apply. (See Saari (1985) and the refer- 
ences for earlier, related work on continuous processes, including how 
local results by Traub and Woiniakowski (1980) have been used in this 
area.) Thus, the initial goal of finding a universal, economic process fails. 
On the other hand, the agents in an economy can communicate. The 
choice offis an aggregation of what they have (their initial endowments) 
and what they want (their preferences). So, some preliminary information 
can be communicated to obtain a crude idea of which f applies to their 
problem. This added information permits the choice of an M (an economic 
mechanism) that will work for that particular economy. (See Saari and 
Williams, 1986.) This is, essentially, the analog of Theorem 4. 
3. PROOFS 
The ideas for the proofs of these results are variations on the reasons 
why Newton’s method creates chaotic dynamics (e.g., see Saari and 
Urenko, 1984). I will outline two of the basic ideas here. For the first, 
consider the graph in Fig. 1. The three regions, A, B, C, are defined by the 
critical points of 5 Now, once an initial iterate x0 is selected, this uniquely 
determines the sequence {x0, XI , x2, . . .}. Each iterate lands either in one 
of these regions or in the unbounded region. Therefore, associated with 
this sequence is a second sequence where each iterate is replaced with the 
label of the region containing it. What is interesting is that you can go in 
the other direction. Start with any sequence where each entry is chosen 
from {A, B, C}, say {B, A, C, A, B, . . .}. There exists an x0 in the first 
listed interval, B, such that the next iterate, xi, is in the second listed 
interval, A, . . . , xj is in the (j + l)th listed interval, . . . . Because there 
are an uncountable number of such sequences that do not eventually keep 
repeating the name of the same interval, there are an uncountable number 
of nonconvergent points. 
The reason is based on treating Nk(x) = x - (f(x)/f’(x)) as a map from 
each of the intervals k = A, B, C. Standard geometric representations of 
FIGURE 1 
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Newton’s method show that the image Nk = (--co, 00) for any k. So Nil(A) 
is the set of points starting in B and ending in ;i (the closure of A), 
Nji(N~i(c)) is the set of points starting in B that go to A and end in 
c,. . . . Therefore any desired point x0 must be in all of these sets; i.e., 
any point selected from this countable intersection will have the desired 
property. 
This intersection is always nonempty. This is because the sets form a 
nested, decreasing sequence of compact, nonempty sets. (To obtain the 
compactness we used the closure of the intervals plus the continuity of 
Nk. The nested property is obvious; at each successive step we are taking 
the inverse of a subset.) 
Our proof is a modification of this. The choice offis determined by the 
point information that will cause the mapping N&r) (and, more generally, 
x + M) to have an intersection that contains an open set. 
Proof of Theorem 1. The basic idea is that for any such M, an f can be 
found so that the graph of G(x) = x + M(f(x), f’(x)) displays geometric 
properties similar to those described above. But first, there are some 
choices of M  for which the conclusion is immediate, and we need to 
eliminate them. 
CLAIM. Zf (i) M  is constant valued over any open set that contains a 
point (0, VO) in its closure, or ifit is zero over any open set, or (ii) ifM is of 
one sign almost everywhere, then Theorem 1 holds. 
Proof. Condition (i) along with (2.1) forces M  = 0 over this open set. 
Choose any polynomial such that (f(x),f’(x)) have values in this open set, 
but f(x) # 0. When M  is applied to such an f, the sequence stops. Clearly 
this is true for an open set of initial iterates. 
For the second assertion, assume that M  is positive. Then when M  is 
applied to any polynomial, any initial iterate chosen to the right of its 
largest zero defines a nonconvergent sequence. 
In what follows, assume that M  satisfies neither of the above condi- 
tions. This means that 9+ = {M(x, v) 1 M  > 0) and 9- = {M(x, v) 1 M  < 0} 
are both nonempty and at least one has a nonempty interior. The basic 
idea of the proof is most easily demonstrated when 9+ n -4- # (d, that is, 
when there are solutions to 
M(x, a) - M(y, v) = 0 (3.1) 
other than when M  = 0. Assume that 
There is an (x’, U, y’, v) satisfying Eq. (3.1), such that 
Mz(x’, U) f 0 or M2(y’, v) # 0. Without loss of generality, (3.2) 
assume that M2(x’, a) # 0, where 44(x’, U) # 0. 
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CLAIM. With assumption (3.2) there is an open set Vin 9 such that iff 
E V, then Eq. (1.1) dejines an attractive period two orbit. 
Proof. For any choice of xi E R, let f be a polynomial so that f(xl) = 
x’, f’(x,) = u, f(xz) = y’, f’(xZ) = u, where x2 = xl + M(x’, u). By 
construction, G(xi) = x2, G(x2) = xl, so this defines a period two orbit. 
Next, we impose (open) restrictions on the choice off to make this orbit 
attractive. It suffices to have 
But G’h) = 1 + Ml(f(xd,f’(x,))f’(x,) + M~U’(~I)../-‘~M-“(XI) = 1 + 
Mi(x’, u)u + M~(x’, u)f”(xl), with a similar expression for G’(x2). Ac- 
cordingly, if the value offll(x2) is restricted to be in some open set, then 
either G”(x2) = 0 or the choice can be made so that IG’(x,)l is bounded 
away from zero. In the first case we are done. In the second case, this 
imposes an upper bound on JG’(xi)[ for the stability condition to be satis- 
fied, which, in turn, imposes an open set of choices forf”(xi). (This linear 
inequality can be solved because M2(x’, U) # 0.) 
That an open set, V, can be found is an immediate consequence of the 
facts that the coefficients of a polynomial are determined by the values of 
their derivatives at various points. While Eq. (3.1) imposes a codimen- 
sional 1 condition on these choices, an added degree of freedom is intro- 
duced by the freedom in the choice of XI. 
We now turn to the general case where we assume that M2 f 0. Then 
there exists an open set V where if f is in V, then Eq. (1.1) defines an 
attractive periodic orbit, but the period might be quite large. To see this, 
note that, because at least one of the sets I,, I- has a nonempty interior 
(I+ + * . . + I,) n -(I- + . * . + I-) # o, for integers p and 4. (The first 
term has I+ added p times.) Thus the following equations can be satisfied, 
M(x’, a’) + 1 - . + M(xp+y, .P+P) = 0, (3.3) 
where at least one of the terms, say M(x’, u’) #O, has the property M~(x’, 
u’) # 0. In essentially the same way, an f with a period p + q orbit is found 
wherex2 = xi + M(x’, a’), . . . , xj+i = xj + M(xj, uj) and the polynomi- 
als are determined by f(xJ = xi, f’(xi) = ui. This orbit is attracting if 
(G’W kXd( . . . [G’(x~+~)[ < 1, where G’(xi) has the above form. The 
same arguments apply. The existence of V is proved in the same way. 
If M2 = 0, then M does not depend on the second variable, so every- 
thing holds where the f’ value is varied to obtain an attractive period 
orbit. This requires M + 0, but this was given previously. 
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Proof of Theorem 2. The proof for M satisfying (k, 0) conditions is 
essentially the same as the proof above. The basic ideas for (k, s) are best 
illustrated with (k, s) = (1, 1); extensions to the general setting are imme- 
diate. 
As above, we can ignore the situations where M is constant valued on 
an open set with a point (0, ui, X, -V*) in the closure, when M is zero 
over an open set, and where M has the same sign almost everywhere. So, 
4+ and 4-, defined as above, are both nonempty and at least one set has a 
nonempty interior. The inverse images of both sets contain open sets, so 
they both contain cubes, C- , C +, of the same dimension with edges 
parallel to the coordinate axis and where M is nonconstant on at least one 
cube. 
Now,letx’=(x’,u’,x”,uo) beinC-,andy’=(y’,u’,yO,vO)beinC+. 
The path (x’, u’, x0, u”) ---, (y”, u”, x’, y’) --, (y’, u’, y”, u”) goes from c- to 
C+ with “memory,” and a similar path, with memory, returns to the 
original point. If the algebraic sum of M evaluated along this circular path 
is zero, we have a desired path. If not, then because M is nonconstant in 
one of these cubes, a path with memory can be arranged to take p steps in 
C- , starting and ending at x’, and q steps in C+ starting and ending at y’, 
so that M evaluated along the new path does have the algebraic sum of 
zero. That is, the equation M(x’, u’, x0, u”) + M(x*, u2, .]I’, u’) + . . . + 
M(x”, u”, x”-I, &-I) + M(xO, MO, x”, u”) = 0 has a nontrivial solution. 
Because the choice of the points is arbitrary, we can also assume that 
M2(x’, u’, x0, u”) # 0 (or M4(x’, u’, x0, MO) f 0). 
The function and the periodic orbit are now defined as before. Choose 
x0 E R and let f(xo) = x0, f’(xo) = MO. Let xl = x0 + M(x”, MO, x”, u”). In 
general, Xj+ 1 = Xj + M(.d, d, xj-l uj) and (f(xj), f’(xj)) = (xj, d). By 
construction, this defines a periodic orbit. It is attractive if IG’(xo)l IG’(x,)l 
. . . IG’(x,)l < 1, where G ’(xJ = 1 + M,(x’, u’, x0, u”)u’ + M2y(xI) + 
M3uo + M4f”(xO). Again, conditions onf”(xl) can be selected so that the 
product satisfies the contraction property. The existence of V is essen- 
tially the same. 
Proof of Theorem 3. This is a trivial modification of the above. 
Choose x0 and let this be a zero off. Let the open set be (x0 + c/2, x0 + E) 
and let x1 be a point in this interval. Let (x’, u’) E 91,) and define (f(xl), 
f’w = (x’, u’) and x2 = x1 + M(x’, u’). At each point, continue to 
choose values to define the polynomial from 9+ until more than m iterates 
have been defined and xm - x0 > D. Now, choose points from 3- to avoid 
landing on a previously defined point and to land in the convergent inter- 
val. Thus, for the (perhaps very large degree) polynomial defined in this 
way, the iteration has the desired property. By taking inverse images of 
the open interval of convergences, it follows that x1 is in an open subset of 
U where all points have this property. 
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Proof of Theorem 4. For a given polynomial f, start with Newton’s 
method. First, suppose thatfhas a zero to the left of (or equal to) the first 
zero off’ and to the right of (or equal to) the largest zero off’. It is well 
known that all points in each of the infinite regions defined by these zeros 
off’ converge to the sole zero in it. Elsewhere between successive zeros 
offl, the image of M is (a) (-co, co), (b) bounded above but not below, or 
(c) bounded below but not above. On each interval characterized by (b) or 
(c), choose A > 0 sufficiently large so that x + A(f(x)/f’(x)) forces the 
lower bound to be larger than the largest zero offor the upper bound to be 
less than the smallest zero off. By trivial modification of the arguments in 
Saari and Urenko (1984), it can be shown that this system converges for 
almost all initial iterates. 
If anfdoes not satisfy the above, then the infinite regions may contain 
divergent points. However, fhas at least one real zero, so it has at least 
one open interval of convergence. So, radically modify Newton’s method 
to define an M that maps this infinite region to an open set in the region of 
convergence. Now, the above construction applies. In other words, 
merely showing the existence of an M forf, or for an open neighborhood 
of it, is trivial; but the construction is not practical. (Other methods of 
proving this theorem may be more practical, but the ones I considered 
made the existence proof more difficult because once the modified 
method destroys an attractive periodic orbit, extra steps are required to 
show that new ones are not formed.) 
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