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ABSTRACT
We consider the problem of computing the set of initial states
of a dynamical system such that there exists a control strat-
egy to ensure that the trajectories satisfy a temporal logic
specification with probability 1 (almost-surely). We focus
on discrete-time, stochastic linear dynamics and specifications
given as formulas of the Generalized Reactivity(1) fragment
of Linear Temporal Logic over linear predicates in the states
of the system. We propose a solution based on iterative
abstraction-refinement, and turn-based 2-player probabilistic
games. While the theoretical guarantee of our algorithm after
any finite number of iterations is only a partial solution, we
show that if our algorithm terminates, then the result is the
set of satisfying initial states. Moreover, for any (partial) so-
lution our algorithm synthesizes witness control strategies to
ensure almost-sure satisfaction of the temporal logic specifi-
cation. We demonstrate our approach on an illustrative case
study.
1. INTRODUCTION
The formal verification problem, in which the goal is to
check whether behaviors of a finite model satisfy a correct-
ness specification, received a lot of attention during the past
thirty years [10, 2]. In contrast, in the synthesis problem the
goal is to synthesize or control a finite system from a tempo-
ral logic specification. While the synthesis problem also has a
long tradition [9, 3, 22], it has gained significant attention in
formal methods more recently. For example, these techniques
are being deployed in control and path planning in particular:
model checking techniques can be adapted to synthesize (opti-
mal) controllers for deterministic finite systems [24, 14], Bu¨chi
and Rabin games can be reformulated as control strategies for
nondeterministic systems [28, 26], and probabilistic games can
be used to compute controller for finite probabilistic systems
such as Markov decision processes [23, 18].
With the widespread integration of physical and digital
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components in cyber physical systems, and the safety and se-
curity requirements in such systems, there is an increased need
for the development of formal methods techniques for systems
with infinite state spaces, normally modeled as difference or
differential equations. Most of the works in the area use par-
titions and simulation / bisimulation relations to construct
a finite abstraction of the system, followed by verification or
control of the abstraction. Existing results showed that such
approaches are feasible for discrete and continuous time lin-
ear systems [25, 12]. With some added conservatism, more
complicated dynamics and stochastic dynamics can also be
handled [11, 17].
In this work, we focus on the problem of finding the set of
initial states of a dynamic system from which a given con-
straint can be satisfied, and synthesizing the corresponding
witness control strategies. In particular, we consider discrete-
time continuous-domain linear stochastic dynamics with the
constraints given as formulas of the Generalized Reactivity(1)
(GR(1)) [21] fragment of Linear Temporal Logic (LTL) over
linear predicates in the states of the system. The GR(1)
fragment offers polynomial computational complexity as com-
pared to the doubly exponential one of general LTL, while
being expressive enough to describe most of the usually con-
sidered temporal properties [21]. We require the formula to be
satisfied almost-surely, i.e., with probability 1. The almost-
sure satisfaction is the strongest probability guarantee one can
achieve while accounting for the stochasticity of the dynamics.
In our proposed approach, we iteratively construct and re-
fine a discrete abstraction of the system and solve the syn-
thesis problem for the abstract model. The discrete model
considered in this work is a turn-based 2-player probabilis-
tic game, also called 21/2-player game [7]. Every iteration of
our algorithm produces a partial solution given as a partition
of the state space into three categories. The first is a set of
satisfying initial states together with corresponding witness
strategies. The second is a set of non-satisfying initial states,
i.e., those from which the system cannot be controlled to sat-
isfy the specification with probability 1. Finally, some parts
of the state space may remain undecided due to coarse ab-
straction. As the abstraction gets more precise, more states
are being decided with every iteration of the algorithm. The
designed solution is partially correct. That means, we guar-
antee soundness, i.e., almost sure satisfaction of the formula
by all controlled trajectories starting in the satisfying initial
set and non-existence of a satisfying control strategy for non-
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satisfying initial states. On the other hand, completeness is
only ensured if the algorithm terminates. If a weaker abstrac-
tion model, such as 2 player games, was used, there would be
no soundness guarantee on the non-satisfying initial states and
no completeness guarantees.We provide a practical implemen-
tation of the algorithm that ends after a predefined number
of iterations.
The main novelty of our work is the abstraction-refinement
of a dynamic system using a 21/2-player game. While
abstraction-refinement exists for discrete systems such as non-
deterministic and probabilistic systems [16, 5, 18, 8], and some
classes of hybrid systems [15, 20], to the best of our knowl-
edge, the approach that we present in this paper is the first
attempt to construct abstraction-refinement of stochastic sys-
tems with continuous state and control spaces in the form of
21/2-player games. The game theoretic solutions are necessary
to determine what needs to be refined, and the dynamics of
the linear-stochastic systems determine the refinement steps.
Thus both game theoretic aspects and the dynamics of the
system play a crucial role in the refinement step, see Rem. 1.
This paper is closely related to [28, 13, 19, 1, 27]. Our
computation of the abstraction is inspired from [28], which,
however, does not consider stochastic dynamics and does not
perform refinement. The latter issue is addressed in [13] for
non-stochastic dynamics and specifications with finite-time se-
mantics in the form of syntactically co-safe LTL formulas. The
exact problem that we formulate in this paper was also con-
sidered in [19], but for finite-time specifications in the form of
probabilistic Computation Tree Logic (PCTL) formulas and
for the particular case when the control space is finite. Also, in
[19], the abstraction is constructed in the form of an interval-
valued MDP, which is less expressive than the game consid-
ered here. An uncontrolled version of the abstraction prob-
lem for a stochastic system was considered in [1], where the
finite system was in form of a Markov set chain. In [27], the
authors consider the problem of controlling uncertain MDPs
from LTL specification. When restricted to almost sure sat-
isfaction, uncertain MDPs have the same expressivity as the
games considered here. To obtain a control strategy, the au-
thors of [27] use dynamic programming (value iteration), as
opposed to games.
The rest of the paper is organized as follows. We give some
preliminaries in Sec. 2 before we formulate the problem and
outline the approach in Sec. 3. The abstraction, game, and
refinement algorithms are presented in Sec. 4. A case study
is included in Sec. 5. We conclude with final remarks and
directions for future work in Sec. 6.
2. NOTATION AND PRELIMINARIES
For a non-empty set S, let Sω, S∗ and S+ denote the set of
all infinite, finite and non-empty finite sequences of elements
of S, respectively. For σ ∈ S+ and ρ ∈ Sω, we use |σ| to
denote the length of σ, and σ(n) and ρ(n) to denote the n-th
element, for 1 ≤ n ≤ |σ| and n ≥ 1, respectively. For two sets
S1 ⊆ S∗, S2 ⊆ S∗ ∪Sω, we use S1 ·S2 = {s1 · s2 | s1 ∈ S1, s2 ∈
S2} to denote their concatenation. Finally, for a finite set S,
|S| is the cardinality of S, D(S) is the set of all probability
distributions over S and {s ∈ S | d(s) > 0} is the support set
of d ∈ D(S).
2.1 Polytopes
A (convex) polytope P ⊂ RN is defined as the convex hull
of a finite set X = {xi}i∈I ⊂ RN , i.e.,
P = hull(X) = {
∑
i∈I
λixi | ∀i : λi ∈ [0, 1],
∑
i∈I
λi = 1}. (1)
We use V (P) to denote the vertices of P that is the minimum
set of vectors in RN for which P = hull(V (P)). Alternatively,
a polytope can be defined as an intersection of a finite number
of half-spaces in RN , i.e.,
P = {x ∈ RN | HPx ≤ KP}, (2)
where HP ,KP are matrices of appropriate sizes. Forms in
Eq. (1) and (2) are referred to as the V-representation and
H-representation of polytope P, respectively. A polytope
P ⊂ RN is called full-dimensional if it has at least N + 1
vertices. In this work, we consider all polytopes to be full-
dimensional, i.e., if a polytope is not full-dimensional, we con-
sider it empty.
2.2 Automata and Specifications
Definition 1 (ω-automata). A deterministic ω-auto-
maton with Bu¨chi implication (aka one-pair Streett) accep-
tance condition is a tuple A = (Q,Σ, δ, q0, (E,F )), where Q
is a non-empty finite set of states, Σ is a finite alphabet,
δ : Q × Σ → Q is a deterministic transition function, q0 ∈ Q
is an initial state, and (E,F ) ⊆ Q×Q defines an acceptance
condition.
Given an automaton, every word w ∈ Σω over the alpha-
bet Σ induces a run which is an infinite sequence of states
q0q1 . . . ∈ Qω, such that qi+1 = δ(qi, w(i)) for all i ≥ 0. Given
a run r, let Inf(r) denote the set of states that appear in-
finitely often in r. Given a Bu¨chi implication acceptance con-
dition (E,F ), a run r is accepting, if Inf(r) ∩ E 6= ∅ implies
Inf(r)∩F 6= ∅, i.e., if the set E is visited infinitely often, then
the set F is visited infinitely often. The Bu¨chi acceptance
condition is a special case of Bu¨chi implication acceptance
condition where E = Q, i.e., we require F to be visited in-
finitely often. The language of an automaton is the set of
words that induce an accepting run.
Definition 2 (GR(1) formulae). A GR(1) formula ϕ
is a particular type of an LTL formula over alphabet Σ of the
form
ϕ =
( m∧
i=1
ϕi
)
=⇒ ( n∧
j=1
ϕj
)
, (3)
where each ϕi, ϕj is an LTL formula that can be represented by
a deterministic ω-automaton with Bu¨chi acceptance condition.
The above definition of GR(1) is the extended version of the
standard General Reactivity(1) fragment introduced in [21].
The advantage of using GR(1) instead of full LTL as specifi-
cation language is that realizability for LTL is 2EXPTIME-
complete [22], whereas for GR(1) it is only cubic in the size
of the formula [21]. Given a finite number of deterministic ω-
automata with Bu¨chi acceptance conditions, we can construct
a deterministic ω-automaton with Bu¨chi acceptance condition
that accepts the intersection of the languages of the given au-
tomata [2]. Thus a GR(1) formula can be converted to a de-
terministic ω-automaton with a Bu¨chi implication acceptance
condition.
2.3 Games
In this work, we consider the following probabilistic games
that generalize Markov decision processes (MDPs).
Definition 3 (21/2-player games). A two-player turn-
based probabilistic game, or 21/2-player game, is a tuple G =
(S1, S2, Act, δ), where S1 and S2 are disjoint finite sets of
states for Player 1 and Player 2, respectively, Act is a finite set
of actions for the players, and δ : (S1∪S2)×Act→ D(S1∪S2),
is a probabilistic transition function.
Let S = S1 ∪ S2. A play of a 21/2-player game G is a
sequence g ∈ Sω such that for all n ≥ 1 there exists a ∈ Act
such that δ(g(n), a)(g(n + 1)) > 0. A finite play is a finite
prefix of a play of G. A Player 1 strategy for G is a function
C1G : S
∗ · S1 → Act that determines the Player 1 action to be
applied after any finite prefix of a play ending in a Player 1
state, and strategies for Player 2 are defined analogously. If
there exists an implementation of a strategy that uses finite
memory, e.g., a finite-state transducer, the strategy is called
finite-memory. If there exists an implementation that uses
only one memory element, it is called memoryless. Given a
Player 1 and Player 2 strategy, and a starting state, there
exists a unique probability measure over sets of plays.
Given a game G, an acceptance condition defines the set
of accepting plays. We consider GR(1) formulae and Bu¨chi
implication over S as accepting conditions for G. The almost-
sure winning set, denoted as AlmostG(ϕ) for a GR(1) formula
and AlmostG((E,F )) for a Bu¨chi implication condition, is the
set of states such that Player 1 has a strategy to ensure the
objective with probability 1 irrespective of the strategy of
Player 2. Formally, AlmostG(ϕ) = {s ∈ S | ∃C1G ∀C2G the
probability to satisfy ϕ using the two strategies and starting
from state s is 1 }, and AlmostG((E,F )) is defined similarly.
The almost-sure winning set AlmostG((E,F )) for Bu¨chi impli-
cation acceptance condition can be solved in quadratic time [4,
7]. In this work, we use more intuitive, cubic time algorithm
described in detail in App. A. Moreover, in the states of the set
AlmostG((E,F )), there always exist witness strategies, called
almost-sure winning strategies, that are memoryless and in-
deed pure, i.e., not randomized, as defined above. This follows
from the fact that the Bu¨chi implication condition can be seen
as a special case of a more general parity acceptance condi-
tion [7]. In Sec. 4, we show how to compute the almost-sure
winning set AlmostG(ϕ) for a GR(1) formula ϕ.
In this work, we also consider the following cooperative in-
terpretation of 21/2-player games which is an MDP or so called
11/2-player game.
Definition 4 (11/2-player games). An MDP or 11/2-
player game, is a tuple G = (S,Act, δ), where S,Act are non-
empty finite sets of states and actions, and δ : S×Act→ D(S)
is a probabilistic transition function.
Given a 21/2-player game G, the 11/2-player interpretation,
where the players cooperate, is called Gcoop with S = S1 ∪ S2.
The almost-sure winning set in Gcoop for a GR(1) formula ϕ
is then defined as AlmostG
coop
(ϕ) = {s ∈ S | ∃C1G ∃C2G such
that the probability to satisfy ϕ using the two strategies and
starting from state s is 1 }, analogously for a Bu¨chi implication
acceptance condition.
3. PROBLEM FORMULATION
In this work, we assume we are given a linear stochastic
system T defined as
T : xt+1 = Axt +But + wt, (4)
where xt ∈ X ⊂ RN , ut ∈ U ⊂ RM , X ,U are polytopes in
the corresponding Euclidean spaces called the state space and
control space, respectively, wt ∈ W ⊂ RN is the value at time
t of a random vector with values in polytope W. The random
vector has positive density on all values in W. Finally, A and
B are matrices of appropriate sizes.
game analysis
game
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winning and losing states
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Figure 1: Graphical representation of the proposed
solution to Problem 1.
The system T evolves in traces. A trace of a linear stochas-
tic system T is an infinite sequence ρ ∈ Xω such that for
every n ≥ 1, we have ρ(n + 1) = Aρ(n) + Bu + w for some
u ∈ U , w ∈ W. A finite trace σ ∈ X+ of T is then a finite pre-
fix of a trace. A linear stochastic system T can be controlled
using control strategies, where a control strategy is a function
CT : X+ → U .
To formulate specifications over the linear stochastic system
T , we assume we are given a set Π of linear predicates over
the state space X of T :
Π = {pik | pik : cTk x ≤ dk, ck ∈ RN , dk ∈ R, k ∈ K}, (5)
where K is a finite index set. Every trace of the system gener-
ates a word over 2Π, and every GR(1) specification formulated
over the alphabet Π can be interpreted over these words.
Problem 1. Given a linear stochastic system T (Eq. (4)),
a finite set of linear predicates Π (Eq. (5)) and a GR(1) for-
mula ϕ over alphabet Π, find the set Xinit of states x ∈ X for
which there exists a control strategy CT such that the proba-
bility that a trace starting in state x using CT satisfies ϕ is 1,
and find the corresponding strategies for x ∈ Xinit.
Approach overview. The solution we propose for Problem 1
can be summarized as follows. First, we abstract the linear
stochastic system T using a 21/2-player game based on the
partition of the state space X given by linear predicates Π.
The game is built only using polytopic operations on the state
space and control space. We analyze the game and identify
those partition elements of the state space X that provably
belong to the solution set Xinit, as well as those that do not
contain any state from Xinit. The remaining parts of the state
space still have the potential to contribute to the set Xinit but
are not decided yet due to coarse abstraction. In the next step,
the partition of state space X is refined using deep analysis
of the constructed game. Given the new partition, we build
a new game and repeat the analysis. The approach can be
graphically represented as shown in Fig. 1.
We prove that the result of every iteration is a partial solu-
tion to Problem 1. In other words, the computed set of sat-
isfying initial states as well as the set of non-satisfying initial
states are correct. Moreover, they are improved or maintained
with every iteration as the abstraction gets more precise. This
allows us to efficiently use the proposed algorithm for a fixed
number of iterations. Finally, we prove that if the algorithm
terminates then the result is indeed the solution to Problem 1.
Table 1: Definitions of polytopic operators Post (posterior), Pre (predecessor), PreR (robust predecessor), PreP
(precise predecessor), Attr (attractor) and AttrR (robust attractor), where X ′ ⊆ X ,U ′ ⊆ U are polytopes, and
{Xj}j∈J is a set of polytopes in X . The algorithms to compute all the operators are listed in App. B.
Post(X ′,U ′) = {x ∈ RN | ∃x′ ∈ X ′, ∃u ∈ U ′,∃w ∈ W : x = Ax′ +Bu+ w}
Pre(X ′,U ′, {Xj}j∈J) = {x ∈ X ′ | ∃u ∈ U ′ : Post(x, u) ∩ ⋃
j∈J
Xj is non-empty}
PreR(X ′,U ′, {Xj}j∈J) = {x ∈ X ′ | ∃u ∈ U ′ : Post(x, u) ⊆ ⋃
j∈J
Xj}
PreP(X ′,U ′, {Xj}j∈J) = {x ∈ X ′ | ∃u ∈ U ′ : Post(x, u) ⊆ ⋃
j∈J
Xj and
∀j ∈ J : Post(x, u) ∩ Xj is non-empty}
Attr(X ′,U ′, {Xj}j∈J) = {x ∈ X ′ | ∀u ∈ U ′ : Post(x, u) ∩ ⋃
j∈J
Xj is non-empty}
AttrR(X ′,U ′, {Xj}j∈J) = {x ∈ X ′ | ∀u ∈ U ′ : Post(x, u) ⊆ ⋃
j∈J
Xj}
The main difficulty of the approach is the abstraction-
refinement of 21/2-player game. Abstraction-refinement has
been considered for discrete systems [18, 16, 5, 8], and also
for some classes of hybrid systems [15, 20]. However, in all of
these approaches, even if the original system is considered to
be probabilistic, the distributions are assumed to be discrete
and given, and are not abstracted away during the refinement.
The key challenge is the extension of abstraction-refinement
approach to continuous stochastic systems, where the transi-
tion probabilities in the abstract discrete model need to be
abstracted. We show that by exploiting the nature of the
considered dynamic systems we can develop an abstraction-
refinement approach for our problem, see Rem. 1.
4. SOLUTION
In this section, we describe the proposed solution in detail
and present necessary proofs. We start with the abstraction
procedure that consists of two steps. The linear stochastic
system T is first abstracted using a non-deterministic transi-
tion system which is then extended to a 21/2-player game. The
game analysis section then describes how to identify parts of
the solution to Problem 1. The procedure for refinement is
presented last. Finally, we prove all properties of the pro-
posed solution.
Let Xout be the set of all states outside of the state space X
that can be reached within one step in system T , i.e., Xout is
the set Post(X ,U)\X , where Post is the posterior operator de-
fined in Tab. 1. Note that Xout is generally not a polytope, but
it can be represented as a finite set of polytopes {Xiout}iout∈Iout ,
or {Xiout} for short. All polytopic operators that are used in
this section are formally defined in Tab. 1 and their computa-
tion is described in detail in App. B.
4.1 Abstraction
The abstraction consists of two steps. First, the linear
stochastic system is abstracted using a non-deterministic tran-
sition system which is then extended to a 21/2-player game.
Definition 5 (NTS). A non-deterministic transition
system (NTS) is a tuple N = (S,Act, δ), where S is a non-
empty finite set of states, Act is a non-empty finite set of ac-
tions, and δ : S × Act → 2S is a non-deterministic transition
function.
NTS construction. In order to build an NTS abstraction
for T , we assume we are given a partition {Xi}i∈I , or {Xi}
for short, of the state space X . Initially, the partition is given
by the set of linear predicates Π, i.e., it is the partition given
by the equivalence relation ∼Π defined as
x ∼Π x′ ⇐⇒ ∀k ∈ K :
(
cTk x ≤ dk ⇔ cTk x′ ≤ dk
)
.
In the later iterations of the algorithm, the partition is given
by the refinement procedure. The construction below builds
on the approach from [28].
We use N{Xi} = (SN , ActN , δN ) to denote the NTS corre-
sponding to partition {Xi} defined as follows. The states of
N{Xi} are given by the partition of the state space X and the
outer part Xout, i.e., SN = {Xi}∪{Xiout}. Let Xi ∈ {Xi} ⊂ SN
be a state of the NTS, a polytope in X . We use ∼i to denote
the equivalence relation on U such that u ∼i u′ if for every
state Xj ∈ {Xi} ∪ {Xiout}, it holds that Post(Xi, u) ∩ Xj is
non-empty if and only if Post(Xi, u′) ∩ Xj is non-empty. In-
tuitively, two control inputs are equivalent with respect to Xi,
if from Xi the system T can transit to the same set of parti-
tion elements of X and Xout. The partition U/ ∼i is then the
set of all actions of the NTS N{Xi} that are allowed in state
Xi. We use UJi to denote the union of those partition elements
from U/ ∼i that contain control inputs that lead the system
from Xi to polytopes Xj , j ∈ J ⊆ I ∪ Iout, i.e.,
UJi = {u ∈ U |∀j ∈ J : Post(Xi, u) ∩ Xj is non-empty and
∀j 6∈ J : Post(Xi, u) ∩ Xj is empty}. (6)
The set UJi can be computed using only polytopic computa-
tions as described in App. B.1. For a state Xi ∈ {Xi} ⊂ SN
and action UJi′ ∈ ActN , we let
δN (Xi,UJi′ ) =
{
{Xj | j ∈ J} if i = i′,
∅ otherwise.
For states Xiout ∈ {Xiout} ⊂ SN , no actions or transitions are
defined.
From NTS to game. Since the NTS does not capture the
probabilistic aspect of the linear stochastic system, we build
a 21/2-player game on top of the NTS. Let Xi be a polytope
within the state space X of T , a state of N{Xi}. When T is in
a particular state x ∈ Xi and a control input u ∈ UJi is to be
applied, we can compute the probability distribution over the
set {Xj}j∈J that determines the probability of the next state
of T being in Xj , j ∈ J , using the distribution of the random
vector for uncertainty. The evolution of the system can thus
be seen as a game, where Player 1 acts in states Xi ∈ SN of the
NTS and chooses actions from ActN , and Player 2 determines
the exact state within the polytope Xi and thus chooses the
probability distribution according to which a transition in T
is made. This intuitive game construction implies that Player
2 has a possibly infinite number of actions. On the other
hand, in Problem 1 we are interested in satisfying the GR(1)
specification with probability 1 and in the theory of finite dis-
crete probabilistic models, it is a well-studied phenomenon
that in almost-sure analysis, the exact probabilities in admis-
sible probability distributions of the model are not relevant.
It is only important to know supports of such distributions,
see e.g., [2]. That means that in our case we do not need
to consider all possible probability distributions as actions for
Player 2, but it is enough to consider that Player 2 chooses
support for the probability distribution that will be used to
make a transition. For a polytope Xi ∈ SN and UJi ∈ ActN ,
we use Supp(Xi,UJi ) to denote the set of all subsets J ′ ⊆ J
for which there exist x ∈ Xi, u ∈ UJi such that the next state
x′ = Ax + Bu + w of T belongs to Xj , j ∈ J ′ with non-zero
probability and with zero probability to Xj , j 6∈ J ′, i.e.,
Supp(Xi,UJi ) = {J ′ ⊆ J |PreP(Xi,UJi , {Xj}j∈J′)
is non-empty}, (7)
where PreP is the precise predecessor operator from Tab. 1.
Game construction. Given the NTS N{Xi}, the 21/2-player
game G{Xi} = (S1, S2, Act, δ) is defined as follows. Player
1 states S1 = {Xi} ∪ {Xiout} are the states SN of the NTS
and Player 1 actions are the actions ActN of N{Xi}. Player
2 states are given by the choice of an action in a Player 1
state, i.e., S2 = {Xi} × {UJi }. The Player 2 actions available
in a state (Xi,UJi ) are the elements of the set Supp(Xi,UJi )
defined in Eq. (7). For Player 1, the transition probabil-
ity function δ defines non-zero probability transitions only
for triples of the form Xi,UJi , (Xi,UJi ) and for such it holds
δ(Xi,UJi )((Xi,UJi )) = 1. For Player 2, the function δ defines
the following transitions:
δ2
(
(Xi,UJi ), J ′
)(Xj) =

1
|J′| if J
′ ∈ Supp(Xi,UJi )
and j ∈ J ′,
0 otherwise.
The definition reflects the fact that once Player 2 chooses the
support, the exact transition probabilities are irrelevant and
without loss of generality, we can consider them to be uniform.
Example 1. (Illustrative example, part I) Let T be
a linear stochastic system of the form given in Eq. (4), where
A =
(
1 0
0 1
)
, B =
(
1 0
0 1
)
,
the state space is X = {x ∈ R2 | 0 ≤ x(1) ≤ 4, 0 ≤ x(2) ≤ 2},
the control space is U = {u ∈ R2 | −1 ≤ u(1), u(2) ≤ 1},
and the random vector takes values in polytope W = {w ∈
R2 | −0.1 ≤ w(1), w(2) ≤ 0.1}. Let Π contain a single linear
predicate pi1 : x(1) ≤ 2. In Fig. 2, polytopes X1 and X2 form
the partition of X given by Π, and polytopes X3,X4,X5,X6
form the rest of the one step reachable set of system T , i.e.,
Xout. The game G{Xi} given by this partition has 6 states
and 18 actions. In Fig. 3, we visualize part of the transition
function as follows. In Player 1 state X1, if Player 1 chooses,
e.g., action U{1,2,5}1 that leads from X1 to polytopes X1,X2,X5,
the game is in Player 2 state (X1,U{1,2,5}1 ) with probability 1.
Actions of Player 2 are the available supports of the action
Figure 2: Partition of state space X of system T
in Ex. 1 given by linear predicates Π. Polytopes
X3, . . . ,X6 form the set Xout.
Player 1
X1
X2X1 X5
...
...
(X1,U{1,2,5}1 ) (X1,U
{1,2,3,5}
1 )
Player 1
Player 2
Figure 3: Part of the transition function of the game
G{Xi} constructed in Ex. 1.
over the set {X1,X2,X5}, which are in this case all non-empty
subsets. If Player 2 chooses, e.g., support {X1,X2}, the game
is in Player 1 state X1 or X2 with equal probability 0.5.
The following proposition proves that the game G{Xi} sim-
ulates the linear stochastic system T .
Proposition 1. Let ρ be a trace of the linear stochastic
system T . Then there exists a play g of the game G{Xi} such
that ρ(n) ∈ g(2n− 1) for every n ≥ 1.
Proof. The play g is defined as follows. The states g(2n−
1) = Xi such that ρ(n) ∈ Xi. The states g(2n) = (Xi,UJi )
such that there exist u ∈ UJi , w ∈ W for which ρ(n + 1) =
Aρ(n) +Bu+ w.
On the other hand, since G{Xi} is only an abstraction of the
system T , it may contain plays that do not correspond to any
trace of the system.
4.2 Game analysis
Let G{Xi} be the 21/2-player game constructed for the lin-
ear stochastic system T and partition {Xi} of its state space
using the procedure from Sec. 4.1. In this section, we identify
partition elements from {Xi} which are part of the solution
set of initial states Xinit as well as those that do not contain
any satisfying initial states from X .
Computing satisfying states. First, we compute the
almost-sure winning set Syes in game G{Xi} with respect to
the GR(1) formula ϕ from Problem 1, i.e.,
Syes = Almost
G{Xi}(ϕ). (8)
We proceed as follows. Let A = (Q, 2Π, δA, q0, (E,F )) be
a deterministic ω-automaton with Bu¨chi implication accep-
tance condition for the GR(1) formula ϕ constructed as de-
scribed in Sec. 2.2. We consider the 21/2-player game P{Xi} =
(SP1 , S
P
2 , Act, δ
P) that is the synchronous product of G{Xi}
and A, i.e., SP1 = S1 × Q, SP2 = S2 × Q, and for every
(Xi, q) ∈ SP1 and UJi ∈ Act we have
δP
(
(Xi, q),UJi
)(
(Xi,UJi ), q′)
)
=

δ
(Xi,UJi )((Xi,UJi ))
if δA(q,Π(Xi)) = q′,
0
otherwise,
where Π(Xi) is the set of all linear predicates from Π that are
true on polytope Xi, and similarly, for all ((Xi,UJi ), q) ∈ SP2
and J ′ ∈ Act we have
δP
(
((Xi,UJi ), q), J ′
)(
(Xj , q′)
)
=

δ
(
(Xi,UJi ), J ′
)(Xj)
if q = q′,
0
otherwise.
When constructing the product game, we only consider those
states from S1 × Q and S2 × Q that are reachable from
some (Xi, q0), where q0 is the initial state of the automaton
A. Finally, we consider Bu¨chi implication acceptance con-
dition (EP , FP), where EP = (SP1 ∪ SP2 ) × E and FP =
(SP1 ∪ SP2 )× F .
Proposition 2. The set Syes defined in Eq. (8) consists of
all Xi ∈ S1 for which (Xi, q0) ∈ SPyes , where the set
SPyes = Almost
P{Xi}((EP , FP)) (9)
can be computed using algorithm in App. A.
Proof. Follows directly from the construction of the game
P{Xi} above and the results of [6].
The next proposition proves that the polytopes from Syes
are part of the solution to Problem 1.
Proposition 3. For every Xi ∈ Syes , there exists a finite-
memory strategy CT for T such that every trace of T under
strategy CT that starts in any x ∈ Xi satisfies ϕ with proba-
bility 1.
Proof. Let Xi ∈ Syes and let CG{Xi} be a finite-memory
almost-sure winning strategy for Player 1 from state Xi in
game G{Xi}, see Sec. 2.3. Let CT be a strategy for T defined
as follows. For a finite trace σT , let CT (σT ) = u, where u ∈
CG{Xi}(σG{Xi}), where σG{Xi} is finite play such that σT (n) ∈
σG{Xi}(2n) for every 1 ≤ n ≤ |σT |. Since CG{Xi} for gameG{Xi} is almost-sure winning from state Xi with respect to ϕ,
i.e., every play that starts in Xi almost-surely satisfies ϕ, the
analogous property holds for CT and traces in T .
Computing non-satisfying states. Next, we consider the
set Sno of Player 1 states in game G{Xi} defined as follows:
Sno = S1 \ AlmostG
coop
{Xi}(ϕ). (10)
Intuitively, Sno is the set of states, where even if Player 2
cooperates with Player 1, ϕ can still not be satisfied with
probability 1.
Proposition 4. The set Sno defined in Eq. (10) consists
of all Xi ∈ S1 for which (Xi, q0) ∈ SPno , where
SPno = S
P
1 \ AlmostP
coop
{Xi}((EP , FP)). (11)
Proof. Follows directly from the construction of the prod-
uct game P{Xi}.
Figure 4: Solution of the game in Ex. 2. The
polytopes, i.e., Player 1 states, that belong to sets
Syes, Sno, S? are shown in green, white and light blue,
respectively.
We prove that no state x ∈ Xi for Xi ∈ Sno is part of the
solution to Problem 1.
Proposition 5. For every Xi ∈ Sno and x ∈ Xi, there
does not exist a strategy CT for T such that every trace of T
under CT starting in x satisfies ϕ with probability 1.
Proof. Intuitively, from the construction of the game
G{Xi} in Sec. 4.1, Player 2 represents the unknown precise
state of the system T within in the abstraction, i.e., he makes
the choice of a state inside each polytope Xi at each step.
Therefore, if ϕ cannot be almost-surely satisfied from Xi in
the game even if the two players cooperate, in T it translates
to the fact that ϕ cannot be almost-surely satisfied from any
x ∈ Xi even if we consider strategies that can moreover change
inside each Xi arbitrarily at any moment.
Undecided states. Finally, consider the set
S? = S1\(Syes ∪ Sno). (12)
These are the polytopes within the state space of T that have
not been decided as satisfying or non-satisfying due to coarse
abstraction. Alternatively, from Prop. 2 and 4, and Eq. (12),
we can define the set S? as the set of all Xi ∈ S1, for which
(Xi, q0) ∈ SP? , where
SP? = S
P
1 \(SPyes ∪ SPno). (13)
Proposition 6. For every Xi ∈ S? it holds that the product
game P{Xi} can be won cooperatively starting from the Player
1 state (Xi, q0). Analogously, for every (Xi, q) ∈ SP? it holds
that the product game P{Xi} can be won cooperatively starting
from (Xi, q).
Proof. The proposition follows directly from Eq. (12) and
(13), and Prop. 2 and 4.
Example 2. (Illustrative example, part II) Recall the
linear stochastic system T from Ex. 1 and consider GR(1)
formula F¬pi1 over the set Π that requires to eventually reach
a state x ∈ X such that x(1) ≥ 2. The deterministic ω-
automaton for the formula has only two states, q0 and q1.
The automaton remains in the initial state q0 until polytope
X2 is visited in T . Then it transits to state q1 and remains
there forever. The Bu¨chi implication condition (E,F ) is E =
{q0}, F = {q1}. The solution of the game G{Xi} constructed in
Ex. 1 with respect to the above formula is depicted in Fig. 4.
If the set Sno contains all Player 1 states of the game G{Xi},
the GR(1) formula ϕ cannot be satisfied in the system T and
our algorithm terminates. If set S? is empty, the algorithm
terminates and returns the union of all polytopes from Syes
as the solution to Problem 1. The corresponding satisfying
strategies are synthesized as described in the proof of Prop. 3.
Otherwise, we continue the algorithm by computing a refined
partition of the state space X as described in the next section.
4.3 Refinement
Refinement is a heuristic that constructs a new partition of
X , a subpartition of {Xi}, that is used in the next iteration of
the overall algorithm. We design two refinement procedures,
called positive and negative, that aim to enlarge the combined
volume of polytopes in the set Syes and Sno, respectively, or
equivalently, to reduce the combined volume of polytopes in
the set S?. Based on Prop. 2 and 4, both procedures are formu-
lated over the product game P{Xi} and reach their respective
goals through refining polytopes Xi for which (Xi, q) ∈ SP? for
some q ∈ Q.
In this section, we use Jqyes to denote the set of all indices
i ∈ I for which (Xi, q) ∈ SPyes, and Jq? , Jqno are defined analo-
gously. In the two refinement procedures, every polytope Xi
can be partitioned into a set of polytopes in iterative manner,
as (Xi, q) ∈ SP? can hold for multiple q ∈ Q. Therefore, given
a partition of Xi, the refinement of Xi according to a polytope
B refers to the partition of Xi that contains all intersections
and differences of elements of the original partition of Xi and
polytope B.
Positive refinement. In the positive refinement, we explore
the following property of states in SP? . In Prop. 6, we proved
that the product game P{Xi} can be won cooperatively from
every (Xi, q) ∈ SP? . It follows that there exists a Player 1 ac-
tion UJi and Player 2 action J ′ such that after their application
in (Xi, q), the game is not in a losing state with probability 1.
We can graphically represent this property as follows:
(Xi, q) U
J
i−−→ ((Xi,UJi ), q′) J
′−→

(Xj1 , q′)
...
(Xjn , q′)
(14)
where an arrow a
b−→ represents the uniform probability distri-
bution δP(a, b), and {j1, . . . , jn} = J ′ ⊆ Jq′yes ∪ Jq
′
? . Note that
from the construction of the product game P{Xi} in Sec. 2.3
it follows that q′ is given uniquely over all actions UJi . The
following design ensures that every polytope Xi is refined at
least once for every its appearance (Xi, q) ∈ SP? , q ∈ Q.
Let (Xi, q) ∈ SP? . The positive refinement first refines Xi
according to the robust predecessor
PreR(Xi,U , {Xj}
j∈Jq′yes
). (15)
That means, we find all states x ∈ Xi for which there exists
any control input under which the system T evolves from x
to a state x′ ∈ Xj , j ∈ Jq′yes.
Next, the positive refinement considers three cases. First,
assume that from (Xi, q), the two players can cooperatively
reach a winning state of the product game in two steps with
probability 1, and let UJi and J ′ be Player 1 and Player 2
actions, respectively, that accomplish that, i.e., in Eq. (14),
{j1, . . . , jn} = J ′ ⊆ Jq′yes. For every such UJi , J ′, we find
an (arbitrary) partition {Uy}y∈Y of the polytope UJi and we
partition Xi according to the robust attractors
AttrR(Xi,Uy, {Xj}
j∈Jq′yes
). (16)
Intuitively, the above set contains all x ∈ Xi such that under
every control input u ∈ Uy, T evolves from x to a state x′ ∈
Xj , j ∈ Jq′yes. Note that the robust attractor sets partition
the robust predecessor set from Eq. (15), as every state x that
belongs to one of the robust attractor set must lie in the robust
predecessor set as well. In the next iteration of the overall
algorithm, the partition elements given by the robust attractor
sets will belong to the set SPyes. In the second case, assume
that the two players can reach a winning state of the product
game cooperatively in two steps, but only with probability
0 < p < 1, while the probability of reaching a losing state is
0. Let UJi , J ′ be Player 1 and Player 2 actions, respectively,
that maximize p, i.e., in Eq. (14), there exists m < n such
that {j1, . . . , jm} = J ′ ∩ Jq′yes, {jm+1, . . . , jn} = J ′ ∩ Jq
′
? and
p = m
n
is maximal. Similarly as in the first case, we refine
the polytope Xi according to the robust attractor sets as in
Eq. (16), but we compute the sets with respect to the set
of indices Jq
′
yes ∪ {jm+1, . . . , jn}. Finally, assume that (Xi, q)
does not belong to any of the above two categories.As argued
at the beginning of this section, there still exist Player 1 and
Player 2 actions UJi and J ′, respectively, such that in Eq. (14),
{j1, . . . , jn} = J ′ ⊆ Jq′? . Again, we refine the polytope Xi
according to the robust attractor sets as in Eq. (16), where
the sets are computed with respect to the set of indices Jq
′
? .
Example 3. (Illustrative example, part III) We de-
monstrate a part of the the positive refinement for the game
in Ex. 2. Consider polytope X1 ∈ S?. It follows from the form
of the ω-automaton in Ex. 2 that X1 appears in SP? only in
pair with q0, i.e., (X1, q0) ∈ SP? . Note that for state (X1, q0),
every successor state is of the form ((X1,UJ1 ), q0), i.e., q′ =
q0. First, polytope X1 is refined with respect to the robust
predecessor
PreR(X1,U , {X2}),
since Jq0yes = {X2} because (X2, q0) ∈ SPyes is a winning state
of the product game. The robust predecessor set is depicted
in Fig. 5 in cyan. Next, we decide which of the three cases
described in the positive refinement procedure above applies to
state (X1, q0). Consider for example Player 1 action U{1,2,5}1
and Player 2 action {2}, as shown in Fig. 3. It holds that
(X1, q0) U
{1,2,5}
1−−−−−→ ((X1,U{1,2,5}1 ), q0)
{2}−−→ (X2, q0),
and (X2, q0) ∈ SPyes is a winning state of the product game.
Therefore, the state (X1, q0) is of the first type. To further
refine polytope X1, we first partition the polytope
U{1,2,5}1 = {u ∈ U | 0.1 ≤ u(1), u(2) ≤ 1},
e.g., into 4 parts as shown in Fig. 5 on the right. The robust
attractor
AttrR(X1,U3, {X2})
for one of the polytopes U3 is depicted in magenta in Fig. 5.
This polytope will be recognized as a satisfying initial polytope
in the next iteration, since starting in any x within the robust
predecessor, system T as defined in Ex. 1 evolves from x under
every control input from U3 to polytope X2.
Negative refinement. In the negative refinement, we con-
sider all Player 1 states (Xi, q) ∈ SP? such that if Player 2 does
not cooperate, but rather plays against Player 1, the game is
lost with non-zero probability. In other words, for every Player
1 UJi , there exists a Player 2 action J ′ such that in Eq. (14),
Figure 5: Part of the positive refinement for the sys-
tem in Ex. 3. Polytope X1 is first refined according
to the robust predecessor as in Eq. (15), the robust
predecessor is shown in cyan. Next, we consider the
polytope of control inputs U{1,2,5}1 and its partition as
depicted on the right. The robust predecessor of U3
is then shown in magenta.
there exists an index j ∈ J ′ such that (Xj , q′) ∈ SPno. In this
case, we refine polytope Xi according to the attractor set
Attr(Xi,U , {Xj}
j∈Jq′no
).
Intuitively, the attractor set contains all states x ∈ Xi such
that by applying any control input u ∈ U , system T evolves
from x to a state in Xj for some j ∈ Jq′no with non-zero prob-
ability. In the next iteration of the algorithm, the partition
elements given by the attractor set will belong to the set SPno.
Remark 1. We remark that both game theoretic aspects as
well as the linear stochastic dynamics play an important role
in the refinement step. The game theoretic results compute the
undecided states, and thereby determine what parts of the state
space need to be refined and which actions need to be considered
in the refinement. The linear stochastic dynamics allow us to
perform the refinement itself using polytopic operators.
4.4 Correctness and complexity
We prove that the algorithm presented in this section pro-
vides a partially correct solution to Problem 1.
For n ∈ N, let Snyes , Snno be the sets from Eq. (8) and (10),
respectively, computed in the n-th iteration of the algorithm
presented above. We use Xnyes ,Xnno ⊆ X to denote the union
of polytopes from Snyes and S
n
no , respectively.
Theorem 1. (Progress) For every n ∈ N, it holds that
Xnyes ⊆ Xn+1yes and Xnno ⊆ Xn+1no .
Proof. Follows from Prop. 2 and 4, and the fact that the
partition of the state space X used in n + 1-th iteration is a
subpartition of the one used in n-th iteration.
Theorem 2. (Soundness) For every n ∈ N, it holds that
Xnyes ⊆ Xinit and Xnno ⊆ X\Xinit.
Proof. Follows directly from Prop. 3 and 5.
Theorem 3. (Partial Correctness) If the algorithm
from Sec. 4 terminates, after n-th iteration, then Xinit = Xnyes
is the solution of Problem 1 and the corresponding winning
strategies for every x ∈ Xinit are given by the winning strate-
gies in the 21/2-player game from the last iteration.
Proof. Follows directly from the condition of the algo-
rithm termination and from Th. 1 and 2.
It is important to note that if instead of a 21/2-player game
a weaker abstraction model such as a 2 player game, i.e.,
the NTS from Sec. 4.1, was used, our approach would not
be sound. Namely, some states of X might be wrongfully
identified as non-satisfying initial states based on behavior
that has zero probability in the original stochastic system. In
such a case, even after termination, the resulting set would
only be a subset of Xinit. Therefore, the approach with 2-
player games is not complete. The 21/2-player game is needed
to account for both the non-determinism introduced by the
abstraction and for the stochasticity of the system to be able
to recognize (non-satisfying) behavior of zero probability.
Note that there exist linear stochastic systems for which our
algorithm does not terminate, i.e., there does not exist a finite
partition of the systems’ state space over which Problem 1 can
be solved for a given GR(1) formula.
Example 4. (Non-termination) Let T be a linear sto-
chastic system of the form given in Eq. (4), where
A =
(
1 0
0 1
)
, B =
(
1 0
0 1
)
,
state space X = {x ∈ R2 | 0 ≤ x(1), x(2) ≤ 3}, control
space U = {u ∈ R2 | −1.5 ≤ u(1), u(2) ≤ 1.5} and the ran-
dom vector takes values in polytope W = {w ∈ R2 | −0.5 ≤
w(1), w(2) ≤ 0.5}. Let Π contain four linear predicates that
partition the state space into a grid of three by three equally
sized square polytopes. Assume that the aim is to eventually
reach the polytope Xf , where 1 ≤ x(1), x(2) ≤ 2. In this case,
the maximal set Xinit of states from which Xf can be reached
with probability 1 is the whole state space X , as for any x ∈ X ,
there exists exactly one control input u = (1.5, 1.5) − x ∈ U
that leads the system T from x to a state in X5 with probability
1. Since the control input is different for every x ∈ X , there
does not exist any finite state space partition, which could be
used to solve Problem 1.
Complexity analysis. Finally, let us analyze the computa-
tional complexity of the designed algorithm. In the abstrac-
tion part, the 21/2-player game G{Xi} requires to first compute
the set of actions for every state Xi, i ∈ I, in time in O(2|I|)
using algorithm in App. B.1. For every action UJi , the set
of valid supports J ′ ⊆ J is then computed in time in O(2J),
see App. B. Overall, the abstraction runs in time in O(22·|I|).
The game is then analyzed using the algorithm described in
App. A in time in O(|I|3). Finally, the refinement proce-
dure iteratively refines every polytope Xi at most |Q|×|{UJi }|
times, where {UJi } denotes the set of all actions of Xi. For
every q ∈ Q such that (Xi, q) ∈ SP? , Xi is first refined using
the robust predecessor operator in time exponential in |Jq′yes|.
Then Xi is refined |Y | times using the robust attractor op-
erator in polynomial time. Negative refinement is performed
again for every q ∈ Q such that (Xi, q) ∈ SP? , using the at-
tractor operator in polynomial time. Overall, the refinement
runs in time in O(|Q| · 2|I|).
As the game construction is the most expensive part of the
overall algorithm, the refinement procedure is designed in a
way that extends both sets Syes, Sno as much as possible and
thus speed up convergence and minimize the number of iter-
ations of the overall algorithm.
5. CASE STUDY
We demonstrate the designed framework on a discrete-time
double integrator dynamics with uncertainties. Let T be a
Algorithm 1 Computing the set Xinit ⊆ X of states from
which a set of polytopes {Xj}j∈J in X can be reached with
probability 1.
Input: linear stochastic system T , polytopes {Xj}j∈J
X>0 ← {Xj}j∈J ;
while X>0 is not a fixed point do
X>0 ← Pre(X ,U ,X>0);
end while
X=0,attr ← Xout ∪ X\X>0;
while X=0,attr is not a fixed point do
X=0,attr ← Attr(X ,U ,X=0,attr);
end while
X=1 ← X\X=0,attr;
return: X=1
linear stochastic system of the form given in Eq. (4), where
A =
(
1 1
0 1
)
, B =
(
0.5
1
)
. (17)
The state space is X = {x ∈ R2 | −5 ≤ x(1) ≤ 5,−3 ≤ x(2) ≤
3} and the control space is U = {u ∈ R | −1 ≤ u ≤ 1}. The
random vector, or uncertainty, takes values within polytope
W = {w ∈ R2 | −0.1 ≤ w(1), w(2) ≤ 0.1}. The set Π consists
of 4 linear predicates pi1 : x(1) ≤ −1, pi2 : x(1) ≤ 1, pi3 :
x(2) ≤ −1, pi4 : x(2) ≤ 1. We consider GR(1) formula
F(¬pi1 ∧ pi2 ∧ ¬pi3 ∧ pi4)
that requires the system to eventually reach a state, where
both variables of the system have values in interval (−1, 1).
As we consider a reachability property, we can compare our
approach to the algorithm shown in Alg. 1 that is an extension
of the reachability algorithm for Markov decision processes [2]
to linear stochastic systems. Intuitively, the algorithm finds
the set Xinit using two fixed-point computations. The first
one computes the set of all states that can reach the given
target polytopes with non-zero probability. As a result, the
remaining states of the state space X have zero probability of
reaching the target polytopes. The second fixed-point compu-
tation finds the attractor of this set, i.e., all states that have
non-zero probability, under each control input from U , of ever
transiting to a state from which the target polytopes cannot
be reached. Finally, the complement of the attractor is the
desired set Xinit.
Note that Alg. 1 operates directly on the linear stochas-
tic system. It performs polytopic operations only, and it
involves neither refinement nor building a product with an
automaton. Therefore, it performs considerably faster than
the abstraction-refinement algorithm from Sec. 4, as shown in
Tab. 2. However, it has two serious drawbacks.
Firstly, Alg. 1 computes the set of satisfying initial states of
the system, but no satisfying strategy. In extreme cases, every
state may use a different control input in order to reach poly-
topes computed during the fixed-point computations, as in
Ex. 4. In order to extract a finite satisfying strategy (if there
is one), these polytopes have to be partitioned to smaller poly-
topes so that a fixed input can be used in all states of the new
polytope. This partitioning is exactly the refinement proce-
dure that our method performs when applied to reachability.
Note that simpler refinement methods such as constructing
only the NTS N{Xi}, which is the first step of the abstraction
in Sec. 4.1, are not sufficient, see App. C. The whole 21/2-
player game abstraction presented in Sec. 4.1 is necessary for
ensuring the correctness of the strategy.
Secondly, Alg. 1 cannot be used for more complex proper-
Table 2: Statistical comparison of the specialized al-
gorithm for reachability and our approach.
Algorithm 1
1st fixed point: in 7 iterations, in <1 sec.
2nd fixed point: in 1 iteration, in <1 sec.
Abstraction-refinement from Sec. 4
Initial partition: in 3 sec.
game: 13 states, 27 actions
1st iteration: in 7 min.
game: 85 states, 712 actions
2nd iteration: in 19 min.
game: 131 states, 1262 actions
3rd iteration: in 56 min.
game: 250 states, 2724 actions
ties than reachability. For more complex formulas, the prod-
uct of the game with the automaton for the formula needs
to be considered, since a winning strategy may require mem-
ory and pure polytopic methods can only provide memoryless
strategies. In contrast, our abstraction-refinement approach
designed in Sec. 4 works for general GR(1) properties. More-
over, it could easily be extended to the whole LTL at the cost
of a higher complexity.
We implemented both algorithms in Matlab, on a dual-
core Intel i7 processor with 8 GB of RAM. The results are
summarized in Fig. 6 and Tab. 2. For Alg. 1, the set Xinit
was computed fast but it is a single polytope that does not
provide any information about the satisfying strategies. For
the abstraction-refinement algorithm, we computed the initial
game and the following three iterations. Unlike for Alg. 1, in
every iteration, a satisfying strategy for a state x in the partial
solution is constructed as described in the proof of Prop. 3.
6. CONCLUSION AND FUTURE WORK
In this work, we considered the problem of computing the
set of initial states of a linear stochastic system such that
there exists a control strategy to ensure a GR(1) specification
over states of the system. The solution is based on iterative
abstraction-refinement using a 21/2-player game. Every itera-
tion of the algorithm provides a partial solution given as a set
of satisfying initial states with the satisfying strategies, and a
set of non-satisfying initial states.
While the algorithm guarantees progress and soundness in
every iteration, it’s complexity calls for more efficient imple-
mentation. The analyzed case study with a reachability prop-
erty indicates that the current design would be too complex to
deal with more complex properties such as persistent surveil-
lance. In our future work, we aim to design efficient heuristic
refinements that minimize the overall computation time for
both reachability and general GR(1).
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APPENDIX
A. SOLVING A 21/2-PLAYER GAME
Here we present an algorithm to solve the almost-sure win-
ning problem for a 21/2-player game G = (S1, S2, Act, δ) with
a Bu¨chi implication condition (E,F ), where E,F ⊆ S. The
optimal solution is a rather involved, quadratic time algorithm
that can be found in [4]. In this work, we use a more intuitive,
cubic time algorithm presented in Alg. 2, whose correctness
follows from [6]. The algorithm is a simple iterative fixed-point
algorithm that uses three types of local predecessor operator
over the set of states of the game.
Consider sets X,Y, Z such that Y ⊆ Z ⊆ X ⊆ S. Given a
state s ∈ S and an action a ∈ Act, we denote by Succ(s, a) =
Supp(δ(s, a)) the set of possible successors of the state and the
action. We define conditions on state action pairs as follows:
C1(X) = {(s, a) |Succ(s, a) ⊆ X},
C2(X,Y ) = {(s, a) |Succ(s, a) ⊆ X and
Succ(s, a) ∩ Y 6= ∅},
C3(Z,X, Y ) = {(s, a) |(Succ(s, a) ⊆ Z) or
(Succ(s, a) ⊆ X and
Succ(s, a) ∩ Y 6= ∅)}.
The first condition ensures that given the state and action the
next state is in U with probability 1, the second condition
ensures that the next state is in X with probability 1 and in
Y with positive probability. The third condition is the dis-
junction of the first two. The three predecessor operators are
defined as the set of Player 1, or Player 2 states, where there
exists, or for all, respectively, actions, the condition for the
predecessor operator is satisfied. The three respective prede-
cessor operators, namely, Pre1,Pre2, and Pre3 are defined as
follows:
Pre1(X) ={s ∈ S1 | ∃a ∈ Act. (s, a) ∈ C1(X)} ∪
{s ∈ S2 | ∀a ∈ Act. (s, a) ∈ C1(X)},
Pre2(X,Y ) ={s ∈ S1 | ∃a ∈ Act. (s, a) ∈ C2(X,Y )} ∪
{s ∈ S2 | ∀a ∈ Act. (s, a) ∈ C2(X,Y )},
Pre3(Z,X, Y ) ={s ∈ S1 | ∃a ∈ Act. (s, a) ∈ C3(Z,X, Y )} ∪
{s ∈ S2 | ∀a ∈ Act. (s, a) ∈ C3(Z,X, Y )}.
B. POLYTOPIC OPERATORS
In this section, we describe in detail the computation of
all polytopic operators introduced in Sec. 4 and used in our
solution to Problem 1.
Algorithm 2 Algorithm for AlmostG(ϕ)
Input: game G, acc. condition (E,F ), D = S \ (E ∪ F );
Set: X,Y, Z,X, Y , Z;
X ← S; Z ← S; Y ← ∅; . Initialization
do
X ← X
do
Y ← Y ;
do
Z ← Z;
Z ← (F ∩ Pre1(X)) ∪ (E ∩ Pre2(X,Y ))∪
(D ∩ Pre3(Z,X, Y );
while Z 6= Z
Y ← Z;
Z ← S;
while Y 6= Y
X ← Y
Y ← ∅;
while X 6= X
return: X
B.1 Action polytopes
First, we describe how to compute the action polytopes UJi
for every polytope Xi ∈ {Xi}i∈I , formally defined in Eq. (6).
For a polytope X ′ ⊂ RN , we use UXi→X ′ to denote the
set of all control inputs from U under which the system T
can evolve from a state in Xi to a state in X ′ with non-zero
probability, i.e.,
UXi→X ′ = {u ∈ U |Post(Xi, u) ∩ X ′ is non-empty}. (18)
The following proposition states that UXi→X ′ can be com-
puted from the V-representations of Xi,X ′ and W.
Proposition 7. Let H,K be the matrices from the H-
representation of the following polytope:
{y ∈ RN | ∃x ∈ Xi, ∃w ∈ W : Ax+ y + w ∈ X ′}, (19)
which can be computed as the convex hull
hull({vX ′ − (AvXi + vW) | vX ′ ∈ V (X ′),
vXi ∈ V (Xi), vW ∈ V (W)}). (20)
Then the set UXi→X ′ defined in Eq. (18) is the polytope with
the following H-representation:
UXi→X ′ = {u ∈ U | HBu ≤ K}. (21)
Proof. To fact that the set in Eq. (19) is a polytope with
the V-representation given in Eq. (20) can be easily shown as
follows. Let y ∈ RN be such that there exist x ∈ Xi, w ∈
W, x′ ∈ X ′ for which Ax+y+w = x′, i.e., y = x′− (Ax+w).
By representing x′, x and w as an affine combination of the
respective vertices in V (X ′), V (Xi) and V (W), we obtain the
V-representation in Eq. (20). Next, let H,K be the matrices
from the H-representation of the set in Eq. (19). Then the
definition of set UXi→X ′ in Eq. (18) can be written as
UXi→X ′ = {u ∈ U |∃x ∈ Xi,∃w ∈ W :
Ax+Bu+ w ∈ X ′},
that leads to H-representation in Eq. (21).
Corollary 1. Let J ⊆ I ∪ Iout. The set UJi from Eq. (6)
can be computed as follows:
UJi =
⋂
j∈J
UXi→Xj\
⋃
j′ 6∈J
UXi→Xj′ . (22)
Proof. Follows directly from Eq. (6) and (18).
Note that UJi is generally not a polytope but can be repre-
sented as a finite union of polytopes.
B.2 Posterior
The posterior operator Post(X ′,U ′), formally defined in
Tab. 1, can be easily computed using Minkowski sum as
Post(X ′U ′) = AX ′ +BU ′ +W
= hull({AvX ′ +BvU′ + vW | vX ′ ∈ V (X ′),
vU′ ∈ V (U ′), vW ∈ V (W)}).
B.3 Predecessor
The predecessor operator Pre(X ′,U ′, {Xj}j∈J), formally de-
fined in Tab. 1, can be computed as follows. First, note that
Pre(X ′,U ′, {Xj}j∈J) =
⋃
j∈J
Pre(X ′,U ′,Xj).
Proposition 8. Let H,K be the matrices from the H-
representation of the following polytope:
{y ∈ RN | ∃u ∈ U ′, ∃w ∈ W : y +Bu+ w ∈ Xj},
which can be computed as the convex hull
hull({vXj − (BvU′ + vW) | vXj ∈ V (Xj),
vU′ ∈ V (U ′), vW ∈ V (W)}).
Then the set Pre(X ′,U ′,Xj) is the polytope with the following
H-representation:
Pre(X ′,U ′,Xj) = {x ∈ X ′ | HAx ≤ K}.
Proof. The proof is analogous to the one of Prop. 7.
B.4 Robust and precise predecessor
From definitions of the robust and precise predecessor op-
erators in Tab. 1 it follows that
PreR(X ′,U ′, {Xj}j∈J) =⋃
J′⊆J,J′ 6=∅
PreP(X ′,U ′, {Xj}j∈J′).
Below we describe the computation of the precise predecessor
PreP(X ′,U ′, {Xj}j∈J′) for any J ′ ⊆ J .
Let Z denote the polytope, or finite union of polytopes,
Z = AX ′ +BU ′, where + denotes the Minkowski sum. For a
polytope P ⊂ RN , we define set
Z(P) = {z ∈ Z | (z +W) ∩ P is non-empty}. (23)
For a set of polytopes {P}, Z({P}) can be computed as the
union of all Z(P) for every polytope P in the set {P}.
Proposition 9. The set from Eq. (23) is the following
polytope, or finite union of polytopes:
Z(P) = hull({vP − vW |vP ∈ V (P),
vW ∈ V (W)}) ∩ Z. (24)
Proof. The proof is carried out in a similar way as the
first part of proof of Prop. 7.
Algorithm 3 Computing the set Xinit ⊆ X of states from
which a set of polytopes {Xj}j∈J in X can be reached with
probability 1, using abstraction to a NTS.
Input: linear stochastic system T , partition {Xi}i∈I of
state space X , subset J ⊆ I
X>0 ← ∅
X ′>0 ← {Xj}j∈J
while X>0 6= X ′>0 do
X>0 ← X ′>0;
construct NTS N{Xi} for current partition (Sec. 4.1)
for every state Xi 6⊆ X>0 do
refine Xi according to Pre(Xi,U ,X>0);
X ′>0 ← X ′>0 ∪ Pre(Xi,U ,X>0);
end for
end while
X=0,attr ← Xout ∪ X
X ′=0,attr ← Xout ∪ X\X>0
while X=0,attr 6= X ′=0,attr do
X=0,attr ← X ′=0,attr;
construct NTS N{Xi} for current partition (Sec. 4.1)
for every state Xi s.t. all actions lead to X=0,attr do
refine Xi according to Attr(Xi,U ,X=0,attr);
X ′=0,attr ← X ′=0,attr ∪Attr(Xi,U ,X=0,attr);
end for
end while
X=1 ← X\X=0,attr;
return: X=1
For J ′ ⊆ J , we use Z(J ′) to denote the set
Z(J ′) =
⋂
j∈J′
Z(Xj)\
( ⋃
j∈J\J′
Z(Xj) ∪ Z(X¬J)
)
, (25)
where Z(X¬J) = Z((X ∪ Xout)\ ⋃
j∈J
Xj).
Proposition 10. Let U ′ = {Ul1}l1∈L1 , J ⊆ J ′ and let
Z(J ′) = {Zl2}l2∈L2 . Then the precise predecessor can be writ-
ten as
PreP(X ′,U ′, {Xj}j∈J′) =
⋃
l1∈L1
⋃
l2∈L2
{x ∈ X ′ |
∃u ∈ Ul1 : Ax+Bu ∈ Zl2}. (26)
Let l1 ∈ L1, l2 ∈ L2 and let H,K be the matrices from the
H-representation of the following polytope:
{y ∈ RN | ∃u ∈ Ul1 : y +Bu ∈ Zl2}, (27)
which can be computed as the convex hull
hull({vZl2 −BvUl1 | vZl2 ∈ V (Zl2), vUl1 ∈ V (Ul1)}). (28)
Then the set on the right-hand site of Eq. (26), for l1, l2, is a
polytope with the following H-representation:
{x ∈ X ′ | HAx ≤ K}. (29)
Proof. From the definition of the set Z(J ′) in Eq. (25),
z ∈ Z(J ′) iff z +W intersects all Xj for j ∈ J ′ and z +W ⊆⋃
j∈J′
Xj . Moreover, every z ∈ Z can be written as z = Ax+Bu
and therefore z +W = Post(x, u). This proves Eq. (26). The
rest of the proof is carried out in a way similar to the proof of
Prop. 7.
Algorithm 3
Initial partition First fixed-point alg. Second fixed-point alg. Final result
Figure 7: Results obtained from simulation of Alg. 3 for the case study from Sec. 5. In the first column, we
depict the initial partition of X according to Π and polytopes from Xout, with the polytope we aim to reach in
green. The following columns show the fixed point sets, in blue and red, respectively, together with the obtained
partition. The last column shows the resulting set Xinit.
B.5 Attractor
The attractor operator Attr(X ′,U ′, {Xj}j∈J) from Tab. 1
can be computed using the robust predecessor operator, since
it holds that
Attr(X ′,U ′, {Xj}j∈J) =
= {x ∈ X ′ | ∀u ∈ U ′ : Post(x, u) ∩
⋃
j∈J
Xj is non-empty}
= X ′\{x ∈ X ′ | ∃u ∈ U ′ : Post(x, u) ⊆ (X ∪ Xout)\
⋃
j∈J
Xj}
= X ′\PreR(X ′,U ′, (X ∪ Xout)\
⋃
j∈J
Xj).
B.6 Robust attractor
The robust attractor operator AttrR(X ′,U ′, {Xj}j∈J) from
Tab. 1 can be computed using the predecessor operator, since
it holds that
AttrR(X ′,U ′, {Xj}j∈J) =
= {x ∈ X ′ | ∀u ∈ U ′ : Post(x, u) ⊆
⋃
j∈J
Xj}
= X ′\{x ∈ X ′ | ∃u ∈ U ′ : Post(x, u) ∩ (X ∪ Xout)\
⋃
j∈J
Xj
is non-empty}
= X ′\Pre(X ′,U ′, (X ∪ Xout)\
⋃
j∈J
Xj).
C. APPROACH COMPARISON
Here, we can compare our abstraction-refinement approach
from Sec. 4 to the algorithm for reachability presented in
Alg. 3. Alg. 3 combines the simple approach from Alg. 1 that
uses only polytopic operations with the abstraction-refinement
method. In every iteration, we build the non-deterministic
transition system N{Xi}, which is the first step of the ab-
straction in Sec. 4.1. The partition {Xi}i∈I is then iteratively
refined using the two fixed-point algorithms as in Alg. 1.
Just like in Alg. 1, Alg. 3 operates directly on the linear
stochastic system. It uses polytopic operators only and does
not build a product with any automaton. Therefore, it per-
forms faster than our approach, as demonstrated below. It
however suffers from the same two serious drawbacks as the
polytopic method. Firstly, it finds the set of satisfying initial
states of the system, but no satisfying strategy. However, in
comparison with Alg. 1, it can provide at least a partial in-
Table 3: Statistics for the simulation of Alg. 3 for the
case study from Sec. 5.
Algorithm 3
1st fixed point: in 7 iterations, in 3 min.
1st NTS: 13 states, 27 actions
2nd NTS: 25 states 105 actions
3rd NTS: 45 states 289 actions
4th NTS: 63 states, 524 actions
5th NTS: 77 states, 745 actions
6th NTS: 88 states, 994 actions
7th NTS: 92 states, 1139 actions
2nd fixed point: in 1 iteration, in 2 sec.
formation on the properties of satisfying strategies. Namely,
it specifies for every polytope of the resulting partition {Xi}
of the state space X which control inputs cannot be used in
any satisfying strategy. As we are interested in reachability
property, these are the control inputs for which the corre-
sponding non-deterministic transition leads from Xi outside
of Xinit. Secondly, just like Alg. 1, Alg. 3 cannot be used for
more complex properties than reachability. As discussed in
Sec. 5, the product of the game with the automaton needs to
be considered for more complex properties.
The results from simulations of Alg. 3 are presented in Fig. 7
and Tab. 3. The algorithm found fixed point sets for both
fixed-point computation rather quickly, and in the same num-
ber of iterations as the polytopic algorithm in Alg. 1, see Fig. 6
and Tab. 2. While Alg. 3 performs faster than our algorithm
designed in Sec. 4, it provides only partial information on the
satisfying strategies, as discussed above.
