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Abstract
Neural processes (NPs) learn stochastic processes and predict the distribution of
target output adaptively conditioned on a context set of observed input-output pairs.
Furthermore, Attentive Neural Process (ANP) improved the prediction accuracy
of NPs by incorporating attention mechanism among contexts and targets. In a
number of real-world applications such as robotics, finance, speech, and biology,
it is critical to learn the temporal order and recurrent structure from sequential
data. However, the capability of NPs capturing these properties is limited due to its
permutation invariance instinct. In this paper, we proposed the Recurrent Atten-
tive Neural Process (RANP), or alternatively, Attentive Neural Process-Recurrent
Neural Network(ANP-RNN), in which the ANP is incorporated into a recurrent
neural network. The proposed model encapsulates both the inductive biases of
recurrent neural networks and also the strength of NPs for modeling uncertainty.
We demonstrate that RANP can effectively model sequential data and outperforms
NPs and LSTMs remarkably in a 1D regression toy example as well as autonomous
driving applications.
1 Introduction
The ordering and recurrent structures of sequential data in many applications, ranging from robotics
and finance to speech and biology, usually carry crucial information. The neural networks based
approaches [Hochreiter and Schmidhuber, 1997] deal with sequences by costly training on all input-
output pairs, thus face obstacles in meta-learning tasks [Finn et al., 2017]. In addition, these models
barely capture the propagating uncertainty across time. On the other hand, Gaussian Processes (GPs)
[Williams], as a Bayesian nonparametric approach, can model uncertainty flexibly by inferring the
distribution over functions; however, it suffers from a high computational burden. For real-world
applications in robotics and autonomous vehicles that involve human interactions, it is essential
to efficiently capture not only the representations of underlying temporal dynamics but also the
propagating uncertainty from an agent.
Neural Processes (NPs)[Garnelo et al., 2018a,b] approximate a stochastic process by modelling a
distribution over regression functions with prediction complexity linear in the size of observed context
set [Garnelo et al., 2018a]. NPs estimate an order invariant predictive distribution of target output
conditioned on context input-output pairs of arbitrary size. NPs display some of the fundamental
properties and capabilities of GPs, but have the weakness of underfitting. Attentive Neural Process
(ANP) addressed this drawback by learning the relevant information among contexts and targets
via attention mechanisms [Kim et al., 2019]. As a generalization of NPs, ANP models a stochastic
process leveraging on both uncertainty-awareness as Bayesian models and computation efficiency
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Figure 1: The comparison of predictions given by a fully trained NP, ANP and ANP-RNN in 1D
function regression. The contexts (large dots) are used to predict the target outputs (y-values of all
x ∈ [−4, 4]). It is noticeably that the RANP predictions capture both local behaviors from contexts
and the global distribution, whereas NP only keeps the global shape of the function and ANP trends
to be influenced by contexts dramatically.
inherited from neural networks. Recurrent models with long short-term memory (LSTM) [Hochreiter
and Schmidhuber, 1997] have been the leading approach for sequential structure modelling at present.
The LSTM is an efficient gradient-based method for training recurrent networks, which improves the
learning process by stabilizing the flow of the back-propagated errors. It defines the state-of-the-art
performance on sequential tasks such as speech and text data [Graves et al., 2013, Sutskever et al.,
2014].
In spite of the aforementioned appealing properties, neither NPs nor LSTM models could be solely
utilized to properly learn the recurrent structures and propagating uncertainty in temporally ordered
sequences. Moreover, given the fact that most real-world engineering problems involve temporal
dynamics that controlled by underlining continuous functions (e.g., Partial Differential Equation
(PDE) with time derivatives), the uncertainty also reveals important information such as human factor.
It is essential to efficiently capture both the uncertainty and temporal order [Al-Shedivat et al., 2016].
While several models are proposed based on state-space models [Doerr et al., 2018], recurrent neural
networks [Al-Shedivat et al., 2016], and Gaussian Processes [Wilson et al., 2011], learning from
sequential data remains to be an area of active research.
In this paper, we introduce Recurrent Attentive Neural Process (RANP), or alternatively, Attentive
Neural Process Recurrent Neural Network (ANP-RNN) in order to better model continuous sequential
data in real-world applications. The proposed ANP-RNN incorporates RNNs into ANP explicitly,
thus can capture both the ordering sequential information as well as the propagating uncertainty.
Benefited by the meta-learning framework of NPs, ANP-RNN learns a stochastic process efficiently
from limited observations for multiple tasks. At the same time, it captures the ordering and recurrent
features from observed sequences as well. We demonstrate the effectiveness of ANP-RNN with a 1D
function regression task on synthetic data. We further demonstrate that ANP-RNN outperforms NPs,
ANP, and LSTMs in trajectory prediction tasks for self-driving applications in terms of accuracy and
expressiveness.
2 Background
Attentive Neural Processes (ANPs) The NP is a model for stochastic process realizations that
maps an input X ∈ Rdx to an output random variable Y ∈ Rdy . Specifically, NP is defined as
a (infinite) family of conditional distributions, in which an arbitrary number of observed contexts
(XC , YC) := (xi, yi)i∈C is used to model an arbitrary number of targets (XT , YT ) := (xi, yi)i∈T .
Where C depicts a set of n context points and T describes m unobserved points. The generative
process can be written as:
P (YT |XT , XC , YC) :=
∫
p(YT |XT , r∗C , z)q(z|sC)dz (1)
where z is a global latent variable describing uncertainty in the predictions of YT for a given
observation (XC , YC), and is modelled by a factorized Gaussian parameterized by sC := s(XC , YC),
with s being a MLP encoder which represents the context (XC , YC) with permutation invariance.
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Figure 2: Graphical models of related models and of the ANP-LSTM. Gray shading indicates the
observed variables. C depicts context variables and T for target variables to predict. The diamonds
depict deterministic variables.
Meanwhile, deterministic function r∗C aggregates contexts by taking the mean of pair-wise con-
text representations in NPs. When in ANP, each target query XT attends to context by r∗C :=
r∗(XC , YC , XT ) to form query-specific representations. In particular, each context (x, y) pair is
passed through an multilayer perceptron (MLP) encoder followed by self-attention layers to form
a pair-wise representations ri, and these are processed in cross-attention layers with XT attended.
Under this setting, the global structure of the stochastic process realization is preserved since z
induces correlations in the marginal distribution of predictions YT in the latent path, where as the
fine-grained local structure is captured by the deterministic path.
The model parameters are learned via variational approximation by maximizing the following ELBO
log p(YT |XT , XC , YC) ≥ Eq(z|sT )[log p(YT |XT , r∗C , z)]−DKL(q(z|sT )||q(z|sC)) (2)
using reparameterization trick [Kingma and Welling, 2013]. Note that since the conditional prior
p(z|sT ) is intractable, the variational posterior q(z|sT ) is used for approximation, as the KL reg-
ularization term aligns the summary of contexts and targets closer to each other. It also reveals
the underlying principle of ANPs who learns to infer the target stochastic process by assuming
that contexts and targets come from the same realization of the data-generating stochastic process,
especially when targets contain contexts.
Recurrent Neural Networks and LSTM Long Short-Term Memory (LSTM) [Hochreiter and
Schmidhuber, 1997] is a special form of Recurrent Neural Networks (RNNs) and is one of the most
successful ways to exploit sequential information of the data. LSTM places a memory cell into each
hidden unit and uses a few gate vectors to control the passing of information along the sequence,
therefore improve the long-range dependencies and overcome the vanishing gradients problem in
RNNs. The gating mechanism not only improves the flow of errors through time, but also make
the network be capable of decide whether to keep, erase, or overwrite memorized information, and
therefore increase stability to the network’s memory.
3 Recurrent Attentive Neural Process
In this section, we proposed Attentive Neural Process - Recurrent Neural Network (ANP-RNN) in
order to capture ordering and recurrent structures for modeling sequential data. The main idea is to
combine the merits of RNNs and ANP.
3.1 Model Construction
We incorporate ANPs with recurrent structure by using an LSTM network to transform the original
input space in which the generating stochastic process is modeled, as shown in Figure 3.
The sequences of inputs are formally denoted as vectors of measurements x¯1 = [x1], x¯2 =
[x1, x2], ..., x¯n = [x
1, x2, ..., xn], xt ∈ X , and the length of the sequences x¯n would grows. The
collection of corresponding real-valued target vectors is y = {yi}ni=1, where yi ∈ Rd. It is assumed
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Figure 3: Model architecture of ANP-RNN
that only the most recent L steps of a sequence contribute to the prediction of the targets, and the
sequences can be written as x¯i = [xi−L+1, xi−L+2, ..., xi], i = 1, ..., n. Our goal is to model the
distribution of functions (realization of stochastic process) f : XL 7→ Rd, which are assumed to be
generated from a stochastic process, conditioned on observation data.
Here we first convert an input sequence x¯i to a latent representation hi ∈ H, and then learn the
distribution of realizations that map hi to yi. Since recurrent models are one of the most promising
ways to exploit sequential structure of data. The mapping f : XL 7→ Rd is represented by recurrent
model as
yi = ψ(hi) + 
t
hti = φ(h
t−1
i , x
i−L+t) + δt , t = 1, ..., L
(3)
Let the recurrent model φ : XL 7→ H be the transformation mapping {x¯i}ni=1 to {hi}ni=1, thus
the sequential structure in {x¯i}ni=1 is integrated into the corresponding latent representations. Sub-
sequently, the ANP is utilized to learn the condition distributions, where the transformed future
targets information (HT (X), YT ) := (Hi, Yi)i∈T = (Φ(Xi), Yi)i∈T is modelled conditioned on the
transformed information of past observed contexts (HC(X), YC) := (Hi, Yi)i∈C = (Φ(Xi), Yi)i∈C ,
in which we certainly have C ⊂ T from the instinct of time series. Therefore, those conditional
distributions are expressed as:
p(YT |XT , XC , YC) :=
∫
p(YT |HT , HC , YC , r∗C , z)q(z|HC , YC)dz (4)
Here, the mapping from observed inputs to targets vectors is modelled as a stochastic process in
a deterministic transferred space. The fact that ANPs treat samples as multiple realizations of a
stochastic process enables our proposed model to enlighten the underlying ordering dynamics of
sequential data.
3.2 Learning and Inference
We train the model using the evidence lower bound (ELBO) of the conditional log likelihood of YT
as follows
log p(YT |XT , XC , YC) ≥ Eq(z|sT )[log p(YT |XT , r∗C , z)]−DKL(q(z|sT )||q(z|sC)) (5)
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The inference is as follows. First, the input sequences {x¯i}ni=1 ∈ Xn is mapped into representations{hi}ni=1 ∈ Hn using LSTM cells. For notation simplification, we denote HC = Φ(XC) and
HT = Φ(XT ). Then we can derive the lower bound as [Kim et al., 2019]
log p(YT |XT , XC , YC) ≥
Eq(z|HT ,YT ,HC ,YC)[log p(YT |z,HT , HC , YC) + log
q(z|HC , YC)
q(z|HT , YT , HC , YC) ]
(6)
where q(z|HT , YT , HC , YC) is represented in latent path as q(z|sT ) and q(z|HC , YC) is represented
as q(z|sC) with MLPs as shown in the graph above. So we can rewrite the equation as
log p(YT |XT , XC , YC) ≥ Eq(z|sT )[log p(YT |z,HT , HC , YC) + log
q(z|sC)
q(z|sT ) ]
= Eq(z|sT )[log p(YT |z,HT , HC , YC)]−DKL(q(z|sT )||q(z|sC))
(7)
Finally, we apply the deterministic path representation r∗C into the equation with r
∗
C := r(HC , YC)
containing the information of HC and YC and then get
log p(YT |XT , XC , YC) ≥ Eq(z|sT )[log p(YT |HT , r∗C , z)]−DKL(q(z|sT )||q(z|sC)) (8)
Our model is constructed as simple as possible, meanwhile it is able to represent and quantify
predictive uncertainty in sequential data. This is achieved by: (1) First, the input sequence is
transferred into a latent space by a deterministic LSTM network; (2) Second, the distribution over the
functions that map latent sequences to outputs is learned via an ANP. The learning and inference of
ANP-RNN/LSTM model is completely achieved by a probabilistic treatment. Thus, the parameters
of our proposed model are learned by minimizing negative log-likelihood (NLL), and the prediction
are expressed as finding the distribution of targets conditioned on observed contexts.
4 Related Works
Recently, there has been a increasing interest in learning and inferring stochastic processes with neural
networks. Condition Neural Processes (CNPs) [Garnelo et al., 2018a] model a stochastic process but
lack a latent variable for global sampling. Neural Processes (NPs) [Garnelo et al., 2018b] models
the global uncertainty by introducing an explicit latent path. Kim et al. [2019] solved the under-
fitting problem and improved the prediction accuracy of NPs by incorporating cross-attention into a
latent path. Sequential Neural Processes (SNPs) [Singh et al., 2019] were proposed for modeling
non-stationary stochastic process for 4D scene inference with Generative Query Networks (GQN).
The Functional Neural Process (FNPs) [Louizos et al., 2019] learn the distribution of a function
by building a graph of dependencies among local latent variables. Generative Query Networks
(GQNs) [Eslami et al., 2018, Kumar et al., 2018] model the prediction that renders a frame of scene
conditioned on a viewpoint, and are regarded as a special case of NPs where x are viewpoints and y
are frames.
Learning from stochastic temporal sequence has been long regarded as a critical problem in the control
and dynamical system literature. State-space models (SSM) and generative autoregressive models are
usually applied to describe stochastic temporal processes [Van Overschee and De Moor, 2012]. In
the deep stochastic SSM domain, when Chung et al. [2015] added an auto-regressive mechanism to
the latent, Deep Kalman Filters (DKF) [Krishnan et al., 2016] and Deep Variational Bayes Filters
(DVBF) [Karl et al., 2016] adopted Markovian state transition models for latent states and emission
models for observations respectively. Similarly, the above connections can be incorporated into
either RNN or Stochastic RNN [Biswas and Gall, 2018]. Recurrent SSM have also been proposed
[Doerr et al., 2018] for learning long-term dependencies. Another approach to learn the latent topics
in the sequence is developed by combining LSTM with a latent topic model [Jo et al., 2017] or
statistic. Other variants and inference approximations related to modeling stochastic sequences are
proposed by Fraccaro et al. [2017] and Krishnan et al. [2017]. In addition, Gemici et al. [2017]
and Fraccaro et al. [2018] attach a memory to transition models in order to capture the long-term
nonlinear dependencies.
Gaussian Processes (GPs) [Williams] are also prevalent in time series modeling. GP-based SSM
[Eleftheriadis et al., 2017, Wang et al., 2006] are introduced in which GPs are adoped as either
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Figure 4: Quantitative comparison between NP, ANP and ANP-LSTM for 1D function regression
with random GP kernel hyperparameters. Left: Negative log-likelihood (NLL) for target points
given contexts against training iterations for different model settings. Right: Sample predictive mean
and variance conditioned on the same context from NP, ANP and ANP-LSTM of different attention
mechanisms at iteration t = 400. The true underlying function is shown in slim black dashed lines
while the observed contexts are thick black lines. Best viewed in color.
transition or observation functions. Recurrent GP [Mattos et al., 2015] extends the GP-SSM models
by applying a recurrent architecture with GP-basd activation functions, however, this model suffers
from a sophisticated approximation procedure. Furthermore, GP-LSTM [Al-Shedivat et al., 2016]
was developed to learn GP kernels with recurrent structure, in which the kernels are learnt via joint
optimization for deep networks [Wilson et al., 2016b,a] and dropout in order to pursue flexibility and
scalability [Wilson et al., 2015].
The most recent related work to our proposed model is GP-LSTM[Al-Shedivat et al., 2016], in
which the rare input is embedded by a recurrent neural network for a Gaussian Process regression.
However, the sophisticated semi-stochastic block-gradient optimization procedure of GP-LSTM
limits its usage. ANP-RNN/LSTM shares a similar philosophy with the GP-LSTM and can learn
and predict efficiently due to the neural network structure inherited from NPs. The SNP mentioned
above is capable of modeling a non-stationary stochastic process, whereas ANP-RNN/LSTM learns
the distribution of a stochastic process by best utilizing the ordering and recurrent information in an
observed continues sequence. Moreover, the SNP enhance the latent state zt by a recurrent structure,
while ANP-RNN/LSTM preserves the global latent z, as well as the local representation r∗, and
therefore can better capture the long and short term dependencies in the ordering of a time sequence.
5 Experiments
Since the ANP-RNN learns the stochastic process and is trained on multiple realizations of a stochastic
process. At each training iteration, a batch of realizations is drawn from the data generating stochastic
process. In order to investigate the ANP-RNN’s ability to predict temporal dynamics, with the x axis
treated as time index, a sequence of these realizations are selected as contexts and targets. The same
decoder architecture is used for all experiments, and 8 heads are used for multihead attention.
1D Function regression on synthetic stochastic process The ANP-RNN/LSTM is first tested on
data generated from a synthetic stochastic process. In order to illustrate ANP-RNN/LSTM’s ability
to predict ordered sequences, we construct the stochastic process by adding a Sine function to a
Gaussian Process with a squared-exponential kernel and small likelihood noise, rather than just
using data from a Gaussian Process. At each iteration, a sequence with fixed length and increment
(X = {xi}50i=1, xn = x0 + 0.1× n) is chosen from the entire function domain (∀n, xn ∈ [−4, 4]) to
serve as both contexts and targets. Although NP, ANP, and ANP-RNN/LSTM are all able to make a
prediction from permutation invariance contexts[Garnelo et al., 2018a, Kim et al., 2019], it is more
straightforward to use ordered observations to predict a time series in real-world situations. Here only
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(a) Point-wise predictions of the ego-vehicle trajectory by Neural Process (NP)
(b) Point-wise prediction of the ego-vehicle trajectory by Attentive Neural Process (ANP)
(c) Point-wise prediction of the ego-vehicle trajectory by LSTM
(d) Point-wise prediction of the ego-vehicle trajectory by ANP-LSTM
Figure 5: Qualitative comparison of the NP, ANP, LSTM and ANP-LSTM predictions of the lane-
changing behavior of autonomous vesicles. Slim dashed lines correspond to the ground truth, blue
lines correspond to predictive mean and light blue area depicts the point-wise variance.
the cross-attention in the deterministic path is used for ANP and ANP-RNN/LSTM, and we use the
same encoder/decoder architecture for NP, ANP, and ANP-RNN/LSTM except for the cross-attention.
Figure 4 (left) gives negative log-likelihood (NLL) of targets conditioned on giving contents
1
|T |
∑
i∈T Eq(z|SC)[log p(yi|xi,r,z)] for different models trained on a synthetic time series stochas-
tic process. ANP-RNN/LSTM displays a more rapid decrease in NLL compared to (A)NP models,
especially for the former with multi-head attention. More qualitative results are provided in Appendix
A to demonstrate the performance of different models at different time step. Meanwhile, it can be
seen that the multi-head attention mechanism performs better than Laplace attention. In Figure 4
(right), the learned conditional distributions are shown for a qualitative comparison between different
models with different attention mechanisms. The predictive mean of both the NP and ANP with
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1s 2s 3s 4s MSE NLL
LSTM µ 0.286 -0.330 -0.588 -0.776 1.4500 —
σ — — — — — —
NP µ — — — — 92778 203882
σ — — — — — —
ANP µ — — — — 7024.45 353693
σ — — — — — —
ANP-LSTM µ 0.020 0.109 0.130 0.203 0.1673 -0.0229
σ 0.235 0.276 0.307 0.332 — —
Table 1: Absolute Mean Errors and Standard Deviation of the Trajectory Prediction Compared
with the Ground-True h in the Lateral Direction. The Unit is in Meters except for the negative log
likelihood (NLL). The predictive µ and σ of NP and ANP are omitted since they completely failed
model the target vehicle trajectory.
multi-head attention underfits the context. NP attempts to capture the global information of data
however results in learning a large likelihood noise, while ANP is sensitive to local dynamics in
the data and trends to overfiting certain area. Both ANP-RNN/LSTM with Laplace and multi-head
attention mechanism appear to give a good reconstruction of the contexts as well as prediction of con-
texts. Laplace attention is parameter-free (keys and queries are x-coordinates) while the multi-head
attention [Vaswani et al., 2017] makes the query to attend to different keys and thus give smoother
query-values [Kim et al., 2019]. As expected, ANP-RNN/LSTM with multi-head attention gives the
best prediction by capture the underlying structure of the synthetic stochastic process.
Autonomous driving traffic scenarios In this section the ANP-LSTM is applied to an autonomous
driving application along with, Neural Processes (NPs), Attentive Neural Processes (ANPs) and a
plain LSTM. We look into the NGSIM dataset and specifically look for lane changing behaviors. In
each lane changing scenarios, the target car is going to change its lane in the coming seconds and our
goal is to predict its trajectory given the information of its surrounding vehicles. The trajectory of
the target vehicle is regarded as a collection of real-value vectors y = {yt}nt=1, yt ∈ Rd, where n is
the length of trajectory. The sequence of all surrounding vehicle positions are depicted as vectors
of measurements x¯1 = [x1] , x¯2 = [x1,x2], . . . , x¯n = [x1,x2, . . . ,xn]. Assuming only the most
recent L steps of surrounding vehicle positions carries crucial information for predicting target vehicle
trajectory, and let X¯ = {x¯t}nt=1 be a collection sequences x¯i = [xi−L+1,xi−L+2, ...,xi−L+L]
with corresponding length L, where xi ∈ X . Therefore, we can model and infer the trajectory
of interactive vehicle lane changing by model the distribution of a mapping f : X 7→ Rd. The
difficulty of this tasks lays in the extremely complicated interaction between the target vehicle and
surrounding vehicles. Considering that the longitudinal and lateral vehicle dynamics are usually
treated separately[Rajamani, 2011], our model is trained to predict the two longitudinal and lateral
trajectory separately and then jointly predict the positions per frame of the target vehicle.
As attentive neural processes adopts a loss in the form of an approximation of Negative Log-likelihood
(NLL), a normal distribution over our target position is given each frame instead of merely a mean
prediction. From the Figure 5 we can see that NP, ANP and LSTM cannot capture the hidden
structure of the stochastic process and give poor predictions. NP and ANP tend to assign huge
standard deviation because of the immense uncertainty of prediction. Thus, the trajectory distribution
mean is far from the ground truth. LSTM, as it only predicts a single estimate using mean squared
error (MSE), always falls into a local optimum which fails to capture the movement of the vehicle.
As for ANP-LSTM, the predicted distribution captures the ground truth closely, indicates that our
proposed ANP-LSTM(RNN) is capable of learning and predicting complicated sequential data. the
LSTM part models the time series information into the ANP and then the ANP infers the trajectory
using the context information to get quite close prediction curves and velocity fields.
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6 Conclusion
In this paper, Recurrent Attentive Neural Process, or alternatively, ANP-RNN is proposed to model a
stochastic process from ordered sequential data. It is demonstrated that this model outperforms NPs,
ANPS and LSTM models in terms of accuracy, NLL and qualitative comparison. The ANP-RNN
expands the capability of Neural Processes based approaches of learning real-word time series. There
exists a large scope of future research for ANP-RNN. Whereas Singh et al. [2019] added a recurrent
in the latent of Neural Process for capture non-stationary dynamics of a stochastic process, their
structure could be combined with ANP-RNN in order to better model the complex sequential data
from real-world scenarios. Last but the not least, the modest incorporation of NPs and LSTM models
makes ANP-RNN open to different variants of recurrent neural networks [Oliva et al., 2017] and
neural process [Singh et al., 2019, Louizos et al., 2019], and thus bless ANP-RNN with huge potential
to solve real-world problems.
References
Maruan Al-Shedivat, Andrew Gordon Wilson, Yunus Saatchi, Zhiting Hu, and Eric P Xing. Learning
scalable deep kernels with recurrent structure. arXiv preprint arXiv:1610.08936, 2016.
Sovan Biswas and Juergen Gall. Structural recurrent neural network (srnn) for group activity analysis.
In 2018 IEEE Winter Conference on Applications of Computer Vision (WACV), pages 1625–1632.
IEEE, 2018.
Junyoung Chung, Kyle Kastner, Laurent Dinh, Kratarth Goel, Aaron C Courville, and Yoshua Bengio.
A recurrent latent variable model for sequential data. In Advances in neural information processing
systems, pages 2980–2988, 2015.
Andreas Doerr, Christian Daniel, Martin Schiegg, Duy Nguyen-Tuong, Stefan Schaal, Marc Toussaint,
and Sebastian Trimpe. Probabilistic recurrent state-space models. arXiv preprint arXiv:1801.10395,
2018.
Stefanos Eleftheriadis, Tom Nicholson, Marc Deisenroth, and James Hensman. Identification of
gaussian process state space models. In Advances in neural information processing systems, pages
5309–5319, 2017.
SM Ali Eslami, Danilo Jimenez Rezende, Frederic Besse, Fabio Viola, Ari S Morcos, Marta Gar-
nelo, Avraham Ruderman, Andrei A Rusu, Ivo Danihelka, Karol Gregor, et al. Neural scene
representation and rendering. Science, 360(6394):1204–1210, 2018.
Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-agnostic meta-learning for fast adaptation of
deep networks. In Proceedings of the 34th International Conference on Machine Learning-Volume
70, pages 1126–1135. JMLR. org, 2017.
Marco Fraccaro, Simon Kamronn, Ulrich Paquet, and Ole Winther. A disentangled recognition
and nonlinear dynamics model for unsupervised learning. In Advances in Neural Information
Processing Systems, pages 3601–3610, 2017.
Marco Fraccaro, Danilo Jimenez Rezende, Yori Zwols, Alexander Pritzel, SM Eslami, and Fabio
Viola. Generative temporal models with spatial memory for partially observed environments. arXiv
preprint arXiv:1804.09401, 2018.
Marta Garnelo, Dan Rosenbaum, Christopher Maddison, Tiago Ramalho, David Saxton, Murray
Shanahan, Yee Whye Teh, Danilo Rezende, and SM Ali Eslami. Conditional neural processes. In
International Conference on Machine Learning, pages 1690–1699, 2018a.
Marta Garnelo, Jonathan Schwarz, Dan Rosenbaum, Fabio Viola, Danilo J Rezende, SM Eslami, and
Yee Whye Teh. Neural processes. arXiv preprint arXiv:1807.01622, 2018b.
Mevlana Gemici, Chia-Chun Hung, Adam Santoro, Greg Wayne, Shakir Mohamed, Danilo J Rezende,
David Amos, and Timothy Lillicrap. Generative temporal models with memory. arXiv preprint
arXiv:1702.04649, 2017.
9
Alex Graves, Abdel-rahman Mohamed, and Geoffrey Hinton. Speech recognition with deep recurrent
neural networks. In 2013 IEEE international conference on acoustics, speech and signal processing,
pages 6645–6649. IEEE, 2013.
Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural computation, 9(8):
1735–1780, 1997.
Yohan Jo, Lisa Lee, and Shruti Palaskar. Combining lstm and latent topic modeling for mortality
prediction. arXiv preprint arXiv:1709.02842, 2017.
Maximilian Karl, Maximilian Soelch, Justin Bayer, and Patrick van der Smagt. Deep variational
bayes filters: Unsupervised learning of state space models from raw data. arXiv preprint
arXiv:1605.06432, 2016.
Hyunjik Kim, Andriy Mnih, Jonathan Schwarz, Marta Garnelo, Ali Eslami, Dan Rosenbaum, Oriol
Vinyals, and Yee Whye Teh. Attentive neural processes. arXiv preprint arXiv:1901.05761, 2019.
Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv preprint
arXiv:1312.6114, 2013.
Rahul G Krishnan, Uri Shalit, and David Sontag. Deep kalman filters. 2016.
Rahul G Krishnan, Uri Shalit, and David Sontag. Structured inference networks for nonlinear state
space models. In Thirty-First AAAI Conference on Artificial Intelligence, 2017.
Ananya Kumar, SM Eslami, Danilo J Rezende, Marta Garnelo, Fabio Viola, Edward Lockhart, and
Murray Shanahan. Consistent generative query networks. arXiv preprint arXiv:1807.02033, 2018.
Christos Louizos, Xiahan Shi, Klamer Schutte, and Max Welling. The functional neural process,
2019.
César Lincoln C Mattos, Zhenwen Dai, Andreas Damianou, Jeremy Forth, Guilherme A Barreto, and
Neil D Lawrence. Recurrent gaussian processes. arXiv preprint arXiv:1511.06644, 2015.
Junier B Oliva, Barnabás Póczos, and Jeff Schneider. The statistical recurrent unit. In Proceedings of
the 34th International Conference on Machine Learning-Volume 70, pages 2671–2680. JMLR. org,
2017.
R. Rajamani. Vehicle Dynamics and Control. Mechanical Engineering Series. Springer US, 2011.
ISBN 9781461414339. URL https://books.google.com/books?id=cZJFDox4KuUC.
Gautam Singh, Jaesik Yoon, Youngsung Son, and Sungjin Ahn. Sequential neural processes. arXiv
preprint arXiv:1906.10264, 2019.
Ilya Sutskever, Oriol Vinyals, and Quoc V Le. Sequence to sequence learning with neural networks.
In Advances in neural information processing systems, pages 3104–3112, 2014.
Peter Van Overschee and BL De Moor. Subspace identification for linear systems: The-
ory—Implementation—Applications. Springer Science & Business Media, 2012.
Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in neural information
processing systems, pages 5998–6008, 2017.
Jack Wang, Aaron Hertzmann, and David J Fleet. Gaussian process dynamical models. In Advances
in neural information processing systems, pages 1441–1448, 2006.
Christopher KI Williams. Gaussian processes for machine learning, volume 2.
Andrew G Wilson, Zhiting Hu, Ruslan R Salakhutdinov, and Eric P Xing. Stochastic variational deep
kernel learning. In Advances in Neural Information Processing Systems, pages 2586–2594, 2016a.
Andrew Gordon Wilson, David A Knowles, and Zoubin Ghahramani. Gaussian process regression
networks. arXiv preprint arXiv:1110.4411, 2011.
10
Andrew Gordon Wilson, Christoph Dann, and Hannes Nickisch. Thoughts on massively scalable
gaussian processes. arXiv preprint arXiv:1511.01870, 2015.
Andrew Gordon Wilson, Zhiting Hu, Ruslan Salakhutdinov, and Eric P Xing. Deep kernel learning.
In Artificial Intelligence and Statistics, pages 370–378, 2016b.
11
7 Appendix A Qualitative Examples for 1D regression
Figure 6: Qualitative samples for 1D regression task. Each row corresponds to testing results at time
step t = 80, 160, 240, 320, 400 respectively. Each column demonstrates the results generated by NP,
ANP, and ANP-LSTM.
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