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Resumen
Para reducir los costos de bu´squeda y acelerar los tiempos de respuestas sobre grandes coleccio-
nes de datos se utilizan ı´ndices que particionan los datos en subconjuntos de manera tal que las
respuestas a las consultas pueden ser evaluadas sin examinar exhaustivamente toda la coleccio´n.
A medida que crece la complejidad de los tipos de datos modernos los espacios me´tricos obtienen
mayor popularidad como paradigma de recuperacio´n de informacio´n. Un ı´ndice propuesto recien-
temente es el D-Index el cual es una estructura de mu´ltiples niveles que permite dividir recursi-
vamente los objetos del espacio me´trico en conjuntos separables. Este ı´ndice combina te´cnicas de
clustering y te´cnicas basadas en pivotes para realizar las bu´squedas por similitud.
Por otro lado, la resolucio´n de consultas sobre este tipo de ı´ndices tiende a ser muy costosa por
la dificultad que implica la ejecucio´n de la funcio´n de similitud, la cual depende del tipo de objeto
multimedial utilizado (vı´deo, sonido, imagen, etc.). La computacio´n paralela es un paradigma que
permite reducir los tiempos de ejecucio´n de los algoritmos. Existen dos escuelas referentes a la
comunicacio´n en un disen˜o paralelo: sı´ncrona y ası´ncrona. En particular en este trabajo utilizamos
el modelo de computacio´n paralela sı´ncrono Bulk-Synchronous Parallel - BSP que provee un mo-
delo de costo sencillo que permite predecir los tiempos de ejecucio´n de los algoritmos paralelos.
Keywords: espacios me´tricos, bu´squeda por similitud, D-Index.
1. Introduccio´n
Con el crecimiento desmesurado de informacio´n y la evolucio´n de las tecnologı´as de informacio´n y
comunicacio´n, han surgido almacenamientos no estructurados de informacio´n. No so´lo se consultan
nuevos tipos de datos tales como texto libre, ima´genes, audio y vı´deo, sino que adema´s, en algunos
casos, ya no se puede estructurar ma´s la informacio´n en claves y registros. Au´n cuando sea posible
una estructuracio´n cla´sica, nuevas aplicaciones tales como la minerı´a de datos requieren acceder a la
base de datos por cualquier campo y no so´lo por aquellos marcados como claves. Estos tipos de datos
son difı´ciles de estructurar para adecuarlos al concepto tradicional de bu´squeda. Ası´, han surgido
aplicaciones en grandes bases de datos en las que se desea buscar objetos similares. Este tipo de
bu´squeda se conoce con el nombre de bu´squeda por proximidad o bu´squeda por similitud y tiene
aplicaciones en un amplio nu´mero de campos. Algunos ejemplos son bases de datos no tradicionales,
bu´squeda de texto, recuperacio´n de informacio´n, aprendizaje de ma´quina y clasificacio´n; so´lo para
nombrar unos pocos.
Como en toda aplicacio´n que realiza bu´squedas, surge la necesidad de tener una respuesta ra´pi-
da y adecuada, y un uso eficiente de memoria, lo que hace necesaria la existencia de estructuras de
datos especializadas que incluyan estos aspectos. El planteo general del problema es: existe un uni-
verso U de objetos y una funcio´n de distancia positiva d : U × U → R+ definida entre ellos. Esta
funcio´n de distancia satisface los tres axiomas que hacen que el conjunto sea un espacio me´trico:
positividad estricta (d(x, y) = 0 ⇔ x = y), simetrı´a (d(x, y) = d(y, x)) y desigualdad triangular
(d(x, z) <= d(x, y) + d(y, z)). Mientras ma´s similares sean dos objetos menor sera´ la distancia
entre ellos. Tenemos una base de datos finita S ⊆ U que puede ser preprocesada (ej. para construir un
ı´ndice). Luego, dado un nuevo objeto del universo (una query q), debemos recuperar todos los objetos
similares que se encuentran en la base de datos. Existen dos consultas ba´sicas de este tipo:
Bu´squeda por rango: recuperar todos los objetos de S a distancia r de un objeto q dado.
Bu´squeda de k vecinos ma´s cercanos: dado q, recuperar los k objetos ma´s cercanos a q en S.
La distancia se considera costosa de evaluar (por ejemplo, comparar dos huellas dactilares). Ası´,
es usual definir la complejidad de la bu´squeda como el nu´mero de evaluaciones de distancia realiza-
das, dejando de lado otras componentes tales como tiempo de CPU para computaciones colaterales,
y au´n tiempo de E/S. Dada una base de datos de |S| = n objetos el objetivo es estructurar la base
de datos de forma tal de realizar menos de n evaluaciones de distancia (trivialmente n bastara´n). Un
caso particular de este problema surge cuando el espacio es un conjunto D-dimensional de puntos y la
funcio´n de distancia pertenece a la familia Lp de Minkowski: Lp = (
∑
1<=i<=d |xi..yi|
p)1/p. Existen
me´todos efectivos para buscar sobre espacios D-dimensionales, tales como kd-trees [2] o R-trees [6].
Sin embargo, para 20 dimensiones o ma´s esas estructuras dejan de trabajar bien. Nos dedicamos en
este trabajo a espacios me´tricos generales, aunque las soluciones son tambie´n adecuadas para espa-
cios D-dimensionales. Es interesante notar que el concepto de dimensionalidad se puede tambie´n
traducir a espacios me´tricos: la caracterı´stica tı´pica en espacios de alta dimensio´n con distancias Lp
es que la distribucio´n de probabilidad de las distancias tiene un histograma concentrado, haciendo
ası´ que el trabajo realizado por cualquier algoritmo de bu´squeda por similitud sea ma´s dificultoso
[3, 9]. Para espacios me´tricos generales existen numerosos me´todos para preprocesar la base de datos
con el fin de reducir el nu´mero de evaluaciones de distancia [6]. Todas aquellas estructuras traba-
jan ba´sicamente descartando objetos mediante la desigualdad triangular, y la mayorı´a usa la te´cnica
dividir para conquistar.
Las estructuras de datos para espacios me´tricos se pueden clasificar en te´cnicas basadas en pivo-
tes o basadas en clustering. La te´cnica de pivotes selecciona algunos objetos como pivotes y luego
calcula la distancia entre los pivotes y los objetos de la coleccio´n. Para una consulta (q, r) se calcula
la distancia entre la consulta y todos los pivotes y donde r es el radio usado durante la bu´squeda. Los
objetos x de la coleccio´n que no satisfacen la condicio´n |d(pi, x)− d(pi, q)| > r pueden ser descar-
tados debido a la desigualdad triangular. Luego, se construye una lista de candidatos con los objetos
que no pueden ser descartados, y e´stos deben ser comparados directamente con la consulta.
Varios algoritmos como [17, 12, 1], son implementaciones basadas en esta idea, y ba´sicamente
difieren entre sı´ por la estructura adicional utilizada para reducir costo de CPU, pero no en el nu´mero
de evaluaciones de distancias. Algunos algoritmos basados en estructuras de a´rbol que utilizan esta
idea son [4, 15, 11] de un modo ma´s indirecto: seleccionan un pivote como raı´z del a´rbol y dividen el
espacio de acuerdo a las distancias de los objetos a la raı´z.
Las te´cnicas de clustering particionan la coleccio´n de objetos en grupos llamados clusters de for-
ma tal que objetos similares caen dentro del mismo grupo. Luego, se divide el espacio en zonas com-
pactas en forma recursiva, y se almacena un “punto” representativo para cada zona llamado centro
ma´s alguna informacio´n adicional que permite descartar zonas completas al momento de procesar una
consulta. Algunas de las estructuras ma´s importantes son: Bisector Trees (BST) [10], Generalized-
Hyperplane Tree (GHT) [15], Geometric Near-neighbor Access Tree (GNAT) [3], MTree [7], List of
Clusters [5] y Spatial Approximation Tree (SAT) [13].
2. D-Index
El D-Index [8] es una estructura reciente que combina novedosas te´cnicas de clustering con te´cni-
cas basadas en pivotes, para acelerar la ejecucio´n de consultas por rango o por vecino ma´s cercano
para grandes colecciones de objetos. Este ı´ndice esta´ disen˜ado para minimizar la cantidad de datos
accedidos y la cantidad de evaluaciones de distancias. Utiliza una te´cnica novedosa que recursiva-
mente agrupa los objetos en particiones separables y se combina con una estrategia basada en pivotes,
denominada te´cnica de filtro para reducir el costo de las operaciones de I/O.
La idea ba´sica del D-Index es crear una estructura de almacenamiento de mu´ltiples niveles que
utiliza en cada nivel una funcio´n denominada ρ-split para separar los objetos en distintas particiones.
Cada nivel se divide en buckets y uno de estos buckets, denominado bucket de exclusio´n, mantiene
aquellos objetos que no pertenecen a ninguno de los buckets del nivel que esta´ siendo analizado.
En el primer nivel se utiliza una funcio´n ρ-split sobre toda la coleccio´n para separar los objetos en
diferentes buckets. Para el resto de los niveles, los objetos mapeados al bucket de exclusio´n del nivel
anterior, son candidatos para ser almacenados en los buckets del nivel actual. Finalmente el bucket de
exclusio´n del u´ltimo nivel forma el bucket de exclusio´n de la estructura completa D-Index.
6º Nivel: 2 buckets
1º Nivel: 4 buckets
2º Nivel: 4 buckets
bucket de exclusion
3º Nivel:  2 buckets
4º Nivel: 2 buckets
5º Nivel: 2 buckets
Figura 1: Ejemplo de la estructura D-Index.
La Figura 1 presenta una estructura D-Index variando el nu´mero de buckets por nivel. La estructura
consiste de seis niveles. Los buckets de exclusio´n que son particionados recursivamente se muestran
con lı´neas punteadas.
3. P-DIndex: Paralelizando el D-Index
La paralelizacio´n de una estructura de datos que cumple la funcio´n de ı´ndice sobre una coleccio´n de
objetos, tiene como principal objetivo reducir los costos bu´squedas sobre esa coleccio´n. En particular
estamos trabajando con el modelo bulk-synchonous BSP [16] que es un modelo sincro´nico y que pude
competir con librerı´as de pasaje de mensajes ası´ncronas. La principal ventaja de BSP es que tiene
un modelo de costo que permite evaluar los costos de co´mputo y comunicacio´n de los algoritmos
paralelos. En este modelo una computadora es vista como un conjunto de procesador-memoria y la
ejecucio´n de un algoritmo se divide en superpasos. En cada superpaso se realizan las siguientes
tareas: recibir mensajes, procesar datos locales y/o enviar mensajes. Cada superpaso finaliza con una
sincronizacio´n por barreras de todos los procesadores.
Con el fin de obtener una paralelizacio´n eficiente de los algoritmos del D-Index, es necesario
obtener ciertas caracterı´sticas:
Balance de carga: permite que todos los procesadores que conforman al servidor tengan la mis-
ma carga de trabajo, y evita que algunos procesadores queden ociosos. ´Esta es una caracterı´stica
esencial en los sistemas basados en un modelo sı´ncrono.
Distribucio´n uniforme de la coleccio´n de datos: esta caracterı´stica permite asegurar un mejor
balance de carga.
Reducir el nu´mero de iteraciones (o superpasos): En los modelos sı´ncronos es fundamental
minimizar el nu´mero de superapsos necesarios para la resolucio´n de las consultas. Minimizando
el nu´mero de superpasos se logra reducir el nu´mero de sincronizaciones por barrera.
Otro aspecto importante en el disen˜o e implementacio´n de un algoritmo paralelo sı´ncrono es
limitar la cantidad de trabajo que debe realizarse en cada superpaso. Esto ha demostrado ser una
efectiva te´cnica para mejorar el rendimiento de los algoritmos reduciendo su tiempo de ejecucio´n
final [14].
El disen˜o paralelo del D-Index se puede realizar utilizando un esquema de particionado local o
global. En el primer caso, la coleccio´n de datos es distribuida uniformemente entre todos los proce-
sadores del servidor y luego cada procesador construye su propio ı´ndice D-Index utilizando los datos
almacenados localmente. La resolucio´n de una consulta, utilizando este esquema de particionado, no
involucra comunicacio´n entre los procesadores, so´lo al comienzo (start-up de la consulta) y al final de
la bu´squeda para recolectar los resultados obtenidos.
Al utilizar un esquema de particionado global, se construye un u´nico ı´ndice D-Index secuencial
y luego se distribuyen los buckets en forma multiplexada entre los procesadores del servidor, para
garantizar una distribucio´n uniforme del ı´ndice y mejorar el balance de carga. Este esquema tiene un
costo elevado de construccio´n y actualizacio´n. Pero en general tiende a presentar un mejor rendimien-
to durante la resolucio´n de consultas.
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