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Abstract. In this paper, we use the variational inequality theory coupled with finite dif- 
ference technique to obtain an approximate solution for a class of obstacle problems in 
elasticity, like those describing the equilibrium configuration of an elastic string stretched 
over an elastic obstacle. The variational inequality formulation is used to discuss the prob- 
lem of uniqueness and existence of the solution of the obstacle problems. 
1980 AMS(MOS) Subject Class%cation:49A29, 49D20, 65K10, 73C15, 73C60. 
1. INTRODUCTION 
Variational inequality theory has become an effective and powerful tool for studying ob- 
stacle and unilateral problems arising in mathematical and engineering sciences. This 
theory has developed into an intcrczting branch of applicable mathematics, which con- 
tains a wealth of new ideas for inspiration and motivation to do research. It has been 
shown by Kikuchi and Oden [l] that the problem of equilibrium of elastic bodies in con- 
tact with a rigid foundation can be studied in the framework of variational inequality 
theory. In a variational inequality formulation, the location of the free boundary (contact 
problem) becomes an intrinsic part of the solution and no special techniques are needed 
to locate it. Various numerical methods are being developed and applied to find the 
numerical solutions of the obstacle problems including the finite difference technique. In 
principle, the finite difference techniques cannot be applied directly to solve the obstac!e 
problems. However, if the obstacle function is known, one can characterize the obstacle 
problem by a sequence of boundary value problems without constraints via the varia- 
tional inequality and penalty function. The computational advantage of this method is 
its simple applicability for solving differential equations. Such types of penalty function 
methods have been used quite effectively by Noor and Tirmizi [2] as a basis for obtaining 
numerical solutions for some obstacle problems. In this paper, we use the finite difference 
method for solving a class of obstacle problems. 
For the purpose of some numerical experience, we consider the simple example of an 
elastic string lying over an elastic obstacle. The formulation and approximation of an 
elastic string is very simple, however, it should be emphasized that the kind of numerical 
problems which occur for more complicated system will be the same. In section 2, we 
formulate the problem. Using the penalty function technique of Lewy and Stampachhia 
(31, we characterize the variational inequality by a sequence of variational equations. 
Numerical methods and convergence is discussed in Section 3. 
2. FORMULATION 
Let H be a real Hilbert space on which the inner product and norm are denoted by (., .) 
and 11 . 11 respectively. Let M be a closed convex set in H. Let a(u,u) be a coercive 
continuous bilinear form on H, that is, there exists constants (Y > 0, /3 > 0 such that 
and 
u(u,u) L a~~~~~~, for all ucH. 
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a(w) I PIlull Ilull, for 
H, then it is well known 
[4, 51 that there exists a unique solution ueM such that 
4% u - 4 2 (f, u - u), for all ueM. (2.1) 
The inequality (2.1) k is nown as variational inequality. If u(u, u) is a symmetric bilinear 
form, then (2.1) is equivalent to finding the minimum of I[u] on M, where 
I[u] = a(u, u) - 2(f, u). (2.2) 
We now consider a novel and simple, but a powerful method for solving variational 
inequality (2.1). F 11 o owing the penalty function technique of Lewy and Stampacchia 
[3], the variational inequality (2.1) can be characterized by a sequence of variational 
equations as: 
4% 4 + w - Mu - a4 = (f, 4, (2.3) 
for all ueH, where v(t) is the discontinuous function defined by 
u(t) = 1 1, fort20 0, for t < 0 (2.4 
is known as the penalty function and + < 0 on the boundary is an elastic obstacle. For 
full details, see Rodrigues [5] and Kikuchi and Oden [l]. 
3. NUMERICAL RESULTS 
Noor and Tirmizi [2] were able to find the approximate solution of (2.3) on a specific 
interval and developed methods of order two and four. Here we extend our previous 
observation and solve (2.3) on the whole interval. 
As an example, we consider the following nonlinear equations, which has been written 
after using the idea of Lewy and Stampacchia [3]. 
u’) - V(U-$)(u-(jl)=o, o<x<?r 
u(0) = 0 = u(z) I 
(3.1) 
where r/l is the given obstacle function defined by 
-1, for 0 2 2 5 z/4 
Ijl(z) = I 1, for p 4 5 x <3z/4 
-1, for E 4 Iz1r 
(3.2) 
Equation (3.1) describes the equilibrium configuration of an elastic string pulled at the 
ends and lying over an elastic step of constant height 1 and unit rigidity. Since the 
obstacle function 3 is known, so it is possible to find the solution of the problem in 
the interval (0, z). Consequently from (3.1) and (3.2) we obtain the following system of 
equations 
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u” = 0 for 0 < 2 < ; and $ < x < 1~ (i) 
u’) - u = -1for q<x< F (ii) 
(3.3) 
With the boundary condition at x = 0, x = ?r and the condition of continuity of u and u’ 
atx=t 
3x 
and x = 4. Now we descretize the interval (0,~) in 4n equal parts where n is 
a positive interger and h = 2. We introduce the following scheme to solve the system 
(3.3i), coupled with (3.3ii) on the whole interval (0, r) as follows: 
-u;+r + 2% - ui_1 = 0, 4 = 1,2,. . . N - 1, (i) 
u’ being continuous at x = r/4, provides; 
UN+1 - UN UN -UN-l - =- 
h h ’ 
Thus - UN+1 + 2uN -UN-r = 0, i = N, (ii) 
-ui+l + (2 + h2) t~~-u~_~=h~;i=N+l,~~~,3N-l, (iii) 
Again u’ being continuous at n = $, gives 
(34 
u3N+l - ‘43N U3N - U3N-1 - =- 
h h 
Thus - U3N+l + 2u3N - U3N-1 = 0, i = 3N (iv) 
and -u~+~+2u~-u~_~=O,i=3N+1,~~~,4N-1. (u) 
The local truncation error term is, however, different iu four quadrants of the interval 
(0,x). The scheme (3.4iii) has the error term as gurv(x), while the schemes (3.4i, ii, 
iv, v) has their error term as h2u”(x). This suggests that overall accuracy has suffered 
and the scheme is no more second order accurate but only first order accurate. This fact 
is also verified from the numerical results obtained. 
The scheme (3.4) can be written in the Matrix form as 
Ag = b, where A is (4N - 1) x (4N - 1) tridiagonal matrix, (3.5) 
and 
A= J+h2DB, 
2 -1 
-1 2 -1 
with J = I I *. *. *. . . . -1 2 _1 2’ (4N-l)x(4N-1) 
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and D is (4N - 1) x (4N - 1) diagonal matrix. It is known (see Henrici 171) that J is 
monotone matrix and hence nonsingular, and also llB[l 5 1. It is now easy to prove on 
the lines of Henrici [7] and Noor and Tirmizi [2], that (3.5) is a convergent scheme of 
first order. 
In Table 1, we give the value of l/Eli for the problem (3.3) whose analytical solution is 
given in Noor and Tirmizi [2]. Our scheme behaves well and gives the results as expected. 
For the sake of comparison we replaced the scheme (3.4%) with more accurate second 
order scheme of Noor and Tirmizi [2], also Tirmizi and Twizell [B], given as 
h2 
-Y,-I + 2Y, - Y,+1 = -g(YZ-l+ 7Y:: + YZ+J. (3.6) 
with local error term as $hIv (z). 
This replacement gave marginal improvement and is not accurate as it should be, mainly 
because the presence of low order schemes in the intervals [0, n/4] and [3x/4, or]. We 
further replaced scheme (3.4iii) with fourth order Numerove’s scheme, but the results 
were not even better than the scheme (3.6). This suggests that higher order schemes 
does not produce better results in the whole interval due to the reason already stated. 
It may be noted that /E/l reduced by a factor 1/2P, where p is the order of the method 
(in our case p = 1). The results were obtained on the VAX 11/785 computer. 
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TABLE 1. OBSERVED llE[l 
h Our scheme (3.4) Scheme 3.6 Numerov’s Scheme 
---- -------- -------- _- ______ 
?r/20 0.250 - 01 0.226 - 01 0.232 - 01 
n/40 0.129 - 01 0.118 - 01 0.121 - 01 
n/80 0.658 - 02 0.603 - 02 0.617 - 02 
4. CONCLUSION 
A tridiagonal scheme has been developed for unilateral problems in elastostatics. Nu- 
merical results were obtained on the whole interval for an elastic string in the presence 
of original barrier. The results are encouraging. More accurate q&diagonal scheme are 
possible - but at the expense of losing the tridiagonality of the matrix. 
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