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BREAKDOWN FOR THE CAMASSA–HOLM EQUATION USING
DECAY CRITERIA AND PERSISTENCE IN WEIGHTED SPACES
LORENZO BRANDOLESE
Abstract. We exhibit a sufficient condition in terms of decay at infinity of the initial
data for the finite time blowup of strong solutions to the Camassa–Holm equation: a
wave breaking will occur as soon as the initial data decay faster at infinity than the
solitons. In the case of data decaying slower than solitons we provide persistence results
for the solution in weighted Lp-spaces, for a large class of moderate weights. Explicit
asymptotic profiles illustrate the optimality of these results.
The original publication is published by International Mathematics Research Notices
(Oxford University Press). Doi:10.1093/imrn/rnr218
1. Introduction
In this paper we consider the Camassa–Holm equation on R,
(1.1) ∂tu+ u∂xu = P (D)
(
u2 + 12(∂xu)
2
)
,
where
(1.2) P (D) = −∂x(1− ∂
2
x)
−1
and t, x ∈ R.
For smooth solutions, equation (1.1) can be also rewritten in the more usual form
(1.3) ∂tu− ∂t∂
2
xu+ 3u∂xu− 2∂xu∂
2
xu− u∂
3
xu = 0.
The Camassa–Holm equation arises approximating the Hamiltonian for the Euler’s equa-
tion in the shallow water regime. It is now a popular model for the propagation of uni-
directional water waves over a flat bed. Its hydrodynamical relevance has been pointed
out in [4], [8]. In this setting, u(x, t) represents the horizontal velocity of the fluid mo-
tion at a certain depth. Interesting mathematical properties of such equation include
its bi-Hamiltonian structure, the existence of infinitely many conserved integral quantities
(see [16]), and its geometric interpretation in terms of geodesic flows on the diffeomorphism
group (see [5], [22]).
Another important feature of the Camassa–Holm equation is the existence of traveling
solitary waves, interacting like solitons, also called “peakons” due to their shape (see [4]):
uc(x, t) = c e
−|x−ct|.
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The peakons replicate a feature that is characteristic for the waves of great height, waves
of largest amplitude that are exact solutions of the governing equations for irrotational
water waves (see [7], [26]). These solutions are orbitally stable: their shape is stable under
small perturbations and therefore these waves are physically recognizable, see [9].
Let us recall that the Cauchy problem associated with equation (1.1) is locally well-
posed (in the sense of Hadamard) in Hs(R) for s > 3/2. See, for example, [10], [11] (see
also [12] for the periodic case), where the well-posedness is also established in slightly
rougher spaces of Besov type.
There exist strong solutions to the Camassa–Holm equation that exist globally and
strong solutions that blow up in finite time. Several criteria can be given in order to
establish whether or not an initially smooth solution develops a singularity after some
time. For example, A. Constantin and J. Escher showed that the solution must blow up
when the initial datum is odd with negative derivative at the origin, or when u0 has in some
point a slope that is less then − 1√
2
‖u0‖H1 . The same authors showed that the solution is
global in time provided that the potential u0 − ∂
2
xu0 associated with the initial value u0
is a bounded measure with constant sign. These and many other important results have
been surveyed by L. Molinet in [24]. See also [5], [20], [29]. The criterion on the potential
was later improved by McKean [23], who actually gave a necessary and sufficient condition
for the global existence of the solution u, in terms of conditions on the sign of u0 − ∂
2
xu0.
The blowup mechanism of strong solutions is quite well understood: such solutions
remain uniformly bounded up to the blowup time and a blowup occurs at a time T ∗ <∞
if and only if limt↑T ∗{infx∈R ∂xu(t, x)} = −∞. This phenomenon is also referred as wave
breaking.
For s < 3/2, the well-posedness of equation (1.1) in Hs is not known (only counterex-
amples to the uniform well-posedness are available, see [19]). However, existence and
uniqueness results of weak solutions have been recently established also in spaces with
low regularity. See, for example, [2], [3], [27], [28] for the construction of weak solutions
arising from H1-data. Such studies are relevant also in connection with the continuation
problem of solutions after the breakdown.
Main contributions. One goal of this paper is to study the persistence and non-persistence
properties of solutions u ∈ C([0, T ],Hs) in weighted spaces. By the Sobolev embedding
theorem, such solutions satisfy supt∈[0,T ]
(
‖u(t)‖p + ‖∂xu(t)‖p
)
< ∞ for all 2 ≤ p ≤ ∞.
We will determine a wide class of weight functions φ such that
sup
t∈[0,T ]
(
‖u(t)φ‖p + ‖∂xu(t)φ‖p
)
<∞.
The analysis of the solutions in weighted spaces is useful to obtain information on their
spatial asymptotic behavior. A second motivation of such analysis is provided by the
paper of Himonas, Misio lek, Ponce and Zhou [20], and by the earlier work of Escauriaza,
Kenig, Ponce and Vega, [13], [14] on the unique continuation of solutions to nonlinear
dispersive equations (the Schro¨dinger and the generalized k-generalized KdV equations):
indeed, studying the spatial properties of the solution u at two different times provides
simple criteria for u to be identically zero.
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In the case of the Camassa–Holm equations, only exponential weights φ(x) = ea|x| with
0 < a < 1 (see [20]), or power weights φ(x) = (1 + |x|)c with c > 0 (see [25]) have
been considered so far in the literature. Moreover, such analysis was performed only in
a weighted-L∞ setting: our class of weights allows us to give a unified approach and to
cover also the case 2 ≤ p <∞.
The novel feature of our approach will be the systematic use of moderate weight func-
tions. Moderate weights are a commonly used tool in time-frequency analysis, see, for
example, [1], [17], but they have received little attention in connection with PDEs, de-
spite their rich harmonic analysis properties. As we shall see later on, in the case
of the Camassa–Holm equations they lead to optimal results (see Theorem 2.2, The-
orem 5.1 and its corollary). Restricting to moderate weights is natural. Indeed, the
Camassa–Holm equation is invariant under spatial translations, and the weighted spaces
Lpφ(R) := L
p(R, φ(x)p dx) are shift invariant if and only if φ is a moderate weight.
The second purpose of this paper is to establish the following blowup criterion: if the
initial datum u0 6≡ 0 is such that
(1.4) lim inf
|x|→∞
e|x|
(
|u0(x)|+ |∂xu0(x)|
)
= 0,
then a wave breaking must occur at some time T ∗ <∞. In particular, a breakdown occurs
when the initial datum satisfies∥∥∥e|x|(|u0|+ |∂xu0|) ∥∥∥
Lp
<∞
for some 1 ≤ p <∞.
The exponential decay assumption for u0 and its derivative looks optimal, as the peakons
uc(x, t) = ce
−|x−ct| are well-known global solutions to (1.1). This second result improves
the conclusion of [20], where the authors showed that compactly supported data lead to a
breakdown.
2. Analysis of the Camassa–Holm equation in weighted spaces
Let us first recall some standard definitions. In general a weight function is simply a
non-negative function. A weight function v : Rn → R is sub-multiplicative if
v(x+ y) ≤ v(x)v(y), ∀x, y ∈ Rn.
Given a sub-multiplicative function v, by definition a positive function φ is v-moderate
if and only if
(2.1) ∃C0 > 0: φ(x+ y) ≤ C0 v(x)φ(y), ∀x, y ∈ R
n.
If φ is v-moderate for some sub-multiplicative function v then we say that φ is moderate.
This is the usual terminology in time-frequency analysis papers, [1], [17]. Let us recall the
most standard examples of such weights. Let
(2.2) φ(x) = φa,b,c,d(x) = e
a|x|b(1 + |x|)c log(e+ |x|)d.
We have (see [15], [17]):
• For a, c, d ≥ 0 and 0 ≤ b ≤ 1 such weight is sub-multiplicative.
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• If a, c, d ∈ R and 0 ≤ b ≤ 1 then φ is moderate. More precisely, φa,b,c,d is φα,β,γ,δ-
moderate for |a| ≤ α, b ≤ β, |c| ≤ γ and |d| ≤ δ.
We will now specify the class of admissible weight functions.
Definition 2.1. An admissible weight function for the Camassa–Holm equation is a locally
absolutely continuous function φ : R → R such that for some A > 0 and a.e. x ∈ R,
|φ′(x)| ≤ A|φ(x)|, and that is v-moderate, for some sub-multiplicative weight function v
satisfying infR v > 0 and
(2.3)
∫
R
v(x)
e|x|
dx <∞.
We recall that a locally absolutely continuous function is a.e. differentiable in R. More-
over, its a.e. derivative belongs to L1loc and agrees with its distributional derivative.
We can now state our main result on admissible weights.
Theorem 2.2. Let T > 0, s > 3/2 and 2 ≤ p ≤ ∞. Let also u ∈ C([0, T ],Hs(R)) be a
strong solutions of the Cauchy problem for equation (1.1), such that u|t=0 = u0 satisfies
u0 φ ∈ L
p(R) and (∂xu0)φ ∈ L
p(R),
where φ is an admissible weight function for the Camassa–Holm equation. Then, for all
t ∈ [0, T ] we have the estimate,
‖u(t)φ‖p + ‖∂xu(t)φ‖p ≤
(
‖u0φ‖p + ‖∂xu0φ‖p
)
eCMt,
for some constant C > 0 depending only on v, φ (through the constants A, C0, infR v and∫ v(x)
e|x|
dx), and
M ≡ sup
t∈[0,T ]
(
‖u(t)‖∞ + ‖∂xu(t)‖∞
)
<∞.
Remark 2.3. The basic example of application of Theorem 2.2 is obtained by choosing the
standard weights φ = φa,b,c,d as in (2.2) with the following conditions
a ≥ 0, c, d ∈ R, 0 ≤ b ≤ 1, ab < 1.
(for a < 0, one has φ(x) → 0 as |x| → ∞: the conclusion of the theorem remains true
but it is not interesting in this case). The restriction ab < 1 guarantees the validity of
condition (2.3) for a multiplicative function v(x) ≥ 1.
The limit case a = b = 1 is not covered by Theorem 2.2. The result holds true, however,
for the weight φ = φ1,1,c,d with c < 0, d ∈ R and
1
|c| < p ≤ ∞, or more generally when
(1 + |·|)c log(e+ |·|)d ∈ Lp(R). See Theorem 5.1 below, which covers the case of such fast
growing weights.
Remark 2.4. Let us consider a few particular cases:
(1) Take φ = φ0,0,c,0 with c > 0, and choose p = ∞. In this case the Theorem 2.2
states that the condition
|u0(x)|+ |∂xu0(x)| ≤ C(1 + |x|)
−c
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implies the uniform algebraic decay in [0, T ]:
|u(x, t)| + |∂xu(x, t)| ≤ C
′(1 + |x|)−c.
Thus, we recover the main result of [25].
(2) Choose φ = φa,1,0,0(x) if x ≥ 0 and φ(x) = 1 if x ≤ 0 with 0 ≤ a < 1. Such
weight clearly satisfies the admissibility conditions of Definition 2.1. Applying
Theorem 2.2 with p =∞ we conclude that the pointwise decay O(e−ax) as x→ +∞
is conserved during the evolution. Similarly, we have persistence of the decay
O(e−ax) as x → −∞. Hence, our Theorem 2.2 encompasses also Theorem 1.2
of [20].
3. Elementary properties of sub-multiplicative and moderate weights
We collect in this section some basic facts on moderate weights. We implicitly assume
the continuity of the weights v and φ.
The weighted space Lpφ(R) = L
p(R, φ(x)p dx) is translation invariant if and only if φ is a
moderate weight. Indeed, if φ is v-moderate one clearly has ‖f(· − y)‖Lp
φ
≤ C0v(y)‖f‖Lp
φ
.
Conversely, if 1 ≤ p <∞ and if Lpφ(R) is translation invariant, then one easily checks that
v(x) := sup
‖f‖
L
p
φ
≤1
‖f(· − x)‖Lp
φ
is sub-multiplicative and that φ is v-moderate. See also [1] for more details.
The interest of imposing the sub-multiplicativity condition on a weight function is also
made clear by the following proposition:
Proposition 3.1. Let v : Rn → R+ and C0 > 0. Then following conditions are equivalent:
(1) ∀x, y : v(x+ y) ≤ C0 v(x)v(y).
(2) For all 1 ≤ p, q, r ≤ ∞ and for any measurable functions f1, f2 : R
n → C the
weighted Young inequalities hold:
‖(f1 ∗ f2)v‖r ≤ C0‖f1v‖p‖f2v‖q, 1 +
1
r
=
1
p
+
1
q
.
Proof. To see that the first claim implies the second one, one writes v(x) ≤ C0v(x−y)v(y)
and then applies the classical Young inequality to |f1|φ and |f2|φ.
Conversely, take p = 1 and q, r = ∞. We can assume that v does not vanish. Let
R(x, y) = v(x)v(x−y)v(y) . Then, for all h ∈ L
1(Rn) we have∣∣∣∣
∫
h(y)R(x, y) dy
∣∣∣∣ =
∣∣∣∣
∫
h(x− y)R(x, y) dy
∣∣∣∣ ≤ C0‖h‖1,
where in the last inequality we applied the weighted Young estimate with p = 1, q, r =∞,
f1 =
h
v and f2 =
1
v . By duality this implies R(x, y) ≤ C0, that is, v satisfies the sub-
multiplicativity inequality (1). 
The moderateness of a weight function is the good condition for weighed Young inequal-
ities with two different weights.
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Proposition 3.2. Let 1 ≤ p ≤ ∞ and v be a sub-multiplicative weight on Rn. The two
following two conditions are equivalent:
(1) φ is a v-moderate weight function (with constant C0).
(2) For all measurable functions f1 and f2 the weighted Young estimate holds
(3.1) ‖(f1 ∗ f2)φ‖p ≤ C0‖f1v‖1 ‖f2φ‖p.
Proof. The proof is similar to the previous one and can be found in [15], but we give it
for the reader’s convenience. It is obvious that the first claim implies the second one.
Conversely, for all h1 = f1v ∈ L
1(R) and h2 = f2φ ∈ L
p(R) we have, by assumption,∫ ∣∣∣∣
∫
h1(x− y)h2(y)R(x, y) dy
∣∣∣∣
p
dx ≤ Cp0‖h1‖
p
1‖h2‖
p
p,
with R(x, y) = φ(x)v(x−y)φ(y) . Now choose h1 = h1,n = n1[x0− 12n ,x0+ 12n ], for some x0 ∈ R and
n = 1, 2, . . ., next choose h2 continuous and compactly supported. The integral on the left
hand side equals ∫
np
∣∣∣∣
∫ x−x0+ 12n
x−x0− 12n
h2(y)R(x, y) dy
∣∣∣∣
p
dx.
By the continuity of y 7→ h2(y)R(x, y) and the dominated convergence theorem, letting
n→∞ we get ∫
|h2(x− x0)|
pR(x, x− x0)
p dx ≤ Cp0‖h2‖
p
p,
for all h2 ∈ Cc(R). We deduce by a duality argument that R(x, x − x0) ≤ C0, for all
x0 ∈ R, that is, φ is v-moderate with constant C0. 
We finish this section by listing further elementary properties of sub-multiplicative and
moderate weights. Even though such properties will not be needed in the sequel, they
shed some light on Definition 2.1. We assume as usual the continuity of v and φ.
(1) If v 6≡ 0 is an even sub-multiplicative weight function, then infR v ≥ 1.
(2) Every nontrivial sub-multiplicative or moderate weight grows and decays not faster
than exponentially: there exists a ≥ 0 such that
e−ae−a|x| ≤ φ(x) ≤ eaea|x|.
(3) Let φ be a locally absolutely continuous v-moderate weight such that C0v(0) = 1
(where C0 is the constant in (2.1)). If v has both left and right derivatives at the
origin, then for a.e. y ∈ R,
|φ′(y)| ≤ Aφ(y).
with A = C0max{|v
′(0−)|, |v′(0+)|}.
In fact, if v′(0+) and φ′(y+) exist, then φ′(y+) ≤ C0v′(0+)φ(y), and if v′(0−) and
φ′(y−) exist, then φ′(y−) ≥ C0v′(0−)φ(y).
We leave to the reader the simple verification of the first two properties.
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4. Proof of Theorem 2.2
Proof of Theorem 2.2. We denote F (u) = u2 + 12(∂xu)
2. We also introduce the kernel
G(x) = 12e
−|x|.
Then the Camassa–Holm equation (1.1) can be rewritten as
(4.1) ∂tu+ u∂xu+ ∂xG ∗ F (u) = 0,
Notice that from the assumption u ∈ C([0, T ],Hs), s > 3/2, we have
M ≡ sup
t∈[0,T ]
(
‖u(t)‖∞ + ‖∂xu(t)‖∞
)
<∞.
For any N ∈ N\{0}, let us consider the N -truncations
f(x) = fN (x) = min{φ(x), N}.
Observe that f : R→ R is a locally absolutely continuous function, such that
‖f‖∞ ≤ N, |f ′(x)| ≤ A|f(x)| a.e.
In addition, if C1 = max{C0, α
−1}, where α = infx∈R v(x) > 0, then
f(x+ y) ≤ C1 v(x)f(y), ∀x, y ∈ R.
Indeed, let us introduce the set UN = {x : φ(x) ≤ N}: if y ∈ UN , then f(x + y) ≤
φ(x+ y) ≤ C0v(x)f(y); if y 6∈ UN , then f(x+ y) ≤ N = f(y) ≤ α
−1v(x)f(y).
The constant C1 being independent on N , this shows that the N -truncations of a v-
moderate weight are uniformly v-moderate with respect to N .
We start considering the case 2 ≤ p <∞. Multiplying the equation (4.1) by f , next by
|uf |p−2(uf) we get, after integration,
(4.2)
1
p
d
dt
(
‖uf‖pp
)
+
∫
|uf |p(∂xu) dx+
∫
|uf |p−2(uf)(f∂xG ∗ F (u)) dx = 0.
The two above integrals are clearly finite since f ∈ L∞(R) and u(·, t) ∈ Hs, s > 3/2, hence
∂xG ∗F (u) ∈ L
1 ∩L∞. Estimating the absolute value of the first integral by M‖uf‖pp and
of the second one by ‖uf‖p−1p ‖f(∂xG ∗ F (u))‖p, we get
d
dt
‖uf‖p ≤M‖uf‖p + ‖f(∂xG ∗ F (u))‖p
≤M‖uf‖p + C1‖(∂xG)v‖1‖F (u)f‖p
≤M‖uf‖p + C2‖F (u)f‖p
≤M ‖uf‖p +MC2‖(∂xu)f‖p .
(4.3)
In the second inequality we applied Proposition 3.2, and in the third we used the pointwise
bound |∂xG(x)| ≤
1
2e
−|x| and we applied condition (2.3). Here, C2 depends only on v and φ.
We now look for a similar inequality for (∂xu)f . Differentiating equation (4.1) with
respect to x, next multiplying by f we obtain
(4.4) ∂t[(∂xu)f ] + uf∂
2
xu+ [(∂xu)f ](∂xu) + f(∂
2
xG) ∗ F (u) = 0.
8 LORENZO BRANDOLESE
Before multiplying this equation by |(∂xu)f |
p−2(∂xu)f and integrating, let us study the
second term. Observe that∫
uf(∂2xu) |(∂xu)f |
p−2(∂xu)f dx
=
∫
u|(∂xu)f |
p−2(∂xu)f
[
∂x
(
(∂xu)f
)
− (∂xu)(∂xf)
]
dx
=
∫
u∂x
(
|(∂xu)f |
p
p
)
−
∫
u|(∂xu)f
∣∣p−2(∂xu)f(∂xu)(∂xf) dx.
But |∂xf(x)| ≤ Af(x) for a.e. x, then it follows that∣∣∣∣
∫
uf(∂2xu) |(∂xu)f |
p−2(∂xu)f dx
∣∣∣∣
≤ p−1‖∂xu‖∞‖(∂xu)f‖pp +A‖u‖∞‖(∂xu)f‖
p
p
≤M(1 +A)‖(∂xu)f‖
p
p.
Now multiplying (4.4) by |(∂xu)f |
p−2(∂xu)f , integrating and using the last estimate,
we get (arguing as before)
d
dt
‖(∂xu)f‖p ≤M(2 +A) ‖(∂xu)f‖p + ‖f(∂
2
xG) ∗ F (u)‖p.
The two functions (∂xu)f and ∂xu belong to L
2 ∩ L∞. Moreover, the kernel G satisfies
∂2xG = G− δ, hence we have f ∗ (∂
2
xG ∗ F (u)) ∈ L
1 ∩ L∞.
In addition, the identity ∂2xG = G − δ and Proposition 3.2 with condition (2.3) imply
that
‖f(∂2xG ∗ F (u))‖p ≤ C3‖F (u)f‖p
≤ C3M
(
‖uf‖p + ‖(∂xu)f‖p
)
.
Hence,
(4.5)
d
dt
‖(∂xu)f‖p ≤ C4M
(
‖uf‖p + ‖(∂xu)f‖p
)
.
Now, summing the inequalities (4.3)-(4.5) and then integrating yields, for all t ∈ [0, T ],
‖u(t)f‖p + ‖(∂xu)(t)f‖p ≤
(
‖u0f‖p + ‖(∂xu0)f‖p
)
exp
(
CMt
)
.
Here C, C3 and C4 are positive constants depending only on φ and v. But for a.e. x ∈ R,
f(x) = fN (x) ↑ φ(x) as N → ∞. As by our assumptions u0φ ∈ L
p(R) and (∂xu0)φ ∈
Lp(R), we arrive at
‖u(t)φ‖p + ‖(∂xu)(t)φ‖p ≤
(
‖u0φ‖p + ‖(∂xu0)φ‖p
)
exp
(
CMt
)
.(4.6)
It remains to treat the case p = ∞. We have u0, ∂xu0 ∈ L
2 ∩ L∞ and f = fN ∈ L∞.
Hence, for all 2 ≤ q <∞ we have as before
‖u(t)f‖q + ‖(∂xu)(t)f‖q ≤
(
‖u0f‖q + ‖(∂xu0)f‖q
)
exp
(
CMt
)
.
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But the last factor in the right-hand side is independent on q. Then letting q → ∞ and
using the well-known fact that the L∞-norm is the limit (possibly = +∞) of Lq norms as
q →∞, implies that
‖u(t)f‖∞ + ‖(∂xu)(t)f‖∞ ≤
(
‖u0f‖∞ + ‖(∂xu0)f‖∞
)
exp
(
CMt
)
.
The last factor in the right-hand side is independent on N . Now taking N → ∞ implies
that estimate (4.6) remains valid for p =∞.

5. Fast growing weights and exact asymptotic profiles
As we observed in Remark 2.3, Theorem 2.2 does not cover some limit cases of fast
growing weights. The purpose of this section is to establish a variant of this theorem that
can be applied to some v-moderate weights φ for which condition (2.3) does not hold. We
recall that condition (2.3) reads ∫
v(x)
e|x|
dx <∞.
Let 2 ≤ p ≤ ∞. Instead of assuming (2.3), we will now put the weaker condition
(5.1) ve−|·| ∈ Lp(R).
It easily checked that for any continuous sub-multiplicative weight function v we have
ve−|·| ∈ L1(R) =⇒ ve−|·| ∈ Lp(R) ∀ 1 ≤ p ≤ ∞,
so that condition (5.1) is indeed weaker than condition (2.3). Indeed, let h = e−|·|v ∈
L1(R). The open set {x : h(x) > 1} is the (possibly empty) disjoint union of open bounded
intervals In = (an, bn) and h(an) = h(bn) = 1. For sufficiently large n, In in included in R
+
(or respectively in R−) and its length is less than one. But for all x, y ≥ 0 (respectively,
x, y ≤ 0) we have 0 ≤ h(x + y) ≤ h(x)h(y), so that for large n, supIn h ≤ sup[− 1
2
, 1
2
] h.
Thus, h ∈ L1 ∩ L∞. This implies ve−|·| ∈ Lp(R) for all 1 ≤ p ≤ ∞.
Theorem 5.1. Let 2 ≤ p ≤ ∞ and φ be a v-moderate weight function as in Definition 2.1
satisfying condition (5.1) instead of (2.3). Let also u|t=0 = u0 satisfy{
u0 φ ∈ L
p(R)
u0φ
1/2 ∈ L2(R)
and
{
(∂xu0)φ ∈ L
p(R),
(∂xu0)φ
1/2 ∈ L2(R).
Let also u ∈ C([0, T ],Hs(R)), s > 3/2 be the strong solution of the Cauchy problem for
equation (1.1), emanating from u0 Then,
sup
t∈[0,T ]
(
‖u(t)φ‖p + ‖∂xu(t)φ‖p
)
<∞.
and
sup
t∈[0,T ]
(
‖u(t)φ1/2‖2 + ‖∂xu(t)φ
1/2‖2
)
<∞.
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Remark 5.2. The two auxiliary conditions u0φ
1/2 ∈ L2 and (∂xu0)φ
1/2 ∈ L2 in Theorem 5.1
are usually very easily checked: they are fulfilled if, for example, φ−1 ∈ L(
p
2
)′ , where
1
q +
1
q′ = 1. Hence, these conditions are automatically satisfied for example when φ(x) ≥
(1 + |x|)α for some α > 1. Such two conditions are also fulfilled as soon as u0 and ∂xu0
belong to Lp
′
Remark 5.3. The main motivation for Theorem 5.1 is to cover the limit case case of the
weights φ = φ1,1,c,d (see (2.2)) that were apparently excluded by Theorem 2.2. Theorem 5.1
tells us that the statement of Theorem 2.2 is in fact valid for such weights provided, for
example, c < 0, d ∈ R and 1|c| < p ≤ ∞.
We can also apply this theorem choosing φ(x) = φ1,1,0,0(x) = e
|x| and p =∞. it follows
that if |u0(x)| and |∂xu0(x)| are both bounded by c e
−|x|, then the strong solution satisfies,
uniformly in [0, T ],
(5.2) |u(x, t)| + |∂xu(x, t)| ≤ Ce
−|x|.
The peakon-like decay (5.2) is the fastest possible decay that is possible to propagate
for a nontrivial solution u. Indeed, arguing as in the proof of Theorem 1.1 of [20] it is not
difficult to see that, for fast enough decaying data (say, |u0(x)|+ |∂xu0(x)| ≤ Ce
−a|x|, with
a > 1/2), the following asymptotic profiles hold:
u(x, t) ∼ u0(x) + e
−xtΦ(t), as x→ +∞
u(x, t) ∼ u0(x)− e
xtΨ(t), as x→ −∞
(5.3)
where Φ(t) 6= 0 and Ψ(t) 6= 0 for all t ∈ [0, T ] (unless u ≡ 0). Thus, if u0(x) = o(e
−|x|),
only the zero solution can decay faster than e−|x| at a later time 0 < t1 ≤ T . We will
prove the validity of the asymptotic profile (5.3) (under slightly weaker conditions) for the
reader’s convenience at the end of this section using the ideas of [20].
Proof of Theorem 5.1. We start observing that φ1/2 is a v1/2-moderate weight such that
|(φ1/2)′(x)| ≤ A2 φ
1/2(x). Moreover, infR v
1/2 > 0. By condition (5.1), v1/2e−|x|/2 ∈ L2p(R),
hence Ho¨lder’s inequality implies that v1/2e−|x| ∈ L1(R). Then Theorem 2.2 applies with
p = 2 to the weight φ1/2 yielding
(5.4) ‖u(t)φ1/2‖2 + ‖(∂xu)(t)φ
1/2‖2 ≤
(
‖u0φ
1/2‖2 + ‖(∂xu0)φ
1/2‖2
)
eCMt.
Setting as before F (u) = u2 + 12 (∂xu)
2 this implies
(5.5) ‖F (u)(t)φ‖1 ≤ K0 e
2CMt.
The constants K0 and K1 below depend only on φ and on the datum.
Arguing as in the proof of Theorem 2.2 we obtain, for p < ∞, the inequalities (recall
that f(x) = fN (x) = min{φ(x), N}):
d
dt
‖uf‖p ≤M‖uf‖p + ‖f(∂xG ∗ F (u))‖p(5.6)
and
d
dt
‖(∂xu)f‖p ≤M(2 +A)‖(∂xu)f‖p + ‖f(∂
2
xG ∗ F (u))‖p(5.7)
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Recall that |∂xG| ≤
1
2e
−|·|. Then combining Proposition 3.2 with condition (5.1) and
estimate (5.5), we get
‖f(∂xG ∗ F (u))‖p ≤ K1 e
2CMt.
The constant in the right-hand side is independent on N . Similarly, recalling that ∂2xG =
G− δ,
‖f(∂2xG ∗ F (u))‖p ≤ ‖f(G ∗ F (u))‖p + ‖fF (u)‖p
≤ K1 e
2CMt +M
(
‖uf‖p + ‖(∂xu)f‖p
)
,
Plugging the two last estimates in (5.6)-(5.7), and summing we obtain
d
dt
(
‖u(t)f‖p + ‖(∂xu)(t)f‖p
)
≤M(3 +A)
(
‖u(t)f‖p + ‖(∂xu)(t)f‖p
)
+ 2K1 e
2CMt
Integrating and finally letting N → ∞ yields the conclusion in the case 2 ≤ p < ∞.
The constants throughout the proof are independent on p. Therefore, for p =∞ one can
rely on the result established for finite exponents q and then let q →∞. The argument is
fully similar to that of Theorem 2.2. 
We finish this section with the proof of the asymptotic profile (5.3). This can be seen as
an extension of Theorem 1.4 of [20], where the assumption of compactly supported data
of [20] is relaxed by putting a more general decay condition at infinity.
Corollary 5.4. Let s > 3/2 and u0 ∈ H
s, u0 6≡ 0, such that
(5.8) sup
x∈R
e|x|/2(1 + |x|)1/2 log(e+ |x|)d
(
|u0(x)|+ |(∂xu0)(x)|
)
<∞,
for some d > 1/2. Then condition (5.8) is conserved uniformly in [0, T ] by the strong solu-
tion u ∈ C([0, T ],Hs) of the Camassa–Holm equation. Moreover, the following asymptotic
profiles (respectively for x→ +∞ and x→ −∞) hold:
(5.9)
{
u(x, t) = u0(x) + e
−xt
[
Φ(t) + (x, t)
]
, with limx→+∞ (x, t) = 0,
u(x, t) = u0(x)− e
xt
[
Ψ(t) + ε(x, t)
]
, with limx→−∞ ε(x, t) = 0,
where, for all t ∈ [0, T ] and some constants c1, c2 > 0 independent on t,
(5.10) c1 ≤ Φ(t) ≤ c2, c1 ≤ Ψ(t) ≤ c2.
Proof. The fact that condition (5.8) is conserved uniformly in [0, T ] by the strong solution
u ∈ C([0, T ],Hs) is a simple application of Theorem 5.1, with p = ∞ and the weight
φ(x) = e|x|/2(1 + |x|)1/2 log(e+ |x|)d . Integrating Equation (4.1) we get
(5.11) u(x, t) = u0(x)−
∫ t
0
∂xG ∗ F (u)(x, s) ds −
∫ t
0
u∂xu(x, s) ds.
We denoted, as before, F (u) = u2 + 12(∂xu)
2.
We have, for t ∈ [0, T ],∣∣∣∣
∫ t
0
u(x, s)∂xu(x, s) ds
∣∣∣∣ ≤ Ce−|x| t(1 + |x|)−1 log(e+ |x|)−2d.
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Then the last term in (5.11) can be included inside the lower order terms of the asymptotic
profiles (5.9).
For 0 < t ≤ T let us set
h(x, t) =
1
t
∫ t
0
F (u)(x, s) ds
and
Φ(t) =
1
2
∫ ∞
−∞
eyh(y, t) dy, Ψ(t) =
1
2
∫ ∞
−∞
e−yh(y, t) dy.
The function (1 + | · |)−1/2 log(e + | · |)−d belongs to L2(R). Then applying Theorem 5.1,
now with p = 2 and the weight φ(x) = e|x|/2 yields
∫
e|y|h(y, t) dy < ∞. We extend
by continuity the definition of Φ and Ψ at t = 0, setting Φ(0) = 12
∫∞
−∞ e
yF (u0)(y) dy
and Ψ(0) = 12
∫∞
−∞ e
−yF (u0)(y) dy. The assumption u0 6≡ 0, ensures the validity of esti-
mates (5.10) with c1, c2 > 0 for all t ∈ [0, T ].
Now using ∂xG(x− y) = −
1
2sign(x− y)e
−|x−y| we get
−
∫ t
0
∂xG ∗ F (u)(s) ds =
e−xt
2
∫ x
−∞
eyh(y, t) dy −
ext
2
∫ ∞
x
e−yh(y, t) dy
= e−xt
[
Φ(t)−
1
2
∫ +∞
x
(
ey + e2x−y
)
h(y, t) dy
]
.
But
0 ≤
∫ +∞
x
(
ey + e2x−y
)
h(y, t) dy ≤ 2
∫ ∞
x
eyh(y, t) dy −→ 0, as x→ +∞,
by the dominated convergence theorem. This proves the first asymptotic profile of (5.9).
In the same way,
−
∫ t
0
∂xG ∗ F (u)(s) ds = −e
xt
[
Ψ(t)−
1
2
∫ x
−∞
(
e−y + ey−2x
)
h(y, t) dy
]
and
0 ≤
∫ x
−∞
(
e−y + ey−2x
)
h(y, t) dy ≤ 2
∫ x
−∞
e−yh(y, t) dy −→ 0, as x→ −∞.
This establish the second asymptotic profile of (5.9). 
Applying Corollary (5.4) we immediately recover the results on the unique continuation
for the Camassa–Holm equation in [6], [18], [20]: for example our profiles (5.9) tell us
that only the zero solution can be compactly supported (or decay faster than e−|x|) at two
different times t0 and t1.
6. Breakdown of solutions of the Camassa–Holm equation
Our next goal is to establish the following blowup criterion based on decay properties.
We show that initial data decaying faster (even if only in a weak sense) than the peakons
uc(x, t) = ce
−|x−ct| lead to a wave breaking effect. Our conclusion (Theorem 6.1 below)
strengthens that of [20], where the authors proved that compactly supported data lead to
a breakdown of the solution.
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Theorem 6.1. Let u0 6≡ 0 be such that u0 ∈ H
s(R), s > 5/2, and
(6.1) lim inf
|x|→∞
e|x|
(
|u0(x)|+ |∂xu0(x)|
)
= 0.
Then the unique strong solution u of the Camassa–Holm equation (1.1) such that u|t=0 =
u0 breaks down in finite time. More precisely, if u ∈ C([0, T
∗),Hs), then T ∗ < ∞ and at
the maximal time T ∗ one has
∫ T ∗
0 ‖∂xu(t)‖∞ dt = +∞.
In particular, a breakdown occurs when the initial datum satisfies∥∥∥e|x|(|u0|+ |∂xu0|) ∥∥∥
Lp
<∞
for some 1 ≤ p <∞.
Proof of Theorem 6.1. We refine the argument used in [20], relying on the study of the sign
of the difference between the solution and its second derivative,m(x, t) = u(x, t)−∂2xu(x, t).
Let m0(x) = m|t=0(x). By contradiction, assume that we have T
∗ = ∞. Applying a
theorem of McKean [23] (see also [21] for a recent alternative proof of McKean’s theorem
and [5] for a previous partial result) we must have
i) Either that m0(x) is of constant sign in R,
ii) Or m0 changes sign in R and ∃x0 ∈ R such that{
m0(x) ≤ 0 for x ≤ x0,
m0(x) ≥ 0 for x ≥ x0.
Let us show that both (i) and (ii) do not hold.
From our assumption we can find two real sequences (an) and (An) such that an → −∞
and An → +∞ and such that∫ An
an
exm0(x) dx =
∫ An
an
ex(u0 − ∂
2
xu0)(x) dx
= eAn(u0 − ∂xu0)(An)− e
an(u0 − ∂xu0)(an)
−→ 0, as n→∞.
As m0 6≡ 0, this implies that m0 must change sign in R, and that (i) does not hold.
If (ii) were satisfied, then we could find x1 < x0 such that m0(x1) < 0. Hence, there
exists δ > 0 (depending only on the values of m0(x) in the interval [x1, x0]) such that, for
n→∞,
−ex0
∫ x0
an
m0(x) dx ≥ −
∫ x0
an
exm0(x) dx+ δ =
∫ An
x0
exm0(x) dx + δ + o(1)
≥ ex0
∫ An
x0
m0(x) dx+ δ + o(1).
Then we get
(6.2) −
∫ x0
an
m0(x) dx ≥
∫ An
x0
m0(x) dx+ δe
−x0 + o(1), as n→ +∞.
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In the same way, there exist two sequences (bn) and (Bn), such that bn < an and
Bn < An, with Bn → +∞ and such that∫ Bn
bn
e−xm0(x) dx = −e−Bn(u0 + ∂xu0)(Bn) + e−bn(u0 + ∂xu0)(bn) −→ 0,
as n→∞.
Moreover, as n→ +∞,
−e−x0
∫ x0
bn
m0(x) dx ≤ −
∫ x0
bn
e−xm0(x) dx =
∫ Bn
x0
e−xm0(x) dx+ o(1)
≤ e−x0
∫ Bn
x0
m0(x) dx+ o(1).
Thus,
(6.3) −
∫ x0
bn
m0(x) dx ≤
∫ Bn
x0
m0(x) dx+ o(1), as n→ +∞.
Combining inequalities (6.2)-(6.3) we get, as n→ +∞,
δe−x0 +
∫ An
x0
m0(x) dx + o(1) ≤ −
∫ x0
an
m0(x) dx ≤ −
∫ x0
bn
m0(x) dx
=
∫ Bn
x0
m0(x) dx+ o(1) ≤
∫ An
x0
m0(x) dx+ o(1).
(6.4)
Letting n→ +∞ we contradict the fact that δ > 0. 
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