In this paper, we develop a greedy randomized adaptive search procedure (GRASP) for the constrained two-dimensional two-staged cutting stock problem. This is a special cutting problem in which the cut is performed in two phases. In the first phase, the stock rectangle is slit down its width into different vertical strips and in the second phase, each of these strips is processed to obtain the final pieces. We propose two different algorithms based on GRASP methodology. One is "piece oriented" while the other is "strip oriented". Both procedures are fast and provide solutions of different structures to this cutting problem. We also propose a path relinking algorithm, which operates on a set of elite solutions obtained with both GRASP methods, to search for improved outcomes. We perform extensive computational experiments with well-known instances which have been previously reported, first to study the effect of changes in critical search parameters and then to compare the efficiency of alternative solution procedures. The experiments establish the effectiveness of our procedure in relation to approaches previously identified as best, especially in large-scale instances.
Introduction
The two-dimensional cutting problem (TDC) consists of cutting a stock rectangle S into rectangular pieces of n different types. , for all i, maximizing the value is equivalent to minimizing the non-used area of S. In this case, the problem is unweighted. If, for any piece i, c i ≠ l i w i , reflecting some other piece characteristics besides its area, the problem is weighted. In this paper we develop algorithms for the more general weighted constrained TDC problem from which the other versions can be considered particular cases.
We also impose some additional conditions on the TDC problem. Specifically, we consider that pieces have a fixed orientation, that is, a piece of dimensions lxw is not the same as a piece of dimensions wxl. We only use guillotine cuts, that is -cuts going from one edge of the current rectangle to the opposite edge. We also limit the number of stages in the cutting process to two. In the two-staged two-dimensional cutting problem (2-TDC), the stock rectangle S is first cut into a set of horizontal (vertical) strips and then in the second stage these strips are cut vertically (horizontally) into the required pieces. We will allow the trimming of the strips, i.e., supplementary horizontal (vertical) cuts within each rectangle obtained in the second stage to produce the pieces. This version of the problem is called the non-exact case, to distinguish it from the exact case in which trimming is not allowed. Note that trimming introduces flexibility in the cutting of the strips (first stage) since pieces of different widths can be allocated in the same strip. Figure 1 . Example of trimming Figure 1 shows a stock rectangle S (on the left hand side) in which we want to cut the two pieces shown below it. We show a strip without trimming (in the center of the figure) and another with trimming (on the right hand side). This figure clearly shows that if no trimming is allowed we can obtain a relatively large amount of waste in the strip; while trimming permits the fitting of smaller pieces to complete the strip in a more efficient way.
The cutting stock problem has generated a considerable amount of research interest over the years, as documented in Dyckhoff (1990) or Sweeney and Paternoster (1992) . It has many practical applications in the paper, textile and other industries. In particular, 2-TDC problems are very common in some applications, as in the timber industry, in which the structure of the saws and other handling considerations impose a cutting process in two-stages (Morabito and Garcia (1998) ). The 2-TDC problem had already been considered by Gomory (1961, 1965) in their seminal work on cutting problems, where an exact dynamic programming approach was proposed. More recently, exact and approximate solution procedures have been developed. Beasley (1985) proposes a dynamic programming procedure. Hifi (2001) and Hifi and Roucairol (2001) develop branch and bound algorithms, while Lodi and Monaci (2003) propose integer linear programming formulations. combine both approaches into a branch and cut and price algorithm. Heuristic procedures appear in the work by Beasley (1985) , who proposes heuristically reducing the state-space of his dynamic programming procedure, and Hifi and Roucairol (2001) who solve a series of bounded knapsack problems for the strips and combine the solutions into a complete solution for the sheet by solving a packing problem. More recently, Hifi and M'Hallah (2003) have proposed some new procedures in which they improve the Hifi and Roucairol algorithm and combine it with local search methods.
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In this paper we develop a heuristic solution procedure for two-staged two-dimensional cutting problems. Our solution procedure is based on constructing, improving and then combining solutions within the framework of GRASP methodology as well as the evolutionary approach known as Path Relinking. The algorithm is designed to solve the more complex, non-exact problem, but it can be easily adapted to the exact case. Section 2 presents the Bottom-Left Procedure, a constructive algorithm which will be used as a building block in the more complex algorithms proposed in the following sections. Section 3 describes two GRASP algorithms, one based on pieces and the other based on strips. Section 4 explores a combination of solutions according to the Path Relinking methodology. Finally, Section 5 contains the computational results and the paper ends with the associated conclusions.
Bottom-Left Procedures
The Bottom-Left procedure (BLP) is a simple and well known method for allocating a set of pieces in a stock rectangle. Basically, the method consists of allocating the pieces in the rectangle following a preestablished order. The first piece is positioned in the bottom-left corner of the rectangle. At each iteration, the next piece in the ordering is selected and moved down and left as far as possible. Then, for each initial ordering of the pieces, the algorithm produces a solution. We now propose some variants of the BLP in order to use them as a baseline for comparison in our experiments, as well as to form part of more complex methods.
In our implementation, we order the pieces by non-increasing width w i . In the first iteration, we select the piece with largest w-value, decrease its demand b by one unit, and allocate it in the bottom-left corner of the rectangle. Note that considering the 2-stage constraint of our problem, the width of this first piece defines the width of the first strip.
In the second iteration, we select the first piece in the ordering with a positive demand, decrease its demand by one unit, and allocate it in the first strip, next to the previously allocated piece. Note that the width of the current piece is lower than or equal to the width of the previous-iteration piece; therefore it is lower than or equal to the width of the strip. We continue in this way until the length l of the selected piece exceeds the remaining length of the strip r s (the difference between L and the sum of the lengths of the pieces added in previous iterations to this strip). The new piece is then allocated in a new strip. The algorithm terminates when all the demands have been satisfied or there is no room for a new strip. Figure 2 shows an example in which the BLP is constructing a solution. In the first iteration, piece 3 has been selected and cut (bottom-left corner). If we consider that b 3 =2, then in the second iteration, we select the second unit of piece 3 and put it in the same strip, next to the previous unit. Suppose that the next piece in the ordering is number 7 and b 7 =3, so in iteration 3, a unit of this piece is allocated in strip 1. In iteration 4, the second unit of piece 7 is selected, but there is no room for it in the first strip, so we allocate this unit in a second strip. We would continue in this way with the rest of the pieces. It should be noted that the BLP starts a new strip each time that the next piece in the ordering does not fit in the current strip (its length is larger than the remaining strip's length r s ). However, another piece i in a posterior position in the ordering could fit in the current strip if l i ≤ r s . Next, before starting a new strip, we will resort to the REMAIN procedure in order to fill this gap. This procedure searches for the first piece i in the ordering with positive demand b i , satisfying l i ≤ r s and allocates it in the strip. Then, b i and r s are updated (b i =b i -1, r s =r s -l i ) and the method continues to fill the remaining gap until no piece i satisfying l i ≤ r s is found.
A pseudo-code of the BLP to produce a solution to the problem appears in Figure 3 . The pseudo-code is written using general mathematical notation. However, the actual implementation takes advantage of efficient data structures and quick updating mechanisms that are hard to represent mathematically. It also implements a tie breaking rule for piece selection that is based on the cost/surface ratio. The rule is used when more than one piece has the same width and there is a tie in the ordering of the pieces. The tie is then resolved according to the ratio, where the piece with the highest ratio enters first. This BLP method is based on the fact that the initial ordering of pieces, according to w, guarantees that the piece selected in an iteration can be allocated within the strip created with a previously selected piece. However, with a minor modification, we can adapt this method to construct a solution from any initial ordering. We just need to replace the condition " ( l i ≤ r s ) " in the outer If statement with the condition "(l i ≤ r s and w i ≤ Wstrip)", where Wstrip is the width of the strip, defined as the width of the first piece in the strip. Now, when we select the next piece in the ordering, if it cannot be allocated in the current strip under construction (because of its length or its width), we start a new strip with this piece, but first we resort to the REMAIN routine to complete the current strip. We will refer to this general BLP method as GBLP.
Initialization
The GBLP method constructs a solution from a given initial ordering. So, a simple optimization scheme consists of performing several iterations with GBLP, each one from a random initial ordering. We can improve this basic scheme using a "context-independent" optimizer to generate the initial orderings.
Specifically, we have considered the OptQuest Callable Library 1 (OCL) in order to search the space of the orderings in a more efficient way than the random sampling. OCL is a generic optimizer that overcomes the deficiency of black box systems and successfully embodies the principle of separating the solver method from the optimization model (Laguna and Martí, 2002) . OCL uses the value of the GBLP output to measure the merit of the initial ordering. On the basis of both current and past evaluations, the optimization procedure within OCL generates a new permutation. The optimization procedure is designed to carry out a special "strategic search," based on the scatter search methodology, where successively generated orderings produce varying evaluations, not all of them improving, but which over time provide a highly efficient trajectory to the best solutions.
In the computational section we will show the results obtained with these three variants of bottom-left procedures; the original BLP, the GBLP from random initial orderings, and the combination of GBLP and OCL.
GRASP
GRASP, greedy randomized adaptive search procedure, is a multi-start or iterative process in which each iteration consists of two phases: construction and local search. The construction phase builds a feasible solution, whose neighborhood is explored until a local optimum is found after the application of the local search phase. The best local optimum is reported as the best overall solution found. Performing multiple GRASP iterations may be interpreted as a means of strategically sampling the solution space. Based on empirical observations, it has been found that the sampling distribution generally has a mean value that is inferior to the one obtained by a deterministic construction, but the best solution over all trials dominates the deterministic solution with a high probability. Resende and Ribeiro (2001) present a comprehensive review of GRASP and an extensive survey of GRASP literature can be found in Festa and Resende (2001) .
The construction phase plays a critical role with respect to providing high-quality starting solutions for the local search. In this section, we propose two different iterative methods to construct solutions. In each iteration, the first method adds a piece to the solution, while the second one adds an entire strip. As will be shown in the computational section, these two methods provide solutions with different structures.
At each iteration of the construction phase, GRASP maintains a set of candidate elements that can be feasibly added to the partial solution under construction. All candidate elements are evaluated according to a greedy function in order to select the next element to be added to the construction. The greedy function represents the marginal increase in the cost function from adding the element to the partial solution. The evaluation of the elements is used to create a restricted candidate list (RCL). RCL consists of the best elements, i.e. those with the smallest incremental cost. This is the greedy aspect of the method. The element to be added into the partial solution is randomly selected from those in the RCL. This is the probabilistic aspect of the heuristic. Once the selected element is added to the partial solution, the candidate list is updated and the incremental costs are recalculated. This is the adaptive aspect of the heuristic.
The solutions generated by a greedy randomized construction are not necessarily optimal, even with respect to simple neighborhoods. The local search phase usually improves upon the constructed solution and terminates when no better solution is found in the neighborhood. Since the constructive methods obtain solutions of different characteristics, we propose a different local search method for each constructive procedure. The first one is based on a piece replacement while the other tries to replace a strip. The following sub-sections describe in detail our GRASP implementations for the TDC problem.
A GRASP based on Pieces

Construction Phase
In the construction phase, we distinguish two stages. The first one selects a suitable width to create a new strip, while the second one fills an existing strip with pieces. Each time a strip is completed, we resort to the first stage to select the width of a new strip.
In the first stage, we consider the values w of the widths of all pieces. Let Wfree be the rectangle's width with no strips. Initially, Wfree is equal to W, but when a strip of width w is created, then Wfree = Wfreew. Let CL 1 be the candidate list of widths in the first stage, which includes all the widths w ≤ Wfree.
For each width w∈ CL 1 , we define the set of pieces P w with a width lower than or equal to w. We calculate value(w) as a measure of the attractiveness of this width to create a new strip (of w width).
The largest attractiveness value of all the widths in CL 1 is multiplied by the α parameter. This final value represents a threshold that is used to build the RCL 1 of the first stage. In particular, RCL 1 consists of all the widths in CL 1 whose attractiveness measure is at least as large as the threshold value. The procedure randomly selects the next width to construct a strip from the RCL 1 . Let w* be the selected width. We fill the strip now, in stage two, with pieces from P w* .
As in the BLP method, we define the remaining length r s of the strip as the difference between L and the sum of the lengths of the pieces added in previous iterations to this strip. When we initiate stage two, r s is equal to L. Then the candidate list in stage two, CL 2 , consists of all the pieces in P w* with a positive demand and a length lower than or equal to r s .
For each piece i ∈ CL 2 , we consider its cost c i as a measure of its attractiveness. The largest attractiveness value of all the pieces in CL 2 is multiplied by the α parameter. RCL 2 consists of all pieces in CL 2 whose cost is at least as large as the threshold value. The procedure randomly selects the next piece i to be allocated in the current strip from the RCL 2 . After this assignment, the demand of i and the remaining length of the strip s are updated (b i =b i -1, r s =r s -l i ). Then CL 2 and RCL 2 are computed and another piece is selected for assignment. Stage-two continues to fill the remaining strip until no piece i satisfying l i ≤ r s is found. Then we create a new strip with the stage one method described above. The procedure terminates when no new strip can be created.
Improvement Phase
Each step of the improvement phase consists of selecting each piece to be considered for a move. We scan the pieces in a solution in the order given by the strips. We start with the first strip (the bottom one) and continue up to the last one (the "top" strip). In each strip, we select each piece and try to replace it with another piece with positive demand. The move value is the difference between the cost of the removed piece and the new one. We perform the move with maximum positive value. If no improvement is possible, then the piece is not moved. Note that when piece i is removed from the strip, the remaining length becomes r s +l i . We then find the piece for insertion in the move by scanning all the pieces with a positive demand and a length lower than or equal to r s +l i .
An improvement step terminates when all pieces have been considered for replacement, with the exception of the last strip, which is re-computed from scratch in a greedy fashion (according to the cost values). More steps are performed as long as at least one piece is replaced (i.e., as long as the current solution keeps improving).
We have considered an extended version of the improvement phase. In this variant, when a move fails to find a piece for replacement, we try to replace one piece with two pieces. Although this move is more time consuming than the simple one, we only resort to this "one-to-two" move if the "one-to-one" move fails. Note that piece i can be replaced with two pieces if the sum of their lengths is lower than or equal to r s +l i . As in the simple move, we only perform positive moves.
As mentioned earlier, GRASP consists of a construction phase and an improvement phase. The method alternates both phases until a maximum number of iterations is reached. The value of α is a search parameter. In Section 5, we perform a set of experiments to test the effect of different α values on solution quality, speed, and the number of iterations. We will refer to this method as GRASP_Piece for the initial improvement phase, and as GRASP_PieceExt for the extension with the "one-to-two" movements.
A GRASP based on Strips
Construction Phase
We can build efficient strips by solving a series of bounded knapsack problems. For a given width w, the best strip of length L and width w is given by the optimal solution of the following problem:
This idea is by no means new. It has been used by several authors on several cutting problems. In particular, for the problem considered here, Hifi and Roucairol (2001) propose algorithms in which the first phase consists of solving a series of knapsack problems, one for each different piece width. The strips obtained in the first phase are then combined into a complete solution by solving a packing problem. We propose a different strategy. Instead of solving the knapsack problems just once, taking the original demands as upper bounds, we develop an iterative procedure in which at each iteration we solve one knapsack problem for each width with positive residual demand of its associated pieces. The best strip obtained is added to the partial solution and the residual demands are updated. The process finishes when all the pieces have been cut or no new strip can be fitted into the sheet. A pseudo-code of the procedure appears in Figure 3 . We assume that among the n piece types there are r different widths, Note that at each iteration the procedure selects the strip with maximum absolute value of the knapsack problems. An alternative way of selecting the strip to be added to the partial solution could be based on the maximum relative value:
The solution obtained by this procedure consists of a list of strips, in the order of inclusion in the sheet plus, maybe, an empty strip of waste at the end of the list.
The basic procedure described in Figure 4 can be enhanced in two ways. First, the number of knapsack problems required to be solved can be reduced. Consider, for instance, the first iteration in which r problems, one for each k r w are solved, but only one strip is added to the solution. Therefore, updating the demands does not modify some of these demands substantially. At the second iteration, when we consider the problem associated to a width k r w , if the optimal solution of that problem in the previous iteration M This deterministic procedure is used in the GRASP algorithm in a similar way to that described in Section 3.1. The candidate list at each iteration k, CL k , contains all the widths currently in M . The restricted
. From RCL k a width is selected at random and the corresponding strip is added to the partial solution.
Improvement Phase
At each step of an improvement move we select a strip to be removed from the current solution. The emptied space, merged with the strip of waste if it exists, is filled again by applying the deterministic constructive algorithm (BLP) on this new strip with the residual demands updated. Note that the removed strip can be replaced by one or more new strips.
This improvement move is used in a standard local search procedure. Given a solution, we consider every one of its strips, one at a time, and study the associated move. The solution obtained by the move producing the largest improvement is taken as the new solution and the procedure starts from it again. If no improvement is found, the local search stops. We will refer to this method in which both phases are repeated until a stopping criteria is met as GRASP_Strip.
In Figure 5 we show an example of the construction and improvement of a solution. Let us suppose we are given a stock sheet (13 x 18) from which we have to cut two types of pieces A (4 x 6) and B (5 x 4) with demands 6 for both types. In the constructive phase for selecting the first strip we solve two knapsack problems with solution value 72 and relative solution value 12, and with solution value 40 and relative solution value 10. We choose the first strip of width 6, update Wfree=12 and d (13, 6) KP (13, 4) KP A = 3. For the second strip we would have to solve the same two knapsacks again, but the solutions obtained in the previous iteration are still valid and we use them again to choose the strip one, updating Wfree=6 and d A = 0. In the third iteration there is just one possible strip of width 4 and the complete solution with value 184 appears in Figure 5 (a). In the improvement phase, we eliminate the first strip, obtaining the situation in Figure 5 (b) in which a region of (13 x 8) has to be filled with demands d A =3 and d B =4, but the strip recently eliminated is not considered for inclusion again. Therefore, we add a strip of width 4 twice, producing the improved solution of value 192 which appears in Figure 5 
Path Relinking
Path relinking (PR) was originally suggested as an approach to integrate intensification and diversification strategies in the context of tabu search (Glover, 1994; Glover and Laguna, 1997) . This approach generates new solutions by exploring trajectories that connect high-quality solutions, by starting from one of these solutions, called an initiating solution, and generating a path in the neighbourhood space that leads toward the other solutions, called guiding solutions. This is accomplished by selecting moves that introduce attributes contained in the guiding solutions.
Path relinking can be considered an extension of the Combination Method of scatter search. Instead of directly producing a new solution when combining two or more original solutions, PR generates paths between and beyond the selected solutions in the neighborhood space. The character of such paths is easily specified by reference to solution attributes that are added, dropped or otherwise modified by the moves executed. Examples of such attributes include edges and nodes of a graph, sequence positions in a schedule, vectors contained in linear programming basic solutions, and values of variables and functions of variables.
The approach may be viewed as an extreme (highly focused) instance of a strategy that seeks to incorporate attributes of high quality solutions, by creating inducements to favor these attributes in the moves selected. However, instead of using an inducement that merely encourages the inclusion of such attributes, the path relinking approach subordinates other considerations to the goal of choosing moves that introduce the attributes of the guiding solutions, in order to create a "good attribute composition" in the current solution. The composition at each step is determined by choosing the best move, using customary choice criteria from a restricted set -the set of those moves currently available that incorporate a maximum number (or a maximum weighted value) of the attributes of the guiding solutions. A survey of this methodology can be found in Laguna and Martí (2003) . Path relinking in the context of GRASP was first introduced by Laguna and Martí (1999) as a form of intensification.
We combine solutions obtained from the GRASP_PieceExt and the GRASP_Strip. As will be shown, these procedures produce solutions with different structures. While solutions from GRASP_Strip tend to be of higher quality, solutions from GRASP_PieceExt exhibit more diversity. The combination of these two characteristics, quality and diversity, can be very fruitful in the search for solutions of even higher quality. We build a set of elite solutions by taking the m best solutions from each procedure. This set of 2m solutions is ordered by non-increasing value, and each one is used as a guiding solution for all the initiating solutions behind it in the ordered set. We take each strip from the guiding solution and add it at the beginning of the strip list of the initiating solution. In order to accommodate the enlarged solution into the stock sheet, one or more strips from the end of the list are eliminated. Moreover, this double move inclusion-elimination may produce a solution in which some of the demands are exceeded. In this case, the strips of the original initiating solution containing pieces that produce an excess of the demands are also eliminated. All the empty space produced in these moves is merged into a waste strip which is filled again by using the BLP method. At the end of this process, the strip list of the guiding solution will have been imposed on the initiating solution, but the intermediate steps, in which the solutions will have a blend of strips from both solutions, can be better than any of them.
Computational Experiments
We use two sets of test problems in our experimentation. On the one hand, we have the set composed of 38 medium size instances which have appeared in literature and have been collected and used by Hifi and Roucairol (2001) . The optimal solutions are known and can be used as a reference for the quality of heuristic procedures. On the other hand, we have the set composed by the 20 large constrained test problems generated by Alvarez-Valdes et al (2002) . Most of the optimal solutions for these problems have been recently obtained by . The study of alternatives and parameter tuning in Tables 1 to 5 is performed on the first set of 38 instances for the case in which the first cut is horizontal.
The final algorithm will be tested on both test sets and in both cases of horizontal and vertical first cutting stage. All the algorithms are coded in C++ and run on a Pentium IV at 3 Ghz. Table 1 shows the comparison on the first set of test problems between the standard Bottom-Left Procedure (BLP), the Generalized BLP, in which the pieces are randomly ordered before going into BLP (GBLP), and the OptQuest Callable Library (OCL). We report the results of the GBLP from 1000 and 100000 random initial orderings. The first row contains the average solution value, the second is the average deviation from optimum (in percentage), the third is the number of optimal solutions, out of 38 instances, and the fourth row is the average computing time. Table 1 shows that the OCL implementation provides the best solutions in terms of quality. However, it takes much more running time than the other methods. The BLP procedure achieves relatively good results considering its simplicity. GBLP can be considered as a good bottom-left procedure since it presents a good trade-off between solution quality and computing time.
Bottom-Left procedures
GRASP_Piece algorithm
In our next experiment we consider the influence of the parameter α used to define the Restricted Candidate List in the constructive phase of the GRASP_Piece algorithm. Specifically, Table 2 shows that α=0.75 provides the best solutions. A tendency is observed in which the greater the α-value, the better the results, up to one point (found at α=0.75) in which no further improvement is possible (it seems that the Restricted Candidate List becomes too restrictive with higher values). Therefore, α is set to 0.75 in the following experiments. Table 3 shows the contribution to the quality of solutions of the two versions of the improvement phase of the GRASP_Piece algorithm. Specifically, this Table shows the results obtained with three variants: the GRASP construction phase without improvement (GRASP_Piece Construction), the GRASP method considering construction and improvement as described in Section 3.1 (GRASP_Piece) and the GRASP method with the extended improvement method also described in Section 3.1 (GRASP_PieceExt). These three methods are run for 2000 iterations for each of the 38 problems considered in these preliminary experiments. Table 3 shows that the extended improvement procedure significantly decreases the average deviation from optimum (and increases the number of optima) with respect to the construction phase, with a modest increment in running times. If the iteration limit is increased to 200,000 iterations, the average deviation of the GRASP with the GRASP_PieceExt improvement procedure achieves an average deviation from optimum of 0.59% and is able to match 23 optimum solutions out of 38. Table 4 shows the performance of several alternatives for the constructive procedures of the GRASP_Strip algorithm. We have studied two possibilities for selecting the best strip, according to the maximum absolute value and the maximum relative value. We have also considered the possibility of solving the knapsack problems heuristically, using the greedy algorithm by Martello and Toth (1990) . Table 4 shows that solving the knapsack problem exactly and selecting the best strip according to the maximum relative value criterion provides much better solutions than the other alternatives considered.
GRASP_Piece
GRASP_Strip algorithm
Heuristic
Since the exact method takes extra running time (not reflected in Table 4 because it shows a single run of the methods), we set the number of iterations to 200 in the GRASP_Strip algorithm. Table 5 compares different values of the parameter α used to define the Restricted Candidate List in the constructive phase of the GRASP_Strip algorithm and shows the results of the complete GRASP_Strip in the last column. It is clearly shown that the GRASP_Strip method outperforms the GRASP_Piece algorithm although it consumes longer running times.
Combining GRASP_Piece and GRASP_Strip
In the following experiment, we have compared both GRASP methods. In order to apply the path relinking strategy we need a set of elite solutions with both quality and diversity. Therefore, we compare both characteristics in GRASP_Piece and GRASP_Strip. We have created a measure of diversity for a set of solutions P, which is calculated as follows:
1. Calculate the average frequency afreq(i) of each piece i in the solutions in P. 2. Calculate the distance of each solution in P with respect to the "average solution" in which each piece i appears afreq(i) times. (Note that this can be an unfeasible solution). This distance is the Euclidean distance between the frequency vectors of both solutions.
We have generated a set of 1000 solutions with each GRASP method, and computed the objective function value and the distance value (w.r.t. the "average solution") for each one. This experiment confirms that GRASP_Strip produces solutions of better quality than GRASP_Piece. However, the latter method presents a wider range of diverse solutions. Moreover, we have found that the solutions of both methods are of different structure. Therefore, we will consider the solutions obtained with both methods in the elite set of the path relinking phase. We do not reproduce tables for this experiment here; we only show one example in Figure 6 . Figure 6 shows the diagram of the population obtained with both GRASP methods (and two values of the parameter α) in example CW3. Specifically, it depicts for each solution the objective function value (xaxis) and the distance value (y-axis). It shows that both methods provide solutions of different structure and how the procedure depends on the α−value. 
