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Abstract 
Sentiment classification concerns the use of automatic methods for predicting the orientation of 
subjective content on text documents, with applications on a number of areas including 
recommender and advertising systems, customer intelligence and information retrieval. 
SentiWordNet is an opinion lexicon derived from the WordNet database where each term is 
associated with numerical scores indicating positive and negative sentiment information. This 
research presents the results of applying the SentiWordNet lexical resource to the problem of 
automatic sentiment classification of film reviews. Our approach comprises counting positive and 
negative term scores to determine sentiment orientation, and an improvement is presented by 
building a data set of relevant features using SentiWordNet as source, and applied to a machine 
learning classifier. We find that results obtained with SentiWordNet are in line with similar 
approaches using manual lexicons seen in the literature. In addition, our feature set approach 
yielded improvements over the baseline term counting method. The results indicate SentiWordNet 
could be used as an important resource for sentiment classification tasks. Additional considerations 
are made on possible further improvements to the method and its use in conjunction with other 
techniques. 
Keywords: Sentiment Analysis, Opinion Mining, SentiWordNet, Data Mining, Knowledge Discovery 
1 Introduction 
Opinion mining research considers the computational treatment of subjective information contained in 
text. With the rapid growth of available subjective text on the internet in the form of product reviews, 
blog posts and comments in discussion forums, opinion mining can assist in a number of potential 
applications in areas such as search engines, recommender systems and market research.  
One approach for detecting sentiment in text present in literature concerns the use of lexical resources 
such as a dictionary of opinionated terms. SentiWordNet [6] is one such resource, containing opinion 
information on terms extracted from the WordNet database and made publicly available for research 
purposes. SentiWordNet is built via a semi supervised method and could be a valuable resource for 
performing opinion mining tasks: it provides a readily available database of term sentiment 
information for the English language, and could be used as a replacement to the process of manually 
deriving ad-hoc opinion lexicons. In addition, SentiWordNet is built upon a semi automated process, 
and could easily be updated for future versions of WordNet, and for other languages where similar 
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lexicons are available. Thus, an interesting research question is to assess how effective is 
SentiWordNet in the task of detecting sentiment in comparison to other methods, and what are the 
potential advantages that could be obtained from this approach. 
This paper proposes a method for applying SentiWordNet to derive a data set of document metrics and 
other relevant features, and performs an experiment on sentiment classification of film reviews using 
the polarity data set introduced in [14]. We present and discuss the results obtained in light of similar 
research performed using manually built lexicons, and investigate possible sources of inaccuracies 
with this method. Further analysis of the results revealed opportunities for improvements to this 
approach, which are presented in our concluding remarks. 
2 Sentiment Classification 
Sentiment classification is an opinion mining activity concerned with determining what, if any, is the 
overall sentiment orientation of the opinions contained within a given document. It is assumed in 
general that the document being inspected contains subjective information, such as in product reviews 
and feedback forms. Opinion orientation can be classified as belonging to opposing positive or 
negative polarities – positive or negative feedback about a product, favorable or unfavorable opinions 
on a topic – or ranked according to a spectrum of possible opinions, for example on film reviews with 
feedback ranging from one to five stars. 
Supervised learning methods using different aspects of text as sources of features have been proposed 
in the literature. Early work seen in [13] presents several supervised learning algorithms using bag-of-
words features common in text mining research, with best performance obtained using support vector 
machines in combination with unigrams. Classifying terms from a document into its grammatical 
roles, or parts of speech has also been explored: In [21] part of speech information is used as part of a 
feature set for performing sentiment classification on a data set of newswire articles, with similar 
approaches attempted in [10], [7] and [16], on different data sets. On [20] a method that detects and 
scores patterns in part of speech is applied to derive features for sentiment classification, with a similar 
idea applied to opinion extraction for product features seen in [4]. Separation of subjective and 
objective sentences for the purposes of improving document level sentiment classification are found in 
[14], where considerable improvements were obtained over a baseline word vector classifier. Other 
studies focus on the correlation of writing style to overall sentiment, taking into account the use of 
colloquialisms and punctuation that may convey sentiment. In [22] a lexicon of colloquial expressions 
and a regular expression rule base is created to detect unique opinion terms such as unusual spellings 
(“greeeat”) and word combinations (“supergood”). In [1] document statistics and features measuring 
aspects of writing style are combined with word vectors to obtain considerable improvements over a 
baseline classifier on a data set of film reviews. 
2.1  Opinion Lexicons 
Opinion lexicons are resources that associate sentiment orientation and words. Their use in opinion 
mining research stems from the hypothesis that individual words can be considered as a unit of 
opinion information, and therefore may provide clues to document sentiment and subjectivity. 
Manually created opinion lexicons were applied to sentiment classification as seen in [13], where a 
prediction of document polarity is given by counting positive and negative terms. A similar approach 
is presented in the work of Kennedy and Inkpen [10], this time using an opinion lexicon based on the 
combination of other existing resources.  
Manually built lexicons however tend to be constrained to a small number of terms. By its nature, 
building manual lists is a time consuming effort, and may be subject to annotator bias. To overcome 
these issues lexical induction approaches have been proposed in the literature with a view to extend 
the size of opinion lexicons from a core set of seed terms, either by exploring term relationships, or by 
evaluating similarities in document corpora. Early work in this area seen in [9] extends a list of 
positive and negative adjectives by evaluating conjunctive statements in a document corpus. Another 
common approach is to derive opinion terms from the WordNet database of terms and relationships 
[12], typically by examining the semantic relationships of a term such as synonyms and antonyms. 
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Lexicons built using this approach can be seen applied to subjectivity detection research in [21] and 
applied to sentiment classification in [4] and [16].  
2.1  WordNet Glosses and SentiWordNet 
As noted in [15], term relationships in the WordNet database form a highly disconnected graph, and 
thus expansion of opinion information from a core of seed words by examining semantic relationships 
such as synonyms and antonyms is bound to be restricted only to a subset of terms. To overcome this 
problem, information contained in term glosses – explanatory text accompanying each term – can be 
explored to infer term orientation, based on the assumption that a given term and the terms contained 
in its gloss are likely to indicate the same polarity. In [2] a method for lexicon expansion is proposed 
where terms are assigned positive or negative opinions based on the existence of terms known to carry 
opinion content found on the term gloss. The authors argue that glosses have a potentially low level of 
noise since they “are designed to match as close as possible the components of meaning of the word, 
have relatively standard style, grammar and syntactic structure”; This idea is also seen in [5], this time 
by using supervised learning methods for extending a lexicon by exploring gloss information, yielding 
positive accuracy improvements over a gold standard in comparison to some of the methods 
previously discussed in this section. This is the same approach employed on building the 
SentiWordNet opinion lexicon [6].  
SentiWordNet is built in a two-stage approach: initially, WordNet term relationships such as synonym, 
antonym and hyponymy are explored to extend a core of seed words used in [19], and known a priori 
to carry positive or negative opinion bias. After a fixed number of iterations, a subset of WordNet 
terms is obtained with either a positive or negative label. These term’s glosses are then used to train a 
committee of machine learning classifiers. To minimize bias, the classifiers are trained using different 
algorithms and different training set sizes. The predictions from the classifier committee are then used 
to determine the sentiment orientation of the remainder of terms in WordNet. The table below 
compares the coverage of SentiWordNet in relation to other manually built opinion lexicons available 
in the literature. 
Opinion Lexicon Total Sentiment Bearing Terms 
General Inquirer (1) [17]. 4216 
Subjectivity Clues Lexicon [21]. 7650 (out of 8221 terms) 
Grefenstette et al [8]. 2258 
SentiWordNet [6]. 28431 (out of total 86994 WordNet 
terms) 
Table 1. Coverage of Opinion Lexicons 
3 Approach 
Our research assesses the use of SentiWordNet to the task of document level sentiment classification 
using the Polarity data set of film reviews presented in [14]. Initially, the lexicon was applied by 
counting positive and negative terms found in a document and determining sentiment orientation 
based on which class received the highest score, similar to the methods presented in [13] and [10]. A 
refinement to this method consisted on building a data set of features derived from SentiWordNet 
scores, following a careful evaluation of the data set and SentiWordNet.  
Each set of terms sharing the same meaning in SentiWordNet (synsets) is associated with two 
numerical scores ranging from 0 to 1, each indicating the synset’s positive and negative bias. The 
scores reflect the agreement amongst the classifier committee on the positive or negative label for a 
term, thus one distinct aspect of SentiWordNet is that it is possible for a term to have non-zero values 
for both positive and negative scores, according to the formula: 
                                                
1 http://www.wjh.harvard.edu/~inquirer
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Pos. Score(term) + Neg. Score(term) + Objective Score(term) = 1 (1) 
Terms in the SentiWordNet database follow the categorization into parts of speech derived from 
WordNet, and therefore to correctly apply scores to terms, a part of speech tagger program was 
applied to the polarity data set. In our experiment, the Stanford Part of Speech Tagger described in 
[18] was used.  
SentiWordNet scores were then calculated for terms found, and additional metrics were calculated 
from the scores. Overall scores for each part of speech were computed, along with ratios of scores in 
relation to number of terms. Documents were also divided into equally sized segments, and scoring 
was performed on each segment to assess the impact of different parts of the document to overall 
sentiment. A total of 96 distinct features were generated as summarized on the table below. 
Metric Category Features 
Overall Document Scores Sum of positive and negative scores for Adjectives. 
Sum of positive and negative scores for Adverbs. 
Sum of positive and negative scores for Verbs. 
Score ratio to total terms Ratio of overall score per total terms found, for each part of 
speech. 
Positive to negative score ratios Positive to negative scores ratio per part of speech. 
Scores per document segment Ratios for the above metrics for each of N partitions of a 
document.  
• Each document was segmented into 10 partitions with 
equal number of terms. 
Negation Percentage of negated terms in document. 
Table 2. Metrics Derived From SentiWordNet 
3.1  Natural Language and Style Considerations 
Another aspect evaluated by this experiment was the influence of applying weights to scores as a 
function of its position in the document. This would intuitively translate to the existence of areas 
within a document that tend to carry more opinion content, such as the end of the document where 
closing remarks would reflect the general author view. Several adjusting schemes were attempted and 
the chosen method implements a linearly increasing weight adjustment to scores, as given by the 
formula below. 
(2) 
With C being a constant value, and ti the position of the given term t relative to the total of terms T in 
the document. 
Negation detection is also an important element of implementing sentiment analysis by using term 
scores, since negation in a sentence such as “I did not find this movie funny or interesting” would 
invert the opinion orientation of otherwise positive terms such as “funny” and “interesting”. This 
research implemented a version of the NegEx algorithm [3] for negation detection, which scans 
sentences based on a database of pre defined negation expressions. The algorithm maintains three 
distinct lists, depending on the scope of the negation: expressions that modify preceding terms, 
subsequent terms and pseudo-negation expressions with no effect on term polarity. 
Finally, the data set was generated from the source documents by extracting the above information 
with SentiWordNet. A support vector machine classifier was then trained based on a label indicating 
positive and negative sentiment, and classification performance was measured using average 
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accuracies and 3-fold cross validation. The experiment was executed using the support vector machine 
implementation available in the RapidMiner data mining application [11]. 
4 Results 
4.1  Term Counting 
SentiWordNet scores were calculated as positive and negative terms were found on each document, 
and used to determine sentiment orientation by assigning the document to the class with the highest 
score. This method yielded an overall accuracy of 65.85%, with results detailed in the table below. 
Class Positive Negative 
Predicted Positive 576 259 
Predicted Negative 424 741 
Total 1000 1000 
Class Recall 57.6% 74.1% 
Class Precision 68.98% 63.76% 
Table 3. SentiWordNet Score Counting Results 
4.1  SentiWordNet Features 
For this method, a linear support vector machine classifier was trained using the features derived from 
SentiWordNet detailed on Section 3. Best results were obtained when combined with a feature 
selection refinement step based on attribute information gain. The table below presents accuracies for 
each stage of the experiment. It can be noticed that small improvements were obtained when negation 
detection and scoring functions were added to the model. 
Experiment Accuracy
SentiWordNet Features (no refinement). 67.40% 
- Including Linear Weight Adjustment to Scores. 68.00% 
- Including Negation Detection and Linear Weight Scoring. 68.50% 
SentiWordNet, Negation Detection, Linear Scoring and 
Feature Selection. 
69.35% 
Table 4. SVM Accuracy Results 
5 Discussion 
The table below illustrates how SentiWordNet compares to other published results in the area using 
the same data set and similar approaches bases on opinion lexicons.  
Method Accuracy
SentiWordNet – Term Counting (this research) 65.85%
SentiWordNet Scores used as Features (this research). 69.35%
Term Counting - Manually built list of Positive/Negative 
words [13]. 
69.00% 
Term counting from Combined Lexicon and valence shifters 
[10]. 
67.80% 
Table 5. Accuracy Comparisons 
Term counting using SentiWordNet remains close to other results using manually built lexicons, 
which is encouraging for the use of resources built from semi supervised methods. Our second method 
using SentiWordNet as a source of features for a supervised learning algorithm yielded improvements 
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over the term counting approach. The use of weight adjustment has yielded small improvements to the 
method, suggesting remarks affecting overall sentiment being placed towards the end of a document.  
On both cases, the results are within close range of other results employing opinion lexicons seen in 
the literature: In [13] the results are based on term counting from a manually built word list for the 
domain of film reviews, whereas results from [10] follow the same principle, but leverage a combined 
lexicon and take into account intensifier and diminisher terms such as “very” and “seldom”. 
4.1  Misclassifications 
Results for the term counting approach seen in Table 3 show that the method provides better recall for 
the negative class than the positive one. This may indicate a stronger and more explicit choice of terms 
on negative reviews than in positive ones, and that authors are more likely to include negative remarks 
on positive reviews for a more balanced assessment, like the ones seen in the concluding remarks of a 
film review presented below: 
“the only downfall of the opening sequence is the editing style used… it’s choppy, slow motion which 
is unsettling and distracting.” 
The phenomenon of thwarted expectations reported in [13] can also affect this method, where the 
author chooses to build up the expectation of a good film, for example by mentioning director and 
actor’s previous achievements, only to later frustrate it by presenting an overall negative view. On 
those cases, the number of terms with positive orientation would be high, therefore affecting 
conclusions made by a classifier using data based on term polarity.  
Some inaccuracies seen on SentiWordNet scores may be caused by the reliance on glosses as a source 
of information for determining term orientation. As an example the term ludicrous has a positive score 
in SentiWordNet, and the following gloss: 
“absurd, cockeyed, derisory, idiotic, laughable, ludicrous, nonsensical, preposterous, ridiculous 
(incongruous; inviting ridicule) "the absurd excuse that the dog ate his homework"; "that's a cockeyed 
idea"; "ask a nonsensical question and get a nonsensical answer"; "a contribution so small as to be 
laughable"; "it is ludicrous to call a cottage a mansion"; "a preposterous attempt to turn back the 
pages of history"; "her conceited assumption of universal interest in her rather dull children was 
ridiculous." 
It can be argued that this term should contain a negative orientation, given its association to the 
synonyms farcical and idiotic. However SentiWordNet may have chosen a positive score on the basis 
the gloss text is more likely to be associated with a positive term than a negative one: terms such as 
exuberance and clown and the somewhat ambiguous laughable could be influencing the construction 
method in assigning incorrect scores. The dependence of SentiWordNet scores on term glosses could 
be a limiting factor in the accuracy of term scores and the overall classification accuracy of this 
method.  
Finally, the use of colloquial language and expressions where no opinion information exists, 
disambiguation of WordNet terms with more than one meaning, inaccuracies in the assignment of part 
of speech tags, and the correct detection of named entities such as actor and film names were 
identified as contributing factors to misclassifications seen using this method.  
5 Conclusions and Future Work 
This research assessed the use of the SentiWordNet opinion lexicon in the task of sentiment 
classification of film reviews. Results obtained by simple word counting were similar to other results 
employing manual lexicons, indicating SentiWordNet performs well when compared with manual 
resources on this task. In addition, using SentiWordNet as a source of features for a supervised 
learning scheme has shown improvements over pure term counting. This study also revealed 
opportunities where further linguistic processing yield gains in classification accuracies. These, 
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coupled with the relative low dimensionality of a data set built from SentiWordNet data set - less than 
100 features compared to several thousand typically seen on word vector approaches - could lead to 
more attractive models for real world applications.  
Further aspects of our research will involve a more detailed comparison of the performance of 
SentiWordNet and other lexicons on similar opinion mining tasks could help in better understanding 
their strengths, and how they can be used together. This could be particularly beneficial in overcoming 
some of the limitations seen in SentiWordNet’s reliance on glosses. In addition, research in combining 
a classifier based on SentiWordNet with other approaches such as word vectors may produce better 
results than each individual classifier can produce on its own. Some encouraging empirical results of 
such methods applied to sentiment classification research are seen in [9] and [23]. 
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The most difficult activities to identify were climbing and descending stairs. This is probably due to the
fact that the time duration for these activities per subject (approximately 20 seconds) was less than the
minute spent on the other six. Interestingly, Ravi et al [1], whose range of activities we chose for our
study, also found these two activities hard to tell apart. The other six activities, including brushing teeth,
returned a precision score of more than 87%. This would indicate that some upper body gestures can
be identified by an accelerometer worn on the dominant thigh. The easiest activities to recognise in our
study involved posture changes and included situps, running and vacuuming.
Tapia et al [18] studied the usefulness of heart rate data in differentiating the intensity of activities and
found that adding heart rate data only increased subject-dependent recognition accuracy by 1.2%. Our
study showed that heart rate data could improve k-NN accuracy by 5.28%. This may have been due to
the fact that the subjects were of a similar age and fitness and that each subject carried out the activities
in the same order. However, further study of heart rate data as a useful feature for activity recognition
would be beneficial.
6 Conclusions and future work
We evaluated two classifers, k-NN and J48, for activity recognition using accelerometer and heart rate
data gathered from six subjects and found that k-NN (k = 1) achieved a better overall accuracy score of
90.07%. We were able to reduce thirteen features to seven with minimal impact on classifier accuracy.
Eight activities were observed with two (climbing and descending stairs) proving difficult to recognise.
We successfully showed that it is possible to correctly identify 6 common activities using combined
heart and accelerometer data from a sensor worn on the dominant thigh. Activities involving posture
changes such as running, situps and vacuuming proved easiest to identify altough the high precision
score for identifying brushing teeth (0.874) with k-NN shows that it is possible to accurately recognise
predominantly upper body gestures using a thigh-worn accelerometer. A future study could examine
differentiating similar activities such as brushing teeth and electric shaving.
Ravi et al [1] evaluated a range of base- and meta-level classifiers and found that combining classifiers
using plurality voting provided the best accuracy. In preliminary tests, we found that combining clas-
sifiers improved on the accuracy of J48 by 3.72% but was 2.03% less accurate than using k-NN alone.
Further investigation of this, including examining the computational overhead associated with it, could
form part of any future study.
As mentioned above, it would be beneficial to further investigate the effectiveness of heart rate data as
a useful feature in activity recognition, preferably with a larger subject sample. Furthermore, we would
like to assess classifier performance in real-time using software incorporating the MobHealth Java API
which was developed for use with the Alive Technologies Accelerometer.
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