An adaptive feedback algorithm is designed and implemented on a digital signal processor (DSP) system for the active vibration control (AVC) of a small structure. Real time experimental results show that the convergence speed and stability of the system are related to the exciting frequency, filter order, and the sampling frequency. The theoretical upper bound of the sampling frequency for a particular exciting frequency and filter order is compared with experiment, which is very important for designing practical digital AVC applications that control low-frequency vibration using low-cost data converters such as coderdecoder chips that only support high sampling frequencies. 
INTRODUCTION
Typically a spring-damper system is utilized for passive vibration control. However, passive vibration control through damping is not effective below 1.4 times the resonant frequency [1] . In the low frequency range, the mass and spring compliance must increase, which limits the application of passive vibration control to high frequencies unless the mass is very large such as the sprung mass in the case of trucks. However, in most practical applications like automobiles or machinery stands, vibrations are in the low frequency range. Hence AVC is more desirable and effective for low-frequency applications [2] .
Active vibration control involves an electromechanical system that cancels the primary (unwanted) vibration based on the principle of superposition; specifically, an anti-vibration of equal amplitude and opposite phase is generated and combined with the primary vibration, thus resulting in cancellation. Since the characteristics of the vibration sources and the structure are time varying, an AVC system must be adaptive in order to cope with these variations [3] . This paper uses an adaptive feedback AVC system using the adaptive finite-impulse response (FIR) filter and the filtered-X least mean square (FXLMS) algorithm [4] for updating the filter coefficients.
In order to provide satisfactory cancellation, it is desirable that the AVC system be digital. With the development of low-cost, high-performance digital hardware, most AVC systems were implemented using DSP and coder-decoder (CODEC) for analog-to-digital and digital-to-analog conversions. In principle, the optimum sampling rate for data conversion is four times the frequency of primary vibration.
This high rate results in slow convergence, and updating of only a small portion of coefficients was proposed to improve the system performance. This partial update technique is equivalent to decimation, which essentially reduces the sampling rate of digital signals for processing.
In this paper, the bound of sampling rate and the order of FIR filter for a given vibration frequency were analyzed and experimentally verified. The original bound derived in [6] for the steady-state response of a delay-constrained adaptive filter to a sinusoid in white noise was verified by real-time experiments, and it can be used as guideline for determining the order of adaptive FIR filter and the sampling rate for the digital AVC systems. This bound is very useful for designing practical AVC systems for low-frequency control, especially for systems using CODECs that only support high sampling frequencies. Real-time experiments are conducted to validate this bound using a DSP system for different sampling rates and filter orders.
THEORY
Unlike am adaptive feedforward system, where a separate reference sensor is available to pick up the reference signal, an adaptive feedback AVC system regenerates its own reference signal [7] . The block diagram of an adaptive feedback AVC system is depicted in Fig. I [3] . For a feedback AVC application, the primary disturbance d(n) is not available during the operation of AVC because it is intended to be cancelled by the secondary source.
Figure 1
Block diagram of adaptive feedback AVC system with the FXLMS algorithm.
As seen in the Fig. I , the primary disturbance in the z-domain can be expressed as
(1)
This equation shows that the primary signal can be synthesized from the error signal e(n) and the secondary signal y(n) generated by the adaptive filter. However, for a real-time implementation, the secondary path transfer function .S(z) in the vibration domain is not available for computational purposes. Instead, an estimate of the transfer function is used for generating the reference signal. Thus Eq. (I) can be modified as (2) where S ٙ (z) is estimate of the secondary path transfer function S(z). The reference signal x(n) is internally generated as where w l (n),l=O,l,...,L -l are the coefficients of the adaptive filter W(z)at the time n, and L is the length of the filter. The adaptive filter coefficients are updated by the FXLMS algorithm expressed as (5) where µ is the step size and (6) is the filtered reference signal.
The adaptive feedback AVC algorithm summarized in Eq. (3) to Eq. (6) is very effective and compact since no reference sensor is required externally. The FXLMS algorithm uses an estimate of the secondary path transfer function for updating the adaptive filter and regenerating the reference signal. Off-line modeling of S(z) is conducted using white noise as the training signal, which gives the estimated transfer function S ٙ (z) for the system [3] . The experimental setup for active vibration control of the structure can be seen in Fig. 2 [8] . One shaker is attached at the top of structure to provide the primary vibration. Another shaker is attached at the middle of structure as the secondary source to produce anti-vibration. Input to the second shaker is based on the adaptive filter output signal y(n) computed by Eq. (4). The error sensor is attached to the structure to pick up the residual error signal e(n), which is processed to provide the necessary cancelling force for the secondary shaker such that the error signal is mimmized. The adaptive feedback AVC algorithm is implemented on a DSP system including two dual-channel, 16-bit analog-to-digital and digital-to-analog converters. This DSP system is inside the computer shown in Fig. 2 .
Figure 2 Experimental setup
The sampling rate and the filter order of the adaptive filter are important factors to be considered in the development of the practical AVC system. The task of the adaptive filter is to precisely estimate the primary path from the noise source to the performance point defined by the location of the error sensor. Real-time digital signal processing requires that the processing time T p be less than the sampling period T as
Vol. (8) where f max is the highest frequency of interest.
Real-time experiments were conducted to verify the stability and convergence rate of the FXLMS algorithm. These show that the performance of AVC system for a structure excited at a single low frequency can be explained by the analysis performed by Morgan [6] for the steady-state response of a delay-constrained adaptive linear predictor filter to a sinusoid in white noise. Expressions are derived for the steady-state adaptive weights, frequency response, and line suppression. A useful bound is also derived for the worst case output signal-to-noise ratio as function of frequency and the order of the filter. The equation derived by Morgan [6] is modified as follows:
This equation can be rewritten as (10) where f 0 is the excitation frequency, T is the sampling period (i.e., the reciprocal of the sampling frequency f s ), and L is the filter length (order L-1).
In this paper, we study the filter length and sampling rate for a practical AVC system and validate the theoretical analysis by real-time experiments.
EXPERIMENTAL RESULTS
Theoretical and experimental modal analysis of the structure shown in Fig.2 was performed. The first natural frequency of the structure shown in Fig. 2 is 10 Hz, and the maximum displacement point for this frequency is near the top of the structure. For low frequency excitations, the displacement is primarily dominated by the first mode [9] , which has maximum displacement point at the top of the structure, and hence the error sensor is placed at the top of the structure.
Figure 3
Real-time experimental results for an excitation frequency of 10 Hz, filter length of 256 and sampling frequency of 2 kHz.
The structure is excited at different frequencies such as 10 Hz, 12 Hz, 14 Hz, 16 Hz, and 20 Hz. The error signal and the secondary source signals are displayed in Fig.  3 as an example. Similar graphs for 12 Hz, 14 Hz, 16 Hz, and 20 Hz cam be found in [8] . The plot on the left shows the signals before AVC is activated and the plot on the right shows the signals after the controller is activated. In these plots, the top signal is the controller signal and the bottom signal is the error signal. The magnitude of error signal (the bottom signal) decreased from a value of 380 mV to
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120 mV after the control was applied. A similar trend was observed for all other cases [8] . According to Eq. (10), if the values of parameters f 0 , f 5 , and L do not obey the above equation, then instability occurs. Since large step size µ in the FXLMS algorithm may cause instability of the system, the step size was fixed at 0.000005 for all of the experiments to isolate the influence of the step size on the stability of the AVC system.
Figure 4
Convergence time vs. filter length at excitation frequency of 10 Hz. In order to observe the effect of various parameters on convergence time, the experiment was performed at various combinations of filter order, sampling frequency, and excitation frequency. First the excitation frequency was set at 10 Hz and a particular sampling frequency was chosen and the convergence time was noted as the filter order was increased. The experiment was conducted for three different sampling frequencies (2 kHz, 3 kHz, and 4 kHz). As expected, the convergence time decreased with increasing filter order as observed in Fig. 4 . The procedure is repeated for the excitation frequency of 15 Hz and the results are shown in Fig. 5 . Again the same observation of reduced convergence time with increasing filter order was observed. Next in Fig. 6 , convergence time for increasing sampling frequency was plotted for the case with filter order of 64 and excitation frequency of 10 Hz. A similar result is presented in Fig. 7 for the case with excitation frequency of 15 Hz. It may be noted that for each case, beyond a particular sampling frequency there was no convergence implying that particular sampling frequency to be the upper bound observed by experiment.
This upper bound of sampling frequencies at the various filter orders for the case of an excitation frequency of 10 Hz is presented in Fig. 8 and for the case of 15 Hz is presented in Fig. 9 . For the purpose of comparison, theoretical upper bounds predicted by Morgan [6] for each case are also plotted in Fig. 8 and Fig. 9 . Since the experimental upper bound is greater than the theoretical upper bound in all cases, it may be concluded that the theoretical upper bound can be used as a sufficient but not necessary condition. Thus if the sampling frequency is kept below the theoretical upper bound, convergence is assured. Upper bound of sampling frequency vs. filter order at excitation frequency of 15 Hz.
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CONCLUSIONS
Vibration at the error sensor location has reduced significantly indicating successful implementation of the adaptive feedback AVC system with the FXLMS algorithm. For a particular excitation frequency and sampling frequency, convergence time decreased with increasing filter order. For a particular excitation frequency, the upper bound of the sampling frequency increases with increasing filter order. The upper bound of the sampling frequency for a particular excitation frequency and particular filter order as predicted by Morgan [6] is a sufficient but not necessary condition for convergence. The primary contribution of this paper is to demonstrate that for active vibration control which are typically associated with low frequencies, sampling frequency should not be chosen arbitrarily high.
