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Harold Davenport was one of the truly great mathematicians of the twentieth century. Based on lectures he gave at the University of Michigan in the early 1960s, this book is concerned with the use of analytic methods in the study of integer solutions to Diophantine equations and Diophantine inequalities. It provides an excellent introduction to a timeless area of number theory that is still as widely researched today as it was when the book originally appeared. The three main themes of the book are Waring's problem and the representation of integers by diagonal forms, the solubility in integers of systems of forms in many variables, and the solubility in integers of diagonal inequalities.
For the second edition of the book a comprehensive foreword has been added in which three leading experts describe the modern context and recent developments. A complete list of references has also been added. When Davenport produced these lecture notes there had been very little progress on Waring's problem since important work by Davenport and Vinogradov something like a quarter of a century earlier, and the main interest was to report on the more recent work on forms as described in the later chapters. Indeed there was a generally held view, with regard to Waring's problem at least, that they had extracted everything that could be obtained reasonably by the Hardy-Littlewood method and that the method was largely played out. Moreover, the material on Waring's problem was not intended, in general, to be state of the art, but rather simply an introduction to the Hardy-Littlewood method, with a minimum of fuss by a masterly expositor, which could then be developed as necessary for use in the study of the representation of zero by general integral forms, especially cubic forms, in the later chapters. [32] ). The discussion in the Note in Chapter 3 in the case k = 3 is still relevant today. Although the asymptotic formula for sums of eight cubes is now established the classical convexity bound was not improved in the exponent when 2 < m < 4. 
where Γ(k) is as defined in the paragraph just prior to Theorem 5.1. This would imply that for
l . With regard to Lemma 9.2 and the Note after the proof, we now know that under the less stringent hypothesis (q, a) = 1, q|β| ≤ 1 2k P 1−k , α = β + a/q we have the stronger estimate
Moreover with only the hypothesis (q, a) = 1 we have
See Theorem 4.1 of Vaughan [86] . The latter result enables a treatment to be given for cubes in which all the arcs are major arcs. For a modern introduction to the Hardy-Littlewood method and some of the more recent developments as applied to Waring's problem see Vaughan [86] , and for a comprehensive survey of Waring's problem see Vaughan and Wooley [91] .
Chapter 7 is concerned with the solubility, given a sequence {c j } of natural numbers, of the equation
for large natural numbers N , and is really a warm-up for Chapters 8 and 10. For an infinite set of N there may not be solutions, however large one takes s to be, but the obstruction is purely a local one. Any of the various forms of the Hardy-Littlewood method which have been developed for treating Waring's problem are readily adjusted to this slightly more general situation and, with the corresponding condition on s, lead to an approximate formula for the number of solutions counted. This will lead to a positive lower bound for the number of solutions for any large N for which the singular series is bounded away from 0. 
Foreword
Davenport gives a brief outline of the minor changes in the argument which have to be made in adapting the method, and the remainder of the chapter is devoted to showing that the above condition on the singular series is essentially equivalent to the expected local solubility condition. In Chapters 8 and 10, Davenport adapts the method to treat
where now the c j can be integers, and not all the same sign when k is even. Of course this has a solution, and so the main point of interest is to establish the existence of integral solutions in which not all the x j are 0. This can be considered to be the first special case of what was the main concern of these notes, namely to investigate the non-trivial representation of 0 by general forms and systems of forms. In Chapter 8 the simplest version of the Hardy-Littlewood method developed in the previous chapters is suitably adapted. This requires quite a large value of s to ensure a solution. In Chapter 10 this requirement is relaxed somewhat by adapting the variant of Vinogradov's argument used to treat Waring's problem in Chapter 9. Although the argument of Chapter 10 is relatively simple it is flawed from a philosophical point of view in that as well as the local solubility of (2) there needs to be a discussion of the local solubility of (1) with N non-zero, which, of course, really should not be necessary. This could have been avoided, albeit with some complications of detail. The question of the size of s to ensure a non-trivial solution to (2) had some independent interest as Davenport and Lewis [27] had shown that k 2 + 1 variables suffice for the singular series to be bounded away from 0, and when k + 1 is prime there are equations in k 2 variables with no non-trivial solution. Moreover they had also shown, via the Hardy-Littlewood method, that (2) is soluble when s ≥ k 2 + 1 and either [85] (k = 10) this gap was removed. The methods of Vaughan and Wooley mentioned in connection with Waring's problem when adapted show that far fewer variables suffice for a non-trivial solution to (2) provided that the corresponding singular series is bounded away from 0, and this is essentially equivalent to a local solubility condition.
In the later chapters the Hardy-Littlewood method is adapted in various, sometimes quite sophisticated, ways. However, the only place where any of the main results of the first 10 chapters is applied directly is the use of Theorem 8. 
R. C. Vaughan Pennsylvania State University

Forms in many variables: Chapters 11-19
Let F (x 1 , . . . , x n ) be a form of degree d with integer coefficients. When d ≥ 3, the question of whether the equation F (x 1 , . . . , x n ) = 0 has a non-trivial integer solution is extremely natural, extremely general, and extremely hard. However for quadratic forms a complete answer is given by the Hasse-Minkowski Theorem, which states that there is a non-trivial solution if and only if there is such a solution in R and in each p-adic field Q p . Such a result is known to be false for higher degree forms, as Selmer's example shows. None the less the hope remains that if the number of variables is not too small we should still have a 'local-to-global' principle, of the type given by the Hasse-Minkowski Theorem.
It transpires that the p-adic condition holds automatically if the number of variables n is sufficiently large in terms of the degree. This was shown by Brauer [9] , whose argument constitutes the first general method for such problems. The problem for forms over Q, rather than Q p , is distinctly different. For forms of even degree there is no value of n which will ensure the existence of a non-trivial integer solution, as the example
shows. Thus the original Brauer induction argument cannot be applied to Q, since it involves an induction over the degree. However Birch [5] was able to adapt the induction approach so as to use forms of odd degree only, and hence to show that for any odd integer d ≥ 1 there is a corresponding n(d) such that F (x 1 , . . . , x n ) = 0 always has a non-trivial solution for n ≥ n(d). This work is described by Davenport in Chapter 11. A rather slicker account is now available in the book by Vaughan [86, Chapter 9] . Although the values of n(d) produced by Birch's work were too large to write down, more reasonable estimates have been provided by Wooley [99] , by a careful adaptation of Birch's approach.
Davenport's own major contribution to the area was his attack on cubic forms, via the circle method. The natural application of Weyl's method, as described in Chapter 13, leads to a system of Diophantine inequalities involving bilinear forms. The key result in this context is Lemma 13.2. By using techniques from the geometry of numbers, Davenport was able to convert these inequalities into equations. In his first two papers on the subject [20, 21] these equations were used to deduce that F must represent a form of the type a 1 x 3 1 + F (x 2 , . . . , x m ) for some m < n. This process is somewhat wasteful, since n − m variables are effectively discarded. By repeated applications of the above principle Davenport was able to reduce consideration to diagonal forms. Davenport's third paper [22] treats the bilinear equations in a more geometrical way, which is presented in Chapter 14. This approach is much more efficient, since no variables are wasted. A straightforward application of this third method shows that F = 0 has a non-trivial solution for any cubic form in 17 or more variables, and this is the result given as Foreword xiii structure of the proof. The main goal is to prove an asymptotic formula for the number of solutions in a box of side P . Davenport achieves this, providing that the number of solutions to the aforementioned bilinear equations does not grow too rapidly. The arguments used to handle this latter issue lead to two alternatives: either the number of solutions to the bilinear equations is indeed suitably bounded, or the original cubic form has a non-trivial integer zero for geometric reasons. In either case the cubic form has a non-trivial integer zero. One consequence of all this is that one does not obtain an asymptotic formula in every case. The form
vanishes whenever x 1 = x 2 = 0, so that there are P n−2 solutions in a box of side P . This example shows that one cannot in general expect an asymptotic formula of the type mentioned in connection with Theorem 17.1.
The 16 variable result is arguably one of Davenport's finest achievements, and it remains an important challenge to show that 15 variables, say, are in fact enough. Davenport's approach has been vastly generalized by Schmidt [77] so as to apply to general systems of forms of arbitrary degree. For a single form F (x 1 , . . . , x n ) the result may be expressed in terms of the invariant h(F ) defined as the smallest integer h for which one can write
with non-constant forms G i , H i having rational coefficients. An inspection of Davenport's argument for cubic forms in 16 variables then establishes the standard Hardy-Littlewood asymptotic formula for any cubic form with h(F ) ≥ 16. When h(F ) ≤ 15 and n ≥ 16 the form F still has a non-trivial integer zero, since one can take the forms H i (x) to be linear and use a common zero of H 1 , . . . , H h . In his generalization Schmidt was able to obtain an explicit function n(d) such that the Hardy-Littlewood formula holds for any form of degree d having h(F ) ≥ n(d). In order to deal with forms for which h(F ) < n(d) one is led to an induction argument involving systems of forms. Thus if one starts with a single form of degree d = 5 one wants to know about zeros of systems of cubic forms. In this connection Schmidt proved in a separate investigation [76] that a system of r cubic forms with integer coefficients has a non-trivial integer zero if there are at least (10r ) that 10 variables suffice. Here the number 10 is best possible, since there exist forms in 9 variables with no non-trivial p-adic zeros. However Hooley [45] has sharpened the above result to establish the local-to-global principle for non-singular cubic forms in n ≥ 9 variables. These works use the Hardy-Littlewood method, but instead of employing Weyl's inequality they depend on the Poisson summation formula and estimates for 'complete' exponential sums. Complete exponential sums involving a non-singular form can be estimated very efficiently via Deligne's Riemann Hypothesis for varieties over finite fields, but the methods become less effective as the dimension of the singular locus grows. Deligne's bounds handle sums to prime, or square-free, moduli, but sums to prime power moduli remain a considerable problem. The treatment of these in [42] Hooley [46] .) In its simplest guise the above methods would handle non-singular cubic forms in 13 or more variables. However this may be reduced to 10 through the use of Kloosterman's refinement of the circle method. In order to handle forms in nine variables Hooley adopts a distinctly more subtle analysis, designed to save just a power of log P , when considering points in a box of side P .
The work of Birch [6] , summarized in Chapter 19, is most easily described by seeing how it applies to a single form F . When F is nonsingular Birch is able to establish an asymptotic formula as soon as Suppose that s is an integer with s ≥ 5 and that λ 1 , . . . , λ s are real numbers, not all of the same sign, and not all in rational ratio. The chapter consists of a proof that given any positive real number C, there exists a non-trivial integer solution x = (x 1 , . . . , x s ) of the Diophantine inequality
As Davenport notes, the result has a straightforward extension to the case in which the squares are replaced by kth powers and the number of variables is at least 2 k + 1. If k is odd, the sign condition is of course unnecessary.
The proof is a clever adaptation of the Hardy-Littlewood method. One estimates, for some large positive P , the number of solutions of (3) where the integers x i satisfy |x i | ≤ P . Rather than integrating over a unit interval as in the Hardy-Littlewood method, one integrates over the real line against a suitable decaying kernel. Instead of multiple major arcs, here the major contribution comes from an interval centred around zero, while the most difficult region to bound consists of a subset of numbers of intermediate size. The contribution to this latter region is treated using the hypothesis that one of the ratios is irrational.
In the lecture notes, Davenport conjectures that (3) is non-trivially soluble even for s ≥ 3, and in a separate comment notes that a natural question is whether the result can be generalized to the case of indefinite quadratic forms that are not necessarily diagonal and discusses some work by Birch, Davenport and Ridout (see [29] 
There are numerous results which give lower bounds such as C(d 1 , . . . , d R ) for particular types of forms, of which we mention only two. Brüdern and Cook [11] produced such a result for systems of diagonal forms, under certain conditions on the coefficients, and Nadesalingam and Pitman [62] have given an explicit lower bound for systems of R diagonal cubic forms.
One can also ask about inequalities involving general positive definite forms with coefficients not all in rational ratio. We certainly do not expect the values at integral points to be dense on the real line; thus the relevant question, asked by Estermann, is whether the gaps between these values tend to zero as the values tend to infinity, provided that the number of variables is sufficiently large. For diagonal quadratic forms, Davenport and Lewis [28] with coefficients not all in rational ratio, and for all ε > 0, there is a non-trivial integral solution of
As Davenport remarks, Davenport and Roth [30] provided an improvement; they showed that there exists a constant C 1 > 0 such that
In fact, the Davenport-Heilbronn method is sufficiently flexible so that bounds for inequalities roughly parallel bounds given by work on Waring's problem. In particular, for large k, one has Hardy-Littlewood method, one obtains an asymptotic formula for the number of integral solutions for all positive P with not much more effort than is required to establish solubility. For example, for indefinite diagonal forms with coefficients nonzero and not all in rational ratio, and for positive P , and s sufficiently large in terms of k, we would expect that the number N (P ) of integral solutions x of (4) with |x i | ≤ P for 1 ≤ i ≤ s satisfies
where C(s, k, λ 1 , . . . , λ s ) is a positive constant depending only on s, k and the coefficients λ i . However, the proof of Davenport and Heilbronn (with some minor technical modifications) allows one to give asymptotic formulae for diagonal Diophantine inequalities for essentially only an infinite sequence of large P . In their paper, Bentkus and Götze [3] establish the appropriate analogue of (6) for general positive definite quadratic forms with coefficients not all in rational ratio, for all positive P ; although their proofs are not phrased in the language of the Davenport-Heilbronn method, the ideas are similar. By adapting their work, Freeman [33, 35] was able to prove the existence of an asymptotic formula such as (6) for indefinite diagonal forms of degree k for all positive P . Wooley [101] has considerably simplified and improved this work, using clever ideas to reduce the number of variables needed to guarantee the existence of asymptotic formulae. In particular, for the existence of asymptotic formulae for large k, one can establish results similar to (5); if we define G asymp (k) analogously to G ineq (k), one has G asymp (k) ≤ k 2 (log k + log log k + O(1)) .
Finally, we note that Eskin, Margulis and Mozes [31], using techniques different from the Davenport-Heilbronn method, in fact earlier proved the existence of asymptotic formulae of the expected kind for the case of general indefinite quadratic forms in at least four variables with coefficients not all in rational ratio, and signature not equal to (2, 2).
