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In an earlier paper [l] the writer showed that the solution of a certain type 
of Abel nonlinear (ordinary) equation can be expressed in terms of com- 
binations of third-order hyperbolic functions and the inverses of such 
combinations. This idea is developed in the present paper to partial differential 
equations in 2, 3, 4 variables. It will be shown that the inverse functions with 
respect to one variable of linear combinations of Appell functions of several 
variables, i.e., functions analogous to cash-r x, and combinations of functions 
analogous to sinh(cosh-1 x), satisfy certain nonlinear ordinary and partial 
differential equations many of which are apparently unsolvable by standard 
textbook methods. 
Appell functions, otherwise known as generalised hyperbolic functions 
and higher order sine functions, have been the subject of an extensive 
bibliography covering the years 1757-1955 recently published by 
Kaufman [2]. Some of the papers cited by Kaufman deal only with functions 
of one or two variables but a number [e.g., Appell [4], Glaisher [5]] deal 
with functions of n variables. 
The references at the end of this paper include one paper published 
before 1955 but omitted by Kaufman and several published after 1955. 
In order to infuse a modern flavor into the Appell functions, they will be 
defined in Section 1 by means of a matrix equation. 
1. APPELL FUNCTIONS OF ORDER n 
Let 1, W, w2 ,..., UJ”-~ be the n n-th roots of unity: 
2im 
w=exp -, 1 I n 
d = 1, 
0 1972 by Academic Press, Inc. 
SOS/I I/Z-I 
222 VEIN 
Now let n functions A,, , p = 1, 2, 3 ,..., 71, of n - 1 independent variables 
x, ) r = 1, 2, 3 ,...) n - 1, be defined by the matrix equation 
A,+,&, (1.2) 
where A, , X, are column matrices and J&, is a square matrix defined as 
follows: 
4 = [AnpI, p = 1, 2, 3 )...) 12, (1.3) 
Q, = [&-lmn-lq p, m = 1, 2, 3 ,..., n, (1.4) 
L 
n-1 
X, = exp C WAX, 1 , m = 1, 2, 3 ,..., n. W) r=1 
Using (1. I) it can be shown that Q, may be written in the form 
52, = 
-1 1 1 .*. 1 
1 w w2 . . . (J-1 
1 w2 w4 . . . (p-2 
. . . . . . . . . 
-: 
w”-2 (J-4 . . . w2 
&l-l w”-2 . . . w 
The coefficients of x, in X, may be obtained from Q, by deleting the first 
column. 
Substituting (1.3)-( I .5) into (1.2) we find 
A,, = ; f 
n-1 
w~P-lbn-l) e.q c W(m-l)rX, 
rn=l r=l 
n-1 
OJ(P’-~)~ exp C UJ~*X, , p = 1, 2, 3 )...) 72. U-6) 
r=1 
These are Appell’s functions of order n. All are real. It follows from (1. I) that 
A - An, 9 n,n+T3 (1.7) 
i.e., the functions recur in a cyclic manner. We note that 
n-1 
(P+r-l)m exp c oP~x~ = AnsPfr . 
T-=1 
(1.8) 
If p + Y = n + s, then it follows from (1.7) that 
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Thus the Appell functions satisfy the following cyclic relations amongst their 
partial derivatives: 
8A nD _ A -_ 
3x1 
rz,Bi-1 
8A %‘D - A -- 
3x2 
n.2t2 (1.9) 
. . . 
aA 
2 = A,,,-, . 
ax,-1 
Each function is a solution of each of the n-th order differential equations 
3”A A 
e= ’ Y = 1) 2, 3 )...) n - I. 
We note in passing that, if n is a fixed prime, any member of the family of n 
functions may be obtained by differentiating any other member of the family 
with respect to any of its variables a sufficient number of times. 
These functions have many other interesting properties but those above 
involving derivatives are the only ones we shall need below. 
When n = 2, 3,4, these functions simplify as follows. We will use x, y, z 
in place of x1 , x2 , xs . 
n=2 
AtI = i(ez + e-=) = cash X, 
A,,(x) = $(ez - e-z) = sinh x, 
&!! = A,, d& A 
dx , y&y= 21’ 
n=3 
In this case we get the functions P, Q, R of Appell’s early paper [3]. 
A,,(x, y) = P(x, y) = i(ez+g + ewxfwzy + ewzztwy), 
A,,(x, y) = Q(x, y) = g(ez+Y + wew”tw2Y + w2ew22+wy), (1.11) 
A,,(x, y) = R(x, y) = $(ez+Y + w2ewz+wzY + wew2”+wy), 
where 
1 W2 = - zzz c;j, w3= 1, 1+w+w2=o. 
w 
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They satisfy the partial differential relations 
P = R, = Q, = Q,$ = R,, = P,, = P,,, = P,,, (1.12) 
and two similar sets obtained by interchanging P, Q, R, in a cyclic manner. 
We note that all three functions satisfy each of the heat equations 
vm! = VY, v,, = v,. (1.13) 
Expressed in purely real form1 
p z ; [&+Y + 2e--:(=+y1 cos q (3 +I, 
Q = f [,.+y + &-i(z+Y) cos p+ -Y> + $/], 
R = ; [,.+y + &-i(~+2/) cos I$? (x - y) - $11. 
n=4 
Expressed in purely real form, 
A,, = ${ey cosh(x + z) + e-y cos(x - z)], 
A,, = &{ey sinh(x + x) - e-y sin(x - z)), 
A,, = &{eY cosh(x + z) - e-y cos(x - z)}, 
A,, = +(eu sinh(x + .z) + e-y sin(x - a)}. 
(1.15) 
These functions satisfy the relations 
1 Appell’s paper [3] contains a number of errors one of which is that the function 
he called Q should be called R, and vice versa. 
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etc., and three other sets obtained by interchanging the second suffix in a 
cyclic manner. All four functions satisfy the heat equations 
the wave equation 
and the equations 
2. DIFFERENTIAL EQUATIONS ASSOCIATED WITH THIRD-ORDER 
APPELL FUNCTIONS 
Define a function 4(x, y) implicitly by the identity 
x = we, Y), Yh 
i.e., 4 is the inverse function of P with respect to x and is multivalued. For 
the purposes of partial differentiation, it will be convenient to write 
where, 
In brief, 
Let 
From (1.12), 
x = W(%Y), y>, 
Y =y. 
x = P(r#J, Y). 
u = Q(b, Y), 
v = I?($, Y). 
ax -q- = u, ax ay = v, 
au 7J-q = v, au aY = x, 
av av --@=x, ay=u. 
(2-l) 
(2.2) 
(2.3) 
(2.4)2 
2 We note that, despite the identity Y = y, 
axlaY # axjay = 0, aY/ax = ay/ax = 0. 
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Differentiate (2.1) with respect to x and y in turn and use (2.4). 
ax a+ ax i3Y 
l=s@i+auz- 
= UYL, (2.5) 
= up, + v. (2.6) 
Similarly, 
u, = v+, 9 (2.7) 
uv = VA + x, (2.8) 
vz = 4, > (2.9) 
v, = xq5, + u. (2.10) 
We will now proceed by further differentiations and by elimination to 
determine the ordinary and partial differential equations satisfied by the 
three functions 4, U, V. 
Eliminate V from (2.6) (2.7) and then U$, , using (2.5), 
u, = -4,. (2.11) 
Differentiate (2.5) with respect to x and eliminate U, , using (2.1 I), 
4m = dxxl . (2.12) 
Differentiate (2.5) with respect to y, (2.11) with respect to x, eliminate &, 
and then $2: from (2.5), 
u2u,, = u, . (2.13) 
Eliminate & from (2.5), (2.7), from (2.5), (2.9) and from (2.7), (2.9) 
v= uu,, (2.14) 
x = uv,, (2.15) 
xv, = vv, . (2.16) 
Eliminate+, from (2.10), (2.11); 
v, = u-xu,. (2.17) 
Eliminate U using (2.15); 
x2 v,= = v,v-, . (2.18) 
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From (2.16), (2.17), 
u= v,+ VI/,. (2.19) 
Eliminate U, using (2.15) again; 
V,(V, + VV,) = x. (2.20) 
Eliminate U from (2.14), (2.15) and we get an ordinary differential equation 
satisfied by V regarded as a function of x only, 
x2v/” + VP = XV’. (2.21) 
Eliminate V from the same pair of equations and we get the ordinary equation 
satisfied by U, 
U(d2/dx2)(U2) = 2x. 
Put u = u2; 
li’ dl.4 = 2x. (2.22) 
Eliminate &, from (2.Q (2.11) and then V from (2.14); 
u, + vu,2 = x. (2.23) 
Another partial equation satisfied by + may be obtained as follows. 
Eliminate U from (2.5), (2,6); 
(2.24) 
Eliminate V using (2.9) and &.t using (2.12); 
45Y = h(b? - 43C)* (2.25) 
If we now use (2.12) again to eliminate derivatives with respect toy we obtain 
the ordinary equation 
$‘V - 34’2 + 4’5 = 0. (2.26) 
We end this section by noting that if we generalise (2.1) to (2.3) by the 
equations 
x = .%b Y) + bQ(+, Y) + c&A Y), 
u = aQ(bt Y> + bR(+, Y> + 45, Y), (2.27) 
E’ = aW, Y> + W+, Y) + cQ(A Y), 
(2.4) remains valid and hence the following analysis stands unaltered. Hence 
we have found solutions of the differential equations involving three arbitrary 
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constants, though in the case of (2.21), (2.22) one constant must be super- 
fluous. Even more general solutions of some of these equations will be given 
in Section 6. 
3. DIFFERENTIAL EQUATIONS ASSOCIATED WITH APPELL FUNCTIONS 
OF ORDER n 
Let 9L(x1 , x2 , x3 ,..., x,-,) be defined implicitly by the identity 
that is, c,& is the inverse function of A,, with respect to x1 and may be multi- 
valued. In brief, 
xl = And+, , X,, x3 ,..., Xn--lb (3.2) 
where X, = x, . It will be convenient to write 
v,, = Xl . (3.3) 
Define n - 1 other functions V&x1 , x2 , x3 ,..., x,-i) by the relations 
V,, = 4&a , -5, , x3 ,..-, 44, (3.4) 
where p = 2, 3,..., n, but if we bear in mind the convention (3.3), then (3.4) 
is valid for p = 1,2, 3 ,..., n. 
We will now seek ordinary and partial differential equations which are 
satisfied by the n functions & , V,, for general or special values of n. 
Differentiate (3.4) with respect to C& and X, in turn and use (1.8) 
avn, - y 84% n,9+1, 
avw _ v -- 
ax, 
n,v+q 
- avm . 
a-c 
A particular case of these equations is 
(3.5) 
(3.6) 
avm - %l Xl> 
a v,-,+, 
ax, = 31. 
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Now differentiate (3.4) with respect to x’, and use (3.5), 
avw _ av,, a+, + av,, ax. ---- 8% ak ax, ax,ax, 
= v..,+,g + v?w+r . T (3.7) 
We will now replace x1 , x2 , x, , xq ,..., x,-~ by x, y, z, 5 ,..., h and 
x2 , x3 , x4 **-*, Xael by E’, Z, T ,..., A. Then, writing out (3.7) in detail 
we have 
1 = VnVnz(M* ! (3.8) 
0 = Vn,(hL>, + VTL, > (3.9) 
0 = Vn,(hJz + v7vl > (3.10) 
0 = Vn,(hJ, + vv,, > (3.11) 
0 = Vnddnh + v?Ln > (3.12) 
(Vnz>ac = Vn&n>s j (3.13) 
(Vn,), = V&nh + vn, 9 (3.14) 
VnzL = vn3b4Jz + vn, 2 (3.15) 
V%)t = Vn,Md + vn, 7 (3.16) 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
(2.26) 
(Vn,n-A = Vn&$n), + vn,n-2, (3.27) 
(Vn& = 4kJz I (3.28) 
(VT& = +M/ + v,, , (3.29) 
(Vnn)z = Gz)z + vn, 1 (3.30) 
(VwJt = Xh>t + vn, 9 (3.31) 
(VnnX = GA + I/n,n-1 * (3.32) 
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From (3.8), 
From (3.8) to (3.12) and in the original notation, 
In detail, 
V n,9+1 = 
34, ah -__ __ 
I ax, ax, 
avT2, avnq _ v 34, 
axa ---- 
__- 
3X, n*s+1 ax, 
v 84, o lad?+1 ax, = * 
From (3.7) and using (3.34) 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
(3.37) 
(3.38) 
Hence 
av,,- av 1zP 
3% ax, ' 
p, q = 2, 3,4 )...) n - 1, (3.39) 
a result which, in view of (3.5), is totally unexpected. In detail, and bearing 
in mind that n must be sufficiently large for the functions to involve the 
variables which appear, these relations are as follows: 
(Vm), = (Vn2E2)z > n > 4, (3.40) 
( Vn4)z = (VT& ! n 3 5, (3.41) 
(Vmh = (Vd, Y n 3 5, (3.42) 
(Vn,,-11, = (Vn,>, > n > 3, (3.43) 
(Vn,n-11, = (Vn,), 3 n B 4, (3.44) 
vn,n-1)t = (Vw,h 9 n > 5. (3.45) 
From (3.13), (3.35), 
( V?zJz = -6Jv 9 71 > 3. (3.46) 
Similarly, (V?& = -(CA 9 n b 4, (3.47) 
(Vn&! = -(Gh 9 n > 5, (3.48) 
(VW-l), = -wJr 7 n > 3. (3.49) 
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From (3.33), (3.46) we find that &, satisfies (2.12) for all n >, 3. This result 
arouses the suspicion that the solution of (2.12) can be expressed in more 
general terms than is suggested by the above analysis. This suspicion is 
confirmed in Section 6. 
From (3.35), (3.47) and using (2.12), 
Aw = 4J&hy2 + dz), n >, 4. 
From (3.36), (3.48) 
&z = h&b#% + A), n > 5. 
From (3.28), (3.38), 
$%A = M?4dA - d?!)~ n 3 3. 
From (3.8) and using (3.13), (3.18), (3.23), (3.28) in turn, 
vn, = Vn,(V/,,), = v:,,o 5 
vn, = V~2(V& = %TL,(v:,),, 7 
vn, = Vn,(Vn,)z > 
(3.50) 
(3.51) 
(3.52) 
(3.53) 
(3.54) 
vnn = v,,(vn,,-,), > (3.55) 
x = Vn,Vnn)z . (3.56) 
The ordinary differential equation satisfied by V,, regarded as a function of x 
only may be found from (3.53) to (3.56) for, if we put V = V,, , 
Hence 
v nr = vd T-2 v f 1 dX 
r = 3, 4 ,..., n - 1. (3.57) 
t ! 
v!.& IL---l v = x. (3.58) 
From (3.47), (3.53), 
(AJZ = -HVf,)m . (3.59) 
In (3.8), (3.46) (3.59) we now have three equations relating V,, and &. 
If we take these equations in pairs and eliminate 4, we find that V,, satisfies 
the following three equations: 
v2vzz = v, , n 2 3, (2.13), (3.60) 
(V2),, = 2vz, n >, 4, (3.61) 
V2(V2Lm! = 2vz I n > 4. (3.62) 
The general solution of the first equation is given in Section 6. 
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Eliminate Vn4 from (3.42), (3.54) and we find that V,, also satisfies 
uv2LL = 2vt 7 n > 5. 
Put V = v1/2 in (3.61) to (3.63) and we find that Vz2 satisfies 
v1/2v cc?/ = vz 9 
v312v ZZI = vz ! 
v!Jvzz + 2%%v = vt , 
From (3.64), (3.65) it follows that 
n 3 4, 
12 3 4, 
n > 5. 
vvmx = v,u ? n>3 
(See Section 6). 
From (3.23), (3.24), and using (3.35), 
x - (VTWL-l)a, _ v 
(Vn,n-1)s - n3 * 
(3.68) 
Eliminate V,, using (3.44) and we find that Vn,+r satisfies 
( 
x - v, 
v, 1 n = vz > n > 4. 
From (3.29), (3.56), 
(3.63) 
(3.64) 
(3.65) 
(3.66) 
(3.67) 
(3.69) 
(3.70) 
Eliminate & using (3.28) and we find that V,, satisfies (2.18) for all n > 3. 
(See Section 6.) From (3.28), (3.32), and using (3.38), 
From (3.23), (3.28), 
VW-1 - (Vmh = v 
(Vn?Jz nn * 
(3.71) 
X(Vn*n-1)s = Vfln(Vn?J, = HeL), * (3.72) 
Eliminate Vn,n-l from (3.71), (3.72) and we find that V,, also satisfies 
(V”h = @Vz, + (V2>,,>, n 3 3. (3.73) 
Further equations which will be used in later sections are as follows. 
Put V = V,, then, from (3.28), (3.29), 
v,, = v, + vn,v,, 71 > 3. 
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Eliminate I/,, , using (3.56), 
vn3 = 
x - v,v, 
v,2 ’ n > 3. 
From (3.28), (3.30), 
p-n3 = vz + vn,v, > 
Eliminate V,, using (3.74), 
n 3 4. 
vv,, = 
x - v,v, - v,w, 
V$---- ’ n > 4. 
(3.74) 
(3.75) 
From (3.28), (3.31), 
vn, = vt + v,,vz > n 3 5. 
Eliminate V,, , using (3.75), 
v/1,5 =
x - v,v, - v,2v, - v,v, 
VZ” > 
II >, 5. (3.76) 
Equations (3.74)-(3.76) show a clear pattern of development from which 
we could find V,, in terms of V,, and its derivatives. 
We will end this section with a remark similar to that made at the end of 
Section 2, namely, that the above results remain valid if we generalise (3.4) to 
V,, = f a,A n,l.+&$12, x2, x3 ,a-*, X-l), P = 172, 3v.v n* (3.77) 
r=1 
Thus the solutions of the above partial equations may be expressed in terms 
of n + 1 arbitrary constants, a, (r = 1, 2,..., n) and n itself. 
4. CASE n = 4 
A number of results may be obtained by putting n = 4 in the results of 
the previous section and replacing h, the last variable, by a. 
From (1.7), (3.4), 
V 4.4~P - v49, P = 2,3,4, 
v,, = v,, = x. 
(4-l) 
From (3.58), V,, satisfies the ordinary equation 
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(see Section 6) which can be written in the form 
2 g 1 v5/2 & (vq = 3x. 
Put V = v2/s and we find that Vie satisfies 
2 g (v%“) = 3x 
From (3.52), +a satisfies 
A!* = hch4z - xAJ* 
Eliminate & using (3.8), (3.46), (3.63) and we find that V,, satisfies 
(4.2) 
(4.3) 
vv +v +vv3=x. 5Y z 2 
From (3.68) we find immediately that V,, satisfies 
(4.4) 
v, + vv, = x. 
From (3.75) we find immediately that V,, satisfies 
(4.5) 
V,(V, + v,v, + VV,2) = x. (4.6) 
Eliminating V,, from (3.41), (3.74) we find that V,, also satisfies 
From (3.71), 
( 
x - v,v, 
v,z 1 
V t = 2’ (4.7) 
v43 = ( v‘dz + VdV44)z (4.8) 
giving V,, in terms of V,, . This relation is given amongst others in Table I 
which gives each member of the family Var(r = 2, 3, 4) in terms of each of 
the others. 
TABLE 1 
Formulas Giving One Member of the Family V,, in Terms of Another 
APPELL FUNCTIONS 
5. CASE n = 5 
V - v5/59, 5,5fP p = 2,3,4,5, 
v,, = v,, = x. 
From (3.58), V,, satisfies 
( 1 vg4v=x. 
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(5.1) 
(5.2) 
From (3.23), (3.25), 
v52 = (V54)z + V54V54)z . 
Eliminate V,, using (3.42) and we find that V,, satisfies 
v, = (Vz + VVZ), * (5.3) 
From (3.76) we find immediately that V,, satisfies 
V,(V’, + v,v’, + vz2vt + VVz3) = x. (5.4) 
Equations (2.20), (4.6), (5.4) show a clearly defined pattern of development. 
From (3.19), (3.35) (3.36), (3.47), 
v55 = (V53), - V54($5)?/ 
= (V53h - V53($5)z 
= (V53), + V53(V53)2 3 (5.5) 
giving Vj, in terms of V,, . From (3.21), (3.36), (3.37), (3.47), (5.5), 
v52 = (V53)t - v54(+5h 
= V53h - V55(45)2 
= V53)t + V55(V53)3c 
= (V53h + (V53hc (V53L + V53(V53>“, 7 (5.6) 
giving Vj2 in terms of V,, . The last two relations are given amongst others in 
Table II which gives each member of the family V,, (r = 2,..., 5) in terms of 
each of the others. 
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TABLE 2 
Formulae Giving One Member of the Family VSv in Terms of Another 
v= v,, v== v,, v= v,, v = VbS 
V&2 - vt + v,v, + vvz2 v, + vvz v, + v,vs + vz2vt + vvz3 
v 53 vvn - (x - Vd/Vz v, + vzvt + vvz2 
v5* 3 V( V% v,v, + V,“V, + vv,3 - v, + vv, 
- 
V.55 B vi V( V%& v, + vv, v,v, + VVG2 - 
6. TRANSFORMATION OF THE HEAT EQUATION 
We will now find solutions of the equations 
40% = YL2CY 9 (2.12) 
vv,, = v, , (3.60), (2.13) 
x”W,, = w,zw, ) (2.18) 
**xx, = *‘et/ > (3.67) 
which are more general than those given in terms of Appell functions. 
Let x(x, y) be any solution of the heat equation 
%z, = $I , 
and let 
e = 27, ) 
* = $9 
so that 
e, = *. 
Let 4(x, y) be the inverse function of x(x, y) with respect to x. 
(6.1) 
F-2) 
(6.3) 
(6.4) 
and let 
From (6.2), 
x = +A Y), P = Y>, (6.5) 
u = q$, Y), (6.6) 
* = $&A Y). (6.7) 
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TABLE 3 
Partial Differential Equations 
Equation 
Reference Minimum 
Value 
Sections Equation Solution of ?I 
hz = 4.z2Al 2, 6 2.12 
&u = Y%L2 + 4%) 3 3.50 
dm = 4Zc#dP + 44 3 3.51 
4zA = dJr%h - x$3 3 3.52 Ax 
vv,, = v, 2,6 2.13 
xw,, = v,v, 2,6 2.18 
qJl/Zv = ‘us ZY 3 3.64 Kt2 
v3h 5X% = vs 3 3.65 KS 
v&m i 2VVXlY = vt V,z, 
vvzm = VCCTI 3,6 3.67 
x = v, + vv, 4,l 4.5 V43 
x = v, + vv,z 297 2.23 V32 
x = V,(V, t VV,) 277 2.20 V33 
x = v,v, + v, + VV,” 4 4.4 V42 
x = VA v, + v,v, + VV,“) 4 4.6 V44 
x = VdV, + v,v, + Ir,v’t + VV*S) 5 5.4 V,5 
V% = I@ - V%wJA 3 3.69 VWI-1 
vs = t(x - VzV,W,‘~, 4 4.1 V44 
v, = (Vs + VV,), 5 5.3 v54 
4 
5 
3 
4 
4 
5 
4 
5 
Differentiate (6.5) with respect to x, y in turn and (6.6) with respect to x. 
1 = udz , (6.8) 
0 = u4a, + fl, (6.9) 
24, = v$, . (6.10) 
From (6.8), (6.9), 
Substitute these relations into (6.10) and we find that 4 satisfies (2.12). 
Thus the solution of (2.12) is the inverse function with respect to x of any 
solution of the heat equation. 
From (6.8), (6.10), 
v = uu 0. 
505/11/z-2 
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Eliminate 71 using (6.9); 
Eliminate # using (6.8) and we find that u satisfies (3.60). Thus the solution 
of (3.60) is 
+I, Y> = [%(X, Y)le=tJ = %(4> Y>, (6.11) 
where z(x, y) is any solution of the heat equation. 
To solve (2.18), let 
t= w,, 
rl= w,, 
so that 
x2& = py. 
Let V be the inverse function of W(x, y) with respect to x. 
and let 
x = W(V, Y), v = Yh 
Then 
CJ = 5(K Y), 
7 = 7)(V, Y). 
W”( v, Y) = cyv, Y) = u, 
WY( v, Y) = 77(V, Y) = Q-P 
&( v, Y) = (“(V, Y) 7j( v, Y) v-2 = u2Tv-2. 
(6.12) 
(6.13) 
(6.14) 
From (6.12) to (6.14), 
1 = UV,, 
0 = uv, + 7. 
u‘, = a%v,V-2 = m-v-2 = --av.$- 
V - -21. 
v2v,2 
(6.15) 
Eliminate (r using (6.15) and we find that V satisfies (3.60). Thus the solution 
of (2.18) is the inverse function with respect to x of z+(+, y). 
To solve (3.67) we observe that 
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Integrating with respect to x and discarding an arbitrary function of Y 
(thereby losing some generality) we get 
2v, = 2vv,, - v,“. 
Put v = 5’2 and this equation transforms into (3.60). Thus a solution of 
(3.67) is ~~“(4, y). 
To illustrate these solutions consider the function 
1 X2 
z = 1/2 exp ( 1 -- > Y 4Y (6.16) 
which satisfies (6.1). The inverse function 4 with respect to x is defined by 
replacing z by x and x by 4. 
1 4” x=-ri;zexp --, 
Y i 1 4Y 
(6.17) 
i.e., 
We find that 
4” = -4y log(x dy). (6.18) 
$ 
3x 
= 2YW - 2Y) 
x2p ’ 
- 45 4” 2Y = 
Y 
3T-’ 
and hence that (2.12) is satisfied. 
From (6.16), 
4x, 39 = - & exp 
X2 
( 1 
--, 4y 
Thus 
where 4 is defined by (6.17). From (6.17), (6.20), (6.18), 
(6.19) 
(6.20) 
zz - $ log@ dy). 
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We find that 
v =2yvz-x2 
z! 2xyv ’ 
v,, = - 2y-2~3x2 , 
v, = - “y;2; x2. 
Hence (3.60) is satisfied. It may easily be verified that the function 
X2 v = v2 = - r log(x y’y) 
satisfies (3.67). 
7. NOTES ON STANDARD METHODS OF SOLUTION 
Equation (2.22) may be reduced by the integrating factor (Murphy [12], 
p. 405, Eq. (273)) 
1(x, 21) = 5 - 4x 
to the rather complicated first-order equation 
d3 - 12xu’ du + 8u312 + 8x3 = C, 
but no further progress seems possible. A complete solution may be obtained 
as follows. Equation (2.22) is derived from the previous equation which is 
a special case of (3.58), viz., 
Put 
Then 
Thus 
y = x. 
x =f(t>, 
Y =f’W 
dr 3 f”(t) 
~=~=-T 
(3.58) 
( > Y $ Y = f”(t)* 
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Repeating this process, 
y = f’“‘(t). 
Comparing this with (3.58), 
f’“‘(t) =f(t). 
Thus f(t) is a linear combination of hyperbolic functions of order n as 
expected [see (3.77)]. 
The solution of (2.26) has been given by Murphy [12, p. 428, Eq. (13)13. 
Interchanging the dependent and independent variables by means of the 
relations 
d 1 d --- 
@ - 4’ dx’ 
d2x 
4” = +3 p ) 
$” = ?g _ 4’4 $ , 
we find that (2.26) transforms into 
d3x -=x 
d+3 
which gives third-order hyperbolic functions as required. 
The standard notation for partial derivatives is 
P =&c, q = &I 3 r = %a 9 s = %y , t = xyy, 
where x is the dependent variable. 
Equation (4.5), viz., 
zp+q=x (4.5) 
may be solved by the Lagrange method (Piaggio [13]) to give the general 
solution 
f(% 4 = 0, 
24 = er(x - z), 
v = e+(x + z). 
3 The left hand side of Murphy’s equation contains the misprint y’y” which should 
read y’y”‘. See p. 401, eq. 237. 
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It is interesting to verify that V4a(x, y, u)4 is a special case of this result. 
Prom (1.15), (3.4), 
z = V43(x, y, u) = &{eY cosh(4 + a) - e-g cos(# - a)} 
where 4 is defined by 
Thus 
x = ${eY cosh($ + u) + e--2/ cos(4 - a)}. 
u = cos($ - a), 
v = cosh($ + u). 
Hence V,, is the particular solution of (4.5) in which 
f(u, v) = cos-1 u - cash-1 z, + 2~. 
If we use the method of Charpit [Piaggio [13]) on (2.23), viz., 
(2.23) 
we get the subsidiary equations 
dx dy ---zzz 
-2zp -1 
which lead to 
q = a(p3 - 1)1/3, 
Y= I $Jp = f(P) @Y). 
Thus the solution of (2.23) can be expressed in terms of the inverse function 
f-‘(y). A similar problem arose in the writer’s previous paper [I]. The 
solution of (2.20), viz., 
F=.@+pq-x=0 (2.20) 
can be expressed in terms of g-l(y), where 
4 Equation (4.5) does not involve derivatives with respect to z which may therefore 
be regarded as a constant. To avoid confusion with the dependent variable, it has been 
changed to a. 
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The Monge-Ampere method (Piaggio [13]) for the solution of the second- 
order equation 
Rr + Ss + Tt = V 
fails completely for the innocent-looking equations 
7 = P2% 
.A = q, 
X2Y = p2q. 
(2.12) 
(2.13) 
(2.18) 
It is necessary to solve the equations 
R dy2 - S dy dx + T dx2 = 0, 
Rdpdy + Tdqdx - Vdydx = 0, 
but since, in all three cases, S = 0, T = 0, the second equation becomes 
Rdp - Vdx = 0. 
Using p, = Y we get 
Rr-V=O 
which is the very equation we are trying to solve. 
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