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We present a surprisingly simple three-dimensional Bloch sphere representation of a qutrit, i.e.,
a single three-level quantum system. We start with a symmetric state of a two-qubit system and
relate it to the spin-1 representation. Using this representation we associate each qutrit state with
a three-dimensional vector a and a metric tensor Γˆ which satisfy a · Γˆ · a ≤ 1. This resembles
the well known condition for qubit Bloch vectors in which case Γˆ = 1 . In our case the vector a
corresponds to spin-1 polarization, whereas the tensor Γˆ is a function of polarization uncertainties.
Alternatively, a is a local Bloch vector of a symmetric two-qubit state and Γˆ is a function of the
corresponding correlation tensor.
PACS numbers: 03.65.Ta
I. INTRODUCTION
The popularity of a Bloch sphere representation of a
qubit stems from its simplicity. The state of a qubit
can be represented by a simple three-dimensional vector
a and any vector obeying |a| ≤ 1 corresponds to some
valid qubit state. The other way around, any qubit state
can be associated with a unique vector whose length is
less than one. This property offers a simple way of rep-
resenting both, quantum states and quantum dynamics
of a single-qubit system.
There were some attempts to generalize the Bloch
sphere representation to higher-dimensional systems [1–
8]. Because d-level quantum systems are described by
d2−1 parameters one cannot represent their states solely
by single three-dimensional vectors (apart from the ob-
vious case of d = 2). The usual method is to consider
vectors in more than three dimensions, however such rep-
resentation cannot be easily grasped by our intuition.
Moreover, unlike in d = 2 case, a set of constraints on
such multi-dimensional vectors does not posses rotational
symmetry. Alternatively, one can use more than one
three-dimensional vector to represent a state, however
the constraints on these vectors are also not intuitive [9].
It is therefore important to look for new simple meth-
ods to graphically represent states of higher-dimensional
quantum systems.
Here we present a three-dimensional graphical repre-
sentation of a qutrit (d = 3) using a single vector a and a
metric tensor Γˆ. The constraint on a valid density matrix
resembles the one for qubit, i.e., a · Γˆ · a ≤ 1, where in
qubit case the metric tensor is just identity. Finally, we
discuss how to describe a purity of states and a dynamics
using our method.
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II. QUTRIT REPRESENTATION
Let us start with two representations of a qutrit. First,
we represent it as a symmetric state of two qubits. An
arbitrary two-qubit density matrix can be written in the
following form:
ρ =
1
4

1 ⊗ 1 + ∑
j=x,y,z
(ajσj ⊗ 1 + bj1 ⊗ σj)
+
∑
j,k=x,y,z
Tjkσj ⊗ σk

 , (1)
where a = (ax, ay, az) and b = (bx, by, bz) are local Bloch
vectors and Tjk are elements of a correlation tensor Tˆ.
In case of symmetric two-qubit states a = b and
Tjk = Tkj . Moreover, it can be easily shown that, since
the symmetric state is orthogonal to the singlet state
|ψ−〉〈ψ−|, one has Tr(Tˆ) = 1.
Next, we identify the symmetric two-qubit operators
with the spin-1 matrices. We get
Sj =
σj ⊗ 1 + 1 ⊗ σj
2
,
S2j =
1 ⊗ 1 + σj ⊗ σj
2
, (2)
Aj = SkSl + SlSk (3)
=
σk ⊗ σl + σl ⊗ σk
2
(j 6= k 6= l).
From this we have
〈Sj〉 = aj , (4)
〈S2j 〉 =
1 + Tjj
2
, (5)
〈Aj〉 = Tkl = Tlk = qj (j 6= k 6= l). (6)
It is also convenient to introduce
1− 〈S2j 〉 =
1− Tjj
2
= ωj. (7)
2that satisfies
∑
j=x,y,z
ωj = 1. (8)
Let us now introduce an alternative representation of
spin-1 matrices. An interesting property is that in case
of spin-1 S2x, S
2
y and S
2
z mutually commute hence they
can be represented as diagonal matrices
S2x =

0 0 00 1 0
0 0 1

 , S2y =

1 0 00 0 0
0 0 1

 , S2z =

1 0 00 1 0
0 0 0

 .
(9)
The corresponding Sx, Sy and Sz matrices are of the
following form
Sx =

0 0 00 0 −i
0 i 0

 , Sy =

 0 0 i0 0 0
−i 0 0

 , Sz =

0 −i 0i 0 0
0 0 0

 .
(10)
Since the 4 × 4 matrices (2) can be represented in a
block form 3 ⊕ 1, we can express a symmetric state of
two qubits using the above 3 × 3 spin-1 matrices. In
order to span the whole operator space one should also
use additional three matrices Ax, Ay and Az, see Eq. (2),
ρ =
∑
j=x,y,z
(
ωj(1 − S2j ) +
ajSj + qjAj
2
)
. (11)
In the matrix form we get
ρ =

 ωx
−iaz−qz
2
iay−qy
2
iaz−qz
2 ωy
−iax−qx
2
−iay−qy
2
iax−qx
2 ωz

 . (12)
We recall that qj = Tkl = Tlk and ωj =
1−Tjj
2 , which
gives
ρ =
1
2

 1− Txx −iaz − Txy iay − Txziaz − Tyx 1− Tyy −iax − Tyz
−iay − Tzx iax − Tzy 1− Tzz

 . (13)
Therefore, the correlation tensor can be easily obtained
from the density matrix
Tˆ = 1 − 2ℜ(ρ), (14)
where ℜ(ρ) denotes the real part of ρ.
Next, for the sake of clarity of presentation, only the
case of qj = 0 for all j is shown (the correlation tensor is
diagonal). Thus, we can write
ρ =

 ωx
−iaz
2
iay
2
iaz
2 ωy
−iax
2
−iay
2
iax
2 ωz

 . (15)
III. CONDITIONS FOR NON-NEGATIVITY OF
THE DENSITY MATRIX
In this section we base on a previous work of one of
us [9] and present a set of necessary and sufficient con-
ditions for non-negativity of a qutrit density matrix. A
hermitian matrix is positive-semidefinite if determinants
of all principal minors of this matrix are non-negative
[10]. A principal minor is a determinant of a sub-matrix
defined upon the diagonal of the original matrix. There-
fore, we need to check the non-negativity of all diagonal
elements, determinants of all 2×2 principal sub-matrices
and finally the determinant of ρ.
In general |aj | ≤ 1 and 0 ≤ ωj ≤ 1. The conditions re-
sulting from non-negativity of diagonal elements (which
are less than 1) are
1 ≥ ωj ≥ 0, (16)
or in terms of the correlation tensor
1 ≥ Tjj ≥ −1. (17)
Next, non-negativity of 2× 2 principal minors leads to
the following conditions
4ωjωk ≥ a2l , (18)
or
(1− Tjj)(1 − Tkk) ≥ a2l , (19)
where j 6= k 6= l (from now on this will also be true in any
other case in which these three indices appear together,
unless otherwise stated).
Finally, the non-negativity of the determinant of ρ
gives:
4ωxωyωz ≥ ωxa2x + ωya2y + ωza2z. (20)
The above can be rewritten as
1 ≥ a · Γˆ · a, (21)
where Γˆ can be interpreted as a metric tensor of the form
Γˆ ≡ 1 − Tˆ
det(1 − Tˆ) =
ℜ(ρ)
4 det (ℜ(ρ)) . (22)
If one calculates the determinant of ρ without assuming
that Tˆ is diagonal, one gets a slightly more complicated
formula than (20). However, what is interesting, is that
this formula can be also rewritten in the form (21), but
this time the metric tensor is not diagonal. In addition,
(21) implies (18). Therefore, we can relax the assumption
about the diagonal form of Tˆ.
3IV. PROPERTIES OF THE METRIC TENSOR
Tensor Γˆ is a function of the correlation tensor Tˆ. The
trace of the correlation tensor is 1 and its eigenvalues λj
are bounded by ±1, therefore, according to the definition
(22), Γˆ is positive-semidefinite. The index j labels the
eigenbasis directions (j = u, v, w). We arrange the eigen-
values of Tˆ in the following order 1 ≥ λu ≥ λv ≥ λw ≥
−1
One can easily verify that at most one eigenvalue of Tˆ
can be negative and that if λw < 0, then λu ≥ λv ≥ |λw|.
Eigenvalues of Γˆ are nonnegative and can be expressed
as
γj =
1
(1− λk)(1 − λl) . (23)
Because of the eigenvalue arrangement we can write the
following bounds on γj
γj ≥ 1
1− λ2w
≥ 1. (24)
V. GRAPHICAL REPRESENTATION
Up to now we know that a qutrit can be represented
by a three-dimensional vector and a metric tensor. A
vector is described by three parameters and a tensor is
described by five – three of them correspond to Euler
angles defining its principal directions and the remaining
two define its eigenvalues (two not three, because of the
constraint Tr(Tˆ) = 1). There are eight parameters in
total which guarantees a complete description of a qutrit.
Our next goal is to show how to graphically represent
them in a three-dimensional space.
For a fixed Γˆ the constraint (21) implies that a set of
allowed vectors a is given by an ellipsoid whose shape and
orientation in space, i.e., direction of semi-principal axes,
is determined by the eigenvalues and the eigenvectors of
Tˆ. The lengths of the semi-principal axes are given by
εj = 1/
√
γj =
√
(1 − λk)(1− λl) ≤
√
1− λ2w , (25)
therefore 1 ≥ εj ≥ 0. This resembles the Bloch sphere of
a qubit, for which all semi-principal axes are of length one
for every qubit state. In case of a qutrit semi-principal
axes can have different lengths and can point in various
directions in space – see Fig. 1.
Using the above notation one can reformulate the con-
straints (18) as
εj ≥ |aj | (26)
Next, we consider three cases. (i) 1 > λu ≥ λv ≥ λu.
In this case all εj > 0 and the ellipsoid is a three-
dimensional object. (ii) λu = 1, but 1 > λv = −λw.
In this case εu > 0, but εv = εw = 0 and the ellipsoid
becomes a one-dimensional object – a line segment di-
rected along u. In this case the vector a must lie on this
FIG. 1. Three-dimensional graphical representation of a
qutrit. The state is described by an ellipsoid (5 parameters)
which contains a vector a (3 parameters).
segment. (iii) λu = λv = −λw = 1. In this case all εj = 0
and the ellipsoid becomes a single point at the origin. In
this case a = 0.
Before we proceed, we need to mention one important
feature. In case (ii) the system is visualized by a line
segment and a vector lying along it. This segment re-
veals information about only one principal direction of
the metric tensor. In case (iii) we have a single point
which does not give any information about the orienta-
tion of the metric tensor. In such cases one does not have
enough data to uniquely reconstruct the corresponding
density matrix. It is therefore necessary to add some
extra information to our visualisation.
Every time the two semi-principal axes of the ellipsoid
vanish (case (ii)) we add two rays to denote the principle
directions of the correlation/metric tensor – the solid ray
corresponding to λv and the dashed one corresponding
to λw (λv > λw). In case (iii), in which all semi-principal
axes vanish, we add a third solid ray corresponding to λu
– see Fig. 2.
Note that there has been proposed an alternative ge-
ometrical construction based on two-qubit states, which
also leads to a similar ellipsoid-like picture [14], which
however depicted completely different features.
VI. PURE AND MIXED STATES
One may expect that since pure qubit states corre-
spond to vectors lying on a surface of the Bloch sphere,
pure qutrit states will correspond to vectors lying on a
surface of the ellipsoid. However, one has to remember
that a set of qutrit mixed states has a richer structure
than the one for qubits. The most important difference
is that for qubits a density matrix of a mixed state is
always of rank two. For qutrits such states can be either
rank two or rank three. Here, we will show that if the
vector a lies inside the three-dimensional ellipsoid then
the corresponding density matrix is of rank three. On
the other hand, the state can be pure only if the cor-
4FIG. 2. Graphical representation of mixed and pure states.
Red arrows denote Bloch vectors a. Blue (green) rays denote
(vanishing) semi-principal axes of the ellipsoid. Dashed green
rays denote semi-principal axes of the ellipsoid corresponding
to the eigenvectors of the correlation tensor with the eigen-
value −1.
responding ellipsoid is a point or a one-dimensional line
segment with |a| = εu. Finally, the state is of rank 2 if a
lies on the surface of the three-dimensional ellipsoid, or
the ellipsoid becomes a line segment and |a| < εu – see
Fig. 2.
For simplicity we come back to the basis in which Tˆ
and Γˆ are diagonal, so the state can be represented by
Eq. (15). Our main tools are the interlacing theorem
[10] and the fact that density matrices have non-negative
eigenvalues. The interlacing theorem states that eigen-
values of any principal submatrix are interlaced between
the eigenvalues of the original hermitian matrix. In par-
ticular, if λ3 ≥ λ2 ≥ λ1 are eigenvalues of a 3 × 3 her-
mitian matrix and λ′2 ≥ λ′1 are eigenvalues of one of its
2× 2 principal submatrices, then the following holds
λ3 ≥ λ′2 ≥ λ2 ≥ λ′1 ≥ λ1. (27)
If the determinant of ρ is nonzero then the determi-
nants of all 2× 2 principal submatrices are also nonzero.
In this case conditions (21) and (26) are strict inequalities
and the state is of rank 3. This implies that the ellipsoid
is a three-dimensional object and that a lies inside it.
If determinants of all 2 × 2 principal submatrices are
nonzero, but the determinant of the 3 × 3 density ma-
trix is zero, then for each principal submatrix one has
λ′2 ≥ λ′1 > 0, thus λ3 ≥ λ2 > λ1 = 0 and the qutrit
state is of rank two. This happens when condition (21)
becomes an equality, i.e., the vector a lies on the surface
of the ellipsoid, but conditions (26) are strict inequali-
ties. These conditions can be strict inequalities only if
εj > 0 for all j, but this implies that the ellipsoid is a
three-dimensional object.
Alternatively, rank 2 states can arise if the determinant
of the 3×3 density matrix and the determinants of two 2×
2 principal submatrices are zero, but the determinant of
the remaining 2× 2 principal submatrix is nonzero. This
implies that condition (21) and two of three conditions
(26) are equalities. The remaining condition (26) is a
strict inequality εu > |au|. In this case the vector a
is shorter than the one-dimensional line segment along
which it is lying.
Finally, the density matrix is of rank one, i.e., a pure
state, if only one of its eigenvalues is nonzero. In this case
the determinant of ρ and the determinants of all principal
submatrices are zero. In other words, the condition (21)
and all conditions (18) are equalities. However, this can
only happen if the left-hand side of two or three condi-
tions (18) are zero. Otherwise one would violate (21). In
this case the ellipsoid is either a line segment or a point,
depending on whether the left-hand sides of two or three
conditions (18) were zero, respectively. Moreover, if it is
a line segment then |a| = εu.
VII. ORTHOGONALITY
Next, we are going to discuss how orthogonality of pure
states can be visualized in our representation. We first
recall that pure states can be represented as normalized
vectors
|ψ〉 =

αβ
γ

 , (28)
where α ∈ R, β, γ ∈ C and α2 + |β|2 + |γ|2 = 1. Alterna-
tively, we can represent them as
|ψ〉 = r+ ik =

xy
z

 + i

0a
b

 , (29)
where r and k are real vectors.
VII.1. Real pure states
In case |ψ〉 is real, i.e., k = 0, the Bloch vector vanishes
(this is because the density matrix is real and the ele-
ments of ρ corresponding to the coordinates of the Bloch
vector are imaginary) and pure states are represented by
green dashed rays – corresponding to the eigenvector of
the correlation tensor with the eigenvalue−1 (see the sec-
ond case in Fig. 2). The orientation of the green dashed
ray in a three-dimensional space is exactly the same as
the orientation of r. This is because the space of pure
real qutrit states is isomorphic to the 3D Euclidean space.
Therefore, two real state vectors (|ψ〉 = r and |ψ′〉 = r′)
are orthogonal if the corresponding dashed green rays are
orthogonal.
5VII.2. Complex pure states
In case |ψ〉 is complex the pure state is represented by
both, Bloch vector and green rays. The density matrix
corresponding to this state can be expressed in terms of
elements of r and k
ρ =

 x
2 xy − ixa xz − ixb
yx+ ixa y2 + a2 yz + ab− iyb+ iaz
zx+ ixb zy + ba+ iyb− iaz z2 + b2

 .
(30)
From this we get that the Bloch vector is of the form
a = 2

yb− az−xb
xa

 . (31)
Interestingly, we can express it as a cross product
a = 2r× k, (32)
therefore a is orthogonal to both, r and k.
In addition, note that
ℜ(ρ) · a = 0, (33)
therefore a is an eigenvector of 1 − Tˆ corresponding to
the eigenvalue 0. This means that the eigenvalues of Tˆ
are 1, λ and −λ, where 0 ≤ λ ≤ 1 and a is the eigenvec-
tor of Tˆ corresponding to the eigenvalue 1. Such pure
states are represented by the set of green rays indicating
eigenvectors of Tˆ and the red Bloch vector lying along
direction corresponding to the greatest eigenvalue of Tˆ
(see the first case in Fig. 2).
Next, we consider orthogonality relation. First, let us
discuss the case of a complex state |ψ〉 = r + ik and a
real state |ψ′〉 = r′. These states are orthogonal if r′
is orthogonal to both, r and k. This means that r′ lies
along r×k, i.e., the dashed ray of the real state lies along
the red Bloch vector of the complex state.
Finally, let us consider orthogonality between two com-
plex states |ψ〉 = r + ik and |ψ′〉 = r′ + ik′. These two
states are orthogonal iff
r · r′ = −k · k′ ∧ r · k′ = r′ · k. (34)
Without loosing generality we consider a state
|ψ〉 =

 cos θi sin θ
0

 , (35)
where θ ∈ [0, pi/2]. The corresponding Bloch vector is of
the form
a =

 00
2 cos θ sin θ

 . (36)
Any pure state that is orthogonal to |ψ〉 is given by
|ψ′〉 =

 sin θ cosϕ−i cos θ cosϕ
eiχ sinϕ

 . (37)
1.0
x
y
z
1.0
1.0
-1.0
-1.0
FIG. 3. Graphical representation of a pure state |ψ〉 =
1/
√
2(|0〉 − i|1〉). Black arrows denote Bloch vectors of states
that are orthogonal to |ψ〉.
The corresponding Bloch vector yields
a′ = 2

cosϕ sinϕ cos θ cosχcosϕ sinϕ sin θ sinχ
− cos2 ϕ cos θ sin θ

 . (38)
For a fixed θ the state |ψ′〉 and the Bloch vector a′ are
described by two parameters ϕ and χ. It is not immedi-
ately visible what are the geometrical properties of two
complex orthogonal states. We visualize them in Fig. 3,
where we provide sets of Bloch vectors corresponding to
the states that are orthogonal to |ψ〉. One can see that
a prerequisite for orthogonality of |ψ〉 and |ψ′〉 is that
a · a′ ≤ 0.
VIII. EXAMPLES
In this section we present visualisation of two examples
of different classes of qutrit states
VIII.1. Mutually unbiased bases
First, we present visualisation of mutually unbiased
bases (MUBs) [11]. We recall that two bases {|ai〉}di=1
and {|bj〉}dj=1 in dimension d are MUB if
|〈ai|bj〉| = 1√
d
, 〈ai|aj〉 = 〈bi|bj〉 = δij . (39)
6In case of a qutrit there are four MUBs that can be rep-
resented as
|v(1)1 〉 =

10
0

 , |v(1)2 〉 =

01
0

 , |v(1)3 〉 =

00
1

 ; (40)
|v(2)1 〉 =
1√
3

11
1

 , |v(2)2 〉 = 1√
3

 1η
η∗

 , |v(2)3 〉 = 1√
3

 1η∗
η

 ;
|v(3)1 〉 =
1√
3

η1
1

 , |v(3)2 〉 = 1√
3

1η
1

 , |v(3)3 〉 = 1√
3

11
η

 ;
|v(4)1 〉 =
1√
3

η
∗
1
1

 , |v(4)2 〉 = 1√
3

 1η∗
1

 , |v(4)3 〉 = 1√
3

 11
η∗

 ,
where η = exp(23pii). We represent the above states in
Fig. 4. Note, that in the spin 1 picture the basis states a)
correspond to spin states |sj = 0〉, where j corresponds
to three mutually orthogonal directions. On the other
hand, states b) correspond to eigenstates of a spin 1 op-
erator Sk along direction k which is tetragonal to basis
directions. The states c) and d) have a more complicated
representation in terms of spin 1 operators. This problem
was discussed in [12].
VIII.2. Pseudo-qubit states
Next, we consider an interesting class of qutrit states
that resemble the whole class of qubit states, though in
our case the states are never pure. We call them pseudo-
qubit states. In case of single-qubit states the corre-
sponding Bloch vectors lie on or inside a sphere. Here,
we would like to mimic this property. We fix the metric
tensor to be proportional to identity, which corresponds
to fixing Tˆ = 131 , and hence our ellipsoid becomes a
sphere of radius 2/3. The corresponding density matrix
becomes
ρa =


1
3
−iaz
2
iay
2
iaz
2
1
3
−iax
2
−iay
2
iax
2
1
3

 . (41)
The matrix is uniquely determined by the three coordi-
nates of a Bloch vector. It is non-negative if 49 ≥ a·a ≥ 0.
If a · a = 49 the state is of rank 2 and the correspond-
ing eigenvalues are 23 ,
1
3 and 0. Otherwise it is of rank
3. In case a · a = 0 the state is the maximally mixed
qutrit state. These properties are analogous to the ones
of qubits, the only difference is that the states are of
different ranks.
The property,
Tr{ρaρb} = 1
3
+
a · b
2
, (42)
resembles the one for qubits, although one cannot con-
sider it as a scalar product or fidelity. The smallest pos-
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FIG. 4. Representation of four qutrit MUBs – Eqs. (40) – a)
states |v(1)i 〉, b) states |v(2)i 〉, c) states |v(3)i 〉, d) states |v(4)i 〉.
1.0
x
y
z
1.0
1.0
-1.0
-1.0
-1.0
FIG. 5. A visualisation of a rank 2 pseudo-qubit state.
sible value of a · b is − 49 and hence the smallest value of
Tr{ρaρb} is 19 .
Let us recall that a qutrit state can be considered as
a symmetric state of two qubits. In this case the above
class of pseudo-qubit states can be interesting from the
point of view of studying the entanglement between the
two qubits. If we use the positivity of the partial trans-
pose as a criterion for separability, we observe that the
maximally mixed qutrit state in the symmetric two-qubit
representation is separable. In general, the pseudo-qubit
state is separable for a · a ≤ 13 . Interestingly, the state
7x
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FIG. 6. An ellipsoid affected by different types of unitary
dynamics: a) original state; b) original state transformed by
rotation generated by Sy ; c) original state transformed by one-
axis twisting generated by S2y ; d) original state transformed
by two-axis countertwisting generated by Ay.
gets entangled by increasing a local parameter, however
this feature should be carefully investigated in the future.
IX. UNITARY DYNAMICS
Unlike a qubit, the unitary dynamics of a qutrit cannot
be represented only by rotations. In our representation
such dynamics can also deform the ellipsoid and the vec-
tor a. In general, the determinant of the density matrix is
invariant under any unitary transformation which means
that whatever we do with the ellipsoid and the vector,
the quantity a · Γˆ ·a must remain constant. The quantity
a · Γˆ · a can be interpreted as a norm of the Bloch vec-
tor in a state dependent metric Γˆ which is conserved by
a unitary evolution. This is analogous to the fact that
norm of the original qubit Bloch vector is also conserved.
Interestingly, the whole set of transformations can be
intuitively represented by spin-1 squeezing [13]. In gen-
eral there are three different types of spin-1 transforma-
tions. The first type is represented by rotations, which
are generated by spin operators Sj . These transforma-
tions simply rotate our visualization about an axis j – see
Fig. 6 a) and b).
The second type of transformation is known as one-axis
twisting and is generated by S2j . Using a slight simplifi-
cation this transformation can be intuitively interpreted
as a clockwise rotation about j of the part of the ellipsoid
lying along +j and an anti-clockwise rotation about the
same direction of the remaining part of the ellipsoid ly-
ing along −j. Such a sqeezing will obviously deform the
ellipsoid and the vector a lying inside it. Moreover, it
will change the corresponding principal semi-axes εj and
the metric tensor Γˆ – see Fig. 6 a) and c).
Finally, the third type of transformation is known as
two-axes countertwisting and is generated by S2j − S2k,
where the axes j and k are orthogonal. This operation
can be interpreted as a composition of two one-axis twist-
ings, the first along j and the second along −k – see Fig.
6 a) and d). Moreover, the operators Ai = SjSk + SkSj
introduced in the beginning generate such transforma-
tions. Note that Ai = S
2
i+
−S2i
−
, where i± = (j±k)/
√
2.
X. CONCLUSIONS
We have introduced a three-dimensional representation
of a qutrit in which the system is represented by a vector
lying inside an ellipsoid. In this way the set of all qutrit
states can be visualized in three dimensions as the set of
all ellipsoids of semi-principal axes of length less or equal
to 1, each of which contains a vector lying inside or on the
surface of the ellipsoid. We discussed the most important
properties of this presentation, including characterization
of pure and mixed states and the unitary evolution. The
future investigations in this topic should include detailed
descriptions of particular classes of qutrit states, like the
pseudo-qubit states introduced above, a detailed study
of unitary and non-unitary dynamics, and a characteri-
zation of two-qutrit entanglement. The construction we
provide can be possibly generalized for higher dimen-
sional systems starting from fully symmetric states of
many qubits.
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