Abstract. Fuzzy boundaries of anatomical structures in medical images make segmentation a challenging task. We present a new segmentation method that addresses the fuzzy boundaries problem. Our method maps the lengths of 3D rays cast from a seed point to the unit sphere, estimates the fuzzy boundaries location by thresholding the gradient magnitude of the rays lengths, and derives the true boundaries by Laplacian interpolation on the sphere. Its advantages are that it does not require a global shape prior or curvature based constraints, that it has an automatic stopping criteria, and that it is robust to anatomical variability, noise, and parameters values settings. Our experimental evaluation on 23 segmentations of kidneys and on 16 segmentations of abdominal aortic aneurysms (AAA) from CT scans yielded an average volume overlap error of 12.6% with respect to the ground-truth. These results are comparable to those of other segmentation methods without their underlying assumptions.
Introduction
Patient-specific models of anatomical structures and pathologies generated from volumetric CT/MRI medical images play an increasingly central role in all aspects of patient care, from the initial diagnosis through the planning, delivery, and evaluation of patient treatment. A key task in the generation of these models is the segmentation of anatomical structures and pathologies of interest.
Anatomical structures and pathologies segmentation is a challenging task. Experience shows that each anatomical structure, pathology, and imaging modality has unique characteristics that may lead to significant segmentation errors in a non-negligible number of cases. Correcting faulty segmentations often requires extensive user interaction, trial-and-error parameter tuning, and/or developing custom algorithms, all of which are impractical in a clinical environment.
One of the main reasons that segmentation is challenging is the existence of fuzzy boundaries between the structure of interest and its neighboring structures (Fig. 1a) . This occurs when the voxels intensity gradient magnitudes of the target and its neighboring structures boundaries are small, i.e., when their tissue imaging characteristics are similar and when partial volume effect, and/or imaging noise blurs the image. As a result, the segmentation volume may expand outside the target structure boundary into neighboring structures, thus producing what Illustration on an AAA axial CT slice: (a) original slice -the arrows show sharp (yellow) and fuzzy (cyan) boundaries; (b) result of conservative intensitybased background (red) thresholding to the image; (c) rays cast from a seed point (purple circle) stop at the true boundary (yellow rays) or at a false boundary (cyan rays). Note that for two neighbor rays, their length difference is large when one ray stops at the true boundary and the other ray does not.
is termed as segmentation leaks. Fuzzy boundaries cause segmentation leaks in nearly all segmentation methods. In intensity-based thresholding methods, the thresholding classification rule is based on statistically significant intensity differences between neighboring structures, so leaks will appear in fuzzy boundaries.
In adaptive region growing [1] and ray casting methods [2] , leaks occur when the intensity based stopping criteria does not apply for the fuzzy boundaries voxels. Intensity-based graph-cut methods may produce leaks because the mincut is unlikely to separate voxels with similar intensities, as this penalizes the global energy function. Energy-based methods, including snakes and level-set active contours may also produce leaks since they move away the evolving segmentation contour in low-gradient regions because the image term in the energy equation yields a higher overall energy. Various methods have been proposed to address the fuzzy boundaries problem. The most popular ones incorporate global shape priors [3, 4] and curvaturebased constraints [5, 6] into the segmentation. While global shape priors are useful, they have the following limitations: 1) they can not handle pathologies that have no representative shape; 2) they may not converge for far-from-average cases, and; 3) they are difficult to acquire, since they depend on the availability of a delineated atlas. Adding curvature-based constraints into energy-based segmentation methods helps to avoid segmentation leaks when the leak region has a narrow bottleneck shape. However, since the stopping criteria has to be tailored anew for each specific structure, the user often needs to actively stop the segmentation process, which may be inaccurate and inconsistent, and is thus undesirable.
Dodin et al. [2] describe a 2D ray casting method for the segmentation of knee bones in MRI scans. Their rays stopping criteria is based on the Laplacian zero-crossing, so their method will produce segmentation leaks in structures with extended fuzzy boundaries caused by adjacent structures with similar intensity values. Moreover, 2D ray casting requires at least one seed point for each scan slice, which may be impractical.
In this paper we present a new seeds-based 3D ray casting segmentation method that handles fuzzy boundaries without shape priors or curvature constraints. Its advantages are that: 1) it does not require a global shape prior; 2) it does not assume a bottleneck-like shape of leaks; 3) it requires a few seeds; 4) it does not rely on the user to actively stop the segmentation; 5) it is robust to anatomical variability, noise and segmentation parameters; and, 6) it is applicable to a variety of anatomical structures. Our experimental study on segmentations of 23 kidneys and 16 abdominal aortic aneurysms (AAA) from CT scans yielded an average volume overlap error of 12.6% with respect to their ground-truth segmentations. These results are comparable to other segmentation methods which require shape priors or curvature penalties, but without parameters adjustment and underlying assumptions.
Method
The algorithm inputs are one or more seeds located inside the target structure -the seeds are either provided by the user or generated automatically. For each seed point, a segmentation is generated in three steps: 1) initial segmentation by spherical 3D ray casting; 2) identification of correct/incorrect segmentation regions by spherical discontinuation computation; and 3) correction of the faulty boundaries by Laplacian interpolation on the unit sphere. The segmentation results for each seed are combined to produce the final segmentation.
Initial segmentation by spherical 3D ray casting
Let I = {I i } be a volumetric image consisting of n voxels I i . Let T = {T i } be a target structure of interest in I, and let S = {S i } be the unknown surface of T . We divide the image I into two disjoint subsets based on a surface thresholding criteria: the sharp voxels set C = {C i }, and the fuzzy voxels set F = {F i } (Fig.  1b) . The thresholding can be based on gray-level values, gradient magnitude, the output of an edge detector, or any other suitable criteria.
The inputs to the algorithm are k predefined seed points p 1 , ..., p k located inside the target structure (Fig. 2a) . For each seed point, the initial segmentation is computed as follows. For each angle 0 ≤ θ i ≤ 2π and 0 ≤ φ i ≤ π, a 3D ray emanating from the seed in the direction defined by θ i and φ i is cast until it hits a voxel in C. The resulting segmentation is the total volume covered by the rays. Note that this initial segmentation includes both parts of the true boundary S and also faulty boundary segments resulting from fuzzy boundaries and/or noise (Figs. 2b,3e,3g ). We choose this segmentation method because it enables us to automatically estimate and correct the segmentation errors in the next steps. 
Errors estimation by spherical discontinuation computation
Next, we classify the cast rays into those that stopped at the true boundary S and those that did not. The estimation is based on the following observation. For each orientation (θ i , φ i ) the rays will stop at the true boundary S with the exception of orientations where there exist a voxel that belongs to C in the interior of T or for directions where the boundary S is fuzzy, i.e. when it does not belong to C. In the first case, the rays will stop before the true boundary, while in the second case the rays will stop after the true boundary (Fig. 1c) . As a result, the rays length difference for two voxels in sequential orientations will be relatively large when one of the voxels belongs to the true boundary S and the other does not. In contrast, this difference will be much smaller when both voxels belong to the true boundary.
We formalize this observation to identify the incorrect boundaries of the initial segmentation as follows. Let f : [0, 2π] × [0, π] → + be a scalar function on the unit sphere such that f (i, j) = l ij where l ij is the length of the ray cast in the direction (θ i , φ j ).
Following [7] , we sample f uniformly by constructing a triangulated mesh approximation of the unit sphere by icosahedron subdivision [8] centered around the origin. The result is a geodesic sphere whose nodes are equidistant from each other and have no interpolation singularities around the sphere poles. We associate to each node its matching f values, f (Sp i ) = l jk , where Sp i is a node in the generated mesh Sp and l jk is the length of the ray cast in the direction defined by Sp i spherical coordinates (θ j , φ k ) relative to the seed point (Fig. 2c) .
Next, we find the sharp changes in f by computing for each mesh node Sp i its gradient magnitude:
where N i are the neighboring nodes of Sp i (Fig. 2d) . Based on the previous observation, we compute the set of nodes B ⊆ Sp that match to the interface between the correct and faulty initial segmentation by thresholding:
where t > 0 is a preset constant with a fixed value for every image (Fig. 2e) . Finally, we isolate the sphere nodes that correspond to orientations with correct initial segmentation by choosing the largest nodes connected component that are separated by nodes in B (Fig. 2f ).
Correct boundaries detection by Laplacian spherical interpolation
This step detects the true boundaries in the directions where the initial segmentation was incorrect (Fig. 2g ). For this we use Laplace interpolation, which minimizes the integrated square of the gradients of f , and thus yields the smoothest surface with respect to this criteria. The Laplace interpolation with Dirichlet boundary condition is formulated as:
for each unknown node Sp i on the mesh and for each node Sp j on the boundaries of the interpolation domain with a known value f * (Sp j ), where
is the discrete graph Laplacian operator [9] , and N i are the neighbors of node Sp i on the sphere mesh Sp. The unknown values f (Sp i ) are then computed by solving the resulting sparse system of linear equations.
We generate the final segmentation with the following classification rule to each image voxel I l at orientations (θ i , φ j ) relative to seed point p k :
where
is the Euclidean distance between the voxel I l and the seed point p k , andf ij is the distance interpolation solution for orientations (θ i , φ j ). Figs. 2h,3f,3h show examples of the results.
The key advantage of this new estimation by interpolation method is that any remaining false positive estimation of a leak region caused by choosing to lower the thresholding parameter t in (2) will be set to its original, correctly estimated value.
Note that the segmentation by ray-casting just described applies to voxels that are visible from the seed point p k , i.e. to a convex or star-shaped objects. We directly extend the method to general shapes by taking the union of the segmentations L i obtained for each seed p i :
The number of seeds required for the structure segmentation depends on the number of its star-shaped components. For the structures of interest, a few seed points are sufficient to segment the structure appropriately.
Experimental results
To quantify the scope, accuracy, and robustness of our method, we designed and conducted the following experimental study. We retrospectively selected 28 CT scans of two different structures, kidneys (organ) and aortic arch aneurysms (AAA -vascular pathology). These structures are different in shape, intensity homogeneity, and surrounding structures. For the kidney study, we included 12 clinical CT datasets (2 kidneys per scan) of size 512 × 512 × 350 − 500 voxels, each of size 0.5 − 1.0 × 0.5 − 1.0 × 1.0 − 1.5mm 3 , with and without contrast agent, acquired with a Brilliance 64-row CT scanner (Phillips Healthcare, Cleveland, OH). Ground-truth segmentations of the kidneys were obtained from three manual segmentations of experts with STAPLE [10] . For the AAA, we included 16 clinical CT scans of size 512 × 512 × 500 voxels, each of size 0.7 − 1.2 × 0.7 − 1.2 × 0.7 − 1.2mm 3 from the same scanner. Imaging streaking artifacts caused by implanted stents were present in several scans (Fig. 3c ). An expert radiologist manually generated the ground-truth segmentations.
The method internal parameters values where fixed for all scans to constant values. The background thresholding level was set from the intensity levels, where each voxel with gray-value < 0 HU is a surface candidate. The rays lengths gradient thresholding constant was set to t = 3 mm. We found empirically that these values minimize the false negative leaks detection rate. Note that with these parameters setup up to 50% of the target surface was considered as "fuzzy". The number of the icosahedron subdivisions was set to 6. The program was run on a 64-bit quad-core 2.80GHz processors and 6GB memory PC. The seeds where placed interactively by the user, where after each seed placement the volume that is seen by the seed was marked on the image until the entire target volume was covered. The mean number of seeds required for the segmentation was 3 (std=0.69) and 1.33 (std=0.5) for the kidney and the AAA. The mean running time was 35.7 (std=2.7) secs and 41.1 (std=10.7) secs for the kidney and the AAA. : (e,g) 3D meshes generated by spherical 3D ray casting; (f,h) final meshes after applying our leaks correction method.
To quantify the accuracy of our method, we used both volumetric and surface based metrics. For the kidney, the mean absolute volume difference was 6.02% (std=4.07%), the mean volumetric overlap error was 12.65% (std=2.46%) and the average symmetric surface distance was 1.12 (std=0.4) mm. For the AAA, the absolute volume difference was 7.99% (std=8%), the mean volumetric overlap error was 12.63% (std=4.35%), and the average symmetric surface distance was 1.29 (std=0.3) mm. Fig. 3 shows a representative example. These results are comparable to previously reported methods [11, 12, 13, 14] without their underlying assumptions and with a significant improvement in the running time.
Conclusion
We have developed a new method for the segmentation of anatomical structures in medical images. Our method is based on 3D spherical ray casting and segmentation leaks correction by editing the gradients of the cast rays lengths mapped to the unit sphere. Our experimental study on segmentations of 23 kidneys and 16 abdominal aortic aneurysms from CT scans yielded an average volume overlap error of 12.6% with respect to the ground-truth. This was deemed as clinically acceptable for diagnosis and surgery planning by the co-author expert radiologist.
The advantages of our method are that it does not require a global shape prior, that it does not assume bottleneck-like shape of the leak, that it does not rely on the user to actively stop the segmentation, that it is robust to anatomical variability, noise and segmentation parameters, and that it is applicable to a variety of anatomical structures. Its limitation is that it requires a predefined seed point for each star-shaped component of the target structure. However, for structures such as the kidney and the AAA, only a few (1-4) seeds are needed in practice. Ongoing and future work includes the evaluation of the method on additional anatomical structures.
