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Using a nonstandard version of the principle of virtual power, we develop a gradient
theory for incompressible ﬂows at small length scales. In addition to a generalization of
the Navier–Stokes equations involving higher-order spatial derivatives, our theory pro-
vides conditions on free and ﬁxed boundaries. The free boundary conditions involve the
curvature of the free surface; among the conditions for a ﬁxed boundary are general-
ized adherence and slip conditions, each of which involves a material length scale. As an
application, we reconsider the classical problem of plane Poiseuille ﬂow for generalized
adherence and slip conditions.
1. Introduction
An understanding of the liquid ﬂow at small length scales is of central importance in
a wide variety of disciplines, including biology,† chemistry,‡ and the rapidly expanding
ﬁelds of micro- and nano-technology.¶ Recent experiments indicate that the incompress-
ible Navier–Stokes equations and its classical boundary conditions accurately describe
liquid ﬂow through smooth channels with cross-sectional dimensions as small as 50 µm.‖
Notwithstanding these remarkable results, the existence of a critical length scale below
which the Newtonian constitutive equation for the stress and/or the classical bound-
ary conditions become invalid is inescapable. Our work here is based on the somewhat
stronger precept that between the critical length scale at which the classical theory of
incompressible viscous ﬂuids breaks down and the molecular length scale there exists
an intermediate regime where an appropriately extended continuum description remains
valid.
Materials science is replete with examples where, to capture scale eﬀects, extensions
of classical continuum theories are required and have been exploited to great advantage.
One striking example of this concerns the formation of nanoscale faceted islands during
molecular beam epitaxy. To study the early stages of island formation, Tersoﬀ, Spencer,
Rastelli & von Ka¨nel (2003) use a theory in which the surface energy of the epitaxial ﬁlm
is allowed to depend not only on surface orientation but also on surface curvature — an
† Beebe, Mensing & Walker (2002); Tegenfeldt, Prinz, Cao, Huang, Austin, Chou, Cox, &
Sturm (2004); Mine & Viovy (2004).
‡ Jensen (1998); Gardeniers & Van den Berg (2003); Erickson & Li (2004).
¶ Gad-El-Hak (1999); Stone & Kim (2001); Verpoorte & De Rooij (2003); Stone, Strook &
Ajdari (2004).
‖ Sharp & Adrian (2004); Hestroni, Mosyak, Pogrebnyak & Yarin (2005).
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idea which goes back to Herring’s (1951) work on the sintering of grain boundaries (cf.
DiCarlo, Gurtin & Podio-Guidugli (1992)). A similar approach is used by Siegel, Miksis
& Voorhees (2003) to study the formation of wrinkles on the surface bounding a void
of radius 10 nm. These examples show that properly formulated continuum theories are
capable of capturing physics at exceptionally small length scales.
To develop a theory for ﬂows at small length scales, we use ideas introduced in strain-
gradient elasticity (Toupin 1962, Mindlin 1965, Mindlin & Eshel 1968), ideas that trace
back to the introduction of couple stresses by Voigt (1887, § 1) and E. and F. Cosserat
(1909, § 53) and to the work of Hart (1959) on the equilibrium of ﬂuids with energy
dependent on density gradients. Speciﬁcally, in addition to the familiar notions of trac-
tion ti and stress Tij , we introduce a hypertraction mi and a hyperstress Gijk, and —
invoking the principle of virtual power in a nonstandard form diﬀerent from that used
by Toupin, Mindlin, and Eshel — we obtain explicit representations for the traction and
hypertraction on an oriented surface S with orienting unit normal (ﬁeld) ni:
ti = Tijnj −Gijk,knj −Gijk,lPljnk +Gijk(Kjk − 2Knjnk),
mi = Gijknjnk.
}
(1.1)
Here Kij is the curvature tensor of S, K is the mean curvature, and Pij = δij − ninj .
An additional consequence of the principle of virtual power is the ﬁeld equation ex-
pressing force balance. Assuming that the underlying frame is inertial and neglecting
noninertial body forces, that equation takes the simple form (cf. Toupin (1962, eq. (5.23)))
ρ
Dvi
Dt
= Tij,j −Gijk,jk, (1.2)
where ρ denotes the density.
Importantly, the results (1.1) and (1.2) are not contingent upon constitutive assump-
tions and it is in this way that our approach deviates most strongly from that taken by
Toupin (1962), Mindlin (1965), and Mindlin & Eshel (1968). While these authors begin
with a constitutive relation for the elastic energy generalized to include second gradients
of the deformation, which they utilize to formulate the virtual power principle, we base
our study on a version of this principle that is independent of constitutive assumptions.
To obtain constitutive equations for the stress and the hyperstress, we rely on a free-
energy imbalance which expresses the ﬁrst and second laws of thermodynamics in a
purely mechanical setting. When localized, this imbalance yields a dissipation inequality
involving the density, speciﬁc free energy, stress, and hyperstress. Consistent with the
goal of developing a theory for liquids, we restrict attention to incompressible materials.
The impact of this restriction is classical: the density and speciﬁc free energy are constant
and the stress Tij = −pδij+Sij with Sij the extra stress and p an indeterminate pressure;
more importantly, the dissipation inequality simpliﬁes to
SijDij +Gijkvi,jk ≥ 0, (1.3)
with Dij = 12 (vi,j+vj,i). We restrict attention to the linear isotropic constitutive relations
Sij = 2µDij = µ(vi,j + vj,i),
Gijk = η1vi,jk + η2vk,ij + η3vi,rrδjk,
}
(1.4)
where isotropy rules out coupling between Sij and Gijk. Most importantly, (1.4) involves
only three constitutive moduli η1, η2, and η3 in addition to the classical Newtonian
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viscosity µ. Apart from the standard condition µ ≥ 0, the inequality (1.3) requires that
η1 ≥ 0, η1 + η2 ≥ 0, η1 ≥ η2, η1 + 6η3 ≥ 0. (1.5)
With the constitutive relations (1.4), the force balance (1.2) yields the ﬂow equation
ρ
Dvi
Dt
= −p,i + µvi,jj − (η1 + η3)vi,jjkk, (1.6)
which diﬀers from the conventional Navier–Stokes equation only by the term with co-
eﬃcient η1 + η3. The simplicity of this partial diﬀerential equation belies the fact that
— within the present framework — this theory is the most general possible with consti-
tutive relations that are isotropic and linear (granted our conjecture that (1.4)2 is the
most general linear, isotropic constitutive relation possible between G and grad2v (cf.
footnote †, page 11).
As a straightforward consequence of the inequalities (1.5), we ﬁnd that η1 + η3 ≥ 0.
Provided that one of the inequalities µ ≥ 0 and η1 + η3 ≥ 0 holds strictly our ﬂow
equation (1.6) is — like the Navier–Stokes equation — parabolic. Further, assuming that
µ > 0, a dimensional argument yields a natural length
L =
√
η1 + η3
µ
(1.7)
relevant to the description of liquid ﬂows at small scales. We refer to L as the gradient
length.
In addition to the ﬂow equation, the theory also provides boundary conditions. Inter-
estingly, the classical no-slip boundary boundary condition is replaced by what we refer
to as the generalized adherency conditions
vi = 0 and mi = −µ ∂vi
∂n
,
in which the constitutive modulus  ≥ 0, a material length, measures the strength of the
ﬂuid’s adherence to the boundary. We refer to  as the adherence length. Alternatively,
the theory allows also for slip and for a free surface, each of which involve the introduction
of an additional constitutive parameter and, therefore, give rise to characteristic lengths
in addition to L.
As an application of our theory, we reconsider the classical problem of plane Poiseuille
ﬂow for a variety of boundary conditions. For the generalized adherence conditions, the
theory predicts a ﬂow rate lower than that obtained classically. For a channel with gap
h, this decrease is of O(L2/h2) and is therefore important only for channels with suﬃ-
ciently small gaps. When slip is allowed, the ﬂow rate exceeds that obtained under weak
adherence conditions but also lies below that obtained for the Navier–Stokes equations
subject to the Navier slip condition. These lower ﬂow rates trace directly to the additional
dissipation associated with the hyperstress.
Aside from describing ﬂows in submicron scale devices and to problems of nanolubri-
cation, our theory may also pertain to ﬂows in micron scale devices with rough walls.
In particular, reduced ﬂow rates of the sort predicted in our analysis of plane Poiseuille
ﬂow are consistent with experiments performed in microchannels with rough walls.†
To simplify our calculations, we use direct notation. However, for clarity, we also
present key deﬁnitions and results in component form.
† Peng & Petersen (1996); Mala & Li (1999); Qu, Mala & Li (2000); Pfund, Rector, Shekarriz
Popescu & Welty (2000); Li, Du & Guo (2003); Kandlikar, Joshi & Tian (2003); Hsieh, Lin,
Huang & Tsai (2004).
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2. Notation
We write ρ(x, t) for the mass density, v(x, t) for the velocity, and
D = 12
(
gradv + (gradv)
)
and W = 12
(
gradv − (gradv)) (2.1)
for the stretch-rate and spin. As is usual, we write D/Dt for the material time-derivative;
e.g., for ϕ(x, t) a scalar ﬁeld
Dϕ
Dt
=
∂ϕ
∂t
+ v · gradϕ.
3. Control volume R. Diﬀerential geometry on ∂R
We denote by R an arbitrary region, ﬁxed in time, that is contained in the ﬂuid. We
refer to R as a control volume and write
S = ∂R
for the boundary of R and n for the outward unit normal on S. We let P = P(n) denote
the projection onto the plane normal to n:
P = 1− n⊗n (Pij = δij − ninj).
The operator gradS deﬁned on any vector ﬁeld g by
gradSg = (gradg)P
(
(gradSg)ij = gi,j − gi,knknj
)
is the surface gradient,
divSg = tr(gradSg) = P :gradg = divg − n·(gradSg)n = gi,i − gi,knink
deﬁnes the surface divergence, and ∂/∂n deﬁned by
∂g
∂n
= (gradg)n
is the normal derivative. Then
gradg = gradSg +
∂g
∂n
⊗n, divg = divSg + ∂g
∂n
·n. (3.1)
The surface divergence of a tensor ﬁeld A is the vector ﬁeld deﬁned by
(divSA)i = Aij,kPkj . (3.2)
The ﬁeld
K = −gradSn
is the curvature tensor and, as is well known, K is symmetric and satisﬁes
Kn = 0.
The scalar ﬁeld
K = 12 trK = − 12divSn
is the mean curvature.
Let A be a (second-order) tensor ﬁeld and let g be a vector ﬁeld g. We make consid-
erable use of the identities
divS(AP) = divSA + 2KAn, divS(Ag) = g·divSA + A :gradSg. (3.3)
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and, in particular, their specializations
divSP = 2Kn, divS(An) = n·divSA−A :K, (3.4)
which arise, respectively, on choosing A = 1 in (3.3)1 and g = n in (3.3)2.
Given a third-order tensor ﬁeld B and a vector ﬁeld g, the product Bg is a (second-
order) tensor ﬁeld deﬁned by
(Bg)ij = Bijkgk. (3.5)
In view of the deﬁnition (3.2) of the surface divergence, it then follows that divS(Bn) is
the vector ﬁeld with components(
divS(Bn)
)
i
= Bijk,lPljnk −BijkKjk. (3.6)
4. Power expenditures
Throughout this section R — with boundary S and outward unit normal n — is an
arbitrary control volume.
4.1. Internal power
In discussing the manner in which power is expended internally, bear in mind that our goal
is a theory that accounts explicitly for ﬁrst and second velocity gradients. We therefore
assume that power is expended internally by a stress T power-conjugate to gradv and a
hyperstress G power-conjugate to grad2v, and we write the internal power in the form
Wint(R) =
∫
R
(
T :gradv +G...grad2v
)
dv =
∫
R
(
Tijvi,j +Gijkvi,jk
)
dv. (4.1)
The ﬁelds T and G are deﬁned over the ﬂuid for all time. Since grad2v is symmetric in
its last two subscripts, we may, without loss in generality, require that G be symmetric
in its last two subscripts:
Gijk = Gikj . (4.2)
4.2. External power
Conventionally, power is expended on a control volume R by surface tractions acting
on S = ∂R and body forces acting over R, and each of these force ﬁelds expends power
(pointwise) over the velocity v. Conventional continuum mechanics is based on a classical
hypothesis of Cauchy asserting that the surface traction at a point x on S and time t be
a function tn(x, t) of the normal n(x, t). Here, as we shall see, it is necessary to abandon
this hypothesis and assume instead that for each control volume R and each time t there
is a surface-traction ﬁeld tS deﬁned over S = ∂R such that tS gives the surface force, per
unit area, on S.
As is classical, we assume that the body force is given by a ﬁeld b, and that both tS
and b are power conjugate to the velocity v. Further, we stipulate that
• b accounts for inertia.
The external power expended on the boundary of the body sets the stage for the for-
mulation of boundary conditions; this power should therefore be based on kinematical
ﬁelds that — when restricted to the boundary — may be speciﬁed independently. Fur-
ther, since the internal power depends on grad2v, the external power should include a
boundary expenditure involving gradv. But the ﬁelds v and gradv are kinematically
coupled on S, since a knowledge of v on S implies a knowledge of the tangential deriva-
tives of v on S; thus the tangential part of gradv cannot be speciﬁed independently of
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v. Bearing this in mind, we consider a (vectorial) hypertraction mS(x, t) that expends
power over the normal part ∂v/∂n of the velocity gradient. Based on this discussion, we
assume that the power expended externally on an arbitrary control volume R has the
form
Wext(R) =
∫
S
{
tS ·v + mS · ∂v
∂n
}
da+
∫
R
b·v dv. (4.3)
Since ∂v/∂n = (gradv)n, we may write
mS · ∂v
∂n
= (mS ⊗ n):gradv; (4.4)
we refer to mS ⊗ n as the true hypertraction, because its conjugate, gradv, carries no
information associated with the surface S.
5. Principle of virtual power
5.1. Statement of the principle of virtual power
Because of the nonstandard nature of the hypertraction and hyperstress, we base our
treatment on a nonstandard form of the principle of virtual power (Gurtin 2001). Con-
ventional versions of this principle are formulated for the body as a whole rather than
for control volumes and as such generally involve particular boundary conditions applied
to the boundry ∂B. Such formulations allow for a weak statement of the basic force bal-
ances and when combined with constitutive equations result in weak statements of the
resulting boundary-value problems. Here the principle of virtual power is used instead as
a basic tool in determining the structure of the tractions and of the local force balances.
As such, conditions on ∂B play a role no diﬀerent than those on the boundary of any
control volume. Basic to this view is the premise, central to all of continuum mechanics,
that any basic law for the body should hold also for all subregions of the body.
To state this principal, assume that, at some arbitrarily chosen but ﬁxed time, the
region occupied by the ﬂuid is known, as are the tractions tS and mS and the stresses
T and G, and consider the velocity ﬁeld v as a virtual ﬁeld v˜ that may be speciﬁed
independently of the actual evolution of the ﬂuid. Then, writing
Wext(R, v˜) =
∫
S
{
tS ·v˜ + mS · ∂v˜
∂n
}
da+
∫
R
b·v˜ dv,
Wint(R, v˜) =
∫
R
{
T :grad v˜ +G...gradgrad v˜
}
dv,


(5.1)
respectively, for the external and internal expenditures of virtual power, the principle of
virtual power is the requirement that the external and internal powers be balanced : given
any control volume R,
Wext(R, v˜) = Wint(R, v˜) for all virtual velocities v˜. (5.2)
5.2. Consequences of the principle of virtual power
To determine the consequence of this principle, we ﬁrst consider the individual terms in
the internal power. Using the divergence theorem,∫
R
T :grad v˜ dv = −
∫
R
divT·v˜ dv +
∫
S
Tn·v˜ da. (5.3)
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Similarly, using the divergence theorem twice,∫
R
G...gradgrad v˜ dv = −
∫
R
divG :grad v˜ dv +
∫
S
Gn :grad v˜ da
=
∫
R
(divdivG)·v˜ dv +
∫
S
{
Gn :grad v˜ − ((divG)n)·v˜}da.
Thus
Wint(R, v˜) =
∫
R
(
divdivG− divT
)
·v˜ dv +
∫
S
{
Gn :grad v˜ +
(
Tn− (divG)n
)
·v˜
}
da.
(5.4)
Further, by (3.1)1,
grad v˜ = gradSv˜ +
∂v˜
∂n
⊗n;
therefore
Gn :grad v˜ = Gn :gradSv˜ +
(
(Gn)n
)· ∂v˜
∂n
and (5.4) becomes
Wint(R, v˜) =
∫
R
(
divdivG− divT
)
·v˜ dv
+
∫
S
{
Gn :gradSv˜ +
(
(Gn)n
)· ∂v˜
∂n
+
(
Tn− (divG)n)·v˜}da. (5.5)
Our next step is to establish an important identity for the underlined term in (5.5);
speciﬁcally, letting A = Gn, we now show that∫
S
A :gradSv˜ da = −
∫
S
(
divSA + 2KAn
)
·v˜ da. (5.6)
The veriﬁcation of (5.6) is based on the surface divergence-theorem: let τ be a tangential
vector ﬁeld on S and let T be a subsurface of S with ν the outward unit normal to the
boundary curve ∂T ;† then ∫
∂T
τ ·ν ds =
∫
T
divSτ da. (5.7)
To establish (5.6), note that
τ
def= PAv˜
represents a tangential vector ﬁeld, so that, by (5.7),∫
∂T
τ ·ν ds =
∫
T
divS(PAv˜) da. (5.8)
Further, by (3.3)2 — with A replaced by AP — and (3.3)1,
divS(PAv˜) = v˜·divS(AP) + (AP):gradSv˜ = v˜·(divSA + 2KAn) + A :gradSv˜;
† So that ν is tangent to S, normal to ∂T , and directed outward from T .
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hence (5.8) takes the form∫
∂T
τ ·ν ds =
∫
T
{(
divSA + 2KAn
)
·v˜ + A :gradSv˜
}
da. (5.9)
Finally, if we take T = S, then T is empty and the left side of (5.9) vanishes; thus (5.6)
is satisﬁed.
Combining (5.5) and (5.6),
Wint(R, v˜) =
∫
R
(
divdivG− divT
)
·v˜ dv
+
∫
S
{(
Tn− (divG)n− divS(Gn)− 2K(Gn)n
)
·v˜ + ((Gn)n)· ∂v˜
∂n
}
da. (5.10)
We are now in a position to apply the virtual-power balance (5.2): by (5.1)1 and (5.10),∫
S
(
tS ·v˜ + mS · ∂v˜
∂n
)
da+
∫
R
b·v˜ dv =
∫
R
(
divdivG− divT
)
·v˜ dv
+
∫
S
{(
Tn− (divG)n− divS(Gn)− 2K(Gn)n
)
·v˜ + ((Gn)n)· ∂v˜
∂n
}
da. (5.11)
The control volume R and the ﬁeld v˜ may be arbitrarily chosen; thus choosing such a
ﬁeld v˜ that vanishes along with its gradient on ∂R, we arrive at the local force balance
divT− divdivG+ b = 0
(
Tij,j −Gijk,jk + bi = 0
)
. (5.12)
Next, recall our agreement that b include inertial body forces. Thus, if there are only
inertial body forces and if the underlying frame in inertial, then
b = −ρDv
Dt
and the local force balance becomes
ρ
Dv
Dt
= divT− divdivG
(
ρ
Dvi
Dt
= Tij,j −Gijk,jk
)
. (5.13)
If we substitute (5.12) into (5.11), we ﬁnd that∫
S
{[
tS −
(
Tn− (divG)n− divS(Gn)− 2K(Gn)n
)]
·v˜ +
[
mS − (Gn)n
]
· ∂v˜
∂n
}
da = 0,
(5.14)
and this, in turn, leads to the traction conditions
tS = Tn− (divG)n− divS(Gn)− 2K(Gn)n, mS = (Gn)n, (5.15)
which, in components, may be written in the form
(tS)i = Tijnj −Gijk,knj −Gijk,lPljnk +Gijk(Kjk − 2Knjnk),
(mS)i = Gijknjnk.
}
(5.16)
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5.3. Consequences of frame-indiﬀerence
Frame-indiﬀerence requires that the theory be invariant under all changes in frame. In
accord with this principle we require that the internal power be invariant under trans-
formations of the form
v˜(x, t) → v˜(x, t) +α(t) + Ω(t)x︸ ︷︷ ︸
w(x,t)
, (5.17)
where α(t) is an arbitrary scalar and Ω(t) an arbitrary skew tensor, at each t. It then
follows, as a consequence of the virtual balance (5.2), that the external power is auto-
matically consistent with frame-indiﬀerence.
Consider the internal power. By (5.17), the velocity gradient transforms according to
gradv(x, t) → gradv(x, t)+Ω, we may therefore conclude from (4.1) that for the internal
power to be frame-indiﬀerent we must have∫
R
T :Ωdv = 0
for all skew tensors Ω and all control volumes R; hence the stress T is symmetric:
T = T. (5.18)
A consequence of (5.18) is that the stress power T :gradv in the internal power (4.1)
may equally well be written in the form T :D, with D the stretch-rate deﬁned in (2.1)2.
We now turn to the external power (4.3), which is automatically frame-indiﬀerent:
invariance under (5.17) implies that∫
S
(x× tS + n×mS) da+
∫
R
x× b dv = 0, (5.19)
which bears comparison to its classical conterpart in which tS = Tn and mS = 0. Thus,
bearing in mind the paragraph containing (4.4), the skew part of the true hypertraction
mS ⊗n represents a distribution of moments on S. Our formulation of the virtual power
principle ensures that the “moment balance” (5.19) is satisﬁed automatically.
5.4. Locality of the tractions. Action-reaction principle
A consequence of (5.16) is that the tractions are local : at any point x on S, tS(x) depends
on S through a dependence on the normal n(x) and curvature K(x) at x, while mS(x)
depends on S through n(x) (where for convenience we have suppressed the argument t).
Thus, writing t(K,n) and mn for the corresponding functions, we obtain
tS = t(K,n), mS = mn (5.20)
i.e., e.g., tS(x) = t(K(x),n(x))(x). Then, letting −S denote for the surface S oriented by
−n (which has curvature −K), we see that, by (5.16), mS = m−S and
tS = −t−S , mS ⊗ n = −m−S ⊗ (−n), (5.21)
or equivalently, mn = m−n and
t(K,n) = −t(−K,−n), mn ⊗ n = −m−n ⊗ (−n); (5.22)
(5.22) represents an action-reaction principle for oppositely oriented surfaces that touch
and are tangent at a point.
Consider an arbitrary surface S with orientation n and deﬁne the plus side of S as the
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side into which n points and the minus side as the other side. In the deﬁnition (4.3) of
the external power the quantity Wsurf(S) deﬁned by
Wsurf(S) =
∫
S
{
tS ·v + mS · ∂v
∂n
}
da =
∫
S
{
t(K,n) ·v + (mn ⊗ n):gradv
}
da (5.23)
represents the power expended on the boundary of a control volume. However, because
the tractions are local, this deﬁnition is also meaningful for an arbitrary surface S with
orientation n. In this instance, Wsurf(S) represents the power expended by the material
on the plus side of S on the material on the minus side of S, so that, by (5.22), we have
the power balance
Wsurf(S) = −Wsurf(−S). (5.24)
The balance (5.24) written in the form Wsurf(S) +Wsurf(−S) = 0 constitutes a balance
for the “pillbox” represented by the inﬁnitesimally thin region bounded by the oriented
surfaces S and −S, a notion discussed in §11.
6. Free-energy imbalance. Dissipation inequality
Let R(t) be an arbitrary region that convects with the ﬂuid. We consider a purely
mechanical theory based on the requirement that the temporal increase in free energy of
R(t) be less than or equal to the power expended on R(t). Precisely, letting ψ denote the
speciﬁc free energy, this requirement takes the form of a free-energy imbalance
d
dt
∫
R(t)
ρψ dv ≤ Wext(R(t)) = Wint(R(t)). (6.1)
Using balance of mass, d/dt
∫
R(t)ρψ dv =
∫
R(t)
ρDψ/Dtdv; therefore, using the expression
(4.1) for the internal power Wint(R(t)) in conjunction with the symmetry of T, we may
localize (6.1) to yield the dissipation inequality
ρ
Dψ
Dt
−T :D−G...grad2v ≤ 0
(
ρ
Dψ
Dt
− TijDij −Gijkvi,jk ≤ 0
)
, (6.2)
where D is the stretch-rate deﬁned in (2.1)1.
7. Constitutive equations for an incompressible ﬂuid
We assume that the ﬂuid is incompressible, so that
divv = trD = 0, " = constant, ψ = constant. (7.1)
Then, writing
T = −p1 + S, trS = 0,
with S the extra stress and p the pressure, it follows that
T :D = S :D,
and the local free-energy imbalance (6.2) reduces to the dissipation inequality
Γ def= S :D +G...grad2v ≥ 0. (7.2)
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As is classical, we assume that the pressure p is constitutively indeterminate, an assump-
tion consistent with the observation that the dissipation inequality (7.2) does not involve
the pressure.
We consider constitutive equations giving S and G as linear isotropic functions of D
and grad2v. Speciﬁcally, since coupling between S and G is ruled out by isotropy, we
consider constitutive relations of the form
Sij = 2µDij = µ(vi,j + vj,i),
Gijk = η1vi,jk + η2vk,ij + η3vi,rrδjk.
}
(7.3)
The relation (7.3)1 for S is of the form, S = 2µD, familiar from the theory of incom-
pressible, linearly viscous ﬂuids.†
Using (2.1), we can rewrite the constitutive relation (7.3)2 for G in terms of the gra-
dients of the stretching and the spin and the Laplacian of the velocity ﬁeld:
G = (η1 + η2)gradD + (η1 − η2)gradW + η3 v⊗1. (7.4)
Thus the dissipation (7.2) has the form
Γ = 2µ|D|2 + (η1 + η2)|gradD|2 + (η1 − η2)|gradW|2 + η3| v|2 ≥ 0, (7.5)
or, equivalently,
Γ = 2µDijDij + (η1 + η2)Dij,kDij,k + (η1 − η2)Wij,kWij,k + η3vi,jjvi,kk ≥ 0. (7.6)
Further, by expanding Dij,k and Wij,k into deviatoric and spherical parts with respect
to the indices i and k (j ﬁxed), one can show that the following conditions are both
necessary and suﬃcient for the dissipation to be nonnegative:
µ ≥ 0, η1 + η2 ≥ 0, η1 − η2 ≥ 0, η3 + 16η1 ≥ 0. (7.7)
Adding the second and third of (7.7) yields η1 ≥ 0, so that, by the last of (7.7),
η1 ≥ 0, η1 + η3 ≥ 0. (7.8)
8. The ﬂow equation
Bearing in mind (7.1),
divT = µv − gradp, divG = (η1 + η3)gradv, divdivG = (η1 + η3)v,
or, in components,
Tij,j = µvi,jj − p,i, Gijk,k = (η1 + η3)vi,jkk, Gijk,kj = (η1 + η3)vi,jjkk.
Thus the local momentum balance (5.13) takes the form
ρ
Dv
Dt
= −gradp+ µv − (η1 + η3)v (8.1)
or, in components,
ρ
Dvi
Dt
= −p,i + µvi,jj − (η1 + η3)vi,jjkk, (8.2)
and, interestingly, is independent of the gradient modulus η2. We refer to (8.1) as the
ﬂow equation. Provided that η1 + η3 > 0, the ﬂow equation is parabolic. Moreover, for
† We conjecture that (7.3)2 is the most general linear, isotropic relation possible between G
and grad2v (cf. (2.4) and (2.18) of Mindlin & Eshel (1965)).
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the choice η1 + η3 = 0, the ﬂow equation reduces to the conventional incompressible
Navier–Stokes equation ρ(Dv/Dt) = −gradp+ µv.
Consistent with the expectation that gradient eﬀects should be important only at small
length scales, we introduce the gradient length
L =
√
η1 + η3
µ
. (8.3)
9. The spin and vorticity equations
The ﬂow equation leads to an interesting equation for the spin W. A well-known
kinematical relation for the spin has the form (e.g., Gurtin (1981, p. 80))
DW
Dt
+ DW + WD = skw(grad v˙), (9.1)
where skwA = 12
(
A − A) for any tensor A. Next, since the operators grad and 
commute, (7.1) and (8.1) imply that
ρgrad
(
Dv
Dt
)
= −gradgradp+ µ gradv − (η1 + η3)gradv.
Taking the skew part of this relation we ﬁnd that, since gradgradp is symmetric,
ρskw
{
grad
(
Dv
Dt
)}
= µW − (η1 + η3)W;
thus, by (9.1), we have the spin equation
ρ
(
DW
Dt
+ DW + WD
)
= µW − (η1 + η3)W, (9.2)
or, in components,
ρ
(
DWij
Dt
+DikWkj +WikDkj
)
= µWij,kk − (η1 + η3)Wij,kkll, (9.3)
which, when η1 + η3 = 0, reduces to the classical spin equation (e.g., Gurtin (1981,
p. 152)).
Equivalently, writing ω = curlv for the vorticity and making use of the relations
divv = 0, divω = div(curlv) = 0, Lv = grad(12 |v|2) +ω×v, and Wω = 0, we have the
vorticity equation
"
(
Dω
Dt
−Dω
)
= µω − (η1 + η3)ω. (9.4)
10. Free energy imbalance for a boundary pillbox
Let B(t) denote the region of space occupied by the body at an arbitrarily chosen time
and let n(x, t) denote the outward unit normal to ∂B(t). Further, let V (x, t) denote the
scalar normal velocity of ∂B(t), so that
V = v · n. (10.1)
Consider an arbitrary evolving subsurface S(t) of ∂B(t) and let V∂S(x, t) denote the
normal velocity of the boundary curve ∂S(t) in the direction of its outward unit normal
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∂SS
−S
n
−n
ν∂B
S
Figure 1. Pillbox corresponding to a subsurface S of the boundary ∂B of the region B of
space occupied by the body. Only a portion of ∂B is depicted. Whereas n is oriented into the
environment, −n is oriented into the ﬂuid. The outward unit snormal on the lateral face ∂S of
the pillbox is denoted by ν.
ν(x, t) (cf. footnote †, page 7). We view S as a boundary pillbox of inﬁnitesimal thick-
ness containing a portion of the boundary, a view that allows us to isolate the physical
processes in the material on the two sides of the boundary. The geometric boundary of
S consists of its boundary curve ∂S. But S viewed as pillbox has a pillbox boundary
consisting of (Figure 1):
• a surface S with unit normal n; S is viewed as lying in the environment ;
• a surface −S with unit normal −n; −S is viewed as lying in the ﬂuid adjacent to
the boundary;
• a “lateral face” represented by ∂S.
We base our discussion on a free energy imbalance for the pillbox S(t) requiring that
the temporal increase in free energy of S(t) be less than or equal to the power expended
on S(t) (cf. (6.1)). We let ψx denote the excess free energy and σ the surface tension of
the ﬂuid at the boundary, so that
∫
Sψ
x da represents the net free energy of the pillbox,
while
∫
∂SσV∂S ds represents the power expended by the ﬂuid on the lateral face of the
pillbox by surface tension. Further, in view of the paragraph containing (5.23),Wsurf(−S)
represents the power expended by the ﬂuid on the pillbox surface −S. Finally, denoting
by Wenv(S) the power expended by the environment on the pillbox surface S, the free
energy imbalance for the pillbox takes the form
d
dt
∫
S(t)
ψx da ≤ Wsurf(−S(t)) +Wenv(S(t)) +
∫
∂S(t)
σV∂S ds. (10.2)
Assuming that ψx is constant, a standard transport theorem yields
d
dt
∫
S(t)
ψx da = −
∫
S(t)
ψxKV da+
∫
∂S(t)
ψxV∂S ds
(e.g., Cermelli, Fried & Gurtin (2004, eq. (3.10))), so that (10.2) becomes
Wsurf(−S) +
∫
S
ψxKV da+Wenv(S) +
∫
∂S
(σ − ψx)V∂S ds ≥ 0. (10.3)
Thus, since V∂S may be arbitrarily speciﬁed at any time without aﬀecting the other
quantities in (10.3) at that time, we must have the classical result
σ = ψx
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and, using (5.23), (5.24), and (10.1), the inequality (10.3) reduces to
−
∫
S
{
(tS − σKn)·v + mS · ∂v
∂n
}
da+Wenv(S) ≥ 0. (10.4)
11. Boundary conditions for a passive environment
We restrict attention to situations in which the power expended on the body by the
environment is never positive. Such an environment, termed passive, is deﬁned by the
requirement that, for any motion of the ﬂuid and any evolving subsurface S(t) of ∂B(t),
Wenv(S) ≤ 0.
Granted this, the free energy imbalance (10.4) becomes∫
S
{
(tS − σKn)·v + mS · ∂v
∂n
}
da ≤ 0, (11.1)
and, since the choice of S is arbitrary, (11.1) is equivalent to the boundary dissipation
inequality
(tS − σKn)·v + mS · ∂v
∂n
≤ 0, (11.2)
a condition basic to the formulation of passive boundary conditions for the ﬂuid. We
consider three classes of passive boundary conditions.
11.1. Boundary subsurfaces that are free
A simple set of boundary conditions, trivially consistent with (11.2), are the free surface
conditions
tS = σKn and mS = 0 on S. (11.3)
These conditions place no constraint on the velocity or its normal derivative; in the
terminology of the calculus of variations, (11.3) represent natural boundary conditions.
By (5.16), at a free surface
Tijnj −Gijk,knj −Gijk,lPljnk +Gijk(Kjk − 2Knjnk) = σKni, Gijknjnk = 0,
and the conventional traction Tn generally does not vanish; in fact, combining the second
of these conditions with the ﬁrst yields
Tijnj = Gijk,knj +Gijk,lPljnk −GijkKjk + σKni,
so that, interestingly, surface tension is not the sole source of curvature dependence.
11.2. Boundary subsurfaces that are ﬁxed and that do not allow for slip
A boundary subsurface S(t) is ﬁxed if the normal velocity of the ﬂuid vanishes on S(t).†
Classically, a ﬁxed boundary without slip is characterized by the requirement that v = 0.
Here such a boundary condition is not suﬃcient to ensure satisfaction of the boundary
dissipation inequality, which may be satisﬁed by taking ∂v/∂n = 0, or by taking mS = 0,
† This condition does not require that S(t) be independent of t, only that S(t) depend on t
at most through a dependence of its boundary curve ∂S(t) on t.
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Figure 2. Schematic of the channel for the problem of plane Poiseuille ﬂow. The coordinates
in the directions downstream and out of the plane are x and z.
or by allowing for an appropriately signed relation between ∂v/∂n and mS = 0. Since the
third of these includes the ﬁrst two, we consider the generalized adherence conditions
v = 0 and mS = −µ ∂v
∂n
on S, (11.4)
in which the constitutive modulus  ≥ 0 represents a material length scale characterizing
the strength of the adherency. We refer to  as the adherence length. We consider two
potentially important special case of (11.4): weak adherence ( = 0), for which
v = 0 and mS = 0 on S, (11.5)
and strong adherence ( = ∞), for which
v = 0 and
∂v
∂n
= 0 on S. (11.6)
Thus — in contrast with the classical no-slip condition — our more general theory allows
for a one-parameter family of no-slip conditions.
11.3. Boundary subsurfaces that are ﬁxed and that allow for slip
The classical condition of Navier (1823) for such a boundary has the form
PTn = −µ
λ
v (11.7)
in which the constant constitutive modulus λ > 0 represents the slip length; since PTn
is the tangential traction, this condition implies that
v·n = 0.
Since KPn = 0, within our theory the natural counterpart of (11.7) is λPtS = −µv, a
condition we combine with mS = 0, which places no constraint on the normal derivative
of the velocity. We therefore consider the slip conditions
PtS = −µ
λ
v and mS = 0 on S. (11.8)
12. Plane Poiseuille ﬂow
We now reconsider the classical problem of steady, laminar ﬂow through an inﬁnite,
rectangular channel formed by two parallel surfaces separated by a gap h. Speciﬁcally,
using the notation of Figure 1, we assume that the ﬂuid velocity v has the form
v(x) = v(y)ex (12.1)
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and is hence consistent with divv = 0 and obeys Dv/Dt = 0. In view of (12.1), the ﬂow
equation (8.1) yields
−(η1 + η3) ∂
4v
∂y4
+ µ
∂2v
∂y2
=
∂p
∂x
,
∂p
∂y
=
∂p
∂z
= 0. (12.2)
Since v depends only on y, (12.2) implies that
gradp = −βex with β = constant; (12.3)
without loss of generality we assume that the pressure decreases with increasing x, so
that
β > 0. (12.4)
Using a prime to denote diﬀerentiation with respect to y, express the ﬂow equation
(12.5) as
−L2v′′′′ + v′′ = −β
µ
. (12.5)
In view of (12.1) and (8.3), the expression (7.5) for the dissipation Γ simpliﬁes to
Γ = µ
(
v′v′ + L2v′′v′′
)
. (12.6)
We next discuss the behavior, according to (12.5) and (12.6), of the ﬂuid subject to the
generalized adherence conditions (11.4) and slip conditions (11.8) at the points y = 0 and
y = h corresponding to the ﬂoor and ceiling of the channel. To facilitate this discussion,
we record here the general solution of (12.5), which has the form
v(y) = c0 + c1y − βy
2
2µ
+ c2 sinh
y
L
+ c3 cosh
y
L
, (12.7)
with c0, c1, c2, and c3 constants.
12.1. Generalized adherence conditions
For a channel of the assumed geometry and a velocity ﬁeld of the form (12.1), the
generalized adherence conditions (11.4) become
v(0) = 0, v(h) = 0, v′(0) = L2v′′(0), v′(h) = −L2v′′(h). (12.8)
Applying these conditions to (12.7), we ﬁnd that the velocity proﬁle has the form
v(y) =
βh2
2µ
{
y
h
(
1− y
h
)
− b
h
L sinh
h
L
(
sinh
h
L
− sinh y
L
− sinh h− y
L
)}
, (12.9)
with
b =
2L
h +

L
1 + L tanh
h
2L
. (12.10)
a nonnegative dimensionless measure of the eﬀective adhesion length. As might be ex-
pected in view of the geometry of the problem and the boundary conditions (12.8), v as
deﬁned by (12.9)–(12.10) obeys
v(y) = v(h− y), 0 ≤ y ≤ h, (12.11)
and, thus, is is symmetric about the midplane of the channel.
Gradient theory for incompressible ﬂows at small length scales 17
To facilitate the discussion of (12.9), we note that
v(y) = vc(y) + vg(y), (12.12)
where
vc(y) =
βh2
2µ
y
h
(
1− y
h
)
(12.13)
is the classical solution of the analogous problem for a Navier–Stokes ﬂuid and
vg(y) = −βh
2
2µ
bL
h sinh hL
(
sinh
h
L
− sinh y
L
− sinh h− y
L
)
, (12.14)
arises from higher-order terms characterized by the gradient length L.
Importantly, since
b → 0 as L
h
→ 0 and 
L
→ 0
it follows from (12.9) and (12.14) that
v(y) → vc(y) as L
h
→ 0 and 
L
→ 0, 0 ≤ y ≤ h. (12.15)
The theory therefore yields the correct classical limit when gradient length is negligibly
small in comparison to the channel gap and the adherence length is negligibly small in
comparison to the gradient length. Although this result is conﬁned to the problem of
plane Poiseuille ﬂow subject to weak adherence conditions it is not unexpected and we
anticipate that it will carry over to general ﬂows. Importantly, when the channel gap h is
large compared to the gradient length L, so that L h, vg = O(L2/h2). Hence, gradient
eﬀects are important only for channels with suﬃciently small gaps.
Consistent with (11.5) and (11.6), the specialized conditions of weak and strong ad-
herence arise, respectively, on setting  = 0 and  = ∞ in (12.8). The corresponding
expressions for v follow on taking appropriate limits in (12.10). In particular, since
b → 2L
h
as → 0,
the specialization of (12.14) to weak adherence conditions is
vw(y) =
βh2
2µ
{
y
h
(
1− y
h
)
− 2L
2
h2 sinh hL
(
sinh
h
L
− sinh y
L
− sinh h− y
L
)}
. (12.16)
Further, since
b → coth h2L as

L
→∞ with 0 < L <∞,
the identities sinh 2A = (1+cosh 2A) tanhA and (coshA+coshB) sinh(A+B) = (sinhA+
sinhB)(1 + cosh(A + B)) allow us to express the specialization of (12.14) to the strong
adherence conditions as
vs(y) =
βh2
2µ
{
y
h
(
1− y
h
)
− L
h sinh hL
(
1 + cosh
h
L
− cosh y
L
− cosh h− y
L
)}
. (12.17)
For 0 < L <∞, b is a monotonically increasing function of /L and obeys
2L
h
≤ b ≤ coth h2L. (12.18)
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Figure 3. Velocity proﬁles, normalized by βh2/2µ and plotted versus the dimensionless height
y/h, arising from solutions of the ﬂow equation (12.5) subject to weak (blue curve), generalized
(green curve), and strong (red curve) adherence conditions. For each of these plots, L = h/5.
Also, 4 = 3L coth(5/2) for generalized adherence. Shown for comparison is a plot of the classical
solution (yellow curve) normalized by βh2/2µ and plotted versus the dimensionless height y/h.
Thus, since
sinh
y
L
+ sinh
h− y
L
≤ sinh h
L
, 0 ≤ y ≤ h, (12.19)
a straightforward argument shows that
vw(y) ≥ v(y) ≥ vs(y) 0 ≤ y ≤ h. (12.20)
Hence, the solution (12.9) to the generalized adherence problem is bounded above by the
solution (12.16) to the weak adherence problem and below by the solution (12.17) to the
strong adherence problem. Furthermore, it can be shown that
vc(y) ≥ vw(y) and vs(y) ≥ 0, 0 ≤ y ≤ h, (12.21)
and, thus, that the solution (12.13) to the corresponding problem for the Navier–Stokes
equations provides an upper bound for the weak adherence solution and that solution
(12.17) to the strong adherence problem is never negative.
Furthermore, it can be shown that, for all choices of the characteristic lengths L ≥ 0
and  ≥ 0, v behaves much like the classical solution vc, increasing monotonically from its
value of zero at the channel ﬂoor y = 0 to a maximum at the channel midplane y = h/2
and then decreases monotonically to its value of zero at the channel ceiling y = h.
Plots of v, vw, vs, and vc, normalized by 2µ/βh2, as functions of y/h are provided
in Figure 3. For each of these plots, we take L = h/5. Also, for the plot of v, we take
4 = 3 coth(5/2). These plots display the general features of v as determined by (12.9)
and discussed above.
To gain further insight concerning the inﬂuence of gradient eﬀects, we integrate v
over the channel gap and divide by the ﬂow rate
∫ 1
0
vc(y) dy = βh3/12µ for the classical
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Figure 4. Dimensionless ﬂow rates Q, normalized by βh3/12µ and plotted versus the dimen-
sionless ratio L/h of the gradient length L to the channel gap h, corresponding to the velocity
proﬁles for strong (red curve), generalized (green curve), and weak (blue curve) adherence con-
ditions.
velocity vc to obtain the dimensionless ﬂow rate
Q =
12µ
βh3
h∫
0
v(y) dy = 1− 12L
2b
h2
(
h
2L
− tanh h
2L
)
. (12.22)
Since b > 0 and A ≥ tanhA for A ≥ 0, it follows that Q < 1 for all values of L/h > 0.
The ﬂow rates corresponding to the solutions vw and vs of the problems for strong and
weak adherence are given by
Qw = 1− 12L
2
h2
(
1− 2L
h
tanh
h
2L
)
(12.23)
and
Qs = 1 +
12L2
h2
(
1− h
2L
coth
h
2L
)
, (12.24)
respectively. Thus, in view of (12.18),
Qs ≤ Q ≤ Qw. (12.25)
The additional dissipation associated with gradient eﬀects impedes ﬂow through the
channel. However, since Q = 1 + O(L2/h2), these eﬀects are signiﬁcant only for channels
with suﬃciently small gaps. This is completely consistent with our discussion of the
velocity ﬁeld v.
Plots of Q (with 4 = 3L coth(5/2)), Qw, and Qs as functions of the ratio L/h of the
gradient length L to the channel gap h are provided in Figure 4.
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12.2. Slip conditions
For a channel of the assumed geometry and a velocity ﬁeld of the form (12.1), the slip
conditions (11.8) become
µv(0) = λ
{
µv′(0)− (η1 + η3)v′′′(0)
}
,
µv(h) = −λ{µv′(h)− (η1 + η3)v′′′(h)},
v′′(0) = 0,
v′′(h) = 0.
}
(12.26)
Using (12.26) in (12.7) and noting from (8.3) that η3/µL2 = η3/(η1 + η3), we ﬁnd that
v(y) =
βhλ
2µ
+ vw(y), (12.27)
which diﬀers from the expression (12.16) obtained for weak adherence conditions by
the classical value βλh/2µ of the eﬀective slip-length for the analogous problem for a
Navier–Stokes ﬂuid.
In view of (12.27), the ﬂow rate for slip conditions is simply
Q =
12µ
βh3
h∫
0
v(y) dy = Qw +
6λ
h
, (12.28)
which exceeds the ﬂow rate (12.28) obtained for weak adherence by the amount 6λ/h.
As in classical theory, an allowance for slip is therefore accompanied by an increased ﬂow
rate.
Acknowledgment
This work was supported by the U. S. Department of Energy. We thank Lallit Anand
for suggesting that a gradient theory of ﬂuids might be useful in studying the behavior
of ﬂuids at small length scales. We also thank Xuemei Chen for her helpful suggestions
on a draft of this manuscript.
References
Beebe, D. J., Mensing, G. A. & Walker, G. M. 2002. Physics and applications of microﬂu-
idics in biology. Annu. Rev. Biomed. Eng. 4, 261–286.
DiCarlo, A., Gurtin, M. E., Podio-Guidugli, P. 1992. A regularized equation for anisotropic
motion-by-curvature. SIAM J. Appl. Math. 52, 1111–1119.
Cosserat, E. & Cosserat, F. 1909 The´orie des Corps De´formables. Paris: Hermann.
Erickson, D. & Li, D. Q. 2004 Integrated microﬂuidic devices. Anal. Chim. Acta 507, 11–26.
Gad-El-Hak, M. 1999 The ﬂuid mechanics of microdevices — The Freeman scholar lecture. J.
Fluids Eng.-Trans. ASME 121, 5–33.
Gardeniers, H. & Van den Berg, A. 2004 Micro- and nanoﬂuidic devices for environmental
and biomedical applications. Int. J. Environ. Anal. Chem. 84, 809–819.
Gurtin, M. E., 1981. An Introduction to Continuum Mechanics. New York: Academic Press.
Gurtin, M. E., 2001. A gradient theory of single-crystal viscoplasticity that accounts for geo-
metrically necessary dislocations. J. Mech. Phys. Solids 84, 809–819.
Hart, E. W. 1959 Thermodynamics of inhomogeneous systems. Phys. Rev. 113, 412–416.
Thermodynamics of inhomogeneous systems. II. Phys. Rev. 114, 27–29.
Herring, C. 1951 Surface tension as a motivation for sintering. In The Physics of Powder
Metallurgy (ed. W. E. Kingston). New York: McGraw-Hill.
Hestroni, G., Mosyak, A., Pogrebnyak, E. & Yarin, L. P. 2005 Fluid ﬂow in micro-
channels. Int. J. Heat Mass transf., in press.
Hsieh, S.-S., Lin, C.-Y., Huang, C.-F. & Tsai, H.-H. 2004 Liquid ﬂow in a micro-channel.
J. Micromech. Microeng. 14, 436–445.
Jensen, K. 1998 Chemical kinetics: Smaller, faster chemistry. Nature 393, 735–737.
Gradient theory for incompressible ﬂows at small length scales 21
Kandlikar, S. G., Joshi, S. & Tian, S. R. 2003 Eﬀect of surface roughness on heat transfer
and ﬂuid ﬂow characteristics at low Reynolds numbers in small diameter tubes. Heat Transfer
Eng. 24, 4–16.
Li, Z. X,, Du, D. X. & Guo, Z. Y. 2003 Experimental study on ﬂow characteristics of liquid
in circular microtubes. Microscale Thermophys. Eng. 7, 253–265.
Mala, G. M. & D. Li 1999 Flow characteristics of water in microtubes. Int. J. Heat Fluid Flow
20, 142–148.
Mindlin, R. D., 1965 Second gradient of strain and surface-tension in linear elasticity. Int. J.
Solids Struct. 1, 417–438.
Mindlin, R. D. & Eshel, N. N. 1968 On ﬁrst strain-gradient theories in linear elasticity. Int.
J. Solids Struct. 4, 109–124.
Mine, N. & Viovy, J.-L. 2004 Microﬂuidics and biological applications: the stakes and trends.
C. R. Physique 5, 565–575.
Navier, C. L. M. H., 1823. Me´moire sur les lois du mouvement des ﬂuides. Memoires de
l’Academie Royale des Sciences de l’Institut de France 6, 389–441.
Peng, X. F. & Peterson, G. P. 1996 Convective heat transfer and friction for water ﬂow in
microchannel structures. Int. J. Heat Mass Transf. 39, 2599–2608.
Pfund, D., Rector, D., Shekarriz, A., Popescu, A. & Welty, J. Pressure drop measure-
ments in a microchannel. AIChE J. 46, 1496–1507.
Qu, W., Mala, G. M. & Li, D. 2000 Pressure driven water ﬂows in trapezoidal silicon mi-
crochannels. Int. J. Heat Mass Transf. 43, 353–364.
Reynolds, O. 1903 Papers on Mechanical and Physical Subjects, Volume III, The Sub-Mechanics
of the Universe. Cambridge: Cambridge University Press.
Sharp, K. V. & Adrian, R. A. 2004 Transition from turbulent to laminar ﬂow in liquid ﬁlled
mircotubes. Experiments in Fluids 36, 741–747.
Sharp, K. V. & Adrian, R. A. 2004 Transition from turbulent to laminar ﬂow in liquid ﬁlled
mircotubes. Exp. Fluids 36, 741–747.
Siegel, M., Miksis, M. J. & Voorhees, P. W. 2004. Evolution of material voids for highly
anisotropic surface energy. J. Mech. Phys. Solids 52, 1319–1353.
Stone, H. A. & Kim, S. 2001 Microﬂuidics: Basic issues, applications and challenges. AIChE
J. 47, 1250–1254.
Stone, H. A., Strook, A. D. & Ajdari, A. 2004 Engineering ﬂows in small devices: Microﬂu-
idics towards a lab-on-a-chip. Ann. Rev. Fluid Mech. 36, 381–411.
Tegenfeldt, J. O., Prinz, C., Cao, H., Huang, R. L., Austin, R. H., Chou, S. Y., Cox,
E. C. & Sturm, J. C. 2004 Micro-and nanoﬂuidics for DNA analysis. Anal. Bioanal. Chem.
378, 1678–1692.
Tersoff, J., Spencer, B. J., Rastelli, A. & von Ka¨nel, A. 2002. Barrierless formation
and faceting of SiGe islands on Si(001). Phys. Rev. Lett. 89, 196104.
Toupin, R. A., 1962. Elastic materials with couple stresses. Arch. Ration. Mech. Anal. 11,
385–414.
Verpoorte, E. & De Rooij, N. F. 2003 Microﬂuidics meets MEMS. Proc. IEEE 91, 930–953.
Voigt, W. 1887 Theoretische Studien u¨ber die Elasticita¨tsverha¨ltnisse der Krystalle. Abh. Ges.
Wiss. Go¨ttingen 34, 53–153.
 
 
 
List of Recent TAM Reports 
No. Authors Title Date 
 
 
982 Adrian, R. J., and 
Z.-C. Liu 
Observation of vortex packets in direct numerical simulation of 
fully turbulent channel flow—Journal of Visualization, in press (2002) 
Oct. 2001 
983 Fried, E., and 
R. E. Todres 
Disclinated states in nematic elastomers—Journal of the Mechanics 
and Physics of Solids 50, 2691–2716 (2002) 
Oct. 2001 
984 Stewart, D. S. Towards the miniaturization of explosive technology—Proceedings 
of the 23rd International Conference on Shock Waves (2001) 
Oct. 2001 
985 Kasimov, A. R., and 
Stewart, D. S. 
Spinning instability of gaseous detonations—Journal of Fluid 
Mechanics (submitted) 
Oct. 2001 
986 Brown, E. N., 
N. R. Sottos, and 
S. R. White 
Fracture testing of a self-healing polymer composite—Experimental 
Mechanics (submitted) 
Nov. 2001 
987 Phillips, W. R. C. Langmuir circulations—Surface Waves (J. C. R. Hunt and S. Sajjadi, 
eds.), in press (2002) 
Nov. 2001 
988 Gioia, G., and 
F. A. Bombardelli 
Scaling and similarity in rough channel flows—Physical Review 
Letters 88, 014501 (2002) 
Nov. 2001 
989 Riahi, D. N. On stationary and oscillatory modes of flow instabilities in a 
rotating porous layer during alloy solidification—Journal of Porous 
Media 6, 1–11 (2003) 
Nov. 2001 
990 Okhuysen, B. S., and 
D. N. Riahi 
Effect of Coriolis force on instabilities of liquid and mushy regions 
during alloy solidification—Physics of Fluids (submitted) 
Dec. 2001 
991 Christensen, K. T., and 
R. J. Adrian 
Measurement of instantaneous Eulerian acceleration fields by 
particle-image accelerometry: Method and accuracy—Experimental 
Fluids (submitted) 
Dec. 2001 
992 Liu, M., and K. J. Hsia Interfacial cracks between piezoelectric and elastic materials under 
in-plane electric loading—Journal of the Mechanics and Physics of 
Solids 51, 921–944 (2003) 
Dec. 2001 
993 Panat, R. P., S. Zhang, 
and K. J. Hsia 
Bond coat surface rumpling in thermal barrier coatings—Acta 
Materialia 51, 239–249 (2003) 
Jan. 2002 
994 Aref, H. A transformation of the point vortex equations—Physics of Fluids 14, 
2395–2401 (2002) 
Jan. 2002 
995 Saif, M. T. A, S. Zhang, 
A. Haque, and 
K. J. Hsia 
Effect of native Al2O3 on the elastic response of nanoscale 
aluminum films—Acta Materialia 50, 2779–2786 (2002) 
Jan. 2002 
996 Fried, E., and 
M. E. Gurtin 
A nonequilibrium theory of epitaxial growth that accounts for 
surface stress and surface diffusion—Journal of the Mechanics and 
Physics of Solids 51, 487–517 (2003) 
Jan. 2002 
997 Aref, H. The development of chaotic advection—Physics of Fluids 14, 1315–
1325 (2002); see also Virtual Journal of Nanoscale Science and 
Technology, 11 March 2002 
Jan. 2002 
998 Christensen, K. T., and 
R. J. Adrian 
The velocity and acceleration signatures of small-scale vortices in 
turbulent channel flow—Journal of Turbulence, in press (2002) 
Jan. 2002 
999 Riahi, D. N. Flow instabilities in a horizontal dendrite layer rotating about an 
inclined axis—Journal of Porous Media, in press (2003) 
Feb. 2002 
1000 Kessler, M. R., and 
S. R. White 
Cure kinetics of ring-opening metathesis polymerization of 
dicyclopentadiene—Journal of Polymer Science A 40, 2373–2383 
(2002) 
Feb. 2002 
1001 Dolbow, J. E., E. Fried, 
and A. Q. Shen 
Point defects in nematic gels: The case for hedgehogs—Archive for 
Rational Mechanics and Analysis, in press (2004) 
Feb. 2002 
1002 Riahi, D. N. Nonlinear steady convection in rotating mushy layers—Journal of 
Fluid Mechanics 485, 279–306 (2003) 
Mar. 2002 
1003 Carlson, D. E., E. Fried, 
and S. Sellers 
The totality of soft-states in a neo-classical nematic elastomer—
Journal of Elasticity 69, 169–180 (2003) with revised title 
Mar. 2002 
1004 Fried, E., and 
R. E. Todres 
Normal-stress differences and the detection of disclinations in 
nematic elastomers—Journal of Polymer Science B: Polymer Physics 40, 
2098–2106 (2002) 
June 2002 
List of Recent TAM Reports (cont’d) 
No. Authors Title Date 
 1005 Fried, E., and B. C. Roy Gravity-induced segregation of cohesionless granular mixtures—
Lecture Notes in Mechanics, in press (2002) 
July 2002 
1006 Tomkins, C. D., and 
R. J. Adrian 
Spanwise structure and scale growth in turbulent boundary 
layers—Journal of Fluid Mechanics (submitted) 
Aug. 2002 
1007 Riahi, D. N. On nonlinear convection in mushy layers: Part 2. Mixed oscillatory 
and stationary modes of convection—Journal of Fluid Mechanics 517, 
71–102 (2004) 
Sept. 2002 
1008 Aref, H., P. K. Newton, 
M. A. Stremler, 
T. Tokieda, and 
D. L. Vainchtein 
Vortex crystals—Advances in Applied Mathematics 39, in press (2002) Oct. 2002 
1009 Bagchi, P., and 
S. Balachandar 
Effect of turbulence on the drag and lift of a particle—Physics of 
Fluids, in press (2003) 
Oct. 2002 
1010 Zhang, S., R. Panat, 
and K. J. Hsia 
Influence of surface morphology on the adhesive strength of 
aluminum/epoxy interfaces—Journal of Adhesion Science and 
Technology 17, 1685–1711 (2003) 
Oct. 2002 
1011 Carlson, D. E., E. Fried, 
and D. A. Tortorelli 
On internal constraints in continuum mechanics—Journal of 
Elasticity 70, 101–109 (2003) 
Oct. 2002 
1012 Boyland, P. L., 
M. A. Stremler, and 
H. Aref 
Topological fluid mechanics of point vortex motions—Physica D 
175, 69–95 (2002) 
Oct. 2002 
1013 Bhattacharjee, P., and 
D. N. Riahi 
Computational studies of the effect of rotation on convection 
during protein crystallization—International Journal of Mathematical 
Sciences, in press (2004) 
Feb. 2003 
1014 Brown, E. N., 
M. R. Kessler, 
N. R. Sottos, and 
S. R. White 
In situ poly(urea-formaldehyde) microencapsulation of 
dicyclopentadiene—Journal of Microencapsulation (submitted) 
 
Feb. 2003 
1015 Brown, E. N., 
S. R. White, and 
N. R. Sottos 
Microcapsule induced toughening in a self-healing polymer 
composite—Journal of Materials Science (submitted) 
Feb. 2003 
1016 Kuznetsov, I. R., and 
D. S. Stewart 
Burning rate of energetic materials with thermal expansion—
Combustion and Flame (submitted) 
Mar. 2003 
1017 Dolbow, J., E. Fried, 
and H. Ji 
Chemically induced swelling of hydrogels—Journal of the Mechanics 
and Physics of Solids, in press (2003) 
Mar. 2003 
1018 Costello, G. A. Mechanics of wire rope—Mordica Lecture, Interwire 2003, Wire 
Association International, Atlanta, Georgia, May 12, 2003 
Mar. 2003 
1019 Wang, J., N. R. Sottos, 
and R. L. Weaver 
Thin film adhesion measurement by laser induced stress waves—
Journal of the Mechanics and Physics of Solids (submitted) 
Apr. 2003 
1020 Bhattacharjee, P., and 
D. N. Riahi 
Effect of rotation on surface tension driven flow during protein 
crystallization—Microgravity Science and Technology 14, 36–44 (2003) 
Apr. 2003 
1021 Fried, E. The configurational and standard force balances are not always 
statements of a single law—Proceedings of the Royal Society 
(submitted)  
Apr. 2003 
1022 Panat, R. P., and 
K. J. Hsia 
Experimental investigation of the bond coat rumpling instability 
under isothermal and cyclic thermal histories in thermal barrier 
systems—Proceedings of the Royal Society of London A 460, 1957–1979 
(2003) 
May 2003 
1023 Fried, E., and 
M. E. Gurtin 
A unified treatment of evolving interfaces accounting for small 
deformations and atomic transport: grain-boundaries, phase 
transitions, epitaxy—Advances in Applied Mechanics 40, 1–177 (2004) 
May 2003 
1024 Dong, F., D. N. Riahi, 
and A. T. Hsui 
On similarity waves in compacting media—Horizons in World 
Physics 244, 45–82 (2004) 
May 2003 
1025 Liu, M., and K. J. Hsia Locking of electric field induced non-180° domain switching and 
phase transition in ferroelectric materials upon cyclic electric 
fatigue—Applied Physics Letters 83, 3978–3980 (2003) 
May 2003 
List of Recent TAM Reports (cont’d) 
No. Authors Title Date 
 1026 Liu, M., K. J. Hsia, and 
M. Sardela Jr. 
In situ X-ray diffraction study of electric field induced domain 
switching and phase transition in PZT-5H—Journal of the American 
Ceramics Society (submitted) 
May 2003 
1027 Riahi, D. N. On flow of binary alloys during crystal growth—Recent Research 
Development in Crystal Growth, in press (2003) 
May 2003 
1028 Riahi, D. N. On fluid dynamics during crystallization—Recent Research 
Development in Fluid Dynamics, in press (2003) 
July 2003 
1029 Fried, E., V. Korchagin, 
and R. E. Todres 
Biaxial disclinated states in nematic elastomers—Journal of Chemical 
Physics 119, 13170–13179 (2003) 
July 2003 
1030 Sharp, K. V., and 
R. J. Adrian 
Transition from laminar to turbulent flow in liquid filled 
microtubes—Physics of Fluids (submitted) 
July 2003 
1031 Yoon, H. S., D. F. Hill, 
S. Balachandar, 
R. J. Adrian, and 
M. Y. Ha 
Reynolds number scaling of flow in a Rushton turbine stirred tank: 
Part I—Mean flow, circular jet and tip vortex scaling—Chemical 
Engineering Science (submitted) 
Aug. 2003 
1032 Raju, R., 
S. Balachandar, 
D. F. Hill, and 
R. J. Adrian 
Reynolds number scaling of flow in a Rushton turbine stirred tank: 
Part II—Eigen-decomposition of fluctuation—Chemical Engineering 
Science (submitted) 
Aug. 2003 
1033 Hill, K. M., G. Gioia, 
and V. V. Tota 
Structure and kinematics in dense free-surface granular flow—
Physical Review Letters, in press (2003) 
Aug. 2003 
1034 Fried, E., and S. Sellers Free-energy density functions for nematic elastomers—Journal of the 
Mechanics and Physics of Solids 52, 1671–1689 (2004) 
Sept. 2003 
1035 Kasimov, A. R., and 
D. S. Stewart 
On the dynamics of self-sustained one-dimensional detonations: 
A numerical study in the shock-attached frame—Physics of Fluids 
(submitted) 
Nov. 2003 
1036 Fried, E., and B. C. Roy Disclinations in a homogeneously deformed nematic elastomer—
Nature Materials (submitted) 
Nov. 2003 
1037 Fried, E., and 
M. E. Gurtin 
The unifying nature of the configurational force balance—Mechanics 
of Material Forces (P. Steinmann and G. A. Maugin, eds.), in press 
(2003) 
Dec. 2003 
1038 Panat, R., K. J. Hsia, 
and J. W. Oldham 
Rumpling instability in thermal barrier systems under isothermal 
conditions in vacuum—Philosophical Magazine, in press (2004) 
Dec. 2003 
1039 Cermelli, P., E. Fried, 
and M. E. Gurtin 
Sharp-interface nematic–isotropic phase transitions without flow—
Archive for Rational Mechanics and Analysis 174, 151–178 (2004) 
Dec. 2003 
1040 Yoo, S., and 
D. S. Stewart 
A hybrid level-set method in two and three dimensions for 
modeling detonation and combustion problems in complex 
geometries—Combustion Theory and Modeling (submitted) 
Feb. 2004 
1041 Dienberg, C. E., 
S. E. Ott-Monsivais, 
J. L. Ranchero, 
A. A. Rzeszutko, and 
C. L. Winter 
Proceedings of the Fifth Annual Research Conference in Mechanics 
(April 2003), TAM Department, UIUC (E. N. Brown, ed.) 
Feb. 2004 
1042 Kasimov, A. R., and 
D. S. Stewart 
Asymptotic theory of ignition and failure of self-sustained 
detonations—Journal of Fluid Mechanics (submitted) 
Feb. 2004 
1043 Kasimov, A. R., and 
D. S. Stewart 
Theory of direct initiation of gaseous detonations and comparison 
with experiment—Proceedings of the Combustion Institute (submitted) 
Mar. 2004 
1044 Panat, R., K. J. Hsia, 
and D. G. Cahill 
Evolution of surface waviness in thin films via volume and surface 
diffusion—Journal of Applied Physics (submitted) 
Mar. 2004 
1045 Riahi, D. N. Steady and oscillatory flow in a mushy layer—Current Topics in 
Crystal Growth Research, in press (2004) 
Mar. 2004 
1046 Riahi, D. N. Modeling flows in protein crystal growth—Current Topics in Crystal 
Growth Research, in press (2004) 
Mar. 2004 
1047 Bagchi, P., and 
S. Balachandar 
Response of the wake of an isolated particle to isotropic turbulent 
cross-flow—Journal of Fluid Mechanics (submitted) 
Mar. 2004 
List of Recent TAM Reports (cont’d) 
No. Authors Title Date 
 1048 Brown, E. N., 
S. R. White, and 
N. R. Sottos 
Fatigue crack propagation in microcapsule toughened epoxy—
Journal of Materials Science (submitted) 
Apr. 2004 
1049 Zeng, L., 
S. Balachandar, and 
P. Fischer 
Wall-induced forces on a rigid sphere at finite Reynolds number—
Journal of Fluid Mechanics (submitted) 
May 2004 
1050 Dolbow, J., E. Fried, 
and H. Ji 
A numerical strategy for investigating the kinetic response of 
stimulus-responsive hydrogels—Journal of the Mechanics and Physics 
of Solids (submitted) 
June 2004 
1051 Riahi, D. N. Effect of permeability on steady flow in a dendrite layer—Journal of 
Porous Media, in press (2004) 
July 2004 
1052 Cermelli, P., E. Fried, 
and M. E. Gurtin 
Transport relations for surface integrals arising in the formulation 
of balance laws for evolving fluid interfaces—Journal of Fluid 
Mechanics (submitted) 
Sept. 2004 
1053 Stewart, D. S., and 
A. R. Kasimov 
Theory of detonation with an embedded sonic locus—SIAM Journal 
on Applied Mathematics (submitted) 
Oct. 2004 
1054 Stewart, D. S., 
K. C. Tang, S. Yoo, 
M. Q. Brewster, and 
I. R. Kuznetsov 
Multi-scale modeling of solid rocket motors: Time integration 
methods from computational aerodynamics applied to stable 
quasi-steady motor burning—Proceedings of the 43rd AIAA Aerospace 
Sciences Meeting and Exhibit (January 2005), Paper AIAA-2005-0357 
(2005) 
Oct. 2004 
1055 Ji, H., H. Mourad, 
E. Fried, and J. Dolbow 
Kinetics of thermally induced swelling of hydrogels—International 
Journal of Solids and Structures (submitted) 
Dec. 2004 
1056 Fulton, J. M., 
S. Hussain, J. H. Lai, 
M. E. Ly, 
S. A. McGough, 
G. M. Miller, R. Oats, 
L. A. Shipton, 
P. K. Shreeman, 
D. S. Widrevitz, and 
E. A. Zimmermann 
Final reports: Mechanics of complex materials, Summer 2004 
(K. M. Hill and J. W. Phillips, eds.) 
Dec. 2004 
1057 Hill, K. M., G. Gioia, 
and D. R. Amaravadi 
Radial segregation patterns in rotating granular mixtures: Waviness 
selection—Physical Review Letters, in press (2004) 
Dec. 2004 
1058 Riahi, D. N. Nonlinear oscillatory convection in rotating mushy layers—Journal 
of Fluid Mechanics (submitted) 
Dec. 2004 
1059 Okhuysen, B. S., and 
D. N. Riahi 
On buoyant convection in binary solidification—Journal of Fluid 
Mechanics (submitted) 
Jan. 2005 
1060 Brown, E. N., 
S. R. White, and 
N. R. Sottos 
Retardation and repair of fatigue cracks in a microcapsule 
toughened epoxy composite—Part I: Manual infiltration—
Composites Science and Technology (submitted) 
Jan. 2005 
1061 Brown, E. N., 
S. R. White, and 
N. R. Sottos 
Retardation and repair of fatigue cracks in a microcapsule 
toughened epoxy composite—Part II: In situ self-healing—
Composites Science and Technology (submitted) 
Jan. 2005 
1062 Berfield, T. A., 
R. J. Ong, D. A. Payne, 
and N. R. Sottos 
Residual stress effects on piezoelectric response of sol-gel derived 
PZT thin films—Journal of Applied Physics (submitted) 
Apr. 2005 
1063 Anderson, D. M., 
P. Cermelli, E. Fried, 
M. E. Gurtin, and 
G. B. McFadden 
General dynamical sharp-interface conditions for phase 
transformations in viscous heat-conducting fluids—Journal of Fluid 
Mechanics (submitted) 
Apr. 2005 
1064 Fried, E., and 
M. E. Gurtin 
Second-gradient fluids: A theory for incompressible flows at small 
length scales—Journal of Fluid Mechanics (submitted) 
Apr. 2005 
 
