A Continuous Model For Ratings by Jabin, Pierre-Emmanuel & Junca, Stéphane
A Continuous Model For Ratings
Pierre-Emmanuel Jabin, Ste´phane Junca
To cite this version:
Pierre-Emmanuel Jabin, Ste´phane Junca. A Continuous Model For Ratings. SIAM Journal on
Applied Mathematics, Society for Industrial and Applied Mathematics, 2015, 75 (2), pp.420-
442. <10.1137/140969324>. <hal-01143609>
HAL Id: hal-01143609
https://hal.archives-ouvertes.fr/hal-01143609
Submitted on 18 Apr 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
A continuous model for ratings
Pierre-Emmanuel JABIN ∗, Ste´phane JUNCA †‡
December 5, 2014
Abstract
We study rating systems, such as the famous ELO system, applied to a large
number of players. We assume that each player is characterized by an intrinsic
inner strength and follow the evolution of their rating evaluations by deriving a new
continuous model, a kinetic-like equation. We then investigate the validity of the
rating systems by looking at their large time behavior as one would ideally expect
the rating of each player to converge to their actual strength. The simplistic case
when all players interact indeed yields an exponential convergence of the ratings.
However, the behavior in the more realistic cases with only local interactions is more
complex with several possible equilibria depending on the exact initial distribution
of initial ratings and possibly very slow convergence.
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1 Introduction
1.1 General discussion
We first present the main ideas, goals and conclusions of our investigations in non
mathematical language. Precise assumptions, models and results are given in later
subsections.
The ELO rating system was first introduced by Arpad Elo, an American physicist
and a chess player, for chess competitions [8]. It was adopted by the American
chess federation and then the international chess federation FIDE. This system and
several variants are now used to rank individual players or teams in many sports,
or online games. The Elo system bases its ratings on encounters between players or
teams, resulting on a win for one of the player or a tie. An encounter is typically
the outcome of a game but nothing prevents the system from being applied to even
more general settings; the result of an encounter could be decided by voting for
instance.
After either each encounter, or a series of them, the system updates the ratings
of each player depending on their wins or losses and on the ratings of the players
against whom they competed (the mathematical formulas are given below).
A natural question is the validity of the Elo system: Is the ranking after many
interactions between players fair and in which sense? In particular the delicate
question of the initial ratings was noticed early on. When a new player enters the
system, a rating has to be attributed and cannot be very accurate. As the new
player competes, one would hope that its rating would become less dependent on
the initial, somewhat arbitrary choice.
A. Elo tried to validate its rating system by numerical studies [8]. Most rigorous
mathematical study of this widely used rating system are statistical works by M.
Glickman [9, 10, 11, 12] who also tried to improve the Elo system.
Our goal is to investigate the validity of the system in the specific case with
a large number of players, which is typical for online games for example. The
starting point in our modeling is to assume that each player is characterized by
a constant number, her or his intrinsic strength. The outcome of an encounter
between two players is a random event where the probability of each winning is
entirely determined by the difference of the intrinsic strengths of the players. This
is actually equivalent to assuming that there exists an intrinsic transitive ranking
of the players: If player A is stronger than (wins more often against) player B
and player B stronger than player C then A is stronger than C. The question now
becomes whether the rating system can recover and identify this intrinsic ranking
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as it of course does not have access to the information about the player’s intrinsic
strengths; it can only observe its consequences on the frequency of wins and losses.
This assumption, though simplifying and not necessarily very realistic, has the
advantage of making transparent the study of a rating system: The system will
perform well if the rating it calculates for each player is close to the intrinsic strength.
To complete our modeling, we need some rules to determine how players inter-
act. The players do not have the information either about their intrinsic strengths.
We hence assume that they base their decision to interact only on the public in-
formations available to everyone, that is the ratings provided by the system. This
is likely reasonable for anonymous players online for example. More precisely, we
assume that encounters are random and based only on the relative ratings of the
two players.
We study two very different situations:
• The “all meet all”. This means that two players always have a minimal prob-
ability of encounter no matter how far apart their ratings are.
• The local interaction case where two players only have a chance to meet if
their ratings are close enough.
Let us now briefly summarize the conclusions of our study which differ depending
on which of the above case is assumed. We are able to show that in both cases, the
ratings converge, always creating the impression that the rating system works.
In the “all meet all” case, the Elo system performs well: The final ratings indeed
coincide the intrinsic strengths of the players and the convergence is exponential
producing a good estimate of the players strengths in a minimal time.
However, in the local interactions case, the Elo system may fail and one can
obtain ratings that are very different from the players’ intrinsic strengths. No rates
of convergence are available and in fact meta-stable equilibria can be observed so
it is even delicate to determine if the ratings are even yet close to their limits. In
addition the limiting ratings intrinsically depend on the initial distribution of the
ratings, which is a notorious problem as mentioned before.
Fortunately, our studies also show that it is straightforward to recognize that the
system is not performing well. This can only happen if a group of players becomes
isolated. In other words, the system can only fail if a gap in the distribution of
ratings is observed, which is easy to detect.
In the rest of this introduction, we first briefly introduce the historical Elo model
for two players with precise mathematical formula. We then present our new con-
tinuous kinetic-like model, valid for a large number of players and interactions. The
main results on that model are given in Section 2.
1.2 The Elo model
We explain here the basic idea behind the Elo system with just two players. The
new rating of each player depends on the previous rating and the result of the match,
increasing for a win and decreasing for a loss.
For two players labelled i and j, Arpad Elo ([8]) proposed formula (1.1) to
evaluate their rating at time n+ 1 knowing their rating at time n and the result of
the encounter:
Rn+1i = R
n
i +K(S
n
ij − b(Rni −Rnj )), (1.1)
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• n is the time,
• Rni is the rating of player i at time n,
• Snij is the score or result of the encounter at time n between players i and j.
The most standard convention is Snij = 0 for a loss for player i or S
n
ij = 1
for a win for player i. However, to better emphasize the symmetry of the
model, without affecting its mathematical properties, we prefer to consider
the centered score Snij = ±1 so that Snji = −Snij . In this article, since it
leads to the same models, we typically consider the general case Snij ∈ [0, 1] or
Snij ∈ [−1, 1] in the centered formulation.
• b(Rni − Rnj ) is the predicted mean score, based on the ratings. It is the key
ingredient in the system and it further explained below.
• The factor K is a positive constant weighting the change of the rating after
an encounter. K is usually relatively small as it is rather natural not to upset
too much the ratings based only on one encounter.
To understand better the key ingredient of model (1.1), let us take the expected
value of (1.1). Assuming that the ratings at time n have already been determined
(so it is in fact the corresponding conditional expectation)
En(Rn+1i ) = R
n
i +K(En(Snij)− b(Rni −Rnj )),
where En denotes the expectation knowing the ratings at time n.
In this very simple example, one sees that if the ratings are stationary, more
precisely if En(Rn+1i ) = Rni , then
En(Snij) = b(Rni −Rnj ).
In that case the ratings provide an exact evaluation of the respective strengths of
the players, measured by probability that one will win over the other. The classical
model uses an increasing function b(.) which values in ]−1, 1[. Furthermore, to keep
a conservative model
Rn+1i +R
n+1
j = R
n
i +R
n
j ,
the function b(.) is usually chosen odd.
1.3 A new continuous rating model
We now assume that each player has an intrinsic strength or real rating %i and a
rating ri given by the Elo system. For the score S
n
ij we assume that the random
variables are independent which values in [−1, 1]. The independence is a fundamen-
tal property leading to a discrete Markov chain model before the derivation of the
continuous model.
Furthermore we assume that the mean of the score Snij depends only on the
difference of the intrinsic strengths
E(Snij) = b(%i − %j), (1.2)
which agrees with the argument in the previous subsection. In fact if in the simple
case where Sij only takes the values {+1,−1}, this means that the probability of
player i winning is
P(Snij) =
1
2
+
1
2
b(%i − %j).
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In practice, a player cannot meet all the other players. A common choice on the
Internet is to meet players with close ratings. Consequently we introduce the weight
function w(r − r′) ≥ 0 related to the probability that two players with respective
rating r and r′ will have an interaction.
When the number of players is large N >> 1, K is small and when the number
of interactions (comparisons) is also large we derive a deterministic kinetic model,
see Section 3 for the details. Denoting by f(t, r, %) the density of players with rating
r and intrinsic strength % at time t, we find the equation
∂
∂t
f +
∂
∂r
(a[f ] f) = 0, (1.3)
f(t = 0, r, %) = f0(r, %), (1.4)
the scalar velocity field a[f ] is given by a convolution:
a[f ] = a[f ](t, r, %) =
∫
R2
w(r − r′) (b(%− %′)− b(r − r′)) f(t, r′, %′) d%′ dr′. (1.5)
Note that
• r is the variable for the actual, evaluated rating of a player.
• % represents the natural strength of the player. Ideally one would hope that
the evaluated rating is close to the strength.
• b(.) is a “bonus-malus” function indicating how the rating of a player changes
after an encounter with another player. It is the mean centered score predicted
by the Elo model. b(.) is an odd increasing function.
• w(.) is an even nonnegative function related to the probability that two players
with ratings r and r′ can interact.
Why Eq. (1.3) is a good model for a rating system and how it can be formally
derived is worthy of a discussion in itself, which is done in Section 3. We just
mention that the derivation is of mean field type and we summarize here the main
assumptions under which Eq. (1.3) is derived
• There is a large number of players having each a large number of encounters.
• The effect of each encounter on the rating is small.
• The probability of winning an encounter depends only on the difference be-
tween the intrinsic strengths of the players.
• The effect of each encounter is only to modify the ratings of the players (their
intrinsic strength is unaffected).
• The probability of an encounter between two players depends only on their
relative ratings.
There are many mathematical studies of physical and social sciences models with
mean field interaction and kinetic model, of which we only mention a sample. The
general mean field approach to dynamics of interacting particles can be found in
[17] (see also [1, 14] for the cases with singular forces).
Even though it is obtained from a very different setting, there are some similar-
ities between our model and kinetic equations for granular media, see for instance
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[2, 4, 5]. However, the derivation and structure of the model makes it closer to
so-called flocking models, see among many [13]. In particular the study of the
asymptotic behaviors of flocking models often faces very similar issues in the cases
where the interaction has a finite range. There are some results of convergence in
those cases, see for instance [16] with an assumption that all individuals remain con-
nected; and [15] for a more general convergence result but without rates. However,
those results for flocking only deal with discrete settings (finite number of individ-
uals). In our case we are able to obtain the convergence for the continuous setting
(infinite number of players) though is also considerably more delicate. Notice that
the specific structure of the model (in particular the constant intrinsic strengths) is
actually different enough from flocking models.
Eq. (1.3) is a kinetic model, with a degenerate dissipation rate when w is com-
pactly supported. We mention [6, 7] and references therein for other examples
of study of long time behavior of “degenerate” kinetic equations. Those stud-
ies are notoriously difficult, with various approaches used. In [6] for instance, a
hypo-coercivity assumption is used. Unfortunately it involves the uniqueness of the
equilibrium which does not hold in our case. Our approaches still heavily uses the
entropies of the equation, but all of them are needed together with a precise and
careful study of the dynamic.
In section 2 we state the main results on the continuous model (1.3). Section 3
provides a formal derivation of our model. We obtain the first a priori estimates for
in section 4. Then section 5 deals with the simple but not realistic case when all
meet all. The discrete case with local interactions is studied in section 6. Finally,
the more general and difficult case is treated in section 7.
2 Main results
Our main results concern model (1.3). It is straightforward to obtain well posedness
for Eq. (1.3) under reasonable assumptions, for instance
Theorem 2.1 Assume that w, b ∈ C(R) ∩ L∞(R), and f0 ≥ 0 belongs to M1(R2)
then there exists a unique f ≥ 0 in L∞(R+, M1(R2)), solution to (1.3)-(1.4) in the
sense of distributions. The corresponding solution satisfies in addition∫
f(t, r, ρ) dr dρ =
∫
f0(r, ρ) dr dρ = m0,∫
(r − ρ) f(t, r, ρ) dr dρ =
∫
(r − ρ) f0(r, ρ) dr dρ = m1,
f(t,−, ρ) =
∫
f(t, r, ρ) dr = f0(−, ρ) =
∫
f0(r, ρ) dr,
and if f0 ∈ Lp(R2) then f ∈ L∞([0, T ], Lp(R2)) for any T > 0.
Note that if f is a measure, we make a slight abuse of notation, writing f dr dρ
instead of the proper f(t, dr, dρ). We mostly leave the proof of this result to the
reader and only briefly indicate in Section 4 how to obtain the additional conserva-
tions. We now focus on the behavior for large times of the system. For this one has
to be more precise on the structure of the equation.
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We assume that the “bonus” function is Lipschitz continuous and strictly in-
creasing on any compact set
|b(x)− b(y)| ≤ B|x− y|, ∀ compact K, ∃βK > 0 s.t. inf
K
db
dr
≥ βK . (2.1)
Note that the bonus function introduced by Elo is, after centering
b(∆r) = 2
(
1
1 + 10−∆r/400
)
− 1,
which satisfies (2.1). Of course in practice, many actual systems truncate b.
Ideally, one would like the rating of each individual to converge toward its intrin-
sic strength. However, there is an obvious invariance by translation in the system:
We still obtain a solution if all ratings r are shifted by the same amount. Taking
this into account, a natural candidate for the limit of f as t −→∞ is
f0(−, ρ) δ(r − ρ−m1/m0) = δ(r − ρ−m1/m0)
∫
f0(s, ρ) ds,
where we here denote
f0(−, ρ) =
∫
f0(s, ρ) ds, m0 =
∫
R2
f0(r, ρ) dr dρ, m1 =
∫
R2
(r−ρ) f0(r, ρ) dr dρ.
In the case when the probability of encounters never vanish, it is simple to prove
this and we even have a rate
Theorem 2.2 Assume that b satisfies (2.1), that f0 ≥ 0 in M1(R2) with compact
support and that w ∈ C(R) ∩ L∞(R) with w > 0. Then
f(t, ., .) −→ f0(−, ρ) δ(r − ρ−m1/m0) in weak− ∗ M1(R2), as t→∞.
Moreover, there exists λ > 0 and C > 0 s.t.∥∥f(t, ., .)− f0(−, ρ) δ(r − ρ−m1/m0)∥∥W−1,1(R2) ≤ C e−λt.
In that case, the proof is straightforward and only uses one entropy of the system.
Unfortunately in practice, it is not realistic to assume that w > 0. Indeed two
players with very different rankings will not agree to an encounter.
Therefore, it is more realistic to assume that
w > 0 on ]− 1, 1[, w(x) = 0 ∀|x| ≥ 1. (2.2)
Of course the interval (−1, 1) was only chosen here for convenience and the results
would remain the same for any other open interval.
We start by the case where f0 is discrete, i.e. a sum of Dirac masses
Theorem 2.3 Assume that b satisfies (2.1), that w ∈ C(R) satisfies (2.2) and that
f0 =
N∑
i=1
αi δ(r − ri) δ(ρ− ρi), αi > 0 ∀i.
Then there exists c1, . . . , cN s.t.
f(t, ., .) −→
N∑
i=1
αiδ(r − ρi − ci) δ(ρ− ρi) in weak− ∗ M1(R2), as t→∞,
where moreover either ci = cj or |ρi + ci − ρj − cj | ≥ 1.
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In this case, it is already not possible in general to simply identify the limit in terms
of m0, m1 or f
0. Indeed consider the situation of several groups of players which
do not interact as their initial ratings are too far. The ratings in each group would
converge to the intrinsic strengths plus a shift. But the shifts for each group could be
very different. This is the situation described by the Theorem: If |ρi+ci−ρj−cj | ≥ 1
then the two players belong to two distinct groups. If |ρi + ci − ρj − cj | < 1 then
they belong to the same group and necessarily ci = cj .
The proof of Th. 2.3 is still straightforward but requires the use of all entropies
(contrary to Th. 2.2). We now turn to the general case which is the main contri-
bution of this paper
Theorem 2.4 Assume that b satisfies (2.1), that w ∈ C2 satisfies (2.2) and that
f0 ≥ 0 is compactly supported then there exists distinct constants c1, . . . , cn and
M1(R) measures h1, . . . , hn s.t.
f(t, ., .) −→
N∑
i=1
hi(ρ)δ(r − ρ− ci) in weak− ∗ M1(R2), as t→∞.
Moreover for i 6= j, if |ρ+ ci − ρ′ − cj | < 1 then either hi(ρ) = 0 or hj(ρ′) = 0.
In the last line, when hi and hj are measures, the statement should be interpreted
to mean that their supports are disjoint.
Again here the final equilibrium cannot be simply identified and we can at most
say that if two players interact then they should have the same “shift” ci. The proof
of Th. 2.4 is now much more delicate; in particular the use of the entropies is not
enough (because of a strong degeneracy in the dissipation) and it is necessary to
use in a precise manner the structure of the equation.
Notations. As is usual, we denote f ′ = f(t, r′, ρ′). C denotes a constant which
depends only on f0 and which value may change from line to line.
3 Derivation of the model
In this section we explain how the continuous model was obtained from some simple
considerations. The arguments are written in a formal manner but could easily be
made rigorous provided the functions b and w are smooth enough.
We start by a discrete model based on simple and direct interactions between a
finite (but large) number N of players.
The basic dynamic is described by a Markov chain on the ratings Rni of each
player i at step n. That chain is parameterized by the theoretical ratings or intrinsic
strengths ρi of the players.
Between step n and n + 1, players i and j engage in a match with probability
Wnij = WN (R
n
i −Rnj ) where WN can scale with the number of players.
For simplicity and only in this section, the result of the match is a random
variable Snij ∈ {−1, 1}, 1 meaning a victory for player i and −1 for player j (hence
Snji = −Snij). This case contains all the important ideas and the derivation could
easily be extended from it to a more general situation where Snij take more values,
a draw Snij = 0 for instance or even a continuum S
n
ij ∈ [−1, 1].
We assume that the Snij are independent random variables: The result of one
match does not depend on the result of any previous matches. Moreover we assume
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that the law of Snij depends only on the difference between the theoretical ratings
(or intrinsic strengths) of the players ρi, ρj so that
E(Snij) = b(%i − %j). (3.1)
Denote that Mni the random set of j s.t. i and j engage in a match at step n.
The ratings are updated at step n+ 1 according to the results of the encounters,
Rn+1i = R
n
i +K
∑
j∈Mni
(Snij − b(Rni −Rnj )), (3.2)
as per the formula initially developed by Arpad Elo. The parameter K is a fixed
constant which determines how much one encounter impacts the ratings and is hence
usually small.
Note that, of course, (3.2) is only one possible model, corresponding to a rating
system where ratings are updated at some fixed intervals (after tournaments, every
month, every day...)
There are other systems where ratings are updated after each encounter for
example. The corresponding model would be a jump process Rti, over a continuous
variable t. However, given the scalings chosen here, this would lead to the same
limit equation.
The invariance by translation is a key property of the Elo model (3.2). That is
to say, for any constant c, we can replace for all i and all n, Rni by R
n
i − c. The
important quantity to determine the issue of an encounter is not the rating itself
but the relative rating: Rni −Rnj .
To obtain a deterministic version of this model, an estimate of the variance is
needed. More precisely, the variance has to stay small. It turns out that model
(3.2) admits a simple and crude L∞ estimate which leads to control the first and
the second moment i.e. the mean: rni = E(Rni ) and the variance:
|rni | = |E(Rni )| ≤ sup |Rni |, E
(
(Rni − rni )2
) ≤ (2 sup |Rni |)2.
Since |Snij | ≤ 1 and |b| ≤ 1 we simply have |Rn+1i | ≤ |Rni |+ 2KN and then
|Rni | ≤ 2nKN. (3.3)
Note that since the Rni are a Markov chain by taking conditional expectations
rn+1i = r
n
i +
∑
j
E
[
KWN (R
n
i −Rnj )(b(ρi − ρj)− b(Rni −Rnj ))
]
. (3.4)
Assume that WN (r) = W¯N w(r). Denote v
n
i = E (|V ni |) where V ni = Rni − rni and,
vn = max
j≤N,m≤n
vmj .
Replacing the random variable Rni by its expectation r
n
i we have:
rn+1i = r
n
i +KW¯N
∑
j
[
w(rni − rnj )(b(ρi − ρj)− b(rni − rnj ))
]
+O(zn), (3.5)
zn = C N K W¯N v
n.
where the constant denoted by C only depends on the Lipschitz norms of b and w.
Throughout the derivation, the constant C may change but C is always independent
of n,N, i, j.
9
Let us rewrite (3.2) with independent Bernoulli variables Inij . Inij = 1 means that
the player number i meets the player number j at step n. We assume that the
following equality on the conditional expectation holds
E(Inij |Rni −Rnj ) = WN (Rni −Rnj )
as explained before to get (3.4). (3.2) and a modification of (3.5) up to the order
zn become
Rn+1i = R
n
i +K
∑
j
Inij(Snij − b(Rni −Rnj )),
rn+1i = r
n
i +K
∑
j
E
[
Inij(b(ρi − ρj)− b(rni − rnj ))
]
+O(zn)
Therefore comparing Rni with r
n
i
V n+1i = V
n
i +K
∑
j
[
Inij Snij − E(Inij b(ρi − ρj))
]
−K
∑
j
[
Inij b(Rni −Rnj )− E(Inij b(rni − rnj ))
]
+O(zn)
EV n+1i = EV
n
i +K
∑
j
E
[
Inij(Snij − b(ρi − ρj))
]
−K
∑
j
E
[
Inij(b(Rni −Rnj )− b(rni − rnj ))
]
+O(zn)
= EV ni +K
∑
j
E
[
Inij(Snij − b(ρi − ρj))
]
+O(zn)
vni ≤ v0i + E
∣∣∣∣∣∣
n∑
m=0
K
∑
j
Imij
[
Smij − b(ρi − ρj)
]∣∣∣∣∣∣+O(n zn).
Note that the random variables Smij are independent from the Imij . Therefore once a
realization has been determined for Imij , the sum
n∑
m=0
∑
j
Imij
[
Smij − b(ρi − ρj)
]
is a sum of independent random variables with 0 mean and variance of order 1. By
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the law of large numbers its conditional expectation given the Inij is
E
∣∣∣∣∣∣
n∑
m=0
∑
j
Imij
[
Smij − b(ρi − ρj)
]∣∣∣∣∣∣
∣∣∣ (Imij )j,m

≤ E
∣∣∣∣∣∣
n∑
m=0
∑
j
Imij
[
Smij − b(ρi − ρj)
]∣∣∣∣∣∣
2 ∣∣∣ (Imij )j,m
1/2
= E
 n∑
m=0
n∑
l=0
∑
k
∑
j
Imij Ilik
[
Snij − b(ρi − ρj)
]
[Smik − b(ρi − ρk)]
∣∣∣ (Imij )j,m
1/2
≤ C
 n∑
m=0
∑
j
Imij
1/2 .
(3.6)
Consequently
E
∣∣∣∣∣∣
n∑
m=0
K
∑
j
Imij
[
Smij − b(ρi − ρj)
]∣∣∣∣∣∣ ≤ C K
√
N nW¯N .
Finally we deduce that
vni ≤ v0i + C K
√
nN W¯N + C nN K W¯N v
n,
and then
vn ≤ v0 + C K
√
nN W¯N + C nN K W¯N v
n. (3.7)
We are now ready to precise our scalings. We assume that the ratings have been
updated often enough on the time interval considered, i.e. we look at some time
scale where many updates have been performed, for a large number of players and
for small changes K in ratings. More precisely
n =
t
dt
, N K W¯N = dt, t ∼ 1, dt << 1, K << 1, N >> 1. (3.8)
The estimate (3.7) shows that
vn ≤ v0 + C
√
K + C t vn.
since nK2NW¯N = nK dt ∼ K. Given that the initial ratings are deterministic
v0i = 0 and choosing t ≤ 1/2C, we get that with a constant C twice the previous
constant C
vn ≤ C
√
K,
for any n ≤ 1/(2C dt). By reusing the argument starting now from n = 1/(2C dt),
vn ≤ C
√
K exp(C ndt).
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Therefore for any time t of order 1, the variance is small. We can consider the mean
rni instead the random variable R
n
i . Let us replace this estimate in the equation
(3.5) for rni
rn+1i = r
n
i +KW¯N
∑
j
[
w(rni − rnj )(b(ρi − ρj)− b(rni − rnj ))
]
+O
(
dt
√
K eC ndt
)
.
Summing up from n = 0, this implies
rni =r
0
i + dt
n−1∑
m=0
N KW¯N
dt
1
N
∑
j
[
w(rmi − rmj )(b(ρi − ρj)− b(rmi − rmj ))
]
+O
(√
K eC ndt
)
.
We may define ri(t) at any time t by taking them piecewise constant and equal to
rni at t = ndt. Introduce the solution to the ODE in integral form
r¯i(t) = r
0
i +
∫ t
0
1
N
∑
j
[w(r¯i − r¯j)(b(ρi − ρj)− b(r¯i − r¯j))] .
Since N K W¯N = dt, Gronwall’s lemma directly implies that
sup
i
|ri(t)− r¯i(t)| ≤ C (dt+
√
K) eC t.
Now define the empirical measures
µN (t, r, ρ) =
1
N
∑
i
δ(r − ri(t)) δ(ρ− ρi),
µ¯N (t, r, ρ) =
1
N
∑
i
δ(r − r¯i(t)) δ(ρ− ρi).
The distance between the two in weak norm (W−1,1 for instance) is O(dt+
√
K) eCt.
On the other hand, by the definition of the r¯i, it is straightforward to check that
µ¯N is a measure-valued solution to (1.3) where a[µ] is defined by (1.5), which we
repeat here for convenience
a[µ] = a[µ](t, r, %) =
∫
R2
w(r − r′) (b(%− %′)− b(r − r′))µ(t, dr′, d%′).
Using well known stability results for measure-valued solution when the interaction
coefficients are smooth (see [17]), µ¯N and hence the empirical measure µN converge
for large N and small K to a measure µ which solves (1.3).
4 A priori estimates for the continuous model
We detail in this section all the a priori estimates that are used later. The calcu-
lations are formal but could easily be made rigorous in the context of Th. 2.1 for
instance.
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4.1 Invariants
We start by listing the natural invariants of the system
• Conservation of mass. Simply integrate Eq. (1.3) to find
d
dt
∫
R2
f(t, r, ρ) dr dρ = 0.
Hence
m0 =
∫
R2
f(t, r, ρ) dr dρ =
∫
R2
f0(r, ρ) dr dρ. (4.1)
• Conservation of relative momentum. This corresponds to the invariance by
translation: If g0(r, ρ) = f0(r+ r0, ρ+ρ0), the solution g to (1.3) is g(t, r, ρ) =
f(t, r + r0, ρ+ ρ0). Now multiply Eq. (1.3) by λ r + µρ and integrate
d
dt
∫
R2
(λ r + µρ)f dr dρ =
∫
R2
λ a[f ] f dr dρ
= λ
∫
R4
w(r − r′) (b(ρ− ρ′)− b(r − r′)) f f ′ dr dρ dr′ dρ′ = 0
with f ′ = f(r′, ρ′) and by the skew-symmetry in r, ρ and r′, ρ′ of b(ρ− ρ′)−
b(r − r′). Therefore∫
R2
r f dr dρ =
∫
R2
r f0 dr dρ,
∫
R2
ρ f dr dρ =
∫
R2
ρ f0 dr dρ. (4.2)
• Conservation of intrinsic strength. Eq. (1.3) only includes a derivative in r.
Denote the marginal distribution with respect to % by
f(t,−, %) :=
∫
f(t, r, %)dr,
and integrate (1.3) with respect to r to find ∂tf(t,−, ρ) = 0 and hence
f(t,−, ρ) = f0(−, ρ), ∀ρ. (4.3)
In the rest of the paper, we simplify the proofs by normalizing those invariants
and taking
m0 =
∫
f(t, r, ρ) dr dρ = 1,∫
r f(t, r, ρ) dr dρ =
∫
ρ f(t, r, ρ) dr dρ = 0.
(4.4)
4.2 Energy and entropies
We turn to the dissipated quantities. Through this subsection, we assume that b is
non decreasing.
We have a family of entropies: For any ϕ define
Eϕ =
∫
ϕ(r − %)f(t, r, %)drd%, (4.5)
then Eϕ is dissipated for any convex ϕ
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Proposition 4.1 (Entropy decay) Let φ be any C1(R) convex function then
dEϕ
dt
= −Dϕ(f(t)) =
∫
ψ(r, r′, ρ, ρ′) f ′ f dr′ d%′ dr d% ≤ 0, (4.6)
with
ψ =
1
2
(ϕ′(r − ρ)− ϕ′(r′ − ρ′))w(r − r′)(b(%− %′)− b(r − r′)) ≤ 0. (4.7)
Proof : The proof is a straightforward calculation. By simply multiplying (1.3) by
ϕ(r − ρ) and integrating
dEϕ
dt
=
∫
ϕ′(r − ρ)w(r − r′)(b(%− %′)− b(r − r′)) f ′ f dr′ d%′ dr d%.
Now the skew-symmetry of b(% − %′) − b(r − r′) gives the formula. To conclude
on the sign, observe that since ϕ′ is non decreasing, ϕ′(r − ρ) − ϕ′(r′ − ρ′) ≥ 0 iff
r − ρ ≥ r′ − ρ′ i.e. iff r − r′ ≥ ρ− ρ′ that is if b(%− %′)− b(r − r′) ≤ 0 as b is non
decreasing. 
An important example of entropy if the relative energy
E(t) =
∫
(r − %)2f(t, r, %)drd%. (4.8)
As a particular case of Prop. 4.1, one obtains
Proposition 4.2 (Energy decay) One has that
dE
dt
= −
∫
(r−r′−ρ+ρ′)w(r−r′)(b(%−%′)−b(r−r′)) f ′ f dr′ d%′ dr d% ≤ 0. (4.9)
The dissipation of energy is the key to obtain exponential decay of the energy and
then exponential convergence to equilibrium.
As a first consequence, we note that Prop. 4.1 implies an uniform control in
time of the compact support of f .
Corollary 4.1 ( Compact support) If f0(r, %) is compactly supported in Sr×S%
then for all t, (r, %) → f(t, r, ρ) is compactly supported in R × S% where R =
{r′ + %′ − %′′, r′ ∈ Sr, %′, %′′ ∈ S%}.
For instance if Sr ⊂ [−a, a] and S% ⊂ [−α, α] then R ⊂ [−a− 2α, a+ 2α].
Proof : First note that the support of f with respect to % is independent of time
from (4.3). If (r, %) ∈ Sr × S% then r − % belongs in A = Sr − S% = {r − %, r ∈
Sr, % ∈ S%}. Let ϕ be a convex non negative function which only vanishes on A.
Then Eϕ(0) = 0 and for all time Eϕ vanishes. For each fixed (t, %), r → f(t, r, %) is
compactly supported in r − ρ ∈ A, i.e. r ∈ S% +A = R. 
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5 All meet all: Proof of Th. 2.2
We use here the assumptions of Th. 2.2: b satisfies (2.1) and w ∈ C(R) ∩ L(∞)
with w > 0 everywhere. By the normalizing (4.4), the expected equilibrium is now
simply f0(−, ρ) δ(r − ρ).
The proofs here use only one entropy inequality: the energy decay.
We start by just proving the convergence of the energy with an exponential rate
but without assuming that w is uniformly bounded from below over R.
Proposition 5.3 If f0 is compactly supported and w is positive everywhere then
the energy associated to the solution of (1.3) decays exponentially
E(t) ≤ E(0) exp(−2w β t),
where β depends only on K the initial support of f0 and b through assumption (2.1),
and w depends only on w and K.
Proof : By (4.9) ∫ ∞
0
D(f)(t) dt <∞,
with
D(f) =
∫
(r − r′ − ρ+ ρ′)w(r − r′) (b(ρ− ρ′)− b(r − r′)) f ′ f dr′ dr dρ′ dρ.
By Corollary 4.1, K1 ⊃ K, the support of f , is uniformly bounded for all time. By
positivity and continuity of w, w(r − r′) ≥ w > 0 for all (r, ρ), (r′, ρ′) ∈ K1. By
assumption (2.1), on the uniform support of f
(r − r′ − ρ+ ρ′)w(r − r′) (b(ρ− ρ′)− b(r − r′)) ≥ β w |r − r′ − ρ+ ρ′|2.
Hence
D(f) ≥ β w
∫
|r − r′ − ρ+ ρ′|2 f ′ f dr′ dr dρ′ dρ.
Now note that by (4.4)∫
(r − ρ) (r′ − ρ′) f ′ f dr′ dr dρ′ dρ = 0.
Therefore
D(f) ≥ 2β w
∫
|r − ρ|2 f(t, r, ρ) dr dρ, (5.1)
and
d
dt
E(t) ≤ −2w β
∫
|r − ρ|2 f = −2ω β E(t),
concluding by Gronwall’s lemma. 
With this proposition, we can identify the limit and prove the convergence.
The solution f(t, ., .) is uniformly bounded in M1. Take any extracted subse-
quence f(tn, ., .) converging weak-* to f˜ . By Corollary 4.1, the support is uniformly
bounded and one may pass to the limit to obtain∫
|r − ρ|2 f˜(r, ρ) dr dρ = 0.
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Just note that
∫
f˜ dr dρ = 1. This implies that f˜ is supported on the diagonal r = ρ
and that there exists h(ρ) s.t.
f˜ = h(ρ) δ(r − ρ).
By (4.3), f˜(−, ρ) = f0(−, ρ) so h = f0(−, ρ). Therefore f˜ is completely determined
and unique. The whole sequence f(t, ., .) then necessarily converges to this limit,
proving the first part of Th. 2.2.
Indeed, the result is stronger. We can prove directly that the convergence has
an exponential rate. Now we recall that
‖g‖W−1,1 = sup
‖φ‖W1,∞≤1
∫
φ g.
Take any φ s.t. ‖φ‖W 1,∞ ≤ 1 and compute using (4.3)∫
φ (f − f0(−, ρ) δ(r − ρ)) dr dρ =
∫
(φ(r, ρ)− φ(ρ, ρ)) f(t, r, ρ) dr dρ
≤
∫
|r − ρ| f(t, r, ρ) dr dρ.
Consequently by Cauchy-Schwartz
‖f − f0(−, ρ) δ(r − ρ)‖W−1,1 ≤
√
E(t),
which concludes the proof of Th. 2.2.
6 Discrete case: Proof of Th. 2.3
In this section we study the asymptotic behavior of ratings when the number of
players is finite.
We now assume that b satisfies (2.1), and that w ∈ C(R) satisfies (2.2). The
solution f to (1.3) with a sum of Dirac masses as initial data is of the form
f =
N∑
i=1
αi δ(t−Ri(t)) δ(ρ− ρi),
where the Ri solve
R˙i =
∑
j
αj w(Ri −Rj) (b(ρi − ρj)− b(Ri −Rj)), (6.1)
with Ri(0) = ri. Note that the weights αi and the ρi are constant in time. Let us
denote ei(t) = Ri(t)− %i, i = 1, · · · , N .
We start by using the entropy dissipation for the whole family to obtain
Proposition 6.4 For all φ ∈ C0(R,R), the function V [φ](t) = ∑Ni=1 αiφ(ei(t)) has
a limit as t→∞.
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Note that we do not require φ to be convex.
Proof : Let first φ ∈ C1 be a convex function and note that of course
V [φ] =
∫
φ(r − ρ) f(t, dr, dρ).
Hence from Prop. 4.1 V [φ] is non increasing, bounded from below by Corollary 4.1
(uniform support of f): V [φ] has a limit.
Now if φ is concave then V [φ] = −V [−φ] also has a limit as −φ is convex. Any
C2 function is the sum of a convex and a concave function.
Finally by density V [φ] converges for any continuous function φ. More precisely
the ratings are uniformly bounded, see Corollary 4.1, so all (ei(t)) stays in a compact
set K for all time. On K, any continuous function can be approximate by a sequence
(φn) of C
2 functions. In particular
|V [φ]− V [φn]| ≤ ‖φ− φn‖L∞(K),
and this bound is hence uniform in time.
As each V [φn] converges, one may define ln = limt→+∞ V [φn](t). By the pre-
vious bound, (ln)n is a Cauchy sequence and hence converges towards some limit
l. We can conclude thanks to the uniform convergence of the sequence (φn) that
l = limt→+∞ V [φ](t). 
From this it is straightforward to deduce the convergence of the ei(t). For
instance define the empirical measure gN =
∑
i αiδ(e− ei(t)) and note that for any
φ
V [φ] =
∫
φ(e) gN (t, de)
converges. This implies the weak-* convergence of gN and then of each ei(t) toward
a constant denoted ci.
By the definition of the ei, we obtain Ri → ρi + ci and
f −→
∑
i
αiδ(r − ρi − ci) δ(ρ− ρi).
Finally we use once more the energy and the fact that∫ ∞
0
D(f) dt <∞.
By the previous convergence of f , this shows that
D
(∑
i
αiδ(r − ρi − ci) δ(ρ− ρi)
)
= 0
=
∑
i,j
αi αjw(ρi − ρj + ci − cj) (ci − cj) (b(ρi − ρj)− b(ρi − ρj + ci − cj)).
As b is strictly increasing and w > 0 on (−1, 1), either ci = cj or |ρi−ρj+ci−cj | ≥ 1.
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7 Proof of Th. 2.4: General case with local
interactions
We finally turn to the most complex setting. Through this section, the assumptions
in Th. 2.4 are always supposed to be satisfied.
7.1 The structure of the possible limits
As f is uniformly bounded in M1(R2) and with uniform compact support, it is
always possible to extract a weak-* converging subsequence. We denote Ω ⊂
M1+(Rr×R%) be the set of all possible limits of such extracted subsequence: all the
weak-* adherence values of f .
In this subsection, we collect all information on Ω provided by the invariants
and the entropies. We summarize the results with
Proposition 7.5 There exist n, c1, · · · , cn, m1, · · · ,mn depending only on f0 s.t.
for any f˜(r, %) ∈ Ω
f˜(r, %) =
n∑
i=1
δ(r − (%+ ci)) hi(%),
for some non negative measures hi which may depend on f˜ but satisfy
• The mass of each nonnegative measure hi is
∫
hi(%)d% = mi,
• For any r, there is at most one i such that f˜(r, %) = δ(r − (% + ci))hi(%)
on the vertical strip S(r) =]r − 1, r + 1[×R%. Equivalently for i 6= j then
hi(ρ)hj(ρ
′) = 0 if |ρ+ ci − ρ′ − cj | < 1.
•
n∑
i=1
hi(%) = f
0(−, %). And if f0(−, %) belongs to Lp, the hi are also in Lp.
As one can see, we cannot at this point completely determine every f˜ ∈ Ω and show
that it is reduced to one element (there are too many possibilities for the hi). This
will require a more detailed analysis of Eq. (1.3) performed in the next subsection.
We start the proof of Prop. 7.5 by the equivalent of Prop. 6.4 in this extended
case
Corollary 7.2 Define
g(t, r) =
∫
R
f(t, r + %, %)d%. (7.1)
There exists a measure g∞(r) ≥ 0 in M1(Rr), depending only on f0 such that
g(t, .) ⇀ g∞(r) in M1 weak ∗ as t→ +∞. (7.2)
Proof : As in the proof Prop. 6.4, Prop. 4.1 implies that∫
R2
φ(r − ρ) f(t, r, ρ) dr dρ
has a limit for any convex φ. By linearity this is also true for any concave φ and
hence any continuous φ. By a change of variable this is exactly the convergence of
g. 
The next step is to use the entropy dissipation and pass to the limit into it.
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Lemma 7.1 (Zero entropy dissipation) For any f˜ ∈ Ω∫
R
f˜(r, r + %)d% = g∞(r), ∀ϕ ∈ C2 convex, Dϕ(f˜) = 0.
Proof : We recall that Dϕ(f(t)) = −dEϕdt . Hence if φ is convex, Dϕ ≥ 0 and∫ ∞
0
Dφ(f(t)) dt <∞.
We differentiate Dϕ(f(t)) in (4.6)
dDϕ(f(t))
dt
= I(t) =
∫
ψ(r, %, r′, %′) ∂t(f ′f)dr′d%′drd%,
for some ψ ∈ C1. Now ∂t(f ′f) = f ′∂t(f) + f∂t(f ′) = −f ′∂r(a[f ]f) − f∂r′(a[f ′]f ′)
thanks to (1.3). Integrating by part and using the uniform control on the support
of f provided by Corollary 4.1, we deduce that Dφ is Lipschitz in time on R+. This
implies that Dφ(f(t))→ 0.
Now, if f˜ ∈ Ω there exists a sequence tn → +∞ such that f(tn) ⇀ f˜ . Using
again the uniform control on the support, we can pass to the limit in Dφ(f(tn)) to
get Dϕ(f˜) = 0.
Simply by passing to the limit in g(t, r) we similarly obtain∫
R
f˜(r, r + %)d% = g∞(r).

Next we show that Dφ(f˜) = 0 implies a very precise structure on f˜
Lemma 7.2 (Stationary density with zero dissipation ) Let f˜ = f˜(r, %) be
any nonnegative measure with compact support. If the entropy dissipation Dϕ(f˜) =
0 vanishes for a strictly convex test function ϕ then there exist a finite number
c1, · · · , cn ∈ R, hi ∈M1+(R) with compact support s.t.
f˜(r, %) =
n∑
i=1
δ(r − (%+ ci))hi(%). (7.3)
Moreover, on any vertical strip S(r) = (r− 1, r+ 1)×R%, there is at most one non
vanishing term in the sum (7.3), i.e.
either S(r) ∩ Supp(f˜) = ∅
or S(r) ∩ Supp(f˜) ⊂ {(r′, r′ − ci), |r − r′| < 1} for only one index i.
Proof : Let ϕ be a convex function. From definitions (4.6) and (4.7), on |r−r′| < 1,
ψ > 0 if r − r′ 6= %− %′.
Cover the support of f˜ by a finite number of stripes Sri . If r, r
′ ∈ Sri then
w(r−r′) > 0. This proves that on S2ri the product f˜ f˜ ′ is supported on r−ρ = r′−ρ′.
Therefore there exists ci and hi s.t. on Sri , f˜ = δ(r − ρ− ci)hi(ρ). 
To finish the proof of Prop. 7.5, it remains to explain why the ci and the mass
of each hi is uniquely determined by f
0. For that observe that if f˜ satisfies (7.3)
then ∫
f˜(r + ρ, ρ) dρ =
∑
i
δ(r − ci)
∫
hi(ρ) dρ = g∞(r).
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7.2 Concentration of mass along the diagonals
From the previous subsection, to prove the convergence of f , it suffices to show that
the hi are uniquely determined. The key in doing so is to explain that once some
mass is concentrated near one of the diagonals {r = ρ+ ci} then nothing moves.
This is done in two steps. First we show that the mass is concentrated along
some tubular neighborhood of all the diagonals. In itself this is not enough as there
could still be some exchange of mass; from one {r = ρ+ ci} to another. In a second
time, we rule this out by estimating the sign of the transport velocity a[f ] on the
boundary of the tubular neighborhood.
Lemma 7.3 (Stability of the expected support)
For all ε > 0, there exists T > 0 such that for all t > T ,∫
T cε
f(t, r, %)drd% < ε where Tε =
n⋃
i=1
{(r, %), |r − (%+ ci)| ≤ ε},
T cε = R2 − Tε, and (c1, · · · , cn) are given by the support of g∞.
Proof : Let
d(f(t, ., .); Ω) = inf
f˜∈Ω
sup
{|ϕ|≤1,|∇ϕ|≤1}
∣∣∣∣∫ (f(t, r, %)− f˜(r, %))ϕ(r, %)drd%∣∣∣∣
be the distance from f(t, ., .) to Ω in W−1,1. We assert that lim
t→+∞ d(f(t, ., .); Ω) = 0.
This is a classical compactness argument. By contradiction if this assertion is
false then there exists ε > 0 and an increasing sequence (tn) converging towards
+∞ such that d(f(tn),Ω) > ε for all n. Since f(t, ., .) is uniformly bounded and
the unit ball in M1 is compact for the topology induced by the W−1,1 norm, up to
a subsequence, f(tn) → f˜ . Now by taking this f˜ in the definition of the distance,
one obtains a contradiction.
Now we choose a test function to exploit the fact that d(f(t),Ω)→ 0. Let ϕ(r, %)
be a nonnegative piecewise affine function with |∇ϕ| = 1 near T0 = Tε=0, and ϕ = 0
on T0. For such a ϕ there exists C > 0 such that, ϕ ≥ Cε onT cε for ε small enough.
Now this Lipschitz function ϕ is fixed.
Note that for any f˜ ∈ Ω, f˜ also vanishes on T c0 and hence∫
T cε
f(t, r, %)drd% ≤ (Cε)−1
∫
T cε
f(t, r, %)ϕ(r, %)drd%
≤ (Cε)−1
∫
R2
f(t, r, %)ϕ(r, %)drd%
= (Cε)−1
∫
R2
(f(t, r, %)− f˜(r, %))ϕ(r, %)drd%
≤ (Cε)−1d(f(t, ., .); Ω).
We conclude the proof by taking T > 0 such that d(f(t, ., .); Ω) ≤ Cε2 for all t > T .

We now use the specific dynamic along the characteristics: a[f ] = (ar, a%) =
(ar, 0), i.e. the two components velocity is only horizontal in the plane (r, %).
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Proposition 7.6 (Growth of the mass on the tubular sets)
Let 0 < δ < 1. For any ε > 0, any f˜ ∈ Ω, there exists t0 s.t. for any r0, ρ0 in the
support of f˜ ∫ √ε
−√ε
∫ +δ/2
−δ/2
f(t, r0 + s+ y, ρ0 + s) ds dy
is non decreasing for any t ≥ t0.
r
ρ
r=ρ+c i
r k r k
∂- T̃ ϵ
k ∂+ T̃ ϵ
k
T ϵ
k
I k
r k−1−√ϵ r k−1
Figure 1: line r = %+ ci, T kε , T˜ kε , a+, a−
Proof : Take the corresponding f˜ ∈ Ω. The support of f˜ is included in T0.
Therefore we introduce a finite number of segment with diameter δ < 1
Ik =
{
(rk + s, %k + s), |s| < δ
2
}
,
such that the support of f˜ belongs to
K⋃
k=1
Ik. Note that there exists an unique index
i such that rk = %k + ci thanks to Proposition 7.5. Therefore in a neighborhood of
any Ik, f˜ is equal to hi(ρ) δ(r − (ρ+ ci)).
Denote rk = min{r, (r, %) ∈ Ik} and rk = max{r, (r, %) ∈ Ik}. We may assume
that for any η > 0∫ η
0
hi(rk + s) ds > 0 and
∫ η
0
hi(rk − s) ds > 0. (7.4)
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Otherwise hi vanishes in a neighborhood of rk or rk and we can take a smaller
interval.
Take 0 < ε small enough. From Lemma 7.3, there exist t0 > 0 such that for all
t ≥ t0, ∫
T cε
f(t, r, %)drd% < ε and d(f(t0, ., .); f˜) ≤ ε2,
with in addition
min
k
∫
Ik
f˜(r, %)drd% > 4 ε1/4.
We build two ”horizontal” neighborhoods of each Ik, Figure 1,
T kε = {(r + s, %), (r, %) ∈ Ik, |s| < ε} ⊂ T˜ kε = T k√ε.
Let us point out here that
⋃
k T kε ⊂ Tε but that in general one cannot expect equality
to hold: there might be several cylinders in Tε that do not correspond to any Ik as
they do not intersect the support of this particular f˜ ∈ Ω.
Let us first remark that at t = t0∫
R2\⋃k T˜ kε f(t, r, %) dr dρ < ε. (7.5)
Indeed build again a Lipschitz test function φ which vanishes on
⋃
k Ik, satisfies
|∇φ| ≤ 1 and s.t. φ ≥ √ε out of T˜ kε . This is easy since there are only a finite
number of Ik and hence it is possible to choose ε small enough s.t. T˜ kε ∩ T˜ lε = ∅ for
k 6= l. Now
ε1/2
∫
R2\⋃k T˜ kε f(t, r, %) dr dρ ≤
∫
φ f dr dρ ≤ d(f, f˜) ≤ ε2.
Recall that
min
k
∫
Ik
f˜(r, %)drd% > 4 ε1/4.
f(t, ., .) has only small masses outside the f˜ support from (7.5), so, losing at most
one ε1/4 for positive ε small enough we also have at time t = t0
min
k
∫
T˜ kε
f(t, r, %)drd% > 3 ε1/4,
min
k
∫
T kε
f(t, r, %)drd% > 2 ε1/4.
(7.6)
Indeed the total mass of f outside Tε is less than ε (Lemma 7.3); f˜ = 0 outside
⋃
k T kε
and the total mass of f˜ in T kε is larger than 4 ε1/4; and finally d(f(t0, ., .); f˜) ≤ ε2
which concludes by taking a test function with support in T kε and ε small enough.
Note that at this point in (7.6), we could use 3 ε1/4 for both estimates. However,
this will not be possible for t > t0 and we write the inequalities such that they will
be valid for all t > t0.
The strategy is to show that as long as (7.5) and (7.6) hold then every T˜ kε is a
trapping region and hence (7.5)-(7.6) keep on being satisfied. The reason why we
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need the two tubular neighborhoods T kε and T˜ kε is that we cannot control the sign
of a[f ] on the boundary of Tk directly.
As the mass of f in any fixed domain changes continuously in time, there exists
a maximal time t1 s.t. on the time interval [t0, t1), (7.5) holds and
min
k
∫
T˜ kε
f(t, r, %) dr d% > 3 ε1/4, ∀t ∈ [t0, t1).
By Lemma 7.3, this implies again that
min
k
∫
T kε
f(t, r, %) dr d% > 2 ε1/4, ∀t ∈ [t0, t1),
and (7.6) is hence automatically satisfied on [t0, t1).
Define the left and right boundary of T˜ kε :
∂±T˜ kε = {(r ±
√
ε, %), (r, %) ∈ Ik}.
We prove that on [t0, t1) and for every k
± a[f(t)] < 0 on ∂±T˜ kε . (7.7)
As f follows the characteristics given by a[f ] this implies that on [t0, t1), for any
r, ρ ∈ Ik ∫ √ε
−√ε
f(t, r + s, ρ) ds
is non decreasing in time for any (r, ρ) ∈ Ik. Hence if t1 <∞ for every k∫
T˜ kε
f(t1, r, ρ) dr dρ ≥
∫
T˜ kε
f(t0, r, ρ) dr dρ > 3 ε
1/4.
Moreover, this would imply that∫
R2\⋃k T˜ kε f(t1, r, ρ) dr dρ =
∫
f dr dρ−
∑
k
∫
T˜ kε
f(t1, r, ρ) dr dρ
≤
∫
R2\⋃k T˜ kε f(t0, r, ρ) dr dρ < ε,
and t1 could not be the maximal time. This would show that t1 =∞ and conclude
the proof of the proposition.
Therefore it only remains to prove (7.7). Choose any k; we perform the com-
putations on the left boundary ∂−T˜ kε as the estimate is similar on the other, right
boundary ∂+T˜ kε .
Let (r, %) belong to ∂−T˜ kε . Decompose a[f ](t, r, %) = A+ +A− with
A+ =
∫
|r−r′|<1, r′−%′≥ci−
√
ε
w(r − r′)(b(%− %′)− b(r − r′)) f(t, r′, %′)dr′d%′,
A− =
∫
|r−r′|<1, r′−%′<ci−
√
ε
w(r − r′)(b(%− %′)− b(r − r′)) f(t, r′, %′)dr′d%′.
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The term A+ is positive as b(% − %′) − b(r − r′) > 0 iff r′ − %′ > r − % and here
r − ρ = ci −
√
ε. Moreover, the domain of integration in A+ contains T kε and thus
A+ ≥ a+ =
∫
T kε
w(r − r′)(b(%− %′)− b(r − r′)) f(t, r′, %′)dr′d%′.
The left boundary ∂−T˜ kε is at distance at least
√
ε/2 from T kε . The function (b(%−
%′) − b(r − r′)) vanishes exactly for (r′, %′) ∈ ∂−T˜ kε . As b′ is bounded from below,
there exists a positive constant c such that b(% − %′) − b(r − r′) > c√ε for all
(r′, %′) ∈ T kε .
Note that w(r− r′) is bounded from below (r′, %′) ∈ T kε as the diameter of Ik is
δ < 1. Hence with possibly a different constant c
w(r − r′)(b(%− %′)− b(r − r′)) > c√ε on T kε .
Since
∫
T kε
f(t, r, %)drd% > 2 ε1/4, ∀t ∈ [t0, t1], we have
a+ > c ε
3/4.
Now, we turn to A−. Since A− ≤ 0, we show that |A−| is smaller than a+. Decom-
pose A− = A1− +A2− with
A1− =
∫
(r′,ρ′)6∈⋃l T˜ lε , r′−%′<ci−√εw(r − r
′)(b(%− %′)− b(r − r′)) f(t, r′, %′)dr′d%′
A2− =
∫
(r′,ρ′)∈⋃l T˜ lε , r′−%′<ci−√εw(r − r
′)(b(%− %′)− b(r − r′)) f(t, r′, %′)dr′d%′.
Now for A1− we simply use (7.5) which shows that
|A1−| ≤ C
∫
(r′,ρ′) 6∈⋃l T˜ lε f(t, r
′, %′) dr′ d%′ < C ε.
Now, we turn to A2−. Take any r′, ρ′ ∈
⋃
l T˜ lε s.t. w(r−r′) > 0 and r′−ρ′ < ci−
√
ε.
Necessarily there exists l s.t. r′, ρ′ ∈ T˜ lε and hence some j s.t. |r′ − ρ′ − cj | ≤
√
ε.
Therefore i 6= j. We recall that Proposition 7.5 means that the support of f˜ is
located on line parallel to the lines r = ρ. Moreover if f˜ is never zero on two
segments J and J∗ on different lines then the projection on the r-axis I and I∗ are
at distance at least one. That is to say that players with rating in I do not play
against players with rating in I∗. Thus by Estimate (7.4) and Prop. 7.5, there
cannot be any interaction between Il and Ik which means that
d(rk, Il) ≥ 1, d(rk, Il) ≥ 1.
That is to say that the distance between Ik and Il is at least one. On the other
hand since w(r − r′) > 0 then |r − r′| < 1. Now r ∈ [rk −
√
ε, rk +
√
ε] and r′ is
similarly within
√
ε of {r′′, ∃ρ′′s.t.(r′′, ρ′′) ∈ Il}. The only possibility is drawn on
the left part on Figure 1:
r′ ∈ [rk − 1−
√
ε, rk − 1 +
√
ε] ∪ [rk + 1−
√
ε, rk + 1 +
√
ε]
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Thus |A2−| is weaker than
a− =
∫
r′∈[rk−1−
√
ε,rk−1+
√
ε]
w(r − r′) ∣∣b(%− %′)− b(r − r′)∣∣ f(t, r′, %′) dr′ d%′,
plus the corresponding term with rk.
Now w belongs to C2 with compact support in [−1, 1] so w(−1+s) = O(s2) and
hence w(r−r′) = O(√ε)2 = O(ε) in the previous integral. The expression involving
b is bounded in L∞ on the compact support of f and f is bounded inM1 so finally
a− ≤ C ε, |A2−| ≤ C ε.
We can conclude and estimate the sign of a[f ] on ∂−T˜ kε :
a[f ](t, r, %) = A+ +A− = A+ − |A−| ≥ a+ − C ε
≥ c ε3/4 − C ε > 0,
for ε small enough. 
7.3 Conclusion of the proof of Theorem 2.4
This is essentially a straightforward consequence of Prop. 7.6. Take f˜ ∈ Ω and any
ε > 0. Take t0 according to Prop. 7.6 and s.t. ‖f(t0)− f˜‖W−1,1 ≤ ε2. Define T˜ε as
the tubular neighborhood of the support of f˜ of size
√
ε. Then∫
R2\T˜ε
f(t0, r, ρ) dr dρ ≤ ε.
Therefore by Prop. 7.6 for any t ≥ t0∫
R2\T˜ε
f(t, r, ρ) dr dρ ≤ ε.
Therefore and still by Prop. 7.6,
‖f(t)− f˜‖W−1,1 ≤
√
ε
for all t ≥ t0.
This proves that Ω is reduced to one unique element and that f converges.
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