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1. Introduction
A left ordering of a group G is a total ordering <G of G preserved by the left action of G itself.
That is, g <G g′ implies hg <G hg′ for all g, g′,h ∈ G . A group G is left-orderable if G has at least one
left ordering. In this paper we will concentrate our attention to ﬁnitely generated groups, hence in
particular a group G is usually assumed to be countable.
One of the most important left orderings is the Dehornoy ordering of the braid group Bn . The
Dehornoy ordering has a simple, but still mysterious deﬁnition which uses a special kind of word
representatives called σ -positive words. The Dehornoy ordering can be regarded as the most natural
left ordering of the braid groups, but its combinatorial structures and algebraic properties are rather
complicated.
In this paper we introduce a Dehornoy-like ordering of groups, motivated by the work of Navas [15].
This is a left ordering deﬁned in a similar way to the Dehornoy ordering. The aim of this paper is to
study Dehornoy-like orderings and give new examples of Dehornoy-like orderings.
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Recall that the positive cone P = {g ∈ G | 1<G g} of a left ordering <G has the following two properties
LO1 and LO2.
LO1: P · P ⊂ P .
LO2: G = P ∐{1}∐ P−1.
Conversely, for a subset P of G having the properties LO1 and LO2 one can obtain a left ordering
<G by deﬁning h <G g if h−1g ∈ P . Thus, the set of all left orderings of G , which we denote by
LO(G), is naturally regarded as a subset of the power set 2G−{1} = {+,−}G−{1} . We equip a discrete
topology on 2 = {+,−} and equip the power set topology on 2G−{1} . This induces a topology on
LO(G) as the subspace topology. For a countable group G , LO(G) is compact, totally disconnected, and
metrizable [19]. It is known that for a group G which is not necessarily countable, LO(G) is either
ﬁnite or uncountable [12] (see also [16]), so LO(G) is very similar to the Cantor set if G has inﬁnitely
many left orderings.
An isolated ordering is a left ordering which corresponds to an isolated point of LO(G). Observe that
by LO1, the positive cone of a left ordering is a sub-semigroup of G . A left ordering < is isolated if its
positive cone is ﬁnitely generated as a sub-semigroup of G . (This was ﬁrst pointed out by Linnell. See
[14, Proposition 1.8].) In this paper we will only consider isolated orderings with ﬁnitely generated
positive cone.
We begin with a systematic study of Dehornoy-like orderings in Section 2. We introduce a property
called Property F for an ordered ﬁnite generating set S , which plays an important role in our study
of Dehornoy-like orderings. We show that Property F allows us to relate Dehornoy-like orderings and
isolated orderings in a simple way. Moreover, using Property F we generalize known properties of the
Dehornoy ordering of Bn to Dehornoy-like orderings of a general group G .
In Section 3, we construct a new example of Dehornoy-like and isolated orderings and study their
detailed properties. Our examples are generalizations of Navas’ example of Dehornoy-like and isolated
orderings given in [15]. We will also give a negative answer to the main question of [15].
We consider the groups of the form Z ∗Z Z, the amalgamated free product of two inﬁnite cyclic
groups. Such a group is presented as
Gm,n =
〈
x, y
∣∣ xm = yn〉 (m n).
The groups Gm,n appear in many contexts. Observe that G2,2 is the Klein bottle group and G3,2 is
the 3-strand braid group B3. For coprime (m,n), Gm,n is nothing but the fundamental group of the
complement of the (m,n)-torus knot. The family of groups {Gm,2} are the central extensions of the
Hecke groups studied by Navas in [15]. We always assume that (m,n) = (2,2) because the Klein bottle
group G2,2 is exceptional since it admits ﬁnitely many, only four left orderings. As we will see later,
other groups Gm,n have inﬁnitely many (hence uncountably many) left orderings.
To give a Dehornoy-like and an isolated ordering, we introduce generating sets S = {s1 = xyx−m+1,
s2 = xm−1 y−1} and A= {a = x, b = yx−m+1}. Using the generator S , the group Gm,n is presented as
Gm,n =
〈
s1, s2
∣∣ s2s1s2 = ((s1s2)m−2s1)n−1〉.
Observe that for (m,n) = (3,2), this presentation agrees with the standard presentation of the
3-strand braid group B3. Similarly, using the generators A, the group Gm,n is presented as
Gm,n =
〈
a,b
∣∣ (bam−1)n−1b = a〉.
For n = 2, the above presentation coincides with Navas’ presentation of Gm,2.
In Theorem 4 we will show that S deﬁnes a Dehornoy-like ordering <D of Gm,n and A deﬁnes
an isolated ordering <A of Gm,n . Since G1,n = Gm,1 = Z and G2,2, the Klein bottle group, have an
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admitting isolated left orderings.
Corollary 1. An amalgamated free product of the form Z ∗Z Z has an isolated left ordering with ﬁnitely gener-
ated positive cone.
We will also give an alternative description of the Dehornoy-like ordering <D of Gm,n in Theo-
rem 5 by using the action on the Bass–Serre tree. Such an action naturally arose from the amalga-
mated free product. In this point of view, the Dehornoy-like ordering <D can be regarded as a natural
left ordering of Gm,n like the Dehornoy ordering of B3, although the combinatorial deﬁnition seems
to be quite strange.
The dynamics of ordering allows us to give more detailed properties of the Dehornoy-like order-
ing <D . In Theorem 6, we will show that one particular property of the Dehornoy ordering, called
Property S (Subword property), fails for the Dehornoy-like ordering of Gm,n . However, in Theorem 7 we
observe that the Dehornoy-like ordering of Gm,n has a slightly weaker property similar to Property S .
As an application, by using the Dehornoy-like ordering of Gm,n , we construct a left ordering having
an interesting property: a left ordering which admits no non-trivial proper convex subgroups. In fact,
we observe that almost all normal subgroups of Gm,n contains no non-trivial proper convex subgroup
in Theorem 8.
2. Dehornoy-like ordering
Throughout the paper, we always assume that G is a ﬁnitely generated group.
2.1. Dehornoy-like ordering
Let S = {s1, . . . , sn} be an ordered ﬁnite generating set of G . We consider the two sub-semigroups
of G deﬁned by S , the S-word positive semigroup and the σ(S)-positive semigroup.
A (S-)positive word is a non-empty word on S . We say an element g ∈ G is (S-)word positive if g
is represented by an S-positive word. The set of all S-word positive elements forms a sub-semigroup
PS of G , which we call the (S-)word positive semigroup. The S-word positive semigroup is nothing
but a sub-semigroup of G generated by S .
To deﬁne a Dehornoy-like ordering, we introduce some slightly different notions. A word w on
S ∪ S−1 is called i-positive (or, i(S)-positive, if we need to indicate the ordered ﬁnite generating
set S) if w contains at least one si but contains no s±11 , . . . , s±1i−1, s−1i . We say an element g ∈ G
is i-positive (or, i(S)-positive) if g is represented by an i-positive word. An element g ∈ G is called
σ -positive (σ(S)-positive) if g is i-positive for some 1 i  n. The notions of i-negative and σ -negative
are deﬁned in a similar way. The set of σ(S)-positive elements of G forms a sub-semigroup ΣS of G .
We call the semigroup ΣS the σ -positive semigroup (or, σ(S)-positive semigroup).
Deﬁnition 1 (Dehornoy-like ordering). A Dehornoy-like ordering is a left ordering <D whose positive
cone is equal to the σ -positive semigroup ΣS for some ordered ﬁnite generating set S of G . In this
situation, we say S deﬁnes a Dehornoy-like ordering <D .
To study Dehornoy-like orderings we introduce the following two properties.
Deﬁnition 2. Let S be an ordered ﬁnite generating set of G .
(1) We say S has Property A (the Acyclic property) if no σ(S)-positive words represent the trivial
element. That is, ΣS does not contains the identity element 1.
(2) We say S has Property C (the Comparison property) if every non-trivial element of G admits either
σ(S)-positive or σ(S)-negative word expression.
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if and only if S has both Property A and Property C .
Proof. Property C implies that G = ΣS ∪ Σ−1S ∪ {1}, and the Property A implies that ΣS , Σ−1S and{1} are disjoint. Thus, the σ(S)-positive monoid ΣS satisﬁes both LO1 and LO2. Converse is clear. 
As we have already mentioned, the deﬁnition of Dehornoy-like orderings is motivated from the
Dehornoy ordering of the braid groups.
Example 1 (Dehornoy ordering of Bn). Let us consider the standard presentation of the braid group Bn ,
Bn =
〈
σ1, . . . , σn−1
∣∣∣ σiσ jσi = σiσ jσi, |i − j| = 1
σiσ j = σ jσi, |i − j| > 1
〉
and S = {σ1, . . . , σn−1} be the set of the standard generators. The seminal work of Dehornoy [3]
shows that S has both Property A and Property C , hence S deﬁnes a left ordering of Bn . The ordering
<D deﬁned by S is called the Dehornoy ordering.
Interestingly, there are various proofs of Property A and Property C , and each proof gives a new
characterization of the Dehornoy ordering. A proof of Property A or Property C provides new insights
for not only the Dehornoy ordering, but also the braid group itself. See [6] for the theory of the
Dehornoy orderings. Moreover, as the author showed, the Dehornoy orderings are also related to knot
theory [8,9].
Now we introduce an operation to construct new ordered ﬁnite generating sets from an ordered
ﬁnite generating set, which connects a Dehornoy-like ordering and an isolated ordering.
The twisted generating set of S is an ordered ﬁnite generating set A = AS = {a1, . . . ,an} where
each ai is deﬁned by
ai = (si · · · sn)(−1)n−i+1 .
Using the twisted generating set A, the original generating set S is written as
si =
⎧⎪⎨
⎪⎩
a−1n , i = n,
a−1i a
−1
i+1, n − i: even,
aiai+1, n − i: odd.
For each 1  i  n, let S(i) = {si, si+1, . . . , sn} and G(i)S be the subgroup of G generated by S(i) .
Thus, S(i) is an ordered ﬁnite generating set of G(i)S . Similarly, let A(i) = {ai,ai+1, . . . ,an} and G(i)A be
the subgroup of G generated by A(i) . By deﬁnition of the twisted generating set, G(i)S = G(i)A so we
will often write G(i) to represent G(i)S = G(i)A .
We denote the S(i)-word positive semigroup and the σ(S(i))-positive semigroup by P (i)S and Σ(i)S
respectively. They are naturally regarded as sub-semigroups of G(i) .
Remark 1. In some literature, the notation G(i) is used to represent the i-th derived subgroup of G .
Our G(i) is not related to the derived subgroups, and as its deﬁnition shows, depends on a choice of
generating set S of G .
There is an obvious inclusion for σ(S)-positive and A-word positive semigroups.
46 T. Ito / Journal of Algebra 374 (2013) 42–58Lemma 1. Let S be an ordered ﬁnite generating set and A = AS be the twisted generating set of S . Then
ΣS ∪ Σ−1S ⊃ PA ∪ P−1A .
Proof. We show PA ⊂ ΣS ∪ Σ−1S . The proof of P−1A ⊂ ΣS ∪ Σ−1S is similar. Let g ∈ PA and w be anA-positive word expression of g . Put
i =min{ j ∈ {1,2, . . . ,n} ∣∣ w contains the letter a j}.
Since ai = (si si+1 · · · sn)(−1)n−i+1 , g is σ(S)-positive if (n − i) is odd and is σ(S)-negative if (n − i) is
even. 
Now we introduce a key property called Property F (the Filtration property) which allows us to
generalize various properties of the Dehornoy ordering for Dehornoy-like orderings.
Deﬁnition 3. Let S = {s1, . . . , sn} be an ordered ﬁnite generating set of G and A= {a1, . . . ,an} be the
twisted generating set of S . We say S has Property F (the Filtration property) if
F: ai · (P (i+1)A )−1 · a−1i ⊂ P (i)A , a−1i · (P (i+1)A )−1 · ai ⊂ P (i)A
hold for all i.
We say a ﬁnite generating set A deﬁnes an isolated ordering if the A-word positive semigroup
is the positive cone of an isolated ordering <A . First we show that Dehornoy-like orderings and an
isolated orderings are closely related if we assume Property F .
Theorem 1. Let S be an ordered ﬁnite generating set of G having Property F andA be the twisted generating
set of S . Then S deﬁnes a Dehornoy-like ordering of G if and only ifA deﬁnes an isolated left ordering of G.
Proof. Let n be the cardinal of the generating set S . We prove the theorem by induction on n. The
case n = 1 is trivial. The general case follows from the following two claims.
Claim 1. S has Property C if and only if PA ∪ P−1A ∪ {1} = G holds.
Assume that PA ∪ P−1A ∪ {1} = G . Then by Lemma 1, G = PA ∪ P−1A ∪ {1} ⊂ ΣS ∪ Σ−1S ∪ {1}.
To show converse, assume that S has Property C . Let g ∈ G be a non-trivial element. We assume
that g is σ(S)-positive. The case g is σ(S)-negative is proved in a similar way.
First of all, assume that g has a k(S)-positive word representative for k > 1. Then g ∈ G(2) and g
is σ(S(2))-positive. By inductive hypothesis, g ∈ P (2)A ∪ (P (2)A )−1 ∪ {1} ⊂ PA ∪ P−1A ∪ {1}.
Thus we assume that g is 1(S)-positive. We also assume that n is even. The case n is odd is
similar. Since s1 = a1a2, by rewriting a 1(S)-positive word representative of g by using the twisted
generating set A, we write g as
g = V0a1V1 · · ·a1Vm
where Vi is a word on A(2) ∪ (A(2))−1 ⊂ G(2) . By inductive hypothesis, we may assume that either
Vi ∈ P (2)A or Vi ∈ (P (2)A )−1. If all Vi belong to P (2)A , then g ∈ PA . Assume that some Vi belongs to
(P (2)A )
−1. By Property F , a1Vi ⊂ PA · a1 and Via1 ⊂ a1 · PA , so we can rewrite g so that it belongs
to PA .
Claim 2. S has Property A if and only if 1 /∈ PA .
T. Ito / Journal of Algebra 374 (2013) 42–58 47Assume that 1 /∈ PA and let g ∈ G be a σ(S)-positive element. If g has a k(S)-positive word
representative for k > 1, then g ∈ G(2) so inductive hypothesis shows g = 1. Thus we assume g is
1(S)-positive. Assume that n is even. Then as we have seen in the proof of Claim 1, g ∈ PA so we
conclude g = 1. The case n is odd, and the case g is σ(S)-negative are proved in a similar way.
Converse is obvious from Lemma 1. 
Thus, we obtain a new criterion for existence of isolated orderings.
Corollary 2. Let G be a left-orderable group. If G has a Dehornoy-like ordering having Property F , then G also
has an isolated left ordering.
Theorem 1 is motivated from the construction of the Dubrovina–Dubrovin orderings, which are
left orderings obtained by modifying the Dehornoy ordering.
Example 2 (Dubrovina–Dubrovin ordering). Let A= {a1, . . . ,an−1} be the twisted generating set of the
standard generating set S = {σ1, . . . , σn−1} of the braid group Bn . Dubrovina–Dubrovin showed that
S has the Property F and that the sub-semigroup A deﬁnes an isolated left ordering [7]. The isolated
ordering <DD deﬁned by A is called the Dubrovina–Dubrovin ordering.
2.2. Property of Dehornoy-like orderings
In this section we study fundamental properties of Dehornoy-like orderings and isolated orderings
derived from the Dehornoy-like orderings.
Let S = {s1, . . . , sn} (n > 1) be an ordered ﬁnite generating set of a group G which deﬁnes a
Dehornoy-like ordering <D and A be the twisted generating set of S .
We begin with recalling standard notions of left-orderable groups. A left ordering <G of G is called
discrete if there is the <G -minimal positive element. Otherwise, <G is called dense [13]. <G is called
a Conradian ordering if for all <G -positive f , g ∈ G , there exists k 1 such that f gk >G g holds. In the
deﬁnition of Conradian orderings, actually one can always take k = 2. That is, <G is Conradian if and
only if f g2 >G g holds for all <G -positive elements f , g ∈ G [14, Proposition 3.7].
A subgroup H of G is <G-convex if h <G g <G h′ for h,h′ ∈ H and g ∈ G , then g ∈ H holds.
<G -convex subgroups form a chain. That is, for <G -convex subgroups H, H ′ , either H ⊂ H ′ or H ′ ⊂ H
holds. The <G-Conradian soul is the maximal (with respect to inclusions) <G -convex subgroup of G
such that the restriction of <G is Conradian.
First of all, we observe that a Dehornoy-like ordering has the following good properties with
respect to the restrictions. The corresponding results for the Dehornoy ordering and the Dubrovina–
Dubrovin ordering were observed in [14, Example 3.37] by a different method.
Proposition 2. Let S = {s1, . . . , sn} be an ordered ﬁnite generating set of G which deﬁnes a Dehornoy-like
ordering <D .
(1) For 1 i  n, S(i) = {si, si+1, . . . , sn} deﬁnes a Dehornoy-like ordering<(i)D of G(i) . Moreover, the restric-
tion of the Dehornoy-like ordering <D to G(i) is equal to the Dehornoy-like ordering <
(i)
D .
(2) For 1 i  n, the subgroup G(i) is <D-convex. In particular, <D is discrete, and the minimal <D-positive
element is sn.
(3) If H is a <D-convex subgroup of G, then H = G(i) for some 1 i  n.
Proof. Since S has Property A, S(i) has Property A. Assume that S(i) does not have Property C , so
there is an element g ∈ G(i) − {1} which is neither σ(S(i))-positive nor σ(S(i))-negative. Assume that
1 <D g , so g is represented by a σ(S)-positive word W . The case 1 >D g is similar. Since g ∈ G(i)
we may ﬁnd a word representative V of g which consists of the alphabets in S(i) ∪ S(i)−1. Then
V−1W is σ(S)-positive word which represents the trivial element, so this contradicts the fact that S
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Property A and Property C of S(i) implies ΣS(i) = ΣS ∩ G(i)S , so <(i)D is equal to the restriction of <D
to G(i)S .
Next we show G(i) is <D -convex. Assume that 1 <D h <D g hold for g ∈ G(i) and h ∈ G . If h is
j(S)-positive for j < i, then g−1h is also j(S)-positive, so g <D h. This contradicts the assumption, so
h must be j(S)-positive for j  i. This implies h ∈ G(i) , so we conclude G(i) is <D -convex.
To show there are no <G -convex subgroups other than G(i) , it is suﬃcient to show if H ⊃ G(2)
then H = G(2) or G(1) = G . Assume that H = G(2) , hence H contains an element g in G − G(2) . Let
us take such g so that 1 <D g holds. Then g must be 1(S)-positive, hence we may write g = hs1P
where h ∈ G(2) and P D 1. Then we have
1<D hs1 D hs1P = g.
Since H is convex, this implies hs1 ∈ H . Since h ∈ G(2) ⊂ H , we conclude s1 ∈ H hence H = G . 
From now on, we will always assume that S has Property F , hence A = {a1, . . . ,an} deﬁnes an
isolated left ordering <A . First of all we observe that <A also has the same properties as we have
seen in Proposition 2.
Proposition 3.
(1) For 1 i  n,A(i) = {ai,ai+1, . . . ,an} deﬁnes an isolated ordering <(i)A of G(i) . Moreover, the restriction
of the isolated ordering <A to G(i) is equal to the isolated ordering <
(i)
A .
(2) For 1 i  n, the subgroup G(i) is <A-convex. In particular, <A is discrete, and the minimal <A-positive
element is an.
(3) If H is a <A-convex subgroup of G, then H = G(i) for some 1 i  n.
Proof. The proofs of (1) and (3) are similar to the case of Dehornoy-like orderings. To show (2),
assume that 1 <A h <A g hold for g ∈ G(i) and h ∈ G . If h /∈ P (i)A , then we may write h as h = h′a jw
where h′ ∈ P ( j+1)A and w ∈ P ( j)A ∪ {1} for j < i. If g−1h′ ∈ P ( j+1)A , then g−1h = (g−1h′)a jw >A 1. If
g−1h′ ∈ (P ( j+1)A )−1, then by Property F , (g−1h′)a j >A 1 so g−1h = [(g−1h′)a j]w >A 1. Therefore in
both cases, g−1h >A 1, which is a contradiction. 
To deduce more precise properties, we observe the following simple lemma.
Lemma 2. If anan−1an = an−1 , then an−1a−1n a−1n−1 and a−1n−1anan−1 belong to P (n−1)A − P (n)A .
Proof. To make notations simple, we put p = an−1 and q = an .
By Property F , both pq−1p−1 and p−1q−1p belong to P (n−1)A . We show pq
−1p−1 /∈ P (n)A . The proof
of p−1q−1p /∈ P (n)A is similar. Assume that pq−1p−1 = qk for k > 0. Since we have assumed that
qpq = p, k > 1. Then
q = p−1(pq−1p−1)−1p = p−1q−k p = (p−1q−1p)k,
so we have 1 <A p−1q−1p <A q. This contradicts Proposition 3(2), the fact that q = an is the minimal
<A-positive element. 
Next we show that in most cases the Dehornoy-like ordering <D is not isolated in LO(G), so it
makes a contrast to the isolated ordering <A . For g ∈ G and a left ordering < of G whose positive
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if and only if xg < x′g . This deﬁnes a right action of G on LO(G). Two left orderings are said to be
conjugate if they belong to the same G-orbit.
Theorem 2. If anan−1an = an−1 , then the Dehornoy-like ordering <D is an accumulation point of the set of
its conjugates {<D · g}g∈G . Thus, <D is not isolated in LO(G), and the σ(S)-positive semigroup is not ﬁnitely
generated.
Proof. Our argument is a generalization of Navas–Wiest’s criterion [17]. As in the proof of Lemma 2,
we put p = an−1 and q = an to make notation simpler.
We construct a sequence of left orderings {<n} so that {<n} non-trivially converge to <D and that
each <n is conjugate to <D . Here the word non-trivially means that <n = <D for suﬃciently large
n > 0.
Let <n = <D · (qnp). Thus, 1 <n g if and only if 1 <D (qnp)−1g(qnp). First we show the orderings
<n converge to <D for n → ∞. By deﬁnition of the topology of LO(G), it is suﬃcient to show that for
an arbitrary ﬁnite set of <D -positive elements c1, . . . , cr , 1<N ci holds for suﬃciently large N > 0.
If ci /∈ G(n−1) , then 1<n ci for all n. Thus, we assume ci ∈ G(n−1) .
First we consider the case ci /∈ G(n) . Then ci is (n − 1)(S)-positive, hence using generators {p,q},
ci is written as ci = qmpw where w ∈ Σ(n−1)S and m ∈ Z. For k > m, by Property F , p−1qm−k p ∈
P (n−1)A ⊂ Σ(n−1)S . So, if we take k >m, then
(
qkp
)−1
ci
(
qkp
)= (p−1qm−k p)wqkp
is (n − 1)(S)-positive. So 1<k ci for k >m.
Next assume that ci ∈ G(n) , so ci = q−m (m > 0). Then (qkp)−1ci(qkp) = p−1q−mp. By Lemma 2,
p−1q−mp ∈ P (n−1)A − P (n)A . Therefore by rewriting the A-positive word representative of p−1q−mp us-
ing the generating set S , we conclude 1<D p−1q−mp. Hence 1<k ci for all k > 1.
To show the convergent sequence {<n} is non-trivial, we observe that the minimal positive ele-
ment of the ordering Pn is (qkp)−1q(qkp) = p−1qp. By Lemma 2, p−1qp is not identical with q, the
minimal positive element of the ordering <D . Thus, <n are different from the ordering <D . 
It should be mentioned that our hypothesis anan−1an = an−1 is really needed. Let us consider
the Klein bottle group G = 〈s1, s2 | s2s1s2 = s1〉. It is known that S = {s1, s2} deﬁnes a Dehornoy-like
ordering <D of G (see [15] or the proof of Theorem 4 in Section 3.1, which is valid for the Klein bottle
group case, (m,n) = (2,2)). However, since G has ﬁnitely many (only four) left orderings, <D must
be isolated. Observe that for the twisted generating set A= {a1,a2} of S , the Klein bottle group has
the same presentation G = 〈a1,a2 | a2a1a2 = a1〉.
Finally we determine the Conradian soul of <D and <A .
Theorem 3 (Conradian properties of Dehornoy-like and isolated orderings). Let S = {s1, . . . , sn} (n > 1) be
an ordered ﬁnite generating set of a group G which deﬁnes a Dehornoy-like ordering <D . Assume that S has
Property F and letA= {a1, . . . ,an} be the twisted generating set of S . Let <A be the isolated ordering deﬁned
byA. If anan−1an = an−1 , then two orderings <D and <A have the following properties.
(1) <D is not Conradian. Thus, the <D-Conradian soul is G(n) , the inﬁnite cyclic subgroup generated by sn.
(2) <A is not Conradian. Thus, the <A-Conradian soul is G(n) , the inﬁnite cyclic subgroup generated by an.
Proof. As in the proof of Lemma 2, we put p = an−1 and q = an . To prove the theorem it is suﬃcient
to show for n > 2, both <D and <A are not Conradian. Indeed, by Proposition 2 and Proposition 3 if
H is a <D - or <A-convex subgroup, then H = G(i) for some i. First we show <A is not Conradian.
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p−1qp = Np−1q−k where N A 1 and k 0. Then we obtain an inequality
(
qkp
)−1
q
(
qkp
)2 = (p−1qp)qkp = N A 1
hence <A is not Conradian.
To show <D is not Conradian, we observe
(
pqk+1pqk+1
)−1(
pqk+2
)(
pqk+1pqk+1
)2 = q−(k+1)(p−1qp)qk+1pqk+1pqk+1pqk+1
= q−(k+1)N(p−1q)pqk+1pqk+1pqk+1
= · · ·
= q−(k+1)N4p−1q
<D 1. 
Question 1. In our study of Dehornoy-like ordering, we assumed somewhat artiﬁcial conditions, such
as Property F or anan−1an = an−1. Are such assumptions really needed? That is,
(1) If S deﬁnes a Dehornoy-like ordering of G, then does S have Property F ?
(2) If G has inﬁnitely many left orderings and S deﬁnes a Dehornoy-like ordering, then does anan−1an = an−1
hold for an−1 , an in the twisted generating setA of S?
It is likely that the above questions have aﬃrmative answers, hence the relationships between
Dehornoy-like orderings and isolated orderings are quite stronger than stated in this paper.
3. Isolated and Dehornoy-like ordering onZ ∗Z Z
3.1. Construction of orderings
In this section we construct explicit examples of Dehornoy-like and isolated left orderings of
Z ∗Z Z. Let us begin with recalling the notations. Let G = Z ∗Z Z be the amalgamated free product of
two inﬁnite cyclic groups. As we mentioned, such groups are presented
Gm,n =
〈
x, y
∣∣ xm = yn〉 (m n)
and we will always assume (m,n) = (2,2).
We consider an ordered generating set S = {s1 = xyx−m+1, s2 = xm−1 y−1} and its twisted gener-
ating set A= {a = x, b = yx−m+1}. Using S or A, the group Gm,n is presented as
Gm,n =
〈
s1, s2
∣∣ s2s1s2 = ((s1s2)m−2s1)n−1〉
= 〈a,b ∣∣ (bam−1)n−1b = a〉
respectively. The following is the main result of this section.
Theorem 4. Let S ,A be the ordered ﬁnite generating sets of Gm,n as above.
(1) S deﬁnes a Dehornoy-like ordering <D .
(2) A deﬁnes an isolated left ordering <A .
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By the presentation of G ,
ab−1a−1 = (bam−1)n−2bam−2, a−1b−1a = am−2(bam−1)n−2b.
So S has Property F , and bab = a if (m,n) = (2,2). Thus, from Section 2 we obtain various properties
of <D and <A .
Corollary 3. Let <D be the Dehornoy-like ordering of G = Gm,n and <A be the isolated ordering in Theorem 4.
(1) If H is a <D-convex subgroup, then H = {1} or 〈s2〉 or G.
(2) If H is a <A-convex subgroup, then H = {1} or 〈b〉 or G.
(3) The Conradian soul of <D is G(2) = 〈s2〉.
(4) The Conradian soul of <A is G(2) = 〈b〉.
(5) <D is an accumulation point of the set of its conjugates {<D · g}g∈G . Thus, <D is not isolated in LO(G)
and the σ(S)-positive semigroup is not ﬁnitely generated.
The proof of Theorem 4 given here is a generalization of Navas’ argument in [15], and mainly uses
the twisted generating set A not S . In the next section, we will give an outline of an alternative proof
which mainly uses S .
Before giving a proof, ﬁrst we recall the structure of the group Gm,n . Let Zm,n = Zm ∗ Zn = 〈X, Y |
Xm = Yn = 1〉, where Zm and Zn are the cyclic group of order m and n, and let π : Gm,n → Zm,n be a
homomorphism deﬁned by π(x) = X , π(y) = Y . The kernel of π is an inﬁnite cyclic group generated
by xm = yn which is the center of Gm,n . Thus, we have a central extension
1 → Z→ Gm,n → Zm,n → 1.
We describe an action of Zm,n on S1 which is used to prove Property A. Let T = Tm,n be the Bass–
Serre tree for the free product Zm,n = Zm ∗Zn . That is, Tm,n is a tree whose vertices are disjoint union
of cosets Zm,n/Zm
∐
Zm,n/Zn and edges are Zm,n . Here an edge g ∈ Zm,n connects two vertices gZm
and gZn . (See Fig. 1 left for example the case (m,n) = (4,3).)
In our situation, the Bass–Serre tree T is naturally regarded as a planer graph. More precisely, we
regard T as embedded into the hyperbolic plane H2. Now X acts on Tm,n as a rotation centered on P ,
and Y acts on T as a rotation centered on Q . This deﬁnes a faithful action of Zm,n on T . Let E(T ) be
the space of the ends of T , which is identiﬁed with the space of inﬁnite rays emanating from a ﬁxed
base point of T . The end of tree E(T ) is a Cantor set, and can be naturally regarded as a subspace
of the points at inﬁnity S1∞ of H2. The action of Zm,n induces a faithful action on E(T ). Moreover,
the action on E(T ) ⊂ S1∞ extends to an action on S1 = S1∞ , since the actions of X and Y can be
extended as isometries of H2. (Alternatively, one can directly observe this fact by using combinatorial
description of the action on E(T ) given in the next section.) We call this action the standard action
of Zm,n .
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S1 so that it sends an interval [pi, pi+1] to the adjacent interval [pi+1, pi+2] (here indices are taken
modulo m), and Y acts on S1 so that it sends an interval [qi,qi+1] to [qi+1,qi+2] (here indices are
taken modulo n). See Fig. 1 right. More detailed description of the set of ends E(T ) and the standard
action will be given in the next section.
Using the standard action, we show the Property A for S , which is equivalent to the following
statement by Claim 2.
Lemma 3. If g ∈ PA , then g = 1.
Proof. Let g ∈ PA and put A = π(a) = X and B = π(b) = Y X−m+1 = Y X . If g ∈ Kerπ , that is, g = amN
for N > 0, then g = 1 is obvious so we assume g = amN . Let us write π(g) as
π(g) = Ask Brk · · · As1 Br1 (1)
where 0< si <m (i < k), 0 sk <m and 0< ri (i > 1), 0 r1.
First observe that the dynamics of B , A and (B Am−1)i B are given by the following formulae
B[pm, pm−1] = Y X[pm, pm−1] = Y [p1, pm] = Y [q1,q2] = [q2,q3] ⊂ [pm, p1],
Ai[pm, p1] ⊂ [pm, pm−1] (i =m− 1),(
B Am−1
)i
B[pm, pm−1] =
(
Y X Xm−1
)i
Y X[pm, pm−1] = Y i+1[p1, pm] ⊂ Y i+1[q1,q2]
⊂ [q2+i,q3+i] ⊂ [pm, p1].
Here [pm, pm−1] represents the interval [pm, p1]∪ [p1, p2]∪ · · · ∪ [pm−2, pm−1]. Since (B Am−1)n−1B =
A, we can assume that the word expression (1) of π(g) does not contain a subword of the form
(B Am−1)n−1B . Thus, by using the above formulae repeatedly, we conclude
⎧⎨
⎩
π(g)[psk−1, psk ] = [psk , psk+1] (sk = 0, r1 = 0),
π(g)[pm, p1] = [psk , psk+1] (sk = 0, r1 = 0),
π(g)[p1, p2] = [pm, p1] (sk = 0, r1 = 0).
So we conclude π(g) = 1 if sk = 0 or r1 = 0. If sk = r1 = 0, we need a more careful argument to treat
the case the word π(g) contains a subword of the form (B Am−1)i . Let us write
π(g) = Brk−1(B Am−1)i B · · · As1︸ ︷︷ ︸
∗
where we take i the maximal among such description of the word π(g). That is, the preﬁx of the
word ∗ is not B Am−1. Then for i = 0,
π(g)[qi,qi+1] ⊂ Brk−1
(
B Am−1
)i
B[pm, p1] ⊂ Brk−1[pm, p1].
Thus if rk = 1, then π(g)[qn,q1] ⊂ [q2,q3]. On the other hand, if rk = 1, then π(g)[q2,q3] =
[q2+i,q3+i]. Thus we proved that in all cases π(g) acts on S1 non-trivially, hence g = 1. 
Next we show Property C , which is equivalent to the following statement according to Claim 1.
Lemma 4. PA ∪ {1} ∪ P−1A = G.
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Since am = (bam−1)n = (am−1b)n is central, we may write g as
g = amMaskbrk · · ·as1br1 ,
where 0< si <m (i < k), 0 sk <m and 0< ri (i > 1), 0 r1.
Among such word expressions, we choose the word expression w so that k is minimal. If mM +
sk  0, then g ∈ PA . So we assume that mM + sk < 0 and we prove g ∈ P−1A by induction on k. The
case k = 1 is a direct consequence of Property F .
First observe that from the relation a−1b = (am−1b)1−n , we get the relation
a−1br = [(am−1b)2−nb−1a−m+2]r−1(am−1b)1−n
for all r > 0. Thus, by applying this relation, g is written as
g = X(am−1b)1−n · ask−1brk−1 · · ·
for some X ∈ P−1A . Unless sk−1 = sk−2 = · · · = sk−(n−1) = m − 1 and rk−1 = rk−2 = · · · = rk−(n−1) = 1,
by reducing this word expression, we obtain a word expression of the form
g = X ′a−1br′i asi−1 · · ·
where X ′ ∈ P−1A and i < k. By inductive hypothesis, a−1br
′
i asi−1 · · · ∈ P−1A , hence we conclude g ∈ P−1A .
Now assume sk−1 = sk−2 = · · · = sk−(n−1) = m − 1 and rk−1 = rk−2 = · · · = rk−(n−1) = 1. Since
(am−1b)n−1 = b−1a, by replacing the subword (am−1b)n−1 with b−1a and canceling b−1 we obtain
another word representative
g = a(m+1)Maskbrk−1ask−n+1brk−n · · ·
which contradicts the assumption that we have chosen the ﬁrst word representative of g so that k is
minimal. 
These two lemmas and Theorem 1 prove Theorem 4.
Question 2. Theorem 4 provides a negative answer to the Main question raised by Navas in [15],
which concerns the characterization of groups having an isolated ordering deﬁned by two elements.
Now we ask the following reﬁned version of the question:
(1) If a group G has a Dehornoy-like ordering deﬁned by an ordered generating set of cardinality two, then
G = Gm,n for some m,n > 1?
(1′) If a group G has a Dehornoy-like ordering deﬁned by an ordered generating set of cardinality two having
Property F , then G = Gm,n for some m,n > 1?
(2) If a group G has an isolated ordering whose positive cone is generated by two elements, then G = Gm,n
for some m,n > 1?
These questions also concern Question 1, since an aﬃrmative answer for (1) yields an aﬃrmative
answer of Question 1 for the case n = 2.
We also mention that to ﬁnd a group G = Bn with a Dehornoy-like ordering deﬁned by an ordered
generating set of cardinality greater two is an open problem. In particular, does a natural candidate, a
group of the form ((· · · (Z∗Z Z)∗Z Z) · · ·)∗Z Z have a Dehornoy-like ordering? We remark that in [10]
we show that such a group has an isolated ordering with ﬁnitely generated positive cone, but this
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isolated ordering is not related to Dehornoy-like orderings. In fact, after preprint version of this paper
appeared, various examples of isolated ordering were constructed [10,5], but these isolated orderings
do not produce new Dehornoy-like orderings.
3.2. Dynamics of the Dehornoy-like ordering of Z ∗Z Z
As is well-known, if G faithfully acts on the real line R as orientation-preserving homeomor-
phisms, then one can construct a left ordering of G as follows. Let Θ : G ↪→ Homeo+(R) be a faithful
left action of G and choose a dense countable sequence I = {xi}i=1,2,... of R. For g, g′ ∈ G we deﬁne
g <I g′ if there exists j such that g(xi) = g′(xi) for all i < j and g(x j) <R g′(x j), where <R denotes
the standard ordering of R induced by the orientation of R. We say the ordering <I is deﬁned by
the action Θ and the sequence I . Assume that the stabilizer of a ﬁnite initial subsequence {x1, . . . , xk}
of I is trivial. Then to deﬁne the ordering, we do not need to consider the rest of the sequence
{xk+1, xk+2, . . .}. In such cases, we denote the ordering <I by <{x1,...,xk} and call it the ordering deﬁned
by {x1, . . . , xk} (and the action Θ).
Conversely, one can construct an orientation-preserving faithful action of G on the real line R from
a left ordering of G if G is countable. See [14] for details.
In this section we give an alternative deﬁnition of the Dehornoy-like ordering <D of Gm,n by using
the dynamics of Gm,n . Recall that Gm,n is a central extension of Zm,n by Z. By lifting the standard
action of Zm,n on S1, we obtain a faithful orientation-preserving action of Gm,n on the real line. We
call this action the standard action of Gm,n and denote it by Θ : Gm,n → Homeo+(R).
We give a detailed description of the action of Gm,n on R. First of all, we give a combinatorial
description of the end of the tree T = Tm,n .
Let us take a basepoint ∗ of T as the midpoint of P and Q . For each edge of T , we assign a label
as in Fig. 2. Let e be a point of E(T ), which is represented by an inﬁnite ray γe emanating from ∗.
Then by reading a label on each edge along the inﬁnite path γe , γe is encoded by an inﬁnite sequence
of integers ±l1l2 · · · .
Now let p : R → S1 be the universal cover, and E˜(T ) = p−1(E(T )) ⊂ R. Then the standard action
Gm,n preserves E˜(T ). A point of E˜(T ) is given as the sequence of integers (N;±l1l2 · · ·) where N ∈ Z.
Observe that the set of such a sequence of integers has a natural lexicographical ordering. This order-
ing of E˜(T ) is identical with the ordering induced by the standard ordering <R of R, so we denote
the ordering by the same symbol <R .
The action of Gm,n on E˜(T ) is easy to describe, since X and Y act on Tm,n as rotations of the tree.
x :
⎧⎨
⎩
(N;+i · · ·) → (N;+(i + 1) · · ·) (i =m− 1),
(N;+(m − 1) · · ·) → ((N + 1);− · · ·),
(N;−i · · ·) → (N;+1i · · ·),
y :
⎧⎨
⎩
(N;+i · · ·) → ((N + 1);−1i · · ·),
(N;−i · · ·) → (N;−(i + 1) · · ·) (i = n − 1),
(N;−(n − 1) · · ·) → (N;+ · · ·).
See Fig. 3.
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Therefore, the action of s1, s2 and s
−1
2 are given by the formula
s1 :
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(N;+i · · ·) → (N;+11(i + 1) · · ·) (i =m− 1),
(N;+(m − 1)i · · ·) → (N;+1(i + 1) · · ·) (i = n − 1),
(N;+(m − 1)(n − 1)i · · ·) → (N;+(i + 1) · · ·) (i =m− 1),
(N;+(m − 1)(n − 1)(m − 1) · · ·) → ((N + 1);− · · ·),
(N;−i · · ·) → (N;+111 · · ·),
s2 :
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(N;+ · · ·) → (N;+(m − 1)(n − 1) · · ·),
(N;−i · · ·) → (N;+(m − 1)(i − 1) · · ·) (i = 1),
(N;−1i · · ·) → (N;+(i − 1) · · ·) (i = 1),
(N;−11 · · ·) → (N;− · · ·),
s−12 :
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(N;+i · · ·) → (N;−1(i + 1) · · ·) (i =m − 1),
(N;+(m − 1)i · · ·) → (N;−(i + 1) · · ·) (i = n − 1),
(N;+(m − 1)(n − 1) · · ·) → (N;+ · · ·),
(N;− · · ·) → (N;−11 · · ·).
Let E = (0;−1111 · · ·) and F = (0;+1111 · · ·) be the point of E˜(T ) and let <{E,F } be a left ordering
of Gm,n deﬁned by the sequence {E, F } and the standard action Θ . The following theorem gives an
alternative deﬁnition of <D .
Theorem 5. The left ordering <{E,F } coincides with the Dehornoy-like ordering <D deﬁned by S .
Proof. By the formula of the action of Gm,n on E˜(Tm,n) given above, it is easy to see that for 1(S)-
positive element g ∈ Gm,n , E <R g(E). Thus by Property C of S , g(E) = E if and only if g = sq2
for q ∈ Z. Similarly, sq2(F ) = (0;+(m − 1)(n − 1) · · ·) > F if q > 0. Thus, we conclude 1 <D g then
1<{E,F } g , hence two orderings are identical. 
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like ordering without using Theorem 4.
In fact, the proof of Theorem 5 provides an alternative (but essentially equivalent since it uses
the standard action of Gm,n) proof of the fact that S has Property A. On the other hand, using the
description of the standard action given here, we can give a completely different proof of Property C ,
as we give an outline here. Let g ∈ G . If g(E) = E , then g = sk2 for k ∈ Z. So assume g(E) <R E ,
so g(E) = (N; l1l2l3 · · ·) where N  0, l1 ∈ {+,−}. Let c(g) be the minimal integer such that l j′ = 1
for all j′ > j. We deﬁne the complexity of g by C(g) = (|N|, c(g)). Now we can ﬁnd 1(S)-positive
element pg such that C(pg g) < C(g). The construction of pg is not diﬃcult but requires complex
case-by-case studies, so we omit the details. Here we compare the complexity by the lexicographical
ordering of Z×Z. Since C(g) = (0,0) implies g(E) = E , by induction of the complexity we prove g is
σ(S)-negative.
Remark 2. Regard G3,2 = B3 as the mapping class group of the 3-punctured disc D3 having a hy-
perbolic metric and let D˜3 ⊂ H2 be the universal cover of D3. By considering the action on the set
of points at inﬁnity of D˜3, we obtain an action of G3,2 on R which we call the Nielsen–Thurston ac-
tion. The Dehornoy ordering <D of B3 = G3,2 is deﬁned by the Nielsen–Thurston action [20]. In the
case (m,n) = (3,2), the standard action Θ derived from Bass–Serre tree is conjugate to the Nielsen–
Thurston action. Thus, the Dehornoy-like ordering of Gm,n is also regarded as a generalization of the
Dehornoy ordering of B3, from the dynamical point of view.
We say a Dehornoy-like ordering <D deﬁned by an ordered ﬁnite generating set S has Property S
(the Subword property) if g <D wg holds for all S-word positive element w and for all g ∈ G . The
Dehornoy ordering of the braid group Bn has Property S [6].
One remarkable fact is that our Dehornoy-like ordering <D of Gm,n does not have Property S
except for the braid group case.
Theorem 6. The Dehornoy-like ordering <D of Gm,n does not have Property S unless (m,n) = (3,2).
Proof. We use the dynamical description of <D given in Theorem 5. If m > 2 and n = 2, then
[
s1(s2s1)
]
E = (0;+211 · · ·) <R
(
0;+(m − 1)(n − 1)1 · · ·)= [s2s1]E
hence s1(s2s1) <D (s2s1). 
However we show that the Dehornoy-like ordering <D of Gm,n has a slightly weaker property
which can be regarded as a partial Subword property.
Theorem 7. Let <D be the Dehornoy-like ordering of Gm,n. Then g <D s2g holds for all g ∈ G.
Proof. Observe that the standard action of s2 on E˜(T ) is monotone increasing. That is, for any
p ∈ E˜(T ), we have p R s2(p). Thus, g(E)  s2g(E). The equality holds only if g(E) = E , so in this
case g = sk2 (k ∈ Z). So in this case we also have a strict inequality g <D s2g . 
Remark 3. A direct proof of Theorem 6 proceeds as follows. If (m,n) = (3,2), then s2s1s2 = s1s2s1W
for an S-positive word W , so
s−11 s
−1
2 s
−1
1 s2s1 = s−11 s−12 s−11 (s2s1s2)s−12
= s−11 s−12 s−11 (s1s2s1W )s−12
= Ws−12 .
The last word is 1(S)-positive hence s1(s2s1) <D (s2s1).
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action s1 is not monotone increasing unlike the action of s2. That is, there are many points p ∈ E˜(T )
such that s1(p) <R p.
Remark 4. Another good property of the standard generator S = {σ1, σ2} of B3 is that the S-word
positive monoid PS ∪ {1} = B+3 is a Garside monoid. Therefore B+3 has various nice lattice-theoretical
properties. See [1,4] for a deﬁnition and basic properties of the Garside monoid and Garside groups.
In particular, the monoid B+3 is atomic. That is, if we deﬁne the partial ordering ≺ on B+3 by g ≺ g′ if
g−1g′ ∈ B+3 , then for every g ∈ G , the length of a strict chain
1 ≺ g1 ≺ · · · ≺ gk = g
is ﬁnite. However, if m > 3, then the S-word positive monoid PS ∪ {1} is not atomic. If m > 3, then
s2s1s2 = s1s2s1s2W holds for W ∈ PS so we have a chain
· · · ≺ s21s2s1s2 ≺ s1s1s2s1s2W = s1s2s1s2 ≺ s1s2s1s2W = s2s1s2
having inﬁnite length. Thus for m > 3, PS ∪ {1} is not a Garside monoid.
On the other hand, the groups Gm,n have a lot of Garside group structures. For example, take a
generating set X = {x, y} of Gm,n so that Gm,n = 〈x, y | xm = yn〉. Then the X -word positive monoid
PX ∪{1} is a Garside monoid. Moreover, if m and n are coprime, that is, if Gm,n is a torus knot group,
then there are other Garside group structures due to Picantin [18]. Thus, unlike the Dehornoy ordering
of Bn , a relationship between general Dehornoy-like orderings and Garside structures of groups seem
to be very weak. It is interesting problem to ﬁnd other family of left orderings which is more related
to Garside group structure.
In the remaining case (m,n) = (3,3), the author could not determine whether PS ∪{1} is a Garside
monoid or not.
3.3. Exotic orderings: left orderings with no non-trivial proper convex subgroups
In [2], Clay constructed left orderings of free groups which have no non-trivial proper convex sub-
groups by using the Dehornoy ordering of B3. Such an ordering is interesting, because many known
constructions of left orderings, such as group extensions, produce an ordering having proper non-
trivial convex subgroups.
In this section we construct new examples of such orderings by using a Dehornoy-like ordering
of Gm,n . By using the dynamics, we prove a stronger result even for the 3-strand braid group case.
Let H be a normal subgroup of G = Gm,n . By abuse of notation, we also use <D to represent both the
Dehornoy-like ordering of G = Gm,n and its restriction to H .
First we observe the following lemma, where the partial Subword property plays an important
role.
Lemma 5. Let C be a non-trivial <D-convex subgroup of H and G(2) = G(2)m,n. If G(2) ∩ H = {1}, then
sk2cs
−k
2 ∈ C for all k ∈ Z and c ∈ C.
Proof. Let c ∈ H be a <D -positive element. Since G(2) ∩ H = {1}, c must be 1(S)-positive. So
sk2c
−1s−k2 is 1(S)-negative, hence csk2c−1s−k2 <D c. On the other hand, by Theorem 7, csk2c−1 >D 1.
Thus csk2c
−1(E) = csk2c−1s−k2 (E)R E , so csk2c−1s−k2 D 1. H is a normal subgroup, so csk2c−1s−k2 ∈ H .
Since C is <D -convex subgroup, csk2c
−1s−k2 ∈ C . Hence we conclude sk2cs−k2 ∈ C . 
Now we show that in most cases, the restriction of the Dehornoy-like ordering to a normal sub-
group of Gm,n yields a left ordering having no non-trivial proper convex subgroups.
58 T. Ito / Journal of Algebra 374 (2013) 42–58Theorem 8. Let H be a normal subgroup of G = Gm,n such that G(2) ∩ H = {1}. Then the restriction of the
Dehornoy-like ordering <D to H contains no non-trivial proper convex subgroup.
Proof. Let C be a non-trivial <D -convex subgroup of H and c ∈ C be <D -positive element. Since c
must be 1-positive, c2 is written as c2 = s−i2 s1s2w where w is a 1-positive element and i ∈ Z. By
Lemma 5, si+12 c2s
−i−1
2 = s2s1s2ws−i−12 ∈ C .
Thus, we can take c ∈ C so that c = s2s1s2w where w is a 1-positive element. Similarly, we can
take c′ ∈ C so that c′ = w ′s2s1s2 where w ′ is a 1-positive element.
By computing the standard action of c′c, then we obtain
c′c(E) = w ′s2s1s22s1s2w(E) >R w ′s2s1s22s1s2(E) = w ′
(
1;−11(n − 1)11 · · ·)
>R (1;−1111 · · ·).
Thus, for any 1<D h ∈ H , (c′c)N (E) >R (N;−1111 · · ·) >R h(E) >R E holds for suﬃciently large N > 0.
Since C is convex and c′c ∈ C , this implies h ∈ C so we conclude C = H . 
The assumption that G(2) ∩ H = {1} is necessary, since H ∩G(2) yields a <D -convex subgroup of H .
Remark 5. If the normal subgroup H in Theorem 8 is ﬁnitely generated, then H is a free group. Indeed
the hypothesis G(2) ∩ H = {1} implies that H is not a ﬁnite index subgroup of G . Since G = Gm,n =
Z ∗Z Z [11, Corollary, p. 253] shows that H is a free subgroup of G .
Theorem 8 provides an example of a left ordering of the free group of inﬁnite rank which does not
have any non-trivial proper convex subgroups. For example, take F = [B ′3, B ′3], where B ′3 = [B3, B3] ∼=
F2 be the commutator subgroup of B3, which is isomorphic to the rank 2 free group.
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