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ABSTRACT
As it stands today, the search for extraterrestrial intelligence (SETI) is highly dependent on our
ability to detect interesting candidate signals, or technosignatures, in radio telescope observations and
distinguish these from human radio frequency interference (RFI). Current signal search pipelines look
for signals in spectrograms of intensity as a function of time and frequency (which can be thought of as
images), but tend to do poorly in identifying multiple signals in a single data frame. This is especially
apparent when there are dim signals in the same frame as bright, high signal-to-noise ratio (SNR)
signals. In this work, we approach this problem using convolutional neural networks (CNN) to localize
signals in synthetic observations resembling data collected by Breakthrough Listen using the Green
Bank Telescope. We generate two synthetic datasets, the first with exactly one signal at various SNR
levels and the second with exactly two signals, one of which represents RFI. We find that a residual
CNN with strided convolutions and using multiple image normalizations as input outperforms a more
basic CNN with max pooling trained on inputs with only one normalization. Training each model on
a smaller subset of the training data at higher SNR levels results in a significant increase in model
performance, reducing root mean square errors by a factor of 5 at an SNR of 25 dB. Although each
model produces outliers with significant error, these results demonstrate that using CNNs to analyze
signal location is promising, especially in image frames that are crowded with multiple signals.
Keywords: astrobiology — technosignature — SETI — extraterrestrial intelligence
1. INTRODUCTION
Many avenues in the search for extraterrestrial intel-
ligence (SETI) are largely reliant on our ability to pick
out interesting signals in a sea of optical and radio tele-
scope data. Since the 1960s, radio searches for evidence
of extraterrestrial intelligence (ETI) have increased in
scope in tandem with our improving technology, cover-
ing larger instantaneous bandwidths and surveying more
targets than before (Drake 1961; Werthimer et al. 1985;
Horowitz et al. 1986; Korpela et al. 2001; Welch et al.
2009; Siemion et al. 2013b; Wright et al. 2014; MacMa-
hon et al. 2018; Price et al. 2018).
Corresponding author: Bryan Brzycki
bbrzycki@berkeley.edu
The Breakthrough Listen (BL) initiative is the most
thorough SETI search effort, with access to top radio
telescopes across the world specifically for use in SETI
searches, including 20% of the telescope time on the
Green Bank Telescope (GBT) in West Virginia, USA
and 25% time on the CSIRO Parkes radio telescope in
New South Wales, Australia (Worden et al. 2017; Isaac-
son et al. 2017; MacMahon et al. 2018; Price et al. 2018).
In optical wavelengths, the search uses the Automated
Planet Finder at the Lick Observatory in California,
USA. The BL search has expanded to include such fa-
cilities as the MeerKAT telescope in South Africa, the
VERITAS Cherenkov Telescope at the Whipple Obser-
vatory in Arizona, USA, and the Murchison Widefield
Array in Western Australia, and is looking to include
the FAST telescope in Guizhou Province, China. Sift-
ing through the sheer data volume collected, which can
be on the order of hundreds of terabytes per day, is com-
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putationally expensive alone, but identifying interesting,
anomalous signals is itself a tough open problem.
Most of the coherent radio signals that we observe in
BL data are anthropogenic, termed radio frequency in-
terference (RFI). Types of RFI include satellite teleme-
try, cellular mobile broadcasts, wireless internet, and
a host of other artificial sources. These are all types
of narrow-band signals, which means each signal has a
small frequency bandwidth (generally of order less than
1 kHz). On the other hand, natural astrophysical phe-
nomena usually produce broad-band signals. The chal-
lenge for technosignature searches is that if an intelli-
gent civilization is producing signals at radio frequen-
cies (technosignatures), either as directed transmissions
or as by-products of advanced technology, these signals
are also likely to be narrow-band and therefore appear
similar to RFI. SETI searches to date have found moun-
tains of RFI signals, but no conclusive evidence of tech-
nosignatures (Tarter 2001; Korpela et al. 2011; Siemion
et al. 2013a, 2014; Harp et al. 2016; Enriquez et al. 2017;
Gray & Mooley 2017; Tingay et al. 2018; Wright et al.
2018; Price et al. 2019).
The science data we collect from radio telescopes are
generally stored as arrays of detected intensity as a func-
tion of time and frequency. These can be visualized as
spectrograms or waterfall plots, with frequency on the
x-axis, time on y-axis, and intensity as a color according
to a colorscale. In other words, each pixel corresponds
to an intensity value computed at that specific frequency
and time. Narrow-band signals that are on for the du-
ration of a short observation appear as lines across wa-
terfall plots, which may be sloped due to the relative
motion between the celestial source and the telescope,
the so-called Doppler acceleration (Sheikh et al. 2019).
If a signal is bright enough, it is easily distinguishable by
the human eye. However, it is simply impossible to vi-
sually inspect all the data we collect, which easily spans
billions of frequency channels (Lebofsky et al. 2019).
The standard search method is the tree de-Doppler al-
gorithm, in which one averages along potential Doppler
drift rates (slopes) in a spectrogram and searches for
statistically high spikes in the resulting spectra (Taylor
1974; Siemion et al. 2013b; Enriquez et al. 2017). If one
picks the correct drift rate and there is a signal at that
rate, one should get a detection since averaging reduces
the impact of random noise and preserves the signal.
However, this straightforward approach requires many
passes over data and potentially misses fainter signals
masked by bright RFI (Pinchuk et al. 2019). Instead,
we would like to evaluate the effectiveness of machine
learning methods in identifying such signals. Having a
good signal localization and detection pipeline is crucial
in identifying signals that are currently overlooked using
conventional signal processing methods.
Advances in computer vision techniques have proven
quite effective in classification and object detection tasks
(Krizhevsky et al. 2012; Simonyan & Zisserman 2014;
Szegedy et al. 2015; Ren et al. 2015; He et al. 2016).
Convolutional neural networks (CNN) have been used
for classification of radio communications signals and for
identifying natural astrophysical signals such as fast ra-
dio bursts (OShea et al. 2018; Zhang et al. 2018). Mod-
ern object detection methods such as You Only Look
Once (YOLO; Redmon et al. 2016) use clever ways to
quickly determine an arbitrary number of object bound-
ing boxes in images. Even so, object detection and local-
ization of long, thin objects remain particularly difficult.
It is hard to draw meaningful bounding boxes around
them, since such objects generally comprise only a small
portion of bounding box areas, making it impractical
to maximize the intersection over union measure with
ground truth. In addition, since many radio signals can
intersect at any position, it is harder to similarly split
up an image frame into a coarse grid and only associate
one signal with each grid cell, as in YOLO. This makes
it especially difficult to detect an arbitrary number of
signals in a frame. For this reason, we limit our present
work to signal localization, in which we attempt to pre-
cisely predict the positions of a known number of signals
in each image frame.
In this work, we investigate the effectiveness of signal
localization on synthetic radio spectrogram data. We
run experiments using CNN architectures and evaluate
them based on the root mean square error between true
and predicted pixel locations as a function of signal in-
tensity or signal-to-noise ratio (SNR). We conclude with
future directions for improving signal localization and
ultimately moving towards true object detection.
2. DATA AND PREPROCESSING
The SETI goal of looking for interesting signals in
observations makes it difficult to get a large labeled
dataset. To that end, it is an open question as to what
sort of labels make the most sense – there are so many
different forms and patterns in human RFI that results
would be highly dependent on the number and nature
of classes. Furthermore, manual inspection can be in-
effective in identifying lower intensity signals (whereas
averaging along various drift rates can increase the SNR
and thus reveal dimmer signals).
To test the sensitivity and accuracy of signal search
procedures, we generated a set of synthetic observations
that resemble real data from the GBT. In general, the
Breakthrough Listen instrument at the GBT takes data
over a range of frequencies (over a large bandwidth of
a few GHz) at the same time (MacMahon et al. 2018).
Here, we focus on scientific data products that have a
1.4 Hz spectral resolution and a 1.4 second temporal
resolution, at a frequency range of 4 – 8 GHz (C-band).
For this work, we analyzed image frames that are
32 × 1024 pixels – 32 time samples tall and 1024 fre-
quency samples wide. This effectively spans a total
range of about 32 · 1.4 s ≈ 45 s and 1024 · 1.4 Hz ≈ 1430
Hz. Although our observations easily span billions of
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Table 1. Parameters for Sgr B2 data
Parameter Sgr B2
RA (J2000) 17h 47m 15.0s
Dec (J2000) -28◦ 22’ 59.16”
Initial MJD 58465.71709
C-Band Frequency Coverage 6564–6752 MHz
Frequency Resolution 1.39698 Hz
Time Resolution 1.43166 s
Integration Time 60 s
frequency channels, for practical reasons, we limit the
number of frequency channels per frame to better facil-
itate the use of CNNs.
2.1. Noise Properties
The background noise of telescope data is roughly
Gaussian in nature. However, due to instrumental ef-
fects such as coarse channel bandpass shapes and nat-
ural variations in detector sensitivity as a function of
frequency, the raw values we get from observations can
vary significantly.
To properly capture these intrinsic intensity variations
in our synthetic data, we based their noise properties on
actual data from the GBT. We used 4 – 8 GHz observa-
tions of Sgr B2 taken on Dec 13, 2018 at 17:12:37 UTC.
We found that using a smaller range of frequencies, 6564
– 6752 MHz, was sufficient for obtaining realistic back-
ground intensity values for the synthetic frames (Table
1).
At the GBT, the Versatile Green Bank Spectrometer
(VEGAS; Prestage et al. 2015) digitizes and coarsely
channelizes data using a polyphase filterbank. The data
is then sent to the Breakthrough Listen data recorder
system (MacMahon et al. 2018), which applies finer
channelization to each coarse channel and records the
resulting high spectral resolution data products.
Figure 1 shows the integrated bandpass plot of our
observational data. Visible in the spectrum are the
64 coarse channels present in our data slice, which are
about 3 MHz in width and characterized by intensity
fall-offs on either edge. The spike at the center of each
coarse channel is the so-called “DC bin,” the sum of
all samples within the channel, which arises from the
Fourier Transform-based filterbank. The large spike at
∼6670 MHz is bright RFI. The overall bandpass shape
reflects the inherent variation in sensitivity across the
receiver.
We split this data into frames of size 32 × 1024 and
calculated the mean and standard deviation over each
individual frame. To try to exclude artificially high in-
tensities due to DC bins and RFI, we trim the data
using sigma clipping with limits corresponding to 5σ.
Figure 2 shows a histogram of these mean intensities
after cutting out outliers, for a total of 126,419 remain-
ing frames. Together with Figure 1, we notice that the
majority of mean intensities are concentrated between
4×105 and 5.5×105. The tail extending down to inten-
sities of 2 × 105 is due to the lower sensitivities at the
edges of each coarse channel. Note that each frame only
covers ∼1.4 kHz in frequency, which is small in com-
parison to coarse channels (∼3 MHz). So, we make the
assumption that larger scale systematic bandpass effects
are not important within individual frames.
To initialize each synthetic data frame, we randomly
select from these empirical distributions to pick a mean
and a standard deviation, and then populate an empty
frame with Gaussian noise satisfying these properties.
2.2. Synthetic Signals
We developed a software package, setigen1, to facili-
tate the creation and injection of synthetic narrow-band
signals into observational data frames. This allows us
to create large datasets of synthetic signals for training
and validating signal search pipelines. For this work,
we restrict our synthetic signals to have constant inten-
sity over time. We then inject these signals into frames
filled with a background of Gaussian noise, as described
in Section 2.1.
We define the “start” of a signal as the index (or pixel)
in the frequency direction where the center of the signal
is during t = 0 in an image frame, and the “end” as the
center position during the 32nd time sample. We ran-
domly choose the starting and ending indices for each
signal and the width of the signal in the frequency di-
rection (limited to a narrow-band range). Starting and
ending indices are always between 0 to 1023, inclusive.
Because we would like to analyze the effectiveness of our
machine learning algorithms on different SNR levels, we
scale the intensity of each synthetic signal according to
the desired SNR level, the mean background noise level,
and the number of time samples:
SNR =
Isignal
µnoise
×√nt, (1)
where Isignal is the appropriate intensity of the in-
jected constant signal at any single time samples, µnoise
is the mean of the background noise, and nt is the num-
ber of time samples (in this case, nt = 32).
This definition is used so that the expected SNR
matches the measured SNR if we had simply averaged
through each time sample shifted at the correct drift
rate, which is how current Doppler drift search pipelines,
such as TurboSETI, work (Enriquez et al. 2017).
2.3. Dataset Construction
1 https://github.com/bbrzycki/setigen
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Figure 1. Bandpass plot for Sgr B2 data over an integration time of 60 s.
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Figure 2. Histogram of mean frame intensities over real
GBT observation after trimming outliers, for a total of
126,419 samples.
We generate two datasets to test signal localization,
each with 120,000 training samples and 24,000 test sam-
ples. Since the signals we are interested in potentially
span a large range of intensities, we specify SNR lev-
els for our synthetic narrow-band signals using decibels,
such that 0 dB → 1σ, 20 dB → 100σ, etc.
Our first dataset contains 32×1024 image frames with
exactly one signal at SNR levels of 0, 5, 10, 15, 20,
and 25 dB. So, for each SNR level, we generate 20,000
training frames and 4,000 test frames. For each frame,
we also save the starting and ending indices (2 numbers)
as labels.
Our second dataset contains frames with exactly two
signals. One of the signals is 25 dB and at a zero drift
rate, so that it is at a constant frequency at all time
samples. The other signal is at SNR levels of 0 – 25 dB
as in the first dataset. We save the starting and ending
indices for both signals (4 numbers). Note that these
labels are ordered, even though there is no preferred
order in any given image frame.
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Figure 3. Synthetic data frame with two signals, one “RFI”
signal at 25 dB and zero drift, and one dimmer signal at 15
dB, normalized over the entire frame to mean 0 and variance
1.
2.4. Preprocessing
By design, for each dataset, we generate 120,000 train-
ing frames and 24,000 test frames in total, the latter of
which are used only for evaluation. During training,
we take a 80/20 random split of the training frames for
training/validation, so that we can do multiple random
splits as cross-validation.
The choices of normalization are very important for
our data, which can exhibit regions of high contrast and
varying instrument sensitivity. We choose to normalize
our labels (indices between 0 and 1023 inclusive) to be
between 0 and 1 by dividing out by 1024. Normalizing
our input data frames is more interesting, and there are
multiple potential ways to go about this.
The first would be to normalize over an entire frame by
subtracting the mean and dividing by the variance over
all pixels, so that our normalized frame has mean 0 and
variance 1, as in Figure 3. Another method useful in as-
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Figure 4. Data frame containing the same data as Figure
3, instead normalized per frequency channel to mean 0 and
variance 1.
tronomy is normalizing by frequency, where we subtract
the mean and divide by the variance in the time direc-
tion for each frequency sample. This also yields mean
0 and variance 1, but serves to specifically normalize
out differences in instrument sensitivity as a function of
frequency. Normalizing over an entire frame preserves
these sensitivity differences.
However, lots of detected narrow-band signals are RFI
and thus moving with the Earth, so they do not ex-
hibit Doppler accelerations and appear as vertical lines
in waterfall plots. So if we normalize by frequency, a
constant vertical signal will disappear from the data,
since we subtract out the average (constant) intensity,
as in Figure 4. Since we are interested in localizing all
signals and eventually comparing our machine learning
methodology with standard search techniques, we cer-
tainly do not want to exclude this information via our
normalization procedure. On the other hand, this can
potentially strengthen our sensitivity towards dimmer,
sloped signals.
Considering these idiosyncrasies in our data, we test
both of these two normalization methods as inputs into
our models.
3. MODEL ARCHITECTURES
In this work, we define both a “baseline” and a “fi-
nal” model. We take our baseline architecture to be
a simple CNN that is typically used on general image
classification tasks. Our final model contains architec-
tural improvements influenced by the nature of our data
and training tasks. Specifically, we compare the baseline
and final models and evaluate the extent to which the
architectural changes improve localization accuracy.
For our two datasets, we use the same overall model
architecture except for the final regression layer, which
either has 2 or 4 nodes depending on whether we are
predicting the position(s) of one or two signals. Since
we would like to predict each signal position as best as
possible, where the position is defined by its starting and
ending indices, we seek to minimize the mean squared
error between true and predicted indices.
Our models are implemented using the Keras func-
tional API (Chollet et al. 2015).
3.1. Baseline Model
For our baseline model, we choose a simple CNN with
4 convolutional layers, 3 max pooling layers, 2 fully con-
nected layers (each with 64 nodes), and a dropout layer
at 50%. Our input is a single 32×1024 data frame, nor-
malized over the entire frame. This is a typical archi-
tecture for image classification tasks, making it a good
baseline for comparison. We use rectified linear unit
(ReLU) activations after each convolutional and fully
connected layer. For the two signal task, this model
has 1,073,988 trainable parameters. Figure 5 shows the
baseline model architecture in detail.
3.2. Final Model
For our final model, we have 2 residual connections,
5 convolutional layers in total (using stride 2 instead
of max pooling), 2 fully connected layers (with 64 and
2048 nodes), and a dropout layer at 50%. We again use
ReLU activations after each convolutional and fully con-
nected layer, as well as batch normalization after sum-
ming frames in residual connections. Although our im-
age frames were normalized to a mean of 0 and there-
fore contained negative numbers, we found that alter-
nate activation functions to ReLU, such as tanh, did
not improve localization accuracy.
Residual connections are marked by shortcuts between
convolutional layers; in our case, we use element-wise
addition between a given layer and a following convo-
lutional layer (He et al. 2016). These connections re-
duce over-fitting and enhance accuracy by counteracting
vanishing gradients in neural networks. Furthermore,
since narrow-band signals are thin relative to our image
frames, residual connections allow thinner features to
propagate further into our models. We follow up these
additive connections with batch normalization layers to
ensure that the lower-order statistics of layer inputs at
these positions in our model remain the same across
batches of data (Ioffe & Szegedy 2015).
For our inputs, we express the data frames as “im-
ages” with two channels – one channel is the data frame
normalized over the entire frame, and the other is the
data frame normalized per frequency. Our rationale for
using a two channel input is that when one normalizes
over the entire frame, the model finds the brighter sig-
nals much more easily, and the dimmer signals could
be washed out. However, most of time in radio data,
the brightest signals are also at zero drift rate, since
they originate from Earth. Therefore, normalizing by
frequency could serve to remove these brightest signals
and show more sensitivity to dimmer, drifted signals.
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Using both forms of image normalization as inputs into
the same model could help better identify these different
forms of signals appearing in our data.
For the two signal task, this model has 1,748,932 train-
able parameters. Figure 6 shows the final model archi-
tecture in detail.
4. RESULTS
For the baseline and final model architectures, we
compare the error between true and predicted indices
as a function of SNR. To get a more intuitive feel on
model performance, we calculate 1024×RMSE, where
RMSE is the root mean square error, to see the errors
in units of pixels/indices:
RMSE (index units) = 1024×
√√√√ 1
n
n∑
i
(yi − yˆi)2, (2)
where n is the number of indices in our labeled data (2
and 4 for one and two signal datasets), yi are predicted
indices, and yˆi are true indices.
We first train our models on the full 0 – 25 dB SNR
levels at each dataset. We also analyze the effect of only
training on frames with a 10 – 25 dB signal, cutting
out the 0 and 5 dB levels. Here, we again use a train-
test split of 80/20 out of this restricted training set.
However, we still evaluate these trained models on the
full test set. Results from the restricted 10 – 25 dB
dataset are labeled “bright” in Figures 7-8.
In these figures, we plot a box and whisker plot (with
outliers above and below the median by 1.5 times the
spread between 25% and 75% quartiles) for each SNR
level and each training run for our baseline and final
models on the full and bright datasets. For each case,
we have outliers with high errors that would tend to
bias our evaluations much higher if we only consider the
mean RMSE.
5. DISCUSSION
For the full training datasets, the baseline and final
models show a smooth progression of better median
RMSE values from 0 dB to 25 dB. Our final model seems
to outperform the baseline model consistently, but the
extent depends on the dataset. If we just compare base-
line and final models on the full 0 – 25 dB datasets, there
is hardly an increase for the one signal dataset (Figure
7). However, there is a much more significant improve-
ment in the two signal dataset, on the order of a 5×
reduction in error (Figure 8).
Unsurprisingly, for both one and two signal datasets,
the signals at 0 dB (SNR=1; 1σ) do very poorly, with
an average error of 200 – 300 pixels off. As a check,
note that the average expected distance between two
randomly chosen points on a line segment of length L
is L/3. For 1024 total pixels, this means on average,
input_1: InputLayer
input:
output:
[(None, 32, 1024, 1)]
[(None, 32, 1024, 1)]
conv2d: Conv2D
input:
output:
(None, 32, 1024, 1)
(None, 30, 1022, 32)
conv2d_1: Conv2D
input:
output:
(None, 30, 1022, 32)
(None, 28, 1020, 32)
max_pooling2d: MaxPooling2D
input:
output:
(None, 28, 1020, 32)
(None, 14, 510, 32)
conv2d_2: Conv2D
input:
output:
(None, 14, 510, 32)
(None, 12, 508, 32)
max_pooling2d_1: MaxPooling2D
input:
output:
(None, 12, 508, 32)
(None, 6, 254, 32)
conv2d_3: Conv2D
input:
output:
(None, 6, 254, 32)
(None, 4, 252, 64)
max_pooling2d_2: MaxPooling2D
input:
output:
(None, 4, 252, 64)
(None, 2, 126, 64)
flatten: Flatten
input:
output:
(None, 2, 126, 64)
(None, 16128)
dense: Dense
input:
output:
(None, 16128)
(None, 64)
dense_1: Dense
input:
output:
(None, 64)
(None, 64)
dropout: Dropout
input:
output:
(None, 64)
(None, 64)
dense_2: Dense
input:
output:
(None, 64)
(None, 4)
Figure 5. Baseline model architecture for the two signal
localization task. For each block, the layer type is shown,
along with input and output shapes. Inputs have shape
32 × 1024 × 1, normalized over all pixels. These are passed
through an initial convolutional layer, followed by 3 pairs of
convolutional and max pooling layers. This is followed by
two fully connected layers and a dropout layer, before finally
going into the output layer. For the single signal task, the
last layer has 2 nodes instead of 4.
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input_1: InputLayer
input:
output:
[(None, 32, 1024, 2)]
[(None, 32, 1024, 2)]
conv2d: Conv2D
input:
output:
(None, 32, 1024, 2)
(None, 15, 511, 32)
conv2d_1: Conv2D
input:
output:
(None, 15, 511, 32)
(None, 15, 511, 32)
add: Add
input:
output:
[(None, 15, 511, 32), (None, 15, 511, 32)]
(None, 15, 511, 32)
activation: Activation
input:
output:
(None, 15, 511, 32)
(None, 15, 511, 32)
batch_normalization: BatchNormalization
input:
output:
(None, 15, 511, 32)
(None, 15, 511, 32)
conv2d_2: Conv2D
input:
output:
(None, 15, 511, 32)
(None, 7, 255, 32)
conv2d_3: Conv2D
input:
output:
(None, 7, 255, 32)
(None, 7, 255, 32)
add_1: Add
input:
output:
[(None, 7, 255, 32), (None, 7, 255, 32)]
(None, 7, 255, 32)
activation_1: Activation
input:
output:
(None, 7, 255, 32)
(None, 7, 255, 32)
batch_normalization_1: BatchNormalization
input:
output:
(None, 7, 255, 32)
(None, 7, 255, 32)
conv2d_4: Conv2D
input:
output:
(None, 7, 255, 32)
(None, 3, 127, 64)
flatten: Flatten
input:
output:
(None, 3, 127, 64)
(None, 24384)
dense: Dense
input:
output:
(None, 24384)
(None, 64)
dense_1: Dense
input:
output:
(None, 64)
(None, 2048)
dropout: Dropout
input:
output:
(None, 2048)
(None, 2048)
dense_2: Dense
input:
output:
(None, 2048)
(None, 4)
Figure 6. Final model architecture for the two signal local-
ization task. Inputs have shape 32×1024×2, combining the
two normalizations described in Section 3.2. Residual con-
nections are apparent between convolutional layers, followed
by a batch normalization layer. This structure is repeated
twice, followed by another convolution layer, two fully con-
nected layers, and a dropout layer. For the single signal task,
the output layer has 2 nodes instead of 4.
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Figure 7. Box plot of RMSE in index/pixel units for the
one signal dataset as a function of signal SNR. We compare
the final and baseline models trained on both the full 0 –
25 dB dataset, as well as the truncated “bright” 10 – 25 dB
dataset.
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Figure 8. Box plot of RMSE in index/pixel units for the
two signal dataset as a function of signal SNR. We compare
the final and baseline models trained on both the full 0 –
25 dB dataset, as well as the truncated “bright” 10 – 25 dB
dataset.
selecting an index at random as a prediction should yield
errors of about 1024/3 ≈ 341 pixels. So for 0 dB signals,
our predictions are essentially random. In a way, this is
perfectly acceptable, since in general we do not accept
1σ as a true detection of a signal in the first place.
When we compare these results with the restriction
to only 10 – 25 dB frames, we see a few interesting
things. As expected, the models then perform worse
on the lower SNR signals, 0 and 5 dB. For 0 dB signals,
we still get effectively random predictions, but the de-
crease in performance at 5 dB is notable. However, this
restricted training set improves the performance at 10
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– 25 dB significantly, in different ways. In the one sig-
nal case, the final model outperforms the baseline model
by about 5× for the highest SNR levels, a much higher
improvement than when trained on the full dataset. In
the two signal case, even the frames with a 10 dB signal
improved about 5×.
The best performing models were the final model
trained on the bright dataset. At an SNR level of 25
dB, the one and two signal cases reached a median of
about 3 and 8 pixels of RMSE, respectively. We expect
the one signal models to do better than two signals,
since there is only a single bright signal to try to local-
ize. Nevertheless, it was surprising that our models did
not localize either of these cases to high precision. On
the one hand, localizing a bright signal to a precision of
3 pixels is decent (especially when that corresponds to
about 5 Hz, which is likely smaller than the width of the
signal in the first place), but on the other, we expected
to do much better, since we have synthetic datasets and
therefore know precisely where the center of each signal
lies.
In addition, there are still outliers, even reaching levels
of randomness (300 – 500 pixels off) in the two signal
case. One potential explanation and limitation in our
model is that our labels are ordered. For two signals, at
the highest SNR, both signals are at 25 dB. The model
could easily mistake one signal for another (where the
only distinguishing factor is zero vs. non-zero drift rate)
and produce bad predictions. Our test set has 4,000 im-
ages for each SNR level, so even having a small fraction
of these show up as outliers at the highest SNRs would
be compounded if we tried using this model on real data.
Recall that a 32×1024 px image at 1.4 s and 1.4 Hz res-
olution is about 45 s by 1430 Hz in total. For a typical
5 minute C-band observation (4-8 GHz), this is equiva-
lent to about 18.65 million data frames. Before it makes
sense to use our pipeline in searches on real data, we
need to find ways of very precisely localizing these sig-
nals so that we are not swamped with false positives and
inaccurate positions.
Nevertheless, inspecting a set of predictions in the two
signal case revealed that the models appeared to learn
that the first two labels (i.e. corresponding to the start-
ing and ending index of the zero drift RFI signal) should
be the same index, since it predicted essentially the same
value between [0, 1) up to a few significant figures (at
least to differences of 1/1024).
In addition, it is encouraging that when we take into
account the multiple possible normalizations, our model
performance improves, especially in the two signal case
with a model RFI signal. We believe that this could gen-
eralize well to frames with over two signals, as long as we
can find a good way of matching labels and predictions,
perhaps without necessarily enforcing an ordering.
6. SUMMARY
Accurately identifying the presence and positions of
signals in radio data is important for finding candidate
technosignatures and ensuring that we do not miss inter-
esting signals in the presence of bright RFI. Computer
vision techniques allow us to ingest complex image frame
data and distill them into relevant information, such as
signal locations.
We found that our final model outperformed our base-
line model for all SNRs in both datasets, and training
each model on datasets limited to 10 – 25 dB results
in significant increases in model performance. Our best
results had a median RMSE of about 3 pixels in the one
signal case and about 9 pixels in the two signal case.
Since we used simple signals embedded in ideal Gaussian
noise, we expected our localization models to perform
even better, especially in the one signal case. Never-
theless, while these errors are higher than expected and
come with a host of outliers that perform much more
poorly, these results are promising for future work in
localizing narrow-band signals in images.
Object detection and localization of long, thin objects
is difficult since they do not match the typically rectan-
gular shape of many other objects, and so it is harder to
maximize intersection over union measures with ground
truth. Although on the one hand detecting lines seems
simple intuitively, the relative lack of information com-
pared to broader, extended objects makes it more dif-
ficult, especially within a noisy background. Neverthe-
less, with a few key assumptions that are specific to
the radio data we collect for SETI, we can make more
progress in precisely localizing radio frequency signals.
A future direction for this work is to investigate the
effectiveness of treating multiple normalizations as inde-
pendent inputs to the same model, instead of combining
them as a single two channel input. Each normaliza-
tion could have a few convolutional layers to itself, and
would be added to each other to learn features with
contributions from both normalizations. Indeed, this
approach could scale better and benefit from additional
data preprocessing techniques beyond the two normal-
izations discussed in this paper.
We can also easily use this CNN architecture to clas-
sify signals, or to both classify and localize simultane-
ously depending on how we choose our labels and loss
functions. We are interested to see how well this method
extends to more than two signals in a single image frame,
and eventually, we would like to develop a pipeline for
signal detection of an arbitrary number of signals in a
given image frame.
7. ACKNOWLEDGEMENTS
Breakthrough Listen is managed by the Breakthrough
Initiatives, sponsored by the Breakthrough Prize Foun-
dation. The Green Bank Observatory is a facility of
the National Science Foundation, operated under coop-
erative agreement by Associated Universities, Inc. We
Narrow-Band Signal Localization for SETI 9
thank the staff at the Green Bank Observatory for their
operational support.
Software: Keras (Chollet et al. 2015), blimpy (Price
et al. 2019), setigen2, matplotlib (Hunter 2007)
REFERENCES
Chollet, F., et al. 2015, Keras, https://keras.io, ,
Drake, F. D. 1961, Physics Today, 14, 40.
http://adsabs.harvard.edu/abs/1961PhT....14...40D
Enriquez, J. E., Siemion, A., Foster, G., et al. 2017, ApJ,
849, 104
Gray, R. H., & Mooley, K. 2017, The Astronomical Journal,
153, 110
Harp, G., Richards, J., Tarter, J. C., et al. 2016, arXiv
preprint arXiv:1607.04207
He, K., Zhang, X., Ren, S., & Sun, J. 2016, in Proceedings
of the IEEE conference on computer vision and pattern
recognition, 770–778
Horowitz, P., Matthews, B. S., Forster, J., et al. 1986,
Icarus, 67, 525
Hunter, J. D. 2007, Computing in science & engineering, 9,
90
Ioffe, S., & Szegedy, C. 2015, arXiv preprint
arXiv:1502.03167
Isaacson, H., Siemion, A. P. V., Marcy, G. W., et al. 2017,
PASA, 129, 054501
Korpela, E., Werthimer, D., Anderson, D., Cobb, J., &
Lebofsky, M. 2001, Computing in science & engineering,
3, 78
Korpela, E. J., Anderson, D. P., Bankay, R., et al. 2011, in
Instruments, Methods, and Missions for Astrobiology
XIV, Vol. 8152, International Society for Optics and
Photonics, 815212
Krizhevsky, A., Sutskever, I., & Hinton, G. E. 2012, in
Advances in neural information processing systems,
1097–1105
Lebofsky, M., Croft, S., Siemion, A. P. V., et al. 2019,
arXiv e-prints, arXiv:1906.07391
MacMahon, D. H. E., Price, D. C., Lebofsky, M., et al.
2018, Publications of the Astronomical Society of the
Pacific, 130, 044502.
https://doi.org/10.1088%2F1538-3873%2Faa80d2
OShea, T. J., Roy, T., & Clancy, T. C. 2018, IEEE Journal
of Selected Topics in Signal Processing, 12, 168
Pinchuk, P., Margot, J.-L., Greenberg, A. H., et al. 2019,
The Astronomical Journal, 157, 122
2 https://github.com/bbrzycki/setigen
Prestage, R. M., Bloss, M., Brandt, J., et al. 2015, in 2015
USNC-URSI Radio Science Meeting (Joint with AP-S
Symposium) (IEEE), 294–294.
http://ieeexplore.ieee.org/document/7303578/
Price, D., Enriquez, J., Chen, Y., & Siebert, M. 2019, The
Journal of Open Source Software, 4, 1554
Price, D. C., MacMahon, D. H. E., Lebofsky, M., et al.
2018, Publications of the Astronomical Society of
Australia, 35, 41
Price, D. C., Enriquez, J. E., Brzycki, B., et al. 2019, arXiv
preprint arXiv:1906.07750
Redmon, J., Divvala, S., Girshick, R., & Farhadi, A. 2016,
in Proceedings of the IEEE conference on computer
vision and pattern recognition, 779–788
Ren, S., He, K., Girshick, R., & Sun, J. 2015, in Advances
in neural information processing systems, 91–99
Sheikh, S. Z., Wright, J. T., Siemion, A., & Enriquez, J. E.
2019, ApJ, 884, 14
Siemion, A. P., Demorest, P., Korpela, E., et al. 2013a, The
Astrophysical Journal, 767, 94
Siemion, A. P., Benford, J., Cheng-Jin, J., et al. 2014,
arXiv preprint arXiv:1412.4867
Siemion, A. P. V., Demorest, P., Korpela, E., et al. 2013b,
The Astrophysical Journal, 767, 94
Simonyan, K., & Zisserman, A. 2014, arXiv preprint
arXiv:1409.1556
Szegedy, C., Liu, W., Jia, Y., et al. 2015, in Proceedings of
the IEEE conference on computer vision and pattern
recognition, 1–9
Tarter, J. 2001, Annual Review of Astronomy and
Astrophysics, 39, 511
Taylor, J. H. 1974, A&AS, 15, 367
Tingay, S., Tremblay, C., & Croft, S. 2018, The
Astrophysical Journal, 856, 31
Welch, J., Backer, D., Blitz, L., et al. 2009, Proceedings of
the IEEE, 97, 1438
Werthimer, D., Tarter, J., & Bowyer, S. 1985, in
Symposium-International Astronomical Union, Vol. 112,
Cambridge University Press, 421–424
Worden, S. P., Drew, J., Siemion, A., et al. 2017, Acta
Astronautica, 139, 98 . http://www.sciencedirect.com/
science/article/pii/S0094576517303144
Wright, J. T., Kanodia, S., & Lubar, E. 2018, The
Astronomical Journal, 156, 260
10 Brzycki et. al.
Wright, S. A., Werthimer, D., Treffers, R. R., et al. 2014, in
Ground-based and Airborne Instrumentation for
Astronomy V, Vol. 9147, International Society for Optics
and Photonics, 91470J
Zhang, Y. G., Gajjar, V., Foster, G., et al. 2018, The
Astrophysical Journal, 866, 149
