Abstract Over the past 10 years dynamic stochastic general equilibrium (DSGE) models have become an important tool in quantitative macroeconomics. However, DSGE models were not considered as a forecasting tool until very recently. The objective of this paper is twofold. First, we compare the forecasting ability of a canonical DSGE model for the Spanish economy with other standard econometric techniques. More precisely, we compare out-of-sample forecasts obtained from different estimation methods of the DSGE model with the forecasts produced by a VAR and a Bayesian VAR. Second, we propose a new method for combining DSGE and VAR models (in what we have called Augmented VAR-DSGE) through the expansion of the variable space where the VAR operates with artificial series obtained from a DSGE model. The results indicate that the out-of-sample forecasting performance of the proposed method is capable of competing with all the considered alternatives, and thus even a simple canonical RBC model contains useful information that can be used for forecasting purposes.
Introduction
Forecasting macroeconomic variables is a crucial issue for both practitioners and policymakers, since the decisions of the former are based on the forecasts of key macroeconomic time series made by the latter. As pointed out by Litterman (1986a,b) economic forecasting is a very difficult task for several reasons: there is only a limited amount of data, available data often contain major measurement errors and relationships between economic variables are complex. However, for both central banks and governments, forecasting is a key element in the design and implementation of economic policies. Therefore, theoretical models must be designed in order to be a useful tool not only for policy analysis but also for forecasting.
Following Diebold (1998) macroeconomics forecasting follows two distinct approaches: structural and non-structural forecasting methods. Non-structural macroeconomic forecasting methods attempt to exploit the reduced-form correlations between macroeconomic variables, while structural macroeconomic forecasting is grounded on economic theory. According to Diebold (1998) , the failure of large-scale macroeconomic forecasting models and Lucas (1976) critique led to the abandon of the structural macroeconometrics approach and to the dramatic growth of non-structural econometric forecasting methods in the 1970s. However, despite its importance, the performance of macroeconomic forecasting has shown important failures in both, the structural and non-structural approaches.
After the empire of the Box-Jenkins methodology, and following Sims (1980) and Litterman (1986a,b ) the use of (Bayesian) vector autoregressive (VAR and BVAR) time series to forecast key macroeconomic variables became standard. The advantages of VARs and BVARs are multiple: they are easy to estimate, generate out-of-sample forecasts, and are very flexible. VAR models thus became very popular in the macroeconomists' toolbox. However, they present no (unrestricted VARs) or little (Structural VARs) economic theory.
The alternative approach to purely statistical methods is structural forecasting, using a theory-based approach. However, the traditional Keynesian structural forecasting approach went into declined in the 1970s due to the effects of the Lucas critique. The resurgence of structural macroeconomic forecasting was based on dynamic stochastic general equilibrium (DSGE) modelling developments. Today DSGE models have become the most popular tool in quantitative macroeconomics. In the 1990's and especially in the last 10 years, we have witnessed to an impressive developments in the specification and empirical application of DSGE models, which have become a laboratory for macroeconomists and the standard tool for policy analysis. 1 DSGE models have a strong theoretical background as they are firmly grounded on modern micro-foundations. In the last few years, DSGE models have increased considerably in complexity, and size, incorporating several types of rigidity emphasized by the New Keynesian literature. 2 The increasing number and size of the models recently developed account for the success of this methodology. The REMS model by Boscá et al. (2009) ; the MEDEA model by Burriel et al. (2009) ; the BEMOD model by Andrés et al. (2006) are just some of the DSGE developed recently for the Spanish economy.
However, despite their success DSGE models were not considered as a forecasting tool until very recently. As pointed out by Wouters (2003, 2005) , DSGE models were only rarely applied to forecasting. The seminal works of Wouters (2003, 2005) lead to an emergent literature studying the forecasting performance of DSGE models compared to alternative non-structural models.
In general, DSGE forecasting entails the estimation of a hybrid model that combines theoretical DSGE models with the flexibility of atheoretical VAR models. 3 Different methods for solving, estimating and forecasting with DSGE models have been proposed in the literature: Sargent (1989) and Altug (1989) proposed augmenting a DSGE model with measurement error terms following a first order autoregressive process, known as the DSGE-AR approach. Ireland (2004) proposed a method that is similar to that of Sargent (1989) and Altug (1989) but imposing no restriction on the measurement errors, assuming that residuals follow a first-order vector autoregression. We refer to this method as the DSGE-VAR approach.
An alternative, and somewhat different, approach is the one proposed by DeJong et al. (1993) and Ingram and Whiteman (1994) and further developed by Del Schorfheide (2003, 2004) . They proposed the use of general equilibrium models as priors for Bayesian VARs. We refer to this method as the VAR-DSGE approach. 4 DeJong, Ingram and Whiteman (1993) and Ingram and Whiteman (1994) developed a strategy for improving time series forecasts by shrinking vector autoregression coefficient estimates given a prior derived from a DSGE model. They showed that a simple DSGE model can improve the forecasting performance of an unrestricted VAR. However, they also reported that the forecasting performance of the VAR-DSGE was similar to that of a Bayesian VAR with the Minnesota prior.
The objective of this paper is twofold. First, this paper places in a forecasting competition the structural approaches we have already referred to, through a small scale canonical RBC model (using DSGE-AR, DSGE-VAR and VAR-DSGE methods) with the standard non-structural VAR and BVAR methods. The canonical RBC model was chosen for several reasons, following the lines of Diebold (1998) : The scale of DSGE models has consistently grown over time and New Keynesian features have been incorporated that have improved our understanding of key macroeconomics variables underlying dynamics. However, for forecasting purposes the simplicity of the model could be an advantage. Therefore, before incorporating New Keynesian features we would like to make a forecasting assessment within a simple DSGE model using alternative techniques.
In addition, we propose a new approach consisting of the expansion of the variables space where the VAR operates with the addition of artificial series obtained from a carefully calibrated dynamic general equilibrium model, as an alternative strategy of combining DSGE and VAR models. This new approach is simple, powerful and easy to implement empirically. We show an example of how this approach can be implemented taking the canonical RBC model as a reference. When solving a DSGE model, we obtain time series for unobservable variables with a clear theoretical interpretation that are relevant in explaining the dynamics of the economy. If the specification of the model is a good approximation of the underlying relations between the macroeconomic variables that we are interested in, those unobserved variables contain information about the observable macroeconomic variables. Moreover, the VAR can be augmented not only with unobserved variables but also with observed ones, such as the stock of capital. In general, this approach can be interpreted as a new technique for mixing structural forecasting methods through DSGE models with standard nonstructural forecasting methods such as VAR and BVAR models. We refer to this new procedure as the Augmented (B)VAR-DSGE approach.
The exercise is conducted for the Spanish economy, focusing on forecasting four key macroeconomic variables: output, consumption, investment and labor, for the period 1980:1-2007:4. The ex post forecast errors are evaluated on the basis of the data from the period 1995:1-2007:4. The results indicate that the out-of-sample forecasting performance of the proposed Augmented (B)VAR model competes well with the alternatives considered. The AVAR model outperforms an unrestricted VAR model and the ABVAR model also outperforms the BVAR model. Thus we find that even a simple canonical RBC model contains useful information that can be used for forecasting purposes. We also find that the proposed method outperforms the other structural approaches. The only alternative with a similar forecasting performance is the DSGE-AR model.
The structure of the rest of the paper is as follows. In Sect. 2 we describe the theoretical DSGE model. The solution and estimation of the model are laid out in Sect. 3. Section 4 describes the alternative method proposed here to combine DSGE and VAR models. Section 5 describes the data, calibration and estimation of the different models. Section 6 presents some statistics to determine the relative performances of the different models. Section 7 concludes with final comments.
The model
In this section we describe the prototype DSGE model used in the rest of the paper. The scale of DSGE models has grown over time, specially in the last 10 years, with the incorporation of a large number of New Keynesian features. However, as pointed out by Diebold (1998) the scale of DSGE models must be as small as possible for two reasons. First, the demise of large-scale macroeconomics models has shown that bigger models are not necessarily better. Second, DSGE models requires their parameters to be jointly estimated, which implies a limitation on the complexity of these models. On the other hand, the final objective of the paper is to compare the forecasting performance of DSGE based alternative approaches with non-structural models. Therefore, for this comparative exercise we consider the use of a canonical RBC model to be more suitable.
Households
Consider a representative consumer whose preferences are represented by the following instantaneous utility function:
Private consumption is denoted by C t . Leisure, N t H − L t , is calculated as the number of effective hours in the week times the number of weeks in a year H , times the population at the age of taking labor-leisure decisions, N t , minus the aggregated number of hours worked in a year L t . The parameter γ (0 < γ < 1) is the proportion of private consumption to total private income. The budget constraint faced by the representative consumer is:
where T t is the transfer received by consumers from the government, K t is private capital stock, W t is the compensation to employees, R t is the rental rate, δ is the capital depreciation rate which is modelled as tax deductible, and τ c t , τ l t , τ k t , are the private consumption tax, the labor income tax, and the capital income tax, respectively. The budget constraint indicates that consumption and investment cannot exceed income (net of taxes) and lump sum transfers.
The representative consumer maximizes the value of his lifetime utility given by:
subject to the budget constraint given τ c t , τ l t , τ k t and K 0 , where β ∈ (0, 1), is the consumer's discount factor.
Firms
The problem of the firm is to find optimal values for the utilization of labor and capital. The production of final output, Y t , requires labor services, L t , and capital, K t . Goods and factors markets are assumed to be perfectly competitive. The firm rents capital and hires labor to maximize period profits, taking factor prices as given. The technology exhibits a constant return to private factors and thus the profits are zero in equilibrium.
The technology used by the firm is given by:
where A t is a measure of total factor productivity and α is the capital share of output. The technology shock A t is assumed to follow a first-order autoregressive process:
Government
The government uses tax revenues to finance spending trough lump-sum transfers paid out to consumers. We assume that the government balances its budget period-byperiod by returning revenues from distortionary taxation to the agents via lump-sum transfers, T t . The government budget in each period is given by,
Equilibrium
The model has implications for six variables: Y t , C t , I t , K t , L t , and A t . The parameters of the model are: α, β, γ , δ, A, ρ, σ , the three tax rates, τ c
Combining (5) and (6) we obtain the condition that equates the marginal rate of substitution between consumption and leisure, i.e., the opportunity cost in terms of consumption (the numeraire) of an additional hour of leisure:
Combining (5) and (7) gives
The first-order conditions from the firm's maximization problem are:
Thus, the economy satisfies the following feasibility constraint:
where investment enters in the permanent inventory equation of capital accumulation as,
Together with the first-order conditions of the firm, the budget constraint of the government (4), and the feasibility constraint of the economy, (12), characterize a competitive equilibrium for the economy.
Solving the DSGE model
Our model has six variables (Y t , C t , I t , L t , K t , and A t ) and the equilibrium behaviour of the economy is determined by the following six equations:
Solving the model using the standard Blanchard and Kahn (1980) procedure, we can characterize approximate solutions to the model by using the standard log-linearization procedures. Defining the vectors x t and s t as the log-deviation of each variable:
However, the resource constraint Y t = C t + I t holds by construction in the data. Thus, only the series for y t , c t and l t are used in estimating the model as the series for i t is redundant. Therefore, x t reduces to 3 × 1 vector with:
The approximate solution of the model take the form:
where the elements of the matrices , and are function of the structural parameters of the model (α, β, γ, δ, ρ, σ A ) . Note that the VAR representation of the DSGE model suffers from the stochastic singularity problem, given that the model has four observed variables and only one shock (the aggregate technology shock). The stochastic singularity problem has been dealt with in the literature first by introducing measurement errors and later by increasing the number of structural shocks. As pointed out by Ireland (2004) , both alternatives have advantages but also disadvantages. The second approach is more consistent with the spirit of structural models and allows us to identify sources of aggregate fluctuations and to evaluate the contribution of each structural shock to the business cycle fluctuations. However, our focus is on evaluating forecasting performance and not on identifying sources of aggregate fluctuations. Additionally, we want to use the standard RBC model in order for the alternative methods (included the newly proposed one) to be comparable. Therefore, we consider the incorporation of measurement errors following Sargent (1989) and Ireland (2004) , as explained below.
The DSGE-AR method
One approach to solving DSGE models is that proposed by Sargent (1989) and Altug (1989) , by augmenting the model with unobservable errors. Following Sargent (1989) and Altug (1989) , we add error terms to the observation equation (23). Therefore, we consider the following system:
The matrix is governing the persistence of the residuals, where its covariance matrix, E t t t = V , is uncorrelated with the innovation to technology, ε t . Sargent (1989) and Altug (1989) assume that the measurement errors are uncorrelated with the data generated by the model, and thus, the matrices and V are diagonal, implying that the residual are uncorrelated across variables,
Therefore, this method combines the DSGE model with an AR model for the measurement residuals. This approach has been applied by Altug (1989) , McGrattan (1994) , Ireland (2004) , among others.
The DSGE-VAR method
Another possibility, proposed by Ireland (2004) , is to consider a more general process for measurement errors, allowing the residuals to follow an unconstrained, first-order vector autoregression. As Ireland (2004) pointed out, this alternative has the advantage of imposing no restrictions on the cross-correlation of the measurement errors and thus capturing all movements and co-movements in the data not explained by the DSGE model. In this case, the matrices and V take the following form:
Ireland (2004) compare the forecasting performance of this method to the DSGE-AR alternative approach of Sargent (1989) , applied to the Hansen (1985) model for the US economy. Despite of the fact that his approach is more flexible and general in the treatment of the measurement errors, he finds that the forecast performance of the more restrictive DSGE-AR model outperforms the DSGE-VAR alternative.
The VAR-DSGE approach
A different strategy is derived from the method proposed by DeJong, Ingram and Whiteman (1993) and Ingram and Whiteman (1994) , who use a Bayesian approach to estimate a DSGE model. 5 Ingram and Whiteman (1994) compare the forecasting performance of a BVAR and a DSGE model over an unrestricted VAR and find as a result that the DSGE model is comparable to a Bayesian VAR with the Minnesota prior. This method has been further developed by Schorfheide (2000) , Del Negro and Schorfheide (2004) , Del Negro et al. (2007) by incorporating a prior from a DSGE model. The idea of the VAR-DSGE approach is to use prior information derived from DSGE model in the estimation of a VAR. DSGE models can be used to provide information about the parameters of a VAR. One possibility is to simulate data from the DSGE and to combine it with observed data and estimate a VAR, given a relative weight placed on the prior information. Therefore, this approach use the DSGE models only to set priors to a VAR.
The intuition behind this approach is that a DSGE model can be used to generate artificial data. A VAR can be estimated using both observed data and simulated data of the variables, in a certain proportion. That is, they propose estimating a VAR with an augmented data set of the observations and the artificial data generated by the DSGE model. The key parameter of this procedure is the weight, denoted by λ, placed on the DSGE models as the prior for the VAR, which may take values from zero to infinity. If the weight is large (λ → ∞), the resulting model will be close to the DSGE model itself and no weight is placed on the unrestricted VAR. If the weight is small (λ → 0), the resulting model will be close to an unrestricted VAR, with no weight on the DSGE model.
The procedure consists of estimating a VAR using both the actual and the artificial observations of the variables. We assume the following equation:
where Y is the vector of actual data, X is the vector of regressors, including a constant, a trend and the lags of the variables and U is a vector of VAR innovations.
The standard OLS estimator for is given by:
The procedure considers λT artificial observations generated by a DSGE model for the variables of interest, where λ is the weight of the prior. Using these artificial observations, the matrices X * and Y * are constructed. The VAR-DSGE procedure implies to estimating by OLS the augmented data set with both the actual and the artificial observations, which result in the following estimator:
Del Negro and Schorfheide (2004) report that for the US economy, the resulting model's out-of-sample forecasting outperforms a VAR. These authors show that even a relatively simple DSGE model used as a prior for a VAR is able to improve the forecasting performance relative to an unrestricted VAR. In this paper we apply this approach to the Spanish economy using the canonical RBC model described above. 6
A new method: the Augmented (B)VAR approach
In this section we propose an alternative method to those mentioned above for taking DSGE models to the data, consisting on the expansion of the dimension of a VAR using sequences of artificial non-observed variables obtained from de DSGE model as auxiliary variables. The intuition is that a VAR model has limited information about the underlying dynamics of the variables, as opposed to the rich dynamics with which DSGE models are built. The procedure we propose seeks to exploit that richness by incorporating some of the unobserved variables delivered by the DSGE model. In practice, the procedure consists of estimating a standard VAR model or a Bayesian VAR model augmented with non-observable variables obtained from a DSGE model. In this case, the combination of the unrestricted VAR with the DSGE model is conducted by increasing the dimension of the VAR. 7 Let x t be a vector of observable economic variables assumed to drive the dynamics of the economy. The non-structural approach involves estimating a multivariate time series model using data for x t alone. However, the structural approach assumes that DSGE models contain additional economic information, not fully captured by x t that may be relevant to modeling the dynamics of these series. Let us suppose that this additional information can be summarized by a vector of (possibly unobserved) variables z t . z t may be though as total factor productivity, marginal productivity, or any other information produced by the model that does not belong to the observed variable set.
We assume that the joint dynamics of (x t , z t ) are given by the following transition equation:
where (L) is a lag polynomial of infinite order d. The above system can be interpreted as the reduced form of a DSGE model involving both observed and unobserved variables. This system reduces to a standard VAR in x t if the terms of (L) that relate x t to z t−1 are all zero. But if the system (31) is the true system, the estimation of a VAR in x t with the other information omitted will in general lead to biases estimates of the VAR coefficients. Note also that if non-observable variables contained in a DSGE model have information about the economy, then a natural solution to the degrees-of-freedom problem in VAR models is to use augmented standard VARs with estimation of those non-observable variables from a particular DSGE model.
The system (31) cannot be estimated directly because z t are unobservable. However, z t can be obtained through the use of a DSGE model. Let us provide an example how our method applies to the simple RBC model that we are using for comparisons. The example we present below is just one of the many ways in which one could try to extract artificial data from the simple RBC model. The dimension of the vector of non-observed variables also depends on the particular DSGE model used. In our simple artificial economy there are two sources of exogenous growth: one is given by population growth, and the other by exogenous technical change. We propose a method to separate the effects of these sources of growth using the DSGE model by creating a new variable Z t , that will be used to expand the dimension of the VAR. To separate the endowment effect from technical change, we first calibrate the model to the level of observed output at the beginning of the sample as a steady state of the model. To do this, we use Newton's method to solve a system of equations where the parameters of the model are the variables and the variables are considered as parameters. Assume next that no technical change takes place during the sample time period. If, in addition, the population were constant, the economy would experience no variations from the calibration date. The sequence that would be observed starting from the calibration date onwards is shown in Fig. 1 as a flat line, Y t (A 0 , N 0 ) .
Assume now that only the population varies over time. The sequence that would be observed, according to the RBC model, starting from the calibration date onwards is shown in Fig. 1 as Y t (A 0 , N t ) . The change in total output can therefore be regarded as the variation induced by the change in the endowment of labour. Any remaining differences from actual output data, are interpreted as a residual that contains the exogenous technical change, and its effects on growth induced by that technical progress.
The ratio between the actual output and the no-technical progress output, denoted by Z t and shown in Fig. 2 , is computed as Z t = Y t /Y t (A 0 , N t ), the technical progress and the induced growth implied by the model. In the forecasting exercise, we incorporate the variable Z t generated from the model as an additional variable in the VAR with the key macroeconomic variables.
That is, we construct a VAR with the following specification: The solution of the model provides the level of output that is consistent with that assumption. So we can obtain a measure of how technical progress would have affected output by comparing the actual level of output to that obtained from the model. We have applied above the proposed method to a simple canonical RBC model with only one structural shock (i.e. a productivity shock). However, the idea behind the proposed new method for taking DSGE models to the data may be applied to any DSGE model. Note that the proposed method is not restricted to increasing the variable dimension of the VAR with only one additional non-observable variable generated through the model. Particularly, the number of no-observable variables obtained from the theoretical model will depend on the scale of the model and on the structural shocks added. This implies that the number of non-observable variables and the information included in them is a choice to be taken jointly with the choice of the specification of the model.
Data, calibration and estimation

The data
The analysis focuses on four key variables of the Spanish economy: output, consumption, investment and labor. The models are estimated for the Spanish economy based Labour is defined as full-time employment equivalent. Data are logged and linearly detrended for all models but the proposed AVAR approach.
Calibration
Before performing the estimation, we calibrate some parameters of the model. First, both the discount factor and the depreciation rate are set as they are difficult to estimate from the model in log-deviations from its steady-state. This is the standard strategy used in the literature, as estimated values lead to unreasonably low estimates of the discount factor and high estimates of the depreciation rate. The inter-temporal discount rate β is set to 0.99, which implies a steady state real interest rate of 4% and the depreciation rate δ is set to 0.025. Additionally, we keep the tax rates fixed. We use effective average tax rates, borrowed from Boscá et al. (2005) . Table 1 summarizes the values for the calibrated parameters.
Estimation
The rest of the parameters are estimated using Bayesian methods. 9 Fernández-Villaverde and Rubio-Ramírez (2004) argue that Bayesian estimates outperform maximum likelihood results. Therefore, instead of estimating the DSGE model via maximum likelihood, as in Altug (1989 ), McGrattan (1994 and Ireland (2004) , the model is estimated using the Bayesian approach.
Prior distributions for structural parameters have been set by imposing plausible values, whereas for the measurement errors we assume flat priors. Specifically, for nonnegative parameters we assume Inverse Gamma prior distributions. For the parameters α, γ and ρ, we assume Beta prior distributions in order to keep them bounded between 0 and 1. Finally, for the correlation of measurement residuals added to the model, we assume Uniform prior distributions with a range of (−2,2). Table 2 summarizes our assumptions regarding prior distributions for the estimated parameters and the posterior distribution corresponding to the DSGE-AR and DSGE-VAR models for the complete sample period. The estimates appear quite rea-8 See Boscá et al. (2007) for a description of the BD-REMS database. 9 Estimates were drawn up using Dynare 4 running under Matlab v7, R14. sonable. However, the point estimates for the parameter α are relatively low (0.237 for the DSGE-AR model and 0.207 for the DSGE-VAR model).
VAR models
VARs models are widely used in macroeconomic forecasting. Moreover, DSGE models are easily represented through a VAR model. For these reasons, VARs models have been extensively used as a benchmark for evaluating the forecasting performance of alternative models, in particular, DSGE models. One of the main advantage of VAR models is that they can be applied directly to the data, implying the existence of a relationship between each variable and past lagged values of all the variables considered in the model. One of the drawbacks of VARs is the problem of overfitting, which results in inefficient estimates and large out-of-sample forecasting errors. Unrestricted VARs models may have too may parameters, and thus, the estimates may be very imprecise, specially in small samples. This is particularly important when we consider longer forecasting horizons, as VAR forecasting performance deteriorates rapidly. The problem of overfitting with standard VARs can be overcome using Bayesian methods. The Bayesian VAR analysis, developed by Litterman (1981) , imposes restrictions on some coefficients by introducing prior information, generating more precise parameter estimates.
In our analysis we estimate VARs and Bayesian VARs for the four macroeconomics variables (output, consumption, investment and labor) of the Spanish economy contained in the DSGE model as a benchmark. Our basic VAR model includes a constant and a trend term. The VAR is estimated using one lag of the variables. The BVAR specification chosen is a VAR with the Minnesota prior.
Forecast evaluation
This section analyses the out-of-sample performance of the competing models over the four key macroeconomic variables for the Spanish economy. There is a relatively large number of recent papers that compare the forecasting performance of DSGE and VAR models, such as Smets and Wouters (2004) , Ireland (2004) , Del Negro et al. (2007) , Adolfson et al. (2007) , Christoffel et al. (2008) , Rubaszek and Skrzypczynski (2008) , among others. In general, they find that the use of DSGE models improves forecasting performance compared with VAR methods.
We report the out-of-sample forecast performance of seven different alternative models: VAR, BVAR, DSGE-AR, DSGE-VAR, VAR-DSGE, AVAR and ABVAR models. The out-of-sample forecast analysis is performed for horizons ranging from one up to eight quarters ahead. The forecast accuracy evaluation period is 1995:1-2007:4. Therefore, all the models are estimated initially over the first 60 periods (1980:1 through 1994:4) . These estimations are used to generate forecasts for the period 1995:1-1996:4. The model is then re-estimated over 61 periods, incorporating one additional observations, 1980:1-1995:1, and the forecasts are recalculated for the period 1995:2-1997:1, and so on until the end of the sample period. This procedure implies that the one period ahead forecast is calculated from 1995:1 to 2007:4. The two period ahead forecast is calculated for the period 1995:2-2007:4, and so on. Therefore, each model is re-estimated 52 times.
The forecasting performance of the competing models is evaluated along two dimensions: the bias in errors and the absolute size of errors. The bias in errors is measured by the mean absolute error (MAE), while the absolute size of errors is measured by the root-mean squared error (RMSE). Table 3 summarizes the results for the MAE statistics for the bias errors. The best results are generated by the DSGE-AR and the ABVAR models. For all the four variables, the ABVAR model outperforms all other alternatives for one period ahead forecasts. The ABVAR model is also superior forecasting investment in all periods. However, for the other three variables, output, consumption and labour, the forecasting performance of the DSGE-AR model outperforms those of the other alternatives with the exception of one period ahead, where ABVAR is superior. In general, we find that the results from the DSGE-AR model and the ABVAR model are comparable, with these being the alternatives that produce the most accurate forecasts. Table 4 summarizes the results in terms of the root-mean squared error. The results are similar to those obtained for the MAE statistic. First, we obtain that the forecasting performance of an AVAR is superior to that of an unrestricted VAR for all the Tables 3 and 4 we can highlight the following preliminary conclusions. First, we find that BVAR methods are superior to unrestricted VARs for all horizons, confirming previous analysis. Second, RMSE increases at a higher rate in the case of a VAR than in a BVAR, This implies that Bayesian methods are clearly superior for forecasting at longer horizons. Third, the DSGE-AR model outperforms the DSGE-VAR model, confirming the results obtained by Ireland (2004) . Finally, the results show that the method proposed in this paper, the Augmented VAR model, can be very useful in macroeconomic forecasting, and that it is superior at least in some dimensions to the alternatives. The AVAR model outperforms the VAR and the ABVAR model outperforms the BVAR in all cases. The only alternative with a similar forecasting performance accuracy is the DSGE-AR model, which is superior for output and labour, and consumption for longer time horizons. The analysis conducted in this paper confirms previous results, highlighting that DSGE models with a deep theoretical background, combined with the flexibility of the standard VAR approach, can be a very useful tool in macroeconomic forecasting.
Conclusions
In this paper we propose a new approach to combining DSGE and VAR models. The proposed method is different from existing methods and consists of augmenting the space of the VAR with non-observables variables artificially generated by a DSGE model. The intuition behind our proposal is that DSGE models contain additional information about the underlying dynamics of actual data and that this information can be incorporated in an otherwise standard VAR model.
The results obtained from the forecasting exercise conducted for the Spanish economy show that the proposed Augmented (B)VAR model is superior to the alternative approaches in forecasting key macroeconomic variables of the economy being only challenged by the DSGE-AR model. We wish to stress that our method establishes a metric for comparing the forecasting performance of a DSGE model with other non-structural methods. Given that A(B)VAR models encompass their (B)VAR counterparts, we can attribute all the gains in forecasting accuracy to the artificial variables obtained from the DSGE model. What we have shown in the paper is just a simple example of what could be done with a larger scale DSGE model. It would be possible to assess the relative improvement in forecasting accuracy gained from augmenting the VAR with the additional variables derived from the larger scale DSGE model.
All the analysis conducted in the paper have been carried out using a very simple DSGE model. The choice of a small scale model is not random: it serves to check whether even a simple DSGE model specification can be useful as a forecasting tool. A natural extension to our work would be to consider richer DSGE models, in order to asses how the forecasting performance of DSGE models is related to the their scale. In principle, we would expect that forecasting performance of the DSGE models will increase with the scale. The power of DSGE models incorporating New Keynesian features to capture some salient features found in macroeconomic data has been successfully exploited by recent literature, improving our understanding of economic dynamics. In this sense, it would be of particular interest to apply the above analysis to the current workshorse New Keynesian DSGE model. The study of the forecasting performance of alternative more complex DSGE models with different size is part our current research agenda. Finally, our analysis supports the view, consistent with previous literature, that DSGE models are useful to policymakers for forecasting macroeconomic variables.
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