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Re´sume´ – Dans cet article, nous proposons une nouvelle me´thode pour l’estimation de l’aire d’ouverture de la bouche a` partir d’une se´quence
vide´o du mouvement des le`vres. Dans cette me´thode, nous exploiterons les diffe´rents degre´s de corre´lation entre les enveloppes acoustiques
et les mouvements visuels, reporte´ par Grant et Seitz 2000, pour e´tablir un mode`le mathe´matique d’un syste`me SIMO (Single-Input Multiple-
Output), ou` l’aire d’ouverture de la bouche est le “Single Input” inconnu que nous souhaitons estimer. Les e´nergies RMS (Root Mean Square)
dans les sous-bandes du signal de parole sont les “Multiple Outputs” observables du mode`le. Le signal d’entre´e inconnu peut eˆtre directement
estime´ en utilisant des techniques existantes de de´convolution aveugle. Les se´quences audiovisuelles, utilise´es pour les tests d’estimation, ont e´te´
enregistre´es par une “webcam” ordinaire. La moyenne des coefficients de corre´lation qui sont calcule´s entre les meilleures estimations de l’aire
d’ouverture de la bouche et celles mesure´es, sur un ensemble de 16 phrases en franc¸ais, est 0.73.
Abstract – In this paper, we propose a new method for estimation of area of mouth opening from a video sequence of the speaking person. In
this method, we exploit the different degrees of correlation between acoustic envelopes and visible movements, reported by Grant and Seitz 2000,
to establish a mathematical model of a Single-Input Multiple-Output (SIMO) system in which the area of mouth opening is the unknown Single
Input that we need to estimate. The subband Root Mean Square (RMS) energies of the speech signal are the observable Multiple Outputs of the
model. The unknown input signal can be directly estimated by using the existing blind deconvolution techniques. The audio-visual sequences
used for the estimation tests have been recorded by an ordinary webcam. The average of the correlation coefficients, calculated between the best
estimated area of mouth opening and the manually mesured one, on a set of 16 French sentences, is 0.73.
1 Introduction
Parmi les caracte´ristiques visuelles de la parole audiovisuelle,
les caracte´ristiques ge´ome´triques des le`vres sont suppose´es con-
tenir plus d’informations utiles pour la lecture labiale par hom-
me et par machine. Cependant, leurs extractions requie`rent des
algorithmes robustes souvent difficiles, et une importante charge
de calculs dans les sce´narios re´alistes. Compte tenu d’une se´-
quence audiovisuelle de la parole, les caracte´ristiques ge´ome´-
triques des le`vres peuvent ge´ne´ralement eˆtre estime´es en utili-
sant des me´thodes base´es sur les images [8] ou des me´thodes
de type “audio-to-visual mapping”. Une courte e´tude sur les
me´thodes de type “audio-to-visual mapping” pour l’estimation
des caracte´ristiques visuelles de la parole peut eˆtre trouve´e dans
[5], dans laquelle le mouvement facial est line´airement pre´dit
avec une corre´lation moyenne de 0.7 avec le mouvement me-
sure´. L’aire d’ouverture de la bouche est la zone contenue dans
l’inte´rieur du contour des le`vres (voir Fig. 1), et elle est l’une
des informations la plus utile pour la lecture labiale.
Dans cet article, nous proposons une nouvelle me´thode pour
l’estimation de l’aire d’ouverture de la bouche a` partir d’in-
formation acoustique du signal de parole en utilisant des tech-
FIG. 1 – L’aire d’ouverture de la bouche est de´finie comme
l’aire contenue dans l’inte´rieur du contour des le`vres.
niques de de´convolution aveugle. Dans [7], Grant et Seitz ont
de´montre´ que l’ame´lioration de la de´tectabilite´ de la parole
visuelle est lie´e au degre´ de corre´lation entre les enveloppes
acoustiques et les mouvements visibles des le`vres. Dans notre
approche, nous exploitons ces corre´lations pour e´tablir un mo-
de`le mathe´matique d’un syste`me SIMO (Single-Input Multiple-
Output) dans lequel l’aire d’ouverture de la bouche est le “Sing-
le Input” inconnu. Les e´nergies RMS (Root Mean Squared)
dans les sous-bandes du signal de parole sont les “Multiple
Outputs” observables du mode`le. Le signal d’entre´e inconnu
peut eˆtre estime´ directement en utilisant des techniques de de´-
convolution aveugle [1]. L’estimation de l’aire d’ouverture de
la bouche est re´alise´e sur les se´quences audiovisuelles courtes,
enregistre´es par une “webcam” ordinaire.
2 Formulation du proble`me et solution
2.1 Mode´lisation mathe´matique du proble`me
Un signal de parole, y(t), est de´compose´ en N signaux de
sous-bandes, yi(t), i = 1 . . . N , en utilisant un banc de filtres
de N -canaux :
y(t) ≈
N∑
i=1
yi(t) (1)
La corre´lation intrinse`que entre l’e´nergie RMS, xi(t), de l’i-
ie`me signal de sous-bande decompose´, yi(t), et l’aire d’ouver-
ture de la bouche, s(t), peut eˆtre mode´lise´e par la convolution
(∗) entre s(t) et la un filtre a` re´ponse impulsionnelle finie (FIR)
hi(t). Les canaux du syste`me sont suppose´s avoir des re´ponses
impulsionnelles finies. Par conse´quent, nous avons
xi(t) = hi(t) ∗ s(t) + ei(t) (2)
ou` ei(t) est l’erreur d’estimation correspondant a` la i-ie`me sous-
bande. Cette erreur repre´sente les composantes de xi(t) qui
sont non-corre´le´es avec (ou orthogonal a`) s(t). Donc, avec N
sous-bandes, nous avons N e´quations :
x1(t) = h1(t) ∗ s(t) + e1(t)
x2(t) = h2(t) ∗ s(t) + e2(t)
...
xN (t) = hN (t) ∗ s(t) + eN (t)
(3)
Le syste`me d’e´quations (3) repre´sente le mode`le d’un syste`me
SIMO (Single-Input Multiple-Output). Dans ce mode`le, l’aire
d’ouverture de la bouche, s(t), est le “Single-Input” inconnu et
les e´nergies RMS dans les sous-bandes, xi(t), i = 1, . . . , N ,
sont les “Multiple-Outputs” observables.
2.2 Solution du proble`me
L’estimation de l’aire d’ouverture de la bouche s(t) dans le
syste`me d’e´quations (3) peut eˆtre trouve´e en utilisant des tech-
niques de de´convolution aveugle. L’estimation directe du signal
inconnu s(t) dans (3) est un proble`me connu comportant un
certain nombre de solutions. Les solutions typiques telles que
les me´thode IS (Input Subspace), MRE (mutually referenced
equalizers), and LP (Linear Prediction) peuvent eˆtre trouve´es
dans [1].
La me´thode IS (input subspace), propose´e dans [9], est pour
identifier un syste`me SIMO a` re´ponse impulsionnelle finie (SI-
MO-FIR), lorsque seulement les sorties du syste`me sont pre´sen-
tes. En comparant a` d’autres me´thodes, cette me´thode est plus
efficace et elle n’exige aucune connaissance a` priori de la corre´-
lation du signal entre´e. De plus, cette me´thode donne des bons
re´sultats d’estimation meˆme pour des trames courtes du signal
[9]. Par conse´quent, ces avantages sugge`rent que l’IS serait une
bonne candidate pour la solution de notre proble`me d’estima-
tion. Dans cet article, nous appliquons la me´thode IS pour es-
timer l’aire d’ouverture de la bouche s(t) dans (3). La descrip-
tion mathe´matique de la me´thode peut eˆtre trouve´e dans [9, 1].
Cette me´thode ne´cessite une repre´sentation parame´trique mi-
nimale pour re´soudre le syste`me. Elle se base sur l’orthogona-
lite´ entre les sous-espaces signal et bruit, qui est exploite´e pour
construire un crite`re quadratique [9]. Sa minimisation donne
l’estimation de´sire´e a` un facteur d’e´chelle pre´s.
3 Donne´es et structure de banc de filtres
3.1 Donne´es audiovisuelles
Nous e´valuons notre me´thode sur les se´quences audiovisuel-
les enregistre´es par une “webcam” ordinaire. L’objectif est d’e´-
valuer la me´thode avec les donne´es n’e´tant pas de haute qua-
lite´. Les 16 phrases enregistre´es, en franc¸ais, sont se´lectionne´es
a` partir de la se´quence Laval43 de la base de donne´es ATR
[10]. Ces phrases sont lues conse´cutivement par un locuteur de
langue maternelle franc¸aise (F. Berthommier a` Gipsa-Lab, Gre-
noble), et sont enregistre´es dans une longue se´quence audiovi-
suelle, en utilisant une “webcam”. Puis, cette longue se´quence
est manuellement segmente´e dans 16 se´quences courtes (de 3
a` 5 secondes), chacune correspondant a` une phrase singulie`re.
La fre´quence d’e´chantillonnage vide´o est 25 images/seconde
alors que celle du signal audio est 11025 Hz. La “webcam” est
centre´e sur la re´gion de la bouche du locuteur pour capturer di-
rectement la re´gion d’inte´reˆt (Region Of Interest - ROI). Les
images capture´es sont de dimension 204 × 148 pixels. La Fig.
1 illustre un exemple de cette image.
3.2 Banc de filtres
Nous utilisons deux types de banc de filtres pour l’extraction
des e´nergies RMS dans les sous-bandes, xi(t), i = 1, . . . , N .
Le premier comprend des filtres quasi-rectangulaires en e´chelle
Bark et le deuxie`me comprend des filtres triangulaires en e´chelle
Mel. D’apre`s [7] et [3], les e´nergies RMS encode´es dans 4
sous-bandes sont optimales pour l’encodage de la redondance
audiovisuelle. Nous espe´rons que les re´sidus de la parole, en-
code´s dans les e´nergies des 4 sous-bandes, contiennent les in-
formations utiles pour estimer l’aire d’ouverture de la bouche.
La Fig. 2 fait apparaıˆtre les 4 filtres quasi-rectangulaires en
e´chelle Bark que nous utilisons pour l’extraction des e´nergies
RMS du signal de parole [3].
Le banc de filtres, avec les filtres triangulaires, comprend
20 filtres en e´chelle Mel [6]. Les 10 premiers filtres ont leurs
fre´quences centrales line´airement distribue´es de 0 a` 1 kHz alors
que les 10 derniers filtres ont leurs fre´quences centrales re´gulie`re-
ment distribue´es en e´chelle logarithmique, de 1 kHz a` la moitie´
de la fre´quence d’e´chantillonnage du signal de parole (11025
Hz). Nous utilisons deux formes de filtres pour savoir quels
filtres donnent les meilleurs re´sultats d’estimation.
FIG. 2 – Banc de filtres comprenant 4 filtres quasi-
rectangulaires, en e´chelle Bark [3]. Le signal de parole est
e´chantillonne´ a` 11025 Hz.
FIG. 3 – Banc de filtres comprenant 20 filtres triangulaires, en
e´chelle Mel, conforme´ment aux filtres utilise´s pour le calcul
des Mel Frequency Cepstral Coefficients (MFCCs) [6].
4 Estimation de l’aire d’ouverture de la
bouche
4.1 Extraction d’e´nergies RMS
Les e´nergies RMS dans les sous-bandes sont extraites de
toutes les trames de longueur 40 ms, avec 50% de chevau-
chement entre deux trames contigu¨es. Le feneˆtrage Hanning
est applique´ sur chaque trame. La fre´quence d’e´chantillonnage
d’e´nergies RMS est alors de 50 Hz. Supposons que xB =
xBi (t), i = 1, . . . , 4 et x
M = xMj (t), j = 1, . . . , 20 sont les
e´nergies RMS extraites par les filtres quasi-rectangulaires et
les filtres triangulaires, respectivement. Nous appliquons deux
manipulations sur xMj (t), j = 1, . . . , 20. Premie`rement, on uti-
lise un sous-ensemble d’e´nergies RMS x˜M = xMj (t), j =
12, . . . , 20 au lieu d’utiliser toutes les e´nergies de 20 sous-
bandes. Nous espe´rons que les e´nergies extraites dans les re´gions
de haute fre´quence de la parole donneront des meilleurs re´sultats
d’estimation [7]. Deuxie`mement, nous appliquons une analyse
en composantes principales (ACP) pour extraire les C premie`res
composantes principales, xP = xPj (t), j = 1, . . . , C, des e´ner-
gies RMS, xM . Puis, nous utilisons ces composantes princi-
pales dans l’algorithme de de´convolution aveugle. L’objectif
de l’utilisation des composantes principales est de re´duire la
redondance dans l’ensemble d’e´nergies initiales [11, 4].
4.2 Me´thode d’e´valuation du re´sultat
Supposons que ŝ(t) et s(t) sont respectivement les estime´es
et les vraies aires d’ouverture de la bouche. La vraie aire d’ou-
verture de la bouche, s(t), est extraite a` partir des images de
la se´quence vide´o, qui est synchronise´e avec la se´quence au-
dio. Sur une image de la se´quence vide´o, la largeur des le`vres,
A, et la hauteur des le`vres, B, sont calcule´es en se basant sur
les points manuellement marque´s de 1 a` 4 comme dans la Fig.
4. L’aire d’ouverture de la bouche, S, est approximativement
calcule´e en utilisant la formule S = 0.75AB [2].
FIG. 4 – Aire d’ouverture de la bouche, S, dans une image, ap-
proximativement calcule´e en utilisant la formule S = 0.75AB
[2].
Le coefficient de corre´lation de Pearson 1, R (ŝ(t), s˜(t)), est
utilise´ pour e´valuer le re´sultat d’estimation. Il est calcule´ entre
la vraie aire d’ouverture de la bouche, s˜(t), et celle estime´e,
ŝ(t) ; s˜(t) est la vraie aire d’ouverture de la bouche apre`s inter-
polation line´aire (longueur identique pour ŝ(t) et s˜(t)).
4.3 L’algorithme d’estimation et re´sultat
L’algorithme complet pour l’estimation de l’aire d’ouverture
de la bouche est pre´sente´ dans Fig. 5. Un filtrage temporel
est applique´ pour lisser et e´liminer les fre´quences non-de´sire´es
dans le signal obtenu apre`s la de´convolution aveugle. Le filtre
pour le filtrage temporel est un filtre passe bas de Butterworth
du quatrie`me ordre, qui a une fre´quence de coupure tre`s basse
de 3.5 Hz, a` la limite supe´rieure de la dynamique du mouve-
ment oro-facial.
FIG. 5 – Algorithme d’estimation de l’aire d’ouverture de la
bouche a` partir d’information acoustique du signal de parole
en utilisant la technique de de´convolution aveugle (la me´thode
IS - Input Subspace).
1http://en.wikipedia.org/wiki/Pearson_
product-moment_correlation_coefficient
L’estimation de l’aire d’ouverture de la bouche est effectue´e
sur 16 se´quences audio courtes de longueur de 3 a` 5 secondes,
chacune correspondant a` une simple phrase. Les coefficients de
corre´lation,R (ŝP (t), s˜(t)),R (ŝM (t), s˜(t)), etR (ŝB(t), s˜(t)),
entre les aires d’ouverture de la bouche estime´es, ŝP (t), ŝM (t),
et ŝB(t), respectivement, et la vraie aire d’ouverture de la bou-
che s˜(t), sont illustre´s dans la Fig. 6. Les valeurs maximales des
coefficients de corre´lation, max(R (ŝP (t), s˜(t)) , R (ŝM (t), s˜(t))
, R (ŝB(t), s˜(t)), atteintes par l’un des trois coefficients, pour
chaque phrase, sont aussi repre´sente´es dans la Fig. 6.
FIG. 6 – Les coefficients de corre´lation de Pearson, calcule´s
entre l’aire d’ouverture de la bouche estime´e et celle mesure´e,
pour 16 phrases.
FIG. 7 – L’aire d’ouverture de la bouche estime´e pour la phrase
“J’aimais obe´ir a` mes parent”. Le coefficient de corre´lation
entre la vraie aire d’ouverture de la bouche et celle estime´e est
R (ŝP (t), s˜(t)) = 0.82.
La Fig. 6 montre que ŝP (t) est le meilleur re´sultat d’estima-
tion en terme de moyenne des coefficients de corre´lation (0.73
par rapport a` 0.68 et 0.61 de ŝM (t) et ŝB(t), respectivement).
Il est aussi le plus stable en terme de l’e´cart-type (0.06 par rap-
port a` 0.08 et 0.13 de ŝM (t) et ŝB(t), respectivement). La Fig.
7 illustre un exemple de l’aire d’ouverture de la bouche estime´e
de la phrase “J’aimais obe´ir a` mes parents.”, 15-ie`me phrase
dans l’ensemble de 16 phrases (voir Fig. 6). Dans cet exemple,
les entre´es de l’algorithme de de´convolution aveugle sont les
10 premie`res composantes principales de xM .
5 Conclusion
Cet article propose une nouvelle me´thode d’estimation de
l’aire d’ouverture de la bouche a` partir d’information acous-
tique du signal de parole en utilisant des techniques de de´convo-
lution aveugle. Les principaux avantages de cette me´thode sont
sa simplicite´ et son faible couˆt de calcul. Les estimations ef-
fectue´es sur les se´quences audiovisuelles, enregistre´es par une
“webcam”, sont prometteuses. Actuellement, l’utilisation de la
me´thode IS n’est pas encore comple`tement automatique car
elle exige des parame`tres a` priori, notamment l’ordre du mode`le
SIMO-FIR. Les travaux futurs se concentreront sur le calcul au-
tomatique de l’ordre du mode`le SIMO-FIR et sur l’ame´lioration
des performances de la me´thode.
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