One of the major objectives of the Automotive Research Center (a US Army TACOM Center of Excellence for the modelling and simulation of ground vehicles at the University of Michigan) is to develop new methodologies for advanced structures and materials for next-generation ground vehicles. Several major developments in this area are detailed in this paper. First, an advanced topology optimisation technique is presented, which provides a tool for laying out new, conceptually advanced designs for vehicle structures, or substructures, to achieve the lower weight and higher performance requirements for next-generation ground vehicles. Second, a 'sizing' design optimisation process is presented for detailed design changes in order to improve the vibrant-acoustic response of a complex vehicle structure. This process incorporates efficient analysis and sensitivity analysis capabilities for vibro-acoustic systems. In addition, a component-based technique is presented for generating reduced-order models of a vehicle structure in order to lower the computational costs of vibration analysis. This technique is also extended to analysing vibration transmission in a complex vehicle structural system to determine the power flow among components and the effect of parameter uncertainties. Finally, an energy boundary element analysis method is presented for efficient and accurate high-frequency noise analysis, which extends the capability for predicting the acoustic field around the vehicle due to various sources.
In this two-part study, several major research developments related to these topics are presented. In this paper, the basic theories and formulations are covered. In the companion paper, applications to example vehicle structures are shown.
Major developments
To address the issues stated in the previous section, several developments have been carried out, four of which will be detailed in this paper. First, an advanced topology optimisation technique is presented for generating concept designs of new vehicle structures. This technique provides capabilities for laying out novel, conceptually advanced designs for vehicle structures or substructures to achieve the goals of reduced weight and increased performance. Second, a 'sizing' design optimisation process is described for achieving detailed design changes in order to improve the vibration and noise response of a complex vehicle structure. This development includes efficient prediction and sensitivity analysis capabilities for vibrant-acoustic systems. Third, a component-based reduced order modelling (ROM) technique is presented that allows efficient vibration analysis. This technique is also extended for analysing vibration transmission in a vehicle structural system in order to determine the power flow between components and to predict the effect of parameter uncertainties. Fourth, an energy boundary element analysis (EBEA) method for high-frequency noise analysis is covered. This EBEA method extends the capabilities for predicting the acoustic field around the vehicle due to various noise sources.
Topology optimisation for innovative concept design of vehicle structure
A breakthrough technique for the topology optimisation of structural systems was introduced in 1988 (Bendsøe, and Kikuchi, 1988) , and it is known as the homogenisation design method. In this method, the topology optimisation problem for a structure is transformed into an equivalent problem of optimum material distribution by considering both the 'microstructure' and the 'macrostructure' in the design domain. The topology optimisation technique overcomes the barrier posed by the concept design process of a structure and makes it possible to obtain a truly optimum design that is independent of the initial guess for the structural topology. This technique has been applied to many different problems, including both structural designs and material designs. In the current research, the topology optimisation technique is extended to optimise a chassis frame structure in a truck system. A multi-domain, multi-step topology optimisation technique is developed, which allows the designer to control better the material distribution in the optimisation process and to improve significantly manufacturability of the final design. From an initial study of the truck system, it was determined the peak resonant noise inside the cabin of the truck was due to an in-plane vibration mode of the chassis frame. It is shown that the chassis frame design will have the major influence on the peak noise predicted. To demonstrate the feasibility of the topology optimisation technique, a twodimensional design problem is considered for laying out conceptually novel designs for achieving desired in-plane eigenmodes that result in reduced vibration and noise.
NVH design sensitivity analysis and optimisation using a finite elementboundary element approach
The objective of this research initiative is to provide design sensitivity analysis and optimisation capabilities for NVH problems of wide frequency range. The NVH design sensitivity analysis tool will enable the design of vehicles with better ride quality, and it can be used to ensure the ride quality when the vehicle weight is minimised in order to achieve the fuel efficiency. In military applications, controlling NVH is necessary for combat ability of the personnel inside the vehicle and for protecting onboard instruments from harsh off-road conditions. This may also provide a means for managing the acoustic signature of the vehicle so that it cannot be detected by the enemy. An efficient and accurate design sensitivity analysis (DSA) method has been developed using a sequential adjoint variable approach for NVH models based on finite element analysis (FEA) and boundary element analysis (BEA). The adjoint load is obtained from the boundary element re-analysis, and the adjoint response is obtained from structural finite element re-analysis. The design variables used in the optimisation process can be a wide range of modelling parameters, including thickness of the panels that form the body structure, material properties of the structure, and many others. Sensitivities obtained for the structural-acoustic system are then utilised in an optimisation process for given objectives and constraints, which will be discussed in detail in Section 3.2. This new capability has also been extended to include a new model reduction technique, which will be detailed in the next subsection.
Reduced order modelling technique
A technique has been developed for generating reduced-order models (ROMs) of vibration and for predicting power flow from a finite element model of arbitrary size and complexity. This method is based on component mode synthesis, but in addition to the classical component modes, an additional set of modes, called the characteristic constraint (CC) modes, is employed. By truncating the set of CC modes, highly efficient yet accurate models of vibration and power flow can be generated for a selected frequency band, including the mid-frequency range. The CC-mode-based ROM can then be integrated with the design sensitivity analysis method mentioned previously to achieve better efficiency for both sensitivity analysis and structural re-analysis in an optimal design process.
The size of the ROMs may be selected based on the frequency range of interest as well as the desired accuracy and efficiency. The ROM basis is used as a framework for analysing structural vibration, calculating power flow between components, and estimating the effect of parameter uncertainties on the vibratory response. For predicting the influence of uncertainties (e.g. manufacturing tolerances) on the system response, each modal response is expanded in a series of globally orthogonal polynomials or locally linear interpolation functions (finite elements) in the uncertain parameters, and the system equations are derived using the Galerkin method. This allows one to compute the ensemble-averaged power flow based on the ROM. The new technique provides a simulation capability for predicting vibratory response of vehicles and vehicle components, enables the prediction of the effect of parameter uncertainties, supports the assessment of vehicle noise, and supports design sensitivity analysis and optimisation of vehicle structures.
Energy boundary element analysis (EBEA) method for high-frequency analysis of acoustic field
The objective of this research initiative is to develop a new formulation for structural acoustic computations of complex vehicle structures that are comprised of stiff and flexible members that demonstrate, respectively, low and high modal overlap. Energy boundary element analysis (EBEA) constitutes a new formulation for computing highfrequency acoustic radiation. It has been utilised in evaluating the airborne noise in the vicinity of the vehicle and for making a comparison of the airborne acoustic field between a conventional and a hydraulic hybrid truck. EBEA provides a significant improvement over the popular statistical energy analysis (SEA) approach for highfrequency exterior acoustic analysis. SEA approximates an exterior domain as an assembly of several enclosed cavities and requires the definition of artificial damping and non-physical coupling loss factors between subsystems. The new EBEA formulation eliminates all these approximations. In addition, a hybrid FEA development effort (Vlahopoulos and Zhao, 1999; Hong, and Vlahopoulos, 2003) is continued for coupling conventional FEA with energy finite element analysis (EFEA). Analyses are performed using a conventional dense FEA model and a hybrid FEA approach for an assembly of plates spot-welded on a frame structure. Results from the two methods are compared successfully in the mid-frequency range. 
Integration of methodologies and application to a case study
Figure 1 illustrates how the methodologies described above were integrated and applied to a case study of a pick-up truck. This case study will be discussed in detail in the second part of this paper.
Basic theories
In this section, the basic theories are presented for the research developments described in the previous section 
Topology optimisation
A topology optimisation technique was developed by Bendsøe and Kikuchi in 1988 , and it has since become known as the homogenisation-based topology optimisation method. The basic idea in this technique is to transform the optimal topology design problem into an equivalent Optimal Material Distribution (OMD) problem, using a composite material that has a variable microstructure (Bendsøe and Kikuchi, 1988,5) . As shown in Figure 2 (a), consider that the structural domain is filled with a non-homogeneous composite material with a variable microstructure. As a simplification, consider a planestress problem, and assume that the microstructure is formed inside an empty rectangle in a unit cell with three design variables a, b and θ. Here, a and b are the sizes of the microstructure, and θ is the orientation of the microstructure. In the optimisation process, the microstructure can vary between 'empty' and 'solid' using the design variables a and b, and it can be rotated using the orientation variable θ. The microstructure becomes a complete void when a = b = 0, and a complete solid when a = b = 1. Therefore, if one assumes that the total amount of the material -which is prescribed for the design problem at hand -remains constant in the optimisation process, then the material will be moved from a region of the structural domain into another region to produce a new distribution of the material, as depicted in Figure 2 (b). By moving and orienting the material so as to improve the objective function of the optimisation problem, one can finally obtain an OMD that corresponds to the optimal structure. This approach can be easily extended to deal with a three-dimensional problem. The topology optimisation method described above has been applied to various areas, including structural design and material design. It has also been used in the design of structures, materials, and micro-electro-mechanical system (MEMS), for achieving static stiffness, mechanical compliance, desired eigenfrequencies, reduced dynamic response, desired material properties, unusual thermo-elastic properties and other objectives (Ma, Z.-D., Kikuchi, N. and Hagiwara, I., 1993; Nishiwaki, et al., 1998) . Basic formulations for the homogenisation-based topology optimisation method can be found in (Bendsøe and Kikuchi. 1988 ) for a static problem and in for dynamic problems. The topology optimisation technique developed in (Bendsøe and Kikuchi. 1988; has been extended to a multi-step multi-domain topology optimisation (MMTO) method Wang, et al., 2003) . In contrast to single-domain topology optimisation, in which a given amount of the material is assigned to the entire design domain, MMTO allows the designer to assign different amounts of the material, or even different materials, to the different subdomains of the structure. For example, Figure 3 shows a structural domain divided into several subdomains, where a certain amount of the material A is distributed into Subdomain 1, and a different amount of the material B is distributed into Subdomain 2. Furthermore, Subdomain 3 is considered as a non-design domain, where the material distribution is not allowed to change at the current design stage.
In the general case, the optimisation problem of the MMTO can be written as
where f = f(X) denotes the objective function, which can be the compliance (or static stiffness) (see, e.g. (Bendsøe and Kikuchi, 1988) ), the mean eigenvalue (see Ma et al., 1994; , the frequency response (see Ma et al., 1993) , the mutual energy (Fecker et al. 1997; Kikuchi et al., 1998; Nishiwaki et al., 1998) , or a combination of the objectives aforementioned, or any others; h j denotes the j-th constraint function for the volume (or weight) of the j-th substructure in the j-th subdomain (where j = 1,2,…,m); X = {x 1 , x 2 ,…, x n } T denotes the vector of the design variables; and j x and j x are the lower and upper bounds of design variable x j , respectively. Note that f(X) in Equation (1) also needs to satisfy the state equations for the structural problem at hand. These state equations may include, for example, the static equilibrium equation, the equation that defines the free vibration eigenvalue problem, or the equation for the dynamic response. The optimisation problem, Equation (1), usually involves a huge number of design variables, thus requiring a highly efficient optimisation algorithm. Because traditional mathematical programming methods are not practical for dealing with such a large number of design variables, optimality criteria (OC) methods (e.g. Berke and Khot, 1987) and sequential approximate optimisation (SAO) methods, such as SLP (Sequential Linear Programming), SQP (Sequential Quadratic Programming), and CONLIN (Convex Linearisation (Fleury and Braibant., 1986) , were employed for solving the problem. developed a general SAO (GSAO) method, which can be considered as an enhancement and generalisation of the previous OC and SAO algorithms, and which includes the aforementioned algorithms as special cases. The GSAO method is used here.
The general updating rule for the GSAO algorithm can be written as 1 ( ) ( 1, 2,..., )
where k i
x denotes the value of the design variable x i at the previous (k-th) iteration step,
+ denotes the updated value of the design variable x i at the current (k+1 th) step, and is a function defined by solving the following equation:
where
+ is the solution of Equation (3) 
where , ,
Here λ j is the so-called Lagrange multiplier (or dual variable) that is related to the j-th constraint of Equation (1); it is obtained by solving a dual problem of Equation (1) as discussed in . Note that ξ i , ζ ji , c i and e ji are parameters which define different updating rules for the GSAO algorithm. For instance, the GSAO updating rule 3 (which is an extension of the OC algorithm) is obtained by assuming e ji = c i and
where 1 1 and
Note that the original OC algorithm (e.g. that used in (Bendsøe and Kikuchi, 1988) ) is a special case of Equations (5) and (6) when c i = 0 and m = 1. More updating rules can be obtained from the GSAO method using updating Equation (2). For instance, GSAO updating rule 1 is an extension of the CONLIN algorithm proposed by Fleury and Braibant (1986) , GSAO updating rule 2 is an extension of the MMA algorithm proposed by Svanberg (1987) , and GSAO updating rule 4 is an extension of the DSQP algorithm proposed by Fleury (1987) .
NVH design sensitivity analysis and optimisation using FEA and BEA
Design sensitivity analysis (DSA) is an essential process in the gradient-based structural optimisation process, for example, in the optimisation process mentioned in the previous subsection. Here, a sequential structural-acoustic design sensitivity analysis method is presented in which structural and the acoustic behaviors are de-coupled. The method based on the continuum forms is briefly described. The original development work and a more detailed formulation can be found in Kim et al. (2002) ; Kim et al. (2001); and Choi et al. (1997) .
First, using the continuum energy forms, the variational equation for the frequency response of a structural system can be written as:
where ω denotes excitation frequency, φ is the structural damping coefficient, and semi-linear forms can be found in Kim et al. (2002) .
(1 ) / j j κ φ = + ω Then using a boundary element method (Ciskowski and Brebbia, 1991) , the sound pressure at any point inside the acoustic cavity due to structural velocity field, v, can be calculated as
where p is the sound pressure at any point x 0 , p s is the sound pressure vector at the surface of the structural domain, b(x 0 ;•) and e(x 0 ;•) are linear integral forms that correspond to the BEM governing equation Kim, et al. (2002) , constant α is equal to 1 for x 0 inside the acoustic volume, 0.5 for x 0 on a smooth boundary surface, and 0 for x 0 outside the acoustic volume. The sound pressure p s on the structural surface can be obtained by evaluating Equation (8) on the structural surface as
where, A(•) and B(•) are the corresponding integral forms in Equation (8) evaluated at structural surface. After discretisation of Equation (8), the sound pressure inside the acoustic volume can be expressed by
where A, B, b, e are the matrices or vectors corresponding to the linear integral forms, and η is the so-called first adjoint variable vector. The first adjoint variable vector is used in calculating the acoustic response and then the adjoint load, and it is the solution of the following linear algebraic equation
Here η is only a function of the geometry of the acoustic cavity and properties of the sound field, and it is independent of the excitations in the system. The term L ( ) in Equation (10) is the so-called adjoint load, since it will be used in Equation (15) as a load vector for obtaining the second adjoint variable vector. In addition, L has an important physical meaning: each element in L represents the contribution to the sound pressure of a unit velocity excitation at a corresponding structural node.
For an acoustic performance measure inside the acoustic cavity, differentiating Equations (8) and (7) ; ;
and ( ) Kim, et al. (2002) . A standard sensitivity calculation procedure is then obtained as follows. First, Equation (13) 
then Equation (12) can be simplified as
, λ v Note that both adjoint variable vectors, η defined in Equation (11) and λ defined in Equation (15), are independent of the design variable. And λ * in Equation (15) is the complex conjugate of the adjoint variable λ due to the sesqui-linear form of d u (•,•) and a u (•,•) (Kim, et al., 2002) . Therefore, Equations (11) and (15) only need to be solved once regardless of how many design variables are used in the design problem. Solving Equations (11) and (15) are the major calculations in the sensitivity analysis process. When a large number of design variables are used, which is the usual case in a structural optimisation problem, significant savings can be obtained in terms of the computational cost. This is the major benefit from the use of the adjoint variables. More detailed discussions regarding this can be found in Kim, et al. (2002) .
Also note that if the selected design variable only affects the properties of a substructure, a component in the structural system, then from Equation (16) 
More detailed descriptions of the sensitivity of different performance measures and its calculation method can be found in Kim, et al. (2002) . Figure 4 illustrates the analysis and sensitivity analysis for the structural-acoustic system. Furthermore, Figure 5 summarises the actual computational procedure used for the design sensitivity analysis and optimisation (DSO), where DOT stands for Design Optimisation Tool. 
Reduced order modelling (ROM) technique
The methodology of using characteristic constraint (CC) modes to generate a reduced order model for vibration analysis is now briefly described. First, the vehicle structure is divided into a set of substructures, which are also called component structures. For the truck considered in this study, the finite element (FE) model of the vehicle is partitioned into six substructures as shown in Figure 6 . These six subsystems are referred to as: (1) cabin; (2) left door; (3) right door; (4) rail, which contains rails, front wheels, and bed; (5) front, which contains hood, wheelhouses, fenders, and radiator; (6) powertrain, which contains rear wheels and engine. Next, the mass and stiffness matrices from the component finite element models are partitioned into several sets of DOF: the interior DOF of each component, and the DOF in the interface between components. Then, the Craig-Bampton method (Craig, and Bampton, 1968 ) is used to generate a component mode synthesis (CMS) model of the global structure. This method utilises two sets of substructure modes: component normal modes,
, which are the modes of each component with the interface held fixed; and constraint modes, , which are the static shapes induced by a unit displacement of each interface DOF with all other interface DOF held fixed.
Based on the constraint-mode and normal-mode coordinates, the velocity vector, , of the Craig-Bampton CMS model may be written as
where the subscripts refer to individual substructures and is the number of substructures contained in the global structure. The corresponding CMS mass and stiffness matrices have the following form To generate a low-order model, a secondary modal analysis is performed on the constraint-mode DOF:
These eigenvectors, β is the matrix that maps the global interface DOF, , to the local DOF, . The vectors are referred to as the characteristic constraint (CC) modes, since they are eigenvector-based linear combinations of constraint modes that provide a set of characteristic displacement shapes for the interface .
The CMS model can now be transformed to a reduced order model (ROM) by selecting a truncated set of CC modes for the frequency range of interest, and then using these vectors to project the CMS matrices onto the reduced basis. The velocity vector is now of the form:
where the superscript CC indicates the partition associated with the CC modes. The reduced-order CMS model of Equation (7) can be expressed by
The mass matrix, M ROM , the stiffness matrix, K ROM , and the applied force vector, f ROM , can be explicitly written as 
Now, every matrix partition has been reduced by some form of modal analysis. It should be noted that the ROM can be used not only to calculate the vibration response, but also the vibration energy that is transmitted between component structures, which is referred to as the power flow. Using power flow analysis, the energy levels of the substructures can be calculated, and the paths of vibration transmission from the source to key response points can be identified. This information can also be used for design sensitivity analysis and optimisation.
Since the power is transmitted between substructures through the interface motion, the power flow is described only by the CC modes in this ROM. However, in order to perform efficient computations, the power flow may be projected onto the global modes of the ROM. First, an eigen-analysis is performed
where the eigenmatrix can be partitioned as 1 2
Then Equation (25) can be transformed to
For time-harmonic excitation, the power flow can be formulated in terms of v
where i C is the damping of the substructure i projected onto the global modes of the
where is the impedance matrix of substructure i associated with CC modes, and is the impedance matrix of substructure i associated with component modes. In addition,
where f is the applied force for the CC-mode coordinates of substructure i.
CC i 3.4 Energy boundary element analysis (EBEA)
In this subsection, an energy boundary element analysis (EBEA) formulation is presented for computing high-frequency acoustic radiation from incoherent intensity boundary conditions defined on the surface of the radiator. The frequency-averaged acoustic energy density and intensity constitute the primary variables for EBEA. The corresponding integral formulation is derived based on the governing integral equation of the conventional boundary element method (BEM) (Chen, and Schweikert, 1963; Brebbia, et al., 1984) . The basic assumption in deriving the EBEA formulation is that the infinitesimal energy sources on each element are incoherent among different elements. This assumption is in line with the existing high-frequency statistical energy analysis (SEA) (Lyon, 1975) and energy finite element analysis (EFEA) Zhang, et al., 2002; Zhang, et al., 2001) formulations, and it is also necessary in order to potentially utilise the incoherent acoustic power computed by the EFEA analysis on the outer part of a structure as a boundary condition for predicting the radiated acoustic field.
The EBEA numerical formulation is developed by placing a continuous distribution of incoherent infinitesimal energy sources on the surface of the radiator. The acoustic power on each element comprises the prescribed boundary conditions of the EBEA. The EBEA is employed in this work for computing the high frequency acoustic field around the vehicle. This information can be used in the future as excitation for an airborne interior noise analysis (Wang, et al., 1999) .
The EBEA formulation is developed from the integral formulas for the acoustic pressure or velocity of the conventional boundary element method. First, the acoustic energy density and intensity at a field point Y is time-averaged over a period and expressed in terms of the acoustic velocity and the acoustic pressure as (Pierce, 1981) :
where ρ is the density of the acoustic medium, subscript 'Y' indicates a quantity associated with a field point Y, c is the speed of the sound in the medium, and are the acoustic velocity and the acoustic pressure, respectively, 
and
Since the ensemble averaging in the high-frequency methods is considered equivalent to frequency averaging (Lyon, 1975; Vlahopoulos, and Zhao, 2001; Keane, 1993; Wester, and Mace, 1996; Andrew, and Kirlin, 2000) , and I are equivalent to the time-averaged (over a period) and frequency-averaged (over 1/3 octave band) energy density and intensity at a field point Y.
Y e Y In the conventional indirect boundary integral method, the acoustic pressure at any field point Y exterior to the structure is expressed as (Chen, and Schweikert, 1963; Brebbia, et al., 1984) ( ) ( )
where S is the surface of the structure, P denotes the point located on the surface S, is the complex source strength amplitude at P,
is the Green's function for the three-dimensional infinite domain, r is the distance between points P and Y, and k is the wavenumber. The acoustic velocity vector can be obtained from the acoustic pressure
where:
E denotes the unit vector from P to Y.
Equations (40) and (41) 
The latter expressions are introduced in Equations (38) and (39) in order to develop the equations for the primary variables of the EBEA formulation. The acoustic pressure square is calculated as:
 is non-zero only for P P ′ ′′ = (Andrew, and Kirlin, 2000; Li, and Pascal, 1998 
In Equation (44) the double integral is reduced to a single integral due to the zero cross terms in E P . The constant ( ) ( ) 
Substituting Equations (44) and (45) 
Similarly, substituting Equation (46) into Equation (39), results in
In Equations (47) and (48), the term 2 2 µ ρ ω is a frequency-dependent term. The strength density of the energy source or sink can be defined as the product of this frequency-dependent term and ( )
where denotes the strength density of the energy source. Thus, Equations (47) and (48) can be written in their final form as:
Equations (50) and (51) constitute the basic integral equations of the EBEA formulation. The acoustic energy density and intensity at any field point exterior to the structure can be determined by Equations (50) and (51), respectively. Comparing to the conventional indirect boundary integral method, the Green's functions for the time and frequency averaged acoustic energy density and intensity in the free field can be obtained from above two integrals, respectively ( ) 2 2 4 2 2 P,Y 64 32
To develop a numerical solution, the surface S of the radiator (Figure 7 ) is divided into n quadrilateral or triangular elements. Incoherent infinitesimal energy sources or sinks are distributed on every element. In this work, the source strength density on each element is considered to be constant. Equations (50) and (51) can be rewritten in the discrete form as:
( 1, 
where S j indicates the surface of element j as shown in Figure 7 , ξ is an arbitrary point on the element j. On each element, the source strength density σ j is constant and can be factored outside of the integral. In order to develop the numerical system of equations that will allow to compute the values of the sources and sinks σ j over the model, the field point Y is placed on an element q on the outer surface of the radiator and Equation (55) provides the integral equation for the intensity on the element q. In order to avoid the singular integration within the element q in Equation (55), the definition of the averaged acoustic power radiated by element q itself is employed . Since the radiated acoustic power from each element comprises the prescribed boundary condition, the time and frequency averaged intensity on an element integrated over the area of the element must result into the prescribed radiated acoustic power:
where i P is the prescribed boundary condition on element i, is the normal (outward of the structure) vector of the element i. Substituting Equation (55) 
For any set of prescribed boundary conditions, the values of the acoustic energy source strength density on each element can be obtained by solving Equation (57). Then by employing Equations (54) and (55), the time and frequency averaged acoustic energy density and intensity can be determined at any field point in the acoustic medium.
Conclusions
In this paper, several new methodologies have been presented for the design and virtual prototyping of advanced structures. An improved topology optimisation technique can lay out novel, conceptually advanced designs for vehicle structures or substructures to achieve the goals of lightweight and high-performance in next-generation ground vehicles. A 'sizing' design optimisation process can then be used to determine more detailed design changes of the vibration-noise system in dealing with a complex vehicle structure. The new FEA-BEA sensitivity analysis method with sequential adjoint variable vectors can significantly improve computational efficiency of the sensitivity analysis and thus the optimisation process. A component-based modelling technique can greatly reduce the size of the vehicle vibration models, and it can also be used to predict the power flow between substructures as well as the effect of parameter uncertainties on the system response. Finally, an energy boundary element analysis method can be used for efficient and accurate high-frequency noise analysis, which extends the capability for predicting the acoustic field around the vehicle due to various sources. In the companion paper, these methodologies will be applied to a case study of a pick-up truck.
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