Abstract. In this paper, we introduce and study non-local Jacobi operators, which generalize the classical (local) Jacobi operator. We show that these operators extend to the generator of an ergodic Markov semigroup with a unique invariant probability measure and study its spectral and convergence properties. In particular, we give a series expansion of the semigroup in terms of explicitly defined polynomials, which are counterparts of the classical Jacobi orthogonal polynomials. In addition, we give a complete characterization of the spectrum of the non-self-adjoint generator and semigroup. We show that the variance decay of the semigroup is hypocoercive with explicit constants, which provides a natural generalization of the spectral gap estimate. After a random warm-up time, the semigroup also decays exponentially in entropy and is both hypercontractive and ultracontractive. Our proofs hinge on the development of commutation identities, known as intertwining relations, between local and non-local Jacobi operators/semigroups, with the local Jacobi operator/semigroup serving as a reference object for transferring properties to the non-local ones.
Introduction
In this paper we study the non-local Jacobi operators given for suitable functions f on [0, 1] by
where J µ is the classical Jacobi operator
and ⋄ denotes the product convolution operator
f (r)h(xr −1 )r −1 dr with λ 1 , µ, and the function h satisfying Assumption 1 below. The classical Jacobi operator is a central object in the study of Markovian diffusions. For instance, it is a model candidate for testing functional inequalities such as the Sobolev and log-Sobolev inequalities, see for instance the papers by Bakry [4] and Fontenas [25] . When µ = genetics, under the name Wright-Fisher diffusion, see e.g. Ethier and Kurtz [24, Chapter 10] and the works by Griffiths et al. [28, 27] , Huillet [30] , and Pal [37] , and in finance, see e.g. Delbaen and Shirikawa [19] and Gourieroux and Jasiak [26] . Due to the non-local part of J and its non-self-adjointness as a densely defined and closed operator in L 2 (β) with β denoting the invariant measure of the corresponding semigroup, a fact that is proved below, the traditional techniques that are used to study J µ seem out of reach. Nevertheless, our investigation of J yields generalizations of the classical and substantial results mentioned above. A central tool in our developments is the notion of an intertwining relation, which is a type of commutation relationship for linear operators. Fixing λ 1 and for some parameters µ, µ to be specified below, we develop identities of the form JΛ = ΛJ µ , and V J = J µ V on the space of polynomials, the first of which allows us to prove that J generates an ergodic Markov semigroup Q = (Q t ) t 0 with unique invariant probability measure β. We also establish, for t 0,
and L 2 (β), respectively, where Λ : L 2 (β µ ) → L 2 (β) and V : L 2 (β) → L 2 (β µ ) are bounded linear operators. These latter identities are crucial for obtaining the spectral theory, convergenceto-equilibrium, hypercontractivity, and ultracontractivity estimates for Q.
The paper is organized as follows. We state our main results in Section 2. All proofs are given in Section 3 and a specific family of non-local Jacobi semigroups is considered in Section 4. Finally we collect known results on the classical Jacobi operator, semigroup, and process in Section 5.
Main results on non-local Jacobi operators and semigroups

Preliminaries and existence of Markov semigroup.
In this section we state our main results concerning the non-local operator J defined in (1.1). We write R + = (0, ∞) and 1 for the indicator function, and throughout we shall operate under the following assumption.
Assumption 1. The function h : (1, ∞) → [0, ∞) is such that Π(dr) = −(e r h(e r )) ′ dr is a finite, non-negative Radon measure on R + , and ℏ = ∞ 1 h(r)dr < ∞. Furthermore, if h ≡ 0, λ 1 > 1 {µ<1+ℏ} + µ and µ > ℏ, while otherwise λ 1 > µ > 0.
Anticipating the results of Theorem 2.1 below, we already mention that the càdlàg realization of the Markov semigroup Q has downward jumps from x to e −r x, r, x > 0, which occur at a frequency given by the Lévy kernel Π(dr)/x, see Lemma 3.1 and (3.1) below. Note also that, for h ≡ 0, we have ℏ > 0 and thus λ 1 > 1. Next, we consider the convex, twice differentiable and eventually increasing function Ψ : [0, ∞) → R given by (2.1)
which is easily seen to always have 0 as a root, and has a root r > 0 if and only if µ < 1 + ℏ. Set (1 − r −u )h(r)dr, and we note that both φ and J are uniquely determined by λ 1 , µ, and h so that, for fixed λ 1 , there is a one-to-one correspondence between φ and J. As we show in Lemma 3.2 φ is a Bernstein function, i.e. φ : [0, ∞) → [0, ∞) is infinitely differentiable on R + and (−1) n+1 d n du n φ(u) 0, for all n = 1, 2, . . . and u > 0, see Bertoin [8] and the book by Schilling et al. [48] for a thorough exposition on Bernstein functions and subordinators. Any Bernstein function φ admits an analytic extension to the right half-plane {z ∈ C; ℜ(z) > 0}, see e.g. Patie and Savov [40, Chapter 4] , and we write W φ for the unique solution, in the space of positive definite functions, to the functional equation W φ (z + 1) = φ(z)W φ (z), ℜ(z) > 0, with W φ (1) = 1, and we refer to Patie and Savov [39] for a thorough account on this set of functions that generalize the gamma function, which appears as a special case when φ(z) = z. In particular, for any n ∈ N, where the last equality serves as a definition for the notation β[f ]. It is then classical, see either Bakry et al. [5] or Da Prato [18] , that given a Markov semigroup on C([0, 1]) with invariant probability measure β one may extend it to a Markov semigroup on L 2 (β), the weighted Hilbert space defined as
Such a semigroup is said to be ergodic if, for every f ∈ L 2 (β), lim T →∞
Next, for any x ∈ [0, ∞) and a ∈ R \ {0, −1, −2, . . .} we write (a) x to denote the Pochhammer symbol (a) x = Γ(a + x) Γ(a) .
Writing P for the algebra of polynomials and letting p n (x) = x n we define formally the following sequence, for any n ∈ N, (2.5) β[p n ] = (r 1 ) n (λ 1 ) n Theorem 2.1.
(1) The sequence (β[p n ]) n 0 is a determinate Stieltjes moment sequence of an absolutely continuous probability measure β whose support is [0, 1], with a continuous density that is positive on (0, 1).
(2) The extension of J to an operator on L 2 (β), still denoted by J, is the infinitesmal generator, having P as a core, of an ergodic Markov semigroup Q = (Q t ) t 0 on L 2 (β) whose unique invariant measure is β.
The proof of Item (2) makes use of an intertwining relation stated in Proposition 3.1, which is an original approach to showing that the assumptions of the Hille-Yosida-Ray Theorem are fulfilled; see Lemma 3.7 and its proof for more details. More generally, the idea of constructing a new Markov semigroup by intertwining with a known, reference Markov semigroup goes back to Dynkin [22] whose ideas were extended by Rogers and Pitman in [45] . More recently, Borodin and Olshanski [10] also used intertwining relations combined with a limiting argument to construct a Markov process on the Thoma cone.
We also point out that the invariant measure β is a natural extension of the beta distribution, which is recovered when φ(u) = u, as in this case in (2.5) we get W φ (n + 1) = n!. The condition in Assumption 1 that Π(dr) = −(e r h(e r )) ′ dr is a finite measure is necessary for the existence of an invariant probability measure for Q. Indeed, as we illustrate in our proof of Theorem 2.1, any candidate for such a measure must have moments given by (2.5) . If Π(dr) = −(e r h(e r )) ′ dr is not a finite measure, then estimates by Patie and Savov in [39, Theorem 3.3] imply that the analytical extension of (2.5) to {z ∈ C; ℜ(z) > r 1 } is not bounded along imaginary lines, a necessary condition to be a probability measure.
Spectral theory of the Markov semigroup and generator.
We proceed by developing the L 2 (β)-spectral theory for both the semigroup Q and the operator J. Recalling that, for fixed λ 1 , there is a one-to-one correspondence between J and the Bernstein function φ in (2.3), we define, for n ∈ N, the polynomial P
where C n (r 1 ) is given by
Note that when h ≡ 0 then in (2.1) we get Ψ(u) = u(u − (1 − µ)) and the functions (P φ n ) n 0 boil down to (P (µ) n ) n 0 , the classical Jacobi orthogonal polynomials reviewed in Section 5. Next, we write R n for the following scaled Rodrigues operator,
and set
We write β(dx) = β(x)dx for the density given in Theorem 2.1(1), and define, for every integer n 1, the function β λ 1 +n,λ 1 :
We denote by L 2 ([0, 1]) the usual Lebesgue space of square-integrable functions on [0, 1].
Remark 2.1. The definition in (2.8) makes sense regardless of the differentiability of β, since β λ 1 +n,λ 1 ∈ C ∞ ((0, 1)) and R n (β λ 1 +n,λ 1 ⋄ β) = R n β λ 1 +n,λ 1 ⋄ β. However, the differentiability of V φ n is limited by the smoothness of β, which is quantified by the index ⌊∆⌋ − 1. Note that, when h ≡ 0 then β = β µ and, by moment identification and determinacy, it is easily checked that (2.8) boils down to the Rodrigues representation of the classical Jacobi polynomials P (µ) n given in (5.6). In this sense (P φ n ) n 0 and (V φ n ) n 0 both generalize (P (µ) n ) n 0 in different ways, coming from the different representations of these orthogonal polynomials.
We say that two sequences
1, when n = m, and β[f n g m ] = 0 otherwise, and then write f n ⊗ g n for the projection operator given by f → β[f g n ]f n . Moreover, a sequence that admits a biorthogonal sequence will be called minimal and a sequence that is both minimal and complete, in the sense that its linear span is dense in L 2 (β), will be called exact. It is easy to show that a sequence (f n ) n 0 is minimal if and only if none of its elements can be approximated by linear combinations of the others. If this is the case, then a biorthogonal sequence will be uniquely determined if and only if (f n ) n 0 is complete. Next,
The quantity B is a Bessel bound of (f n ) n 0 and the smallest such B is called the optimal Bessel bound of (f n ) n 0 , see the book by Christensen [16] for further information on these objects that play a central role in non-harmonic analysis. We write σ(Q t ) for the spectrum of the operator Q t in L 2 (β) and σ p (Q t ) for its point spectrum, and similarly define σ(J) and σ p (J). For an isolated eigenvalue ̺ ∈ σ p (Q t ) we write M a (̺, Q t ) and M g (̺, Q t ) for the algebraic and geometric multiplicity of ̺, respectively. We also define, for n ∈ N,
noting that λ 1 = λ 1 , which explains our choice of notation, and recall that σ(J µ ) = σ p (J µ ) = {−λ n ; n ∈ N}, see Section 5. We write Q * t for the L 2 (β)-adjoint of Q t . We have the following spectral theorem for Q.
(1) Then, with equality holding in operator norm, we have
where the sum converges in operator norm and (P φ n ) n 0 ∈ L 2 (β) is an exact Bessel sequence with optimal Bessel bound 1, and (V φ n ) n 0 ∈ L 2 (β) is its unique biorthogonal sequence, which is also exact. Moreover, for any n ∈ N, P φ n (resp. V φ n ) is an eigenfunction for Q t (resp. Q * t ) associated to the eigenvalue e −λnt . (2) The operator Q t is compact, i.e. the semigroup Q is immediately compact.
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(3) The following spectral mapping theorem holds
Furthermore, σ(Q t ) = σ(Q * t ) and, for any n ∈ N,
The expansion in Theorem 2.2(1) is not valid for t = 0 as (P φ n ) n 0 is a Bessel sequence but not a Riesz sequence, as it is not the image of an orthogonal sequence by a bounded linear operator having a bounded inverse, see Proposition 3.5 below. The sequence of non-self-adjoint projections P φ n ⊗ V φ n is not uniformly bounded in n, see Remark 3.3, and, in contrast to the self-adjoint case, the eigenfunctions of Q t and Q * t do not form a Riesz basis of L 2 (β). Finally, we note that from Theorem 2.2(4) P φ n = V φ n for all n = 1, 2, . . ..
2.3.
Convergence-to-equilibrium and contractivity properties. For an open interval I ⊆ R, we say that a function Φ : I → R is admissible if (2.10) Φ ∈ C 4 (I) with both Φ and −1/Φ ′′ convex.
Given an admissible function we write, for any f :
) for the so-called Φ-entropy of f . An important case is when Φ(r) = r 2 , I = R, so that (2.11) gives the variance Var β (f ) of f ∈ L 2 (β). Recall that in the classical case, i.e. h ≡ 0, we have the following equivalence between the Poincaré inequality for J µ and the spectral gap inequality for Q (µ) ,
where the infimum is over all functions in the L 2 -domain of J µ , see for instance Bakry et al. [5, Chapter 4.2] . The above variance decay is optimal in the sense that the decay rate does not hold for any constant strictly greater than 2λ 1 . Another important instance of (2.11) is when Φ(r) = r log r, I = R + , which recovers the classical notion of entropy for a non-negative function, written simply as Ent β (f ). Here the classical equivalence is between the log-Sobolev inequality and entropy decay,
Note that the optimal entropy decay rate is obtained only when µ =
logS < 2λ 1 , see, for instance, Fontenas [25] . We refer to the excellent article by Chafaï [14] , the book by Ané et al. [2] , the relevant sections of Bakry et al. [5] , and also to Section 5 where we review these notions for the classical Jacobi semigroup. However, due to the non-self-adjointness and non-local properties of J, it seems challenging to develop an approach based on the Poincaré or log-Sobolev inequalities. For this reason, we take an alternative route to tackling convergence to equilibrium by using concept of completely monotone intertwining relations recently introduced by Patie and Miclo in [33, Section 3.5] and [34] .
Next, recalling that when h ≡ 0 we have λ 1 > 1, we let ρ : [0, ∞) → [0, ∞) be defined as
and note that it is a Bernstein function, as it is obtained by translating and centering the well-known Bernstein function u → √ u. In the literature ρ is known as the Laplace exponent of the so-called relativistic 1/2-stable subordinator, see Bakry [3] and Bogdan et al. [9] . For any Bernstein function φ, we denote by
and we let, for any ǫ
noting that when d φ = 0 then ǫ = 0. We write, for any m ∈ (1 {µ<1+ℏ} +µ, λ 1 ) and ǫ ∈ (0, d φ ]∪{d φ }, τ for a random variable with Laplace transform (2.14)
, u 0,
] is a Bernstein function, which gives that τ is infinitely divisible and hence there exists a subordinator τ = (τ t ) t 0 with τ 1
Suppose, in addition, that 1 {µ<1+ℏ} + µ < λ 1 /2 ∈ N, and let Φ : I → R, I ⊆ R, be an admissible function, as in (2.10). Then, for any f :
gives the hypocoercivity, in the sense of Villani [50] , for non-local Jacobi semigroups. This notion continues to attract research interests, especially in the area of kinetic Fokker-Planck equations, and we mention the works by Baudoin [6] , Dolbeault et al. [20] and Mischler and Mouhout [35] . We are able to identify the hypocoercive constants, namely the exponential decay rate as twice the spectral gap, and the coefficient in front of the exponential, which is a measure of the deviation of the spectral projections from forming an orthogonal basis and is 1 in the case an orthogonal basis. Note that in general the hypocoercive constants may be difficult to identify, and may have little to do with the spectrum. Similar results have been obtained by Patie and Savov in [40] and Achleitner et al. in [1] . Our hypocoercive estimate is obtained via intertwining, which suggests that hypocoercivity may be studied purely from this viewpoint, an idea that is further investigated in the recent work by the second and fourth co-authors [42] . Remark 2.3. The second part of Theorem 2.3 gives the exponential decay in entropy of Q but after an independent random warm-up time. Note that, for λ 1 2(1 {µ<1+ℏ} + µ) the entropy decay rate is the same as for Q (m) while under the mild assumption that λ 1 > 2(1 {µ<1+ℏ} + µ) we get the optimal rate for more than simply a fixed value of µ. The proof relies on developing so-called completely monotone intertwining relations, a concept which has been introduced and studied in the recent work by Miclo and Patie [34] , where the classical Jacobi semigroup Q (m) serves as a reference object, see Proposition 3.6 below.
Remark 2.4. The additional condition λ 1 /2 ∈ N for the Φ-entropic convergence in Theorem 2.3(2) ensures that we can invoke the known result in (5.13) for the classical Jacobi semigroup Q (λ 1 /2) . However, our approach allows us to immediately transfer any improvement in (5.13) to the non-local Jacobi semigroup Q.
Next, we recall the famous equivalence between entropy decay and hypercontractivity due to Gross [29] , i.e. for any t 0 and f ∈ L 1 (β µ ) such that Ent βµ (f ) < ∞, 2 , ||Q t+τ || 2→q 1, where 2 q 1 + e 2λ 1 t .
(2) If in addition λ 1 − m > 1 then, for 0 < t 1, we have the ultracontractivity estimate
where, as soon as
2.4.
Bochner subordination of the semigroup. We write Q τ = (Q τ t ) t 0 for the semigroup subordinated, in the sense of Bochner, with respect to the subordinator τ = (τ t ) t 0 whose existence is provided by Theorem 2.3 (2), i.e.
Note that Q τ is also an ergodic Markov semigroup in L 2 (β) with β as an invariant measure, and its generator is given by −φ (τ ) (−J) = log Q τ , see Sato [47, Chapter 6] .We have the following results concerning the subordinated semigroup. and τ by 1. Moreover, for any m and ǫ such that 1
t (x, y)β(dy) for any f ∈ L 2 (β) and t > 2, where the heat kernel satisfies the following estimate We point out that the Markov process which is the realization of Q (resp. Q τ ) has non-symmetric and spectrally negative (resp. two-sided) jumps and can easily be shown to be a polynomial process on [0, 1] in the sense of Cuchiero et al. [17] . We emphasize that what also belongs to this class are the realizations of Markov semigroups obtained by subordinating Q with respect to any conservative subordinator τ = ( τ t ) t 0 with Laplace exponent φ ( τ ) (growing fast enough at infinity, e.g. logarithmically) and we obtain, from Theorem 2.2, the spectral expansion for the subordinated semigroup by replacing (λ n ) n 0 with (φ ( τ ) (λ n )) n 0 . Note that in the aforementioned paper the authors investigate the martingale problem for general polynomial operators on the unit simplex, of which J and −φ (τ ) (−J) are specific instances. In particular, J is a Lévy type operator with affine jumps of Type 2, in the sense of [17] , and for such operators they prove the existence and uniqueness for the martingale problem under the weaker condition λ 1 µ. However, the conditions in Assumption 1 allow us to obtain the existence and uniqueness of an invariant probability measure.
3. Proofs 3.1. Preliminaries. We state and prove some preliminary results that will be useful throughout the paper. We start by giving an alternative form of the operator J, which will make some later proofs more transparent.
Lemma 3.1. Recall that Π(dr) = −(e r h(e r )) ′ dr, r > 0. Then, Π is a finite, non-negative Radon measure on (0, ∞) with ∞ 0 rΠ(dr) = ℏ < ∞, and the operator J defined in (1.1) may be written, for suitable f , as (3.1)
Proof. Since
it follows that lim r→∞ e r h(e r ) = 0. Consequently, for any y > 0,
Thus, by a change of variables and integration by parts, one gets
Next, we again use ℏ < ∞ to get that
Integrating the right-hand side by parts, and noting that the boundary terms evaluate to zero, yields
where the last equality follows from a straightforward change of variables, and uses the definition of product convolution.
In the sequel we keep the notation Π(dr) = −(e r h(e r )) ′ dr, r > 0 and Π(y) = e y h(e y ), y > 0. Let
The following result collects some useful properties of the functions φ and φ r 1 .
Lemma 3.2. Let φ be given by (2.3).
(1) φ is a Bernstein function and satisfies lim u→∞
We have r 1 ∈ (0, 1], with r 1 = 1 if and only if µ 1 + ℏ where we recall that r 1 is defined in
is a Bernstein function that is in correspondence with the non-local Jacobi operator J φ r 1 with parameters λ 1 , µ φ r 1 = 1+µ, and the non-negative
is the finite non-negative Radon measure given by
Proof. First we rewrite (2.1) using a straightforward integration by parts to get, for any u 0,
Since, by Lemma 3.1 we have ∞ 0 rΠ(dr) < ∞, we recognize Ψ as the Laplace exponent of a spectrally negative Lévy process with a finite mean given by Ψ ′ (0 + ) = µ − ℏ − 1. In particular, on [0, ∞), Ψ is a convex, eventually increasing, twice differentiable function which is always zero at 0 and hence it has a strictly positive root r 0 if and only if µ < 1 + ℏ. By the Wiener-Hopf factorization of Lévy processes, see e.g. [32, Chapter 6 .4], we get, when
) for a Bernstein function φ. The limit then follows from the well-known result that lim u→∞ u −2 Ψ(u) = 1, which can be obtained by dominated convergence since Π is a finite measure, and this completes the proof of the first item. Next, we will show that Ψ(1) > 0, which, by the convexity of Ψ is equivalent to r 0 ∈ [0, 1). Indeed, from (3.3) and an application of Fubini's theorem we get
where we used the assumption that µ > ℏ and the positivity of Π. Next, if µ 1 + ℏ then, as r 0 = 0 in this case, we get, from (3.3), that
and the expression for φ(0) readily follows. On the other hand if r 0 > 0, then the fact that Ψ(0) = −r 0 φ(0) = 0 forces φ(0) = 0, which completes the proof of the second item. Next, write . Observe that Ψ ′ 1 (0 + ) = Ψ(1) > 0 and
so, by the Wiener-Hopf factorization of Ψ 1 , it follows that φ r 1 is a Bernstein function. Moreover, integration by parts of Π φ r 1 gives
where the boundary terms are easily seen to evaluate to 0. Finally, using the assumption that µ > ℏ we get that
, while the condition λ 1 > µ φ r 1 follows from the assumption that
3.2. Proof of Theorem 2.1(1). Before we begin we provide an analytical result, which will allow us to show that the support of β is [0, 1] and will also be used in subsequent proofs. We say that a linear operator Λ is a Markov multiplicative kernel if Λf (x) = E[f (xI)] for some random variable I. With the definition of d φ in (2.12), we let, for any ǫ
explaining the notation. By [40, Lemma 10.3] , the mapping
is a Bernstein function, writing simply φ 1 = φ, and by Proposition 4.4(1) of the same paper we also have that, for any m ∈ (1 {µ<1+ℏ} + µ, λ 1 ), the mapping
is a Bernstein function. We define the following linear operators acting on the space of polynomials P, recalling that for n ∈ N, p n (x) = x n ,
where V φ * m is defined for any m ∈ (1 {µ<1+ℏ} + µ, λ 1 ), and φ r 1 was defined in (3.2). We write B(C([0, 1])) for the unital Banach algebra of bounded linear operators on C([0, 1]) and say that a linear operator between two Banach spaces is a quasi-affinity if it has trivial kernel and dense range. 
, u > 0, and note that W is increasing and, since Ψ has a Gaussian component, it is at least continuously differentiable, see e.g. [32, Section 8.2] . Then X φ r 1 is the random variable whose law is given by
which is clearly supported on [0, 1], and the claims concerning U φ r 1 were shown in [41, Lemma 4.2], where we note that W (0) = 0 since Ψ has a Gaussian component. Now, suppose µ 1 + ℏ so that, by Lemma 3.2, r 1 = 1. Then, for all n ∈ N, (2.5) reduces to
Since λ 1 > µ 1, we get that φ * is a Bernstein function. Thus, one straightforwardly checks that, for all n ∈ N,
which implies from [7] that, in this case, (β[p n ]) n 0 is indeed a determinate Stieltjes moment sequence of a probability measure β, and its absolute continuity follows from [38, Proposition 2.4]. Now suppose µ < 1 + ℏ so that λ 1 > 1 + µ > 1 and observe that (2.5) factorizes as
where the first term in the product is a Stieltjes moment sequence by the above arguments, and the second term is the moment sequence of a beta distribution, see e.g. (5.2). Consequently, in this case one also has that (β[p n ]) n 0 is a Stieltjes moment sequence, and we temporarily postpone the proof of its moment determinacy, and its absolute continuity, to after the proof of Lemma 3.4. For our next result we write (β φ r 1 [p n ]) n 0 for the sequence obtained from (2.5) by replacing φ with φ r 1 defined in (3.2), and with the same λ 1 .
Lemma 3.4. With d r 1 ,ǫ as in (2.13), the following factorization of operators holds on the space P,
where the second identity holds for µ 1 + ℏ, while the third holds for µ < 1 + ℏ.
Remark 3.1. Once we establish the moment determinacy of β for µ < 1 + ℏ, then the factorizations of operators in Lemma 3.4 extends to the space of bounded measurable functions. Indeed, (3.8) implies
where B φ and B dr 1 ,ǫ are random variables with laws β and β dr 1 ,ǫ , respectively, and × denotes the product of independent random variables.
Proof. Observe, from (3.7), that for any n ∈ N,
By considering the cases r 1 = 1 and r 1 < 1 separately we obtain the desired right-hand side, noting that
For the second claim we get that for any n ∈ N and since, by Lemma 3.2(3), µ 1 + ℏ if and only if r 1 = 1,
which, by linearity, completes the proof. For the last claim we have, by Lemma 3.2(3) and using the notation therein, that µ φ r 1 1 + ℏ φ r 1 and thus 0 is the only non-negative root of u → uφ r 1 (u). Consequently
Some straightforward computations give that, for any n ∈ N,
Putting these observations together yields
where we repeatedly used the recurrence relations for both the gamma function and the function W φ , see e.g. (2.4).
Now suppose that, when µ < 1+ℏ, the measure β is moment indeterminate. Then, as the sequence
is a non-vanishing Stieltjes moment sequence, it follows, by (3.8) and invoking [7, Lemma 2.2] , that the beta distribution β dr 1 ,ǫ is moment indeterminate, which is a contradiction. Therefore we conclude that, in all cases, β is moment determinate and consequently we have the extended factorization of operators as described in Remark 3.1. To get the absolute continuity of β in the case µ < 1 + ℏ we note that the factorization
n! implies, by moment determinacy, that β is the product convolution of two absolutely continuous measures. Next, take ǫ = d φ so that d r 1 ,ǫ = r 1 , see (2.13). As in the proof Lemma 3.3, the distribution of X φ , denoted by ι, satisfies supp(ι) = [0, 1], where supp(ι) denotes the support of the measure ι. Consequently, since supp(β r 1 ) = [0, 1], it follows from (3.8) that supp(β) = [a, b] for some 0 a < b 1, which may be deduced from the corresponding factorization of random variables, see again Remark 3.1. To show that, in fact supp(β) = [0, 1], we suppose that b < 1. Then, by (3.8) we have 
which is a contradiction. Therefore, a = 0, and we conclude that supp(β) = [0, 1] in this case. The case when µ < 1 + ℏ follows by similar arguments, with β m and X φ * m replaced by β φ r 1 and X φ r 1 , respectively, where we note that supp(β φ r 1 ) = [0, 1] since µ φ r 1 1 + h φ r 1 . This completes the proof of Theorem 2.1(1). 13 
Proof of Theorem 2.1(2).
We start by stating and proving the following more general intertwining that will be useful in subsequent proofs, recalling the definition of Λ φ d 1,ǫ in (3.7). 
Remark 3.2. Note that λ 1 is the common parameter of the Jacobi type operators in (3.9) while the constant part of the affine drift, as well as the non-local components are different. The commonality of λ 1 is what ensures the isospectrality of these operators, as their spectrum depends only on λ 1 , see Theorem 2.2(2) and (5.7).
We split the proof of Proposition 3.1 into two lemmas and, among other things, our proof hinges on the interesting observation that intertwining relations are stable under perturbation with an operator that commutes with the intertwining operator, see Lemma 3.6 below. Let L µ be the operator defined as
and write
where h is as in Assumption 1, and set L = L µ + I h .
Lemma 3.5. With the notation of Proposition 3.1 the following holds on P,
Proof. Using that ℏ = ∞ 1 h(r)dr and the symmetry of ⋄ we get, by straightforward calculation, that, for any n ∈ N,
Thus, combining this with (3.7) one obtains, for any n ∈ N,
while on the other hand,
where the second equality follows by considering the cases r 1 = 1 and r 1 < 1 separately. The linearity of the involved operators completes the proof.
The next lemma allows us to identify a family of operators commuting with the Markov operators defined above, although, more generally, it is a statement on commuting operators and intertwinings. Denote by D n the operator acting via D n f (x) = x n d n x n f (x) and write d y f (x) = f (yx), y > 0 for the dilation operator. Then, for such functions,
In particular, suppose that 1 0 y n |η|(dy) < ∞, for all n ∈ N, where |η| stands for the total variation of the measure η. Then, for any n ∈ N we have for
it follows that any operator A commuting with η and with d x , for any x > 0, commutes with η, for suitable functions f . Next, the assumption on the measure η allows us to invoke Fubini's theorem and conclude that ηR n = R n η. Finally, observing that, for any n ∈ N and x, y > 0,
completes the proof.
Proof of Proposition 3.1. It is now an easy exercise to complete the proof of Proposition 3.1. Let us write A = D 2 + λ 1 D 1 . Then, for any f ∈ P, we get by combining Lemma 3.5 and Lemma 3.6, that
where we also use the linearity of the involved operators.
Having established the necessary intertwining relation we are now able to show that J extends to the generator of a Markov semigroup. Proof. We aim at invoking the Hille-Yosida-Ray Theorem for Markov generators, see [12, Theorem 1.30] , which requires that both P and, for some (or all) q > 0, (q − J)(P) are dense in C([0, 1]), and that J satisfies the positive maximum principle on P. Since the density of P in C([0, 1]) follows from the Stone-Weierstrass Theorem, we focus on showing that (q − J)(P) is dense in C([0, 1]). To this end, set ǫ = d φ , and note, by Lemma 3.3 , that Λ φ is injective and bounded on C([0, 1]), which gives that its inverse Λ −1 φ is a closed, densely defined, linear operator on Λ φ (P). Furthermore, since Λ φ is a Markov multiplicative kernel it follows that it preserves the set of polynomials, i.e. Λ φ (P) = P, and consequently by injectivity we get Λ −1 φ (P) = P. Putting these observations together we deduce, from the first intertwining in Proposition 3.1, that
and hence, for any q > 0,
φ (P) = Λ φ (q − J r 1 )(P) where we use the trivial commutation of Λ φ with q. Next, the assumption on λ 1 guarantees that λ 1 > r 1 , since we always have λ 1 > 1 and r 1 = 1 − r 0 ∈ (0, 1]. Thus it follows that P belongs to the domain of J r 1 , which is explicitly described in (5.1), and as P is an invariant subspace for the classical Jacobi semigroup Q (r 1 ) we get that P is a core for J r 1 , see [12, Lemma 1.34] . Hence, by the converse of the Hille-Yosida-Ray Theorem, we get that (q − J r 1 )(P) is dense in C([0, 1]) for any q > 0. It is a straightforward exercise to show that the image of a dense subset under a bounded operator with dense range is also dense in the codomain. Thus it follows that Λ φ (q − J r 1 )(P), and from (3.12) we get that (q − J)(P) is dense in C([0, 1]) for any q > 0. Next, let f ∈ P, set f (x 0 ) = sup x∈[0,1] f (x), and observe that
Using Lemma 3.1 we can write Jf (x 0 ) as (3.14)
where we note that since ℏ = ∞ 0 rΠ(dr) these two terms cancel. Then, from (3.13) it follows that, for
Now suppose that x 0 ∈ (0, 1]. From the previous equation it suffices, in this case, to only consider the terms involving derivatives in (3.14) .
, where the function R satisfies lim sup x→0 Proof of Theorem 2.1(2). To complete the proof it suffices to establish the claims concerning the invariant measure. For f ∈ P we have,
where successively we have used Proposition 3.1 (setting ǫ = d φ ), Lemma 3.4, and the fact that β r 1 is the invariant measure of J r 1 . The fact that (3.15) holds on the dense subset Λ φ (P) = P of C([0, 1]) implies that β is an invariant measure for Q, see for instance [5, Section 1.4.1]. To show uniqueness, we note that any other invariant measure β for J must first, have all positive moments finite, and also satisfy
for any f ∈ P, where we used that Λ φ (P) = P. By uniqueness of the invariant measure for J r 1 we then get the factorization of operators βΛ φ = β r 1 , on P, and the moment determinacy of β then forces β = β. Finally the extension of Q to a Markov semigroup on L 2 (β) is classical, see for instance the remarks before the theorem, and it is well-known that if Q has a unique invariant measure then it is an ergodic Markov semigroup, see e.g. [18, Theorem 5.16 ].
3.4. Proof of Proposition 2.1. Before giving the proof of Proposition 2.1 we state and prove two auxiliary results, the first of which characterizes w n in a distributional sense. To this end we recall that the Mellin transform of a finite measure ν, resp. of an integrable function f , on R + is given by
which is valid for at least z ∈ 1 + iR. We denote by E p,q (resp. E ′ p,q ), with p < q reals, the linear space of functions f ∈ C ∞ (R + ) such that there exist c, c ′ > 0 for which, for all k ∈ N,
(resp. the linear space of continuous linear functionals on E p,q endowed with a structure of a countably multinormed space as described in [36, p. 231] ). Next, we write, for any n ∈ N and x ∈ [0, 1],
where R n denotes the Rodrigues operator defined in (2.7) and the last identity follows from (5.6).
For suitable a we also extend the Pochhammer notation (a) z to any z ∈ C with ℜ(z) > 0 and, for the remainder of the proofs, we shall write ·,· β for the L 2 (β)-inner product, adopting the same notation for other weighted Hilbert spaces.
Proposition 3.2. For any n ∈ N, the Mellin convolution equation
n (x) has a unique solution, in the sense of distributions, given by
Its Mellin transform is given, for any z ∈ C with ℜ(z) > r 0 , by
Proof. The proof is an adaptation of the proof of [40, Lemma 8.5 ] to the current setting. We write ι * (y) = ι(1/y)1/y where ι is the density of X φ , which is well-known to exist, and let Λ * φ be the operator characterized, for any f ∈ L 2 (β), by
where Λ φ f (x) = 1 0 f (xy)ι * (y)dy and β(x) is the density of the invariant measure β. Then, for any non-negative functions f ∈ L 2 (β r 1 ) and g ∈ L 2 (β), we get
However, f ∈ L 2 (β) implies that |f | ∈ L 2 (β), so we conclude that the above holds for any f ∈ L 2 (β) and g ∈ L 2 (β r 1 ). Thus Λ * φ is the L 2 (β)-adjoint of the Markov multiplicative kernel Λ φ which justifies the notation and, by Lemma 3.10, we have
for any ℜ(z) > 0, see for instance [40, Proposition 6 .8], we deduce from [36, Theorem 11.10.1] that ι ∈ E ′ 0,q , for every q > 0 and ι * ∈ E ′ p,1 for every p < 1. Consequently, since for any f ∈ E 0,q , q > 0,
,q where we recall that the last relation is a definition given in [36, 11.11.1] , and where we used the notation Λ φ w := w √ ι with w √ ι being the Mellin convolution operator in the space of distributions, see [36, Chapter 11.11] for definitions and notation. Here also note that for w ∈ L 1 (ι * ), we have the identities w √ ι(x) = ∞ 0 w(x/y)ι(y)dy/y = ∞ 0 w(xy)ι * (y)dy = Λ φ w(x), which justifies the notation above. Next, recalling that Λ φ w = w √ ι and taking w ∈ E ′ 0,q , q > 0, and, with 0 < ℜ(z) < q, p z (x) = x z ∈ E 0,q , we have
On the other hand, for any n ∈ N, we get, from [36, 11.7.7] and a simple computation,
.
Putting pieces together, we deduce that the Mellin transform of a solution to (3.16) takes the form
Next, we have that for ℜ(z) > r 0 , z → M β (z) is analytical with |M β (z)| M β (ℜ(z)) < ∞, so we deduce, from [36, Theorem 11.10.1] that β ∈ E ′ r 0 ,q , for any q > r 0 . Hence, by means of [36, 11.7 .7], we have thatf ∈ E ′ r 0 ,q withf = w n is a solution to (3.16) , and the uniqueness of the solution follows from the uniqueness of Mellin transforms in the distributional sense.
Lemma 3.8. For a > r 0 fixed and b ∈ R, we have the estimate
which holds uniformly on bounded a-intervals and for |b| large enough, where C > 0 is a constant depending on φ and a.
Proof. By uniqueness of W φ in the space of positive-definite functions, the Mellin transform of β is given by
Γ(z) where z = a + ib, with a > r 0 0. Invoking [39, Equation (6.20)] we get the following estimate, which holds uniformly on bounded a-intervals and for |b| large enough,
with C φ > 0 a constant depending on φ, and where, for any y > 0, ν(y) = ∞ y ν(ds) with ν denoting the Lévy measure of φ. Lemma 3.2(3) gives in all cases the expression of φ(0) and when µ 1 + ℏ, ν(dy) = Π(y)dy follows from (2.3). Thus to utilize the estimate in (3.19) we need to identify ν(0) when µ < 1 + ℏ, which we do as follows. First, let us write Ψ(u) = (u − r 0 )φ(u) = (u − r 0 )φ r 0 (u − r 0 ), where φ r 0 (u) = φ(u+r 0 ). From the fact that Ψ(r 0 ) = 0 we conclude that Ψ(u+r 0 ) = uφ r 0 (u) is itself a function of the form (3.3), which gives ν r 0 (dy) = Π r 0 (y)dr, y > 0, where Π r 0 is the Lévy measure of Ψ(u + r 0 ) obtained via (3.3) and ν r 0 denotes the Lévy measure of φ r 0 . As φ r 0 is a Bernstein function it is given, for u −r 0 , by φ r 0 (u) = κ + u + u Putting pieces together we get ν(0) = ν r 0 (0) ℏ, so that in all cases ν(0) ℏ. Therefore from the estimate in (3.19) we deduce
which, as before, holds uniformly on bounded a-intervals and for |b| large enough. Next, we recall the following classical estimate for the gamma function,
where C a > 0 is a constant depending on a. Combining this estimate with the one in (3.20) we thus get, uniformly on bounded a-intervals and for |b| large enough,
for a constant C > 0. Since C is a function of C φ and the constants in the estimate for the Γ-function, it follows that it only depends on φ and a. Finally, the fact that ∆ = λ 1 − r 1 − φ(0) + ℏ follows by Lemma 3.2(3).
Proof of Proposition 2.1. Note that R n β λ 1 +n,λ 1 ∈ C ∞ ((0, 1)) and, trivially, β ∈ L 1 ([0, 1]). Then, well-known properties of convolution give R n (β λ 1 +n,λ 1 ⋄ β) = R n β λ 1 +n,λ 1 ⋄ β, and that w n is a well-defined C ∞ ((0, 1))-function, which completes the proof of this claim. To show that ∆ >
implies w n ∈ L 2 ([0, 1]) we note that the classical estimate for the gamma function given in (3.21) yields that, for z = a + ib with a > n fixed,
where C is a positive constant depending only on a, λ 1 , and n. Thus, from (3.17) we get that M wn has the same rate of decay along imaginary lines as M β , and combining Lemma 3.8 together with Parseval's identity for Mellin transforms shows that w n ∈ L 2 ([0, 1]). Finally, since w n ∈ C ∞ ((0, 1)), it follows that the differentiability of V φ n is determined by the differentiability of β. Invoking Lemma 3.8 we get, for a > r 0 and |b| large enough that
uniformly on bounded a-intervals and with C > 0 a constant, so that, for any n ⌊∆⌋−1, the righthand side is integrable in b. A classical Mellin inversion argument then gives β ∈ C n ((0, 1)).
Proof of Theorem 2.2.
To prove this result we shall need to develop further intertwinings for J, and then will lift these to the level of semigroups. We write J φ r 1 for the non-local Jacobi operator with parameters λ 1 , µ φ r 1 and h φ r 1 , as in Lemma 3.2, which is in one-to-one correspondence with the Bernstein function φ r 1 defined in (3.2).
Lemma 3.9. For any m ∈ (1 {µ<1+ℏ} + µ, λ 1 ), the following identities hold on P
in the cases µ 1 + ℏ and µ < 1 + ℏ, respectively.
Proof. It suffices to prove that
where we write L φ r 1 = L µ φ r 1 + I h φ r 1 and refer to (3.10) and subsequent discussion for the definitions, as then the same arguments for the proof of Proposition 3.1 will go through. In the case µ 1 + ℏ, we have, for any n ∈ N and using the recurrence relation of the gamma function,
On the other hand, since W φ (n + 1) = φ(n)W φ (n) and r 1 = 1,
which proves this claim in this case. Finally,
while on the other hand, using the definition of φ r 1 in (3.2),
which, by linearity, completes the proof.
The following result lifts the intertwinings in Proposition 3.1 and Lemma 3.9 to the level of semigroups. We write here Q = Q φ = (Q φ t ) t 0 to emphasize the one-to-one correspondence, given fixed λ 1 , between φ and Q. Proposition 3.3. Let ǫ ∈ (0, d φ ] ∪ {d φ } and m ∈ (1 {µ<1+ℏ} + µ, λ 1 ). Then, with d r 1 ,ǫ as in (2.13), the following identities hold for all t 0 on the appropriate L 2 -spaces,
with the latter two holding when µ 1 + ℏ, and µ < 1 + ℏ, respectively.
We shall need an auxiliary result concerning the corresponding intertwining operators, which extends their boundedness from C([0, 1]) to the corresponding weighted Hilbert spaces. For two Banach spaces B and B we write B(B, B) for the space of bounded linear operators from B to B.
Lemma 3.10. Under the assumptions above, the operators
)), respectively, for any p ∈ {1, 2, . . . , ∞}; in all cases, and for all p, the Markov multiplicative kernels have operator norm 1.
Proof. Let f ∈ P with p < ∞. Then, applying Jensen's inequality to the Markov multiplicative kernel Λ φ d 1,ǫ together with Lemma 3.4 gives
where we used that f p ∈ P. Since β dr 1 ,ǫ is a probability measure on the compact set [0, 1] it follows that P is a dense subset of L p (β dr 1 ,ǫ ), see e.g. [21, Corollary 22.10], so by density we conclude that B(L p (β dr 1 ,ǫ ), L p (β)) with operator norm less than or equal to 1, and equality then follows from . We write R m q (resp. R φ r 1 q ) for the resolvent associated to J m (resp. J φ r 1 ).
Lemma 3.11. Let q > 0. Under the assumptions in Proposition 3.3, the following identities hold on P (3.24)
Proof. We shall only provide the proof of the first claim, which relies on the intertwining in Proposition 3.1, as the other claims follow by invoking Lemma 3.9 and involve the same arguments, mutatis mutandis. First, suppose that R q (P) ⊆ P and R q (P) ⊆ P, and let f ∈ P so that there exists g ∈ P such that (q − J dr 1 ,ǫ )g = f . Applying Λ φ d 1,ǫ to both sides of this equality gives that
where in the third equality we have invoked Proposition 3.1, which is justified as g ∈ P. This equality may be rewritten as R q Λ φ d 1,ǫ f = Λ φ d 1,ǫ g and consequently, for any f ∈ P, we get
Thus it remains to show the inclusions R q (P) ⊆ P and R q (P) ⊆ P for which we recall, from the proof of Proposition 3.1, that J = L − A with Lp n = (n − r 0 )φ(n)p n−1 , for any n 1. A straightforward computation gives that Ap n = (D 2 + λ 1 D 1 )p n = (n(n − 1) + λ 1 n)p n and hence
from which it follows, by the injectivity of R q on P ⊂ C ([0, 1]) , that
Rearranging the above yields the equation
which is justified as, for any q > 0, both roots of the quadratic equation n 2 + (λ 1 − 1)n + q = 0 are always negative. Note that R q p 0 = q −1 so by iteratively using the equality in (3.25) we conclude that, for any n ∈ N, R q p n ∈ P, and by linearity R q (P) ⊆ P follows. Similar arguments applied to R q then allow us to also conclude that R q (P) ⊆ P, which completes the proof.
Proof of Proposition 3.3. We are now able to complete the proof of Proposition 3.3. As was shown in the proof of Lemma 3.11 above and using the notation therein, R q (P) ⊆ P and R q (P) ⊆ P, so that on
In particular, for any f ∈ P and t > 0,
n n/t f. Now, taking the strong limit in C([0, 1]) as n → ∞ of the above yields, by the exponential formula [43, Theorem 8.3] and the continuity of the involved operators guaranteed by Lemma 3.3, for any f ∈ P and t 0,
) t 0 is the classical Jacobi semigroup on C([0, 1]) with parameters λ 1 and d r 1 ,ǫ . By density of P in L 2 (β r 1 ) and since Lemma 3.10 with p = 2 gives
it follows that the identity in (3.26) extends to L 2 (β r 1 ), which completes the proof of the first item. The remaining items follow by similar arguments and so the proof is omitted.
For λ 1 > s 1 we define, for n ∈ N, the quantity c n (s) as
where the first equality comes from some straightforward algebra given the definition of C n (s) in (5.4). Note that, with s = 1 we get c n (1) = 1, for all n. We shall need the following result.
Lemma 3.12. For any λ 1 > s > r 1 the mapping n → cn(s) cn(r) is strictly increasing on N with
Proof. Using the definition in (3.27) we get that
Since s > r each term in the product is strictly greater than 1 and together with Stirling's formula for the gamma function this completes the proof. 
Next we write
n , while otherwise
and (V φ n ) n 0 is the unique biorthogonal sequence to (P
n , for any n ∈ N. In all cases
is a complete, Bessel sequence in L 2 (β) with Bessel bound 1. where C > 0 and we used for the two estimates Lemma 3.12. We show in the proof below that
and since m > d r 1 ,ǫ , invoking again Lemma 3.12, we have that the above ratio grows with n.
Proof. Since, for all n ∈ N, P (r 1 ) n ∈ L 2 (β r 1 ) we get from the intertwining in (3.23) and the linearity of Λ φ that (3.31)
Recall that the sequence (P (r 1 ) n ) n 0 forms an orthonormal basis of L 2 (β r 1 ) and thus, as the image under a bounded operator of an orthonormal basis, we get that (P φ n ) n 0 is a Bessel sequence in L 2 (β) with Bessel bound given by the operator norm of Λ φ , which by Lemma 3.10 is 1. When r 1 > 1 we have c n (d 1,ǫ ) = c n (1) = 1, so that the first claim is proved in this case. In the case when r 1 = 1 we suppose, without loss of generality, that d φ > 0 and ǫ ∈ (0, d φ ). Then P φ n reduces to
and from the intertwining (3.23) we get
By Lemma 3.10
) with operator norm 1 and thus, by similar arguments as above, we deduce that (c n (d 1,ǫ )P φ n ) n 0 is also a Bessel sequence in L 2 (β) with Bessel bound 1. We continue with the claims regarding V φ n , starting again with the case when r 1 = 1. Following similar arguments as in the proof of Proposition 3.2, we get that, for any f ∈ L 2 (β m )
where V φ * 
To this end, taking the Mellin transform of the right-hand side yields, for ℜ(z) > r 0 ,
After substituting the definitions of c n (m), C n (m) in (3.27) and (5.4), respectively, we get, by some straightforward algebra,
and the right-hand side is the constant in front of the definition of w n in (3.17) when r 1 = 1.
Invoking the uniqueness claim in Proposition 3.2 yields (3.29), as desired. The case when r 1 < 1 follows by similar arguments, albeit with more tedious algebra, and its proof is omitted. Next, using the second intertwining relation (3.23) we get that
n (x).
, we have for any n, p ∈ N,
and thus we get that (V φ n ) n 0 is a biorthogonal sequence in L 2 (β) of (P φ n ) n 0 . As before, the continuity of V * φ * m given by Lemma 3.10 combined with the fact that (P (m)
with Bessel bound 1. To show uniqueness, we first observe that any sequence (g n ) n 0 ∈ L 2 (β) biorthogonal to (P φ n ) n 0 must satisfy
Since Lemma 3.3 gives that Ran(Λ φ ) is dense in L 2 (β) it follows that Ker(Λ * φ ) = {0} and we conclude that (V φ n ) n 0 is the unique sequence in L 2 (β) biorthogonal to (P φ n ) n 0 . Finally, assume now that r 1 < 1. Then, using the definition of φ r 1 in (3.2) we get that
On the other hand, since
p n , see (3.7), simple algebra yields that
We know that, since
n ) n 0 is the unique sequence biorthogonal to (P φ r 1 n ) n 0 , and combining this with (3.32) gives the biorthogonality of (V φ n ) n 0 in L 2 (β) as well as uniqueness, using similar arguments as above. Finally, the completeness of (V φ n ) n 0 is a consequence of the fact that V φ n is, in all cases and by Lemmas 3.3 and 3.10, the image under a continuous operator with dense range of the sequence
, which is itself easily seen to be complete.
Proof of Theorem 2.2. We are now able to give the proof of all items of Theorem 2.2, which we tackle sequentially. Setting ǫ = d φ in (2.13) we get, by the first intertwining in Proposition 3.3 and the spectral expansion of the self-adjoint semigroup Q (r 1 ) in (5.8), that for any f ∈ L 2 (β r 1 ) and t 0,
where the second identity is justified by ( f, P (r 1 ) n βr 1 ) n 0 ∈ ℓ 2 (N) and the fact that (P φ n ) n 0 is a Bessel sequence in L 2 (β), see [16, Theorem 3.1.3] , and the last identity uses the fact that, by
n . Next, from the first intertwining in (3.23) and the fact that, for any n ∈ N, Q (r 1 )
n , see (5.8), we get that P φ n is an eigenfunction for Q t with eigenvalue e −λnt . Taking the adjoint of the first identity in (3.23) and using the self-adjointness of Q
t Λ * φ and thus, for any n ∈ N and t 0,
and since Ker(Λ * φ ) = {0} we deduce Q t * V φ n = e −λnt V φ n . Next, let S t be the linear operator on L 2 (β) defined by
so that, by the above observations,
For convenience, we set V
Then, for any t > 0 and f ∈ L 2 (β) we have, for C > 0 a constant independent of n,
where the first inequality follows from the asymptotic in (3.28) combined with the decay of the sequence (e −2λnt ) n 0 , t > 0, and the second inequality follows from the Bessel property of (V φ n ) n 0 guaranteed by Proposition 3.4. Hence we deduce that e −λnt f, V φ n β n 0 ∈ ℓ 2 (N) and, as (P φ n ) n 0 is a Bessel sequence, it follows that S t defines a bounded linear operator on L 2 (β) for any t > 0, again by [16, Theorem 3.1.3]. However, S t = Q t on Ran(Λ φ ), a dense subset of L 2 (β). Therefore, by the bounded linear extension theorem, we have S t = Q t on L 2 (β) for any t > 0. Note that, by similar Bessel sequence arguments as above, for any N 1,
Since the supremum on the right-hand side is decreasing in n, for any t > 0, we get that in the operator norm topology
where each N n=0 e −λnt P φ n ⊗ V φ n is of finite rank. This completes the proof of Item (1) and also shows that Q t is a compact operator for any t > 0, which completes the proof of Item (2). Next, the intertwining identity (3.23) and the completeness of (P φ n ) n 0 and (V φ n ) n 0 enable us to invoke [40, Proposition 11.4 ] to obtain the equalities for algebraic and geometric multiplicities in Item (3), and also to conclude that
Since Q t is compact we get that Q * t is compact, and thus for both of these operators their spectrum is equal to their point spectrum. To establish the remaining equalities we use the immediate compactness of Q to invoke [23, Corollary 3.12 ] and obtain σ(Q t ) \ {0} = e tσ(J) , while we also have from [23, Theorem 3.7] that, σ p (Q t )\{0} = e tσp(J) . Putting all of these together completes the proof of Item (3). Finally it remains to prove the last item concerning the self-adjointness of Q. Clearly if h ≡ 0 then Q is self-adjoint, as in this case β reduces to β µ and Q reduces to the classical Jacobi semigroup Q (µ) , which is self-adjoint on L 2 (β µ ). Now suppose that Q is self-adjoint on L 2 (β), that is Q t = Q * t for all t 0. By differentiating in t the identity, for any n, m ∈ N,
we deduce, by a simple application of Fubini's Theorem using the finiteness of the measure β, that
Note that (3.33) holds trivially if either n = 0 or m = 0, or if n = m, so we may suppose that n = m; all together we take, without loss of generality, n > m > 0. Now, for any n 1, a straightforward calculation shows that
where we recall from (2.3) that Ψ(n) = (n − r 0 )φ(n) and from (2.9) that λ n = n 2 + (λ 1 − 1)n. Using (3.34) on both sides of (3.33) and rearranging gives
By (2.5) and the recurrence relations for W φ and the gamma function, the ratio
so that substituting into (3.35) shows that the following must be satisfied
Next, we write Ψ as
where the first equality is simply the definition of Ψ in (2.1) and the second follows from the assumption that ℏ = ∞ 1 h(r)dr < ∞. Let us write G(n) = n 2 +(µ−1)n and H(n) = n ∞ 1 r −n h(r)dr. By direct verification we get
so that (3.36) is equivalent to
Observe that
Hence canceling (n+m)(n+m+λ 1 −1) on both sides of (3.37), then dividing by nm and rearranging the resulting equation yields
Applying the dominated convergence theorem when taking the limit as n → ∞ of the right-hand side we find that, for all m > 0 with m = n,
which implies that h ≡ 0. This completes the proof of Item (4) and thus the proof of the theorem.
To conclude this section we give a result concerning the intertwining operators in Proposition 3.3 which illustrates that, except in the self-adjoint case of h ≡ 0 and µ 1, none of these operators admit bounded inverses. This latter fact combined with the relation (3.31) imply that (P φ n ) n 0 is a not a Riesz sequence in L 2 (β), as it is not the image of an orthogonal sequence by an invertible bounded operator, see [16] . Recall that a quasi-affinity is a linear operator between two Banach spaces with trivial kernel and dense range. , and U φ r 1 , we get, by moment determinacy, that each of these has dense range in their respective codomains. For the remaining claims we proceed sequentially by considering each operator individually, starting with Λ φ d 1,ǫ . Proposition 3.4 gives that, for any n ∈ N
and also that (P φ n ) n 0 and (V φ n ) n 0 are biorthogonal. Consequently,
However, as (P
it must be its own unique biorthogonal sequence, which forces 1
we get that Ker(Λ φ d 1,ǫ ) = {0}. Next, by straightforward computation we have, for any n ∈ N,
where the second equality follows by using the definition of φ d 1,ǫ , see (3.5) , together with the recurrence relation for W φ d 1,ǫ . Now, the same arguments as in the proof of [40, Theorem 7.1(2) ] may be applied, see e.g. Section 7.3 therein, to get that the ratio in (3.38) tends to 0 as n → ∞ if and only if φ d 1,ǫ (0) = 0 and Π ≡ 0 ⇐⇒ h ≡ 0. This is because, with the notation of the aforementioned paper, the expression for
in our notation, and we have 
where φ * m was defined in (3.6) . Now the fact that lim u→∞ φ(u) u = 1 allow us to deduce lim u→∞ φ * m (u) = 1 and, as noted earlier, φ * m is a Bernstein function and hence non-decreasing. As the case φ * m ≡ 1 is excluded by the assumption on m, we get that, as n → ∞, the ratio in (3.39) tends to 0. Next, by taking the adjoint of (3.23) we get
, and using this identity we get that U * n , and the latter is a complete sequence, whence Ker(U φ r 1 ) = {0}. Finally, another straightforward calculation gives that
and using the fact that lim u→∞ φ(u) u = 1 we conclude that the right-hand side tends to 0 as n → ∞.
3.6. Proof of Theorem 2.3(1). Theorem 2.2 gives, for any f ∈ L 2 (β) and t > 0,
so that, since λ 0 = 0 and P
Next, we note that 
To justify this we start by observing that the first inequality follows from (3.40) together with (c n (d 1,ǫ )P φ n ) n 0 being a Bessel sequence with Bessel bound 1, which was proved in Proposition 3.4. Next we use the fact that V φ n is an eigenfunction for Q * t associated to the eigenvalue e −λnt , and then the identity
which follows by considering the cases r 1 = 1 and r 1 < 1 separately. Indeed, when r 1 = 1 then d r 1 ,ǫ = d 1,ǫ and c 2 n (r 1 ) = 1, while otherwise d 1,ǫ = 1 so that d r 1 ,ǫ = r 1 and c 2 n (d 1,ǫ ) = 1. The second inequality follows from (3.41) and then we use the biorthogonality of (P φ n ) n 0 and (V φ n ) n 0 , given by Proposition 3.4, which implies that for any c ∈ R, c1 [0, 1] , V φ n β = 0 if n = 0. The last inequality follows from the fact that (V φ n ) n 0 is a Bessel sequence with Bessel bound 1, again due to Proposition 3.4. Next, when 0 2λ 1 t < log (1+m) (1+λ 1 −dr 1 ,ǫ) (1+dr 1 ,ǫ)(1+λ1 −m) and since m > d r 1 ,ǫ , we get
so that the contractivity of the semigroup Q yields, for f ∈ L 2 (β) and any t > 0,
β . Finally, since β is an invariant probability measure,
which completes the proof.
Proof of Theorem 2.3(2)
. We first give a result that strengthens the intertwining relations in Proposition 3.3 and falls into the framework of the work by Miclo and Patie [34] . Write V dr 1 ,ǫ for the Markov multiplicative kernel associated to a random variable with law β dr 1 ,ǫ , which, by the same arguments as in the proof of Lemma 3.10, satisfies
is said to be completely monotone if F ∈ C ∞ (R + ) and (−1) n d n dx n F (u) 0, for u > 0 and n ∈ N. By Bernstein's theorem, any completely monotone function F is the Laplace transform of a positive measure on [0, ∞), and if lim u→0 F (u) < ∞ (resp. lim u→0 F (u) = 1) then F is the Laplace transform of finite (resp. probability) measure on R + , see e.g. [48, Chapter 1] . Proposition 3.6. Under the assumptions of the theorem, we have a completely monotone intertwining relationship between Q and Q (m) , in the sense of [34] , that is for t 0 and on the respective L 2 -spaces 
, u 0.
Proof. We give the proof only in the case µ 1 + ℏ, so that d r 1 ,ǫ = d 1,ǫ , as the other case follows by similar arguments. From Proposition 3.3 we get, with
and taking the adjoint and using that both Q (m) and
t . Combining this with the first intertwining relation in Proposition 3.3 then yields
t , and, together with second intertwining relation in Proposition 3.1, we conclude that
is self-adjoint with simple spectrum the commutation identity (3.43) implies, by the Borel functional calculus, see e.g. [46] , that V φ V φ = F (J m ) for some bounded Borelian function F , and to identify F it suffices to identify the spectrum of V φ V φ . To this end we observe that, for any
where we used that (P
m /c m (m) follows by a straightforward, albeit tedious, computation. Consequently, for any n ∈ N,
where the second and third equalities follow from calculations that were detailed in the proof of Proposition 3.4. Using the definition of c n in (3.27) we thus get that, for n ∈ N,
recalling from (2.9) that (λ n ) n 0 are the eigenvalues of −J m , which proves that F φ = F . Next, one readily computes that the non-negative inverse of the mapping n → λ n is given by the function ρ defined prior to the statement of the theorem, which was remarked to be a Bernstein function. For another short proof of this fact, observe that, for u 0,
which is completely monotone. Since u → F φ (u 2 +(λ 1 −1)u) is the Laplace transform of the product convolution of the beta distributions β d 1,ǫ and β m we may invoke [48, Theorem 3.7] to conclude F φ is completely monotone. Finally, to show that − log F φ is a Bernstein function we note that, for any a, b > 0, the function u → log(a + b) u − log(a) u is a Bernstein function, see e.g. Example 88 in [48, Chapter 16] . Since
with d 1,ǫ < m, and the composition of Bernstein functions remains Bernstein together with the fact that the set of Bernstein functions is a convex cone, see e.g. [48, Corollary 3.8] for both of these claims, it follows that − log F φ is a Bernstein function.
Proof of Theorem 2.3(2). Since m ∈ (1 {µ<1+ℏ} + µ, λ 1 ) we may apply Proposition 3.6 to conclude that V φ V φ = F φ (−J m ) and a straightforward substitution gives E [e −uτ ] = F φ (u), u 0, with − log F φ a Bernstein function. From the Borel functional calculus we get, since
Combining this identity with (3.42) yields, for non-negative f ∈ L 2 (β),
, and the general case follows by linearity and by decomposing f into the difference of non-negative functions. By Proposition 3.5 V φ has trivial kernel on L 2 (β) so we deduce
and thus Q satisfies a completely monotone intertwining relation with Q (m) , in the sense of [34] . Consequently we may invoke [34, Theorems 7, 24] to transfer the entropy decay and Φ-entropy decay of Q (m) , reviewed in Section 5, to the semigroup Q but after a time shift of the independent random variable τ . Note that, when λ 1 > 2(1 {µ<1+ℏ} + µ), we may take m = λ 1 2 so that the reference semigroup is Q (λ 1 /2) , which has optimal entropy decay rate.
3.8. Proof of Theorem 2.4. The proof of Theorem 2.4(1) follows by using Equation (3.44) above to invoke [34, Theorem 8] . Next, by Equation (3.44) and using Proposition 3.6 we get
where the last inequality follows by applying Lemma 3.10 twice, once in the case p = ∞ for V φ and once with p = 1 for V φ . The claim now follows from the corresponding ultracontractivity estimate for Q (m) .
3.9. Proof of Theorem 2.5. The following arguments are taken from the proof of [33, Proposition 5] . We denote by Q (m,τ ) for the classical Jacobi semigroup Q (m) subordinated with respect to τ = (τ t ) t 0 . By [34, Theorem 3] we obtain, from Proposition 3.6, a completely monotone intertwining relationship between the subordinate semigroups, i.e. writing V φ and V φ as above, we have, for any t 0 and on the appropriate L 2 -spaces,
. Using this we get, for any f ∈ L 2 (β) and t 1,
where in the second equality we used the boundedness of V φ together the expansion for the subordinated classical Jacobi semigroup which follows from (5.8) and standard arguments, then the properties of V φ and V φ detailed in previous sections, and finally the expression for E[e −λnτ ] in (2.14). All of the claims, save for the last one, then follow from [34, Theorems 7, 24] applied to (3.45). Next, we establish the ultracontractive bound ||Q τ t || 1→∞ c m (E[τ −p ] + 1) for t > 2. From (2.14) we get, by applying Stirling's formula for the gamma function together with lim u→∞ u −1/2 ρ(u) = 1, that lim u→∞ u (m−dr 1 ,ǫ) E[e −uτ ] = 1. Writing for convenience p = Then it is easy to complete the proof of the last claim by following similar arguments as in the proof of [5, Proposition 6.3.4] , noting that the required variance decay estimate therein, namely
Var β (f )
valid for all t 0 and f ∈ L 2 (β), follows trivially from Theorem 2.3(1) via subordination.
Examples
In this section we consider a parametric family of non-local Jacobi operators for which h is a power function. More specifically, let δ 1 and consider the integro-differential operator J δ given by
Then J δ is a non-local Jacobi operator with µ = δ + 1 and h(r) = r −δ−1 , r > 1, or one easily gets that equivalently Π(r) = e −δr , r > 0. One readily computes that ℏ = ∞ 1 h(r)dr = δ −1 and thus the condition µ 1 + ℏ is always satisfied, which implies that r 1 = 1. Writing φ δ for the Bernstein function in one-to-one correspondence with J δ , we have that for u 0, From the right-hand side of (4.1) we easily see that d φ δ = δ−1. Now, we assume that λ 1 > δ+2 > 3 and, for sake of simplicity, take λ 1 −δ ∈ N. The following result characterizes all the spectral objects for these non-local Jacobi operators.
Proposition 4.1.
(1) The density of the unique invariant measure of the Markov semigroup associated to J δ is given by β(x) = ((λ 1 − δ − 2)x + 1) (δ + 1)(1 − x) β δ (x), x ∈ (0, 1).
(2) We have that P φ δ 0 ≡ 1 and, for n 1, making explicit the dependence on the two parameters for the classical Jacobi polynomials, see (5.3) , and where C n (δ + 3) = n!(2n + λ 1 )(λ 1 + 1) n /(δ + 3) n (λ 1 − δ − 2) n . and C λ 1 ,δ,n = δ(λ 1 − 1)Γ(λ 1 + n − 1) C n (1)(−2) n /(n!Γ(δ + 2)).
Proof. First, from (4.1) and (2.4) we get that, for any n ∈ N, (4.2) W φ δ (n + 1) = δ n + δ (δ + 2) n , so that from (2.5) we deduce that
The first term on the right of (4.3) is the n th -moment of the probability density f δ (x) = δx δ−1 on [0, 1] while the second term is the n th -moment of a β δ+2 density. Thus, by moment identification and determinacy, we conclude that β(x) = f δ ⋄ β δ+2 (x) and after some easy algebra we get, for x ∈ (0, 1), that which completes the proof of the first item. Next, substituting (4.2) in (2.6), gives P δ 0 ≡ 1, and for n = 1, 2, . . .,
C n−1 (δ + 3)   where, to compute the second equality we made a change of variables and used the recurrence relation of the gamma function, and the definition of the classical Jacobi polynomials, see Section 5 and also [49] . This completes the proof of Item (2). To prove Item (3) we recall from (2.8) that, for any n ∈ N, V φ δ n (x) = 1 β(x) w n (x), where, by (3.18), the Mellin transform of w n is given, for any ℜ(z) > 0, as M wn (z) = C λ 1 ,δ,n (z + δ + 1) Γ(z) Γ(z − n) Γ(z + δ) Γ(z + λ 1 + n) , used twice the functional equation for the gamma function and the definition of the constant C λ 1 ,δ,n in the statement. Next, writing z = a + ib for any b ∈ R and a > 0, we recall from (3.21) that there exists a constant C a > 0 such that which may also be deduced directly from the Poincaré inequality for J µ , see [5, Chapter 4.2] . This convergence is optimal in the sense that the decay rate does not hold for any constant greater than 2λ 1 . Next, let us write λ logS < 2λ 1 , see e.g. [25] , although the equality for the symmetric case goes back to [44] . As a consequence of (5.9) we have on the one hand the convergence in entropy, for any t 0 and f ∈ L 1 (β µ ) such that Ent βµ (f ) < ∞, From (5.10) we thus get that the symmetric Jacobi semigroup attains the optimal entropic decay and hypercontractivity rate. Further, when λ 1 2 = n ∈ N there exists a homeomorphism between J µ and the radial part of the Laplace-Beltrami operator on the n-sphere, which leads to the curvaturedimension condition CD(λ 1 − 1, λ 1 ), see [5] for the definition. Thus for any admissible function Φ : I → R, we get The fact that Q (µ) is a contraction on L 1 (β µ ) together with the above ultracontractive bound yields the estimate ||Q (µ) t || 1→∞ c µ , for any t 1. Finally, we mention that c λ 1 2 = 4 λ 1 (λ 1 −2) and upper and lower bounds are known in the general case, see again [4] .
