In this paper we consider lower bounds for external-memory computational geometry problems. We nd that it is not quite clear which model of computation to use when considering such problems. As an attempt of providing a model, we de ne the external memory Turing machine model, and we derive lower bounds for a number of problems, including the element distinctness problem, in this model. For these lower bounds we make the standard assumption that records are indivisible. Waiving the indivisibility assumption we show how to beat the lower bound for element distinctness. As an alternative model, we brie y discuss an external-memory version of the algebraic computation tree.
Introduction
The Input/Output (or just I/O) communication between fast internal memory and slower external storage is the bottleneck in many large-scale computations. The signi cance of this bottleneck is increasing as internal computation gets faster, and as parallel computation gains popularity. Currently, technological advances are increasing CPU speeds at an annual rate of 40{60% while disk transfer rates are only increasing by 7{10% annually RW94]. Internal memory sizes are also increasing, but not nearly fast enough to meet the needs of important large-scale applications. In recent years a lot of research has therefore been done in the area of external-memory algorithms. In this paper we study lower bound for external-memory computational geometry problems. ). To prove this bound Aggarwal and Vitter made the indivisibility of records assumption (or indivisibility assumption for short), stating that records are moved in their entirety and that except for copying of records one is not allowed to create new records. The basic idea of the proof is to count how many permutations can be generated with a given number of I/Os and compare this number to N! In other words the proof is based on the fact that we are building an object (a permutation) and counting arguments are used to estimate the number of I/O required to do so. The indivisibility of records assumption ensures that a unique permutation of the records in internal and external memory can be identi ed throughout the life of an algorithm, and that it is well de ned which permutations can be obtained from a given permutation by a single I/O. The lower bound can be shown without making any assumptions about the way the algorithm works and how it gathers information about the input (that is, without stating precisely which operations are allowed on the records in internal memory) because of the physical nature of the task at hand; we are moving uniquely identi able \pebbles" around and have to arrange them in a speci c con guration. We refer to this general method of proving lower bounds as the permutation technique. As Permuting is a special case of Sorting, the permutation lower bound also applies to for Permuting is to move the records one at a time using one I/O on each record. Assuming that comparison of two records is the only allowed operation on the elements in internal memory (the comparison I/O-model) and using an adversary argument, Aggarwal and Vitter proved that the ( N B log M=B N B ) lower bound still holds for Sorting in this case. Aggarwal and Vitter conjectured that their lower bounds for Sorting and Permutation hold even if the indivisibility assumption is waived, but were not able to prove so.
The model where comparisons are the only allowed computation on the elements in internal memory was later formalized by Arge et al. AKL93] . They proved that any problem with an (N log 2 N) comparison model lower bound has a lower bound in the comparison I/O-model of ( N B logM B N B ) I/Os. As information theoretic arguments and not the permutation technique was used in their proofs, their model was also capable of handling decision problems. Indivisibility of record is still assumed in their model, but the Aggarwal and Vitter conjecture may not seem so obvious for decision problems.
Recently, Arge et al. AFGV97 ] studied the complexity of sorting strings of records in the comparison I/O-model (and assuming indivisibility of record), and obtained di erent lower bounds depending on if one is allowed to break the strings into their characters (records) or not. Some lower bounds for external-memory graph problems are discussed in CGG + 95, Arg95].
Computational geometry lower bounds
Our interest in this paper is lower bound for external-memory computational geometry problems. Let us rst recall how internal-memory computational geometry lower bounds are usually proved. Some lower bounds are proved in the comparison model. However, often the solution of computational geometry problems require computations like e.g. deciding if a point lies to the right or the left of a line given by two other points. AKL93] . However, the rest of the problems cannot be solved using comparisons only. Thus, reductions from e.g. Element Distinctness will not yield interesting lower bounds. However, most of the problems (including Segment Sorting, Red-Blue Line Segment Intersection, All Nearest Neighbors, Convex Hull, and Batched Planar Point Location) require us to build an object which can be regarded as a permutation of the input records, making the permutation technique applicable. For instance, when solving the All Nearest Neighbors problem, one \builds" a solution consisting of all the pairs of nearest points. This allows us to prove the permutation lower bound (minfN; N B logM B N B g) on these problems.
For the Measure of Union of Rectangles problem, it is di cult to see how to show a lower bound. In this problem no large object is constructed and the comparison model does not apply. In the algebraic computation tree model, an (N log 2 N) lower bound can be shown for this problem by reduction to a problem closely related to element distinctness, but we know of no external memory version of this model in which interesting lower bounds are known. Actually, it seems that one cannot even solve the problem in the Aggarwal and Vitter model, as reporting the result requires the creation of a new record. This is not allowed when the indivisibility of records assumption is made.
Our results
The above discussion leads us to the following question: Is it possible to de ne a sensible model of computation formalizing the indivisibility of records assumption (and only that) so that we can prove lower bounds, also for those computational geometry decision problems that cannot be solved by comparisons? We do come up with such a model called the external memory Turing machine which does make it possible to formally prove the sorting lower bound ( N B logM B N B ) for a number of problems, including decision problems for which neither the permutation based bounds or the comparison based bounds are applicable. We believe the model is an adequate formalization of the Aggarwal and Vitter model for many computational geometry problems. In particular we show that the sorting lower bound holds for all the prototype problems discussed previously. Thus we remove the comparison I/O-model assumption for small B and M in the bound for Sorting proved by Aggarwal and Vitter AV88], we extend the Element Distinctness lower bound proved in AKL93] to the external memory Turing machine model, and we prove a new lower bound on the Extreme Points problem.
Using these lower bounds we obtain alternative and improved lower bounds for the computational geometry problems discussed previously. We improve the permutation lower bound on the Segment Sorting, All Nearest Neighbors, Convex Hull, and the various Line Segment Intersection problems to the sorting bound. We extend the result in AKL93] to the general I/O model, that is, we prove that the sorting lower bound holds for any problem requiring (N log 2 N) We extend the model in order also to consider randomized algorithms of the Las Vegas variety. We prove that the lower bounds mentioned above hold in this model as well. However, we show that if we remove the indivisibility of records assumption, the Element Distinctness problem Finally, as an alternative model for external memory computational geometry, we de ne the external memory algebraic computation tree. This model does not include any indivisibility assump-tion and is concerned with computation over reals, rather than integers as the external memory Turing Machine. We show that in this model, any function satisfying a certain continuity condition can be approximated arbitrarily well using a linear number of I/Os. The algorithm is unrealistic, but suggests that showing lower bounds in the external memory algebraic computation tree model may be di cult.
The external memory Turing machine
In this section we de ne the external memory Turing machine model. Let us rst formalize the kind of problem we want to look at: By a decision problem we mean a decision problem parameterized by N, denoting as usual the number of records in the input, and w, denoting the number of bits in each record. For convenience we assume that our records are bit strings (other assumptions are possible). The set of bit strings f0; 1g w is equipped with the natural total ordering (interpreting each string as a number in binary notation). An example of a decision problem is the Element Distinctness problem, deciding if N records, each containing w bits, are distinct. There is no head on this tape, so the nite control cannot access it directly. The internal tape. Intuitively, this tape contains the contents of the internal memory. The tape has length exactly (w + 1)M. Records and tracks are de ned in the same way as for the external tape. There is a read/write head on this tape. The nite control can move the head and thereby read and overwrite any desired segment of the tape. When the computation starts, all records on the internal tape are blank. The work tape. This tape has unbounded length and a read/write head. The Turing machine can perform arbitrary computations using this tape. The instruction tape. There is a write only head on this tape. Some of the states of the nite control are marked as Execute states. When such a state is entered, the instruction tape is examined. If the tape has a contents of the form \READ i", where i is a number in binary notation, the contents of the rst track of the internal tape is erased and replaced with the contents of the i'th track of the external tape. If the tape has a contents of the form \WRITE i", the i'th track of the external tape is erased and replaced with the rst track of the internal tape. If the tape has a contents of the form \ASSIGN i TO j", the j'th record of the internal tape is erased and replaced with a copy of the i'th record of the internal tape. After an Execute state has been visited, the instruction tape is erased, and its head is moved to the rst cell on the tape. Furthermore, whenever an Execute state is entered with a READ or WRITE instruction on the instruction tape (I/O instruction for short), the work tape is erased and the heads of the work tape and the internal tape are moved to the rst cells on the tapes (this is not the case for ASSIGN instructions).
The machine has two special states, Accept and Reject, one of which is entered when the machine has made up its mind about the input. The complexity of a computation is the number of I/O instructions executed before this happens, and we say that an external memory Turing machine with parameters N, M, B and L, solves a decision problem if the machine for all values of w correctly accepts or rejects each input (x 1 ; : : : ; x N ) 2 (f0; 1g w ) N .
We say that a Turing machine satis es the indivisibility assumption if the head on the internal tape never writes. Note that if the Turing machine does not satisfy the indivisibility assumption, then the ASSIGN instruction is super uous and can be replaced by an explicit copying routine in the nite control. Note also that if the Turing machine does satisfy the indivisibility assumption, each record of the external and internal tapes will at all time either contain a copy of an identi able input record or be blank. This leads to the following de nition: By a memory con guration , we mean an assignment of items x 1 ; x 2 ; : : : ; x N to the records of the internal and external memories. Each x i may appear several times or may not appear at all. For two memory con gurations 1 and 2 , we say that 2 is obtainable from 1 in one step if there is a permutation of the records in internal memory, followed by an I/O operation, followed by another permutation of the records in internal memory, turning 1 into 2 . The standard memory con guration 0 is the initial one with the N input records appearing only as the rst N records of the external tape.
Let us discuss and motivate the di erent features of the model. First, note the parameter L, denoting the total number of records in the external memory. In previous work on external memory algorithms and lower bounds, such a xed parameter has not been necessary, but unfortunately,
we have to assume a bound on L in our lower bound proofs. Note however, that since any bound is su cient (like L < 2 2 N ) the restriction is not too serious. We believe that a lower bound for unbounded L can probably be obtained and leave this as a small open problem. Second, note the role of the work tape: We allow arbitrary computations on the tape but erase it after each I/O. This prevent the machine from \cheating" by storing useful information on this tape. Third, note that we allow non-uniformity in the parameters N; M and B, but not in w. If we allowed nonuniformity in w as well, any problem considered would be nite, and thus solvable in N=B I/Os using table-lookup. This would trivialize everything. It also seems quite reasonable and consistent with other assumptions to require uniformity in w. For instance, the intention of the indivisibility assumption is to prohibit that the algorithm does something very clever to each individual record. Taking non-uniform advantage of the record length would certainly violate this intention. However, why do we allow non-uniformity in N; M and B? When we assume indivisibility of records, we tie the hands of the machine behind its back: After an I/O the only information left on the tapes is some permutation of the original input records, the machine cannot even make a note on a tape about what to do next. It seems that no interesting algorithm can be implemented with such a severe restriction. However, by allowing non-uniformity in N; M, and B, we can encode some information in the state of the machine|as long as the amount of information is independent of w. This is quite a powerful feature, for instance, the machine can remember the current memory con guration completely without using any of the tapes. It could be argued that this is too strong, but we can still show lower bounds in the model. The non-uniformity makes it essential that w can be varied independently of N. Unfortunately, this is not the case for most graph problems (where w = O(log N)) CGG + 95], so the external memory Turing machine is not an appropriate model for these problems. An approach to modifying it would be to require uniformity in N; M and B as well, but to add an additional tape of (very) restricted length which would not be erased during I/Os. We shall not pursue this approach in this paper, but instead concentrate on computational geometry problems. Since the model is discrete it could be argued that it is not particularly suited for computational geometry problems either. However, most computational geometry problems still make perfect sense in a nite precision setting, and we believe that such a setting is just as interesting (and more realistic) than a \Real RAM" setting.
As mentioned, we shall in addition to decision problems also consider \construction problems" like the Closest Pair problem. Therefore, we augment the model above with a Finished state, and say that the machine solves a construction problem if for any input the answer to the problem resides rst on the external tape (with blank records following) when the machine enters this state. In order to consider randomized algorithms in the Las Vegas variety as well, we de ne an external memory Las Vegas Turing Machine as follows: We augment the model with a fth tape, the random tape, with a read-only, move-right-only head. We also include a another special nal state, the Don't Know state. When the computation starts, the random tape is lled with an in nite sequence of random, independent, un-biased coin tosses. An external memory Turing machine solves a problem (decision or construction) if for any input, the machine answers Don't Know with probability 1=2 and gives the correct answer otherwise. In order to obey a complexity bound t, all possible computations on a given input x must execute at most t I/O instructions. 1 3 Lower bounds with the indivisibility assumption
In this section we show lower bounds on the number of I/O required to solve various problems by external memory Las Vegas Turing machines satisfying the indivisibility assumption. In Section 3.1 we rst prove lower bounds on fundamental problems like Sorting and Element Distinctness. In Section 3.2 we then de ne reductions in our model and derive several lower bounds from the lower bounds on the fundamental problems.
Lower bounds for fundamental problems
Our discussion of the lower bounds for fundamental problems is divided in two; in Section 3.1.1 we rst prove a connection between the number of comparisons required to solve a given problem in the comparison model and the number of I/Os required by a deterministic external Turing machine.
This results allows us to transform (N log 2 N) comparison lower bounds to ( N B logM B N B ) I/O lower bound. In Section 3.1.2 we extend the result to external memory Las Vegas Turning machines. This is done primarily to make a direct comparison with our upper bound in Section 4 meaningful.
Deterministic Turing machine model
The proof technique we will use to prove the lower bound in this section is an adaption of the Proof : The proof is a relatively straightforward simulation, we simply \fold out" all possible computations of the Turing machine. For instance, the root node in the tree represents the initial con guration of the machine. For xed N; M; B and L the rst I/O instruction is xed (because the internal memory is empty). Thus, we make a single son v of the root note, representing the con guration after this rst I/O instruction. The function f 0 of the root is just the trivial function mapping everything to 1. The next I/O instruction we perform, the memory con guration when it is performed, and the state of the Turing machine when it is performed, depends on the elements in the internal memory. Proof : First, use N log B comparisons to determine the total order of each individual track of the external memory. The algorithm we design will maintain the invariant that the total order of the records of each individual track of the external memory, as well as the total order of the records in the internal memory, are known. Now simulate the I/O decision tree as follows, starting in the root. Each node contains a new memory con guration, obtainable from the previous one in one step. To maintain the invariant for the new memory con guration, at most T merge (M ? B; B) comparisons are needed. Given the invariant, the order invariant function f v in the node can now be evaluated without using any further comparisons, and we can proceed to the next node. 
Las Vegas Turing machine model
We now describe how to extend the lower bound to Las Vegas algorithms. First, we de ne a Las Vegas I/O decision tree. This is de ned as an I/O decision tree except that the label f v does not denote a function f v : D M ! f1; : : : ; kg, but a function from D M into the space of probability distributions on f1; : : : ; kg, i.e. the value of f v (x) is a vector (p 1 ; p 2 ; : : : ; p k ) with
Furthermore, we allow leaves labeled Don't Know. When executing the tree, we choose a random son according to the probability distribution. The output of the tree now becomes a random variable. We say that the tree solves a problem, if for all inputs, the output Don't Know is given with probability 1=2 and the correct answer is given otherwise. The following can be proved in a way similar to the proof of Lemma 1.
Lemma 7 If there is an external memory Las Vegas Turing machine satisfying the indivisibility assumption solving a decision problem using t I/Os in the worst case, then there is a d, so that for all w, there is a Las Vegas I/O decision tree of height t and out-degree d, solving the problem for domain f0; 1g w .
Since Lemma 2 is also shown for probabilistic decision tree in MSM85], one might now think that we just proceed as before. Unfortunately, the model of probabilistic trees given in MSM85] is not compatible with our model. In MSM85] the trees contain explicit coin-tossing nodes and these nodes contribute to the depth of the tree. With our de nition of Las Vegas I/O trees, it becomes di cult to apply the Ramsey theoretic arguments of MSM85] directly, the problem being that there is an in nite number of possibilities of probability distributions in a given node, even if we x the domain and the out-degree of the node. We get around this using the following Lemma. Clearly, whenever the new tree gives a non-Don't Know answer, it is correct. Let us estimate the error probability of the new tree. Note that all paths in the new tree which also existed in the old tree are now followed with a smaller probability. Therefore, their contribution to the Don't Know probability is at most 1 2 . Also, note that standing in a node v, the probability of ending in the new leaf, is 1 ?
Since the tree has depth t, the probability of the entire execution ending in one of the new leaves is at most 1 10 . Therefore, the Don't Know probability of the new tree is at most 1 2 + 1 10 . We now make a tree consisting of executing the new tree independently two times and return a non-Don't Know answer whenever one of the executions do. In order to do so, between the two executions, we have to reset the memory con guration to the original 0 . Thus the total depth of the tree becomes 3t. The Don't Know probability is at most ( 1 2 + 1 10 ) 2 < 1 2 , as desired. In order to obtain the Las Vegas variant of Corollary 6 we need the following.
Lemma 11 Any comparison based (internal) Las Vegas algorithm solving the Element Distinctness problem uses at least log(N!) ? 1 comparisons in the worst case.
Proof : Suppose a Las Vegas algorithm using less than log(N!) ? 1 comparisons is given. Furthermore, let a random permutation of f1; 2; : : : ; Ng be given as input. We will rst argue that with probability strictly greater than 1=2, the partial order de ned by the results of the performed comparisons contains two incomparable elements. Suppose this is not the case. Then the total ordering of the elements are determined with probability at least 1 2 . We can x the probabilistic choices made by the algorithm so that the total ordering is still determined with probability 1 2 , for a random permutation. Thus, we have a decision tree with at least N!=2 leaves of depth < log(N!=2), a contradiction. So with probability strictly greater than 1 2 , two elements are incomparable, and it is thus still possible that these elements are equal. Thus, given as input a random permutation which should be accepted, the algorithm must answer Don't Know with probability strictly greater than 1=2, contradicting the de nition of a Las Vegas algorithm. 
Lower bounds by reduction
In this section we will show several lower bounds on computational geometry problems by reduction. Note that we need to be careful when proving these bounds, as we are not allowed to create new records. Consider rst the simple decision problem Interval Overlap. In this problem we are given a number of intervals and should decide if any of them overlap. The standard reduction from Element Distinctness consists of converting each of the N elements x i to the interval x i ; x i ] PS85].
This set of intervals overlap if and only if the elements are not distinct. If we represent an interval by a pair of elements this reduction will also work in the external memory Turing machine model, because the intervals can be produced using only copying of the original elements. A machine for the Element Distinctness problem can thus be constructed from a machine for the Interval Overlap problem simply by rst scanning through the input, copying each of the records, and then simulating the Interval Overlap machine.
The above reduction is very simple and in general standard reductions use creation of new records and not just copying of the original ones. Thus it is not clear that the class of problems solvable by external memory Turing machines satisfying the indivisibility assumption is closed under any su ciently strong kind of reduction. However, it turns out that under some restrictions we can actually allow reductions that create new records. As a simple example of the idea behind what we will call syntactic reductions consider the Interval Overlap problem again, but where intervals are now given by one record containing the two endpoints. It seems that the indivisibility assumption prevents us from reducing Element Distinctness to this problem. However, we can still obtain an external memory Turing machine for Element Distinctness from a machine for the Interval Overlap problem by making the rst machine simulate the latter, such that the two machines make the same I/Os but on di erent record types. The key point is that there is a simple connection between these types. Thus even though the new machine does I/O on records with single elements, it can after each I/O transform the records in internal memory to the corresponding two element records.
In general the connection between the record types can of course be much more complex than in the above example and some reductions may also need a number of extra records which are not functions of the input. We also need to formalize how a reduction from a decision problem to a construction problem is done. We combine all these considerations in the following de nition.
De nition 13 Consider a map l : N ! N, maps h 1 ; h 2 ; : : : h N : f0; 1g ! f0; 1g , and maps c N+1 ; : : : ; c N 0 : N ! f0; 1g , so that for all w and x where jxj = w, jc i (w)j = jh i (x)j = l(w).
Furthermore, consider a map r mapping instances of a problem P on N records to instances of a problem P 0 on N 0 N records, such that for all instances (x 1 ; : : : ; x N ) 2 (f0; 1g w ) N of P, r(x 1 ; : : : ; x N ) = (h 1 (x 1 ); h 2 (x 2 ); : : : ; h N (x N ); c N+1 (w); : : : ; c N 0 (w)).
The mapping r is called a syntactic reduction from the decision problem P to the decision problem P 0 if for all instances x, x 2 P if and only if r(x) 2 P 0 .
The mapping r is called a syntactic reduction from the decision problem P to the construction problem P 0 if for all instances x, an external memory Turing Machine satisfying the indivisibility assumption can decided if x 2 P using O(N=B) I/Os given the answer to r(x) as input.
In the de nition of the mapping r, the h i 's de ne the connection between the records in the two problems, and the c i 's de ne the extra xed records needed in the reduction. The map l gives a connection between the size of the records in the two problems.
Lemma 14 There is a syntactic reduction from Element Distinctness on N records to Interval Overlap on N records.
Proof : An instance of the Element Distinctness problem consists of bit-vectors of length w which can be read as numbers between 0 and 2 w ? 1. As discussed we reduce an instance of Element Distinctness to an instance of Interval Overlap, consisting of elements (e 1 ; e 2 ) represented as bit-vectors of length 2w, that is, we let l(w) = 2w and h i (x) = (x; x) for all i = 1 : : : N. The elements are distinct if and only if the intervals do not overlap. 2
The de nition of syntactic reductions now allows us to prove the following.
Lemma 15 If a problem P 0 can be solved using t I/Os by an external memory (Las Vegas) Turing
Machine satisfying the indivisibility assumption, and there is a syntactic reduction r from P to P 0 , then P can be solved using t + O(N=B) I/Os by such a machine.
Proof : We convert the machine M 0 solving P 0 to a machine M solving P as follows. M pretends that it is really M 0 operating on r(x). This is done by maintaining, on the work-tape, a \virtual" internal memory, representing the internal memory of M 0 . We maintain the invariant than when the i'th record of the virtual internal memory is h j (x j ), the i'th record in the real internal memory is x j , and when the i'th record of the virtual memory is c j (w), the i'th record of the real internal memory is blank. This invariant is explicitly maintained after each assignment or I/O-instruction (which clears the work-tape). In order to do so, we have to know which h i or c i to apply in order to recompute the records of the virtual internal memory. Therefore, we let the state of M encode full information about the current memory con guration. ] from this problem to the Euclidian Minimum Spanning Tree problem or the All Nearest Neighbors problem we then obtain the lower bound on the latter two (for both problems we assume that the result is given as a sequence of pairs of points rst on the external tape). The lower bound on the Line Segment Intersection Test problem follows using as slightly modi ed version of the reduction used to prove the bound on the Interval Overlap problem. The bounds on the Line Segment Intersection, Rectangle intersection and the Segment Sorting problems then follows using simple reductions.
2
After these simple syntactic reductions we now turn to reductions where we use extra points as well as the knowledge about the number of bits in the representation of the input elements. First we consider the problem of computing the contour of a set of rectangles. We assume that a rectangle is given by two points, namely its lower left and upper right corner. Furthermore, for convenience we assume that a set of N rectangles is given by the N upper corner points followed by the N bottom corner points. In order to satisfy the indivisibility assumption the contour should then be given as a sequence of line segments each given by four of the original points; thus the points p 1 ; p 2 ; p 3 ; p 4 encode the segment with endpoints (x p 1 ; y p 2 ) and (x p 3 ; y p 4 ). Next we consider the Extreme Points problem. Usually the lower bound on this problem is proved using a (complicated) connected component proof SY82, BO83]. Here we take advantage of the bounded domain to prove a lower bound using a syntactic reduction from Element Distinctness.
Lemma 20 There is a syntactic reduction from Element Distinctness on N records to Extreme Points on N + 2 records.
Proof : We let l(w) = 2(4w + dlog Ne). We reduce an Element Distinctness instance to an instance of Extreme Points consisting of points (x; y) with 0 x; y 2 4w+dlog Ne ?1, represented as bit-vectors of length 2(4w + dlog Ne). The reduction is as follows: For i = 1; : : : ; N, we let h i (x) = ((x + 1)2 3w+dlog Ne + i; (x + 1) 2 ), c N+1 = (0; 0) and c N+2 = ((2 w + 1)2 3w+dlog Ne ; (2 w + 1) 2 ).
No-instances of Element Distinctness reduce to instances where not all points are extreme, in particular if i < j and x i = x j then h i (x i ) will be in the convex hull of c N+1 , c N+2 and h j (x j ). Refer to Figure 2 . For the converse, consider a yes-instance of Element Distinctness and consider three consecutive elements x < y < z in the sorted version of the instance. We have to ensure that no matter what indices i x ; i y and i z that x; y and z have, then h ix (x); h iy (y); h iz (z) form a left turn, i.e. the point h iy (y) is below the line between h ix (x) and h iz (z). Tedious arithmetic ensures this.
Next we consider the Triangulation problem. In this problem the input is given as a number of points and the output triangulation is represented as a sequence of pairs of the original points (the edges in the triangulation). To prove a lower bound on this problem we use ideas similar to the ones used in the previous lemma. Lemma 21 There is a syntactic reduction from Element Distinctness on N records to Triangulation on N + 1 records.
Proof : We let l(w) = 2(w + dlog Ne) and reduce an instance of Element Distinctness to an instance of Triangulation, consisting of points (x; y) with 0 x; y 2 w+dlog Ne ? 1. We choose h i (x) = (x2 dlog Ne + i; 0), that is, we map the N elements to N collinear points. Furthermore, we use an extra point c N+1 = (1; 1). The produced set of points possesses only one triangulation which is pictured in Figure 3 . As the mapping ensures that equal elements end up next to each other in the sorted sequence of the collinear points, we can solve the Element Distinctness problem by scanning through the pairs of points de ning the triangulation and check if any of these are equal.
As the triangulation is of linear size this can be done in O(N=B) I/Os. 2
The Triangulation problem is a good example of a problem where the usual internal memory reduction from sorting PS85] does not work in the external model. The reason is that in internal memory one can easily and in linear time obtain the sorted sequence of a set of points from a list of neighbor pairs. In external memory it is in general not possible to obtain the sequence in O(N=B)
For our nal reduction we require a lower bound for the Set Disjointness problem. A Las Vegas lower bound for this problem can be shown in essentially the same way as for Element Distinctness. We omit the proof here. If a worst case lower bound is su cient, an (n log n) Consider the Set Diameter problem: Given a set of points return the pair of points P i 1 ; P i 2 maximizing dist(P i 1 ; P i 2 ).
Lemma 22 There is a syntactic reduction from Set Disjointness on N records to Set Diameter on N records. Proof : We are given an instance u 1 ; u 2 ; : : : ; u N=2 ; v 1 ; v 2 ; : : : ; v N=2 of Set Disjointness with u i ; v i 2 f0; : : : ; 2 w ?1g. For convenience, when describing the reduction below, we shall assume that all the values have been divided by 2 w , so that they are really numbers in 0; 1). We reduce the instance to an instance of Set Diameter as follows: Each element is mapped to a point (x; y) 2 (2 2w+10 ) 2 . When describing the reduction, we shall actually map to points in ?1; 1] 2 with coordinates which are integer multiple of 2 ?2w?9 , this transformation is immediate. Let = 2 ?2w?9 . We map u i to (x; y) such that jx ? cos( u i )j and jx ? sin( u i )j < , and we map v i to (x; y) such that jx ? cos( (1 + v i ))j and jy ? sin( (1 + v i ))j . Let = 2 ?w . Suppose had been 0. Then, if the original instance represents disjoint sets, the point pair with maximal distance has distance at most q (cos( ) + 1) 2 + sin 2 ( ) = p 2 + 2 cos( ). If the original instance represents non-disjoint sets, the point pair with maximal distance has distance exactly 2. Now, actually > 0, but the the rst value can be at most 2 p 2 bigger and the second value can be at most 2 p 2 smaller.
Freshman calculus shows that we can still separate the two cases. Let a universal CW79] class of hash functions h k : f0; 1g r ! f0; 1g s be given, where r = p w log N and s = log(N 2 w). Pick a random h k . First, we make a single pass through all the records. For each record x, we store, in the internal memory, a valueh(x) de ned as follows. Divide x into w=r elds 1 ; 2 ; : : : ; w=r , each containing r bits. For i = 1 : : : w=r, compute z i = h k ( i ). Leth(x) = (z 1 ; z 2 ; : : : ; z w=r ). The number of bits inh(x) is sw=r. We can pack theh-values of w=(sw=r) = r=s records into a single record in the internal memory, so the total number of records used in the internal memory is Ns=r. For su ciently large w, this becomes smaller than M=6.
Since the total number of elds in all the records is Nw=r = N p w= log N < p N 2 w, the hash function is collision free on the set of all elds with high probability CW79]. Assume that it is. We now construct a path compressed trie (see, e.g., Knu73], page 490) with alphabet f0; 1g s in internal memory, containing all theh(x)-vectors. Each node in the trie corresponds to some xed pre x (z 1 ; : : : ; z i ). The edges from that tree corresponds to all possible values of z i+1 = h k ( i+1 ). The leaves of the tree corresponds to the individual records of the external memory. For a node u in the tree, let S u be the set of possible values of i+1 for the set of records x using that node. Since we assumed that the hash function is collision free, this number is equal to the number of edges leaving the node. The number of additional records needed for representing the trie is smaller than M=6 for su ciently large w.
In order to nd the total order of all the elements in the external memory, it is su cient, for all nodes u in the tree, to determine the set S u , thereby making it possible to sort the edges u.
Since there are only O(N) edges in the trie, we only need to get from the external memory O(N) elds taken from a variety of records. Which elds we need is determined by the trie. We obtain the elds we need during a second pass through the external memory and store them packed in the internal memory. The total number of internal records required to store all the elds is Nr=w which is less than M=6 for su ciently large records. In total we use less than M=2 records to store the compressed records, the trie, and the extra elds.
Finally, we derive a representation of the permutation in the external memory from the trie, by simply letting y i be the rank of x i in x 1 ; x 2 ; : : : ; x N .
Above we assumed that the hash function was collision free on the set of elds. In order to get a Las Vegas algorithm, we must be able to detect when it is not. Note that the above algorithm only requires that the hash function is collision free on each particular S u . Such collisions are easily detected in the second pass through the external memory. If a collision is detected we answer indicated is returned when the leaf is executed. The I/O complexity of an external memory computation tree is the maximum number of read and write nodes on a path from the root to the leaves. Note that it is possible for an in nite tree to have nite I/O-complexity. We do allow external memory computation trees to be in nite, i.e., we allow the amount of internal computation performed to depend upon the input, without some global upper bound. This seems to be reasonable decision, given that internal computation is usually considered as \free" in external memory algorithms. See, however, the remarks following Theorem 27.
A non-trivial lower bound for, e.g, Element Distinctness in the external memory algebraic computation tree model would be very interesting indeed. We conjecture that the problem requires more than a linear number of I/Os in the model, but have not been able to prove so. In the following we illustrate some of the di culties that need to be overcome in order to prove such a bound by providing an upper bound for a di erent problem. The upper bound is not realistic but exposes the power of the model. It works by computing an approximation to each input value and "packing" all the approximations into a single variable in internal memory after which all further computation is internal.
First, we introduce a technical property of functions < N ! <. De nition 26 A function f : < N ! < is called e ectively continuous if 1. If f is restricted to rational input, the output is rational, and f is computable with this restriction.
2. There is a Turing machine which, when given rational numbers > 0 and m > 0, outputs a rational number > 0, so that for all y; z 2 ?m; m] N ; jjy ? zjj 1 < ) jf(y) ? f(z)j < .
The Measure Of Union Of Rectangles problem was discussed in the introduction of this paper and in GTVV93]: Given (the corner coordinates of) a number of axis-parallel rectangles in the plane, compute the area of their union. It is easy to see that this problem is an example of an e ectively continuous problem. So are many other natural computational problems in computational geometry. The following theorem says that, in the external memory computation tree model, we can compute arbitrarily good approximations to the answer to such problems, using a linear number of I/Os.
Theorem 27 Given an e ectively continuous function f : < N ! <. For all 20 2B M N, there is an algebraic computation tree with parameters L; N; M and B and I/O complexity O(N=B) which on input (x 1 ; x 2 ; : : : ; x N ) and > 0, computes an -approximation to f(x 1 ; x 2 ; : : : ; x N ).
Proof : It is well known Min61] that an arbitrary computable functions g : N k ! N can be computed by a while-program using at most 2 auxiliary variables. If k M ? 2 such a program can be simulated by an (in nite) external memory computation tree with no read or write nodes accessing only 2 internal variables in addition to k internal variables holding the input. We will use this fact several times below.
On a rst pass through the external memory, compute m = maxfjx i jg and store it in the internal memory. Also store in the internal memory. Now, compute m 0 = dme using an in nite external memory computation tree with no read or write nodes (the tree rst checks if m 1, then if m 2, etc.) Now nd the numerator p and denominator q of a positive rational number smaller than (with r 1 ; r 2 ; : : : being an enumeration of the positive rational numbers, the tree rst check if r 1 < , then if r 2 < , etc.) Since f is e ectively continuous, we can, given p, q, and m 0 , recursively nd, using only two extra internal variables, rational so that computing f on a -approximation to the x i -coordinates gives an -approximation to the correct output, as desired. Let h ; i : N N ! N be a recursive pairing function with recursive projections 1 and 2 .
That is, for all natural numbers x and y, 1 (hx; yi) = x and 2 (hx; yi) = y.
In a second pass through the external memory, compute, for each x i , the enumerator p i and denominator q i of a rational -approximation to x i , the approximation being found by a search as above. Also, de ne r 0 = 0, and compute r i = hhr i?1 ; p i i; q i i.
The value r n contains all the -approximations of the input variables and the approximations can be unpacked recursively using 1 and 2 . The value of f on the vector consisting of these approximations (which will be an -approximation to f(x 1 ; x 2 ; : : : ; x N )) can be recursively determined. Since the composition of two recursive functions is recursive, the desired approximation is a recursive function of r n . Thus, with r n in the internal memory, and using 2 auxiliary internal variables, we can compute the desired -approximation to f(x 1 ; x 2 ; : : : ; x N ) using no further I/Os.
Note that the proof takes advantage of the fact that we allow external memory algebraic computation trees to be in nite, i.e., we do not have a global bound on the internal computation performed, though, of course, for any xed input, the algorithm only performs a nite amount of internal work. If we require the trees to be nite, i.e., if the internal computation performed must be bounded by some value, valid for all inputs, it is still possible to obtain a somewhat weaker approximation result, where and some upper bound on the numbers of the input are xed parameters of the problem, instead of being part of the input.
Open problems
As already pointed out by Aggarwal and Vitter AV88] the most important open problem in the area of I/O lower bounds is to show lower bounds without assuming indivisibility of records.
With the models introduced in this paper, two concrete questions are: 1. Can Permuting be done using a linear number of I/Os by an external memory Turing Machine that does not satisfy the indivisibility assumption? 2. Can Element Distinctness be solved by an external memory algebraic decision tree using a linear number of I/Os? We believe that the answers to both questions are no.
