The balanced stochastic realization is introduced as a balanced solution to the continuous time positive real equations and the dual positive real equations. The structure of the associated balanced spectral factors is derived, the main result being a product decomposition of the spectral factors. The properties of the stochastic model reduction technique of balanced stochastic truncation are considered. In particular it is shown that balanced stochastic truncation preserves the right half plane zeros of the spectral factors, leading to a transformation approach to the approximation of non-minimum-phase stochastic systems.
INTRODUCTION
The concept of an internally balanced realization of a linear time invariant system is one which was first introduced in the signal processing literature by Mullis and Roberts [l] in the context of fixed point implementation of digital filters. In this context it was shown that a balanced structure leads to state quantization errors having minimal impact on the output errors. Later the concept was assessed by Moore [2] as a good structure for the problem of system approximation, or what is known as model reduction. Since then balanced structures have been associated with model reduction, specifically the balanced truncation method in [2] and the optimal Hankel norm method developed by Glover [3] . Other embellishments include the input weighted and output weighted balanced structures of Enns [4] .
The essential idea of internal balancing, indeed its defining property, is to balance a Lyapunov equation against its dual Lyapunov equation-i.e. to perform a state transformation so that the solutions to the two Lyapunov equations are equal and diagonal.
The balanced stochastic realization (BSR) of a stationary rational processes was introduced by Desai and Pal [5] as a good structure for stochastic model reduction. This stochastic model reduction philosophy is closely related to the canonical correlation analysis of stationary processes [6] , a link which developed from Desai and Pal's method [5] being seen subsequently as equivalent to a particular form of the phase matching approach to stochastic model reduction introduced by Jonckheere et al. [7, 81. The essential idea of stochastic balancing is to balance the minimal positive definite solution to an algebraic Riccati equation against the minimal positive definite solution to the dual Riccati equation-i.e., to perform a state transformation so that the solutions to the two Riccati equations are equal and diagonal.
Since Desai and Pal [5] introduced the BSR, several papers have appeared on BSRs [g-12] , and these have all focused on the balancing of algebraic Riccati equations. The literature has thus dealt only with regular stochastic processes-those with power spectra, and hence innovations representations which, in the continuous time setting, are nonsingular at infinity. The construction of the innovations representation of a stationary rational process proceeds, however, via the positive real equations, which can only be reduced to an algebraic Riccati equation if the process is regular. Thus the BSR is more properly considered as a balancing of the positive real and dual positive real equations, rather than a balancing of Riccati and dual Riccati equations. The literature [5, lo-121 has also focused exclusively on balancing the minimal solution I',,, to the algebraic Riccati equation and minimal solution Qmin to the dual Riccati equation, often under the additional assumption that Qii!, -Pmin > 0, or equivalently that the process power spectrum has no imaginary axis zeros. There is however no need to assume the minimal solutions are balanced, which allows non-minimum-phase models to be considered, and the new tool of a product decomposition of the spectral factors developed here allows the technical condition 0;; -Pmin > 0 to be removed.
The literature on BSR [5, g-121 has also considered BSR only in the context of the problem of stochastic model reduction the associated approximation of Kalman filters [II] . The positive real and Riccati equations have however numerous roles in system theory apart from stochastic realization, including passive network synthesis, linear quadratic control design, and Kalman filtering, The balanced stochastic realization could therefore be expected to have some impact on all of these areas. For example, internally balanced realizations have good roundoff noise minimization properties [l] , so that a Kalman filter or an LQ controller implemented using a BSR could be less subject to errors caused by finite word length computer implementation than other realizations. The balanced stochastic truncation method of Desai and Pal [5] could also provide a technique for model reduction of passive networks or LQ controller reduction. This paper is therefore concerned with the general structure of balanced stochastic realizations, and the application to stochastic model reduction, i.e., balanced stochastic truncation, plays a subsidiary role. Accordingly a much more general approach is taken than has been hitherto the case.
In Section 2 the necessary definitions and background material on the positive real equations and spectral factorization are reviewed [13-171. In Section 3 the balanced stochastic realization is considered: a state transformation which brings the positive real and dual positive real equations to balanced form is described. The form of the BSR leads naturally to a partitioning of the balanced equations, the structure of which is considered in Section 3.1. Section 3.2 considers the product decomposition of the BSR of the spectral factors, which is the main tool for the later results. Section 4 applies the product decomposition to prove a result relating a solution P to the PR equations to the number of left half plane, right half plane, and imaginary axis zeros of a spectral factor associated with P. This provides a unified proof for the regular and singular cases of a result that has been hitherto proved directly only for the regular case [17] . Section 5 considers the connection between spectral factorization and the factorization of all-pass matrix functions [18, 191 and discusses the "phase" matrix associated with a left-right spectral factor pair, thus providing the link between balanced stochastic truncation and stochastic model reduction by phase matching [7-lo] .
Finally, Section 6 considers balanced stochastic truncation (BST). It is shown that BST preserves the number of right half plane zeros of a spectral factor, thus providing a transformation approach to the approximation of non-minimum-phase stochastic systems.
POSITIVE COMPLEX MATRICES AND SPECTRAL FACTORS
In this section the properties of the positive real equations, generalized to include complex matrices, and spectral factorizations are reviewed. DEFINITION 2.1. A p X p complex rational matrix function Z(s) of degree n, with minimal realization
will be called positive compbx if there exists an n x n matrix P = P* > 0, an n x q matrix K, and a p X q matrix V such that AP+ PA*+ KK*=O, (2.2a)
We have thus taken as our definition the characterization of positive real matrices given by the positive real lemma (see e.g. [13] ), generalized to include complex rational matrices. Equations (2.2) are called the positive real (PR) equations. Notice that Z(s) must be stable, but can have imaginary axis poles, in which case (A, K) is not controllable. Mostly in this paper we will assume Z(s) is asymptotically stable, or equivalently (A, K) is controllable.
Note that when V is nonsingular (D + D* > 0) , then (2.2b) can be solved for K and substituted into (2.2a), which becomes an algebraic Riccati equation. This is the regular case referred to in the introduction.
Pre-and postmultiply (2.2a) by P-', and premultiply (2.2b) by P-'. Define -U*K*P*-', U*V*) solve (2.4) for some matrix U such that UU* = 1. There are however many solutions (P, K, V) to (2.2) [13, 15-171 and thus of course many solutions (Q, L, W) to (2.4). Consequently, given a solution (P, K, V) to (2.2) and a solution (Q, L, W) to (2.4), it is not necessary that they be related by (2.3).
The family of solutions to (2.2) can however be characterized by the associated matrix P-given P, the matrices K and V are determined up to a 9 X 9' matrix such that UU* = 1. (2.8)
The result for q < ij follows. For q >, ij similarly use Lemma 3.5 of [3] .
n Equations (2.3) imply that given any solution (P, K, V) to the PR equations it is always possible to construct a solution (Q, L, W) to the DPR equations such that (P, K, V) and (0, L, W) are dual. Lemma 2.1 means that all dual solutions are related by (2.3). A spectral factor will be called full rank when it has normal rank equal to the number of its rows or the number of its columns.
Note that, properly speaking, Definition 2.3 defines minimal degree spectral factors -i.e., solutions of (2.10) with least degree [14, 151. When Z(s) is asymptotically stable, minimal degree spectral factors have the same degree as Z(S). Any nonminimal degree (left) spectral factor is obtained from a minimal degree (left) spectral factor by postmultiplication by an all-pass matrix function of appropriate size [14, 151.
DEFINITION 2.4. Let (P, K, V) and (Q, L, W) be dual solutions to the PR and DPR equations respectively. The associated spectral factors V(s) and W(s) defined by (2.6) will be called dual spectral factors.
Note that, given a left spectral factor V(s) associated with (I', K, V), we can always construct a right spectral factor W,(s) such that W,(s) and V(s) are dual.
All spectral factors given by Definition 2.3 have the same poles, since they have the same state matrix A. The zeros of the spectral factors are however affected by the particular solutions (P, K, V) and (0, L, W) to the PR and DPR equations. The zeros of any left (right) spectral factor are closely related to the zeros of the associated dual right (dual left) spectral factor. Following [20] , we define the zeros of a transfer matrix by associated system matrix: Let U be a 9 X ij matrix satisfying (2.5) and (2.6). Using (2.4a,b) and (2.5c,d) we obtain Using (2.2a,b) and (2.5a,b) we obtain Consider 9 < ij. Then VU* = I, so U has full row rank 9. Hence has fulI row rank n + 9. It follows from (2.13b) and Sylvester's inequality that the system matrices of V(s) and W( -S)* have the same rank, and therefore the realizations (2.9) of V(s) and W( -S)* have the same finite zeros. For 9 >, 9, use (2.13a) instead of (2.13b).
For infinite zeros, see Appendix A. When (C, A, K) and (L, A, B) are minimal, the zeros of the realization are the zeros of the factors. so the result follows. m DEFINITION 2.6. A p X 9, proper, rational matrix T(s) wiU be cahed minimum phase if it has no zeros in { s : Re( s) > 0}, and strictly minimum phase if it has no zeros in { s : Re( s) > O}. T(s) wi.U be called (strictly) maximum phase if T( -s) is (strictly) minimum phase. T(s) wilI be called unimodular if it is square (p = 9), asymptotically stable, strictly minimum phase, and nonsingular at infinity.
The following theorem is weII known [13-171: THEOREM 2.1. Let Z(s) be positive complex with minimal realization (2.1). Then there exists a minimal solution P,,, and a maximal solution P_ to the PR equations (2.2) such that for any other solution P P,,GPGP,,.
(2.14)
Furthermore any left spectral factor associated with Pmin is minimum phase. Any Z& spectral factor associated with P,, is maximum phase. A fill rank kj3 spectra2 factor V,,(s) (V,,(s)) associated with Pmi, (P,,) has no more columns than rows, so it hu.s fill rwrmul column rank.
There also exist Qmin and Qmin, minimal and maximal solutions to the DPR equations, and by (2.3) we have Q,,,i,, = Pi& >
Also, W,,,(s) and Wmax(s) are respectively minimum phase and maximum phase.
BALANCED STOCHASTIC REALIZATION
Consider two solutions (P, K, V) and (Q, L, W) to the PR and DPR equations and the associated left and right spectral factors V(s) and W(s). The balanced stochastic realization is obtained by performing a state transformation on the realizations (2.9) of V(s), W( s) and the realization (2.1) of Z(s), such that the controllability gramian of V(s) is equal to the observability gramian of W(s). Since (2.2a) and (2.4a) are dual Lyapunov equations, they can be balanced using the same transformation as is used in internal balancing (see [3] ). Thus let (P, K, V) be any solution to (2.2), and (Q, L, W) any solution to (2.4). We seek a state transformation T of the realization (2.1) of Z(s) such that P=Q=Z=diag(u,,i=l,..., n), 0, 2 uj+1. (3.3a)
This is now a balanced stochastic realization, and Equations (3.3),(3.4) will be called the Z balanced positive real equations. The above calculation is in no way meant to suggest, however, that one would calculate a BSR in this way. It is merely to prove the existence of a BSR.
REMARK 3.1. Instead of considering the balancing operation as one of balancing a solution P to the PR equations against a solution Q to the DPR equations, we could equivalently consider "balancing" two (different) solutions P and p to the PR equations so that P is transformed to Z and F is transformed to Z-'. This is equivalent to balancing P against Q 2 F-' in the above described manner. Thus the effect of balancing can be thought of as rwnnulizing the set 9 of solutions to the PR equations. For example, when P = Pmin, the minimal solution, and p = Pm,, the maximal solution, the normalization is such that I',, = P;i. In addition of course Pmin = Z = diag( ui ).
Partitioned Balanced Positive Real Equutions
In this subsection the structure of the I: balanced PR and DPR equations is investigated. The structure will be seen to lead to a product decomposition of the associated left and right spectral factors. This product decomposition decouples the zeros of the associated left and right spectral factors in useful ways.
The literature on balanced stochastic realization has, up until now, always balanced P,,,in against Qmin. Since Q;ik = P_ 2 Pmin, the ui in (3.2) are all less than (or equal to) 1 for this case. Equivalently, Z satisfies z<z.
(3.5)
Although we no longer restrict ourselves to balancing Pmh against Qmin, we will still assume that (3.5) holds, or equivalently that P and Q are ordered by Q-i > P. Although necessary for the particular results derived in this paper (particularly stability and minimum phase results), it is considered possible to remove this restriction, at the cost of some more complexity. Accordingly this extension is left for subsequent investigation.
ASSUMPTION A. 1. From now on, we assume that P and Q satisfy'
That is, (3.5) holds for the Z balanced PR equations (3.3),(3.4), or uj < 1 for all i in (3.2).
Partition Z: as
o<z,<z.
(3.7b)
Thus r is the number of ui in (3.2) which are 1.
'Actually, Q > P-' (equivalently Q-' 4 P) can be handled by considering dual spectral factors associated with V(s) and W(s). By Lemma 2.2, the effect on the results is to change statements about right half plane zeros into statements about left half plane zeros (see proof of Theorem 4.1 for example). Thus all that really matters is that Q-' -P is definite. Note that the controllability of (A,,, K,) follows directly from Lemma 3.2 and the Popov-Belevich-Hautus test as well. (a) Let U be 9 X 4 with UU* = Z or U*U = I, depending on whether 9 < 4 or 9 > ij, and such that L: + K,U 7 0 (exists by (3.26a) and Lemma 3.5 of [3]).
(b) Let V be p X 9 arbitrary, and define W = (VU)*. (c) Let C, p x r be arbitrary, and define B, by (3.11a). Note however that (A, B, C) may not be minimal. The point basically is that once one knows (A,,, K,, L,), (A,, K,, L,), and (C,, V), the rest of a BSR is structural.
This construction forms the basis for the state space factorization of all-pass matrices in [19] (see also Section 5).
Product Decomposition of Spectral Factors
An implication of Lemma 3.2 for the left spectral factor V(s) is that V(s) can be thought of as a prvdwt plus feedback decomposition, as in l(b) as follows: Consider V(s). Let u(t), t > 0, be an input to the system with transfer matrix V(s), and y(t), t > 0, the output resulting from u(t) and initial condition xo. Then y(t) can equivalently be generated by the product plus feedback system defined by G= A,,x, + K,Y,, (3.27e)
Naturally the right spectral factor W(s) can be similarly decomposed.
The following theorem is the main result of this section: It decomposes the zeros of the spectral factors. Note that S and S, are (n-I p)X(n+q) and that Applying Sylvester's inequality to (3.29), we obtain 1 , (3.29a) (3.29b) S, is (n + q)X(n + 4).
rank(S,)+rank(S,)
-(r~ + 4) G rank(S) G min{mk(S,), rank(%)}.
(3.30)
Observe that S,(s) is singular if and only if s is an eigenvalue of A, -K&, so, except when s,, is an eigenvalue of A, -K& rank(S(sa)) = rank(Sl(sO)). When sa is an eigenvalue of A,, -K& (3.30) gives rank(S(s,) < rank (S,( s,,) has normal rank. That is, rank(Sr( -sa)) = r +rankV( -s,,) = r + q, since V(s) is a full rank minimal spectral factor (see Theorem 2.1). In other words, S,( -sO) has full column rank. Multiplying (3.31) by x (on the right) and using (3.32), we obtain x = 0. Thus, by the Popov-Belevich-Hautus test, (A rr, B,) is controllable. n Theorem 3.1 relates the finite zeros of V(s) and V,(s). We would also like to relate their zeros at infinity. This is achieved in the following theorem, which extends the product plus feedback to a complete product decomposition. in which V,(s) -' is unimodular and V,(s) -' contains the imaginary axis and infinite poles of the filter [by Theorem 3.1(2) and Lemma 2.21. Thus the singular filter [i.e. when V(co) is singular] is a cascade of a nonproper filter, containing the imaginary axis (and infinite) poles of the filter, and a unimodular filter. Equation (3.36) and the above discussion thus suggest there may be some interesting connections between (1) the BSR and (2) the recent cascaded filter approach to singular filtering and the dual problem of singular LQ optimal control taken in [23, 241.
ZEROS OF MINIMAL DEGREE SPECTRAL FACTORS
We now consider the claim in the introduction that the product decomposition can be used to prove some results on spectral factors, direct proof of which has been hitherto available only for the regular case. It is clear from Theorem 3.1 that the product decomposition has a great deal to say about zeros. In fact the product decomposition can be interpreted as a decomposition according to zeros. We wiU therefore see how the product decomposition can be used to make statements about the zero locations of (minimal degree) spectral factors. This subsection thus duplicates the known results of [15, 16, 171 , but now using the product decomposition as the tool. In particular we will see how these results can be proved (using the product decomposition) for the singular case without reduction to the regular case--[151 is restricted to the regular case, [16] discusses only the zeros of minimum and maximum phase spectral factors, and [17] discusses the singular case by performing a sequence of transformations which reduce the singular case to the regular case. 
1). Let (P, K, V)
be any solution triple for the PR equations (2.2), and V(s) the associated I?& spectral factor defined by (2.9a). Let P,,,i, and P,, denote the minimal and maximal solutions to (2.2). Then (a) V(s) has dim(ker(P,,-P)) zerosin {s:Re(s)>O}U{co}; (b) V(s) has dim(ker(P-P,,)) zerosin {s:Re(s)gO}U{co}; (c) V(s) has dim(ker(P,,-Pmin)) zerosin {s:Re(s)=O}U(co}.
Proof.
Firstly note that, by hypothesis, (2.1) is minimal and Z(s) is asymptotically stable, so (A, B),(A, K) are controllable and (C, A),(L, A) are observable.
(a): Let W&s) be a full rank minimum phase right spectral factor associated with Qmin = Pi=. 1 Since Z(s) is full rank, W,,, (s) is square (S = p). By definition Q&!, -P = P,, -P > 0, so Assumption A.1 (Section 3.1) is satisfied. Balance P against Qmin. By Theorem 3.1, part (2c), V,(s) has degree r = dim(ker( Z -PQmin)) = dim(ker ( Pm, -P) ). Since W,(s) is square and nonsingular a.e., it follows that W,(s) has the same number, 1 of finite and infinite zeros as it has poles (see [21, Equation (X5.421) . Thus the realization (3.3813) of W,(s) has T zeros [the I zeros of W,(s) plus the T -I uncontrollable and unobservable modes]. These are in { s : Re( s) G 0) U {co } by Theorem 3.1, part (2a) (and Theorem 3.2), since W,, (s) is minimum phase and A r1 is asymptotically stable. It follows, from Lemma 2.2 and the minima&y of the realization (3.38a), that V,(s) has r zeros in {s: Re(s) >, 0} U { oo}. By Theorem 3.1, parts (la,b) (and Theorem 3.2) it follows that V(s) has T zeros in { s:Re(s) > 0) U(m) .
(b): Let W,(s) be a dual right spectral factor associated with V(s), with Q = P-' the associated solution to the DPR equations. by definition Q-' -P,,,in = P -P,,, > 0, so Assumption A.1 is satisfied. Balancing Q against P,,, shows, as in part (a), that W,(s) has dim(ker(Z -QPm,)) zeros in {s: Re(s) >, 0} U {co}. The result now follows from Lemma 2.2.
(c): From Pmin G P Q P,,,, and Pm, -Pmin = (Pm, -P) +(P -Pmti) it follows that ker( Pm, -P,,)=ker(P-P,,)nker(P,,,,-P).
The result follows. Observe that it is not necessary for P = Pmin that the spectral factor V(s) associated with P be minimum phase. What is necessary (and sufficient) is dim(ker( Pm, -P)) = dim(ker ( P,,,, -Pmi,) ).
(4.1) For V(s) to be square and minimum phase, it is however necessary that P = Pmin. REMARK 4.2. By Theorem 4.1 the total number of zeros of right spectral factor V(s), which we denote z, is z = dim { ker( P,,,, -P)+ker(P -P,,,in)) = dim(ker( P,, -P))+dim(ker(P -Pmin)) -dim(ker(P,,,, -Pm,))* (4.2)
Now z may well be less than n, but the square minimum and maximum phase spectral factors always have n zeros. Thus as P is increased from P,,,in to Pmx zeros can disappear. This happens as follows: Consider a simple case where Pmin = Z and P,,,, = Z -', Z diagonal (i.e., balance P,,,,, against &,) .
Assume also that Z -' -I: > 0-i.e., Z(s) has no imaginary axis or infinite zeros (by Theorem 4.1). Now consider a diagonal P with all but the last of its diagonal entries equal to those of Z, and denote this last entry by pnn.
When p,, = a,,, the associated right spectral factor is of course the square minimum phase spectral factor. Now increase p,,, but not so much that P =(T _ '. Then dim(ker( P -Pmin)) = n -1 and dim(ker( Pm, -P)) = 0, so a"lero ias disappeared, and the associated right spectral factor is in fact still minimum phase, even though P # Pmin. Now increase p,, so that p,,, = a;'. Then dim(ker(P -P,,,,,)) = n -1 and dim(ker(P,,,, -P)) = 1, so a zero has reappeared, reflected from its original position across the imaginary axis.
The right spectral factor associated with Pm,, is p X p. What happens when a,, f P,,,, # 0;' is that we can no longer solve the PR equations with a K and V still having p columns. Thus the right spectral factor associated with P is no longer square, with a zero disappearing as a result.
MINIMAL ALGPASS MATRIX FUNCTIONS
This section describes the relationship between spectral factorization and the factorization of all-pass matrices [lS, 191. In particular we will be concerned with minimal all-pass matrices. We explore this connection with all-pass matrices to show the relationship between BSR and internally balanced realization [2] , between spectral factorization and all-pass factorization, and between balanced stochastic truncation and "phase" matching. REMARK 5.1. When V(s) and W(s) are the square minimum phase spectral factors associated with Pmin and Qmin, the all-pass matrix E(s) is the so-called "phase" matrix of [7, 8, 9, lo] . The Hankel operator associated with E(s) is the canonical correlation operator associated with a stochastic process with power spectrum Z(s) + Z( -8)* = V(s)V( -8)* = W( -S)*W(s) [7-g], and the ui, the entries of C, are therefore the canonical correlation coefficients [6] of the process. Thus, by Theorem 4.1, the number of unit canonical correlation coefficients is dim(ker( Q,$, -P,,) = dim(ker( P,, -Pmin), which is the number of imaginary axis and infinite zeros of the innovations model V,,(s) of the process [25] . Interpreting the all-pass matrix E(s) and the significance of its Hankel singular values ui when P # Pmin and/or Q # Qmti is an open problem which will not be pursued here. It is particularly important, however, to interpret the ui, since they are the criteria by which states are retained or discarded in the stochastic model reduction technique of balanced stochastic truncation.
BALANCED STOCHASTIC TRUNCATION
In this section we consider the stochastic model reduction method introduced by Desai and Pal [5] , which we call balanced stochastic tnmcation. The motivation for stochastic model reduction stems from problems in system identification and signal estimation, where given noisy data, assumed to be generated by an underlying linear time invariant dynamical system, one would like to obtain a state space description of the system. The model identified using correlation techniques, however, typically has unreasonably high state dimension, due to the presence of noise, so that some form of stochastic model reduction is required. The deterministic techniques of internally balanced truncation [2] or optimal Hankel norm approximation [3] , based as they are on approximating the Hankel operator associated with the system impulse response, are not suitable, as the impulse response is not available. Balanced stochastic truncation is based on approximation of the covariance sequence of the process, with the canonical correlation coefficients of the process [6] providing the basis upon which states are retained or discarded, instead of the Hankel singular values as is the case for balanced truncation [2] . The canonical correlation coefficients provide a measure of the correlation which the corresponding state has to the future of the process. The future of the process is therefore relatively independent of states with small canonical correlation coefficients, which is to say that such states are unpredictable. The canonical correlation coefficients thus provide a basis for the decision to fit a lower order approximation to the high order model produced by correlation techniques, and provide statistical justification for the technique of balanced stochastic truncation.
Balanced stochastic truncation (BST) has up to now only been considered for regular processes-in the notation of Section 2 this means D + D* > O-and only the minimal solutions P,,,i, and Qmin to the PR and DPR equations (2.2) and (2.4) have been balanced [S, 10-121. Additionally, that BST preserves the minimum phase property of the minimum phase spectral factor V(s) defined by (2.9a), with P a minimal solution to PR equations, has only been proved when V(s) has no imaginary axis zeros (this means Q,i', -Pmin > 0 by Th eorem 4.1, so the subscript 1 blocks in Section 3 are nonexistent) [ 10-121.
We now remove all the above restrictions. We do not assume the process is regular [i.e., we do not assume V= V(cc) is nonsingular-equivalently, D + D* > O] and we do not assume that V(s) has no imaginary axis zeros. In fact, we do not assume V(s) is a minimum phase spectral factor. When V(s) is not the square minimum phase spectral factor (P # P,,,i,), we show that the right half plane zeros of V(s) are preserved by BST. The qualifier (P, Q, k) is introduced because to specify z(s), v(s), and W(s) we need to know which solutions to the PR and DPR equations were used in obtaining the BSR, this being specified by P and Q, and the order of the truncation, being k. Note that it is always assumed that uk > uk+ i-the definition precludes forming a kth order truncation if uk = uk+i. In particular it precludes choosing k < r.
Note that when P = P,,, and Q = Qminr the ui are the canonical correlation coefficients [6] of a stochastic process generated as the output of the system described by V(s) driven by a white noise input (see [7, 8, 9, lo] ). Thus balanced stochastic truncation discards states corresponding to small canonical correlation coefficients, i.e. states which have small correlation to the future. When P # P,,, or Q # Qmin, the interpretation of ui is an open question-no one has previously considered balanced stochastic realizations with P # Pmin and/or Q # Qmin.
We are now in a position to prove the promised results on balanced stochastic truncation. When Q # Qmin, zeros other than right half plane zeros can be in V,( s)-in the extreme of Q = P-', V,(s) = V( s), so every zero is in V,(s) and no reduction is possible. Thus the choice of Q to balance P against can be used to determine which zeros are to be preserved. In particular it may be desirable to preserve zeros which are in the left half plane but are close to the imaginary axis. REMARK 6.2 (Approximation of non-minimum-phase stochastic systems). As far as power spectrum approximation is concerned, one can consider balancing any solutions P, Q to the PR and DPR equations and performing (P, Q, k) BST. Choosing different P, Q will lead to different reduced order models, just as different P, Q lead to different fulI order models. The power spectrum of a process, however, conveys only the second order statistics of the process and thus is phase insensitive. Since the phase is important in signal estimation and control system analysis [26], it is important that the model reflects the phase characteristics of the process. If these characteristics are known, or if some higher order statistics of the process are known, this can be used to choose a solution P to the PR equations which adequately allows for this information. In particular, if the process is known to be non-minimum-phase, it would be senseless to model it by the minimum phase spectral factor associated with Pmin. Since the previous literature on BST [5, lo-121 deals only with ( Pmin, Qmh, k) BST, its use has rightly been considered limited [27] . Now however we are not limited to ( Pmin, Qmh,k) BST, so BST can be used for the order reduction of non-minimum-phase systems. The suggestion is that P should be chosen to reflect the non-minimum-phase characteristics of the process (known a priori or from higher order statistics), and then Q chosen according to what zeros one wants to preserve. If only the non-minimum-phase zeros are desired, one should choose Q = Qmin, which would also be a good default choice. One can then do (I', Qmin, k) BST to get a reduced order model which is asymptotically stable, has degree k, and has the same non-minimum-phase zeros as the full order model. REMARK 6.3. As has been observed before [9, lo] , the equivalence between the BSR and an internally balanced realization of the "phase" matrix E(s) of Theorem 5.1 means that BST is entirely equivalent to the phase matching approach to stochastic model reduction using (internally) balanced truncation [7-lo] . The direct calculation of a bound for Z(s) -z"(s) and/or V(s) -V(s), or the construction of a bound from (6.11), is therefore considered the major theoretical question to be answered about balanced stochastic truncation and is the subject of continuing research.
CONCLUSION
The structure of balanced solutions to the positive real and the dual positive real equations has been analysed, the major result being a product or cascade decomposition of the associated spectral factors. It was shown how this result can be used to determine the number of left half plane, right half plane, and imaginary axis zeros of spectral factors without reduction to the regular case..
The stochastic model reduction technique of balanced stochastic truncation (BST) was considered and generalized. BST can now be applied to minimum phase and non-minimum-phase stochastic model reduction. It was shown that BST preserves the stability, the minirnality, and the number of right half plane zeros of the spectral factor. The major problem for BST is therefore to prove an error bound for the method. Clearly V(s) is stable, and asymptotically stable with (A, K) controllable by (3.3a). Since V(co) = I, V(s) is nonsingular at co and we can use the matrix inversion lemma to find a realization for V(s)-', the (asymptotic) stability of V(s) -' being equivalent to V(s) being (strictly) minimum phase. The state matrix (i.e., the "A" matrix) of V(s)-' is A -K(0 6). Now observe that by Lemma 3. Similarly E( -S)*E(s) = Z when q 3 i. That (5.8a) is balanced follows from (3.3a) and (3.4a). It follows from [3] that the Hankel singular values of E(s) are a,, i = 1,. . . , n. That (5.8b) is balanced follows from (3.24) and (3.25). Now A asymptotically stable implies (A, K) is controllable and (L, A) is observable (by (3.3a), (3.4a), and 13, Theorem 3.3]), so (S&r) is stable and degree n. Also (A, 8) is controllable and <eI', d) is observable by Corollary 3.1 and (5.4), so (58a) is degree n -7. Furthermore d is asymptotically stable, by (3.24b), so E_(s) given by (5.8b) is indeed completely unstable. Thus E(s) has n stable and n -r unstable poles.
