We propose a transfer matrix algorithm for the enumeration of alternating link diagrams with external legs, giving a weight n to each connected component. Considering more general tetravalent diagrams with self-intersections and tangencies allows us to treat topological (flype) equivalences. This is done by means of a finite renormalization scheme for an associated matrix model. We give results, expressed as polynomials in n, for the various generating functions up to order 19 (link diagrams), 15 (prime alternating tangles) and 11 (6-legged links) intersections. The limit n → ∞ is solved explicitly. We then analyze the large-order asymptotics of the generating functions. For 0 ≤ n ≤ 2 good agreement is found with a conjecture for the critical exponent, based on the KPZ relation.
Introduction
It is well-known that a d-dimensional system in statistical mechanics can be conceived as a (d − 1)-dimensional quantum field theory, by distinguishing one of the spatial coordinates as the direction of time. This correspondence lies at the heart of the transfer matrix formalism, where a linear operator is used to describe the discrete time evolution of the corresponding quantum system. More generally, transfer matrices have numerous applications for the combinatorial enumeration of discrete objects for which a definite direction (the transfer, or time, direction) can be singled out. Recently, this combinatorial aspect has come into focus through the enumeration of various objects pertaining to two-dimensional quantum gravity [1, 2, 3, 4] , such as plane meanders. Common to these examples is the existence of a preferred direction (e.g. the river, in the case of meanders), which can be straightforwardly promoted to the time direction.
In a previous paper [4] we have shown how this scheme also applies to the enumeration of alternating knot diagrams. Here the knot itself defines the transfer direction, since the algorithm essentially consists in reading the knot starting from one "ingoing" leg and ending at the other "outgoing" leg.
It is however far from obvious how this principle may generalize to the case of link diagrams with more than one connected component. This is the purpose of the present paper. More specifically, the final goal is to count alternating tangles at fixed number of connected components; it is therefore a generalization of the counting of alternating "knots with 4 external legs" done in [4] (which corresponds to the special case of a minimum number of connected components), but also of the counting of alternating tangles of [5, 6] and of oriented alternating tangles [7] . We also present some results for objects with a higher number of outgoing strings ("external legs"). We shall in what follows present not just one, but two rather different transfer matrices addressing this enumeration problem.
After the definitions in section 2, which include various intermediate generating functions needed in the calculation, we shall present in section 3 the basic ideas behind the two proposed transfer matrices for alternating link diagrams. Section 4 is devoted to more technical details on the actual implementation of these ideas on a computer, and section 5 gives the numerical results and their analysis. Finally, in Section 6, we discuss how our algorithms may be adapted to various other problems of interest in graph theory and statistical physics.
Definitions of the generating functions
The objects we want to consider are "links with 2k external legs", that is roughly speaking the data of k intervals embedded in a ball B and whose endpoints are given distinct points on the boundary ∂B, plus an arbitrary number of circles embedded in B, all intertwined, and considered up to orientation preserving homeomorphisms of B that reduce to the identity on ∂B. Links with 4 external legs are tangles. The rest of the basic definitions is identical to those given in [4] . We represent these objects using diagrams, and restrict ourselves to alternating diagrams. This implies in particular that links can be considered as flype equivalence classes of diagrams [8] .
Our goal is to count the number of prime links with a certain number of external legs. We shall relate in this section their generating functions to a simpler, more directly computable quantity, which is the following triple generating function
(2.1)
where a k,p 1 ,p 2 is the number of topologically inequivalent open curves in the plane going from (−∞, 0) to (+∞, 0) together with k circles, connected together by p 1 regular intersections and p 2 tangencies, see Fig. 1 . Here n, g 1 and g 2 are formal parameters, which can be evaluated at arbitrary complex values; however, it is natural to identify n with a number of colors one can assign to any of the closed loops of the diagram, so that the factor n k correctly counts the total number of possible colorings of the diagram (assuming the external legs to carry a fixed color). The coefficient a k,p,0 of the double generating function G(n, g 1 = g, g 2 = 0) possesses the following interpretation: it is the number of alternating link diagrams with 2 external legs, k circles (i.e. k + 1 connected components) and p crossings. The general coefficients do not possess such a clear knot-theoretic interpretation; however, they are needed to take into account the flyping equivalence (see [9, 10] ).
Fig. 1:
Open curve and a circle with intersections (green dots) and tangencies (red dots).
Next we define the generating functions of tangles Γ 1 and Γ 2 (see Fig. 2 ), which are necessary for the flyping equivalence. They are given by:
These special values of n will be investigated in detail in [10] .
As in [4] , we introduce an extra parameter to count edges of the diagram, according to the following definitions:
The parameters t, g 1 and g 2 must then be chosen as a function of n and g according to the following renormalization procedure (see [10] ):
where
) are auxiliary quantities defined by:
These equations are independent only for n = 0, but have a smooth n → 0 limit which is given in [4] . Γ 1 (n, g 1 (n, g), g 2 (n, g), t(n, g)) and Γ 2 (n, g 1 (n, g), g 2 (n, g), t(n, g)), once equations (2.3) are solved, are the desired generating functions for the number of prime alternating tangles of types 1 and 2 respectively [7] (see Fig. 2 ). The total number of tangles is given by
Similarly, one can define more general generating functions in the variables n, g 1 and g 2 which count links with more external legs; an explicit example will be given in Section 5.
The transfer matrices for alternating links
We now turn to the description of the two transfer matrices. The basic idea is common to both of them: starting from an initial state consisting of all external legs (i.e. two in the case under consideration), the system is time evolved through the addition of n intersections, until an empty final state is obtained.
Supposing the link diagram oriented from left to right, the first algorithm procedes by always evolving the uppermost vertex. We describe the details of this "single-step" algorithm in Section 3.1. The second algorithm, on the contrary, evolves all parts of the diagram simultaneously, adding one vertex to each of them in a given time step. In this way, the time can be defined as the geodesic distance from the pair of external legs. The details of this "geodesic" algorithm can be found in Section 3.2.
As in [4] , we shall first concentrate on the enumeration of (prime, alternating) link diagrams with two external legs, which are related to the generating function G(n, g = g 1 , g 2 = 0) of Section 2. Adding tangencies, which is needed to take into account the flyping equivalence, will be discussed in Section 3.3, since it is an elementary extension of the algorithms.
Another minor modification of the algorithms will enable us to enumerate diagrams with more than two external legs; we shall develop this point in Section 3.4.
In both algorithms, the needs for CPU-time and memory increase exponentially with the system size p, though mercifully much more slowly than the number of knot diagrams actually being enumerated. As will become clear shortly, the single-step algorithm favors speed at the expense of memory consumption, while for the geodesic algorithm it is the other way around. However, since in practice both of these parameters are limiting factors for the maximally obtainable system size, it is a priori not clear which of the algorithms performs best. We defer a detailed comparison to Section 4.3, and it turns out that the single-step algorithm comes out as the winner. Incidentally, even in the case of knots (one connected component), it performs slightly better than the algorithm described in [4] .
The single-step algorithm
Let us briefly recall the working principle behind the knot enumeration algorithm presented in [4] . Reading the two-legged knot diagram from the first "ingoing" to the second "outgoing" leg, and calling at any instant the edge being read the "active line", Moving along either of the edges A or G, a new line segment (DE resp. HI) is encountered. The question then arises which of these to process first. We resolve this ambiguity by stipulating that in any given state, we evolve the line which at that instant is uppermost.
1 At time t = 1, the edge A thus becomes B, and the new line segment DE is added.
The edge D is now the new top line.
1 With the optimization to be discussed in Sec. 4.2 we shall permit certain permutations of the lines. However, the line being evolved is in all cases the uppermost in the given state, though not necessarily in the corresponding time-slice representation. Analogously, at the instants t = 2 and t = 3, the top line (D resp. K) crosses a new line segment, which is then added to the current state. We can formalize this by stating the transformation rule shown in Fig. 4 .1. This generalizes the corresponding rule of [4] , except that the "active line" is now replaced by the uppermost line.
At time t = 3, the new top line carries the label B, which was however already produced by the transformation acting at t = 1. We therefore proceed, at t = 4, to the identification of the two "copies" of B, joining them through an arch. This is an In particular this means that the transformation 2) only applies when p and q belong to the same block. Conversely, q and r, and r and s may very well be separated by one or more delimiters (not shown). Also, although we have illustrated the case r < s, we may as well have r > s.
Of the thirteen transformations shown on After each type 2 transformation one may be able to simplify the set of delimiters.
Namely, a delimiter may be eliminated if it is adjacent to another delimiter, or if it precedes the first point or succedes the last point of a state. On As an example, we give in Appendix A the complete set of intermediate states with their corresponding weights for the counting of link diagrams up to four crossings.
The geodesic algorithm
We now turn to the description of our second algorithm. Apart from providing a highly non-trivial check of our results, our motivation for developing this alternative algorithm was to try to limit the number of intermediate states and thus lower the memory needs of the program. We still define the initial state as the set of external legs, but we redefine the chronological order of the link diagram by taking the time coordinate to be the geodesic distance to the set of external legs.
Roughly speaking, in each time step we apply one of the transformations shown in Fig. 4 to each of the lines present in the state at that instant. However, in order to introduce a valid time ordering of the diagram this rough idea needs to be refined. To progress, let us again consider the sample link diagram of Fig. 3 . In Fig. 6 we show its new time-slice representation, this time using the above geodesic definition of time. At time t = 1 the edges A and G are both subject to the same transformation, in which three new edge labels (D, B, E resp. H, F, I) are encountered: as a short-hand notation we shall refer to this transformation as 1 → 3. It closely resembles the type 1 transformation in the single-step algorithm. When t = 2 the two upper edges (D and B) again undergo a 1 → 3 transformation, whereas the four lower edges (E, H, F, and I)
annihilate at a common vertex: this is the 4 → 0 transformation. At the instant t = 3, it is recognized that two edge pairs (K and C) created at t = 2 carry the same label and thus must be identified. This transformation is reminiscent of the type 2 transformation in the single-step algorithm, and we shall here tag it 2 → 0. At the same time, the two edges J and L cross so as to become a new pair of edges, which are incidentally both labelled M.
This is yet another transformation, the 2 → 2. Turning now to the general case, we see that apart from the 2 → 0 move, the transformations discussed above simply express the various ways of "time ordering" a tetravalent vertex, i.e. to assign the label t to at least one of its incident edges, and the label t + 1 to the remaining edges. The possibility 0 → 4 is excluded, as it would lead to the creation of disconnected diagrams. This leaves us with the transformations 4 → 0, 3 → 1, 2 → 2 and 1 → 3. But due to the planarity of the diagrams, one also needs to take into account that some of these transformations exist in several variants. For example, the "tadpole" labelled M on Fig. 6 is situated to the left of its adjacent vertex; however, a different diagram exists in which it is situated to the right. One must therefore accept that the transformation 2 → 2 comes in (at least) two guises: in the first, the outgoing edges bend backwards to the left, in the other they continue to the right. We still need to transcribe these rules in terms of the states previously defined. In general, a given transformation leads to the creation of several new enclosed regions (blocks), and to represent the latter in terms of delimiters one needs to make use of the fact that cyclically permuting the points within a given block yields a topologically equivalent state (we shall come back to this point later, in Sec. 4.2). Also, since each block must evolve separately to the vacuum there are various parity constraints on the positions of the points entering a given transformation. By convention, we shall use capital letters to designate (possibly empty) blocks of points. Subscripts e and o indicate that the number of points must be even (resp. odd). Blocks with no subscript may have any parity: they are however subject to the global constraint that the total number of points must be even. Represented in this way, the exact transformation rules are given in Fig. 9 .
Just like in the single-step algorithm, a transformation may be followed by an arbitrary number of simplifications (see Sec. 3.1). 
Tangencies
Until now we have been discussing the enumeration of link diagrams in which every vertex represents a crossing. However, to account for the flype equivalence we need to enumerate more general diagrams with p 1 intersections and p 2 tangencies, as discussed in Section 2. Fortunately, this is a very simple extension of either of our algorithms.
Let us for simplicity consider the case of the single-step algorithm. Adding a tangency rather than an intersection is obtained by modifying the transformation if Fig. 4 .1, so that the two points added at time t + 1 are both immediately above (resp. immediately below)
the uppermost point at time t. Calling these variants respectively transformation 1a and 1b, a knot diagram with intersections and tangencies is then generated by acting on the initial state with a sequence of transformations 1, 1a, 1b and 2.
We also need to add to the characterization of each state a variable that, at any given time, specifies how many tangency transformations (type 1a or 1b) were used prior to that instant. The desired diagrams are then generated by sequences of p 1 transformations
Omitting the details, we notice that it is equally straightforward to include tangencies in the geodesic algorithm by obvious modifications of the eight first transformations of Fig. 8 .
More external legs
Another extension of our algorithms consists in the enumeration of diagrams with 2ℓ external legs, ℓ > 1. To this end we simply start from an appropriate initial state comprising ℓ line segments, instead of just one, and we demand that the total number of type 2 transformations exceed the total number of type 1 (i.e. 1, 1a, or 1b) transformations by ℓ.
For ℓ > 1, such diagrams come in several types, corresponding to the number of ways of pairwise connecting the set of external legs at infinity. More precisely, given an ordered set of 2ℓ points X ℓ ≡ {x 1 , x 2 , . . . , x 2ℓ }, the number of types equals the number of ways to divide the set X ℓ into pairs, considered up to the action of the dihedral group D 2ℓ on X ℓ .
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In particular, there are two types of tangles (see Fig. 2 ), and five types of links with 2ℓ = 6 external legs (see Section 5). The general integer sequence 1, 2, 5, 17, 79, . . . thus defined is discussed in [11] .
Implementational details
Although both of the algorithms described in the previous section are operational (as the reader may verify by studying Appendix A), we still need to give various details relative to their implementations on a computer. In particular, it is not clear how states of the type shown in Fig. 5 may be conveniently represented and manipulated. We shall address this question in Section 4.1. Another important observation is that states which until now have appeared to be different are in fact topologically equivalent. We shall discuss this point in Section 4.2 and demonstrate how it can be used to improve the efficiency of both algorithms. Finally, we compare the performances of the two different algorithms (single-step and geodesic) in Section 4.3.
Representation of the states
In order to render the information contained in states of the type shown in Fig. 5 machine recognizable we shall represent each of them by an ordered list of non-negative integers. The length of the list representing a given state equals the number of points in the state plus the number of delimiters, and the order of its elements is given simply by reading the state from top to bottom. Each delimiter is represented by the digit zero. The other points each correspond to a positive integer, with the convention that two points are connected if and only if they are represented by the same integer. Clearly, this convention is not unique: for instance, (1, 2, 0, 1, 2) and (13, 4, 0, 13, 4) both describe the same state.
To get rid of this ambiguity we shall stipulate that each consecutive digit, starting from the left, be chosen as small as possible, consistent with the above rules. Thus, (1, 2, 0, 1, 2)
is the unique normal form of our sample state.
The sequence of states shown in Fig. 5 can then be transcribed as follows:
At a given stage in the transfer process we need to run through the states present at time t, apply the transformation rules described in Section 3.1-3.2, and produce the set of descendant states (the states at time t + 1) with their respective weight. The first time a given descendant state is produced, it must be inserted in a suitable data structure along with is weight. If subsequently the same state is produced again as a descendant of another parent state, rather than inserting it again we need to retrieve it in the data structure and update its weight. In order for the algorithm to be efficient, the operations of insertion and retrieval must be accomplished in constant time (i.e. in a time that does not depend on the number of states accomodated by the data structure).
These demands are fulfilled by a standard data structure known as a hash table [12] . It relies on the fact that to each state i we can assign a unique integer k i ∈ Z Z + (the hash key), and devise a function f : Z Z + → {0, 1, 2, . . . , P − 1} (the hash function) that distributes the set of k i 's more-or-less uniformly on the set {0, 1, 2, . . . , P − 1}. By inserting the states i into an array of noded lists indexed by f (k i ), we can retrieve any given state in a time proportional to the mean length of one of the pointer lists, t ∝ N/P , where N is the total number of entries. In practice we choose P to be a large prime such that N/P ∼ 10, and we use the hash function f (k) = k mod P .
A convenient key k i can be defined by concatenating the list of "digits" entering the normal form of the state i into one large integer. To find the minimum number of bits required to store one digit, we remark that for the counting of links with ℓ intersections the digits are all ≤ ℓ + 1. In the case at hand this means that we need to use at least five bits per digit; in practice we have however chosen to use eight bits, in order to profit from standard routines for handling character strings.
Equivalences between states
As has already been mentioned, it is true for either of the two link enumeration algorithms that some of the states generated at a given stage in the transfer process are topologically equivalent. Clearly, it is of the utmost interest to factor out as many topological equivalences as possible from the state space, since the memory demands as well as the time consumption of the algorithm are roughly proportional to the number of states being treated.
A first such equivalence is due to the fact that any two different blocks of points must evolve separately to the vacuum, without any mutual interaction. The relative position of the blocks is thus immaterial. The standard version of either algorithm (say, version 1) can thus be ameliorated by introducing a standard order among the blocks before inserting a given state in the hash table (version 2). We have done so by simply sorting the blocks according to their size. In the special case of the single-step algorithm it is advantageous to place the smallest blocks at the top of the state, since such blocks will then be evolved to the vacuum before touching any other block. The small block being eliminated, the remainder of the state will be smaller and can thus be processed more expeditiously. For the geodesic algorithm, the choice betwen ascending and descending ordering is irrelevant.
We take the convention of not changing the relative order of two equally sized blocks. Second, the states are equivalent upon cyclic rotations (eventually combined with a reflection) of the points within any given block. Since, once again, the blocks are independent, these dihedral transformations can be performed independently within each block.
The ultimate way of implementing this equivalence would be the following: before inserting a state in the hash table, subject it to all possible dihedral transformations, and check whether any of the transformed states is already present in the table. Unfortunately, the number of transformations increases faster than exponentially with the size of the state, and this exhaustive search would quickly end up usurping the majority of the CPU time.
We have therefore opted for a less perfect but much faster alternative (version 3).
into its normal form. We then identify (one of) the normal form(s) which lexicographically precedes all the others, and lock the points of the first block into their corresponding positions. Leaving the first block locked, we procede to apply the same procedure to the second block. We continue this way until all blocks have been locked, and only then the resulting representation of the state is inserted into the hash table.
The gain of version 3 over version 2 is comparable to the gain of version 2 over version 1, as witnessed by Table 1 . In the following we shall therefore exclusively understand version 3 when referring to any one of the two algorithms (single-step or geodesic).
Comparing the two algorithms
A first striking difference between the single-step and the geodesic algorithm can be observed by comparing how their respective number of intermediate states (and thus the memory needs) evolve as a function of the "time" defined by the transfer process. In both cases, the number of states grows exponentially in the beginning, decreases exponentially towards the end, and reaches a maximum somewhere in between. However, for the single-step algorithm this maximum is reached at roughly 2T /3 (where T is the total number of time steps), whereas for the geodesic algorithm the maximum is situated around T /4. The reason for this difference is that the geodesic algorithm will produce the majority of its states by applying the 1 → 3 rule as often as possible in the beginning of the process. 2 version 3   2  3  3  3  3  6  6  6  4  14  14  12  5  60  51  37  6  141  116  86  7  207  173  126  8  396  327  238  9  1308  941  544  10  5300 For the single-step algorithm the data were given in Tab. 1; we show the corresponding numbers for the geodesic algorithm in Tab. 2. As expected, version 1 of the geodesic algorithm employs considerably fewer states than version 1 of the single-step algorithm.
However, quite surprisingly, the ameliorations implied by version 2 and version 3 lead to an enormous gain in the single-step case, but only a modest one in the geodesic case.
Thus, in version 3 the asymptotic growth of the number of states is significantly slower in the single-step algorithm than in the geodesic one, even though the latter was explicitly designed to use fewer states! Although a qualitative explanation of this phenomenon can be given by inquiring into the structure of a typical state we refrain from doing this here.
Rather, let us simply accept the efficiency of the single-step algorithm as a remarkable fact.
Even when discarding the issue of memory, the geodesic algorithm has a serious drawback compared with its single-step counterpart as far as time consumption is concerned.
Namely, the single-step algorithm processes each state in a time that grows roughly linearly with its size, whereas for the geodesic algorithm this time grows exponentially. To see diagrams will be recursively generated, where
are the Catalan numbers. The geodesic algorithm will therefore (asymptotically) spend the majority of the CPU time closing up this "maximally opened state".
We have therefore used the geodesic algorithm as a highly non-trivial check of our numerical results, but the data for large system sizes are generated exclusively by the single-step algorithm.
To conclude this section, let us briefly discuss the time complexity of our best algorithm (single-step, version 3). Based on the data in Tab. 1, we infer that both time and memory needs grow asymptotically as ∼ κ p , with κ ≈ 2.7 ± 0.2.
Numerical results
We now present the numerical results that we obtained using the single-step algorithm (version 3). Due to the enormous amount of data gathered we shall only give the main results.
The first data are obtained by running a program that implements the single-step algorithm without any tangencies. This corresponds to the generating function G(n, g 1 = g, g 2 = 0) in the notation of Section 2. Its coefficients a k,p,0 are given in Table 3 
It is perhaps less well known that for n = 2, one also has an exact expression, in terms of elliptic integrals [15] :
where K(k) and E(k) are the complete elliptic integrals of the first and second kinds. We note that since the generating function is non-algebraic, and it is not known how to find it by direct combinatorial arguments.
There exists a similar, although more complicated, formula for the case n = −2 which will be presented elsewhere [10] .
One can also find expressions for the last non-zero element of each row, which formally corresponds to n → ∞ (with x ≡ ng 2 fixed). However there is a parity effect which forces us to redefine separately odd and even generating functions: For the even case, a general diagram has the form of successive insertions of circles in the bare propagator, which leads to the equation, depicted on Fig. 12 a) ,
This can be described more explicitly in terms of rooted trees. Each insertion of a circle requires two additional intersections, and it leads to the creation of four new edges in which new circles can be inserted. On Fig. 12 b) we have labelled two successive generations of edges as {1, 2, 3, 4} and {1 ′ , 2 ′ , 3 ′ , 4 ′ } respectively. Clearly, this reduces the problem to that of enumerating rooted trees in which each node (resp. the root) can have degree 1 or 5 (resp. 0 or 4). This is a simple example of a rather broad class of rooted trees discussed by Takács [16] .
From Eq. (5.6) we infer that
The proof of the formula for H odd (x) is left as an exercize to the reader:
We infer that
Finally, the first column in Table 3 reproduces the knot diagrams discussed in [4] , of course.
Next we want to deduce some properties of the asymptotic behavior of these series from the numerical data. The first quantity one can extract is the "bulk entropy" of alternating links. At fixed n it is defined by the leading exponential behavior of a p (n) ∼ŝ(n) p :
It would however be more natural to consider alternating links at a fixed number of connected components. This requires making an appropriate scaling ansatz for the coefficients a k,p,0 , which turns out to be log a k,p,0
where s(x) is the bulk entropy at fixed ratio x of the number of connected components by the number of crossings. It is clear from Eq. (5.1) that the two entropies defined above are related to each other by a Legendre transform; namely, if one defines the average ratio x at fixed n:
then the following relation holds:
so that we also have the dual equation of (5.12) In [4] , the following numerical value was given: expŝ(0) ≈ 11.42, which is confirmed here. The discussion of the exponent associated to the subdominant power-law behavior of the series a p (n) (or, equivalently, a k,p,0 ) is much more involved. We define the critical exponent
Let us first recall the conjecture made in [9] , which relies on several hypotheses: a) the asymptotic behavior of a p (n) is related to a singularity of the corresponding generating function G(n, g, 0) which has the physical meaning of singularity of 2D quantum gravity, i.e. large link diagrams behave as continuum random surfaces for which conformal field theory techniques apply (KPZ formula [17] ); b) the model describing link diagrams with n colors is in the same universality class as the usual O(n) model of dense loops [18] , which relies on the assumption that there is no phase transition in the generalized O(n) matrix model. For |n| < 2, n = −2 cos(πν) (0 < ν < 1), this implies that α(n = −2 cos(πν)) = 1 + 1/ν (5.18)
Let us now discuss separately various regions of n and the corresponding numerical analysis.
• For n < 0, a difficulty arises in that coefficients a p (n) do not have a fixed sign. This implies in particular that the dominant singularity of the generating function G(n, g, 0)
is not necessarily on the real positive axis, as would be implied by hypothesis a) above.
Numerically it seems that pairs of complex conjugated singularities do occur and become dominant in a large region of n which includes at least part of the interval n ∈ [−2, 0[, thus invalidating conjecture (5.18) in this region. The analysis of such behavior is fairly involved and we leave it to future work.
• 0 ≤ n < 1: at n = 0 it was suggested in [4] that even though conjecture (5.18) is correct (α(0) = 3), there is a logarithmic correction which spoils the asymptotic behavior of the coefficients. For n small, we expect several singularities extremely close to the dominant singularity making any analysis difficult. Estimates of the critical exponent do not contradict (5.18), but they have low accuracy; for example, 
They are of course compatible with (5.18); however we note a logarithmic correction in At this point it becomes clear that in order to remove the (log p) −2 factor, one just needs to perform an appropriate functional inversion on the generating series G (2, g, 0) . Applying the same procedure to the numerical data of G(n, g, 0) for 1 ≤ n ≤ 2, one can then use standard convergence acceleration methods and obtain precise estimates of the critical exponent. They are in good agreement with (5.18); for example,
• n > 2: let us first recall that we have found exact expressions at n → ∞ for odd and even coefficients separately (Eqs. (5.7) and (5.9)). Asymptotically, Numerically, it is clear that for all n > 2 odd and even series behave differently.
However once cannot perform any serious analysis on these series since they are too short.
It may be that the exponents of Eq. (5.22) are preserved for any n > 2, or finite values of n might smooth the difference between odd and even series; the data we possess are unconclusive on this issue.
Let us end this analysis by noting that contrary to the bulk terms, critical exponents are expected to be independent of the various renormalizations of Eq. (2.3), due to universality arguments.
We now turn to the data obtained by inclusion of tangencies. For reasons of conciseness, we here refrain from displaying the three-dimensional array of coefficients a k,p 1 ,p 2 ; these are electronically available from the authors upon request. Even the final results are fairly cumbersome to treat and display, so that we only show the results for the number of prime alternating tangles up to p = 15 (even though they can be easily obtained for p up to 18 or 19, as in [4] , on a work station, and probably a bit further using larger computers).
These data satisfy once more various non-trivial checks, including the comparison with the table in the appendix of [5] (for n = 1), of the Tables 1 and 2 in [7] (for n = 2), and Table 3 of [4] (for n = 0). and p ≥ 6) resp. 1 (for Γ 2 and p ≥ 2), as is indeed observed. The next to leading terms should be obtainable in a similar fashion.
Finally, we demonstrate the power of our method by applying it to objects with more external legs. One may for example ask how many ways there are to intertwine three strings, and not just two as in the case of tangles. One must first establish the different ways the strings are coming out, which leads to Fig. 16 . We only consider configurations such that no strings can be pulled out altogether ("connected" correlation functions in the language of quantum field theory). Tab. 5 provides the first few orders of the series of the numbers of such objects.
The lowest order in p is explicited in Fig. 16 . It is again relatively straightforward to check the correctness of the last entry in each row of Tab. 5 by considering the n → ∞ limit. A remarkable advantage of our transfer matrix algorithms is that they allow to generate planar diagrams with external legs, even in the absence of a line or closed circuit defining an obvious transfer direction.
It should be noticed that our algorithms can be straightforwardly adapted to graphs of any coordination number q ≥ 3. For the single-step algorithm, it suffices to modify the type 1 transformation so as to insert q − 2 new points, instead of just two. For odd q, the parity constraints on transformation 2 no longer apply.
The geodesic algorithm can be similarly generalized. For example, on Fig. 8, changing to trivalent vertices would simply imply having five possible transformation rules instead of nine.
These generalizations open several interesting perspectives. One obvious possibility would be to numerically study matter theories defined on random graphs, by exact evaluation of correlation functions [19] . 
