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Abstract A new layers method is presented for multipartite separability of density matrices from simple
graphs. Full separability of tripartite states is studied for graphs on degree symmetric premise. The models
are generalized to multipartite systems by presenting a class of fully separable states arising from partially
symmetric graphs.
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1. Introduction
Quantum entanglement is one of the most fascinating features of quantum theory and has
numerous applications in quantum information processing, secure communication and channel
protocols [1,2,3]. The theory of graphs, a well-developed mathematical area, has been inten-
sively used in network systems, optimization, and other fields [4].
In [5] the notion of the density matrix of a graph was introduced and it was shown that mixed
states correspond to the graphical property of uniform mixture, and the Laplacian matrices
have been studied in terms of entanglement properties such as von Neumann entropy and
concurrence. Corresponding to simple graphs, the graph states are introduced as a family of
multipartite quantum states [6], and their nice entanglement structures have been extensively
used in quantum computations. For instance, new algorithm based on graph states [7] was
given and showed improvement in comparison with exploiting the physics of optically active
multi-level nano structures [8]. Graph theoretic methods have also been developed to analyze
maximally entangled pure states distributed between a number of different parties [9]. Recently,
theoretical principle of representing the quantum state and local unitary graph was established
in [10]. Conditions for separability of generalized Laplacian matrices of weighted graphs with
unit trace were given in [11]. Further results on the multipartite separability of Laplacian
matrices of graphs were provided in [12,13]. In [14] the authors characterized the set of graphs
whose separability are invariant under graph isomorphisms. Two classes of generalized graph
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product states were also constructed in [15]. These have provided an alternative interesting
graph theoretic approach to separability and several well-known criteria have been formulated
in the new method. For instance, it was proved that the degree criterion is equivalent to the
PPT-criterion [16]. And a degree condition to test separability of density matrices of graphs
was described in [17]. It was further shown that the well-known matrix realignment criterion
can be used to test separability for a class of quantum states (cf. [18]).
On the other hand, Dutta et. al. [19] introduced the concept of partially symmetric graphs
and degree symmetric graphs for bipartite quantum states. They presented some outstanding
results for bipartite quantum states. As mentioned in [19] the simple assignment of direction
to particles as “vertical” and “horizontal” will no longer be possible for three or more particles
using the original layers method. We will develop a new method to solve this problem and
generalize the separable results to multipartite systems.
The current work aims to study multipartite separability of density matrices from simple
graphs. Using the graph-theoretic method, we are able to distinguish entangled and separable
Laplacian matrices as well as generalizing the results to mulipartite systems. The paper is
organized roughly as follows. Basic information on graphs is given in Section 2. In Section 3,
we study separability of tripartite states and multipartite states defined by simple graphs by
introducing layers in graph G and the properties of degree symmetric graphs. In Section 4, the
relationship between partially symmetric and degree symmetric is given. We then prove that a
class of partially symmetric graphs is fully separable using the new layer method. Conclusions
are given in Section 5.
2. The Laplacian Matrices of Graphs
We begin by recalling some basic notions for graphs. Let G = (V (G), E(G)) be a graph
with vertex set V (G) and edge set E(G) ⊂ {(i, j) : i, j ∈ V (G)}. A loop is an edge of the form
(i, i). We are only concerned with simple graphs, i.e, graphs without loops and multiple edges.
Suppose G has n vertices, i.e. |V (G)| = n. The adjacency matrix A(G) of the graph G is the
n× n matrix with (i, j)-th entry defined by
[A(G)]i,j =
{
1, if (i, j) ∈ E(G);
0, otherwise.
(1)
The degree dG(vi) of vertex vi ∈ V (G) is the number of edges adjacent to vi. The degree matrix
D(G) is the diagonal n× n-matrix with diagonal entries dG(vi).
The Laplacian matrix L(G) and normalized Laplacian matrix Q(G) of the graph G are
defined respectively by
L(G) = D(G)− A(G), Q(G) = D(G) + A(G). (2)
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Recall that the density matrix of a finite dimensional quantum mechanical system Hn is a
Hermitian operator ρ acting on Hn that is positive semidefinite with unit trace. Its combina-
torial counterpart is defined as follows.
Definition 1. The density matrix of graph G is defined as the matrix
ρl(G) =
L(G)
tr(L(G))
, or ρq(G) =
Q(G)
tr(Q(G))
, (3)
where L(G) (resp. Q(G)) are the combinatorial (resp. normalized) Laplacian matrix of the
graph G.
We need to recall the concept of separability to present our results.
Definition 2[20]. A bipartition of the system S={1, 2, · · · , n} is a pair (A, A¯), with 1 ≤ nA ≤
nA¯, where A ⊂ S, A¯ = S \ A (i.e. S = A+ A¯) and nA = |A|, the cardinality of A.
Definition 3. A tripartite state is separable with respect to the bipartition A|BC if it can be
written as
ρA|BC =
∑
k
qk|φ
k
A〉〈φ
k
A| ⊗ |ϕ
k
BC〉〈ϕ
k
BC |, (4)
where qk is a probability distribution, i.e.
∑
k qk = 1 and qk ≥ 0 for all k.
Other bipartitions B|AC, C|AB are defined similarly, and the notion can be generalized to
the multipartite quantum systems.
Definition 4. A combinatorial state ρ is called biseparable if it can be written as
ρ =
∑
pA|A¯ ρ
sep
A|A¯
, (5)
where the sum runs through all possible bipartitions A|A¯ and pA|A¯ is a probability distribution.
Here A¯ is the complement of the subset A of the vertex set {1, 2, · · · , n}.
Definition 5. A density matrix ρ is fully separable in H1 ⊗H2 ⊗ · · · ⊗Hn if it can be written
as
ρ =
∑
i
qi ρ
1
i ⊗ ρ
2
i · · · ⊗ ρ
n
i , (6)
where qi is a probability distribution and ρ
j
i are density matrices in the sbusystem Hj(j =
1, 2, · · · , n).
3. Degree Symmetric Graphs and Separability
In this section, we study separability of tripartite states of dimension m×n× q which arise
from simple graphs of mnq vertices acting on HA⊗HB⊗HC . These results are then generalized
to multipartite quantum systems.
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Let us start with the notion of layers in graph G. Suppose the vertex set V (G) of the graph
G has mnq vertices labelled by integers 1, 2, · · · , mnq. We partition V (G) into m subsets
C1, C2, · · · , Cm called layers such that each layer consists of nq vertices. Write
Ci = {vi,1,1, · · · , vi,1,q, · · · , vi,n,1, · · · , vi,n,q}.
Thus the matrix A(G) is partitioned into blocks as follows.
A(G) =


A1,1 A1,2 · · · A1,m−1 A1,m
A2,1 A2,2 · · · A2,m−1 A2,m
...
...
. . .
...
...
Am−1,1 Am−1,2 · · · Am−1,m−1 Am−1,m
Am,1 Am,2 · · · Am,m−1 Am,m


, (7)
where Ai,k (i, k = 1, 2, · · · , m) are matrices of size nq representing edges between Ci and Ck.
Each layer Ci can be partitioned further into n layers Ci,1, Ci,2, · · · , Ci,j, · · · , Ci,n with q vertices
each. Write Ci,j={vi,j,1, vi,j,2, · · · , vi,j,q} where vi,j,k = nq(i − 1) + q(j − 1) + k. Therefore Ai,k
is written as a block matrix as follows.
Ai,k =


Ai1,k1 Ai1,k2 · · · Ai1,kn
Ai2,k1 Ai2,k2 · · · Ai2,kn
...
...
. . .
...
Ain,k1 Ain,k2 · · · Ain,kn

 , (8)
where Aij,kl are the (sub)-adjacency matrices of size q representing edges between Ci,j and Ck,l.
As the adjacency matrix is symmetric, we have that ATij,kl=Akl,ij (i 6= k, j 6= l) and Aij,ij=A
T
ij,ij.
Putting these together, A(G) is written into the following form
A(G) =


A11,11 A11,12 · · · A11,1n · · · A11,m1 · · · A11,mn
A12,11 A12,12 · · · A12,1n · · · A12,m1 · · · A12,mn
...
...
. . .
...
. . .
...
. . .
...
A1n,11 A1n,12 · · · A1n,1n · · · A1n,m1 · · · A1n,mn
...
...
. . .
...
. . .
...
. . .
...
Am1,11 Am1,12 · · · Am1,1n · · · Am1,m1 · · · Am1,mn
...
...
. . .
...
. . .
...
. . .
...
Amn,11 Amn,12 · · · Amn,1n · · · Amn,m1 · · · Amn,mn


, (9)
Partially transposed graph of a bipartitie quantum state was defined in [19]. We generalize
the notion to tripartite systems.
Definition 6. A graph theoretical partial transpose (GTPT ) is an operation on the tripartite
graph G by replacing all existing edges (vi,j,k, vs,u,v), i 6= s by (vs,j,k, vi,u,v) and keeping all other
edges unchanged.
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GTPT generates a new simple graph G′ = (V (G′), E(G′)), where V (G′) = V (G) with
the same labelling. Similarly one can define other GTPT by replacing (vi,j,k, vs,u,v), j 6= u by
(vi,u,k, vs,j,v) or (vi,j,k, vs,u,v), k 6= v by (vi,u,v, vs,j,k). In this paper, we only consider partial
transpose in the sense of Definition 6, separability criteria in the other two cases are easily
obtained similar method.
Note that
A(G)TA =
{
1, (nq(s− 1) + q(j − 1) + k, nq(i− 1) + q(u− 1) + v) ∈ E(G′);
0, otherwise.
(10)
where TA denotes the partial transpose corresponding to subsystem A. We have A
TA(G) =
A(G′).
Next we define degree symmetric graphs as follows.
Definition 7. A graph G is called degree symmetric if dG(u) = dG′(u) for u ∈ V (G) = V (G
′).
Theorem 1. Suppose the graph G is degree symmetric under GTPT, then full separability of
ρl(G) implies full separability of ρl(G
′), and full separability of ρq(G) implies full separability
of ρq(G
′).
Proof. Let G′ be the GTPT of G with respect to subsystem A. If G is degree symmetric, then
D(G′) = D(G) and A(G)TA = A(G′), where TA is the partial transpose. Assume that ρl(G) is
fully separable, then ρl(G) can be written as
ρl(G) =
∑
i
pi ρ
A
i ⊗ ρ
B
i ⊗ ρ
C
i .
Subequently ρl(G)
TA =
∑
i pi (ρ
A
i )
TA⊗ρBi ⊗ρ
C
i is positive semidefinite. It follows from D(G
′) =
D(G) and A(G′) = A(G)TA that ρl(G
′) = ρl(G)
TA . Therefore ρl(G
′) is fully separable.
The above results can be generalized to multipartite quantum systems. Let Hi be an
Ni−dimensional complex Hilbert space, and ρ a density matrix defined on H1⊗H2⊗· · ·⊗Hn.
The layers of graph G are defined as follows.
Let G be a graph of N1N2 · · ·Nn vertices. Label V (G) by integers 1, 2, · · · , N1N2 · · ·Nn
and partition V (G) into N1 layers C1, · · · , Ci1, · · · , CN1 with N2N3 · · ·Nn vertices in each layer.
Write Ci1={vi1,1,...,1, · · · , vi1,1,...,Nn , · · · , vi1,N2,N3,··· ,Nn} for 1 ≤ i1 ≤ N1. This actually partitions
A(G) into blocks as follows.
A(G) =


A1,1 A1,2 · · · A1,N1−1 A1,N1
A2,1 A2,2 · · · A2,N1−1 A2,N1
...
...
. . .
...
...
AN1−1,1 AN1−1,2 · · · AN1−1,N1−1 AN1−1,N1
AN1 ,1 AN1 ,2 · · · AN1 ,N1−1 AN1 ,N1


, (11)
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where Ai1,j1(i1, j1 = 1, 2, · · · , N1) are matrices of size N2N3 · · ·Nn representing edges between
Ci1 and Cj1. Next, each layer Ci1 can be partitioned further into N2 layers
Ci1,1, · · · , Ci1,i2 , · · · , Ci1,N2
with N3N4 · · ·Nn elements each, where Ci1,i2={vi1,i2,1,...,1, · · · , vi1,i2,N3,N4,··· ,Nn}. This will parti-
tion Ai1,j1 into blocks as follows.
Ai1,j1 =


Ai11,j11 Ai11,j12 · · · Ai11,j1N2
Ai12,j11 Ai12,j12 · · · Ai12,j1N2
...
...
. . .
...
Ai1N2 ,j11 Ai1N2,j12 · · · Ai1N2,j1N2

 , (12)
where Ai1i2,j1j2(i1, j1 = 1, 2, · · · , N1, i2, j2 = 1, 2, · · · , N2 ) are matrices of size N3N4N5 · · ·Nn
representing edges between Ci1,i2 and Cj1,j2. In this way, we continue partitioning G until each
layer has Nn vertices. The (n− 1)th-layer is represented by
Ci1,i2,··· ,in−1 = {vi1,i2,···,in−1,1, vi1,i2,···,in−1,2, · · · · · · , vi1,i2,···,in−1,Nn},
where i1 = 1, 2, · · · , N1; i2 = 1, 2, · · · , N2; · · · · · · ; in−1 = 1, 2, · · · , Nn−1 and vi1 ,i2 ,··· ,in−1 ,in =
(i1 − 1)N2N3 · · ·Nn + (i2 − 1)N3N4 · · ·Nn + · · · + (in−1 − 1)Nn + in. The corresponding sub-
adjacency matrix is
Ai1i2···in−2,j1j2···jn−2 =


Ai1i2···in−21,j1j2···jn−21 Ai1i2···in−21,j1j2···jn−22 · · · Ai1i2···in−21,j1j2···jn−2Nn−1
Ai1i2···in−22,j1j2···jn−21 Ai1i2···in−22,j1j2···jn−22 · · · Ai1i2···in−22,j1j2···jn−2Nn−1
...
...
. . .
...
Ai1i2···in−2Nn−1 ,j1j2···jn−21 Ai1i2···in−2Nn−1 ,j1j2···jn−22 · · · Ai1i2···in−2Nn−1 ,j1j2···jn−2Nn−1

 ,(13)
where Ai1i2···in−1,j1j2···jn−1 are matrices of size Nn representing edges between Ci1,i2,···,in−1 and
Cj1,j2,···,jn−1. Note that A
T
i1i2···in−1,j1j2···jn−1 = Aj1j2···jn−1,i1i2···in−1 (there exists k ∈ {1, 2, · · · , n−1}
such that ik 6= jk) and A
T
i1i2···in−1,i1i2···in−1
= Ai1i2···in−1,i1i2···in−1 , because the adjacency matrix is
symmetric.
We now introduce the concept of GTPT in multipartite systems.
Definition 8. A graph theoretical partial transpose (GTPT ) on graph G is an operation of G
replacing all existing edges (vi1,i2,···,in, vj1,j2,···,jn)i1 6= j1 by (vj1,i2,···,in, vi1,j2,···,jn) and keeping all
other edges unchanged.
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This gives rise to a new simple graph G′ = (V (G′), E(G′)) from G = (V (G), E(G)), where
V (G′) = V (G) with the same labelling. We have
A(G)TA =


1, ((j1 − 1)N2 · · ·Nn + (i2 − 1)N3 · · ·Nn + · · ·+ (in−1 − 1)Nn + in,
(i1 − 1)N2 · · ·Nn + (j2 − 1)N3 · · ·Nn + · · ·+ (jn−1 − 1)Nn + jn) ∈ E(G
′);
0, otherwise.
(14)
Then A(G′) = A(G)TA and | E(G′) |=| E(G) |.
We can similarly define degree symmetry in multipartite systems.
Definition 9. A graph G under a GTPT is called degree symmetric if dG(u) = dG(u
′) for
u ∈ V (G) = V (G′).
Using the method similar to Theorems 1, we have
Theorem 2. If graph G under a GTPT is degree symmetric then full separability of ρl(G)
implies full separability of ρl(G
′).
4. Partially Symmetric Graphs and Separability
In this section, we study partially symmetric graphs and the relationship between partially
symmetric and degree symmetric. We will prove that a class of partially symmetric graphs are
fully separable.
We begin with partial symmetry in tripartite combinatorial quantum systems.
Definition 10. A graph G is partially symmetric if (vi,j,k, vs,u,v) ∈ E(G) then (vs,j,k, vi,u,v)
∈ E(G) for all i 6= s and j, k, s, u, v.
Note that if G is partially symmetric, then its adjacency matrix satisfies that ATij ,kl= Aij ,kl
for all i, j, k, l.
If the graph G is also under GTPT, then one can talk about degree symmetry and partial
symmetry together. The following result explains their relationship.
Lemma 1. Every partially symmetric graph G is degree symmetric.
Proof. Let G be a partial symmetric graph, and graph G′ obtained from G by GTPT. Clearly
V (G) = V (G′). For any vi,j,k ∈ V (G) = V (G
′), if (vi,j,k, vs,u,v) ∈ E(G) then (vs,j,k, vi,u,v) ∈ E(G)
by partial symmetry of G. But then (vi,j,k, vs,u,v) ∈ E(G
′) by GTPT construction (applied to
the second edge). On the other hand, for (vi,j,k, vs,u,v) ∈ E(G
′). By construction (vs,j,k, vi,u,v) ∈
E(G), which then implies that (vi,j,k, vs,u,v) ∈ E(G) by partial symmetry. Therefore dG(vi,j,k) =
dG′(vi,j,k), i.e. graph G is degree symmetric.
Next we provide a class of tripartite fully separable states of dimension mnq arising from
partial symmetric graphs.
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Theorem 3. Let G be a partially symmetric graph with the following conditions:
(1) For any two vertices of any partition Ci, there is no edge, (vi,j,k, vi,l,v) /∈ E(G) for all
i, j, k, l and v;
(2) For each layer, the following conditions hold:
• Either there is no edge between vertices of Ci and Cj, or Ai,k = Aj,l for all i, j, k, l, i 6=
k and j 6= l;
• Either there is no edge between vertices of Ci,j and Cs,t, or Aij,kl = Ast,uv for all i, j, k, l, s, t, i 6=
k or j 6= l, and s 6= u or t 6= v;
(3) Degree of all vertices in a layer are the same.
Then ρq(G) is fully separable.
Proof. As G is partial symmetric, there is no edge between two vertices of any partition Ci.
The normalized Laplacian reads that
Q(G) =


d1Iq 0 · · · 0 A11,21 · · · A11,2n · · · A11,m1 · · · A11,mn
0 d1Iq · · · 0 A12,21 · · · A12,2n · · · A12,m1 · · · A12,mn
...
...
. . .
...
...
. . .
...
. . .
...
. . .
...
0 0 · · · d1Iq A1n,21 · · · A1n,2n · · · A1n,m1 · · · A1n,mn
A11,21 A12,21 · · · A1n,21 d2Iq · · · 0 · · · A21,m1 · · · A21,mn
...
...
. . .
...
...
. . .
...
. . .
...
. . .
...
A11,2n A12,2n · · · A1n,2n 0 · · · d2Iq · · · A2n,m1 · · · A2n,mn
...
...
. . .
...
...
. . .
...
. . .
...
. . .
...
A11,m1 A12,m1 · · · A1n,m1 A21,m1 · · · A2n,m1 · · · dmIq · · · 0
...
...
. . .
...
...
. . .
...
. . .
...
. . .
...
A11,mn A12,mn · · · A1n,mn A21,mn · · · A2n,mn · · · 0 · · · dmIq


,(15)
where Iq is the identity matrix of size q.
Write the symmetric (subadjacency) matrixAzj,kl = (az,j,u,k,l,v )q×q. LetAzj,kl =
∑
r1
λr1ur1u
T
r1
be the spectral decomposition, where ur1 runs through a complete set of orthonormal eigenvec-
tors associated with eigenvalues λr1 , 1 ≤ r1 ≤ q. If there are no edges between vertices of Cz,j
and Cs,t, then Azj,kl = 0. Otherwise Azj,kl = Ast,uv =
∑
r1
λr1ur1u
T
r1
.
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Note that Q(G) can also be written as
Q(G) =
∑
r1


d1In H
(λr1 ) H(λr1 ) · · · H(λr1)
H(λr1) d2In H
(λr1 ) · · · H(λr1)
H(λr1) H(λr1 ) d3In · · · H
(λr1)
...
...
...
. . .
...
H(λr1) H(λr1 ) H(λr1 ) · · · dmIn


⊗ ur1u
T
r1
(16)
=
∑
r1
B(1) ⊗ ur1u
T
r1
where B(1) denotes the block matrix (the first factor) in the tensor decomposition and H(λr1 ) =
(h
(λr1 )
ij )n×n are square matrices of size n. Here h
(λr1 )
ij = 0 or λr1.
We claim that B(1) is a diagonally dominant matrix. Suppose a square matrix A has
eigenvalues λi, the spectral radius spr(A) is defined to be maxi |λi|. Therefore
|λr1| ≤ spr(Azj,kl) ≤‖ Azj,kl ‖∞,
where ‖ Azj,kl ‖∞= maxu
∑q
v=1 |az,j,u,k,l,v |. Write B
(1) = (b
(1)
st )mn×mn, then for each s
∑
t6=s
|b
(1)
st | ≤
∑
k,l
|λr1| ≤
∑
k,l
max
u
q∑
v=1
|az,j,u,k,l,v |,
so B(1) is a diagonally dominant with positive diagonal entries. Hence B(1) is a positive semidef-
inite matrix.
Since H(λr1 ) and dzIn are commuting symmetric matrices, they can be simultaneously di-
agonalized. If H(λr1 ) 6= 0, one can write that
H(λr1 ) =
∑
r2
λr2 ur2u
T
r2
, dzIn = dz
∑
r2
ur2u
T
r2
,
where ur2 form a complete set of orthonormal eigenvectors ofH
(λr1 ) corresponding to eigenvalues
λr2, r2 = 1, 2, · · · , n. Thus we can write that
Q(G) =
∑
r1
∑
r2


d1 λr2 λr2 · · · λr2
λr2 d2 λr2 · · · λr2
λr2 λr2 d3 · · · λr2
...
...
...
. . .
...
λr2 λr2 λr2 · · · dm


⊗ ur2u
T
r2
⊗ ur1u
T
r1
. (17)
Note that
|λr2| ≤ spr(H
(λr1)) ≤‖ H(λr1 ) ‖∞= max
i
n∑
j=1
|h
(λr1 )
ij |.
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Since h
(λr1 )
ij = 0 or λr1 , it follows that for 1 ≤ z ≤ m
dz ≥
∑
k 6=z
n∑
j
|h
(λr1 )
ij | =
∑
k 6=z
max
i
n∑
j=1
|h
(λr1 )
ij |.
Let
B(2) =


d1 λr2 λr2 · · · λr2
λr2 d2 λr2 · · · λr2
λr2 λr2 d3 · · · λr2
...
...
...
. . .
...
λr2 λr2 λr2 · · · dm


= (b(2)uv )m×m. (18)
Clearly ∑
1≤u 6=v≤m
|b(2)uv | ≤
∑
k 6=z
|λr2| ≤
∑
k 6=z
max
i
n∑
j=1
|h
(λr1)
ij | ≤ dz,
which implies that B(2) is a diagonally dominant matrix. Hence B(2) is a positive semidefinite
matrix. We have
ρq(G) =
∑
r1,r2
B(2)
tr(Q(G))
⊗ ur2u
T
r2
⊗ ur1u
T
r1
=
∑
r1,r2
1
nq
B(2)
d1 + · · ·+ dm
⊗ ur2u
T
r2
⊗ ur1u
T
r1
,
therefore 1
d1+···+dm
B(2), ur2u
T
r2
and ur1u
T
r1
are positive semidefinite matrices with unit trace. So
1
d1+···+dm
B(2), ur2u
T
r2
and ur1u
T
r1
are density matrices. Hence ρq(G) is fully separable.
Remark: By the method of [21], one can obtain a criterion for biseparability. In contrast, our
criterion further gives detailed information on how the separable density matrix is expressed as
a convex sum of tensor products. Moreover, though [21] gives biseparability of ρq(G) for the
bipartition AB|C, it is unclear if it is fully separable. For example, the method does not imply
if the subsystem AB is separable.
The above results can be generalized to multipartite quantum systems. First we extend the
notion of partially symmetric graphs to multipartite systems.
Definition 11. A graph G is partially symmetric if (vi1,i2,··· ,in , vj1,j2,··· ,jn) ∈ E(G) implies
(vj1,i2,··· ,in, vi1,j2,··· ,jn) ∈ E(G) (∀ i1, i2, · · · , in, j1, j2, · · · , jn, and i1 6= j1).
Note that, GTPT keeps a partial symmetric graph unchanged. If graph G is partially
symmetric, then ATi1i2···in−1,j1j2···jn−1 = Ai1i2···in−1,j1j2···jn−1 for all i1, i2, · · · , in−1, j1, j2, · · · , jn−1.
Using the similar method as lemma 1, we see that a partially symmetric graph G is also degree
symmetric.
Now we consider a class of multipartite fully separable state of dimension N1N2 · · ·Nn
arising from partially symmetric graphs.
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Theorem 4. Let G be a partially symmetric graph with the following properties.
(1) Between two vertices of any partition Ci1, there is no edge, (vi1,i2,··· ,in, vi1,j2,··· ,jn) /∈ E(G),
for all i1, i2, · · · , in, j2, · · · , jn.
(2) For each layer, the following conditions hold:
• Either there is no edge between vertices of Ci1 and Cj1, or Ai1,j1 = Ak1,l1 for all i1, k1, j1, l1, i1 6=
j1 and k1 6= l1;
• Either there is no edge between vertices of Ci1,i2 and Cj1,j2, or Ai1i2,j1j2 = Ak1k2,l1l2 for all
i1, i2, k1, k2, j1, j2, l1, 12, i1 6= j1 or i2 6= j2, and k1 6= l1 or k2 6= l2;
• Either there is no edge between vertices of Ci1,i2,··· ,in−1 and Cj1,j2,··· ,jn−1, or Ai1i2···in−1,j1j2···jn−1=
Ak1k2···kn−1,l1l2···ln−1 for all i1, i2, · · · , in−1, k1, k2, · · · , kn−1, j1, j2, · · · , jn−1, l1, l2, · · · , ln−1, and
there exist g, h ∈ {1, 2, · · · , n} such that ig 6= jg and kh 6= lh.
(3) Degree of all the vertices in a layer are the same.
Then ρq(G) is fully separable.
Proof. Let
C
(z)
t =


dtINn−z 0 0 · · · 0
0 dtINn−z 0 · · · 0
0 0 dtINn−z · · · 0
...
...
...
. . .
...
0 0 0 · · · dtINn−z


, (19)
D(z) =


H(λrz ) H(λrz ) H(λrz ) · · · H(λrz )
H(λrz ) H(λrz ) H(λrz ) · · · H(λrz )
H(λrz ) H(λrz ) H(λrz ) · · · H(λrz )
...
...
...
. . .
...
H(λrz ) H(λrz ) H(λrz ) · · · H(λrz )


, (20)
H(λrz ) =


λrz λrz · · · λrz
λrz λrz · · · λrz
...
...
. . .
...
λrz λrz · · · λrz

 = (h
(λrz )
ij )Nn−z×Nn−z , (21)
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and
B(z
′) =


C
(z′)
1 D
(z′) D(z
′) · · · D(z
′)
D(z
′) C
(z′)
2 D
(z′) · · · D(z
′)
D(z
′) D(z
′) C
(z′)
3 · · · D
(z′)
...
...
...
. . .
...
D(z
′) D(z
′) D(z
′) · · · C
(z′)
N1


, (22)
where B(z
′) is a square matrix of size N1N2 · · ·Nn−z′, z = 1, 2, · · · , n− 3, z
′ = 1, 2, · · · , n− 1.
Let Ai1i2···in−1,j1j2···jn−1 = (ai1,i2,··· ,in,j1,j2,··· ,jn)Nn×Nn be a symmetric matrix, and suppose its
spectral decomposition is given by
Ai1i2···in−1,j1j2···jn−1 =
∑
r1
λr1ur1u
T
r1
, (r1 = 1, 2, · · · , Nn)
where ur1 form a complete set of orthonormal eigenvectors corresponding to the eigenvalues
λr1. If there is no edge between vertices of Ci1i2···in−1 and Cj1j2···jn−1, then Ai1i2···in−1,j1j2···jn−1 =∑
r1
0ur1u
T
r1
. Subsequently Ai1i2···in−1,j1j2···jn−1 = Ak1k2···kn−1,l1l2···ln−1 =
∑
r1
λr1ur1u
T
r1
.
Q(G) can also be written as
Q(G) =
∑
r1


C
(1)
1 D
(1) D(1) · · · D(1)
D(1) C
(1)
2 D
(1) · · · D(1)
D(1) D(1) C
(1)
3 · · · D
(1)
...
...
...
. . .
...
D(1) D(1) D(1) · · · C
(1)
N1


⊗ ur1u
T
r1
, (23)
where C
(1)
t (t = 1, 2, · · · , N1) and D
(1) are squre matrices of size N2N3 · · ·Nn−1. Note thatH
(λr1 )
is a square matrix of size Nn−1, and h
(λr1 )
ij = 0 or λr1 .
Let B(1) = (b
(1)
uv ). Using the similar way of Theorem 3, we get that
∑
u 6=v
|b(1)uv | ≤
∑
j1,j2,··· ,jn−1
|λr1| ≤
∑
j1,j2,··· ,jn−1
max
in
Nn∑
jn=1
|ai1,i2,··· ,in,j1,j2,··· ,jn |,
so B(1) is a diagonally dominant matrix. Hence B(1) is a positive semidefinite matrix.
Since H(λr1 ) and dtINn−1 are commuting matrices, there exists a common set of eigenvectors
such that
H(λr2 ) =
∑
r2
λr2 ur2u
T
r2
dtINn−1 = dt
∑
r2
ur2u
T
r2
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then
Q(G) =
∑
r1
∑
r2


C
(2)
1 D
(2) D(2) · · · D(2)
D(2) C
(2)
2 D
(2) · · · D(2)
D(2) D(2) C
(2)
3 · · · D
(2)
...
...
...
. . .
...
D(2) D(2) D(2) · · · C
(2)
N1


⊗ ur2u
T
r2
⊗ ur1u
T
r1
, (24)
where C
(2)
t (t = 1, 2, · · · , N1) and D
(2) are matrices of size N2N3 · · ·Nn−2. Note that H
(λr2) is a
matrix of size Nn−2, and h
(λr1 )
ij = 0 or λr1 .
Next we show that B(2) is a diagonally dominant matrix. In fact,
|λr2| ≤ sprH
(λr1 ) ≤‖ H(λr1 ) ‖∞= max
i
Nn−1∑
j=1
|h
(λr1 )
ij |.
Since h
(λr1 )
ij = 0 or λr1 ,
dt ≥
∑
i1,i2,··· ,in−1 6=t
Nn−1∑
j
|h
(λr1 )
ij | =
∑
i1,i2,··· ,in−1 6=t
max
i
Nn−1∑
j=1
|h
(λr1 )
ij |.
Write B(2) = (b
(2)
uv ), where u, v = 1, . . . , N1N2 · · ·Nn−2, then for t = 1, 2, · · · , N1
∑
u 6=v
|b(2)uv | ≤
∑
i1,i2,··· ,in−1 6=t
|λr2| ≤
∑
i1,i2,··· ,in−1 6=t
max
i
Nn−1∑
j=1
|h
(λr1)
ij | ≤ dt.
Therefore B(2) is a diagonally dominant matrix, and subsequently a positive semi-definite ma-
trix.
Thus we can write that
Q(G) =
∑
r1,...,rn−2


C
(n−2)
1 D
(n−2) D(n−2) · · · D(n−2)
D(n−2) C
(n−2)
2 D
(n−2) · · · D(n−2)
D(n−2) D(n−2) C
(n−2)
3 · · · D
(n−2)
...
...
...
. . .
...
D(n−2) D(n−2) D(n−2) · · · C
(n−2)
N1


⊗ urn−2u
T
rn−2
⊗ · · · ⊗ ur1u
T
r1
,(25)
where
C
(n−2)
t =


dt 0 · · · 0
0 dt · · · 0
...
...
. . .
...
0 0 · · · dt

 , (26)
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D(n−2) = H(λrn−2 ) =


λrn−2 λrn−2 · · · λrn−2
λrn−2 λrn−2 · · · λrn−2
...
...
. . .
...
λrn−2 λrn−2 · · · λrn−2

 = (h
(λrn−2 )
ij )N2×N2, (27)
where C
(n−2)
t (t = 1, 2, · · · , N1), D
(n−2) and H(λrn−2 ) are square matrices of size N2. Here
h
(λrn−2 )
ij = 0 or λrn−2 .
Since H(λrn−2 ) and dtIN2 are commuting symmetric matrices, they have common eigenvec-
tors: urn−1. Therefore we can write that
Q(G) =
∑
r1
· · ·
∑
rn−1


d1 λrn−1 λrn−1 · · · λrn−1
λrn−1 d2 λrn−1 · · · λrn−1
λrn−1 λrn−1 d3 · · · λrn−1
...
...
...
. . .
...
λrn−1 λrn−1 λr2 · · · dN1


⊗ urn−1u
T
rn−1
· · · ⊗ ur1u
T
r1
, (28)
Let B(n−1) = (b
(n−1)
uv )N1×N1 , then
∑
u 6=v
|b(n−1)uv | ≤
∑
i1 6=t
|λrn−1| ≤
∑
i1 6=t
N2∑
j=1
|h
λrn−2
ij | =
∑
i1 6=t
max
i
N2∑
j=1
|h
λrn−2
ij | ≤ dt.
So B(n−1) is a diagonally dominant matrix, thus positive semidefinite matrix. Putting all these
together, we have that for rk = Nn−k+1, k = 1, 2, · · · , n− 1
ρq(G) =
∑
r1,··· ,rn−1
B(n−1) ⊗ urn−1u
T
rn−1
⊗ · · · ⊗ ur1u
T
r1
tr(Q(G))
=
∑
r1,··· ,rn−1
B(n−1)
tr(Q(G))
⊗ urn−1u
T
rn−1
⊗ · · · ⊗ ur1u
T
r1
=
∑
r1,··· ,rn−1
1
N2 · · ·Nn
B(n−1)
d1 + d2 + · · ·+ dN1
⊗ urn−1u
T
rn−1
⊗ · · · ⊗ ur1u
T
r1
therefore B
(n−1)
d1+d2+···+dN1
, ur2u
T
r2
, · · · , ur1u
T
r1
are positive semidefinite matrices with unit trace. So
B(n−1)
d1+d2+···+dN1
, ur2u
T
r2
, · · · , ur1u
T
r1
are density matrices. Hence ρq(G) is fully separable.
5. Conclusion
We have studied the separability for multipartite quantum states arising from simple graphs.
With the properties of degree symmetric graphs, we have proved that separability of ρl(G) im-
plies that of ρl(G
′) for the degree symmetric graph G in the tripartite systems. And these
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results have been generalized to multipartite systems. Furthermore, we have studied the prop-
erties of partially symmetric graphs and proved that every partially symmetric graph G is
degree symmetric. We have presented a new layers method and provided classes of tripartite
and multipartite fully separable states arising from partially symmetric graphs. These results
are useful to distinguish separable states. It is hoped that this work may help understand the
physical characteristics and mathematical structures of (graph) separable states.
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