Abstract-Several machine learning techniques have been applied for finding multi-loci associations among Single Nucleotide Polymorphisms (SNPs) and a disease. In this paper it is investigated whether Self Organizing Maps (SOMs) can generate clusters associated with a disease based on the genetic patterns of subjects. A batch categorical SOM that can handle missing data was used on Genome Wide Association (GWA) data on Multiple Sclerosis (MS). The association of the clusters generated with the disease were initially tested using the Pearson's chi square test and then the weights of the top clusters were used for investigating for SNP patterns. The results of the analyses reveal statistically significant associations between the generated clusters and the disease, indicating that SOMs can be used for multi-loci associations.
I. INTRODUCTION
In common complex diseases, multi-loci interactions are more important than the main effect of any single SNP. Single locus association studies in such diseases may not replicate their results across multiple samples, due to the effect of epistasis and other phenomena [1] . In this paper, Self Organizing Maps (SOMs) are investigated for clustering Genome Wide Association (GWA) data for multi-loci association testing.
Traditional genetic analyses focus on single locus associations and not on multi-loci associations. Several machine learning techniques have been applied for multi-loci association testing [2] - [4] . Most of them are using Neural Networks (NNs), Support Vector Machines (SVMs), Random Forests (RFs), Multifactor Dimensionality Reduction (MDR) and variations of these techniques and they will be introduced.
Ritchie et al applied Multifactor Dimensionality Reduction (MDR) to a sporadic breast cancer data set [5] , whereas variations of MDR were also introduced for multi-loci associations [6] - [8] . MDR and its variations had good results when they were used on a small number of SNPs but they cannot be directly used on a large number of SNPs, due to the exhaustive search it performs for identifying n-SNP associations [4] .
NNs have also been applied in such studies [9] , but their results are affected by the architecture of the network. Since it is computationally intractable to perform an exhaustive search for selecting the appropriate architecture, techniques based on genetic programming GPNN [10] and grammatical evolution GENN [11] were proposed with promising results. When these two optimisation methods were compared, GENN outperformed GPNN [11] .
Wadell et al [12] used SVM to test their hypothesis that different SNP patterns exist among patients with Multiple Myeloma diagnosed at a young age and patients diagnosed after the age of 70. They obtained an accuracy of 71% in classifying these two patient classes giving them evidence that their initial hypothesis was correct. In [13] an SVM approach was proposed for gene-gene interaction with comparable results with MDR. The approach handled unbalanced data better than MDR and was less susceptible to overfitting, but it was computationally expensive [13] . A disadvantage of SVMs, is that they do not cope well with missing data [13] .
RFs have also been used for multi-loci association testing [14] , [15] . A variation of RF is SNPInterForest [16] , which copes with some limitations of RFs such as the fact that they may ignore SNPs with low marginal effects and the difficulty of extracting the interactions patterns. SNPInterForest was applied on 10,000 SNPs and identified two novel interactions but the analysis was computationally demanding. Another variation of RFs is Random Jungle (RJ) [17] , which is an efficient method for analysing GWA data. The method was applied on 275,153 SNPs revealing new interactions and validating findings of recent studies. As with RFs, RJ's findings were affected when SNPs only had weak main effecs [4] .
SOMs [18] were proposed by Tuevo Kohonen and have been widely used for clustering data in several scientific areas. To the authors knowledge, they have not been used for identifying multi-loci associations, but they have been used on biological data analyses [19] - [22] . Classical SOMs were intended for use with numerical data, but SNPs are nominal categorical data, hence a SOM for categorical data needs to be used for such data. NCSOM [23] is an algorithm that was proposed for handling numerical and categorical variables with promising results, and its update rule for nominal categorical variables is also used in this paper.
In this study, the NCSOM algorithm was tested on GWA data, and specifically on subjects with and without MS. Initially a subset of the SNPs was selected and then the algorithm was trained with 10-fold cross validation for selecting the appropriate map size. Once the map size was defined, the algorithm was applied on the selected SNPs and its clustering results were evaluated.
The structure of the paper is as follows. Section II provides the methodology followed for the experiments carried out and in Section III the results of the experiments are presented. In Section IV the results are discussed and finally in Section V the concluding remarks are provided.
II. METHODOLOGY

A. Dataset
The data used are from Australia and New Zealand Multiple Sclerosis Genetics Consortium (ANZgene) [24] . The dataset has 1,618 people with MS (cases) and 3,413 people without MS (controls). The genotyping platform used was made by Illumina 300k model. The distribution of the subjects in the dataset is shown in the first three columns in Table I . Before using the data for training SOM, they were encoded using the encoding schema shown in Table II . An allele value of "a" represents the minor allele of a SNP and "A" represents the major allele of that SNP. With this encoding, if a subject has homozygous minor allele in a SNP and another subject has homozygous major allele on that SNP the distance between the two subjects for that SNP will be two. In the case that one of the subjects has a heterozygous allele and the other has a homozygous allele the distance will be one. The missing alleles were encoded with a -1 so that SOM can identify them, since it handles missing data differently. 
B. Feature Selection
The dataset consists of approximately 300,000 SNPs per subject, but this paper focuses on SNPs in the HLA region, where previous studies have identified associations among the region and MS [25] - [28] . A subset of SNPs in the regions was selected using a two SNP interaction algorithm [29] , [30] . Specifically, the SNP pairs that were found to be associated with the disease by the two SNP interaction algorithm were selected as input for the training of SOM. This analysis resulted in a total of 37 SNPs. The advantage of using a two SNP interaction algorithm for feature selection with SOM, is that we can test for associations among the selected SNPs. For example if the two SNP interaction algorithm returned that SNP A and SNP B were associated and that SNP A and SNP C were associated, SOM would also cluster the association of SNP A, B and C with the disease.
C. Categorical SOM for clustering SNPs
A batch categorical SOM was used in this paper, that uses the update rule for nominal categorical data from [23] with some modifications for handling missing data. Specifically, missing data were "ignored", since they were always considered as a match when compared with any allelic value. SOM consisted of an input layer which selected an input vector at a time as the input of the network, and an output layer that had the neurons that represented the final clusters. The input layer was an N dimensional vector x, where N was the number of features of the P input vectors. The output layer consisted of the neurons mapped in a two dimensional map. The number of neurons and the size of the map was predefined before training. Each neuron consisted of an N dimensional vector w called the weights of the cluster and the ith weight of each cluster corresponded to the ith feature of the input vector. The set a = {0, 1, −1} represents the possible categorical values of each input vector feature and a r represents the categorical value with index r, where r = 1, 2, 3.
Algorithm 1 Categorical SOM
Initialize the weights (w) with random values {0,1} t = 1 (current epoch) Require: radius (neighbourhood radius), T (final epoch) while t = T do for each input vector x j do find its BMU using (1) end for update the weights of each neuron using (4) t = t + 1 reduce radius end while
The training of the network is shown in Algorithm 1. Initially the weights of the neurons were randomly set to zeros and ones. Then the best matching unit (BMU) of each input vector was calculated using (1). As can be seen in (3) any feature with the missing value was considered as a matching case with any weight value.
where
Once the BMU of each input vector was calculated the weights of each neuron were updated using (4). As seen in (4), the weights get the value of the most frequent categorical value of each feature (ignores the categorical value of missing data). The function h BM U j m is a Gaussian neighbourhood function centred at the BMU of x j .
Once the weights were updated, the neighbourhood (radius) was decreased. Then the process was repeated for a predefined number of epochs T .
D. Models Investigated
Different map sizes were evaluated on the input dataset using a 10-fold cross validation. Each fold had the same proportion of cases and controls based on the initial distribution of cases and controls of the dataset. Specifically each fold contained approximately 162 cases and 199 controls and the total number of subjects used in training and testing are shown in Table I . Due to the initial randomization of the weights of SOM, the 10-fold cross validation procedure was repeated 10 times. To select the appropriate map size for SOM, the test was repeated on a 2x2, a 4x4, a 6x6 and an 8x8 map size for 1000 epochs. The initial neighbourhood radius was set as half of the map's edge size.
E. Evaluation Metrics 1) Traditional Measures:
To evaluate the classification power of SOM and test how the map size of the network affects the results, each cluster of the trained network was labeled as "case" if the majority of its subjects were cases and "control" otherwise. Then the confusion matrix was calculated as shown in Table   III and the following evaluation metrics were calculated:
2) Pearson's Chi Square Test (χ 2 ): Because the evaluation metrics mentioned above do not take into consideration the map size, χ 2 was also used for evaluating the clustering of the network. The hypothesis here is that the generated clusters will be associated with the case/control status. The χ 2 provides a well established methodology to test that. Specifically the null hypothesis tested, is that there is no association among the clusters generated and the case/control status of the subjects in the clusters.
For testing this, two contingency tables were created after the training of each SOM run. The first had the number of cases and controls of each neuron (cluster) using the training data and the second used the testing data. Then the p-value of χ 2 was calculated on each contingency table. It was decided apriori that the null hypothesis would be rejected if the p-value was smaller than 0.01 (−log(p-value) > 2). The advantage of this test is the fact that the p-value calculated takes into consideration not only the distribution of the cases and controls in each cluster, but also the number of active clusters. An active cluster in this paper is defined as a cluster with at least one subject assigned in it.
F. Pattern Identification
After training, the best performing model was selected. The parameters of this model (e.g. map size, neighbourhood radius) were used for constructing an SOM, where the whole dataset was used for training. Once the model was trained, the generated clusters were tested for association with the case-control status of the subjects using χ 2 . The χ 2 was calculated using a contingency table with the number of cases and controls of each cluster. If the statistical significance of the association was above the predefined threshold (−log(p-value) ≥ 2), the patterns of the clusters would be further investigated to identify SNP associations with the disease status of the subjects clustered. Since each weight of a cluster represents the allelic value of the majority of the subjects of that cluster, the weights of the trained SOM were used to identify any interesting patterns among SNPs. To have more representative results (since the weight values were dependent on the distribution of the two classes in a cluster), only clusters with a minimum separation of 70% -30% among the two classes were selected for pattern identification.
III. RESULTS
A. Models Investigated
A total of 37 SNPs were selected by the two SNP interaction algorithm [29] and these SNPs were used as input for all tests performed. The results of the 10-fold cross validation for both the train and test sets are presented in Table IV . From the χ 2 test, it is clear that the best map size for the selected dataset is the 4x4 map size. Specifically there is a major increase in the −log(p-value) from the 2x2 size to the 4x4 size and then it decreases as the map size increases. The −log(p-value) was 42.9 ± 2.9 for the training set and 3.1 ± 1.4 for the testing set, which are above the predefined threshold. For the testing set, the measure was close to the predefined threshold, but this was mainly because of the small number of subjects used in the testing phase. To address this, models were retrained using half of the subjects for training and the other half for testing on 5 different such sets. SOM was run 10 times on each set using the 4x4 map size and statistically significant clusters were obtained for both training and testing results with a −log(p-value) close to 21, which is far greater than the predefined threshold. The percentage of balanced accuracy was 62 ± 2.8 for the test set of the 4x4 map size. Similar to this value but with slightly smaller standard deviations were obtained for the 6x6 and 8x8 map sizes. The percentage of sensitivity and specificity were 66 ± 3.5 and 58 ± 6.4 for the test set for the 4x4 map size. Similar values were also obtained for the 6x6 and 8x8 map sizes.
B. Pattern Identification
After training the SOM with a 4x4 size map using all of the subjects and the top 37 SNPs, the −log(p-value) was 45, indicating that the weights of its clusters were associated with the disease. In this model, 5 major clusters were identified with more than 65% separation among the normalized distribution of cases and controls. Two of them are "case" clusters and the others are "control" clusters. In total these 5 clusters account for 1312 subjects, which is approximately 36% of the total number of subjects. These 5 clusters are highlighted with a grey background in Fig. 1 . In each pie chart there are two numbers where the number in the blue area represents the fraction out of the total controls that got clustered in that specific cluster and similarly the same applies for the number in the red area and cases. Fig. 1 . The normalized distribution of cases and controls in each cluster after training SOM on a 4x4 map using all of the subjects for training with the top 37 SNPs. Light blue represents the controls and red represents the cases. The values in the blue areas in the pie charts represent the proportion out of the total controls that are in each cluster and similarly the numbers in the red areas the proportions out of the total cases. Highlighted with a grey background are the top 5 clusters based on the difference of their distribution of cases and controls.
Out of these 5 clusters, 4 of them had a proportion of cases and controls above the a-priori defined threshold (70% -30%). In Fig. 2 each row illustrates the weights of these 4 clusters. The numbers in the first column represent the (x,y) coordinates of each cluster as illustrated in Fig. 1 . The second column has bar charts showing the distribution and the number of cases and controls in each cluster. The numbers in parentheses in the bar charts, represent the fraction out of the total number of cases and controls for each cluster. The rest of the columns represent the weight values of the two alleles for each SNP. As can be seen, the "control" clusters have similarities among them that are not present in the "case" cluster. Three SNPs that illustrate this are RS1053924, RS926070 and RS3129941, which are highlighted with red rectangles. In these three SNPs, the majority of the subjects in the case cluster had homozygous minor allele values whereas in the controls clusters, the majority had homozygous major allele values. Similarly for the first three SNPs (RS2242660, RS1077393, RS1046089) in Fig. 2 , the case cluster had homozygous major allele values, whereas the control clusters had heterozygous allele values. The two SNP interaction algorithm indicated for these three SNPs that RS2242660 interacted with RS1077393 and that RS1077393 interacted with RS1046089, hence SOM identified a three SNP interaction among these SNPs.
IV. DISCUSSION
In this paper SOM, a clustering algorithm, was tested to investigate whether it could find clusters whose SNPs were strongly associated with MS. From the results obtained, an important finding is that the clusters identified are statistically significant. The top clusters had an important separation among cases and controls and they accounted for a good proportion of the total subjects of the dataset. Moreover, some interesting patterns among the top case and controls clusters were identified. Further investigation of these patterns needs to be performed for identifying the actual causative effects driving them.
Many studies indicated that there is an association among the HLA region and MS using single locus association testing [25] - [28] . Antoniades used a two SNP interaction algorithm in [29] and was able to identify statistically significant two SNP interactions among 37 SNPs, which were replicated using an independent dataset. Those 37 SNPs were used in this paper and SOM was able to identify higher order SNP interactions, with 6 SNPs revealing interesting patterns among the "case" and "control" clusters. Brassat et al identified single and three locus association models among SNPs in the HLA region and MS using MDR [31] , whereas in [32] , Motsinger et al identified two, three and four locus associations among SNPs in the HLA region and MS using MDR as well. The SNPs identified by these two studies were not selected by the feature selection algorithm used in this paper, hence the associations identified in this paper cannot be compared with the associations identified in those two studies. The findings of this paper indicate that SOMs can be used for clustering GWA data for finding associations among SNPs and a disease. The advantage of the SOM is that it is searching for n-SNP associations when creating the clusters. This is accomplished by clustering subjects together that have as many similar SNP patterns as possible without performing an exhaustive search as MDRs [4] .
From the metrics used for evaluating the clustering and selecting the map size of the network, the χ 2 metric was more indicative than the traditional evaluation metrics. It has the advantage of considering the initial distribution of the classes, which is important when analysing imbalanced data. This is something that the standard accuracy measure does not cope with, making it inappropriate for such cases. Balanced accuracy can be used with imbalanced data and when used with specificity and sensitivity, the accuracy on each class and their average accuracy can be observed. But these measures do not take into consideration the number of clusters used by the network as the calculation of the p-value of χ 2 does. Moreover the p-value calculated accounts for the number of subjects used as well, hence χ 2 can be used as a single measure for evaluating and selecting the map size of the network.
V. CONCLUSION
The ability of SOM for finding associations among SNPs and a disease has been investigated with promising results. From the results obtained, it can be seen that the unsupervised clustering of SOM was statistically significant, revealing an association among the SNP patterns in the clusters generated and the disease status of the subjects. Moreover the χ 2 statistic due to its ability of taking into consideration the distribution of the classes, the number of subjects in the dataset and the number of active clusters of the network, has been proposed for selecting the map size of the network instead of the traditional evaluation measures. Finally we conclude that SOMs ability of clustering subjects with similar SNP patterns together, is an important feature that may prove of significant value in future multi-loci association testing.
As part of future work, independent datasets will be used for replication testing and further investigation of the association of the patterns found and MS will be performed. Furthermore, larger and smaller subsets of the SNPs will be used to test how the inclusion and exclusion of SNPs affects the results of the algorithm. For testing how the rate of missing data affects the clustering of the proposed algorithm, different rates of missing values will be included in the dataset used in this paper.
