Abstract. In this paper, we study a family of take-away games called α-tag, parametrized by a real number α ≥ 1. We show that for any given α, there is a half-open interval I α containing α such that the set of losing positions for α-tag is the same as the set of losing positions for β-tag if and only if β ∈ I α . We then end with some results and conjectures on the nature of these intervals.
Introduction
In this paper, we study the losing positions of a certain family of games, known as takeaway games. In our study, the games are indexed by a single parameter α, which is a real number greater than or equal to 1. It is also possible to study more general families of take-away games, as has been done in [Zie96] .
Here are the rules for the games we study. Let α ≥ 1 be a real number. We define α-tag (short for α-take-away game) to be the two-player game played with following rules:
(1) The game begins with n stones in one pile, for some nonnegative integer n. A move in this game consists of removing at least one stone from the pile. (2) The two players alternate making moves. (3) The first player may take up to n − 1 stones. (4) After the first turn, a player can take up to α times the number of stones taken by the previous player on the last turn. The winner of this game is the player who removes the last stone, or, more precisely, the loser is the player who is not able to remove a stone. (For instance, if n = 0 or n = 1, then the first player is not able to remove a stone, but the winner did not necessarily remove the last stone.)
Since the game is symmetric in the two players, there are only two possible outcomes for α-tag, assuming optimal play: either the first player has a winning strategy, or the second player has a winning strategy. In accordance with standard combinatorial game theory parlance, we call a position in which the first player has a winning strategy an N position, and a position in which the second player has a winning strategy a P position.
There is a useful recursive way of determining which positions are N positions and which are P positions, thanks to the following lemma: Lemma 1.1 ([ANW07, Theorem 2.13]). A position is an N position iff there exists a move to a P position. A position is an P position iff all moves lead to N positions.
Studying any impartial combinatorial game like α-tag means determining which positions are the P positions and which are the N positions. Since in a typical game most positions are N positions, it is customary to focus on determining the smaller set of P positions. Formally, a position in α-tag consists of two pieces of information: the pile size (i.e. the number of stones remaining), and the move dynamic (i.e. the maximum number of stones that may be removed on the next turn). However, in the current work, we are solely interested in determining the outcome class (N or P) of the initial position, so we will be able to simplify our analysis by working only with the pile size, with a bit of care. Definition 1.2. Let T (α) be the sequence of pile sizes n such that the only move a player can make to win α-tag in a pile of size n with optimal play is to remove all remaining stones.
We note, of course, that during game play, it may not be possible to remove all the stones from a pile of size n; whether that move is allowable or not depends on the last move played. We also note that T (α) consists of exactly those n such that the initial position of α-tag with n stones is a P position.
Schwenk in [Sch70] showed that the sequence T (α) can be enumerated by a sequence which eventually satisfies a simple recurrence of the form P n = P n−1 + P n−k for some k, for sufficiently large values of n; see Theorem 3.4.
The main result in this paper is Theorem 5.1, which says that the sequences T (α) change in discrete intervals based on α. For instance, if 1 ≤ α < 2, then T (α) = (0, 1, 2, 4, 8, 16, 32, . . .) consists of 0 together with the powers of 2. Similarly, when 2 ≤ α < 5 2 , then T (α) = (0, 1, 2, 3, 5, 8, 13, 21, . . .) consists of the Fibonacci numbers. We think of this as a stability theorem for take-away games: even though the rules and allowable moves in the game differ whenever we change α even slightly (for sufficiently large n), these extra options do not change the optimal outcomes of the game. Most of the paper is devoted to proving this theorem, and then we end with some further results and questions about the nature of these stable intervals.
History
One commonly studied game, first introduced by Whinihan in [Whi63] , is the α = 2 version of the game described above, or better known as Fibonacci Nim. The T (α) positions for this game are the Fibonacci numbers. Fibonacci Nim is interesting because its winning strategy relies on the following theorem:
Theorem 2.1 (Zeckendorf, [Lek52, Zec72] ). Every positive integer can be uniquely expressed as the sum of pairwise nonconsecutive Fibonacci numbers.
Zeckendorf's Theorem together with the following Lemma provides us with a winning strategy for Fibonacci Nim:
One can construct a winning strategy for any positive non-Fibonacci integer by combining Zeckendorf's Theorem with Lemma 2.2. Suppose that there are n stones. We look at the Zeckendorf representation of n, say
where for each j with 1 ≤ j ≤ k − 1 we have i j+1 − i j ≥ 2. If k ≥ 2, then a winning strategy for the first player is to remove the smallest part of the Zeckendorf representation, i.e. F i 1 . Due to Lemma 2.2, the second player will not be able to remove the entire next Zeckendorf part. Since all Fibonacci numbers are T (α) positions, the second player is forced to play essentially in the next term F i 2 , and lose in that part. We will see this line of reasoning again when we study the T (α) positions of the general α-tag.
P Positions of α-tag
In the previous section, we computed the sequence T (2) and showed that it is the sequence of Fibonacci numbers. Next, we consider the sequence T (α) for an arbitrary real number α ≥ 1. The computation of the sequence T (α) relies on a generalization of Zeckendorf's Theorem, first introduced by Schwenk in [Sch70] . Following [Sch70] , we generate a sequence P α as follows. Let the first two terms of P α be P
where j is the the unique index such that
There is a generalization of Zeckendorf's Theorem based on the sequence P α :
Theorem 3.1 (Generalized Zeckendorf's Theorem, [Sch70] ). Any positive integer n can be uniquely expressed as a sum of terms of the sequence P with the following condition
The proof is very similar to that of the classical Zeckendorf Theorem.
Theorem 3.2 ([Sch70]
). For any α ≥ 1, the sequence T (α) is equal to the sequence (P α i ). The details of the proof can be found in Schwenk's paper. From now on, we will refer to P α i instead of T (α) for this sequence. When α is fixed or clear from context, we shall simply write
is the next term in T (α). For P occurring early in the sequence T (α), W α (P ) may contain several elements. However, for sufficiently large values of P ∈ T (α), the W α (P ) consists of just a single element, and this is what causes the sequence of T (α) positions to satisfy a simple recurrence: Theorem 3.4 (Schwenk). Fix α ≥ 1. Then there exists an integer k such that, for sufficiently large values of n, we have P α n = P α n−1 + P α n−k . Corollary 3.5. For n sufficiently large, W α (P α n ) is a set of size 1.
Lemmas about Linear Recurrences
In this section, we present some general lemmas about linear recurrences, as well as some about the specific family that are relevant to α-tag; we provide references to the literature when we were able to find other sources for them.
Lemma 4.1. Let a 0 , a 1 , . . . be a sequence of complex numbers satisfying a linear recurrence relation a n+k = c k−1 a n+k−1 + c k−2 a n+k−2 + · · · + c 0 a n for all sufficiently large n.
be the characteristic polynomial of the eventual recurrence, and let r 1 , . . . , r k be its complex roots, with multiplicity. If all the r i 's are distinct, then there exist β 1 , . . . , β k ∈ C such that a n = β 1 r 
Proof. By [Sta12, Proposition 4.2.2], the generating function for a n has the form
where
, and let σ ∈ Gal(K/Q(x)) be an arbitrary element. Then σ permutes r i 1 , . . . , r i d , and since ∞ n=0 a n x n is fixed by σ, we must have
for some j with 1 ≤ j ≤ d. Furthermore, Gal(K/Q(x)) acts transitively on the terms
so for each j with 1 ≤ j ≤ d, there is some σ ∈ Gal(K/Q(x)) that sends
Thus if β i 1 = 0, then β i k = 0 for 1 ≤ j ≤ d, and vice versa.
Proof. Selmer in [Sel56] shows that the polynomial f (x) = x k − x − 1 is irreducible for all k ≥ 2, and that g(x) = x k +x+1 is irreducible when k ≡ 2 (mod 3), and factors as x 2 +x+1 times an irreducible factor when k ≡ 2 (mod 3). When k is even, we have
), so it is irreducible when k ≡ 5 (mod 6) and factors as x 2 − x + 1 times an irreducible factor when k ≡ 5 (mod 6).
Lemma 4.5. If k ≥ 2, then the polynomial x k − x k−1 − 1 contains at most two roots of any given magnitude.
Proof. Selmer shows in [Sel56] that on any circle |x| = r in the complex plane, the polynomials x k ± (x + 1) have only at most two roots. Since the roots of x k − x k−1 − 1 are the negative reciprocals of the roots of x k ± (x + 1) (depending on the parity of k), it follows that these polynomials also have at most two roots on any given circle |x| = r.
Lemma 4.6. Let k ≥ 6. With notation as in Lemma 4.1, if a n = a n−1 + a n−k for all sufficiently large n, then |r 2 | > 1, and r 2 is nonreal.
Proof. First, note that r 1 > 1, because the product of the roots is equal to ±1, so some root (and in particular the largest in absolute value) must have absolute value at least 1. Now suppose for some k ≥ 6, we have that |r 2 | ≤ 1. We consider two cases: |r 2 | = 1 and |r 2 | < 1. Suppose first that |r 2 | < 1. Then r 1 is a Pisot number, i.e. a real algebraic integer greater than 1, all of whose Galois conjugates have absolute value less than 1. The smallest Pisot number is the positive root of x 3 −x−1, or 1.3247 . . . (see [Sie44] ). However, for every k ≥ 6, 1.3 k − 1.3 k−1 − 1 > 0 whereas 1 k − 1 k−1 − 1 = −1 < 0, so 1 < r 1 < 1.3. Thus r 1 cannot be a Pisot number.
Suppose now that |r 2 | = 1. If k ≡ 5 (mod 6), then Lemmas 4.4 and 4.5 imply that r 2 and r 3 are the primitive sixth roots of unity, and that |r 4 | < 1. This means that r 1 is again a Pisot number. However, this cannot be the case for the same reason as before, as r 1 is smaller than the smallest Pisot number. On the other hand, if k ≡ 5 (mod 6) and |r 2 | = 1, then r 2 is a Galois conjugate of r 1 , so r 1 is a Salem number, i.e. an algebraic integer greater than 1 all of whose conjugates have absolute values at most 1, with at least one of the conjugates having an absolute value equal to 1. The minimal polynomial of any Salem number is a reciprocal polynomial, i.e. a polynomial
Finally, we must show that r 2 is nonreal. When k is odd, r 1 is the only real root of x k − x k−1 − 1, so clearly r 2 is nonreal. When k is even, x k − x k−1 − 1 has two real roots: the positive root r 1 and a negative root. However, the negative root lies between −1 and 0 and is thus not r 2 for k ≥ 6, since |r 2 | > 1.
Lemma 4.7. Let k ≥ 6. If a 0 , a 1 , a 2 , . . . is a sequence of positive integers satisfying a n = a n−1 + a n−k for all sufficiently large n, then, with notation as in Lemma 4.1, r 1 is real, β 1 > 1, |r 1 | > |r 2 | = |r 3 | > |r 4 |, and β 2 , β 3 = 0. Furthermore, β 3 =β 2 , where the bar denotes complex conjugation.
Proof. By Lemma 4.2 and the assumption that a n is positive and satisfies the recurrence a n = a n−1 + a n−k for all sufficiently large n, it follows immediately r 1 is real, β 1 > 1, and |r 1 | > |r 2 |. Furthermore, r 2 is nonreal by Lemma 4.6. Since nonreal roots of polynomials with real coefficients come in complex conjugate pairs, it follows that the complex conjugatē r 2 of r 2 is also a root of x k − x k−1 − 1. Thus |r 2 | = |r 3 |. By Lemma 4.5, |r 2 | > |r 4 |. To see that β 2 , β 3 = 0, note that all the roots of χ(x), except possibly the two sixth roots of unity satisfying x 2 − x + 1, have the same minimal polynomial over Q by Lemma 4.4. Since |r 2 | > 1, r 2 is not one of those roots of unity. Thus r 1 , r 2 , r 3 are all roots of the same irreducible factor of χ, and since β 1 = 0, Lemma 4.3 implies that β 2 , β 3 = 0 as well.
To see that β 3 =β 2 , note that since Gal(C(x)/R(x)) = {1, z →z} acts on the
's in the partial fraction decomposition of ∞ n=0 a n x n and complex conjugation sends r 2 to r 3 , it must send
. Thusβ 2 = β 3 .
Stability
We now come to the main result of the paper:
Theorem 5.1. For any α ≥ 1, there exists a half-open interval I α = [α 0 , α 1 ) containing α such that for any β ∈ I α , the sequence P β i is the same as the sequence P α i , and for all β ∈ I α , the two sequences are not the same, in that there is some integer i for which
Before we prove Theorem 5.1, let us take a look at why it ought to be true, by means of a typical example. Let us suppose that α = 3 and look at the sequence P -tag agree up to 15, then the next term is definitely different.
We can perform analogous calculations starting from any term of the sequence P 3 n . If α > 3, the only way that the sequence P α n could differ from P 3 n is if α is greater than the analogous ratio, starting with some term of P 3 n . In fact, one of these ratios is , so the P-positions of α-tag are only equal to those of 3-tag when 3 ≤ α < 7 2 . The proof of Theorem 5.1 is now reduced to showing that, for any α, the infimum of the sequence of such ratios is achieved. In particular, since all the ratios are greater than α, it follows that this infimum is strictly greater than α.
To this end, we introduce some notation for these ratios. Fix an α, and define a sequence
} is the smallest term in the sequence P α i greater than all the elements of the window of P α k . Alternatively, P α k = P α j+1 , where P α j = max(W α (P k )). As discussed above, the next β > α for which there exists an i such that P
The following lemma will be key to proving Theorem 5.1.
Lemma 5.2. Let α ≥ 2 be a real number. The sequence Q n = Q α n converges to some real number r 1 > 1, and Q oscillates around the point of its convergence, in the sense that there are arbitrarily large integers n such that Q n > r 1 , as well as arbitrarily large integers n such that Q n < r 1 .
Proof. There is some positive integer k ≥ 2 such that the sequence P α satisfies the linear recurrence of P n = P n−1 + P n−k for all sufficiently large k. When k ≤ 5, the remainder of the proof requires minor modifications since we cannot quite use Lemma 4.7, but most of it still works in that case as well. The cases k ≤ 5 can also be checked by hand if desired. When k = 2, r 2 is real, so a slightly different argument must be made, but again, most of the proof still works. From now on, we will assume that k ≥ 6.
Since we are interested in the limiting or tail behavior of the sequence Q n , we may ignore the initial terms, where P n does not satisfy the eventual recurrence P n = P n−1 + P n−k . Let us consider the characteristic polynomial of the recurrence
and let the roots of this polynomial be r 1 , r 2 , r 3 , . . . , r k , where |r 1 | ≥ |r 2 | ≥ · · · ≥ |r k |. By Lemma 4.1, we know that there exist β 1 , . . . , β k ∈ C such that
for all sufficiently large values of n. The sequence of ratios eventually converges to r k 1 . We want to know if the sequence of ratios oscillate below and above r k 1 . Thus, we study the following sequence P n+k P n − r k 1
We have
The denominator is positive since it is just equal to P n . We must show that the numerator is positive for infinitely many n and negative for infinitely many n. Note that β i , (r Then we have r n 2 = r n e inθ , r n 3 = r n e −inθ .
Thus we have
Sinceβ 2 = β 3 by Lemma 4.7, we may also write
so that we have
Since φ, ψ, and θ are fixed and θ ≡ 0 (mod 2π), we know that cos(ψ + nθ + φ) is positive for infinitely many values of n and negative for infinitely many values of n. Thus there are infinitely many values of n for which Q n > r 1 , and infinitely many values of n for which Q n < r 1 , as desired.
Using Lemma 5.2, we can now prove Theorem 5.1.
Proof of Theorem 5.1. Define Q α i by
where P j = max(W α (P i )). We established in Lemma 5.2 that Q α has a minimum. Say we have some α < β < min(Q α ). We will show that P β = P α . Say P β = P α . A sequence of T (α) positions is determined by
contrary to our assumption. Next, we show that if P β = P α , then β < min Q α . Say β ≥ min Q α . Let the index at which Q α reaches its minimum be k. The sequence T (α) is determined by
We will show that max(
In short, the T (α) positions remain the same in certain intervals as α changes. Table 1 shows the first several stable intervals. Note that the same eventual recurrence can describe more than one set of T (α) positions, as seen with the recurrence P n = P n−1 + P n−5 . This is because it takes longer for the recurrence to start holding when 6. Cutoffs Definition 6.1. A cutoff is some number α ≥ 1 such that, for any β < α, the sequences P α n and P β n are not identical. In other words, the cutoffs are the endpoints of the stable intervals of Theorem 5.1. The first few cutoffs are 1, 2, Proof. The cutoffs are infima of sequences of rational numbers, and these infima are always achieved and hence rational.
In order to investigate the cutoffs more thoroughly, we consider a new sequence generated from the sequence P α i .
Range
Eventual recurrence Initial conditions 1 ≤ α < 2 P n = P n−1 + P n−1 0,1 2 ≤ α < 5 2 P n = P n−1 + P n−2 0,1,2 5 2 ≤ α < 3 P n = P n−1 + P n−3 0,1,2,3,5 3 ≤ α < 7 2 P n = P n−1 + P n−4 0,1,2,3,4,6 7 2 ≤ α < 11 3 P n = P n−1 + P n−5 0,1,2,3,4,6,8,11,15,21
11 3 ≤ α < 43 11
P n = P n−1 + P n−5 0,1,2,3,4,6,8,11
43 11
≤ α < 4 P n = P n−1 + P n−6 0,1,2,3,4,6,8,11,14,18,24,32,43 4 ≤ α < 13 3 P n = P n−1 + P n−6 0,1,2,3,4,5,7,9,12 13 3 ≤ α < 31 7
P n = P n−1 + P n−7 0,1,2,3,4,5,7,9,12,15,19,24,31,40,52
31 7
≤ α < 9 2 P n = P n−1 + P n−7 0,1,2,3,4,5,7,9,12,15,19,24,31 9 2 ≤ α < 14 3
P n = P n−1 + P n−7 0,1,2,3,4,5,7,9,11,14,18 Table 1 . Stable intervals for α-tag 
We proved previously that
Lemma 6.5 implies that P j+1 ≤ α · P i+1 . Next, we prove that α · P i < P j+1 . We prove this with contradiction. Assume P j+1 ≤ α · P i . This would imply
This means P j+1 ∈ W α (P α i ). However, we said P j = max{W α (P α i )} so this is a contradiction. Therefore, we have shown that
So, from assumption, P j = max{W α (P α i )}, and Lemma 6.5 implies P j+1 ∈ W α (P α i+1 ). Thus S α i = j − i − 1 and S α i+1 ≥ j + 1 − (i + 1) − 1 = j − i − 1. Therefore, Lemma 6.5 implies that S α is a monotonically increasing sequence.
Lemma 6.7 ([Sch70]). Suppose there exists a j such that (6.1)
for all i ∈ {0, 1, . . . , k + 1}. Then (6.1) holds for every nonnegative integer i.
Lemma 6.8. The number of cutoffs in any closed interval [a, b] is finite.
Proof. We first prove that the number of eventual recurrences in the interval is finite. There are at least two ways of doing this. One way would be to prove that the degree k of the eventual recurrence increases with α; this is true, but we have not proven it. An alternative approach is to use a result of [Zie96] . Zieve proves that
.
It follows that for all α ∈ [a, b], we have log(a − 1) log a − log (a − 1)
Since k is an integer, there are only finitely many eventual recurrences in a closed interval.
Thus it remains to show that there are only finitely many sequences with the eventual recurrence P n = P n−1 + P n−k . From Lemma 6.6, we know that S α is an increasing sequence. By Lemma 6.7, any positive integer m ≤ k can appear at most m + 1 times in the sequence S α . Thus there are only finitely many possible initial strings of the sequence S α before the sequence stabilizes at k. It follows that there are only finitely many cutoffs in any closed interval [a, b].
Theorem 6.9. Every integer n ≥ 2 is a cutoff.
Proof. Let the last cutoff before n ∈ Z where n ≥ 2 be n 0 and let ε = n−n 0 2
. We consider the α-tag where α = n 0 + ε. We generate the sequence of possible α's. Take the window for the first term, 1. The last term of the window for 1 is α . Thus, the next term is n. We know that the sequence of possible alphas does not have any number smaller than n since we assumed n 0 to be the last cutoff before n. Thus, n is the next cutoff.
We can also prove a generalization of this theorem.
Theorem 6.10. Let x ≡ 0 (mod n!) and x > 0. Then x + 1 n is a cutoff.
Before we prove Theorem 6.10, let us explain the intuitive reason behind it, which we make precise using windows. Let α be the largest cutoff before x + 1 n . Since all integers are cutoffs, we have α ≥ x. Thus the sequence T (α) starts with an arithmetic progression that increases by 1 each time, then increases by 2 each time, then by 3, and so forth. In fact, it begins with 0, 1, 2, . . . , x, x + 1, x + 3, x + 5, . . . , 2x + 1, 2x + 4, 2x + 7, . . . , 3x + 1, 3x + 5, . . . , 4x + 1, . . . , 5x + 1, . . . , nx + 1, nx + n + 2. Thus one of the Q's that gives an upper bound for the next cutoff after α is nx+1 n .
Proof of Theorem 6.10. We proceed by induction on n, proving the given statement together with an auxiliary result that aids in the inductive step. The auxiliary result is that if α is the largest cutoff less than x + 1 n , then max(W α (n)) = nx − n + 1. For the original statement, the base case, n = 1, is simply Theorem 6.9. For the auxiliary statement, the largest cutoff less than x + 1 is simply x because the sequence (α) begins 0, 1, 2, . . . , x + 1. The next term is x + 3. Thus max(W α (1)) = x, as claimed. Table 2 . Number of Cutoffs from 1 to n Now suppose that the result is true for n, and we'll prove it for n + 1. Let x ≡ 0 (mod (n + 1)!), and let α be the last cutoff before x + 1 n+1
. We consider the sequence T (α). Since x ≡ 0 (mod (n + 1)!), we also have x ≡ 0 (mod n!), so max(W α (n)) = nx − n + 1. Since n + 1 ∈ T (α), the next term in T (α) after nx − n + 1 is in W α (n + 1), and that next term is max(W α (n)) + n = nx + 1. Let us now compute W α (n + 1). It begins with nx + 1, and it is an arithmetic progression with common difference n + 1, so its elements are of the form nx + 1 + k(n + 1), where nx + 1 + k(n + 1) ∈ W α (n + 1) if and only if nx + 1 + k(n + 1) ≤ α(n + 1). Since x ≤ α < x + 1 n+1
, we have nx + 1 + k(n + 1) ∈ W α (n + 1) if and only if k < , so max(W α (n + 1)) = (n + 1)x + 1 + x n + 1 − 1 (n + 1) = (n + 1)x − (n + 1) + 1, completing the induction.
Theorem 6.10 show that for all integers d, there exists a cutoff whose denominator in lowest terms is d. In fact, it is quite common for rational numbers with small denominators to appear as cutoffs, even when they are not guaranteed by Theorem 6.10. For instance, all half-integers from . It would be interesting to investigate the nature of the cutoffs with a given denominator. For example, for those arithmetic progressions of rational numbers such that Theorem 6.10 does not guarantee that all are cutoffs, is it true that infinitely many are cutoffs and infinitely many are not cutoffs? Or are there other arithmetic progressions containing only cutoffs or only noncutoffs (or all but finitely many cutoffs or noncutoffs) ? We have written a number of computer programs to aid the calculations of the sequences T (α) and the generation of cutoffs
1
. Based on the data displayed in Table 2 and Figure 1 , we make the following conjecture:
Conjecture 6.11. Let γ(n) be the number of cutoffs up to n. Then lim n→∞ γ(n) n 2 exists and is nonzero. 
