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El presente trabajo de tesis doctoral está centrado en la detección de granos de polen en
imágenes palinológicas tomadas de muestras estándar utilizando técnicas de aprendizaje
profundo. La localización y clasificación de granos de polen es una tarea manual, muy
laboriosa, que llevan a cabo palinólogos experimentados para estimar las concentraciones
de los tipos de polen atmosférico presentes en distintas áreas geográficas. Este proceso
se realiza a partir de muestras obtenidas en captadores de part́ıculas aerobiológicas que,
tras un procesamiento, deben visualizarse con un microscopio óptico. La estimación de
los distintos tipos de polen resulta de gran utilidad en varios campos de la ciencia como
en alergoloǵıa, agricultura, ciencias forenses o paleopalinoloǵıa.
Desde el año 2012 el campo de la inteligencia artificial ha experimentado un desarro-
llo muy importante en detección de objetos en imágenes, gracias al exitoso desarrollo
de técnicas basadas en redes neuronales convolucionales. Parte del éxito logrado se ha
debido a la aparición en el mercado de unidades de procesamiento gráfico con gran-
des capacidades de cálculo paralelo, pero también resultó importante la recopilación de
grandes conjuntos de imágenes clasificadas.
Esta tesis doctoral tiene por objetivo principal evaluar la idoneidad de un método basado
en redes neuronales convolucionales, que permita realizar la localización y detección de
granos de varios tipos de polen de forma robusta. Consideramos éste un primer paso para
desarrollar un sistema que pudiese servir de ayuda en un laboratorio de palinoloǵıa.
Palabras clave: detección de polen, aprendizaje profundo, redes neuronales, palinoloǵıa.

Abstract
This doctoral thesis is focused on the detection of pollen grains in palynological images
from standard samples, using deep learning techniques. The localization and classifica-
tion of pollen grains is a very laborious manual task, which is carried out by experienced
palynologists to estimate the concentrations of the different types of atmospheric pollen
present in given geographic areas. This process is performed on the basis of samples
obtained in aerobiological particle collectors, which after processing, must be visualized
with an optical microscope. The estimation of the different pollen types is very useful
in several areas of science such as allergology, agriculture, forensic science or paleopali-
nology.
Since 2012, the field of artificial intelligence has achieved a very important progress
in image object detection, thanks to the successful development of techniques based
on convolutional neural networks. Part of the success achieved has been due to the
appearance on the market of graphics processing units with large parallel computing
capabilities, but the collection of large sets of classified images was also important.
The main objective of this doctoral thesis is to evaluate the suitability of a method based
on convolutional neural networks for the localization and detection of grains of pollen of
various types in a robust way. This method is considered a first step in the development
of a system that could be helpful in a palinology laboratory.
Keywords: pollen detection, deep learning, neural networks, palinology.
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na y Antonio Garćıa Manso, que me enseñaron, ayudaron y animaron en tantas ocasiones







Lista de Figuras XVII
Lista de Tablas XXI
Abreviaturas XXIII
1. Introducción 1
1.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Estructura de la tesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Identificación automatizada de granos de polen 5
2.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2. El protocolo de conteo manual . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3. Bases de datos previamente disponibles . . . . . . . . . . . . . . . . . . . 8
2.4. Análisis del estado del arte en localización . . . . . . . . . . . . . . . . . . 9
2.5. Estado del arte en clasificación . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6. Estado del arte en detección . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3. Descripción de las técnicas y herramientas utilizadas 17
3.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2. La transformación circular de Houhg . . . . . . . . . . . . . . . . . . . . . 17
3.3. Aprendizaje y Redes neuronales . . . . . . . . . . . . . . . . . . . . . . . . 19
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sobre el mapa de caracteŕısticas para generar para cada marco de ancla-
je puntuaciones y coordenadas. (b) Posible superposición de marcos de
anclaje para dos escalas y tres relaciones de aspecto. . . . . . . . . . . . . 54
3.26. Diagrama de bloques del modelo Faster R-CNN. Los bloques coloreados
en rojo o verde sólo están activos durante la fase de entrenamiento. . . . . 56
3.27. Estructura de una red piramidal de caracteŕısticas. El camino ascendente
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2.3. Resumen de las caracteŕısticas y resultados de los trabajos de investiga-
ción más recientes que realizan detección automática de granos de polen. . 14
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El análisis de las muestras de polen es una tarea que requiere una gran cantidad de
tiempo, es una actividad laboriosa y requiere un trabajo altamente especializado. Aśı
por ejemplo una medición estándar requiere la clasificación de al menos entre 300 y 500
granos de polen en cada muestra. Se requiere un conteo más detallado si la muestra
presenta un número muy elevado de granos de unos taxones determinados, o si debe
realizarse una estimación estad́ıstica de la concentración de granos poco frecuentes.
El estudio de los tipos de polen resulta de gran utilidad en un buen número de campos,
desde los estudios paleo-climáticos [1], pasando por las técnicas de estudio forense [2],
agricultura [3–5] o alergoloǵıa [6]. La monitorización diaria de las concentraciones de
polen atmosférico es una tarea clave en la gestión de problemas alergénicos, estimación
de cosechas o estudio del cambio climático. Hoy en d́ıa, múltiples unidades aerobiológicas
en todo el mundo realizan tareas de conteo manual de granos de polen para proporcionar
estimaciones de concentración poĺınica en sus zonas de trabajo.
El análisis de muestras microscópicas naturales es hoy en d́ıa la base de muchos desarro-
llos tecnológicos en campos como medicina o bioloǵıa [7–9]. La detección automatizada
de objetos en imágenes tomadas mediante microscopio óptico supone un reto en múlti-
ples tipos de imágenes naturales debido a la gran variabilidad de las muestras. En el caso
de las muestras palinológicas, deben tenerse en cuenta al menos el carácter volumétri-
co de los granos de polen, las grandes variaciones en su apariencia al microscopio, los
detritos transportados por el aire y el sustrato no uniforme sobre el que se adhieren
los granos. Estas caracteŕısticas naturales de las muestras suponen importantes retos
computacionales, pero el carácter volumétrico parece indicar, desde el primer análisis, la
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imposibilidad de realizar un abordaje eficiente del problema basado en una única imagen
por muestra.
En visión por computador, se utilizan los términos clasificación o reconocimiento pa-
ra referirse a la tarea de identificar qué objeto contiene una imagen dada. El término
localización se usa cuando el objetivo es encontrar objetos en la imagen, e indicar su ubi-
cación y extensión, por ejemplo mediante un marco delimitador o bounding box (BBox).
El término detección incluye las subtareas de localizar y clasificar todos los objetos pre-
sentes en una imagen. Y hoy en d́ıa, como tareas de mayor complejidad, encontramos los
conceptos de segmentación semántica y segmentación de instancias, que proporcionan
una clasificación de cada ṕıxel de la imagen según el tipo de objeto al que pertene-
cen, e identificando por separado los distintos objetos en el caso de la segmentación de
instancias.
Desde el punto de vista computacional, la localización e identificación de granos de
polen es un problema de detección de objetos en una imagen, en nuestro caso granos de
polen. Tradicionalmente, la detección de objetos en imagen se ha basado en el desarrollo
de técnicas de extracción de caracteŕısticas altamente significativas que se utilizaban
como entrada a un clasificador, que generalmente estaba implementado mediante un
perceptrón multicapa (MLP) o Support Vector Machines (SVM).
En los últimos años, la detección de objetos ha dado un salto muy importante gracias
al desarrollo de las conocidas como técnicas de aprendizaje profundo (deep learning),
que han superado ampliamente los parámetros de rendimiento logrados por las técni-
cas clásicas de localización y clasificación en imagen. El desarrollo acelerado de estas
técnicas se ha basado en la recuperación de las redes neuronales convolucionales (CNN),
propuestas desde 1989, pero sin un desarrollo exitoso hasta el año 2012.
Una de las desventajas que presentan las redes profundas es su elevado número de
parámetros ajustables. Requieren un gran conjunto de prototipos de entrenamiento y una
elevada potencia de cálculo para lograr un ajuste eficiente de la red. La obtención de un
elevado número de prototipos, perfectamente segmentados, para ajustar eficientemente
un modelo convolucional de clasificación de polen es una tarea compleja. Supondŕıa el
etiquetado manual de millones de imágenes lo que a priori supone un hándicap insalvable.
Afortunadamente, uno de los resultados más interesantes obtenidos en el estudio de las
CNN es la posibilidad de realizar lo que se conoce como transferencia de aprendizaje
entre modelos (transfer learning) [10]. La transferencia de aprendizaje permite utilizar
una red convolucional ya entrenada para una tarea espećıfica, y reajustar sus parámetros
para abordar una tarea distinta, utilizando un número de prototipos de entrenamiento
reducido.
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En términos históricos, el entrenamiento de grandes redes neuronales requeŕıa infraes-
tructuras de cálculo muy potentes. Este requisito, que supuso un gran inconveniente en el
pasado, hoy no es un problema significativo gracias a la aparición de las tarjetas gráficas
modernas (GPU), que permiten paralelizar las operaciones e implementar algoritmos de
entrenamiento convolucionales en tiempos razonables.
Durante los últimos años, las CNNs se han usado con mucho éxito tanto en tareas de cla-
sificación como en detección de objetos. La primera propuesta que despertó interés como
sistema de detección de objetos fue el algoritmo Regions with CNN (R-CNN) [11]. Más
tarde, se desarrollaron otros algoritmos como Fast R-CNN [12], Faster R-CNN [13], Sin-
gle Shot Multibox Detector (SSD) [14], Mask R-CNN [15], RetinaNet [16] o las distintas
variantes de YOLO [17–19], que han permitido detectar objetos de forma cada vez más
precisa y significativamente más rápida. El tiempo requerido para procesar imágenes con
objetos macroscópicos con estas redes y GPUs de gama de consumo es tan reducido que
permite incluso realizar detección en tiempo real. El modelo Faster R-CNN se considera
en este momento como un modelo de referencia con el que comparar nuevas propuestas
de detección integradas.
Esta tesis platea responder a las siguientes preguntas:
¿Puede un modelo neuronal localizar granos de polen de forma eficiente a partir
de muestras estándar?.
¿Puede un modelo neuronal detectar granos de polen de forma eficiente a partir
de muestras estándar?.
¿Podemos realizar una detección de granos de polen en tiempo real?.
1.2. Estructura de la tesis.
El presente trabajo de Tesis consta de 6 caṕıtulos y un apéndice. El contenido de cada
uno de los caṕıtulos lo podemos resumir de la siguiente forma:
En el Caṕıtulo 2 se muestra una introducción general a las técnicas actuales de
captación, conteo y estimación de concentraciones de polen. Además, se expone
una revisión del estado del arte de los métodos de localización, clasificación y
detección en imágenes palinológicas, asistidos por ordenador.
En el Caṕıtulo 3 se presentan las técnicas utilizadas en el desarrollo del presente
trabajo.
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En el Caṕıtulo 4 se analizan los retos que presenta el espacio de imágenes a pro-
cesar. Además, se presentan los algoritmos desarrollados para detectar y clasificar
las muestras palinológicas. Aśı mismo se aborda la integración de estos algoritmos
con la base de datos SQL creada para la realización del trabajo.
En el Caṕıtulo 5 se exponen los resultados obtenidos en los distintos experimentos
que hemos realizado. Algunos resultados de interés a campo completo sobre las
muestras utilizadas aparecen recogidos en un Apéndice.
Finalmente, en el Caṕıtulo 6 se exponen las conclusiones finales del trabajo rea-





Los captadores utilizados con más frecuencia en estudios aerobiológicos para estudio
e identificación de tipo de polen son de tipo Hirst [20], como el que se muestra en la
Figura 2.1. En este tipo de captador, las part́ıculas se recogen en una cinta adhesiva que
se expone a un flujo de aire constante tomado del entorno en el que se ha colocado el
equipo. Una sección diferente de la cinta adhesiva se expone cada hora, lo que permite
estudiar la evolución horaria de la concentración poĺınica. Este método requiere un
procesado posterior de la muestra que gracias a un tintado, facilita la observación de los
elementos ornamentales de los granos de polen. A continuación, se procede a un conteo
manual de los granos de polen encontrados en la muestra con un microscopio óptico
siguiendo un protocolo establecido.
El proceso descrito es costoso en términos temporales, por lo que se han propuesto
múltiples algoritmos que tratan de acelerar el proceso de identificación y conteo de granos
de polen. Algunas de estas propuestas realizan un abordaje del problema utilizando
conjuntos de datos que únicamente contienen un grano, previamente segmentado, por
muestra [4, 21–23]. Sin embargo, la lista de trabajos que detallan una segmentación
automática de los granos de polen en las muestras es corta, y en ellas los autores utilizan
distintas técnicas clásicas como umbralizado, filtrado por forma y tamaño y análisis de
textura [24], transformación por similitud de color [25], operadores morfológicos [4, 26]
o uso de contornos activos [27].
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Figura 2.1: Un captador tipo Hirst situado en una ubicación sin obstáculos.
2.2. El protocolo de conteo manual
En 1992 se puso en marcha la Red Española de Aerobioloǵıa (REA), que tiene entre sus
objetivos obtener registros poĺınicos presentes en la atmósfera para la prevención de aler-
gias poĺınicas, difundiendo la información entre la ciudadańıa. Para ello estandarizaron
una metodoloǵıa [28] de uso común por todos los integrantes de la red.
En la REA se utilizan de forma normalizada captadores de part́ıculas volumétricos
por succión, basados en el principio de impacto, los ya mencionados captadores tipo
Hirst [20]. Estos captadores permiten obtener datos homologables independientemente
de las caracteŕısticas biogeográficas y bioclimáticas de la zona que muestrean, con pre-
cisión horaria de 24 horas. Deben usar un caudal de succión de 10 litros de aire por
minuto, similar al volumen de inhalación humano. Este mismo sistema se utiliza a nivel
europeo en la European Aeroallergen Network (EAN).
Los muestreadores utilizados permiten capturar eficazmente part́ıculas aerovagantes con
diámetros comprendidos entre 1 y 100 micrómetros. Presenta una unidad de impacto
con un orificio de entrada, de 14× 2 mm, y un soporte circular (tambor) sobre el que se
adhieren las part́ıculas.
El tambor se encuentra conectado a un reloj con un mecanismo de giro que mueve el
soporte 2 mm cada hora. Sobre el tambor se coloca una cinta especial, impregnada con
un adhesivo, en la que se adhieren las part́ıculas succionadas con cierta velocidad.
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Como puede apreciarse en la Figura 2.1, el captador también cuenta con una veleta cuya
función es mantener el orificio de entrada en la dirección de los vientos dominantes para
aumentar la eficacia de captación.
Una vez transcurrido el tiempo de captación, se extrae el tambor y se procesa la muestra.
La longitud de una muestra de 24 horas es de 48 mm. Cada segmento de 24 horas se
dispone sobre un portaobjetos o platina para usar en el microscopio. La muestra suele
tintarse con glicerogelatina teñida con fucsina para facilitar la mejor identificación y
recuento de los granos de polen. Las muestras suelen sellarse con un cubreobjetos y
laca-esmalte transparente.
El análisis de las muestras se realiza con microscopio óptico con un mı́nimo de 40× 10
aumentos. Un valor inferior no permitiŕıa la identificación de algunos tipos de polen.
Dado que el recuento total de los granos de polen y esporas presentes en las muestras
requeriŕıa mucho tiempo, se realiza un sub-muestreo que represente como mı́nimo un
10 % del total de la muestra, según directrices de la EAN.
El protocolo REA, establece un recuento basado en 4 barridos horizontales continuos,
equidistantes entre si y de los bordes de la preparación. La sub-muestra analizada seŕıa
en este caso del 12-13 % de la superficie total como muestra la Figura 2.2. A lo largo de
cada barrido se cuenta el número de granos de polen de cada tipo poĺınico identificado
con lo que se obtiene información sobre la concentración poĺınica del aire a lo largo del
d́ıa.
Figura 2.2: Recuento según metodoloǵıa REA. Cuatro barridos horizontales equidistan-
tes entre si y de los bordes superior e inferior.
Para conocer el número de granos que se registra en cada hora del d́ıa, se utiliza una
reglilla de acetato con 24 separaciones de 2 miĺımetros que se coloca bajo la platina,
como muestra la Figura 2.3. Y se establece el arranque de cada barrido mediante un
rotulador permanente de punta fina. Aśı, se cuenta el número de granos de polen de cada
hora y a continuación se suma el número total de granos de polen que se ha contabilizado
para cada tipo poĺınico en un d́ıa determinado.
La concentración poĺınica se expresa como la media de granos de polen por metro cúbi-
co de aire. Pero el valor de conteo debe corregirse en función del campo de visión del
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Figura 2.3: División horaria de la muestra para realizar el conteo horario de granos de
polen según el protocolo REA.
microscopio utilizado en la escala de 40 × 10 aumentos. La Ecuación 2.1 se utiliza pa-
ra especificar la concentración poĺınica diaria, siendo N el número de granos de polen
contabilizado, ST la superficie total muestreada, SA la superficie analizada en los cuatro





A modo de ejemplo se especifica en el protocolo que, con un volumen de succión de
10 l/min, siendo el diámetro del campo de visión del microscopio de 0.45 mm y el ancho
de la cinta adherente de 14 mmm, el contenido de part́ıculas por metro cúbico de aire
seŕıa ν = N × 0.54.
2.3. Bases de datos previamente disponibles
Los experimentos reportados en este campo, generalmente se realizan a partir de con-
juntos de datos auto recogidos. No obstante, al menos existen tres bases de datos de
libre disposición que permitan llevar a cabo algún tipo de estudio en el campo de la
identificación de granos de polen: Duller’s Pollen Dataset [29], POLEN23E [30] o la
recién publicada POLLEN73S [31].
La primera contiene un total de 630 imágenes en escala de gris con un tamaño de 25x25
ṕıxeles. La resolución no parece excesivamente alta para apreciar detalles de ornamen-
tación y al contener muestras en escala de gris se elimina una parte de la información
de tintado de los granos.
El conjunto POLEN23E, contiene un total de 805 imágenes de 23 tipos de polen, con
35 muestras de color por tipo de polen, con al menos 250 ṕıxeles de resolución en ambas
dimensiones. En este caso, la resolución con la que puede estudiarse cada grano si es
adecuada, pero al tratarse de una base de datos con granos ya segmentados no permite
llevar a cabo estudios de detección de polen que se asemejen a una situación real. Además,
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únicamente ofrece un plano focal para cada uno de los granos considerados escogido por
el experto, por lo que tampoco permite estudiar el rendimiento a la hora de identificar
el grano sin intervención humana.
POLLEN73S, de reciente aparición contiene 2523 imágenes de granos de polen segmen-
tados habituales en la sabana brasileña. Recoge imágenes tomadas a distintos ángulos
de 73 tipos de polen distintos. Y está creada espećıficamente para entrenar redes con-
volucionales profundas y mejorar la calidad de los modelos con un número mayor de
prototipos.
La ausencia de bases de datos con muestras a campo completo bien naturales o ge-
neradas en laboratorio, lleva a que los investigadores desarrollen conjuntos de datos
propietarios, lo que dificulta las posibilidades de realizar comparaciones significativas de
rendimiento entre los distintos algoritmos previamente desarrollados, y los que pudiesen
desarrollarse. Y en esta ĺınea, debe entenderse que el análisis de los trabajos descritos
en las Secciones 2.4 y 2.6, únicamente están referidos a conjuntos de datos capturados
y etiquetados por los autores de cada uno de ellos.
2.4. Análisis del estado del arte en localización
Existen grandes diferencias en el tamaño y las caracteŕısticas del conjunto de muestras
utilizado en cada uno de los trabajos que referenciamos a continuación. En términos
generales, la localización automática de granos de polen en muestras puras con objetos
aislados alcanza buenos resultados de rendimiento con tasas de precisión y sensibilidad
(recall) elevadas (ver Sección 4.10). Pero cuando las muestras son más realistas con
granos solapados o agrupados y presencia de detritos, los indicadores de rendimiento de
los sistemas propuestos decrecen de forma significativa.
La Tabla 2.1 muestra de forma resumida algunos datos de interés de varios trabajos
recientes encontrados. Como puede observarse, los estudios de Landsmeer et al. [25] y
Nguyen et al. [27] son los que presentan un menor número de granos a localizar y al
mismo tiempo reportan las tasas más elevadas de rendimiento en localización.
Ranzato et al. realizaron un experimento para detectar part́ıculas biológicas genéricas en
imágenes microscópicas. Desarrollaron su clasificador utilizando un conjunto de part́ıcu-
las microscópicas encontradas en urianálisis y lo extendieron para localizar y clasificar un
conjunto de datos de polen atmosférico. El conjunto de datos poĺınico constaba de 1429
imágenes que conteńıan 3686 granos pertenecientes a 27 tipos de polen. Su algoritmo
de localización estaba basado en algoritmo de reconocimiento de objetos de Lowe [33],
basado en caracteŕısticas invariantes a la escala (SIFT). Los autores reportaron una tasa
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Tabla 2.1: Resumen de las caracteŕısticas y resultados de los trabajos de investigación
más recientes que realizan localización automática de granos de polen.
Año Tipos Platinas Granos Detector Sens. Prec.
Ranzato et al. [32] 2007 8 n/d 3686 SIFT 93.9 8.6
Landsmeer et al. [25] 2009 n/d 9 65 Similitud de color 86 61
Nguyen et al. [27] 2013 9 1 768 Contornos activos 93.8 89.5
Dı́az-López et al. [24] 2015 12 12 4061 Forma y textura 81.92 18.5
de sensibilidad en localización del 93.9 % sobre el conjunto de muestras de polen, a costa
de un una precisión del 8.6 %. El criterio utilizado para determinar una localización co-
rrecta es reproducible y está basado en la distancia entre de los centros de la predicción
y una marca de certeza (ground truth mark), con una limitación de área como recoge la
Ecuación 2.2.
√





Landsmeer et al. usaron un conjunto de 44 imágenes tomadas en planos focales sucesivos
para entrenar su sistema. En primer lugar, el sistema usa una transformación basada
en color que asocia un valor numérico a cada pixel de la imagen. A continuación, usan
la Transformada Circular de Hough (CHT) para inferir objetos circulares en la imagen.
Posteriormente, se realiza un filtrado por color y un clusterizado de objetos para deter-
minar las propuestas finales de grano. Para evaluar el rendimiento de su sistema, usaron
un conjunto de 17 muestras que conteńıan un total de 65 granos de polen, reportando
una tasa de precisión del 61 % y una sensibildad del 86 %. A pesar de que el número de
granos de polen utilizado para medir el rendimiento es bajo, lo que resta representativi-
dad al estudio, este trabajo permite conocer con cierta claridad la separación realizada
entre los conjuntos de entrenamiento y test. Sin embargo, no aporta un criterio claro
para determinar qué requisitos requiere una localización correcta.
Nguyen et al. usaron una única muestra de polen recolectado por abejas escaneada a
40 aumentos, con fondo blanco y uniforme, en la que identificaron 768 granos de nueve
tipos de polen distinto. Para localizar los bordes de cada grano de polen de forma precisa
usaron contornos activos, estimando el contorno inicial del grano mediante CHT. A la
hora de especificar el rendimiento en localización, decidieron considerar una localización
correcta si la distancia de la propuesta al grano más cercano identificado manualmente,
es menor que el diámetro del tipo de polen más pequeño considerado. Con este criterio,
indican que su método proporciona una precisión del 89.5 % y con una sensibilidad del
93.8 %.
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Finalmente, Dı́az-López et al. desarrollaron un sistema de localización de granos que ge-
neraba propuestas mediante un algoritmo de cinco pasos. En primer lugar su algoritmo
lleva a cabo una eliminación del fondo. A continuación, selecciona objetos de tono rosado
mediante filtrado por color. Después, descarta objetos con baja ecentricidad y aquellos
que no pueden considerarse granos de polen por su tamaño. Y finalmente, usa un cla-
sificador que a partir de determinadas caracteŕısticas de color, forma y textura, genera
las propuestas de grano. Para medir el rendimiento de su sistema, usaron 12 muestras
de polen atmosférico que conteńıan 3999 granos de polen identificados manualmente
por un experto. No se hace mención expresa al uso de estas muestras para ajustar el
clasificador. Como resultado final de su estudio, reportan una sensibilidad del 81.92 %
con una precisión del 18.5 %. No se hace una mención expresa al criterio utilizado para
calificar como acierto una detección generada por el clasificador. Nuevamente, en este
caso podemos observar un valor de precisión bajo al utilizar un conjunto de muestras
real y muy extenso. Estos valores llevan a los autores a concluir que el valor obtenido
de precisión resulta insuficiente para desarrollar un sistema palinológico automatizado
robusto.
2.5. Estado del arte en clasificación
Esta vertiente del trabajo con muestras poĺınicas es donde más trabajos podemos encon-
trar. Incluiremos en este apartado los estudios que, partiendo de una o más imágenes de
granos segmentados, llevan a cabo la clasificación de estas muestras para asociarles una
clase. Entran en esta categoŕıa aquellos trabajos que utilizan las bases de datos Duller’s
Pollen Dataset y POLEN23E. La Tabla 2.2 recoge las principales caracteŕısticas de los
trabajos analizados en esta categoŕıa. En esta tabla la columna CCR especifica la tasa
de clasificación correcta definida por la Ecuación 2.3 [30].
CCR =
TP + TN
TP + TN + FP + FN
(2.3)
El trabajo de Redondo et al. [4] del año 2015, construye una base de datos de 15 tipos
de polen con 120 muestras por tipo a partir de muestras de polen de abeja. Para llevar
a cabo la clasificación de las muestras analizan un amplio conjunto de caracteŕısticas
morfológicas y estad́ısticas, calculadas sobre la imagen y el contorno de cada grano ajus-
tado manualmente. A partir de varias combinaciones de estas caracteŕısticas y utilizando
tres tipos de clasificadores (Fisher, SVM y árbol de decisión), estudian la configuración
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Tabla 2.2: Resumen de las caracteŕısticas y resultados de los trabajos de investigación
más recientes que realizan clasificación automática de granos de polen.










Daood et al. [23] 2016 Propietaria 30 ≈ 1000 CNN 92.0 90.3 89.9





2018 POLEN23E 23 805 CNN, LDA 97.8 99.6 97.2
Daood et al. [34] 2018 Propietaria 10 392 CNN+RNN 100 100 100
Sevillano et al.[35] 2020 Pública 46 19000 CNN 97.9 97.8 97.86
Astolfi et al. [31] 2020 POLLEN73S 73 2523 CNN 95.7 95.7 n/d
que proporciona mayor rendimiento. Aśı, a partir de una mezcla de descriptores mor-
fológicos, estad́ısticos, Fourier, wavelets y logGabor con LDA reportan un rendimiento
en clasificación de 99.4 %.
En el trabajo de Daood et al. [23] de 2016, se utiliza una base de datos propietaria
generada por el laboratorio de Paleoecoloǵıa del Instituto de Tecnoloǵıa de Florida.
La base contiene dos tipos de muestras, las primeras obtenidas con microscoṕıa óptica
y las segundas con microscoṕıa de barrido electrónico (SEM). En total conteńıa unas
1000 imágenes de 30 tipos de polen. Lo primero que cabe resaltar de este trabajo es el
gran nivel de detalle que aportan las muestras generadas con microscopio electrónico,
por lo que centraremos el análisis en la vertiente óptica del trabajo. En el aspecto de
clasificación utilizaron dos redes CNN entrenadas en CPU. La primera de ellas, teńıa
siete capas y se realizó un ajuste desde cero con técnicas de aumento de datos, rotando
las muestras originales para pasar de 1000 a 14000 prototipos de tipo óptico. En segundo
lugar, se entrenó una segunda CNN con distintas caracteŕısticas usando transferencia
de aprendizaje a partir de un modelo entrenado con ImageNet [36]. En el apartado de
resultados, los autores reportan unas tasas de clasificación del 84.47 % para el modelo
entrenado desde cero y del 89.95 % para el modelo que usa transferencia de aprendizaje.
Adicionalmente, realizan una comparativa del rendimiento logrado por distintas técnicas
previamente utilizadas en clasificación poĺınica sobre su conjunto de datos, concluyendo
que sus resultados superan de forma significativa los obtenidos con técnicas anteriores.
El trabajo de Barbosa et al. [30] de 2016, presenta como punto más importante la
definición de la base de datos POLEN23E, y sobre esta misma base de datos, propor-
ciona referencias de clasificación tanto humana como automáticas. Como extractores
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de caracteŕısticas utilizan la técnica Bag of Visual Words (BOW) y otro conjunto de
caracteŕısticas basadas en color, forma y textura (CST). En cuanto a los clasificadores,
encontramos dos variantes de SVM, árboles de decisión y k-nearest neighbors (KNN).
Para el estudio del rendimiento de la capacidad de reconocimiento humana, contaron con
la ayuda de 34 apicultores sin conocimientos en reconocimiento de polen, que escoǵıan la
clase de 46 imágenes usando un manual de referencia. Bajo estas condiciones, calcularon
que el 64 % de las imágenes fueron clasificadas correctamente, con grandes variaciones
en la tasa de acierto según el tipo de polen. Como resultado del estudio de clasificación
automática, encontraron que la mejor CCR fue también del 64 %, utilizando un conjunto
de caracteŕısticas obtenido con los extractores CST+BOW y el clasificador C-SVM.
El trabajo de Sevillano y Aznarte de 2018 [21] utiliza la base de datos POLEN23E,
y estudia el rendimiento de tres métodos de clasificación basados en redes neuronales
convolucionales. En contraposición al uso habitual de las CNN como clasificador directo,
usan este tipo de red como extractor de caracteŕısticas que se emplean en otros clasi-
ficadores especializados. Además utilizan Linear Discriminant Analysis [37] como base
de su clasificador (LD). De esta forma, comparan el rendimiento de tres estructuras de
clasificación distintas:
1. Una red AlexNet con los pesos de referencia utilizada como extractor de carac-
teŕısticas que se utilizan en un clasificador LD.
2. AlexNet reajustada al nuevo espacio de imagen como clasificador.
3. AlexNet reajustada como extractor de caracteŕısticas para el clasificador LD.
Los autores obtienen los mejores resultados con el sistema basado en la red AlexNet
reentrenada sobre el nuevo espacio de imágenes, como extractor de caracteŕısticas para
el clasificador LD. Con esta última configuración, alcanzan una sensibilidad del 99.64 %
y una precisión del 97.77 %.
En 2018 Daood et al. [23] publicaron un nuevo trabajo, en el que utilizaron un nuevo
conjunto de datos propietario basado en apilamientos de 10 imágenes de cada grano.
En este caso, utilizaron una CNN entrenada para modelar el nuevo conjunto de datos
y combinaron esta red con una Recurrent Neural Network (RNN) para determinar el
tipo de polen a partir de las secuencias de imágenes del apilamiento. De los 392 granos
disponibles, utilizaron 294 apilamientos para entrenar la CNN, basada en VGG16, y 98
como conjunto de test. Bajo estas condiciones, reportan una tasa de identificación del
100 %, aunque el reducido número de granos a identificar en el conjunto de test, puede
que reduzca la representatividad de este resultado.
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En junio de 2020, Sevillano et al.[35] aplicaron su técnica de clasificación desarrollada
en [21] a un conjunto de datos considerablemente mayor, y por tanto con resultados más
significativos. El conjunto de datos utilizado contiene más de 19000 imágenes de granos
de 46 tipos de polen diferentes, obtenidos a partir de muestras con un tratamiento de
acetólisis [38], y captadas con la técnica de microscopio de campo oscuro. Las imágenes
se obtuvieron con el sistema Classifynder [39], que localiza automáticamente y escanea
los granos de polen presentes en una muestra estándar. Para estimar el rendimiento de
su sistema realizaron una validación cruzada de 10 iteraciones, reportando una precisión
de 0.979 y una sensibilidad de 0.978, ambos parámetros con desviaciones estándar del
orden de 0.03.
En octubre de 2020 se ha publicado una revisión de la base de datos POLEN23E de-
nominada POLLEN73S [31], en la que de la misma forma que en [30] junto con la
base de datos se publican unos valores de referencia obtenidos en este caso para varios
modelos de CNN. El trabajo estudia el rendimiento de 8 modelos de CNN distintos
entrenados con sus parámetros de configuración por defecto. El entrenamiento y valida-
ción de resultados se realizaron con un esquema de validación cruzada de 5 iteraciones
(5-fold cross validation), usando el 80 % de los prototipos para entrenar y el 20 % res-
tante para testar. Bajo esta estructura, obtuvieron los mejores resultados con un modelo
DenseNet-201 [40], alcanzando una precisión y sensibilidad del 95.7 %.
2.6. Estado del arte en detección
El concepto de detección de granos de polen implica la localización de propuestas de
grano y la clasificación de estas propuestas de forma automatizada. La mayor parte de
los trabajos que se analizan en esta sección ya han sido referenciados en la Seccion 2.4,
por lo que en este caso únicamente se especificará los detalles asociados al proceso
de clasificación. La Tabla 2.3 recoge las principales caracteŕısticas de estos trabajos,
incluyendo el clasificador utilizado y los indicadores de rendimiento que se especifican
en cada trabajo.
Tabla 2.3: Resumen de las caracteŕısticas y resultados de los trabajos de investigación
más recientes que realizan detección automática de granos de polen.






Ranzato et al. [32] 2007 8 n/d 3686 ≈ 368 Bayesiano 77
Holt et al. [39] 2011 6 4 n/d 809 MLP n/d
Nguyen et al. [27] 2013 9 1 768 768 TaskTrAdaBoost 92
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La etapa de clasificación del trabajo de Ranzato et al. [32], utiliza como extractores
de caracteŕısticas local jets estudiados en [41] e invariantes calculados sobre imágenes
en escala de grises definidos en [42]. A partir de una mezcla de éstas caracteŕısticas
entrena un clasificador Bayesiano [43, cap. 10]. Como curiosidad, también usaron un
clasificador convolucional [44] pero el modelo sufŕıa de problemas de sobreajuste por el
escaso número de ejemplos de entrenamiento y fue descartado. El rendimiento se testó
usando una estrategia de validación cruzada de 10 iteraciones, repitiendo el experimento
de entrenamiento y prueba 100 veces con los granos de polen segmentados por el experto
y otras 100 con los granos de polen localizados automáticamente. El rendimiento en este
caso se especifica en términos de la tasa de error, siendo el error medio del 21.8 % en
el caso de los granos segmentados manualmente y creciendo hasta el 23.2 % al utilizar
los granos segmentados por su algoritmo de localización. Por tanto, en valor medio, un
76.8 % de los granos del conjunto de test (≈ 368) se clasifican correctamente.
El trabajo de Holt et al. [39], no analizado en la Sección 2.4, presenta un estudio realiza-
do sobre 4 preparaciones que contienen 6 tipos de polen. El objetivo principal del estudio
es comparar la capacidad de detección de palinólogos humanos, con la del sistema semi-
automatizado que han desarrollado (AutoStage, ahora conocido como Classifynder). El
equipo utiliza un microscopio de campo oscuro robotizado en los tres ejes, con dos cáma-
ras que proporcionan imágenes con resolución de 1280x1024 y aumentos asociados de x4
y x20. Tras un enfoque inicial sobre la platina el equipo realiza un primer barrido con la
cámara de bajo aumento para localizar propuestas de grano. En un segundo barrido con
la cámara de detalle, el equipo captura imágenes de los granos previamente localizados.
Por último, los granos capturados son clasificados a partir de 43 caracteŕısticas con un
perceptrón con una capa oculta según el trabajo de Li et al. [45]. Este trabajo estu-
dia un equipo ya entrenado, por lo que no se conoce el número de prototipos utilizado
para su entrenamiento. El sistema permite una corrección manual de las clasificaciones
generadas lo que permite reducir la carga de trabajo del palinólogo. No se realiza un
estudio de rendimiento del sistema en localización, debido al tamaño del área a procesar
manualmente. Śı se proporciona una comparación del rendimiento bruto del sistema,
frente a la corrección realizada por los expertos en las cuatro platinas, y una segunda
del conteo realizado por los expertos manualmente, frente al conteo automatizado corre-
gido. Esta última comparativa permite conocer si la clasificación asistida con este equipo
logra valores de conteo comparables a los obtenidos por los expertos de forma entera-
mente manual. Las mayores discrepancias entre el conteo automatizado y el corregido se
deben a detritos identificados como granos de polen por el equipo. Ademas, en términos
generales, los conteos automáticos corregidos son menores que los conteos humanos. El
análisis de la varianza (ANOVA) que realizaron para esta comparación, les llevó a com-
probar que con una certeza del 95 %, ambas distribuciones son diferentes, dado que su
Caṕıtulo 2 Identificación automatizada de granos de polen 16
equipo no localizaba correctamente los granos agrupados, que por tanto no pasaban a la
fase de clasificación. Lo que les llevó a concluir que con la tecnoloǵıa de aquel momento
(2011), resultaba dif́ıcil construir un sistema de bajo coste que clasificase correctamente
el 100 % de las muestras. Lo que vuelve a poner de manifiesto la dificultad de realizar
esta tarea de forma eficiente y robusta.
En el apartado de clasificación, el trabajo de Nguyen et al. [27] presenta una versión
mejorada del algoritmo de transferencia de aprendizaje TaskTrAdaBoost [46], que mejo-
ra la precisión del original utilizando un menor número de muestras etiquetadas. Como
entrada al clasificador utilizan caracteŕısticas de forma, textura y el número de espicu-
laciones detectadas en el grano. Las caracteŕısticas de forma se obtienen a partir del
contorno del grano localizado, las de textura a partir del contenido del BBox del grano
y las espiculaciones se calculan a partir de las variaciones de luminancia en el contorno.
El rendimiento en clasificación se calcula a partir de 50 repeticiones del algoritmo de
entrenamiento utilizando una clase semilla distinta, especificando el rendimiento como el
valor medio de detección correcta para todas las clases. Con estos criterios, observan un
incremento de la precisión de su clasificador al incluir el número de espiculaciones como
parámetro de entrada al clasificador reduciéndose la tasa de error en algo más del 3 %.
Con esta última configuración, obtienen una tasa de clasificación correcta media del 92 %
de los granos localizados.
Del análisis de los trabajos anteriores podemos inferir que la tarea de localización y
clasificación de granos de polen no resulta sencilla. La inexistencia de amplias bases de
datos con imágenes a campo completo obliga a los investigadores a construir su propio
conjunto de imágenes. En este trabajo, hemos recopilado y etiquetado una base de datos,
descrita en la Sección 4.3, que permitirá llevar a cabo estudios de detección reproducibles
sobre los tipos de polen que hemos obtenido.
Caṕıtulo 3
Descripción de las técnicas y
herramientas utilizadas
3.1. Introducción
En este caṕıtulo analizamos las distintas técnicas utilizadas en nuestro estudio. En pri-
mer lugar, analizamos un algoritmo de detección de ćırculos clásico, que ha sido la base
de algunos trabajos analizados en la Sección 2.6. A continuación, realizamos una pequeña
introducción a los principios de las redes neuronales y las primeras redes profundas. Des-
pués, repasamos los elementos constructivos más habituales en las redes convolucionales
modernas y estudiamos algunos modelos de interés. Por último, analizamos los modelos
de red que utilizamos en este estudio junto con las ideas previas en las que se basan.
3.2. La transformación circular de Houhg
La transformación circular de Houhg [47] (CHT) es una técnica de extracción de ca-
racteŕısticas clásica que permite localizar formas circulares imperfectas en imágenes.
Utilizaremos un algoritmo de localización basado en esta transformada, como base de
comparación con las técnicas clásicas de localización de granos de polen, dado que es uno
de los más utilizados en la bibliograf́ıa referenciada en la Sección 2.4. De esta manera
pretendemos estimar el rendimiento de los algoritmos clásicos de localización sobre nues-
tra base de datos. Nuestro algoritmo de localización está escrito con la implementación
de la transformación circular de Hough de la libreŕıa OpenCV [48] mediante la función
HoughCircles.
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La CHT es una variante de la transformación de Hough [49], en la que los candidatos
a ćırculo se producen por votación en un espacio de parámetros tridimensional. La
principal ventaja de la transformada de Hough es su insensibilidad a la oclusión, lo que
nos permitiŕıa detectar incluso granos solapados, uno de los hándicaps detectados en
nuestro espacio de imagen.
La implementación de la CHT que realiza OpenCV, permite localizar el centro (x, y) y
el radio (r) de las formas circulares presentes en una imagen en escala de grises. Para
ello utiliza el método del gradiente de Hough [50, p. 158]. En primer lugar se define un
acumulador de dos dimensiones que sumará los votos para los centros de los ćırculos.
Este método comienza aplicando un detector de bordes, en este caso de tipo Canny. A
continuación, para cada punto distinto de cero en la imagen de bordes, se calcula su
gradiente local mediante las derivadas de primer orden de Sobel. Todos los puntos en las
direcciones marcadas por los gradientes, hasta un máximo dado, incrementan el valor
del acumulador. Estas ĺıneas debeŕıan confluir por tanto, en el centro de ćırculos como
muestra la Figura 3.1.
Figura 3.1: Determinación del centro de los ćırculos con el método del gradiente de
Hough. Las ĺıneas de gradiente deben confluir en el centro de un ćırculo.
De esta forma, los candidatos a centro de ćırculo serán aquellos ṕıxeles del acumulador
bidimensional que superen un valor umbral y tengan más votos que los ṕıxeles de su
entorno. Los candidatos a centro se ordenan descendentemente por su valor de acumu-
lador de forma que los centros con mayor número de votaciones aparezcan primero. A
continuación, para cada centro se tienen en cuenta los ṕıxeles de la imagen de bordes
distintos de cero y se ordenan según su distancia al centro. Teniendo en cuenta el rango
de radios posibles especificado como parámetro en el algoritmo, se seleccionan los radios
que mejor cubran los ṕıxeles distintos de cero. Un radio aśı determinado se mantiene si
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cubre un número suficiente de ṕıxeles distintos de cero y presenta una distancia suficiente
con otros centros previamente determinados.
Este algoritmo presenta algunas limitaciones, como un tiempo de ejecución variable y de-
pendiente del umbral del acumulador, incapacidad de localización de ćırculos concéntri-
cos y tendencia a sobreponderar ćırculos grandes frente a otros más pequeños. Pero
ninguna de estas limitaciones nos afecta de forma significativa a la hora de localizar
granos de polen.
3.3. Aprendizaje y Redes neuronales
La palabra aprendizaje en el campo del aprendizaje automático o Machine Learning (ML),
describe el proceso de búsqueda automática que obtiene el mejor sistema de represen-
tación para un conjunto de datos en estudio. Se busca que la máquina aprenda sin ser
expresamente programada para la tarea, y adquiera la capacidad de identificar patrones
en los datos y realizar predicciones correctas.
El concepto de ML engloba múltiples técnicas de clasificación como árboles de decisión,
algoritmos genéticos o redes neuronales artificiales [51]. En esta sección analizaremos de
forma resumida los fundamentos de las redes neuronales artificiales, base sobre la que se
sustentan redes neuronales convolucionales.
3.3.1. Regresión loǵıstica
Un problema de clasificación binaria responde a la pregunta de si una muestra n–
dimensional ~x, pertenece a una determinada categoŕıa o no. Con este planteamiento,
una muestra de entrenamiento estará formada por la dupla (~x, y), donde y toma el valor
1 para indicar la pertenencia a la categoŕıa y 0 para indicar la no pertenencia. En térmi-
nos prácticos, se trataŕıa de decidir por ejemplo, si una imagen de entrada contiene o no
un gato.
En los problemas de clasificación binaria con aprendizaje supervisado, es habitual uti-
lizar el algoritmo de regresión loǵıstica [52, p. 461], para determinar la probabilidad de
pertenencia a la clase considerada. En términos numéricos, dada una muestra ~x, quere-
mos determinar su probabilidad de pertenencia a la clase ŷ, es decir ŷ = P (y = 1|~x). La
función loǵıstica presenta la forma indicada en la Ecuación 3.1. Donde ~x es el vector que
representa la muestra, ~w es un vector con el mismo número de elementos que ~x que suele
denominarse peso, b es un número real que suele denominarse sesgo (bias) y σ es una
función no lineal. La función σ suele ser la función sigmoide, dada por la Ecuación 3.2.










La función sigmoide garantiza que la salida ŷ se encuentre entre 0 y 1, lo que la hace
adecuada para expresar una probabilidad. En una regresión loǵıstica la tarea es encontrar
los valores de los parámetros ~w y b, que hacen que ŷ proporcione una buena estimación









Figura 3.2: Modelo de regresión loǵıstica.
Para ajustar los parámetros del modelo de regresión loǵıstica, es necesario definir una
función de coste. Aśı, dado un conjunto de muestras de entrenamiento y etiquetas aso-
ciadas de entrada (x(i), y(i)), ajustaremos los parámetros ~w y b, para conseguir tras el
entrenamiento, que las etiquetas estimadas ŷ(i) sean idealmente las etiquetas reales y(i),
para todas las muestras del conjunto de entrenamiento. Para lograr este objetivo se de-
fine una función de pérdida o función de error L(ŷ, y) que mide la desviación respecto
del funcionamiento ideal en la asignación de etiquetas.
Una de las posibles formas funcionales para la función de error viene dada por la función
de error cuadrático (Ecuación 3.3), pero en regresión loǵıstica puede dar lugar a la
elección de mı́nimos locales como respuesta óptima del modelo, por lo que no se considera
muy robusta.
L(ŷ, y) = (ŷ − y)2 (3.3)
Otra forma funcional para L es el error absoluto que viene dado por la Ecuación 3.4. Es
una función que se considera más robusta ante la presencia de valores at́ıpicos (outliers)
en el conjunto de entrenamiento.
L(ŷ, y) = |ŷ − y| (3.4)
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Y también puede utilizarse la función de pérdida de regresión loǵıstica, dada por la Ecua-
ción 3.5. Esta función, presenta un comportamiento convexo y facilita la optimización,
pero con un coste computacional superior.
L(ŷ, y) = −[y · log(ŷ) + (1− y)log(1− ŷ)] (3.5)
Las funciones de pérdida operan sobre muestras individuales. Para determinar el rendi-
miento de una configuración de los parámetros ~w y b sobre el conjunto de entrenamiento
de m muestras, se define la función de coste J(~w, b). La función de coste proporciona
el promedio de la función de pérdida, para todas las muestras del conjunto de entrena-
miento, como indica la Ecuación 3.6. Si se utiliza la función error cuadrático la función








Por tanto, para ajustar el modelo de regresión loǵıstica debemos encontrar el conjunto de
parámetros ~w y b que minimizan la función de coste J . Para realizar esta minimización
se usa el algoritmo de gradiente descendiente.
El algoritmo de gradiente descendiente trata de encontrar, mediante un procedimiento
iterativo, los parámetros de la función de coste que minimizan la hipersuperficie de la
función de coste J . En cada iteración de aprendizaje, se actualizan los valores de ~w y
b en función del valor y dirección del gradiente en esa configuración. La Ecuación 3.7
expresa el ajuste a realizar, donde α es la tasa o factor de aprendizaje que controla la
velocidad del ajuste.
w+i = wi − α
∂J(w, b)
∂wi
b+ = b− α∂J(w, b)
∂b
(3.7)
Los valores iniciales de ~w y b pueden establecerse a cero, rellenarse de forma aleatoria o
usar funciones complejas de inicialización. Existen distintas estrategias de inicialización
que tratan de minimizar la duración del entrenamiento, evitando que los gradientes
tomen valores muy pequeños o muy grandes.
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3.3.2. Redes neuronales
Una red neuronal [43] puede construirse apilando múltiples unidades como las utilizadas
en el problema de regresión loǵıstica, donde la predicción de cada unidad (ŷ) se denomina
activación. La Figura 3.3 muestra la estructura de una red neuronal sencilla. Cada una
de las neuronas, representadas por un circulo, implementa el comportamiento de una















Figura 3.3: Estructura de una red neuronal básica con una única capa oculta
La salida de una neurona se denomina activación y se denota como a
[j]
i , donde el su-
peŕındice entre corchetes identifica la capa en la que se encuentra la neurona. En el caso
presentado, la red consta de una única capa oculta que se identifica como L1, siendo L2 la
capa de salida. La entrada no suele considerarse una capa ya que no presenta parámetros
ajustables. Este tipo de estructura con una o más capas ocultas se denomina perceptrón
multicapa (MLP).
Para ajustar los valores de los parámetros de una red neuronal (wi y bi), suele utilizarse
el algoritmo de ajuste iterativo conocido como backpropagation [53]. En cada iteración,
este algoritmo calcula la salida de la red (ŷ), aplicando los patrones del conjunto de
entrenamiento (propagación directa). Comparando los valores de salida generados por
la red con la etiqueta correcta de cada muestra, se calcula el valor de la función de coste
J para la configuración de parámetros activa. Este algoritmo permite que la información
de coste se propague hacia atrás en la red para calcular el gradiente. Aśı, se calculan las
derivadas parciales de la función de coste con respecto a los pesos que unen la última
capa oculta con la capa de salida, y entre las diferentes capas ocultas entre si, hasta la
capa de entrada. Por último, se ajustan los parámetros de la red (wi y bi) usando la
Ecuación 3.7 para minimizar el error en la dirección marcada por los gradientes. Este
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procedimiento se repite hasta alcanzar, idealmente, el mı́nimo absoluto de la función de
coste.
3.3.3. Redes neuronales profundas
Una red neuronal con pocas capas ocultas como la mostrada en la Figura 3.3 se suele
considerar una red superficial. Del mismo modo si apilamos múltiples capas ocultas como
muestra la Figura 3.4, obtenemos una red más ‘profunda’. Las redes neuronales muy
profundas pueden gestionar problemas que los modelos superficiales no pueden afrontar.
Sin embargo, un modelo con mucha capacidad de aprendizaje puede sobreajustar su
respuesta (overfit) al conjunto de aprendizaje. En este caso, dan lugar a un modelo que
no tiene buena capacidad de generalización, es decir no proporciona respuestas correctas
ante entradas no aprendidas durante el entrenamiento. No se puede decidir a priori qué




L0 L1 L2 L3 L4 L5 L6
ŷ
Figura 3.4: Estructura de una red neuronal más profunda que la mostrada en la Figu-
ra 3.3.
Cada neurona de una capa de la red de la Figura 3.4 utiliza todos los valores de activación
de la capa anterior. Este tipo de conexionado da lugar a lo que se conoce como una
capa completamente conectada (FC). Uno de los problemas fundamentales de las redes
profundas completamente conectadas es la gran cantidad de parámetros a ajustar con
el algoritmo de aprendizaje. Un número reducido de muestras de entrenamiento puede
ser insuficiente para ajustar correctamente el modelo. El objetivo de una red neuronal
es obtener un modelo que funcione bien, tanto sobre los datos que hemos usado para
entrenarla, como sobre datos nuevos sobre los que debe realizar predicciones [54, p. 110].
Para reducir el sobreajuste se utilizan técnicas de regularización [54, p. 120], es decir
cualquier modificación del algoritmo de aprendizaje que reduzca el error de generali-
zación de la red. La forma más simple y habitual de regularización consiste en añadir
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una penalización a la función de pérdida, proporcional a la magnitud de los pesos en el
modelo. Esta técnica se conoce como regularización de pesos o weight decay [54, p. 427].
3.3.4. Gradiente descendente por minilotes y estocástico
Las redes profundas se ajustan mejor con conjuntos de datos muy grandes, pero entrenar
con un conjunto de datos grande es un proceso muy lento. Por tanto, acelerar la fase
de entrenamiento es importante. Una de las ideas que contribuyó a este objetivo es el
algoritmo de gradiente descendente por minilotes (mini-batches).
La aplicación normal del algoritmo de gradiente descendente requiere procesar todos
los ejemplos de entrenamiento (epoch) antes de aplicar una corrección de pesos. Esta
estrategia no es preocupante con un número de ejemplos de entrenamiento bajo. Si el
número de ejemplos es muy elevado, por ejemplo del orden de millones, la estrategia se
vuelve poco práctica.
Un conjunto de entrenamiento muy grande puede dividirse en subconjuntos de entrena-
miento más pequeños, y denominar a cada uno de estos conjuntos minilote. Podemos
calcular la función de coste únicamente sobre los ejemplos del minilote, y aplicar backpro-
pagation para actualizar los pesos de la red con este valor parcial de J . Se ha comprobado
emṕıricamente, que este algoritmo permite reducir los tiempos de entrenamiento de las
redes profundas con conjuntos de entrenamiento muy grandes.
La actualización de pesos asociada a un minilote de gradiente descendente se denomina
iteración, obviamente tras procesar todos los minilotes del conjunto de entrenamiento
habremos completado un ciclo de entrenamiento o epoch.
Un caso particular de gradiente descendente por minilotes se tiene al utilizar minilotes
con un tamaño de lote unidad. En este caso cada ejemplo de entrenamiento constituye
un minilote. Esta configuración se denomina gradiente descendente estocástico (SGD).
La evolución de la función de coste durante el proceso de entrenamiento en una confi-
guración clásica (batch) suele ser monotónicamente descendente. Al utilizar minilotes,
esta evolución se vuelve más ruidosa. Con SGD, la evolución del gradiente suele ir en
dirección al mı́nimo global, pero en determinadas iteraciones puede diverger. Por lo que
la evolución temporal de la función de pérdida puede ser rápida pero extremadamente
ruidosa.
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3.4. Plataformas de aprendizaje profundo
Aunque la implementación de redes neuronales puede realizarse desde cero por ejemplo
con Python [55] y NumPy [56], lo habitual es trabajar con algún entorno de desarrollo
que proporcione cierto grado de abstracción sobre los detalles de las redes con las que
se trabaja.
En los últimos años, han aparecido distintos entornos de desarrollo con aprendizaje pro-
fundo como TensorFlow [57], Torch [58], Caffe [59] o Keras [60]. Estos entornos facilitan
el desarrollo rápido de soluciones basadas en las tecnoloǵıas de aprendizaje profundo.
Permiten utilizar las capacidades de cálculo paralelo ofrecidas por las modernas GPUs,
para realizar el ajuste de los modelos de red en tiempos reducidos. Además, no requieren
un conocimiento expĺıcito de lenguajes para programación paralela tipo CUDA [61] u
OpenCL [62]. Gracias a su diseño multiplataforma, permiten entrenar las redes en en-
tornos con muchos recursos (GPU, memoria, disco). Y una vez ajustadas, y desplegar
las redes entrenadas en entornos con menos recursos, como podŕıan ser teléfonos móviles
u ordenadores monoplaca (SBC, Single Board Computer).
La Tabla 3.1 muestra algunas de las caracteŕısticas de las plataformas más extendidas.
Aunque, algunas de ellas son paquetes que requieren la instalación previa de otras pla-
taformas base, como en el caso de Keras que requiere TensorFlow u otra plataforma que
proporcione operaciones de tensores a bajo nivel.
Tabla 3.1: Caracteristicas de algunas de las plataformas de aprendizaje profundo más
extendidas.
Nombre Lenguajes Fundado por Licencia
Caffe C++,Python,Cuda Berkeley AI Research BSD 2
PyTorch/Caffe2 C++,Python,Cuda Idiap Research Institute BSD modificada
TensorFlow C++,Python Google Apache 2.0
Keras Python François Chollet MIT
Theano Python,Cuda Universidad de Montreal BSD 2
Apache MXNet C++,Python,Cuda Fundación Apache Apache 2.0
La gran variedad de entornos disponibles genera dudas a la hora de escoger uno de
ellos con cierta seguridad de uso a medio plazo. Suele haber una gran comunidad de
desarrolladores detrás de cada uno de ellos y hasta con el soporte de grandes grupos
empresariales. Esta efervescencia en el desarrollo provoca muchos cambios en el código
e incompatibilidades en cada actualización y, en ocasiones, hasta en los archivos de
configuración lo que en ocasiones genera más de un problema.
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Además, a pesar de que existen herramientas de adaptación entre los formatos de confi-
guración y datos utilizados por distintos entornos, en muchas ocasiones la compatibilidad
no es perfecta. De esta forma, la elección de uno de ellos en un proyecto suele suponer
una ligadura a largo plazo.
3.5. Redes neuronales convolucionales
Las arquitecturas clásicas de redes neuronales presentaban un comportamiento ineficien-
te en tareas de visión por computador. Una imagen en color supone una entrada muy
grande para una red neuronal en términos de vector de entrada. En una red clásica
completamente conectada el número de conexiones y parámetros asociados seŕıa enorme
para lograr un ajuste eficiente.
En Machine Learning, una red neuronal convolucional (CNN o ConvNet) es un tipo de
red neuronal artificial en el que las interconexiones entre las neuronas se inspiran en la
estructura del cortex visual animal [63]. Las neuronas corticales responden a los est́ımulos
de una zona limitada denominada campo receptivo. Los distintos campos receptivos se
solapan parcialmente hasta completar el campo visual.
Las neuronas del cortex visual actúan como filtros locales sobre el campo de entrada.
Se han identificado células simples que responden a determinados patrones de borde y,
otras complejas, con mayor campo receptivo que presentan invariancia en su respuesta
a la posición exacta del patrón. La respuesta de una neurona cortical a un est́ımulo en
su campo receptivo puede aproximarse matemáticamente por una operación de convo-
lución. Las CNN son variantes de perceptrón multicapa bioinspiradas y con aprendizaje
supervisado.
Puede considerarse que las actuales CNN están basadas en las ideas del Neocognitron de
Kunihiko Fukushima [64] presentado en 1980. Tras casi dos décadas, en 1998 Yan LeCun
et al. [44] introdujeron el ajuste de su modelo convolucional con backpropagation. Y más
de una década después, en 2012, se produjo la explosión de los modelos convolucionales
gracias al trabajo de Alex Krizhevsky et al. [65] y su modelo AlexNet, que fue el primero
en utilizar GPUs para el entrenamiento de las redes convolucionales con resultados
sobresalientes. Una CNN actual contiene varias capas ocultas especializadas y con una
jerarqúıa definida, de forma que las primeras capas pueden detectar ĺıneas o curvas y
se van especializando hasta que las capas profundas son capaces de reconocer formas o
conceptos complejos.
Los elementos habituales de una CNN actual incluyen capas convolucionales, capas u
operaciones de agrupamiento (pooling), no linealidades (ReLU), capas completamente




















Figura 3.5: Estructura t́ıpica de una red neuronal convolucional.
conectadas (FC) y funciones de pérdida (loos). La Figura 3.5 muestra la arquitectura
t́ıpica de una red neuronal convolucional.
3.5.1. Funciones de activación
La función de activación más utilizada en las ConvNets es la conocida como ReLu
(Rectifier Linear Unit) que se define como la parte positiva de su argumento tal y como
expresa la Ecuación 3.8, siendo x la entrada a una neurona.
ReLu(x) = max(0, x) (3.8)
En 2011 se demostró que esta función permite realizar un entrenamiento más eficiente
de las redes neuronales profundas que las funciones de activación más utilizadas hasta
entonces [66] como la función loǵıstica o la tangente hiperbólica. Presentando entre
sus ventajas un bajo coste de implementación computacional, mejor propagación del
gradiente e invariancia a la escala ya que max(0, ax) = a · max(0, x) para cualquier
a ≥ 0. Y entre sus inconvenientes, esta función no es diferenciable en cero, no está
centrada entorno a cero y no tiene una excursión limitada en Y.
3.5.2. Capas completamente conectadas y SoftMax
Las capas FC suelen aparecer en las etapas finales de una red convolucional utilizando las
caracteŕısticas generadas previamente por capas convolucionales. La Figura 3.7a presenta
la estructura habitual de una capa tipo FC y pone de manifiesto uno de los hándicaps
más importantes de este tipo de capas, el elevado número de parámetros que deben
ajustarse wi y bi mediante el algoritmo de entrenamiento. En particular una capa de n
neuronas con un vector de entrada de m variables requeriŕıa el ajuste de [(m + 1) · n]
parámetros.
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Figura 3.6: Comparativa del comportamiento de una función de activación tipo ReLu
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Figura 3.7: Estructura de una capa completamente conectada (a). Interconexión de
una capa FC con una capa SoftMax para la determinación de las probabilidades de
pertenencia a las categoŕıas contempladas (b).
Una de las ubicaciones habituales de las capas FC es como entrada de la capa de salida.
En clasificación, la capa de salida utiliza habitualmente como función de activación
la función loǵıstica (Ecuación 3.1) para clasificación binaria, y SoftMax [67, p. 393]
para clasificación multi-clase. Las capas ocultas, tradicionalmente usaban la función
sigmoide, pero hoy en d́ıa, como ya se ha mencionado, es más habitual el uso de la
función ReLU (Ecuación 3.8). Por tanto, una capa de salida tipo SoftMax utiliza una
función de activación SoftMax o función exponencial normalizada, para proporcionar
una probabilidad de pertenencia en el rango [0,1] a una de las categoŕıas de clasificación
contempladas.
La entrada z a la función de activación SoftMax se genera como en una unidad loǵıstica a
partir de un conjunto de pesos wi y sesgos bi como expresa la Ecuación 3.9. Y a partir de
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este valor se determina la activación de cada una de las salidas σ(zi) de la red neuronal
según la expresión de la Ecuación 3.10.






De esta forma, una salida [0.1 0.8 0.1 0.0] para la capa de salida de la Figura 3.7b nos
indicaŕıa un 80 % probabilidad de pertenencia a la clase 1, un 10 % a las clases 0 y 2 y
nula probabilidad de pertenencia a la clase 3.
3.5.3. Capas convolucionales
La capa convolucional es el bloque fundamental de una CNN, contiene un conjunto de
filtros, o kernels, ajustables con pequeño campo receptivo. Una convolución1 en ML
realiza la operación producto escalar del filtro sobre el campo receptivo, es decir cada
elemento de la matriz de salida es la suma de los productos, elemento a elemento, de las
matrices de entrada y filtro. La Figura 3.8 muestra en las zonas resaltadas por un borde
azul la obtención del primer elemento de la matriz de salida. A continuación, el filtro
se desplaza sobre la imagen para obtener el resto de los valores de la matriz de salida.
Habitualmente se utilizan filtros con tamaño de lado impar.
0.00 0.00 0.60 0.60 0.00 0.00
0.00 0.60 0.00 0.00 0.60 0.00
0.00 0.60 0.60 0.60 0.60 0.00
0.00 0.60 0.00 0.00 0.60 0.00
0.00 0.60 0.00 0.00 0.60 0.00
0.00 0.00 0.00 0.00 0.00 0.00






= 0.0 ·1.0+0.0 ·0.0+0.6 ·−1.0+ . . . =
−1.2 0.6 −1.2 1.2
−1.2 1.2 −1.2 1.2
−0.6 1.8 −1.8 0.6
0.0 1.8 −1.8 0.0
Salida: Convolución válida
Figura 3.8: Convolución válida del canal de color rojo de una imagen de tamaño 6x6
con un filtro de tamaño 3x3.
Algebráicamente, la Ecuación 3.11 refleja la operación convolución G, según se entiende
en ML, para cada elemento de salida g(i, j). Siendo H un canal de la imagen y f la
extensión del filtro F .
1Aunque se utiliza la denominación convolución en realidad se realiza una correlación cruzada o
covarianza.
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H[u, v]F [i+ u, j + v] (3.11)
Durante el proceso de aprendizaje de una capa convolucional, la red ajusta filtros que
se activan al detectar caracteŕısticas espećıficas en una posición de la entrada. En este
caso, el filtro únicamente tiene 9 parámetros que ajustar.
3.5.3.1. Relleno
El proceso de desplazamiento del filtro sobre la imagen descrito, hace que los valores
de los ṕıxeles de los bordes se tengan en cuenta en la convolución un menor número de
veces de lo que se tienen en cuenta los pixeles centrales. Esto haŕıa que la información de
los bordes contribuyese menos en una red convolucional. Para preservar la información
de los bordes de la imagen, se definen algunas variantes [54] de convolución con relleno
que se recogen en la Tabla 3.2. En las convoluciones con relleno, se añaden p pixeles
en el borde de la imagen de entrada, que habitualmente tienen valor cero, para poder
extender el recorrido del filtro. Por tanto, la convolución mostrada en la Figura 3.8 es
de tipo válida donde el filtro se desplaza de pixel a pixel. Dado que el tamaño del filtro
es f = 3 y la imagen es de tamaño n = 6, el tamaño de la matriz de salida en estas
condiciones será (n− f + 1)× (n− f + 1) = 4× 4.
Tabla 3.2: Variantes de la convolución con relleno para una imagen de lado n y un
tamaño de filtro f .
Variante Descripción Tamaño de salida
Válida No se añade relleno, el filtro se desplaza únicamente
los ṕıxeles de la imagen.
(n− f + 1)× (n− f + 1)
Igual Se añade un relleno a cero hasta conseguir que la
salida tenga el mismo tamaño que la imagen.
n× n
Completa Se añade un relleno a cero en los bordes de la imagen
para que cada pixel se visite k veces en cada dirección.
(n+ f − 1)× (n+ f − 1)
3.5.3.2. Stridded Convolutions
Además existe un grado de libertad adicional a la hora de desplazar el filtro sobre la
entrada. Si en vez de desplazar el filtro pixel a pixel en ambas direcciones se desplaza en
más de un pixel realizando un submuestreo sobre la entrada con un tamaño de paso s
mayor a uno, se habla de Stridded Convolutions. Obviamente, en este caso el tamaño de
la matriz de salida será menor al de la convolución equivalente sin salto. De esta forma,
utilizando la nomenclatura utilizada hasta ahora, el tamaño de la matriz de salida de
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una operación de convolución genérica G vendrá dado por la Ecuación 3.12. Donde n es
lado de la imagen, p es el número de ṕıxeles de relleno, f es el tamaño del filtro, s es el
tamaño de paso para desplazar el filtro y el operador bxc denota la parte entera de x.
size(G) = bn+ 2p− f
s
+ 1c × bn+ 2p− f
s
+ 1c (3.12)
3.5.3.3. Convolución sobre volúmenes
Dado que la entrada a una red neuronal convolucional suele ser una imagen en color,
debemos extender la definición de la convolución 2D a una implementación para las 3
matrices que almacenan los canales de color de una imagen.
En una convolución sobre imágenes RGB que contiene 3 canales de color, se definen
tres filtros uno para cada canal de color. Cada filtro se aplica sobre un plano de color
realizando la multiplicación elemento a elemento y sumando sus resultados, pero en este
caso no se obtienen 3 matrices de salida sino una única matriz en la que cada elemento se
obtiene al sumar las contribuciones de los tres filtros. La Figura 3.9 muestra gráficamente
la aplicación de una convolución sobre una imagen RGB de tamaño 6× 6 con un filtro
3 × 3 × 3 con el que se obtiene un mapa de activación 4 × 4. En este caso, el filtro









Figura 3.9: Convolución válida de una imagen RGB con un filtro de tamaño 3× 3× 3
y tamaño de paso 1.
Una capa convolucional no usa un único filtro sino que define varios filtros que se ajus-
tarán para detectar distintas caracteŕısticas y que por tanto generarán varias salidas de
convolución. A cada uno de estos mapas se les añade un sesgo (bias), que también se
ajustará en el proceso de aprendizaje. Y por último, se aplicará una no linealidad de ba-
jo coste computacional (ReLu habitualmente) para determinar la activación. Apilando
las salidas anteriores de todos los filtros contemplados, generamos la salida de la capa
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Entrada: Imagen RGB






















4 × 4 × 2
Figura 3.10: Ejemplo de capa convolucional con dos filtros, adición de sesgo y no linea-
lidad. La salida muestra de forma agrupada los dos mapas de activación obtenidos.
convolucional como muestra la Figura 3.10. En este caso, al contener la capa únicamente
dos filtros, la profundidad de la salida de la capa es únicamente dos. Es habitual indicar
el número de canales que proporciona una capa convolucional como tercer parámetro
por analoǵıa con el número de canales de una imagen.
Una de las caracteŕısticas de las capas convolucionales es el reducido número de paráme-
tros ajustables en comparación con las capas completamente conectadas. Un detector
de caracteŕısticas que es útil en una parte de la imagen (como un detector de bordes ho-
rizontales) debe ser igual de válido en otra parte de la imagen. Teniendo en cuenta esta
idea, no es necesario ajustar filtros distintos para distintas zonas de la imagen. Si com-
paramos el número de parámetros a ajustar en una primera capa FC frente a una capa
convolucional observaremos que las capas convolucionales requieren menos parámetros
ajustables. Cada filtro 3× 3 requiere ajustar 27 parámetros más el bias, por lo que una
capa más realista que la del ejemplo con diez filtros, únicamente requeriŕıa ajustar 280
parámetros para generar 160 activaciones. Una capa FC desde la imagen RGB requeriŕıa
ajustar 17280 parámetros.
Otra de las caracteŕısticas de las ConvNets es su capacidad de invariancia a la traslación,
es decir que un perro desplazado unos cuántos pixeles debe seguir siendo detectado como
un perro. La propia estructura de la red, filtros que cubren la imagen de entrada, hace
que el perro desplazado proporcione un conjunto de caracteŕısticas muy semejante, por
lo que la etiqueta final debeŕıa ser la misma.
Además, desde el punto de vista del paralelizaje del cómputo, cada elemento de salida de
una capa convolucional depende de un pequeño número de entradas. Este hecho facilita
el fragmentado de operaciones en CPUs multicore o GPUs.
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3.5.4. Capas de agrupamiento
Las ConvNets usan también capas de agrupamiento (pooling) que permiten realizar un
submuestreo reduciendo el tamaño de la representación. Con esta operación se logra
acelerar el procesamiento y además, se hace que las caracteŕısticas generadas sean más
robustas. Existen varios tipos de agrupamiento, pero uno de los más utilizados es el
agrupamiento a máximo (Max pooling). En este algoritmo cada una de las regiones
se representa a partir del valor máximo contenido en la región. El tamaño de filtro
determina la región a muestrear y la ventana de selección se desplaza sobre la entrada
en función del tamaño de paso definido. El caso representado en la Figura 3.11 representa
una operación Max pooling con tamaño de filtro dos y tamaño de paso 2.
1 3 2 1
2 9 1 1
1 3 2 3














Figura 3.11: Aplicación de un agrupamiento a máximo con un filtro de tamaño 2× 2 y
paso 2 (Salida F1), y un filtro de tamaño 2× 2 y paso 1 (Salida F2).
Existe un segundo tipo de agrupamiento que representa el área seleccionada por el filtro
a partir de su valor medio. Este tipo de agrupamiento se denomina Average pooling.
Una capa de agrupamiento no tiene parámetros que deban ajustarse en la etapa de
entrenamiento. Se elige en la fase de diseño el tipo de agrupamiento, el tamaño del filtro
y el tamaño de paso. No es muy habitual añadir relleno en este tipo de capas.
3.5.5. De las primeras redes convolucionales a las redes modernas
Las CNN han tenido una evolución muy lenta hasta llegar a su nivel de utilización
actual. Desde el Neocognitron de 1980, pasando por LeNet-5 en 1998, hasta el cambio
que supuso el modelo AlexNet en 2012, ha habido grandes periodos en los que las CNN
no han generado demasiado interés. En esta sección describimos las caracteŕısticas de los
modelos neuronales que han dado lugar a las redes residuales profundas que utilizamos
como base de nuestro sistema de detección.
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3.5.5.1. LeNet-5
En 1998 Yann LeCun et al. [44] propusieron una arquitectura de red neuronal para reco-
nocimiento de caracteres tipográficos y manuscritos en escala de grises, que denominaron
LeNet-5 cuya arquitectura original se muestra en la Figura 3.12.
Este modelo usa elementos que hoy en d́ıa no se usan en las ConvNet pero supone un
primer modelo de las estructuras que se usan hoy en d́ıa. Por ejemplo, usa la función tan-
gente hiperbólica como función de activación, además realiza agrupamientos promedio
en vez de máximos y la capa de agrupamiento tiene también una función de activación.
Por otro lado, tiene un número de parámetros ajustables en torno a 60000, muy inferior
al que podemos encontrar hoy en d́ıa en el rango de 10 a 100 millones de parámetros.
Figura 3.12: Imagen original de la arquitectura LeNet-5.
La arquitectura consta de dos capas convolucionales, cada una de ellas con su corres-
pondiente capa de agrupamiento promedio (subsampling), seguidas de una capa de apla-
namiento convolucional que aplana los mapas de caracteŕısticas desenrollando sus com-
ponentes para utilizarlos como entrada a una capa FC. La salida aplanada se usa como
entrada a un bloque de dos capas FC y un clasificador softmax.
3.5.5.2. El modelo AlexNet
El modelo AlexNet [65] logró el éxito al ganar la competición ImageNet Large Scale
Visual Recognition. Alcanzó un error top-52 del 15.3 %, un 10.9 % inferior al del segundo
mejor clasificado (26.2 %). AlexNet fue la primera red convolucional que usó una GPU
para mejorar su rendimiento.
El resultado principal del trabajo fue que la profundidad del modelo era un punto clave
para lograr su elevado rendimiento. Sin embargo, era computacionalmente muy costoso
para el hardware de la época, pero fue posible gracias al reparto de la carga sobre dos
2Error top-5: Posibilidad de no encontrar la etiqueta correcta para una imagen dada entre las cinco
mejores predicciones generadas por la red.
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Figura 3.13: Estructura original de la red AlexNet que muestra la distribución de la
carga entre las dos GPUs utilizadas.
GPUs durante el entrenamiento. La Figura 3.13 muestra la arquitectura de esta red según
se publicó originalmente. En el gráfico se puede observar la distribución de recursos entre
las dos GPUs y los requerimientos de interconexión entre las GPUs en determinados
niveles de profundidad de la red. La arquitectura presenta 5 capas convolucionales,
3 capas de agrupamiento máximo, 2 capas de normalización, 2 capas completamente
conectadas y una capa softmax.
Sin el requisito de reparto de la red entre dos GPUs, el modelo es similar a la estructura
LeNet-5 ya descrita, pero mucho mayor. Además, AlexNet usa ReLu como función de
activación y capas de agrupamiento máximo. Como elemento diferencial, utilizaba un
conjunto de datos incomparablemente mayor: ImageNet [36].
Para minimizar el sobreajuste de la red usaron técnicas de aumento de datos para el
conjunto de entrenamiento, y la técnica de regularización conocida como Dropout [68]. El
aumento de datos se realizó reflejando la imagen original (mirroring) o extrayendo cortes
aleatorios de menor tamaño. En la técnica de Dropout, una neurona se elimina de la red
con una probabilidad del 50 %. Al eliminar la neurona, no contribuye en la propagación
directa ni en la retropropagación. Aśı, cada muestra de entrenamiento atraviesa una
red distinta, con lo que se ajustan los pesos de forma más robusta respecto de todas las
muestras. Gracias al gran conjunto de datos disponible, sus aproximadamente 60 millones
de parámetros ajustables pod́ıan entrenarse para obtener el sorprendente rendimiento
reportado en el ILSVRC2012.
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3.5.5.3. El modelo VGG
Otro modelo de red destacable es el VGG [69], desarrollado por Karen Simonyan y
Andrew Zisserman. Trataron implementar un modelo sencillo, con el objetivo de reducir
el número de hiperparámetros.
Una red VGG utiliza convoluciones de tipo igual, por lo que preserva el tamaño del mapa
de activación. Todos los filtros que utiliza son de tamaño 3 × 3 y paso 1. Las capas de
agrupamiento usan filtros de tamaño 2× 2 y paso 2, lo que reduce a la mitad el tamaño
de los mapas de caracteŕısticas al aumentar la profundidad de la red.
En las primeras capas de la red se apilan dos capas convolucionales (x2 en la Figura 3.14),
antes de aplicar una capa de agrupamiento máximo. En las capas más profundas, este
apilamiento es triple (x3). Podemos observar que al aumentar la profundidad se reduce



























































































































Figura 3.14: Estructura de capas de una red VGG-16.
Las redes estudiadas en el trabajo presentan de 11 a 19 capas. El rango de hiperparáme-
tros entrenables va desde los 133 hasta los 144 millones. Este modelo estableció la idea
de reducir el tamaño del mapa de activación a la mitad y duplicar el número de filtros
tras cada submuestreo. De entre todas las variantes descritas en [69], el modelo VGG-16
en su variante D es quizá el más utilizado en trabajos posteriores, con un total de 138
millones de hiperparámetros.
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3.5.6. Redes residuales profundas
Las redes neuronales muy profundas son dif́ıciles de entrenar debido a dos tipos de
fenómenos, el desvanecimiento del gradiente (vanishing gradient problem) y los gradien-
tes explosivos (exploding gradients) [70, 71]. Un modelo que sufre desvanecimiento de
gradientes, aprende muy despacio durante la fase de entrenamiento y el error se estanca
en un valor elevado. En caso de aparecer gradientes explosivos, el modelo no aprende el
conjunto de entrenamiento, presenta valores de error muy elevados, o grandes cambios
en el error en cada actualización de parámetros.
Las redes residuales profundas (ResNets) definidas en [72], tratan de evitar estos dos
efectos a partir de una nueva estructura de conexionado denominada bloque residual, que
se muestra en la Figura 3.15. Esta estructura introduce una conexión que permite mezclar
las activaciones de entrada a un bloque convolucional apilado, con el resultado del bloque
convolucional (F(X)), justo antes de aplicar la no linealidad (ReLu). Las conexiones de
salto se denominan shortcut connections o skipping connections y no añaden parámetros
entrenables adicionales a la red, por lo que el conjunto sigue pudiéndose entrenar de


































Figura 3.15: (a) Estructura de un bloque residual con el que se construyen las redes tipo
ResNet. Aparece resaltada en rojo la conexión que conecta las activaciones de entrada
con las de salida de las capas apiladas, justo antes de la no linealidad.
La conexión G(X) denota habitualmente la operación identidad. En determinadas oca-
siones, cuando se ha producido un submuestreo, es necesario variar el tamaño del vector
de entrada a sumar antes de aplicar la no linealidad. La salida de un bloque residual se
puede expresar como indica la Ecuación 3.13. Donde, X e Y representan los vectores
de entrada y salida de las capas consideradas. La función F(X,Wi) representa el mapeo
residual que debe entrenarse. Y la matriz Ws permite obtener una proyección lineal del
vector X, para igualar las dimensiones del vector antes de realizar la suma elemento a
elemento. La función residual F suele incluir dos o tres capas convolucionales de igual o
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distintas caracteŕısticas como muestran las Figuras 3.15b y 3.15c. El número de capas
más adecuado se determina de forma emṕırica.
Y = F(X,Wi) +WsX (3.13)
Una red residual se construye apilando múltiples bloques residuales hasta conseguir
la profundidad deseada como muestra la Figura 3.16b. Esta figura permite identificar
como se construye una red residual a partir de una red convolucional estándar. Podemos
apreciar la existencia de conexiones de salto, como las definidas en la Figura 3.15. Las
conexiones que implementan la operación identidad están identificadas en rojo. Las
conexiones dibujadas en azul, se encargan de hacer compatible el tamaño del mapa
de activación de entrada, con el nuevo tamaño de mapa y número de filtros tras una
operación de agrupamiento.










































































































































































































































































Figura 3.16: Comparación de la estructura de una red convolucional estándar de 14
capas apiladas (a), frente a una red convolucional residual de 14 capas. En (b) se puede
observar las conexiones de salto.
Las capas convolucionales utilizadas se inspiran en la filosof́ıa de las redes VGG descritas
en la Sección 3.5.5.3. Utilizan filtros 3× 3 y dos reglas de diseño básico: para un mismo
tamaño del mapa de caracteŕısticas las capas tienen el mismo número de filtros; y al
reducir el mapa de activaciones a la mitad, el número de filtros se duplica. El submuestreo
se realiza usando un tamaño de paso 2 en la primara capa del bloque residual. La red
finaliza con una capa de agrupamiento promedio y una capa FC de 1000 unidades con
algoritmo SoftMax.
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3.5.6.1. ResNet50 y ResNet101
La Tabla 3.3 muestra las caracteŕısticas de construcción de varias redes ResNet de interés.
Las redes ResNet50 y ResNet101 utilizan bloques residuales compuestos por tres capas
convolucionales con filtros de distinto tamaño, que se repiten un número variable de
veces hasta alcanzar la capa FC. El coste computacional (FLOPs3) de una ResNet50
respecto de una ResNet34 es pequeño, gracias al menor tamaño de los filtros empleados
en los bloques residuales.
Tabla 3.3: Caracteristicas de los bloques de construcción de algunas redes ResNet de
interés para este trabajo.
Capa Tamaño
de salida
34 capas 50 capas 101 capas
conv1 112× 112 7× 7, 64, paso 2

































































fc 1× 1 agrupación promedio, 1000-uds., SoftMax
FLOPs 3.6× 109 3.8× 109 7.6× 109
La Tabla 3.4 compara el rendimiento de una VGG-19, con modelos no compuestos
de ResNet, sobre el conjunto de validación de ImageNet. Como puede observarse, las
arquitecturas ResNet preservan la reducción de la tasa de error top-1 y top-5 al aumentar
la profundidad de las redes, incluso en un modelo tan profundo como el ResNet-152. La
mejora obtenida por el modelo ResNet-50 frente al modelo VGG [69] supera los 3.5
puntos porcentuales en la tasa de error top-1.
3Operaciones de coma flotante (floating point operations)
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Tabla 3.4: Comparativa de las tasas de error porcentuales de varios modelos residuales
frente al modelo VGG sobre el conjunto de de validación del dataset ImageNet.





3.5.7. Transferencia de aprendizaje
La transferencia de aprendizaje o transfer learning (TL), se basa en la reutilización del
conocimiento adquirido al resolver un problema, aplicándolo a un problema distinto,
pero relacionado [73].
En muchas aplicaciones, como en nuestro caso, es muy dif́ıcil construir grandes conjuntos
de datos bien etiquetados. El coste de adquisición de los datos y el coste de anotación,
limitan las posibilidades de desarrollo de grandes conjuntos. La transferencia de apren-
dizaje es una posible solución al problema de insuficiencia de datos en el conjunto de
entrenamiento.
Las modernas redes neuronales profundas, tienden a aprender en las primeras capas
caracteŕısticas que recuerdan a filtros de Gabor o manchas de color [10]. Este fenómeno
no solo ocurre con distintos conjuntos de entrenamiento, sino también al cambiar el
objetivo de aprendizaje. También se sabe que las caracteŕısticas que aprende la última
capa, están fuertemente ligadas al conjunto de datos modelado y la tarea a ejecutar. Una
red entrenada sobre un conjunto de imágenes masivo habrá aprendido caracteŕısticas de
bajo y alto nivel. Este aprendizaje se traduce en el ajuste de filtros, que pueden llegar a
ser útiles en una tarea distinta. En nuestro caso, reutilizaŕıamos el conocimiento alma-
cenado en una red entrenada para clasificar de imágenes macroscópicas, para localizar
y clasificar granos de polen.
3.6. Detección de objetos con CNN
Para realizar la detección de un objeto, necesitamos conocer la clase del objeto y también
la posición y tamaño del BBox que lo contiene. Como un objeto puede estar localizado
en cualquier posisción y escala en la imagen, es natural buscarlo en todas las zonas de la
imagen [74, 75]. En el enfoque clásico, para cada imagen, se utiliza una ventana deslizante
para buscar en cada posición dentro de una imagen como muestra la Figura 3.17. Sin
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(a) (b)
Figura 3.17: Ilustración del funcionamiento del método de la ventana deslizante (a) y
su extensión al uso de ventanas con con distintas relaciones de aspecto y escalas (b).
embargo, los objetos pueden tener relaciones de aspecto distintas a un simple cuadrado.
Además, el tamaño en la imagen dependerá del tamaño del objeto y de la distancia a
la cámara. El proceso de análisis de una imagen será extremadamente lento, si usamos
una red profunda para clasificar la imagen encerrada por la ventana, en cada posición y
distintas escalas.
Las redes neuronales convolucionales profundas han mejorado de forma significativa la
clasificación de imágenes y la precisión en la detección de objetos. La detección de objetos
es una tarea mucho más compleja que la clasificación de imagen y requiere métodos más
complejos para llevarla a cabo. Hasta la llegada del modelo Fast R-CNN, la mayor parte
de los enfoques en detección se basaban en el entrenamiento de modelos multietapa con
un funcionamiento bastante lento.
3.6.1. El algoritmo Selective Search
Selective Search (SS) [76] es un algoritmo de propuesta de regiones. Se diseñó para
ser rápido y con muy alta sensibilidad (recall). Se basa en la agrupación jerárquica
de regiones similares, basándose en parámetros como compatibilidad de color, textura,
tamaño y forma, para realizar una segmentación independiente del tipo de objeto. La
Figura 3.184 muestra la idea global de agrupamiento jerárquico del algoritmo, y un
posible resultado simplificado en cuanto al número de BBoxes generado.
Como semilla inicial, SS utiliza los oversegments del algoritmo de Felzenszwalb y Hut-
tenlocher [77]. A partir de los oversegments se realiza una operación iterativa según
los pasos descritos en el Algoritmo 1, hasta obtener un listado de BBoxes (L) con las
posiciones hipotéticas de los objetos presentes en la imagen.
4Imagen de: https://www.koen.me/research/selectivesearch/
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Figura 3.18: Ejemplo de propuesta de regiones mediante el algoritmo Selective Search.
Algoritmo 1: Algoritmo Selective Search
Data: Imagen en color
Result: Listado de BBoxes con posibles posiciones L
Obtiene regiones iniciales R = [r1, . . . , rn]
Inicializa el conjunto de similitudes S = ∅
foreach Par de regiones vecinas do
Calcula similitud s(ri, rj)
S = S ∪ s(ri, rj)
end
while S 6= ∅ do
Obtén la mayor similitud s(ri, rj) = max(S)
Fusiona las regiones i y j en rt = ri ∪ rj
Elimina similitudes de la región i del conjunto S: S = S \ s(ri, r?)
Elimina similitudes de la región j del conjunto S: S = S \ s(ri, r?)
Calcula el conjunto de similitudes St de la región fusionada rt y sus vecinas
S = S ∪ St
R = R ∪ rt
end
Extrae BBoxes L para todas las regiones de R
En cada iteración, se generan segmentos de mayor tamaño y se añaden a la lista de
propuesta de regiones. Por tanto, se generan nuevas propuestas de región a partir de
regiones más pequeñas en un procedimiento de abajo a arriba.
Para el concepto de similitud entre dos regiones utiliza cuatro métricas basadas en color,
textura, tamaño y compatibilidad de forma. Todas las métricas proporcionan valores en
el rango [0,1] para facilitar su combinación. Además, todas deben poder propagarse en
la jerarqúıa, para poder calcular las caracteŕısticas de una región fusionada a partir de
las regiones padre, sin acceder a los ṕıxeles de la imagen.
Para obtener la similitud de color se calcula un histograma de color con 25 intervalos
para cada canal de la imagen. A continuación, se concatenan los histogramas de todos
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los canales para obtener un descriptor de color de 75 caracteŕısticas. De esta forma, la
similitud de color de dos regiones se calcula como la intersección de los dos histogramas
como muestra la Ecuación 3.14, donde cki es el valor del histograma para el intervalo







Para la similitud de textura, las caracteŕısticas se calculan a partir de las derivadas
Gausianas en 8 orientaciones para cada canal de color. Para cada orientación y color, se
calcula un histograma de 10 intervalos, lo que genera un vector de 240 caracteŕısticas. De
esta forma, la similitud de textura entre dos regiones se calcula como la intersección entre
los dos histogramas como muestra la Ecuación 3.15, donde tki es el valor del histograma







La similitud de tamaño fomenta la fusión temprana de las regiones más pequeñas. Esto
asegura que se formen propuestas de región en todas las escalas para todas las partes
de la imagen. Si esta métrica no se usase, una región iŕıa creciendo de escala a escala,
y las propuestas en varias escalas sólo apareceŕıan en esa localización. La similitud de
tamaño se define como indica la Ecuación 3.16.




Por último, la compatibilidad de forma mide como encajan entre si dos regiones. Si
una región encaja en otra querremos fusionarlas para eliminar huecos, si ni siquiera
se tocan no debeŕıan fusionarse. La compatibilidad de forma se define como indica la
Ecuación 3.17, donde size(BBij) es el BBox que engloba a ri y rj .




La similitud final entre dos regiones, se define como una combinación lineal de las cuatro
métricas de similitud, como expresa la Ecuación 3.18. Donde ri y rj son dos regiones
o segmentos de la imagen semilla, y ai ∈ [0, 1] indica si se usa o no cada métrica de
similitud.
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s(ri, rj) = a1scolor(ri, rj) + a2stextura(ri, rj) + a3ssize(ri, rj) + a4sforma(ri, rj) (3.18)
Para obtener un listado ordenado de las hipótesis de objeto, se añaden en el orden
en el que han sido generadas en cada estrategia de agrupación. Dado que se usan 80
estrategias de agrupamiento distintas, se sobrepuntuaŕıan las regiones grandes. Para
evitar esta sobrepuntuación se introduce una aleatorización asociada al nivel jerárquico
en el que se genera cada región. Además, se realiza un filtrado de BBoxes duplicadas.
La Figura 3.19 muestra el resultado del algoritmo en su variante rápida sobre algunas
imágenes limitando el número de propuestas a un máximo de 100.
(a) (b) (c)
Figura 3.19: Ejemplo de BBoxes de salida del algoritmo de propuesta de regiones Se-
lective Search limitado a únicamente 100 propuestas para facilitar la visualización.
3.6.2. El modelo R-CNN
La detección de objetos con R-CNN [11] requiere varios módulos que pueden observarse
en la Figura 3.20. El primero genera propuestas de regiones no ligadas a una categoŕıa.
Estas propuestas definen el conjunto de detecciones disponibles para el detector. El se-
gundo módulo, es una red neuronal convolucional que extrae un vector de caracteŕısticas
de tamaño fijo de cada región. El tercer módulo es un conjunto de SVM lineales ajusta-
dos para cada clase que se utiliza para obtener la puntuación de cada propuesta. Y por
último, cada propuesta de BBox se refina mediante regresión.
El modelo R-CNN no está limitado a un algoritmo fijo de propuesta de regiones, en la
implementación original se utilizó Selective Search [76] para facilitar la comparación con
otros trabajos previos. Respecto de la extracción de caracteŕısticas, se utiliza un vector
de 4096 caracteŕısticas de cada propuesta de región usando una red tipo AlexNet [65]. Las

















Figura 3.20: Esquema de funcionamiento del modelo R-CNN. (a) Imagen de entrada.
(b) Extracción de propuestas de región con un algoritmo adecuado (∼ 2000). (c) Cálculo
de caracteŕısticas profundas para todas las regiones escaladas a un mismo tamaño.
(d) Clasificación de cada región.
caracteŕısticas se obtienen propagando a través de la red de cinco capas convolucionales
y dos capas completamente conectadas, una imagen RGB de 227x227 a la que se le ha
restado la media.
Dado que la red requiere imágenes de tamaño fijo, se escogió escalar las regiones de
entrada al tamaño requerido por la red añadiendo 16 ṕıxeles de contexto respecto del
BBox de certeza disponible. Obviamente, este escalado fijo e independiente del tamaño
o relación de aspecto de la región original deformará la imagen a clasificar.
En modo detección, la red extrae 2000 regiones mediante el algoritmo Selective Search en
modo fast. Se deforma cada propuesta y se propaga sobre la CNN para obtener el vector
de caracteŕısticas de cada propuesta. Después, se puntúa cada vector de caracteŕısticas
usando el conjunto de SVMs ajustado para cada clase. Con todas las las regiones pun-
tuadas en una imagen se aplica un algoritmo de supresión de no máximos (NMS) básico
y de forma separada para cada clase. Un algoritmo NMS descarta toda región que tenga
un solapamiento superior a un umbral establecido con otra región de mayor puntuación.
Los aspectos que destacan en el modelo R-CNN respecto del estado del arte de la tec-
noloǵıa del año 2014, son la reutilización de la salida de la CNN para todas las clases y
el reducido tamaño del vector de caracteŕısticas que genera la CNN, significativamente
menor que el requerido por otras propuestas de ese momento. De esta forma, los únicos
cálculos que deben ser realizados para cada clase son el producto escalar entre el vector
de caracteŕısticas y los pesos SVM, y la supresión de no máximos.
3.6.2.1. Regresión de BBoxes
Por último, el modelo R-CNN usa una etapa de ajuste fino de la posición y tamaño de
los BBoxes (regresión) para mejorar el rendimiento en localización. Por tanto para cada
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propuesta se genera un nuevo BBox usando un regresor espećıfico para la clase del BBox
en cuestión. El ajuste se inspira en los modelos de piezas deformables utilizando en este
caso las caracteŕısticas proporcionadas por la CNN en vez de caracteŕısticas geométricas.
La entrada de entrenamiento para el regresor se compone de un conjunto de parejas
(P i, Gi)i=1,...,N , donde P






h) especifica las coordenadas del ṕıxel central
de la propuesta i junto con el ancho y alto en ṕıxeles. Se codifica de la misma forma
las coordenadas y tamaño de los BBoxes de certeza G. El objetivo en este caso será
entrenar una transformación que mapee una propuesta de bounding box de la red P a
las coordenadas reales de un BBox de referencia G (ground truth).
La transformación se parametriza en base a cuatro funciones dx(P ), dy(P ), dw(P ) y
dh(P ). Las dos primeras especifican una traslación invariante a la escala del centro
del BBox, mientras que las restantes especifican traslaciones en espacio logaŕıtmico del
ancho y el alto del BBox. Tras entrenar estas funciones, podremos transformar una
propuesta de entrada P en una predicción ajustada Ĝ aplicando la transformación de la
Ecuación 3.19.
Ĝx = Pwdx(P ) + Px
Ĝy = Phdy(P ) + Py
Ĝw = Pwexp(dw(P ))
Ĝh = Phexp(dh(P ))
(3.19)
Cada función d? (donde ? es x, y, h o w) se modela como una función lineal de las
caracteŕısticas de la capa pool5 de la propuesta P en cuestión que se denota como
φ5(P ). Por tanto tendremos que d?(P ) = w
T
? φ5(P ), donde w? es un vector de parámetros






(ti? − ŵT? φ5(P i))2 + λ||ŵ?||2 (3.20)
Los objetivos de regresión t? para la pareja de entrenamiento (P,G) se definen como
indica la Ecuación 3.21.
Caṕıtulo 3 Descripción de las técnicas y herramientas utilizadas 47
tx = (Gx − Px)/Pw




Que puede resolverse de forma cerrada como un problema de mı́nimos cuadrados. El
parámetro de regularización se ajustó a un valor de λ = 1000 en base a un conjunto
de validación. No usaron propuestas P muy alejadas de un BBox de referencia G. Sólo
se usaron propuestas con un IoU5 mı́nimo de 0.6 con el BBox de certeza. El ajuste se
realiza para cada una de las clases, con el objetivo de obtener un conjunto de regresores
espećıfico de cada clase de objeto.
En detección, tras puntuar cada propuesta se predice su nueva ventana únicamente
una vez, ya que se ha encontrado emṕıricamente que un ajuste iterativo de los BBoxes
generados no mejora los resultados.
3.6.3. Fast R-CNN
Fast R-CNN es un algoritmo que aprende de forma simultánea a clasificar propuestas
de objetos y refinar sus ubicaciones. Por tanto, Fast R-CNN no autogenera propuestas
de objeto, parte de un conjunto de Regiones de Interés (ROI, Region of Interest). El
modelo surge como una mejora de R-CNN [11] y SPP-Net [78].
Uno de los inconvenientes del modelo R-CNN es su ajuste multietapa. En una R-CNN,
en primer lugar se ajusta una CNN con propuestas de objetos usando una función de
pérdida logaŕıtmica. Después, se ajusta un SVM a las caracteŕısticas CNN. Y por último,
se entrenan los regresores de BBoxes. Por tanto, el entrenamiento de una red R-CNN es
costoso en términos temporales y además, la detección es también muy lenta.
La lentitud del modelo R-CNN se debe a la aplicación de la CNN sobre cada una de las
propuestas de objeto, se generan en torno a 2000 propuestas para cada imagen. El modelo
SPP-Net [78], solventa este problema calculando el mapa de caracteŕısticas de toda la
imagen, para después incrustar las propuestas de ROI en los mapas de caracteŕısticas
mediante proyección. Esta estrategia permite mejorar el rendimiento de R-CNN entre
diez y cien veces en modo test. El tiempo de entrenamiento también se reduce a un
tercio, gracias a una extracción de caracteŕısticas más rápida. Sin embargo, el modelo
SPP-Net sigue necesitando ajuste multietapa de los distintos bloques que lo componen.
5Ver Sección 4.8.




















Figura 3.21: Diagrama de bloques del modelo Fast R-CNN.
Como podemos observar en la Figura 3.21, una Fast R-CNN usa como entrada un con-
junto de propuestas de objeto y una imagen. La imagen atraviesa la red, compuesta de
varias capas convolucionales y capas max pooling y genera un mapa de caracteŕısticas.
A continuación, mapea cada una de las propuestas de objeto sobre el mapa de carac-
teŕısticas, proyectando la ROI según el procedimiento indicado en la Sección 3.6.3.1. La
proyección de ROI permite localizar las coordenadas de las propuestas de región en el
mapa de caracteŕısticas asociado a la imagen original.
Para cada propuesta de objeto, una capa de agrupamiento de ROIs (ROI pooling la-
yer) extraerá una un vector de caracteŕısticas de tamaño fijo, que atravesará varias capas
totalmente conectadas. Las capas FC se bifurcan en dos capas de salida, una que propor-
ciona la probabilidad de pertenencia a K + 1 clases y otra que se usa para proporcionar
las coordenadas de los BBoxes para las K clases.
3.6.3.1. Proyección de ROIs
Como hemos mencionado previamente, en Fast R-CNN, las propuestas de región en la
imagen original se proyectan en la salida de la última convolución del mapa de carac-
teŕısticas. Obviamente, las dimensiones del mapa de caracteŕısticas difieren de las de
la imagen original, por lo que la traslación de coordenadas de cada ROI se realiza en
función de la tasa de submuestreo del mapa de caracteŕısticas.
De esta forma podemos ver, como muestra la Figura 3.22, que para una tasa de sub-
muestreo de 1/16. Una imagen de dimensiones 688x920 dará lugar a un mapa de carac-
teŕısticas de 43x58. Y una propuesta de región con centro en (340,450) y dimensiones
320x128 se proyectará sobre el mapa de caracteŕısticas en el BBox con centro en (21,28)
y dimensiones 20x8.







Figura 3.22: Proyección de ROIs sobre el mapa de caracteŕısticas.
3.6.3.2. Agrupamiento de ROIs
Durante la fase de propuestas se generan muchas regiones para evitar la pérdida de
objetos. La utilización de muchas regiones puede reducir la velocidad del sistema. El
agrupamiento de ROIs (ROI pooling) surge como una solución a este problema repre-
sentando cada ROI únicamente con una pequeña matriz.
La capa ROI pooling en Fast R-CNN es una variante de la capa Spatial Pyramid Poo-
ling (SPP) [78] con un único nivel de pirámide. Tiene dos entradas, un mapa de ca-
racteŕısticas de tamaño fijo generado por la CNN y una matriz N x 5, que contiene la
lista de regiones de interés. En la matriz anterior, N es el número de ROIs a evaluar y
las cinco coordenadas especifican un ı́ndice, y las esquinas superior izquierda e inferior
derecha la ROI.
La Figura 3.23 muestra gráficamente el procedimiento de agrupación para una ROI de
tamaño 7x5, sobre un mapa de caracteŕısticas 8x8. Cada ROI proyectada se escala a
un tamaño fijo (2x2 en el ejemplo). El agrupamiento se realiza dividiendo la región
proyectada en tantas secciones como deba tener la matriz de salida. Cada sección se
representa a partir del valor máximo encerrado, como muestra la Figura 3.23. El tamaño
de las regiones de interés (en este caso 7x5), no tiene porqué ser divisible de forma exacta
por el número de regiones de agrupamiento (en este caso 2x2).
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0.88 0.44 0.14 0.16 0.37 0.77 0.96 0.27
0.19 0.45 0.57 0.16 0.63 0.29 0.71 0.70
0.66 0.26 0.82 0.64 0.54 0.73 0.59 0.26
0.85 0.34 0.76 0.84 0.29 0.75 0.62 0.25
0.32 0.74 0.21 0.39 0.34 0.03 0.33 0.48
0.20 0.14 0.16 0.13 0.73 0.65 0.96 0.32
0.19 0.69 0.09 0.86 0.88 0.07 0.01 0.48
0.83 0.24 0.97 0.04 0.24 0.35 0.50 0.91
Entrada: Mapa de caracteristicas
0.88 0.44 0.14 0.16 0.37 0.77 0.96 0.27
0.19 0.45 0.57 0.16 0.63 0.29 0.71 0.70
0.66 0.26 0.82 0.64 0.54 0.73 0.59 0.26
0.85 0.34 0.76 0.84 0.29 0.75 0.62 0.25
0.32 0.74 0.21 0.39 0.34 0.03 0.33 0.48
0.20 0.14 0.16 0.13 0.73 0.65 0.96 0.32
0.19 0.69 0.09 0.86 0.88 0.07 0.01 0.48
0.83 0.24 0.97 0.04 0.24 0.35 0.50 0.91
Propuesta proyectada
0.88 0.44 0.14 0.16 0.37 0.77 0.96 0.27
0.19 0.45 0.57 0.16 0.63 0.29 0.71 0.70
0.66 0.26 0.82 0.64 0.54 0.73 0.59 0.26
0.85 0.34 0.76 0.84 0.29 0.75 0.62 0.25
0.32 0.74 0.21 0.39 0.34 0.03 0.33 0.48
0.20 0.14 0.16 0.13 0.73 0.65 0.96 0.32
0.19 0.69 0.09 0.86 0.88 0.07 0.01 0.48





Figura 3.23: Proyección de una ROI sobre el mapa de caracteŕısticas y agrupamiento de
regiones (ROI pooling). Las regiones de agrupamiento pueden tener tamaño distinto.
3.6.3.3. Función de pérdida multitarea
Una arquitectura Fast R-CNN tiene dos capas de salida. Una capa predice la probabi-
lidad discreta de pertenencia a K + 1 clases p = (p0, ..., pK) para cada ROI. Y la otra







para cada uno de los K objetos, indexados en k. Donde tk especifica una traslación inva-
riante a la escala y desplazamiento logaŕıtmico del ancho/alto respecto de una propuesta
de objeto.
Cada ROI de entrenamiento se etiqueta con una clase u y un BBox de referencia v. Aśı,
se define una función de pérdida multitarea (multi-task loss function) L, sobre cada ROI
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etiquetada, que permite entrenar la red de forma simultánea en clasificación y regresión
de BBoxes como especifica la Ecuación 3.22.
L(p, u, tu, v) = Lcls(p, u) + λ[u ≥ 1]Lloc(tu, v) (3.22)
Donde Lcls(p, u) = −log(pu) es la función de pérdida logaŕıtmica para la clase correcta u.
Y la segunda función de pérdida Lloc, se define sobre una tupla
6 de objetivos correctos
de regresión de BBox para la clase u. El corchete de Iverson vale 1 cuando u ≥ 1 luego
se ignora la contribución de la clase fondo en localización.
La función de regresión de BBoxes utilizada en la función de pérdida tiene la expresión
dada en la Ecuación 3.23, donde la función smoothL1 tiene la forma indicada en la
Ecuación 3.24. Esta es otra diferencia con respecto a los modelos R-CNN y SPP-Net,







i − vi) (3.23)
smoothL1(t
u
i − vi) =
 0.5x
2 si |x| < 1
|x| − 0.5 en el resto
(3.24)
Por último, el hiperparámetro λ controla el balance entre ambas contribuciones a la
función de pérdida que regula el backpropagation. En este estudio, aplicaron la misma
ponderación a las contribuciones de clase y localización (λ = 1).
3.6.3.4. El entrenamiento de una Fast R-CNN
En una Fast R-CNN todos los pesos de la red se ajustan mediante el algoritmo backpro-
pagation, a diferencia de lo que ocurre en SPP-Net y R-CNN.
Para el entrenamiento de una Fast R-CNN, se muestrean jerárquicamente minilotes de
gradiente descendente estocástico (SGD). Primero se muestrean N imágenes y luego
R/N ROIs de cada imagen. Usando dos imágenes y tomando 128 ROIs por imagen, se
obtiene un rendimiento mayor que muestreando una ROI de 128 imágenes diferentes,
como implementan R-CNN y SPP-Net.
6Una tupla es una secuencia o lista ordenada finita de n objetos
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3.6.3.5. Detección
Una vez que la red se ha entrenado, la detección consiste únicamente en un ciclo de
propagación directa de la red. Obviamente, las propuestas de objeto están precalculadas,
por ejemplo mediante Selective Search. La red utiliza una imagen como entrada y una
lista de R propuestas de objeto a procesar. El número de propuestas suele estar entorno
a 2000.
A continuación, se realiza el ciclo de propagación directa de la imagen y se obtienen
las probabilidades de clase y predicciones de cada BBox. Por último, se realiza una
supresión de no-máximos independiente para cada clase y se obtienen los mejores BBoxes
no solapados para la imagen.
3.6.4. Faster R-CNN, el modelo de referencia
En el modelo Fast R-CNN el cuello de botella a nivel de cómputo se encuentra en la fase
de generación de propuestas de región. Otros modelos de esta época (2016) ya redućıan
el tiempo de generación de propuestas respecto del esquema Selective Search. Aśı, por
ejemplo en EdgeBoxes [79], la fase de propuesta de regiones supone casi el mismo tiempo
de cómputo que la red de detección.
El modelo Faster R-CNN [13] introduce como gran novedad las Redes de Propuesta de
Regiones o Region Proposal Networks (RPN). Una RPN utiliza las mismas capas convo-
lucionales que las redes de clasificación. De esta forma, al compartir las convoluciones en
tiempo de reconocimiento, el coste computacional de la fase de generación de propuestas
se reduce.
A nivel de concepto, Faster R-CNN es un modelo de localización y clasificación compues-
to por tres redes neuronales: una red profunda de caracteŕısticas, una red de propuesta
de regiones, y una red de clasificación. La red de caracteŕısticas suele ser una red pre-
entrenada, robusta y bien testada, como por ejemplo una ResNet50 [72] o VGG-16 [69],
a la que nos referimos como backbone. La función de esta red es proporcionar un buen
conjunto de caracteŕısticas de la imagen de entrada. La red RPN es una red pequeña
que genera regiones de interés (ROI) con alta probabilidad de contener un objeto. Final-
mente, la red de clasificación usa las propuestas de la RPN y el mapa de caracteŕısticas
generado por el backbone, para afinar las BBoxes y asignarles una clase de entre las con-
templadas. El diagrama de bloques simplificado de esta arquitectura puede observarse
en la Figura 3.24.
Ren et al. observaron que los mapas de caracteŕısticas convolucionales usados por los
detectores basados en regiones, como Fast R-CNN, también se pod́ıan usar para generar



























Figura 3.24: Diagrama de bloques del modelo Faster R-CNN en modo reconocimiento.
propuestas de región. De esta forma, sobre los mapas de caracteŕısticas convolucionales
construyeron una RPN, añadiendo algunas capas convolucionales adicionales. Como la
RPN definida es un tipo de red totalmente conectada, puede entrenarse de extremo a
extremo para la tarea de generar propuestas de localización.
Para generar las propuestas de región, se desliza una pequeña red sobre el mapa de
caracteŕısticas convolucionales de la última capa del backbone, como muestra la Figu-
ra 3.25a. La red usa una porción de tamaño n × n del mapa de caracteŕısticas. Cada
ventana se mapea a un vector de caracteŕısticas de menor dimensión (256-d ó 512-d),
que se usa como entrada a dos capas completamente conectadas: una capa de regresión
de marcos (reg) y otra para clasificación (cls).
Las RPN introducen el concepto de marcos de anclaje (anchor boxes) que se utilizan
como referencias para varias escalas y relaciones de aspecto. La Figura 3.25b muestra
un posible conjunto de marcos de anclaje para una posición dada con dos escalas y
tres relaciones de aspecto (1:1, 2:1 y 1:2), se representan con el mismo color los marcos
asociados a una misma relación de aspecto.
En cada posición de la ventana, se predicen simultáneamente varias propuestas de re-
gión en función de los marcos configurados. El número máximo de propuestas en cada
localización se denota como k. De esta forma la salida de la capa reg presenta 4k salidas
que codifican las coordenadas de k marcos, y la capa cls proporciona 2k puntuaciones
que estiman la probabilidad de objeto/no objeto para cada propuesta.
Los marcos de anclaje se referencian respecto del centro de la ventana deslizante, y se
asocian con una escala y relación de aspecto. Si se usan como en la figura, dos escalas y
tres relaciones de aspecto, se estudiarán k = 6 marcos de anclaje en cada posición de la
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Figura 3.25: Funcionamiento de una RPN: (a) Uso de una ventana deslizante con n = 3
sobre el mapa de caracteŕısticas para generar para cada marco de anclaje puntuaciones
y coordenadas. (b) Posible superposición de marcos de anclaje para dos escalas y tres
relaciones de aspecto.
ventana deslizante. Por tanto, para un mapa de caracteŕısticas de tamaño W ×H una
RPN generará un máximo de W ×H × k marcos de anclaje.
3.6.4.1. Entrenamiento de la RPN y función de pérdida
En el entrenamiento de la RPN se asigna una etiqueta binaria a cada marco de anclaje
(objeto vs. no objeto). Se asigna una etiqueta positiva a las anclas que tienen un sola-
pamiento, en términos de IoU7, mayor que 0.7 con cualquier BBox de referencia. Por
tanto, un BBox de referencia puede etiquetar positivamente varios marcos de anclaje. Se
asigna una etiqueta negativa a un ancla no positiva, si su solapamiento es inferior a 0.3
con todos los BBoxes de referencia del conjunto de entrenamiento. Aquellos BBoxes de
referencia que no son positivos ni negativos no contribuyen al entrenamiento.
Con estas condiciones se minimiza una función objetivo multitarea cuya definición apa-
rece en la Ecuación 3.25. Donde, i es el ı́ndice del ancla en un minilote de entrenamiento,
y pi es la probabilidad estimada de que el ancla i sea un objeto.
La probabilidad p?i vale 1 si el ancla es positiva y 0 si es negativa. El vector ti contiene la
predicción de las 4 coordenadas parametrizadas del BBox, y t?i es el BBox de referencia
asociado con un ancla positiva.
7Ver Sección 4.8
















Para la función de pérdida de clasificación Lcls, se usa la función de pérdida logaŕıtmica
(objeto/no objeto). Y para la función de pérdida de regresión de BBoxes se usa la
expresión dada por la Ecuación 3.26, donde R es la función smooth L1. La función de
pérdida sólo se activa para anclas positivas (p?i = 1).
Lreg(ti, t
?
i ) = R(ti − t?i ) (3.26)
Los dos términos de la Ecuación 3.25 se normalizan respecto del tamaño del minilote
(Ncls = 256), y el número de posiciones de anclas (Nreg ∼ 2400). Ambas contribucio-
nes se balancean respecto de λ. El valor de λ se establece por defecto a 10 para que
ambos términos presenten pesos semejantes. Según los autores, son valores seguros los
comprendidos en el intervalo [1, 100].
Para la regresión de BBoxes, se parametrizan las coordenadas siguiendo [11] como indica
la Ecuación 3.27. Donde x,y,w y h denotan las coordenadas del centro del BBox, el ancho
y el alto. Las variables sin sub́ındice están asociadas al BBox propuesto, con sub́ındice
están referidas al ancla y el supeŕındice ? denota el BBox de referencia.
tx = (x− xa)/wa t?x = (x? − xa)/wa
ty = (y − ya)/ha t?y = (y? − ya)/ha









De esta forma, la operación de regresión ajusta una traslación de un marco de anclaje
a un BBox de referencia cercano. En este modelo las caracteŕısticas usadas para la
regresión tienen siempre el mismo tamaño sobre el mapa de caracteŕısticas (3 × 3),
independientemente del tamaño del BBox de referencia. Para lograr el ajuste a tamaños
variables, se ajusta un conjunto de k regresores de BBox. Cada regresor gestiona una
escala y relación de aspecto, y no comparten pesos entre si. De esta forma se pueden
predecir BBoxes de varios tamaños a partir de caracteŕısticas de tamaño y escala fijas
gracias al uso de los marcos de anclaje.
La RPN se entrena de extremo a extremo usando backpropagation y SGD. Se usa una
estrategia semejante a la realizada en el modelo Fast R-CNN, donde cada minilote
proviene de una misma imagen y contiene múltiples BBoxes de entrenamiento positivas






































Figura 3.26: Diagrama de bloques del modelo Faster R-CNN. Los bloques coloreados
en rojo o verde sólo están activos durante la fase de entrenamiento.
y negativas. Se muestrean 256 anclas en la imagen para calcular la función de coste del
minilote. El algoritmo trata de obtener una relación de BBoxes positivas vs. negativas de
1 a 1. Si hay menos de 128 anclas positivas en una imagen, se completa el lote con BBoxes
negativas. La Figura 3.26 muestra un esquema detallado de los distintos elementos que
componen el modelo. Se indican en rojo los elementos que únicamente están activos
durante la fase de entrenamiento de la red.
La Tabla 3.5 recoge un resumen de las principales caracteŕısticas de los algoritmos ana-
lizados hasta este punto, comparando sus tiempos de reconocimiento y resaltando las
principales limitaciones que presenta cada uno de ellos.
3.6.5. Redes piramidales de caracteŕısticas
En una Red Piramidal de Caracteŕısticas o Feature Pyramid Network (FPN), se usa
el carácter multiescala de la forma piramidal que presentan las CNN para generar una
pirámide de caracteŕısticas. La estructura general de esta red puede observarse en la
Figura 3.27.
En este tipo de red, el camino ascendente está constituido por una CNN robusta y
testada. La CNN calcula una jerarqúıa de mapas de caracteŕısticas para cada imagen
de entrada. En el camino descendente, capas a la derecha en la Figura 3.27, la red
piramidal combina en cada nivel caracteŕısticas de baja resolución y fuerte significado,
con caracteŕısticas de mayor localización espacial pero menor significado que proceden
de las conexiones laterales desde la CNN. De esta forma, se obtiene una pirámide de
caracteŕısticas (capas verdes de la Figura 3.27), en la que cada nivel de la pirámide puede
usarse para detectar objetos a diferente escala.
Caṕıtulo 3 Descripción de las técnicas y herramientas utilizadas 57
Tabla 3.5: Resumen de las caracteŕısticas de los algoritmos analizados para la detección




CNN Divide la imagen en múltiples
regiones y después clasifica ca-
da región en distintas clases
N/A Necesita muchas regio-
nes para predecir de
forma eficiente y por
tanto mucho tiempo de
cómputo.
R-CNN Usa Selective Search para ge-
nerar regiones. Extrae entorno
a 2000 regiones de cada ima-
gen
40 – 50 s. Requiere mucho tiempo
de cómputo ya que ca-
da región se inyecta en
la CNN por separado,
también usa tres mode-
los distintos para hacer
predicciones.
Fast R-CNN Cada imagen se inyecta en la
CNN una sola vez y se ob-
tienen mapas de caracteŕısti-
cas. Se usa Selective Search
sobre los mapas para generar
predicciones. Combina los tres
modelos usados en R-CNN en
uno solo.
2 s. El uso de Selective
Search limita la veloci-
dad.
Faster R-CNN Reemplaza Selective Search
con una red de propuesta de
regiones lo que acelera el al-
goritmo.




las etapas previas. La
propuesta de regiones
requiere un tiempo im-
portante.
Una red Faster R-CNN estándar puede modificarse para usar una FPN como entrada a
la RPN para mejorar su rendimiento [80]. En este caso se reemplaza el mapa de carac-
teŕısticas monoescala con una red piramidal de caracteŕısticas. La salida de las distintas
capas de la FPN se usa ahora como entrada de la RPN para generar las propuestas de
objeto, seleccionando la escala más adecuada de la FPN basándose en el tamaño de la
ROI. Tras el ROI pooling, la salida se inyecta en el bloque final heredado del modelo
Fast R-CNN para finalizar la predicción.











Figura 3.27: Estructura de una red piramidal de caracteŕısticas. El camino ascenden-
te es una red convolucional profunda. El camino descendente combina caracteŕısticas
de fuerte significado con caracteŕısticas con mayor nivel de localización por medio de
conexiones laterales.
3.6.6. RetinaNet
A diferencia de las redes de dos etapas, una red monoetapa opera sobre un conjunto
uniforme y densamente muestreado de posibles localizaciones de objeto. Este tipo de
estructura tiene el potencial de operar a mayor velocidad que una red de dos etapas
gracias a su simplicidad. RetinaNet [16] es una red monoetapa que trata de superar
la precisión de los detectores de dos etapas manteniendo una estructura simple. Está
compuesta por un backbone FPN y dos subredes. Como elemento diferencial, que de
hecho da t́ıtulo al art́ıculo en el que se propone la arquitectura, usa una función de
pérdida denominada Focal Loss (FL) para entrenar el clasificador de objetos.
La función de pérdida FL trata de concentrar el entrenamiento en un pequeño conjunto
de ejemplos complejos. No realiza un muestreo aleatorio de los posibles prototipos en la
imagen. De esta forma, trata de evitar que un alto número de ejemplos de fondo frente
a un escaso número de objetos abrume al clasificador durante el entrenamiento.
La arquitectura de referencia RetinaNet se muestra en la Figura 3.28 de forma simplifi-
cada. Este modelo, siguiendo la idea desarrollada en [80], construye una FPN sobre una




















Subredes paralelas de clasificación y regresión
Figura 3.28: Estructura de un modelo RetinaNet. La generación de BBoxes y la clasifi-
cación se realiza a partir de la información de la FPN. El bloque de subredes paralelas
para cada nivel de la pirámide realiza la clasificación y regresión de propuestas a dis-
tintas escalas de forma natural.
arquitectura ResNet, estudiando las variantes ResNet-50 y ResNet-101. La FPN propor-
ciona una pirámide de caracteŕısticas de la imagen de entrada. Cada nivel de la pirámide
puede utilizarse para detectar objetos en una escala diferente. La pirámide del modelo
de referencia usa los niveles de P3 a P7. Cada nivel l tiene una resolución 2
l menor que
la imagen de entrada. Sólo los niveles de pirámide de P3 a P5 se calculan a partir de la
correspondiente etapa residual de la ResNet como en una FPN estándar. La generación
de P6 y P7 no sigue la estrategia de generación del modelo FPN. La capa P2 de ResNet
no se usa para clasificar y o regresionar BBoxes por su alto coste computacional. Todos
los niveles de la pirámide utilizan un mismo número de canales (256).
El modelo usa marcos de anclaje invariantes a la traslación como los usados en la RPN
de [80]. Los marcos equivalen a un área equivalente de 32×32 en el nivel P3 y de 512×512
en el nivel P7. Al configurar la red se puede prescindir del nivel P7 en implementaciones
que únicamente vayan a detectar objetos pequeños.
En cada nivel de la pirámide se usan anclas con tres relaciones de aspecto a tres tamaños
distintos, con lo que para cada posición muestreada se estudian 9 marcos de anclaje (A).
A cada marco se le asigna un vector de K elementos para codificar la clase y otro para
las coordenadas de la BBox objetivo. En entrenamiento, un ancla se asigna a un objeto
si tiene un IoU > 0.5, y al fondo si el IoU ≤ 0.48. Las anclas no asignadas no se usan
para entrenar. Los objetivos de regresión se calculan como el desplazamiento entre el
ancla y el BBox del objeto asignado.
8Ver definición de IoU en Sección 4.8
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Cada subred de clasificación usa la salida de un nivel de la FPN para predecir la proba-
bilidad de presencia de un objeto en las posiciones de las anclas muestreadas. Se usa FL
como función de pérdida para el entrenamiento del clasificador. Cada una de estas sub-
redes es una pequeña FCN conectada a un nivel de la FPN. Por diseño, los parámetros
de las redes son idénticos en todos los niveles. El primer bloque de la red de clasificación
está formado por 4 capas convolucionales 3× 3 (en verde en la Figura 3.28). El segundo
bloque es una capa convolucional 3 × 3 con K · A filtros. Y la final, contiene unidades
con activación sigmoidea para generar las predicciones de cada posición espacial.
En paralelo con la red de clasificación corre una segunda subred. Esta subred realiza la
regresión de cada marco de anclaje a un posible objeto, si es que finalmente es clasificado
como tal. El diseño de esta subred es idéntico al de la red de clasificación, excepto
en la capa de salida que proporciona 4 × A salidas lineales por localización. Para su
entrenamiento, usa como función de pérdida Smooth L1, ya definida en la Ecuación 3.24.
Como novedad no realiza una regresión adaptada para cada clase, lo que le permite
ahorrar parámetros. Según sus autores logra un rendimiento en regresión semejante a
los modelos que entrenan regresores especializados.
En este caṕıtulo hemos analizado los distintos modelos de red que utilizamos en este
trabajo. El número de modelos de red para detección de objetos a d́ıa de hoy es muy
elevado. Cada nuevo modelo trata de mejorar la velocidad de inferencia con mejores
ı́ndices de calidad de las propuestas. Los modelos utilizados en este trabajo han mostra-
do un excelente comportamiento en detección de objetos macroscópicos, en el caṕıtulo




Existen dos problemas fundamentales al utilizar microscoṕıa óptica para identificar au-
tomáticamente granos de polen [81]. En primer lugar, la existencia de imágenes con
granos enfocados y otros parcialmente enfocados. Y en segundo lugar, las múltiples
orientaciones que puede presentar un grano de polen en la imagen. Ambos problemas
están asociados a que las imágenes son capturas bidimensionales de objetos volumétri-
cos. De esta forma, una única vista de una muestra de polen puede ocultar parte de
la ornamentación superficial de los granos, o en el peor caso, podemos ser incapaces de
identificar el grano en un plano focal dado, como muestra la Figura 4.1. Por tanto, un
análisis multifocal puede incrementar las posibilidades de localización e identificación
correctas.
(a) (b) (c)
Figura 4.1: Distintos planos focales de un mismo área de una muestra. Podemos observar
la alta influencia en la elección del plano focal para identificar los distinto objetos tipo
grano presentes: los planos (a) y (c) muestran granos muy desenfocados, mientras que
el plano (b) permite identificar los cuatro granos con más facilidad.
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El tamaño de un grano de polen vaŕıa en el rango de los 8 a los 100 µm y visualmente
se muestra como un objeto esferoidal. Una muestra de polen obtenida en un captador
estándar además de granos de polen contiene polvo, detritos y esporas arrastrados por el
aire. Estos elementos también pueden presentar aspecto esferoidal en la imagen, lo que
complica la tarea de realizar una localización e identificación eficiente de los granos de
polen presentes en una muestra natural. Además, la complejidad de la muestra puede
variar en función de las condiciones atmosféricas de cada hora del d́ıa.
4.2. Esquema general
Dado que la visibilidad de la ornamentación de un grano de polen depende del enfoque
de éste, como muestra la Figura 4.1. Un sistema que pretenda localizar y clasificar de
forma eficiente todos los granos presentes en una muestra palinológica adquirida con un
microscopio óptico, debe utilizar múltiples vistas de la muestra tomadas al recorrer el
eje z (z-stack).
La Figura 4.2 ejemplifica de forma simplificada los efectos sobre la identificabilidad del
grano en función del plano de enfoque analizado. Aśı, podemos observar como un grano
que aparece ńıtido en uno de los planos (en verde en el plano F2), se vuelve borroso y
dif́ıcil de identificar al desplazarnos en el eje Z. Como extensión de este mismo efecto,
podemos encontrar granos únicamente identificables en planos muy alejados del plano
central, como el mostrado en el plano F4 de la figura.
Además, desde el punto de vista de la clasificación, hay que tener en cuenta que la
ornamentación puede ser observada únicamente en algunos planos de enfoque. Debemos
tener en cuenta este hecho al procesar el z-stack y analizar el comportamiento de los
modelos a la hora de determinar la clase más probable del objeto localizado.
Por tanto, en este trabajo proponemos un modelo de trabajo basado en el siguiente
esquema de procesado:
1. Entrenamiento de varios modelos neuronales con muestras multienfoque etiqueta-
das a nivel de plano de enfoque.
Inclusión de varios planos por muestra con marcas de referencia corregidas.
2. Reconocimiento de z-stacks con los distintos modelos.
Supresión de no-máximos al fusionar los objetos identificados en el z-stack.
3. Evaluación de rendimiento con las marcas de referencia etiquetadas a nivel de
muestra.












Figura 4.2: Variación de la identificabilidad de los granos de una muestra en función
del plano de enfoque procesado. Un grano ńıtido (verde) puede aparecer borroso y con
distinto tamaño (rojo) al variar el plano de enfoque, o puede ser únicamente visible en
determinados planos de enfoque.
Rendimiento en localización de granos de polen.
Rendimiento en detección de granos de polen.
Adicionalmente, aplicaremos un algoritmo basado en la transformación de Hough sobre
nuestro conjunto de datos test, que nos sirva como referencia a la hora de comparar el
rendimiento de los distintos modelos neuronales en el apartado de localización de granos.
4.3. Construcción de la base de datos
Como hemos mencionado previamente, la utilización de varios planos focales parece ser
imprescindible para llevar a cabo una localización y clasificación correcta de los distintos
tipos de polen presentes en una muestra estándar. Por tanto, para poder utilizar la
información tridimensional de los granos de polen a partir de distintos planos focales,
decidimos grabar el proceso de enfoque de cada vista en formato de video MJPEG. De
esta forma, almacenamos de forma compacta la información de los múltiples planos de
enfoque que se visualizan al variar el eje Z (perpendicular al plano de la muestra), para
facilitar su utilización posterior. Aśı podremos abordar la tarea de encontrar planos de
enfoque adecuados para localizar todos los granos presentes en la muestra, o aquellos en
los que se pueda visualizar la ornamentación superficial caracteŕıstica de algún tipo de
grano que pueda ser clave en su identificación.
El conjunto de platinas que utilizamos está preparado en el laboratorio con el objetivo
de que, salvo cierta contaminación inevitable, cada platina contenga exclusivamente
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Figura 4.3: Un ejemplo del tipo de imagen a procesar. Se puede observar la presencia
de granos solapados y granos de aspecto borroso en la parte inferior izquierda. Los
residuos de adhesivo tintados y las burbujas que aparecen en el fondo incrementan la
complejidad de la muestra.
un tipo de grano. No obstante, dado que el procedimiento de preparación es manual
y requiere la manipulación de plantas, muchas muestras contienen detritos, esporas o
restos visibles del adhesivo utilizado como sustrato para captar las muestras. Estos
componentes naturales, acercan nuestro conjunto de datos a un entorno de trabajo más
realista, pero sin la complejidad de una muestra real, lo que facilita las tareas de marcado
de prototipos.
Las platinas se tintan con fucsina para facilitar la visualización de los elementos pre-
sentes. La Figura 4.3 muestra un ejemplo del resultado de una captura de las muestras
que vamos a utilizar. Este ejemplo, permite apreciar, además de granos aislados, la exis-
tencia de granos agrupados o solapados, distintos niveles de tintado, burbujas, restos de
adhesivo, polvo, detritos y esporas.
Utilizamos una cámara adaptable al objetivo del microscopio con una resolución de
1280x1024 ṕıxeles. El microscopio se configuró con un aumento x40. Y de cada platina
capturamos entre 15 y 40 muestras en función de la concentración de granos presente en
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la platina. En total, capturamos 386 muestras (v́ıdeos) de once tipos de polen distintos
que aparecen recogidas en la Tabla 4.1. Esta tabla también recoge el número total de
granos etiquetados de cada tipo de muestra, separando los granos que aparecen completos
en la imagen de los parcialmente visibles.
Cada grano se define en la base de datos por un cuadro delimitador (BBox). El cuadro
delimitador se marca en el plano de enfoque en el que el borde del grano aparece más
ńıtido. Por tanto, las dimensiones y ubicación de cada grano marcado únicamente son
correctas en el plano de enfoque seleccionado en la base de datos. De esta forma, cada
muestra puede tener granos definidos en distintos planos de enfoque para cubrir todos
los presentes en la muestra. Obviamente, como se puede apreciar en la Figura 4.3 las
muestras pueden contener granos parcialmente visibles en los bordes de la imagen. Estos
granos deben identificarse para poder evitar su uso, en su caso, en las tareas de ajuste
de los modelos de detección de objetos. Aśı, la última columna de la Tabla 4.1 identifica
los granos parcialmente visibles en las imágenes que han sido marcados en las muestras
de este trabajo.
Tabla 4.1: Composición de nuestra base de datos de polen, se indica a nivel de tipo
de polen el número de muestras procesado, el número total de granos etiquetados y el
desglose de granos etiquetados completo y parcialmente visibles.






Avena sativa 15 82 62 20
Avena sterilis 17 102 83 19
Cedrus 40 599 390 209
Cupressus 22 90 62 28
Dactylis 60 153 143 10
Lolium 20 260 200 60
Olea 59 496 441 55
Phalaris 20 104 78 26
Plantago 40 344 308 36
Platanus 20 911 753 158
Quercus 73 969 750 219
Total 386 4112 3272 840
4.3.1. Marcado de prototipos
Para etiquetar los granos de polen hemos desarrollado un programa con el entorno de
desarrollo Qt [82] que nos permite realizar las distintas tareas de gestión gráfica y sobre
la base de datos. El interfaz de etiquetado de prototipos puede verse en la Figura 4.4.
Caṕıtulo 4 Descripción del sistema 66
Figura 4.4: Interfaz del programa desarrollado para el etiquetado de granos de polen.
Los granos parcialmente visibles en la muestra se muestran con un bounding-box de
borde punteado.
La imagen de cada plano de enfoque se establece como fondo de la escena sobre la
que se pueden definir y arrastrar objetos gráficos de tipo rectangular o elipsoidal. Estos
objetos permiten almacenar tanto la posición y dimensión de cada grano como el resto
de caracteŕısticas de interés de los objetos a definir.
La clase a la que asociar cada uno de los granos se escoge a priori desde la caja de
herramientas de marcado de prototipo, no obstante, puede cambiarse posteriormente
mediante el menú contextual del objeto. Para permitir el ajuste fino de la posición y ta-
maño de cada uno de los objetos, hemos habilitado el uso de los cursores y combinaciones
de teclas rápidas que permiten alterar un objeto seleccionado en la escena.
Como ya hemos mencionado, la apariencia de los granos vaŕıa en función del plano de
enfoque utilizado, por eso, el programa permite etiquetar cada uno de los granos en
un plano de enfoque activo, o actualizar el plano una vez insertado en caso necesario.
La elección del plano de enfoque se facilita mediante el uso de la rueda del ratón que
permite cambiar rápidamente el fondo sobre el que se dibujan los BBoxes.
4.3.2. Distribución de muestras en conjuntos disjuntos
Otros trabajos en este campo, suelen utilizar únicamente granos segmentados, por lo
que no suele ser necesario tomar ningún tipo de precaución respecto de la distribución
Caṕıtulo 4 Descripción del sistema 67
de los granos, más allá de obtener una distribución razonable de los granos de cada clase
o realizar estudios de validación cruzada.
Sin embargo, la complejidad de las muestras que utilizamos en este trabajo vaŕıa desde
aquellas que únicamente presentan un único grano sobre un fondo prácticamente blanco,
a otras que contienen varias decenas de granos, visibles en planos de enfoque distantes,
sobre fondos complejos y con presencia de múltiples contaminantes. Por tanto, cualquier
distribución de muestras entre conjuntos de entrenamiento y test debe reproducir esta
variabilidad para poder obtener resultados con el menor sesgo posible.
Dado que uno de los objetivos de este trabajo es la localización de granos, debemos basar
el criterio de distribución respecto del número de granos que contiene cada conjunto sin
ignorar el resto de elementos que afectan al problema que abordamos. De esta forma,
hemos decidido realizar una distribución de las muestras disponibles cuyo primer objetivo
es intentar conseguir que el 60 % de los granos completos se asignen al conjunto de
entrenamiento y el 40 % restante se asignen a cualquier actividad de testeo o validación,
si fuera necesaria. Obviamente, el segundo objetivo de esta distribución debe ser tratar
de igualar la complejidad de ambos conjuntos.
El algoritmo de asignación de muestras a cada conjunto comienza generando listas orde-
nadas de las muestras de cada tipo de polen. Cada lista se ordena en orden descendente
respecto del número de granos completos que contiene. De esta forma, asociamos el
número de granos de polen de una muestra a la idea de complejidad de la muestra para
cada tipo de polen. A continuación, recorriendo las listas, asignamos cada muestra a uno
de los dos conjuntos tratando de no exceder la relación sobre el número de granos entre-
namiento/test preestablecida. Al usar las listas ordenadas, las últimas muestras que se
asignan suelen contener únicamente un grano, por lo que resulta posible llegar a alcanzar
la proporción inicialmente planteada. En la Tabla 4.2, resumimos las caracteŕısticas de
los dos conjuntos generados respecto del número de muestras asignadas y el número de
granos completos que contiene.
Tabla 4.2: Caracteristicas de los conjuntos de datos establecidos para ajustar y testar
los clasificadores.
Conjunto Muestras Granos Completos
Entrenamiento 251 2037
Test 135 1234
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Figura 4.5: Interfaz del programa desarrollado para el etiquetado de granos de polen.
Los granos parcialmente visibles en la muestra se muestran con un bounding-box de
borde punteado.
4.4. Etiquetado de prototipos para análisis multienfoque
Como hemos indicado en la sección anterior, utilizaremos varios planos de enfoque de
cada región a procesar para tratar de maximizar las posibilidades de localización e identi-
ficación. Sin embargo, la posición de cada grano de polen y su tamaño vaŕıan ligeramente
al observar los distintos planos de enfoque. Más aún, en determinados planos el grano
puede no ser visible o identificable, mientras otros granos aparecen bien definidos. Dado
que los modelos de red considerados, requieren que para cada imagen del conjunto de
entrenamiento se definan BBoxes sobre cada uno de los objetos a utilizar como ejemplo,
los BBoxes definidos en la base de datos inicial no reflejan la información necesaria pa-
ra el entrenamiento, pero servirán de base para realizar el etiquetado de prototipos de
entrenamiento.
Para realizar este segundo etiquetado de muestras para el entrenamiento de los modelos
neuronales, desarrollamos un nuevo módulo en nuestra aplicación de marcado que se
muestra en la Figura 4.5. Desde esta pestaña, podemos en primer lugar añadir los planos
de enfoque que vamos a utilizar de cada muestra. Por defecto, siempre se añade el
plano de la muestra que contiene más granos etiquetados manualmente, y para decidir
qué planos adicionales se añaden, se dispone de una lista ordenada con los planos que
contienen mayor número de marcas1.
1En la base de datos, cada grano está asociado al plano de enfoque en el que aparece más ńıtido.
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Al añadir un plano, se copian en éste todos los granos definidos de la muestra. A conti-
nuación, debemos ajustar las posiciones y tamaño de cada uno de los granos. También,
podemos marcar un grano como borroso, si a criterio del marcador, resulta dif́ıcil su
identificación en esa vista. O puede eliminarse completamente si no es visible en el plano
o es extremadamente borroso.
Dado que es muy costoso, en términos temporales, realizar este segundo etiquetado sobre
todos los planos de enfoque grabados, decidimos utilizar aquellos planos de enfoque que
proporcionasen una vista relevante para la identificación de todos los granos presentes
en la muestra. De esta forma, sólo se añade una imagen al conjunto de entrenamiento si
proporciona una vista en la que la ornamentación de un grano es visible en ésta, y no
en una imagen previamente considerada. O cuando presenta granos enfocados que no
aparećıan en una muestra previa.
Los algoritmos considerados recomiendan el uso de objetos completamente visibles en
las imágenes de entrenamiento, por tanto, hemos ignorado en este segundo etiquetado
la corrección de las posiciones y tamaños de los granos cortados, que pueden aparecer
en los bordes de cada imagen. Esta decisión no debeŕıa suponer un problema en el
funcionamiento del sistema final, dado que un grano cortado presente en una muestra,
debeŕıa aparecer completo en una vista adyacente al desplazar la posición de la platina
en el microscopio, usando un solapamiento entre muestras suficiente.
A la hora de elegir las imágenes que utilizaremos en el conjunto de test, debemos tener en
cuenta que no es necesario realizar este etiquetado detallado para cada imagen a procesar.
La evaluación de rendimiento se realizará por ubicación del grano en la posición correcta
en los experimentos de localización. Y en los experimentos de detección, además de una
localización correcta, se tendrá en cuenta que la clase asignada sea correcta. En este caso
por tanto, únicamente debemos asegurarnos de que el conjunto de imágenes a utilizar
contiene todos los planos de enfoque necesarios para llevar a cabo la localización de todos
los granos visibles en la muestra. Tras analizar la base de datos, concluimos que con la
velocidad de desplazamiento en el eje Z utilizada para capturar las imágenes, debemos
estudiar al menos 10 imágenes en ambas direcciones del eje Z respecto del plano de
referencia2. De esta forma, para cada muestra del conjunto de test deberemos procesar
21 imágenes antes de proporcionar un resultado. La Tabla 4.3 resume la composición
final del conjunto de entrenamiento y test en términos del número de muestras asignado
a cada uno de ellos, el número de granos completos que incluye, y el número de imágenes
utilizadas.
2Plano con mayor número de granos ńıtidos etiquetados.
Caṕıtulo 4 Descripción del sistema 70
Tabla 4.3: Caracteristicas globales de los conjuntos de datos establecidos para ajustar
y testar los modelos de detección y clasificación.
Conjunto Muestras Granos completos Imágenes
Train 251 2038 582
Test 135 1235 2863
Dado que el trabajo de etiquetado fue iterativo, el módulo de edición de conjuntos de
nuestra aplicación permite definir nuevos conjuntos de entrenamiento y test a partir de
un conjunto previo, añadiendo sobre este nuevos planos de enfoque y sus correspondientes
correcciones sobre los granos visibles. Por ello, algunos experimentos detallados en el
caṕıtulo de resultados pueden contener un número distinto de imágenes.
4.5. Descripción de la base de datos SQL
La base de datos SQL para la realización del trabajo ha sido creada utilizando Post-
greSQL [83]. PostgreSQL es un sistema de gestión de bases de datos con licencia Open
Source.
La estructura de nuestra base de datos SQL es la representada en la Figura 4.6. Como se
puede observar, en esta figura están representadas las principales tablas que la forman
aśı como las relaciones que existen entre ellas.
A continuación se comentan brevemente cada una de las tablas que integran nuestra base
de datos. Las tablas en fondo naranja son tablas de configuración, aquellas que tienen
fondo amarillo contienen resultados que han requerido de marcado manual y el resto de
tablas contienen resultados brutos del clasificador (azul) o resultados finales (verde).
Slides: Esta tabla almacena información relativa a la platina utilizada. Recoge el
tipo de granos utilizado para su preparación, el proceso de tintado utilizado y la
fecha de preparación.
Vı́deos: Almacena información relativa a cada una de las muestras que se extraen
de una platina. Incluye el nombre base de las imágenes, el número de imágenes
de la muestra, el ı́ndice de la muestra más ńıtida y una asignación de uso para el
conjunto de entrenamiento o test.
Clases: Recoge las distintas clases consideradas en este trabajo, asociadas a los
distintos tipos de grano considerados, el fondo y otras clases auxiliares útiles para

































































Figura 4.6: Estructura y relaciones principales de la base de datos
estudiar agrupaciones de tipos de grano, marcar la extensión de algunos detritos
o componentes extraños en la imagen.
Class Map Cfg: Define posibles agrupamientos entre las clases consideradas. Por
ejemplo para entrenar redes especializadas en localización de granos independien-
temente de su clase o realizar agrupamientos a nivel de especie.
Granos: La tabla de granos contiene la definición de las marcas de referencia para
cada uno de los granos definidos sobre una muestra. Recoge las coordenadas de
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la esquina superior izquierda, el ancho y el alto del BBox que encierra el grano
sin desbordar las dimensiones de la imagen. Además, contiene la clase a la que
pertenece el grano, el ı́ndice de la imagen en la que el grano se considera enfocado
y se ha marcado. Y por último, se consideró útil añadir otros detalles sobre el
grano como si está solapado con otro grano o aparece cortado en el borde de la
imagen.
Images: Esta tabla recoge información asociada a cada una de las imágenes sobre
las que definir prototipos a utilizar en los procesos de ajuste de los clasificadores.
Por compatibilidad, también incluye aquellas imágenes a utilizar en las tareas de
evaluación del rendimiento de los clasificadores, aunque sobre estas imágenes no
se definan prototipos.
Protos: La tabla de prototipos recoge las marcas de referencia a utilizar para cada
grano en una de las imágenes de entrenamiento. Adicionalmente, se especifica si el
grano en ese plano de enfoque es identificable o aparece borroso.
Image Sets: Almacena el nombre y las caracteŕısticas de los distintos conjuntos de
imágenes definidos. Además, recoge los parámetros de generación de las imágenes
para su utilización con la red neuronal, como por ejemplo el escalado respecto de
la imagen original. También controla si junto con las imágenes, debe generar las
anotaciones para los prototipos de la imagen con coordenadas escaladas para el
entrenamiento permitiendo la exclusión de granos cortados o borrosos.
Image Items: Es una tabla auxiliar que contiene todas las entradas de imagen a
utilizar en un conjunto de imágenes determinado y la distribución respecto de su
uso.
Nets: La tabla de redes recoge las caracteŕısticas de configuración para entrena-
miento y rutas de los archivos para las distintas redes entrenadas.
Res Cfg: La tabla de configuración de resultados agrupa los parámetros de confi-
guración a utilizar para generar los BBoxes de salida sobre un conjunto de imágenes
dado. Entre estos se incluye la configuración del algoritmo NMS a usar a nivel de
imagen.
Exp: La tabla de experimentos permite establecer los parámetros de fusión de
BBoxes de la pila de imágenes para determinar las detecciones finales para una
configuración de resultados dada. Además, contiene los parámetros de configu-
ración del algoritmo de rendimiento. Y por último, almacena las estad́ısticas de
rendimiento del experimento configurado una vez finalizado.
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Res BBox: Contiene las coordenadas y puntuación de los candidatos a grano
generados por la red neuronal para cada una de las imágenes del conjunto de
entrenamiento.
Exp BBox: Contiene las coordenadas de los BBoxes resultado de la fusión de
la pila de imágenes de cada muestra. Adicionalmente, almacena el resultado de
aplicar el criterio de rendimiento del experimento al comparar el BBox con la
marca de certeza almacenada en la tabla granos.
La adición de redes, configuración de resultados y experimentos se realiza mediante tres
asistentes añadidos a nuestro programa PolenProt. El primero de ellos se muestra en la
Figura 4.7 y permite que nuestro entorno gestione las rutas a los archivos de configuración
y pesos. Además, recoge la asignación de clases que realiza la red, el conjunto de imágenes
utilizado para su entrenamiento y las caracteŕısticas de la red como el modelo o la red
utilizada como backbone.
Figura 4.7: Asistente de configuración de nuevo modelo de red.
El asistente para configurar una nueva salida de red mostrado en la Figura 4.8, nos per-
mite asociar una red ya definida con un conjunto de test dado y seleccionar el algoritmo
NMS que se aplicará a nivel de imagen.
Por último, el asistente para añadir un experimento mostrado en la Figura 4.9, nos
permite definir un experimento para una configuración de resultados previamente defi-
nida. En este caso, una vez seleccionada una configuración de resultados asociamos un
algoritmo de fusión de los BBoxes del apilamiento con sus parámetros correspondientes.
Y finalmente, seleccionamos el algoritmo de medida de la exactitud de la localización,
generalmente IoU, y establecemos sus parámetros.
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Figura 4.8: Asistente de configuración de nueva configuración de resultados.
Figura 4.9: Asistente de configuración de nuevo experimento.
Todos los identificadores definidos con los asistentes nos permiten enlazar las distintas
relaciones posibles entre los componentes del sistema y facilitar la gestión de los resul-
tados. De esta forma, mantenemos la integridad de la base de datos al no requerir la
inserción manual con el posible error asociado a la consulta de identificadores previa a
la inserción.
4.6. Plataforma de aprendizaje profundo
Como mencionamos en la Sección 3.4 existen múltiples plataformas de aprendizaje pro-
fundo sobre las que se han generado distintos entornos que facilitan el desarrollo de
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modelos neuronales. En este trabajo hemos usado el entorno Detectron [84], que se desa-
rrolló con el API de Caffe2 que a d́ıa de hoy está integrado dentro de PyTorch [85]. El
objetivo del entorno Detectron es ser lo suficientemente flexible para permitir la imple-
mentación y evaluación rápida de proyectos de investigación.
Este entorno incluye, bajo un entorno de configuración común, implementaciones de los
algoritmos más recientes junto con los modelos considerados de referencia. Entre ellos
disponemos de Faster R-CNN, RetinaNet o Mask R-CNN. Algunos de los operadores de
detectron no poseen implementaciones en CPU; por tanto, se requiere una GPU para
llevar a cabo la detección. Afortunadamente, el coste de las GPU con grandes cantidades
de memoria se ha reducido mucho, y una simple tarjeta gráfica con prestaciones de
usuario permite ejecutar el algoritmo.
En este trabajo usamos una tarjeta gráfica GTX 1070 Ti con 8 GB de RAM. En re-
conocimiento, si se requiere un sistema compacto, el algoritmo puede correr sobre una
plataforma Jetson [86], que adicionalmente proporciona un conjunto de GPIOs para
gestionar los servomotores del microscopio.
4.7. Modelos de red utilizados
Los experimentos realizados con Faster R-CNN sobre los conjuntos PASCAL VOC [87]
y MS COCO [88] alcanzaron elevada precisión en detección, junto con una elevada
velocidad de procesamiento, con una velocidad media de 5 imágenes por segundo. La
velocidad de procesamiento alcanzada y los grandes resultados obtenidos en detección
nos llevó a considerar la idoneidad de este algoritmo como base de resolución de nuestro
problema. Sin embargo, deb́ıamos superar dos dificultades previas: el tipo de imágenes
a procesar y el relativamente bajo número de imágenes etiquetadas.
Las imágenes utilizadas para ajustar los backbone convolucionales de referencia pertene-
cen a la vida real macroscópica, con categoŕıas como persona, bicicleta, coche o moto.
Este espacio de imágenes da lugar a un determinado ajuste de los filtros del backbone,
que puede no ser el más adecuado para abordar el estudio de un conjunto de imágenes
microscópicas, con una estructura totalmente distinta a las imagenes de la vida dia-
ria. Por otro lado, el ajuste desde cero de la red completa resultaba poco esperanzador
debido a que el número de imágenes etiquetadas que teńıamos disponibles nos parećıa
insuficiente. Por lo que deb́ıamos verificar que la transferencia de aprendizaje descri-
ta en la Sección 3.5.7 nos permitiŕıa reutilizar las redes de referencia preentrenadas y
reentrenarlas para nuestro nuevo espacio de imágenes.
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En este trabajo hemos utilizado tanto un detector de dos etapas (Faster R-CNN con
FPN) como un detector de una etapa (RetinaNet), para evaluar el rendimiento en lo-
calización y detección de granos de polen sobre nuestro conjunto de datos. En ambos
casos, las redes operan a nivel de imagen y las regiones candidatas generadas para una
misma muestra se procesan posteriormente para determinar las propuestas finales según
el algoritmo descrito en la Sección 4.9.
La implementación estándar del modelo Faster R-CNN usa tres marcos de anclaje de
referencia como se muestran en la Figura 4.10a. Los marcos rectangulares son útiles para
modelar objetos alargados en los ejes X o Y. Como pudimos comprobar emṕıricamen-
te que los granos de polen de nuestro conjunto de datos son generalmente circulares,
decidimos prescindir de los marcos de anclaje rectangulares y limitar la generación de
anclas de entrenamiento a marcos cuadrados, como los de la Figura 4.10b. El modelo
RetinaNet también utiliza marcos con las mismas relaciones de aspecto por defecto, por
lo que en este caso también decidimos limitar las relaciones de aspecto a 1:1.
(a) (b)
Figura 4.10: (a) Marcos de anclaje que usa el modelo Faster R-CNN por defecto con
relaciones de aspecto 1:1 (verde), 1:2 (azul) y 2:1 (rojo). (b) Único marco de anclaje
base usado en nuestra implementación con relación de aspecto 1:1.
4.8. Precisión en la localización
Uno de los problemas que surgen a la hora de poder realizar una valoración de la repre-
sentatividad que aporta al estado del arte cada uno de los trabajos, es la heterogeneidad
de criterios y métricas utilizadas en cada uno de ellos para mostrar sus resultados.
En este contexto, una de las métricas más aceptadas actualmente para medir la exactitud
con la que una propuesta ha localizado un objeto en una imagen es la Intersección sobre
la Unión (IoU) [89]. Esta métrica es simplemente un cociente de dos áreas como muestra
la Ecuación 4.1, donde el numerador es el área en el que se solapan la predicción (P) y
la marca de referencia (G) y el denominador es el área total cubierta tanto por P como
por G, como muestra gráficamente la Figura 4.11. Por tanto, aquellas propuestas que
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mejor se ajusten a la posición y tamaño de la referencia marcada G tendrán un ı́ndice







Figura 4.11: Definición gráfica del concepto de Intersección sobre la Unión
Como referencia, en retos internacionales de detección de obejetos macroscópicos, un
ı́ndice de IoU > 0.5 se considera generalmente un un objeto bien localizado [89]. La Fi-
gura 4.12 muestra un conjunto de posibles configuraciones de solapamiento entre marcas
de referencia (en verde) y diferentes propuestas de localización proporcionadas por un sis-
tema dado (en azul). Como puede observarse, el valor de referencia de citado (IoU > 0.5)
puede no ser indicativo de una localización muy acertada en cuanto al tamaño del objeto
localizado por la propuesta. Sin embargo, cuando este ı́ndice se aproxima a 0.9, puede
considerarse que la exactitud en la localización y tamaño indicados por una propuesta
es elevada.
IoU=0.53 IoU=0.69 IoU=0.69 IoU=0.89
Figura 4.12: Representación gráfica de distintos valores de Intersección sobre la Unión
En este trabajo, especificamos la precisión en localización a partir de los valores medios
de de IoU de cada propuesta correcta con el marco de referencia almacenado en la base de
datos. Adicionalmente, indicamos la desviación estándar de los valores medios calculados
para proporcionar información respecto de la dispersión de las medidas obtenidas.
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4.9. Fusión de la información multifocal
Como ya hemos expuesto en la Sección 4.2, para cada muestra en estudio, consideramos
varias imágenes obtenidas al variar el eje z para buscar de forma exhaustiva los granos
presentes en la muestra, emulando la actuación del experto al recorrer la platina. Si
el clasificador es robusto, obtendremos todos los granos identificables en cada imagen.
Teniendo en cuenta los granos encontrados en todos las imágenes procesadas, podemos
encontrar todos los granos presentes en la muestra, independientemente de su grado de
visibilidad o identificabilidad en un plano de enfoque espećıfico, como ya mostramos
esquemáticamente en la Figura 4.2.
En la fase de reconocimiento, se determina un plano de referencia mediante autoenfoque3
para cada muestra y procesamos el plano de referencia junto con 10 planos por encima
y por debajo de éste. Por tanto, cada muestra se procesa en al menos 21 planos de
enfoque y, como resultado obtenemos una lista de BBoxes asociados con las propuestas
realizadas por la red para cada imagen junto con una categoŕıa y puntuación (score)
asociadas.
Se realiza un primer filtrado de esta lista de propuestas, descartando aquellas que tengan
una puntuación inferior a un umbral de certeza dado. De esta forma, se rebaja la carga
computacional del resto de los algoritmos que es necesario aplicar hasta obtener las
propuestas finales.
La salida de los modelos neuronales utilizados, proporciona una lista de BBoxes que
requiere la aplicación de un algoritmo NMS para eliminar las propuestas asociadas a
un mismo objeto. Detectron usa por defecto el algortimo conocido como Greedy NMS,
que aparece recogido en Algoritmo 2. Este algoritmo comienza ordenando la lista de
propuestas generadas por la red descendentemente respecto de su score. A continuación,
comenzando con el BBox de mayor puntuación, determina el solapamiento con el BBox
con score inmediatamente inferior y lo elimina del listado si el solapamiento Nt supera
un determinado umbral. Tras repetir el procedimiento con el resto de los BBoxes que van
quedando en el listado, únicamente permanecerán los BBoxes de mayor puntuación no
solapados D asociados a la imagen. La métrica de solapamiento utilizada habitualmente
en este algoritmo es la intersección sobre la unión definida en la Ecuación 4.1.
3Esta posición de referencia podŕıa realizarse manualmente al posicionar la platina en el microscopio.
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Algoritmo 2: Algoritmo Greedy NMS
Entrada: Umbral de solapamiento Nt
Datos: Lista de BBoxes con puntuación R
Resultado: Lista de BBoxes no solapados D
Ordena R por puntuación descendente en D
for i = 1 to D.conteo do
for j = i+ 1 to D.conteo do






4.9.1. Fusión básica de la pila
El algoritmo más básico de fusión de la pila de imágenes consiste en considerar todas las
propuestas generadas por la red para todas las imágenes de una muestra, independiente-
mente de la imagen de procedencia. En este caso tendŕıamos un listado de BBoxes en el
que muchas de las propuestas estaŕıan solapadas. Tras descartar aquellas que presenten
un score inferior a un valor dado aplicamos el algoritmo Greedy NMS para proponer
como granos finales aquellas BBoxes con mayor tasa de certeza y solapamiento entre
propuestas inferior al indicado como argumento del NMS.
Este método de fusión elimina la información asociada al plano de enfoque en el que se
localizan las propuestas y presenta mucha dependencia respecto de la variación en valor
del ı́ndice de certeza. Un modelo que tienda a sobrepuntuar las propuestas de objeto,
provoca que el algoritmo NMS retenga siempre las primeras propuestas no solapadas
que se añaden a la lista.
4.9.2. Fusión de la pila con filtrado en imagen
Una segunda opción de fusión del apilamiento de imágenes aplicaŕıa el algoritmo de
supresión de no máximos a nivel de imagen, para retener únicamente las propuestas de
mayor interés de cada imagen. Una vez determinados los BBoxes con mayor puntuación
y no solapados de una imagen, aplicamos un segundo algoritmo de supresión de no máxi-
mos para agrupar los granos detectados en las imágenes del apilamiento, que pertenecen
a distintas vistas de un mismo objeto. De esta forma obtendremos idealmente los granos
finales presentes en la muestra. Sin embargo, hemos comprobado emṕıricamente que la
posición y tamaño de los granos en el campo visual de una muestra, vaŕıa ligeramente
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al cambiar el plano de enfoque del microscopio, por lo que debemos tener en cuenta este
efecto a la hora de analizar el rendimiento del algoritmo NMS utilizado.
Un segundo problema que encontramos al fusionar los BBoxes procedentes de distintos
planos fue la no eliminación de BBoxes muy pequeños incluidos en otras propuestas
con mayor área. El problema se deb́ıa a la definición estándar de la IoU, que puede
proporcionar un valor bajo si la diferencia entre las áreas de las regiones solapadas es
muy grande aún cuando una región esté totalmente solapada con otra como muestra
la Figura 4.13. En este caso, el área de la intersección se corresponde con el área de la
propuesta más pequeña, y al dividir por el área de la unión podemos llegar a obtener
un valor de solapamiento inferior al necesario para eliminar una de las dos propuestas




Figura 4.13: Intersección sobre la unión cuando un BBox muy pequeño (P2) está to-
talmente incluido en uno mucho mayor (P1). El área de la intersección en este caso se
corresponde con el área de P2.
Como resultado de este efecto, ambas propuestas de grano deberán ser evaluadas para
calcular el rendimiento del sistema, degradando las métricas de rendimiento global. Para
eliminar estas situaciones, utilizamos una variación de la definición estándar de intersec-
ción sobre la unión que proporciona un valor de solapamiento total cuando el área de la
intersección se corresponde con el área de cualquiera de las dos propuestas de entrada
como muestra la Ecuación 4.2.
IoU(P1, P2) =

1.0 Si |P1 ∩ P2| = P1




4.9.3. Supresión de no máximos en detección
A la hora de llevar a cabo el estudio de detección, podemos encontrarnos ante problemas
adicionales al tener en cuenta que la red puede asignar distintas categoŕıas a un mismo
grano al analizar las distintas imágenes del apilamiento, como muestran los granos rojo
y verde de la Figura 4.14. La variación en la clase puede ser debida por ejemplo a
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la aparición de ornamentación caracteŕıstica en una vista determinada, lo que seŕıa
determinante aunque únicamente apareciese en una vista. La eliminación en estos casos
de la propuesta con menor puntuación puede no ser fácil cuando ambas presentan el
mismo valor de puntuación, por lo que puede que a la vista de los resultados, debamos
tener en cuenta algoritmos de supresión más complejos que un simple Greedy NMS.
Además, podemos encontrar un problema adicional al aplicar el algoritmo NMS cuando
nos encontramos con dos o más granos distintos muy solapados que en el mejor de los
casos se detectan en planos muy distantes y con puntuaciones distintas como muestran
los granos naranja y azul de la Figura 4.14. La aplicación estándar del algoritmo NMS
eliminaŕıa el segundo grano que entrase en el listado al presentar un IoU muy elevado
con la primera propuesta.
Class 1 @ 0.99
Class 2 @ 0.99






Figura 4.14: Supresión de no máximos en detección. (a) Ejemplificación de una con-
dición de clasificación indefinida al usar varios planos de enfoque. Los granos verdes
representan objetos ńıtidos y los granos rojos objetos borrosos. Los granos naranja y
azules representan un patrón de alto solapamiento entre granos. (b) Granos altamente
solapados en una muestra de Dactilys.
Para tratar de gestionar este segundo problema, utilizamos umbrales distintos para los
algoritmos NMS que aplicamos a nivel de imagen y a nivel del de apilamiento. Aśı,
usaremos un umbral de solapamiento menor a nivel de imagen, por ejemplo Nt = 0.5, lo
que genera un radio de acción importante del NMS, sobre las propuestas cercanas con
menor ı́ndice de certeza. Y reducimos el radio de acción del NMS al gestionar las imágenes
del apilamiento, usando por ejemplo un segundo umbral más restrictivo Nt = 0.7. Este
criterio se basa en la idea de que dos propuestas asociadas a un mismo grano en planos
consecutivos del apilamiento deben estar muy cercanas. Pero si nos encontramos ante dos
Caṕıtulo 4 Descripción del sistema 82
granos solapados, generalmente las posiciones de las propuestas con mayor puntuación
en el apilamiento estarán más alejadas, por lo que un mayor valor de Nt puede que
preserve esta propuesta al procesar el apilamiento. De esta forma tratamos de preservar
las propuestas de granos localizables en planos alejados que se visualizan solapados al
fusionar el apilamiento en z. El rendimiento de este criterio obviamente, está ligado a
que los modelos de red proporcionen BBoxes muy ajustados a los bordes de los objetos
localizados.
4.10. Métricas de rendimiento
El rendimiento de cada sistema se expresa midiendo la precisión (P), sensibilidad o
exhaustividad (recall, R), F1-score (F1), weighted–averaged F1-score (F1W ) y el valor
medio de IoU de las propuestas generadas con las marcas de certeza almacenadas. Todos
estos parámetros se calculan sobre todas las muestras del conjunto de test de la Tabla 4.3.
Las imágenes de entrada únicamente se escalan a un tamaño de 640x512 sin realizar
ningún procesamiento adicional.
En el cálculo de las métricas de rendimiento para localización, consideramos un verda-
dero positivo (TP) cuando una predicción generada por el sistema presenta una IoU con
una de las marcas de referencia almacenadas en la base de datos de al menos 0.5. Conta-
mos un falso negativo (FN) si ninguna de las propuestas generadas por la red para una
muestra dada alcanza el valor mı́nimo de solapamiento para un grano dado. Finalmente,
consideramos un falso positivo (FP) siempre que una propuesta generada por el sistema
no alcance el valor mı́nimo de solapamiento con ninguna de las marcas de certeza reco-
gidas en la base de datos para la muestra o si se asocia más de un verdadero positivo a
un grano dado. En base a estas definiciones, las métricas de precisión (P) y sensibilidad
(R) vienen dadas por las expresiones habituales recogidas en las Ecuaciones 4.3 y 4.4
respectivamente. Donde la precisión nos indica la fracción de propuestas generadas que










Aunque no hemos usado los granos parcialmente visibles situados en el borde las imáge-
nes para entrenar los modelos, en algunos casos, cuando el grano es bastante visible el
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entorno puede generar propuestas en el borde. En estos casos, la propuesta no se consi-
dera un FP si realmente cubre un grano parcialmente visible que está almacenado en la
base de datos. En estos casos, identificamos las propuestas como verdaderos positivos en
el borde (TPE) pero no contribuyen a las métricas de rendimiento global. Obviamente,
al desplazar la posición de la platina en el microscopio en dirección X o Y, el grano de
polen detectado parcialmente en la muestra inicial aparecerá completo en otra vista en
donde śı se contabilizará como un TP.
La precisión en localización se especifica mediante los valores medios de solapamiento, en
términos de IoU, entre las propuestas TP y las marcas de referencia almacenadas en la
base de datos. Los valores se proporcionan tanto de manera global como para cada uno
de los tipos de polen considerados en este trabajo. De esta forma podremos identificar
los posibles fallos sistemáticos de los modelos asociados a tipo de polen particular. En
caso de obtener un buen rendimiento en la determinación de los BBoxes asociados a
cada grano, podŕıamos usar estas dimensiones para llevar a cabo una estimación media
de los granos de polen en cada periodo.
Obviamente, en los experimentos de detección, se requiere que además del criterio de
solapamiento mı́nimo una propuesta tenga también la clase correcta para ser contabili-
zada como un verdadero positivo. Sin embargo, un error en la clase asignada no evita
que esa propuesta pueda usarse para realizar una estimación de la concentración poĺınica
global, por lo que etiquetaremos estas propuestas como clase errónea (WC). Obviamen-
te y como es habitual, las detecciones tipo WC se contabilizan como FP a la hora de




TP + FP +WC
(4.5)
Por último, en cualquier clasificador existe un balance entre precisión y sensibilidad,
y un modelo puede ser optimizado (por ejemplo ajustando el umbral de confianza o
del NMS) para priorizar la precisión o la sensibilidad dependiendo del objetivo. Bajo
esta premisa, el ı́ndice F1 pesado y promediado (habitualmente weighted-F1 ) permite
reunir en un único marcador la información en la que precisión y sensibilidad alcanzan
sus valores máximos e idénticos sobre la curva precisión vs. sensibilidad sobre todas las
clases en estudio.
El ı́ndice F1 estándar se define según la Ecuación 4.6 y vaŕıa entre 0 (el peor) y 1
(óptimo) y si el modelo se ajusta para favorecer la precisión o la sensibilidad el ı́ndice
F1 descenderá.
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F1 = 2 · P ·R
P +R
(4.6)
En nuestro caso, dado que no disponemos del mismo número de granos de cada clase
en el conjunto de test, la utilización directa del ı́ndice F1 falseaŕıa el rendimiento. Por
tanto, usamos la versión pesada de este ı́ndice, que pondera los ı́ndices F1 de cada
clase respecto del número de granos que aporta cada clase. La Ecuación 4.7 presenta la
definición de este parámetro donde N es el número total de granos a detectar, Ni es el







Ni · F1i (4.7)
4.11. Gestión de resultados
Para gestionar los resultados hemos añadido una tercera pestaña a nuestro programa
de gestión de prototipos (ver Figura 4.15). Desde esta pestaña, podemos visualizar los
resultados que proporciona una red sobre cada una de las imágenes procesadas y filtrar
las propuestas en base a su score.
Figura 4.15: Interfaz del programa desarrollado para la visualización de resultados.
Vista de resultados para cada imagen.
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También, podemos mostrar los resultados solapados para todas las imágenes de una
misma muestra. Esta vista, nos permite observar las distintas BBoxes propuestas por la
red para todas las imágenes de la muestra y tras seleccionar un nivel de filtrado, apreciar
la precisión en la localización o los posibles errores de la red para intentar corregirlos
en los nuevos modelos a entrenar. La Figura 4.16 muestra un ejemplo de localización
en una platina con granos de ciprés mostrando todas las propuestas que presentan un
score superior a 0.4. Como puede apreciarse, en este caso todos los granos completos
se localizan con BBoxes que cubren con mayor o menor éxito. Tras la aplicación del
algoritmo de fusión del z-stack, únicamente se retendrán los BBoxes con mejor score.
Figura 4.16: Interfaz del programa desarrollado para la visualización de resultados.
Vista de resultados del z-stack.
Una tercera vista, nos permite obtener las distintas métricas de rendimiento del experi-
mento configurado. Y para visualizar los resultados obtenidos en la herramienta anterior,
la vista final mostrada en la Figura 4.17, nos permite visualizar el resultado del algoritmo
de fusión con la red y muestra seleccionadas.
4.12. Configuración y entrenamiento de las redes
El entrenamiento de ambos modelos se realizó con la GPU previamente mencionada. En
ambos casos se usó como backbone la red de referencia ResNet50 del proyecto Detec-
tron [90].
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Figura 4.17: Interfaz del programa desarrollado para la visualización de resultados.
Vista de resultados finales.
El entrenamiento de los modelos Faster R-CNN se realizó en la modalidad de extremo
a extremo. El solver se se configuró para usar gradiente descendiente estocástico (SGD)
con minilotes de dos imágenes por GPU y 256 ROIs por imagen, por lo que el número
total de ROIs por minilote de entrenamiento es de 512. Usamos un decaimiento de pesos
de 0.0001 y un momento de 0.9. Aplicamos un calentamiento lineal de 1/3 a la tasa de
aprendizaje durante las primeras 500 iteraciones de entrenamiento para evitar cambios
bruscos al comienzo del entrenamiento.
Los modelos se entrenaron durante un número de iteraciones ajustado a un múltiplo
del número de imágenes disponibles en el conjunto de entrenamiento hasta completar
un numero entero de periodos (epochs). La tasa de aprendizaje inicial se establece en
todos los caso en 0.0025, y se reduce en un factor 10 cada 1/3 y 2/3 del número total
de iteraciones. Además, usamos inversión horizontal de imágenes como algoritmo de
aumento de datos.
Respecto de la configuración de la RPN del modelo Faster R-CNN, la FPN usa los
niveles 2 a 5 del backbone, con marcos de anclaje cuadrados de tamaño mı́nimo de 32
ṕıxeles.
Los modelos RetinaNet también se entrenan con la modalidad de extremo a extremo
con SGD y los mismos parámetros de tamaño de imagen y configuración de solver.
Como backbone de la red usamos la FPN de [80] que está basada en una Resnet50.
Configuramos el modelo para considerar un marco de anclaje cuadrado por localización
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con 3 escalas en los niveles de la pirámide 3 a 7. Los parámetros de la función de pérdida
focal se ajustaron en los valores recomendados en [16] (α = 0.25 and γ = 2.0), y la beta
de la función Smooth L1 para la regresión de BBoxes se estableció en 0.11.
4.13. Experimentos
4.13.1. Utilidad de los granos borrosos en localización
Al variar el plano de enfoque, algunos granos presentan un aspecto borroso por lo que
cabe preguntarse sobre la utilidad de incluir o no estos granos en el conjunto de entre-
namiento.
Al variar el eje z, cada grano debeŕıa aparecer ńıtidamente identificable en alguna de las
imágenes de entrada a la red, por lo que debeŕıa poder localizarse sin la necesidad de
incluir granos borrosos en el conjunto de entrenamiento. Pero la ornamentación algunas
veces aparece en vistas en las que el grano aparece borroso. Además, al excluir los granos
borrosos reducimos de manera significativa el número de ejemplos de entrenamiento. Por
tanto, debemos evaluar el impacto sobre el rendimiento en localización que provoca la
inclusión de ejemplos borrosos de grano en el conjunto de entrenamiento.
Hemos planificado dos tipos de experimento de localización con los dos modelos de red
que vamos a utilizar. En primer lugar, los experimentos tipo A usan todos los granos
definidos en cada imagen para entrenar la red, independientemente del aspecto del grano
en la vista en particular. Este conjunto de entrenamiento etiquetará las redes tipo A.
En segundo lugar, los experimentos tipo B usan únicamente aquellos granos de polen
marcados como ńıtidos en las imágenes de entrenamiento. Por tanto, usaremos un núme-
ro de ejemplos de entrenamiento menor y los granos borrosos serán enseñados a la red
con la categoŕıa fondo, lo que podŕıa provocar a priori una reducción del rendimiento en
localización. Este segundo conjunto de entrenamiento dará lugar a redes que denomina-
remos como tipo B.
En el momento de planificar estos experimentos el número de imágenes etiquetadas en
los conjuntos de entrenamiento era de 497, por lo que tras estudiar la evolución de las
curvas de error durante 60000 iteraciones y comprobar la rápida convergencia de ambos
modelos de red, se decidió entrenar durante 19880 iteraciones lo que se traduce en 80
epochs.
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4.13.2. Experimentos de detección
En los experimentos de localización, no resulta especialmente relevante conocer el detalle
del número de imágenes utilizado de cada tipo de polen en el conjunto de entrenamiento
para ajustar los modelos. Sin embargo, a la hora de estudiar el comportamiento en
detección, es importante detallar este desglose para poder ponderar la representatividad
de los resultados para cada clase, en función del número de ejemplos de entrenamiento
disponibles.
Tabla 4.4: Composición del conjunto de entrenamiento. I indica el número medio de
imágenes por muestra que se ha utilizado para entrenar el sistema.
Tipo de grano Muestras Granos Imágenes I
Avena sativa 11 42 22 2.0
Avena sterilis 12 39 24 2.0
Cedrus 29 228 32 1.1
Cupressus 15 33 30 2.0
Dactylis 42 83 90 2.1
Lolium 15 117 35 2.3
Olea 38 246 108 2.8
Phalaris 13 42 45 3.4
Plantago 28 190 97 3.4
Platanus 13 573 21 1.6
Quercus 35 445 78 2.2
Total 251 2038 582 2.3
La Tabla 4.4 muestra los detalles del conjunto de imágenes utilizado para entrenar los
modelos neuronales en detección. Como puede observarse, el número medio de imágenes
por grano I no es constante para cada tipo de polen, dado que hemos usado una estrategia
de etiquetado dependiente de la complejidad del tipo de grano a describir. Aśı, hemos
etiquetado más imágenes en las que hay muchos granos etiquetados en planos distantes
o cuyo aspecto difiere mucho al variar el plano de enfoque. Por ejemplo, en nuestro
conjunto de imágenes, las aperturas superficiales del Plantago Lagopus sólo son visibles
en planos muy alejados de aquel en el que el borde del grano aparece más ńıtido, por lo
que I alcanza el valor de 3.4. De esta forma, el número total de imágenes del conjunto
de entrenamiento utilizado para detección es superior, alcanzando 582 imágenes.
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Evidentemente, el número de imágenes utilizado en el conjunto de test en detección sigue
siendo el mismo (2863) ya que modela el barrido del microscopio en el eje Z usando 21
imágenes por muestra.
4.13.3. Configuración monoimagen frente a apilamientos
En una aplicación t́ıpica de clasificación, las métricas de rendimiento se calculan utili-
zando una única imagen por muestra, en la que todos los objetos de interés son visibles
y están etiquetados. En nuestra tarea, el uso de una única imagen por muestra, puede
dar lugar a la pérdida de granos como ya hemos indicado.
En un estudio basado en el uso de una única imagen por muestra, resulta de gran
importancia la selección del plano de enfoque más adecuado de forma automática, pero
incluso esta tarea resulta no trivial, como comprobamos emṕıricamente, debido a la
variabilidad en las muestras y la presencia de fondos con patrones de alta frecuencia.
Para evaluar el impacto en el rendimiento que genera nuestra implementación multifocal,
estudiaremos el comportamiento de los modelos neuronales entrenados sobre un conjunto
de test que únicamente contiene una imagen por muestra (SIPS). Para generar este
conjunto de test, de entre todas las imágenes de cada muestra, hemos seleccionado
aquella que presenta un mayor número de granos etiquetados manualmente en la base de
datos. Por tanto, dado que la determinación de este plano no resulta trivial, los resultados
obtenidos sobre este conjunto deben entenderse como aquellos que que maximizaŕıan las




5.1. Resultados en localización
En esta sección recogemos los resultados obtenidos en los distintos experimentos de
localización realizados. Además, realizamos el análisis de estos resultados tanto de forma
numérica como gráficamente, mostrando algunos detalles que no reflejan los parámetros
numéricos.
5.1.1. Tiempos de entrenamiento y localización
Los tiempos de entrenamiento de los cuatro modelos para un mismo número de itera-
ciones superaron ligeramente la hora, siendo algo más rápido el ajuste de los modelos
RetinaNet. El detalle de los tiempos de entrenamiento para los cuatro modelos se refleja
el la Tabla 5.1. En cuanto a los requerimientos de memoria durante el entrenamiento, los
modelos tipo Faster alcanzaron valores de pico de 2491 MB y los RetinaNet 2027 MB.
Con respecto a la evolución de las funciones de error durante el entrenamiento de los
modelos tipo Faster R-CNN, la Figura 5.1 muestra la evolución de las funciones de
pérdida de clase y ubicación (BBox) durante el entrenamiento. Como puede apreciarse,
ambos marcadores alcanzan sus valores asintóticos con bastante rapidez siendo más
evidente en el caso de las propuestas de BBox. Respecto de las oscilaciones debidas al
uso de SGD podemos apreciar que son más evidentes para la subred de clasificación que
para subred de regresión de BBoxes.
En cuanto a la evolución del entrenamiento de los modelo RetinaNet, la Figura 5.2 nos
permite comparar ambos modelos. En primer lugar cabe destacar que estos modelos no
proporcionan una función de error diferenciada para clasificación y regresión de BBoxes.
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Si que observamos que en el modelo que usa únicamente granos ńıtidos se produce
una oscilación en el entorno del primer epoch, que después converge sin nuevos picos
significativos hasta alcanzar la estabilidad pasadas las 5000 iteraciones.
















Figura 5.1: Evolución del valor de las funciones de coste para los modelos Faster R-CNN
durante su entrenamiento.












Figura 5.2: Evolución del valor de las funciones de coste para los modelos RetinaNet
durante su entrenamiento.
Una vez disponemos de las redes entrenadas, realizamos el reconocimiento de las las
imágenes incluidas en el conjunto de test de localización con un umbral de score muy
bajo (0.1) y NMS configurado para descartar propuestas solapadas con un IoU superior
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al 0.5. De esta forma, podemos estudiar la evolución de los parámetros de rendimiento
del algoritmo de fusión en función del score.
El tiempo total de inferencia para las 2863 imágenes incluidas en el conjunto de test
fue de 154.7 s en el modelo Faster R-CNN Tipo A y 155.2 s para el modelo B de la
misma arquitectura. Por tanto, la velocidad de procesamiento por imagen fue inferior
a los 55 ms en nuestra GPU. De esta forma, el tiempo procesamiento de red de las
21 imágenes que consideramos para cada muestra requeriŕıa menos de 1.14 s con este
hardware.
Realizando el mismo análisis con las dos variantes del modelo RetinaNet, observamos
una reducción de los tiempos de inferencia sobre el conjunto de test que se sitúa en
una media de 46 ms por imagen. Por tanto, necesitaŕıamos un mı́nimo de 966 ms por
muestra en el apartado de inferencia. Por tanto, como esperábamos, la velocidad del
modelo monoetapa es superior al modelo de dos etapas. La Tabla 5.1 muestra de forma
resumida los tiempos de entrenamiento e inferencia para las redes consideradas.










Faster R-CNN A 1:10:35 154.7 54
Faster R-CNN B 1:10:36 155.2 54
RetinaNet A 1:08:23 131.1 46
RetinaNet B 1:08:22 131.5 46
Como podemos observar, no hay una variación significativa entre los tiempos de en-
trenamiento necesarios para las redes tipo A o B. Ambos tipos de red han usado un
número diferente de prototipos de grano, siendo menor en las tipo B. Este resultado era
esperable dado que ambos modelos generan automáticamente un número de BBoxes de
entrenamiento fijo a partir de las BBox de certeza indicadas como entrada.
5.1.2. Rendimiento por fusión básica de propuestas
En este trabajo de localización, el número total de granos de polen a localizar es de 1235,
contenidos en 135 muestras preparadas en el laboratorio (v́ıdeos). Los resultados iniciales
de esta técnica los publicamos en [91]. Una de las tareas a realizar es conocer la evolución
de los parámetros de rendimiento de nuestro algoritmo, respecto de la puntuación de
las propuestas de grano (score) que genera cada modelo de red. Para estudiar este
comportamiento, hemos realizado un barrido respecto de este parámetro en el rango
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Figura 5.3: Variación de las métricas de rendimiento con el score mı́nimo de las pro-
puestas para las cuatro redes entrenadas en localización.
0.4 a 0.95 para. La Figura 5.3 muestra la variación de los parámetros de precisión,
sensibilidad y F1-score para las dos redes tipo Faster R-CNN.
La primera conclusión que podemos extraer de ambas gráficas es la escasa variación de
los parámetros de rendimiento respecto del requisito de puntuación mı́nima requerida a
las BBoxes. Podemos apreciar que el ı́ndice F1 se mantiene prácticamente plano en todo
el rango estudiado en el caso de la red entrenada con prototipos borrosos, alcanzando
su valor más elevado para un score de 0.90. Los valores de precisión y sensibilidad
asociados a este punto son 0.9927 y 0.9870. El comportamiento de la red entrenada con
prototipos ńıtidos es semejante en cuanto a la dependencia en el score, manteniendo
siempre elevados valores del ı́ndice F1, en este caso el valor máximo se localiza para un
valor de 0.65, con una precisión asociada de 0.9992 y sensibilidad de 0.9789. Resulta
interesante observar que no crece de forma importante el número de falsos postivos al
reducir el umbral de score hasta un valor tan bajo como 0.4, hecho que es atribúıble a
la capacidad de la red de modelar el concepto grano a pesar de la gran variación en el
aspecto de éstos.
La Figura 5.4 muestra los resultados obtenidos al repetir el análisis para las dos redes
RetinaNet. En este caso, podemos observar como en el caso de la red Retina tipo A
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Figura 5.4: Variación de las métricas de rendimiento con el score mı́nimo de las pro-
puestas en las redes tipo Faster R-CNN entrenadas en localización.
el ı́ndice F1 alcanza su valor máximo (0.988673) para el valor de filtrado más elevado
(score=0.95), siendo la precisión en este punto 0.9879 y la sensibilidad 0.9895. Además,
observando las curvas de precisión y sensibilidad, podemos observar un comportamiento
distinto a los modelos Faster, donde el comportamiento era más independiente del valor
de score seleccionado. En este caso, se observa que el modelo RetinaNet genera un mayor
número de falsos positivos a bajos niveles de filtrado que daña el parámetro de precisión,
que crece de forma monotónica al aumentar el ı́ndice de certeza exigido.
Al observar el comportamiento del modelo Retina entrenado únicamente con granos
ńıtidos (Retina B), observamos nuevamente que a bajos valores de filtrado, el modelo
genera más falsos positivos que la configuración equivalente tipo Faster. Sin embargo
tiene valores de sensibilidad más elevados utilizando ambos el mismo conjunto de entre-
namiento. En este caso, el ı́ndice F1 más elevado se logra para un score de 0.75, para el
que se obtiene una precisión de 0.9918 y una sensibilidad de 0.9846.
La Tabla 5.2 muestra los parámetros de rendimiento de las cuatro redes sobre el conjunto
de test, para la configuración de nivel de filtrado (score) que proporciona el mayor valor
de ı́ndice F1 en cada una de las redes. Se indican en cada caso, el número de granos
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Tabla 5.2: Resultados de localización para las cuatro redes analizadas con la configura-
ción de score que logra un ı́ndice F1 más elevado.
Parámetro
Faster A Faster B RetinaNet A RetinaNet B
Valor % Valor % Valor % Valor %
Score 0.90 0.65 0.95 0.75
TP 1219 98.70 1209 97.89 1222 98.95 1216 98.46
FN 16 1.30 26 2.11 13 1.05 19 1.54
FP 9 0.73 1 0.08 15 1.21 10 0.81
TPE 31 2.51 38 3.07 33 2.67 40 3.24
Precisión - 99.27 - 99.92 - 98.79 - 99.18
Sensibilidad - 98.70 - 97.89 - 98.94 - 98.46
F1 - 98.98 - 98.89 - 98.87 - 98.82
de cada métrica y los porcentajes normalizados respecto del número de granos totales a
localizar en el conjunto de test.
El primer resultado que se puede destacar de la Tabla 5.2 es que el algoritmo de fusión
logra que con todas las redes se localice la casi totalidad de los granos presentes en las
muestras. El modelo Faster tipo B es el que proporciona un valor más bajo en la tasa
de localización (97.89 %). Este hecho, nos sugiere que el problema se puede abordar de
forma robusta con cualquiera de las las arquitecturas de red que hemos considerado.
El número de falsos positivos en ambos modelos tipo Faster es muy bajo, siendo espe-
cialmente bajo en el modelo tipo B, donde únicamente se han estimado un grano en
zonas en las que no estaba recogido en la base de datos. El modelo retina que incluye
prototipos borrosos es el único que genera una tasa de falsos positivos superior al 1 %,
por lo que podŕıamos pensar que este modelo de red tiende a generar respuestas menos
fiables partiendo del mismo conjunto de entrenamiento.
Finalmente, como se mencionó en la Sección 4.10, cuando la porción de grano visible en
las imágenes es suficiente, la red genera propuestas de grano asociadas a granos cortados
en los bordes (TPE), que realmente existen en la muestra y están etiquetados como tal
en la base de datos. Como ya se especificó, estas detecciones se indican por separado en
los resultados, pero no contribuyen en las tasas de acierto.
Respecto de la utilidad de los granos difusos en la tarea de localización, observamos
que en ambos modelos se obtiene una mayor tasa de sensibilidad al utilizar estos granos
frente a las redes que no los usan. Es decir se incrementa las posibilidades de localización
de granos, pero por contra, cae la tasa de precisión de ambas redes por lo que debeŕıamos
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aceptar un mayor número de falsos positivos en funcionamiento. En una aplicación como
ésta en la que queremos maximizar tanto la precisión como la sensibilidad, el parámetro
que debe guiar la elección del modelo es el ı́ndice F1, y éste alcanza su valor más elevado
para la red Faster A que incluye los prototipos borrosos. El segundo ı́ndice F1 más
elevado lo logra también el segundo modelo Faster R-CNN, por lo que éste modelo
parece funcionar mejor que RetinaNet en localización.
No obtante, en una implementación f́ısica, el tiempo de inferencia también debe ser
tenido en cuenta en el balance, y localización las redes RetinaNet son más rápidas.
5.1.3. Rendimiento de las técnicas clásicas sobre nuestra base de datos
La Tabla 5.3 muestra una comparativa de las diferentes propuestas de localización de
granos de polen analizadas en la Sección 2.4, con los resultados de localización obtenidos
en este trabajo. Como puede observarse, el resultado más destacable es el elevado ı́ndice
de precisión obtenido en nuestro estudio (99.27 %), respecto de los reportados por los
trabajos mencionados. La tasa de sensibilidad (98.70 %) también supera la reportada en
el resto de los estudios referenciados. Sin embargo, como ya se mencionó en la Sección 2.4,
resulta muy dif́ıcil realizar una comparación significativa y justa de los distintos estudios,
debido a las grandes diferencias existentes entre los conjuntos de datos utilizados por
los autores referenciados, en particular respecto del número de granos en el conjunto de
test.
Tabla 5.3: Comparación de los resultados obtenidos en los últimos trabajos publicados
que realizan localización de granos de polen con los resultados obtenidos en este trabajo.






Ranzato et al. [32] 8 n/d 3318 368 93.90 % 8.60 %
Landsmeer et al. [25] n/d 9 n/d 65 86.00 % 61.00 %
Nguyen et al. [27] 9 1 n/d 768 93.80 % 89.5 %
Dı́az-López et al. [24] 12 12 n/d 3999 81.92 % 18.50 %
CHT 11 20 2037 1235 79.82 % 83.40 %
Nuestro algoritmo 11 20 2037 1235 98.70 % 99.27 %
Para tratar de obtener una idea del rendimiento sobre nuestra base de datos con las
técnicas clásicas reportadas, hemos procesado nuestro conjunto de datos con una imple-
mentación de uno de los algoritmos utilizados en los trabajos analizados. Tanto el trabajo
de Dı́az-López et al. [24] como el de Nguyen et al. [27] utilizaron la transformación cir-
cular de Hough (CHT) para localizar granos de polen en alguna etapa su algoritmo de
Caṕıtulo 5 Resultados 98
localización. Aśı, hemos implementado un algoritmo desarrollado con OpenCV [48], que
trata de reproducir la etapa de localización del algoritmo de Nguyen et al.
Nuestra implementación del algoritmo de localización usa una única imagen por muestra,
que en primer lugar se convierte a escala de grises. Utilizaremos por tanto el conjunto
de test que previamente denominamos SIPS, que de entre todas las imágenes de cada
muestra, selecciona aquella que presenta un mayor número de granos etiquetados ma-
nualmente. Cada imagen se difumina usando un filtro de la mediana y se buscan ćırculos
usando CHT. Por último, aplicamos un algoritmo NMS sobre el listado de propuestas de
ćırculo. Con estas premisas, estudiamos el tamaño del filtro más adecuado y los paráme-
tros de la función HoughCircles para maximizar el número de detecciones correctas,
usando un IoU > 0.5 con las marcas de certeza almacenadas como criterio de acierto.
Tras varias pruebas, escogimos un tamaño de filtro de 17 ṕıxeles y los siguientes paráme-
tros para la CHT: resolución del acumulador idéntica a la de la imagen de entrada,
distancia mı́nima entre centros de ćırculo de 25 ṕıxeles, gradiente de 50, umbral del
acumulador de centros de 30 y un rango de radio de los objetos entre 20 y 200 pixeles.
Bajo la configuración anterior, obtuvimos 985 TP, 196 FP y 249 FN. Por tanto, este
algoritmo de localización alcanzó una tasa de sensibilidad del 78.8 % y una precisión del
83.4 %. Estos resultados aparecen reflejados en la Tabla 5.3 etiquetados como CHT.
Figura 5.5: Localización de granos de tipo Lolium con el algoritmo basado en la trans-
formación circular de Hough. La existencia de un fondo no uniforme provoca un alto
número de falsos positivos.
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La Figura 5.5 muestra un resultado obtenido al aplicar este algoritmo a una imagen con
múltiples objetos sobre un fondo complejo. Las principales fuentes de error observadas
usando nuestra implementación de localizador basado en CHT se deben a:
Fondos con ruido muy elevado debido a la superficie del adhesivo.
Granos con bajo contraste respecto de la tintura del fondo.
Granos que no tienen una apariencia circular.
Afortunadamente, todos estos retos inherentes al espacio de imagen con el que trabaja-
mos, parecen ser bien gestionados por nuestro sistema basado en aprendizaje profundo
a la vista de los resultados obtenidos.
5.1.4. Precisión de las propuestas localización
La Tabla 5.4 muestra la exactitud en la localización de las predicciones que genera cada
modelo de red en términos de IoU respecto de las marcas de referencia almacenadas
para cada grano. Los datos se desglosan a nivel de tipo de polen y el valor medio global,
especificando junto con la desviación estándar de cada medida.
Tabla 5.4: Exactitud en la localización de los granos de polen para las clases en estudio.
La exactitud se expresa en términos del IoU entre las predicciones y las marcas de
certeza almacenadas para los granos de la muestra. La desviación estándar para cada
tipo de grano se indica entre paréntesis y el número de predicciones con #.
Polen
Faster A Faster B RetinaNet A RetinaNet B
IoU (σ) # IoU (σ) # IoU (σ) # IoU (σ) #
Cupressus 0.90 (0.03) 29 0.90 (0.04) 29 0.93 (0.02) 29 0.90 (0.03) 29
Avena sativa 0.86 (0.09) 17 0.88 (0.06) 16 0.88 (0.06) 18 0.89 (0.06) 17
Avena sterilis 0.86 (0.07) 43 0.88 (0.05) 43 0.89 (0.06) 43 0.90 (0.06) 43
Cedrus 0.91 (0.03) 162 0.91 (0.02) 162 0.93 (0.02) 162 0.93 (0.02) 162
Dactylis 0.89 (0.06) 59 0.91 (0.05) 59 0.91 (0.06) 60 0.92 (0.05) 60
Lolium 0.89 (0.04) 82 0.88 (0.03) 80 0.91 (0.04) 82 0.91 (0.03) 75
Olea 0.89 (0.04) 194 0.89 (0.04) 192 0.90 (0.04) 194 0.90 (0.04) 191
Phalaris 0.94 (0.03) 36 0.93 (0.02) 36 0.93 (0.04) 36 0.94 (0.01) 36
Plantago 0.89 (0.04) 116 0.89 (0.04) 116 0.89 (0.04) 116 0.89 (0.03) 116
Platanus 0.85 (0.04) 180 0.86 (0.03) 180 0.84 (0.04) 180 0.86 (0.03) 180
Quercus 0.90 (0.03) 303 0.91 (0.02) 303 0.90 (0.03) 306 0.91 (0.03) 301
Valor medio 0.89 (0.04) 1221 0.89 (0.04) 1216 0.90 (0.05) 1226 0.90 (0.04) 1210
Como referencia, un IoU de 1.0 representa una precisión total a la hora de estimar la
ubicación y el tamaño de cada grano en la muestra, como se indicó en la Section 4.8.
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Un valor medio de 0.89 como el obtenido en en el caso de los clasificadores tipo Faster
es indicativo de una alta precisión como mostramos gráficamente en la Figura 4.12.
Cabe resaltar, como muestra la Tabla 5.4, que las implementaciones RetinaNet parecen
proporcionar un mejor ajuste de la posición y el tamaño de los granos de polen, por lo
que podŕıan ser una implementación más adecuada para estimar el marco que mejor se
ajusta a los bordes de un grano.
Además, los valores de desviación estándar que presentan los valores de solapamiento
son muy bajos, lo que nos indica que la dispersión de los valores de IoU es muy baja y
por tanto la mayor parte de las propuestas finales del sistema cubren casi perfectamente
la extensión de los granos marcados en la base de datos.
Aunque alguna de las publicaciones recogidas en la Sección 2.4 abordan la localiza-
ción y la estimación del tamaño de grano, resulta imposible realizar una comparación
con nuestros resultados, debido a la ausencia de cualquier métrica reproducible en esos
trabajos.
5.1.4.1. Resultados gráficos
Aunque los resultados numéricos nos permiten obtener una idea general del funciona-
miento del sistema, algunos detalles del rendimiento en localización quedan ocultos en
los datos numéricos globales. Por tanto, mostraremos algunos resultados gráficos de es-
pecial interés en esta sección. En el Apéndice A.1 pueden encontrarse las imágenes a
campo completo de las que se han obtenido los cortes que se detallan en esta sección.
En las imágenes siguientes, una localización correcta se indica mediante un recuadro
verde, los falsos positivos se muestran en color rojo, y finalmente, los falsos negativos
aparecen en color azul. La posición de las propuestas finales se almacena en la base de
datos asociándola con el plano de enfoque en el que ha sido localizada, por lo que la
marca correcta puede parecer ligeramente desplazada respecto del grano visualizado si
el plano que se muestra es distinto de aquel en el que la propuesta fue localizada.
Como indican los resultados numéricos mostrados previamente en la Sección 5.1.2, nues-
tro sistema es capa de localizar eficientemente los granos presentes en el conjunto de
test definido. Más aún, los datos de la Sección 5.1.4 muestran una alta independencia
de las propuestas finales respecto del tipo de polen a localizar, la complejidad del fondo
o la retroiluminación utilizada en las distintas platinas. Sin embargo, hay determinadas
configuraciones no controlables en las muestras reales que provocan que el sistema igno-
re ciertos granos, o genere propuestas de grano que alcanzan el score mı́nimo en áreas
donde no se aprecia ningún grano al variar el plano de enfoque.
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(a)
(b)
Figura 5.6: Dos cortes del mismo área de una muestra en planos de enfoque distintos
que muestran dos tipos de error: un falso positivo (rojo) en el que una burbuja se
etiqueta como grano de polen (a) y un falso negativo (marca azul en la esquina superior
derecha) que no llega a presentar una vista ńıtida en la excursión de enfoque (b).
Aśı, la Figura 5.6, obtenida usando la red Faster tipo B, muestra dos planos diferentes
de la misma muestra, en la que el sistema ha identificado erróneamente una burbuja
como un grano de polen (en rojo) y dos falsos negativos (en azul). Uno de los falsos
negativos está asociado con un grano localizado en el borde superior del campo visible,
junto a la burbuja, y el otro, en la esquina superior derecha, se muestra muy borroso en
la mayor parte del recorrido del eje z, y únicamente se aprecia con cierta nitidez en una
de las imágenes consideradas en el conjunto de test (Figura 5.6b), alejada del plano de
enfoque central.
Afortunadamente, la localización de burbujas del sustrato como granos no es un compor-
tamiento sistemático de nuestro sistema. En general, el sistema diferencia correctamente
el concepto de grano y burbuja. A modo de ejemplo gráfico, la Figura 5.7a muestra una
sección de una de las muestras de tipo Olea con varias burbujas, detritos y polvo que
han sido ignorados, mientras que los tres granos visibles de Olea han sido localizados
correctamente. Además, podemos apreciar en este mismo corte el aparente error de loca-
lización del grano que aparece difuso en la esquina superior izquierda, que obviamente,
se debe a que el plano que hemos decidido mostrar en la imagen no coincide con el plano
en el que la red localizó el grano.
Adicionalmente, la Figura 5.7b muestra un corte de una muestra de Lolium en la que
los cuatro granos visibles han sido localizados correctamente, a pesar de que cada uno
de ellos sólo se visualiza ńıtidamente en planos de enfoque muy distantes entre si y dos
de ellos aparecen agrupados presentando deformación del borde.
La localización de granos adyacentes o parcialmente solapados es otro de los retos que
hab́ıamos identificado al analizar el conjunto de muestras del que dispońıamos. La Figu-
ra 5.8 presenta los resultados de localización de tres de estas situaciones con el sistema
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Figura 5.7: Dos ejemplos de localización de granos en muestras de Olea (a) y Lolium
(b), en las que los problemas identificados en la Figura 5.6 han sido gestionados correc-
tamente.
basado en la red Faster tipo B. Aśı, la Figura 5.8a muestra un conjunto de granos de
tipo Quercus donde, además de las evidentes variaciones de apariencia visual entre ellos,
los cuatro granos adyacentes han sido localizados correctamente.
La Figura 5.8b también muestra una operación correcta con cinco granos adyacentes
muy agrupados y con bordes deformados. Esta muestra procede de una platina de Olea
distinta a la mostrada en el corte de la Figura 5.7a y como se puede comparar presentan
fondos y niveles de tintura muy distintos.
Por último, la Figura 5.8c muestra el resultado de procesar una muestra de Dactylis en
la que el elevado nivel de solapamiento entre los dos granos superiores hacen que nuestro
sistema sea incapaz de separar e identificar ambos granos dando lugar a la pérdida del
grano central.
5.2. Resultados en detección
En esta sección recogemos los resultados obtenidos en los distintos experimentos de de-
tección realizados, discutiendo al mismo tiempo sus implicaciones. Hemos entrenado una
red tipo Faster R-CNN y otra tipo RetinaNet sobre el conjunto de entrenamiento des-
crito en la Sección 4.13.2. Los tiempos medios de procesamiento por imagen de ambas
redes son en este caso 59 ms para el modelo Faster R-CNN, y 58 ms para el modelo Reti-
naNet. La configuración de tamaños máximos de imagen de entrada en ambos casos es la
misma, por lo que parece que al aumentar el número de clases la diferencia de velocidad
de inferencia se reduce. En ambos casos, se ha utilizado la misma GPU y número de
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Figura 5.8: (a) Un ejemplo de localización correcta de todos los granos de tipo Quercus
a pesar de las variaciones morfológicas visibles, (b) un segundo ejemplo de una muestra
de Olea con diferentes niveles de tintura y deformación de bordes, y (c) un alto nivel
de solapamiento en la muestra de Dactylis no permite la localización del grano central.
imágenes (2863) para calcular estos valores medios. En todos los casos consideraremos
1235 granos a localizar.
En el proceso de inferencia, hemos configurado que sólo se acepten las propuestas de
la red con alta certeza. Por tanto, hemos establecido un umbral de score de 0.75 y
mantenido el umbral de solapamiento para el algoritmo NMS en 0.5. Esta decisión se
ha tomado tras comprobar con los resultados de localización que la mayor parte de los
granos se localizan con scores elevados. El algoritmo de fusión del apilamiento usará un
umbral de 0.7 según el argumento desarrollado en la Sección 4.9.3.
5.2.1. Utilizando una imagen por muestra
Al utilizar una imagen por muestra cabe esperar una tasa de FN superior. La Tabla 5.5
muestra los parámetros de rendimiento global obtenidos al reconocer el conjunto de test
SIPM con los dos modelos de red entrenados. La entrada Propuestas indica el número de
candidatos finales resultantes de la aplicación del algoritmo NMS. Y los parámetros de
precisión, sensibilidad y weighted-averaged F1–score vienen dados por las Ecuaciones 4.5,
4.4 y 4.7 respectivamente.
La primera observación que cabe resaltar es que ninguno de los modelos genera propues-
tas para cubrir la totalidad de los granos presentes en el conjunto de test. Este hecho
podŕıa venir motivado por la elección de los parámetros del algoritmo NMS, pero en este
caso, al analizar los resultados sobre las imágenes, observamos que los granos perdidos
se corresponden con situaciones en las que el grano no es visible en la imagen utilizada.
Cabe destacar que en el modelo Faster R-CNN la precisión en localización es del 100 % al
no generar falsos positivos, pero al considerar los fallos en la asignación de la clase como
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Tabla 5.5: Resumen de los resultados obtenidos con ambos modelos de red utilizando
una imagen por muestra. Los porcentajes se calculan respecto del número de granos en
el conjunto de test.
Faster R-CNN RetinaNet
Parámetro Granos ( %) Granos ( %)
Propuestas 1198 - 1210 -
TP 1155 93.52 1159 93.85
WC 13 1.05 19 1.54
FN 67 5.43 57 4.61
FP 0 0.00 2 0.16
TPE 30 - 30 -
Precisión - 98.88 - 98.22
Sensibilidad - 94.57 - 95.38
F1W - 95.99 - 95.90
FP, este parámetro es inferior. Además, llama la atención el escaso número de falsos
positivos generados en ambos modelos. A la hora de buscar una justificación para estas
métricas de rendimiento tan positivas, debemos tener en cuenta la generosa elección del
plano de enfoque más benevolente a la hora de generar el conjunto de test SIPM.
5.2.2. Utilizando nuestra propuesta multienfoque
La Tabla 5.6 muestra los parámetros de rendimiento global obtenidos al reconocer el
conjunto de test con un apilamiento de 21 imágenes por muestra, con los dos modelos
de red utilizados en la sección anterior. De esta forma, podremos cuantificar la variación
en los parámetros de rendimiento que se obtiene al utilizar esta propuesta a igualdad de
red.
En este caso, ambos modelos generan un número de propuestas de grano superior a las
realmente presentes en el conjunto de test. Como primer resultado, cabe destacar que
ambos modelos ubican y clasifican correctamente más del 96 % de los granos presentes
en el conjunto de test.
En segundo lugar, observamos que el número de falsos positivos sigue siendo muy bajo,
manteniéndose el mismo comportamiento positivo del modelo Faster R-CNN frente al
modelo RetinaNet. Este resultado resulta más interesante al recordar que en este caso,
al usar 21 imágenes por muestra, la red podŕıa haber generado más candidatos asociados
a grano por las imperfecciones del espacio de imágenes ya mencionadas.
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Tabla 5.6: Resumen de los resultados obtenidos con ambos modelos de red utilizando
apilamiento de imágenes. Los porcentajes se calculan respecto del número de granos en
el conjunto de test.
Faster R-CNN RetinaNet
Parámeter Grains ( %) Grains ( %)
Propuestas 1241 - 1255 -
TP 1188 96.27 1189 96.28
WC 17 1.30 23 1.86
FN 30 2.43 23 1.86
FP 0 0.00 7 0.57
TPE 36 - 36 -
Precisión - 98.59 - 97.54
Sensibilidad - 97.57 - 98.14
F1W - 97.31 - 97.09
Si comparamos los indicadores de rendimiento monoimangen frente a esta segunda pro-
puesta multienfoque, podemos observar que el porcentaje de granos correctamente de-
tectado en ambos modelos crece un 2.75 % en el modelo Faster R-CNN y un 2.43 % en el
modelo RetinaNet. Como cabŕıa esperar, también se reduce la tasa de falsos negativos
en ambos modelos de red, sin generar un incremento significativo del número de granos
clasificados erróneamente, 4 granos más en ambos casos. Por tanto, la mayor parte de
los nuevos granos encontrados contribuyen a mejorar tanto la tasa de precisión como la
de sensibilidad. El bajo número de falsos positivos que genera la red en ambos casos es
un indicativo de la capacidad de estas dos técnicas de aprendizaje profundo de modelar
correctamente este nuevo espacio de imagen y del elevado nivel de score escogido para
aceptar las propuestas.
A la hora de escoger uno de los dos modelos de red bajo las mismas condiciones de NMS,
en base a las métricas obtenidas, encontramos que el ı́ndice F1 pesado más elevado lo
logra el modelo Faster R-CNN, aunque por un escaso margen. Ambos modelos presentan
altos indicadores de rendimiento y prácticamente los mismos tiempos de inferencia en
nuestro entorno de prueba, por lo que en estas condiciones la elección de uno de ellos no
resulta clara.
5.2.2.1. Rendimiento a nivel de tipo de polen
Entrando a analizar la distribución de errores de detección a nivel de tipo de polen,
podemos observar la distribución de éstos con ayuda de las matrices de confusión de
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ambos modelos sobre el conjunto de test. La Tabla 5.7 muestra la matriz de confusión
para el modelo Faster R-CNN con los distintos tipos de polen etiquetados como Ti para
simplificar la tabla. También se muestran las tasas de precisión, sensibilidad e ı́ndice F1
para cada tipo de polen.
Tabla 5.7: Matriz de confusión para detección de tipo de polen usando el modelo Faster
R-CNN sobre el conjunto de test de 21 imágenes apiladas.
Clase predicha
Clase real T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 FN Sens.
Cupressus T1 29 0 1.00
A. sativa T2 15 1 4 0.75
A. sterilis T3 8 33 3 0.75
Cedrus T4 161 1 0 0.99
Dactylis T5 57 1 2 0.95
Lolium T6 73 1 9 0.88
Olea T7 191 4 0.98
Phalaris T8 1 36 0 0.97
Plantago T9 115 3 0.97
Platanus T10 180 1 0 0.99
Quercus T11 2 1 298 5 0.97
FP 0 0 0 0 0 0 0 0 0 0 0
Precisión 1.00 0.65 0.97 1.00 0.98 0.97 1.00 1.00 0.97 0.99 0.99
F1-score 1.00 0.70 0.85 1.00 0.97 0.92 0.99 0.99 0.97 0.99 0.98
La matriz de confusión nos muestra que la mayor parte de las propuestas generadas por
la red se sitúan en la diagonal principal de la matriz, lo que indica que, en términos
generales, el modelo presenta un rendimiento muy bueno en la localización e identifi-
cación de los distintos granos de polen estudiados. Sin embargo, se aprecia un error
de identificación evidente cuando el modelo identifica algunos granos de Avena sterilis
como Avena sativa. La apariencia visual de ambos tipos de grano es muy similar en las
muestras que tenemos, y el modelo parece favorecer el tipo sativa frente a la variante
sterilis. En cualquier caso, el escaso número de granos presente en las muestras de Avena
sativa reduce la significación de este resultado.
El funcionamiento del modelo RetinaNet sobre el conjunto de test puede observarse
en la Tabla 5.8. Como cabŕıa esperar a la vista de las métricas macro, en este caso
la mayor parte de las propuestas de grano también se sitúan en la diagonal principal.
También observamos un comportamiento idéntico respecto de las dos clases de avena
que contiene nuestro estudio. Y como aspecto diferencial, únicamente apreciamos la
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presencia de celdas activas aisladas en distintas posiciones entre ambos modelos, aunque
de mayor magnitud en el modelo RetinaNet.
Tabla 5.8: Matriz de confusión para detección de tipo de polen usando el modelo Reti-
naNet sobre el conjunto de test de 21 imágenes apiladas.
Clase predicha
Clase real T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 FN Sens.
Cupressus T1 29 0 1.00
A. sativa T2 14 1 1 4 0.70
A. sterilis T3 10 32 2 0.73
Cedrus T4 161 1 0 0.99
Dactylis T5 2 56 2 0.93
Lolium T6 74 9 0.89
Olea T7 193 2 0.99
Phalaris T8 37 0 1.00
Plantago T9 1 115 2 0.97
Platanus T10 180 1 0 0.99
Quercus T11 2 4 298 2 0.97
FP 0 1 2 0 0 0 3 0 0 0 1
Precisión 1.00 0.58 0.91 1.00 0.95 1.00 0.99 1.00 0.98 0.98 0.99
F1-score 1.00 0.64 0.81 1.00 0.94 0.94 0.99 1.00 0.98 0.99 0.98
5.2.2.2. Exactitud de las propuestas de localización
En las secciones previas hemos presentado los resultados asumiendo que el solapamiento
de las propuestas (P) con las marcas de referencia (G) de los granos almacenados en la
base de datos, supera el criterio establecido para el concepto de acierto, IoU(P,G) > 0.5.
Cabe preguntarse en este punto por el ajuste de las propuestas generadas al contorno
de cada tipo de grano de polen. De esta forma, podŕıamos identificar tipos de polen mal
modelados por la red y añadir, en su caso, un mayor número de imágenes de estos tipos.
Como ya hicimos para mostrar la exactitud en la tarea de localización, recogemos en la
Tabla 5.9 los valores medios de solapamiento en términos de IoU entre las propuestas
generadas correctamente por la red (TP) y sus correspondientes marcas de referencia.
La desviación estándar de cada medida se muestra entre paréntesis.
El valor medio global de ambas redes, nos indica que la precisión de los BBoxes generados
en ambos casos es muy elevada, con una desviación t́ıpica media global de 0.04 en ambos
casos. Por tanto, este experimento nos permite comprobar nuevamente que la calidad
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Tabla 5.9: Exactitud de la localización de los granos de polen para las clases estudiadas
con los modelos multiclase entrenados.
Faster R-CNN RetinaNet
Tipo de Polen IoU (σ) Predicciones IoU (σ) Predicciones
Cupressus 0.91 (0.03) 29 0.92 (0.03) 29
Avena sativa 0.91 (0.03) 15 0.91 (0.04) 14
Avena sterilis 0.91 (0.04) 33 0.93 (0.03) 32
Cedrus 0.93 (0.02) 161 0.93 (0.02) 161
Dactylis 0.91 (0.06) 57 0.92 (0.06) 56
Lolium 0.89 (0.04) 73 0.90 (0.03) 74
Olea 0.90 (0.04) 191 0.90 (0.03) 193
Phalaris 0.94 (0.02) 36 0.94 (0.02) 37
Plantago 0.92 (0.04) 115 0.90 (0.04) 115
Platanus 0.87 (0.03) 180 0.87 (0.03) 180
Quercus 0.91 (0.03) 298 0.91 (0.03) 298
Valor medio 0.91 (0.04) 1188 0.91 (0.04) 1189
de las propuestas RetinaNet es semejante a la lograda por el modelo Faster R-CNN, a
pesar de ser este último un modelo de dos etapas. Además, los valores medios de IoU
coinciden en muchos de los tipos de polen, poniendo de manifiesto que el tipo de polen
peor modelado en términos de área es el Platanus hispanica con un IoU de 0.87. Y
por contra, el mejor modelado en ambos casos seŕıa el tipo Phalaris minor con un IoU
de 0.94.
El resultado más interesante aparece al comparar la exactitud de las BBoxes generadas
por los modelos entrenados en localización (Tabla 5.4) y los entrenados para realizar
detección (Tabla 5.9). Al comparar ambas tablas, observamos que la exactitud de los
BBoxes en detección supera en términos generales los valores equivalentes en localización,
0.91 frente a 0.90 en el mejor de los casos. La justificación a este resultado puede estar
ligada al bloque de regresión de marcos en el caso del modelo Faster R-CNN, que ajusta
una subred para cada una de las clases aprendidas. Cabe esperar, que sea más eficiente
regresionar BBoxes con las caracteŕısticas particulares de cada tipo de grano, que tratar
por igual todos los tipos de grano, sean alargados o circulares. Sin embargo, este efecto
no tiene la misma explicación en el caso del modelo RetinaNet, donde la subred de
regresión se ajusta independientemente de la clase del marco de entrenamiento. Por
tanto, es posible que esté ligado al mejor modelado que realizan ambas redes con el
nuevo conjunto de entrenamiento.
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5.2.2.3. Comparación con otros trabajos de detección
Una comparación significativa con otros trabajos en esta vertiente resulta compleja, ya
que no todos los estudios abordan tanto las fases de localización como de clasificación
de los objetos encontrados.
Al considerar ambas tareas en un estudio integrado, el número de trabajos se reduce y
también los parámetros de rendimiento. Además, la comparación de métricas resulta más
complicada, no solo por la diferente composición de los conjuntos de test, sino también
por la ausencia de detalle de las métricas de detección como se puso de manifiesto en
la Sección 2.6. El trabajo de Ranzato et al. de 2007 reporta una tasa de clasificación
correcta del 77 %. Mientras que Nguyen et al. [27] lleva a cabo un estudio de detección
sobre 768 granos aislados, reportando únicamente un valor de sensibilidad del 96.4 % en
identificación. A pesar de que la comparación no es muy significativa, nuestro trabajo
de detección utilizando nuestra técnica multienfoque mejora ambos estudios con tasas
de precisión (98.59 %) y sensibilidad (97.57 %) sobre un conjunto de 1235 granos de 11
tipos distintos.
En este caṕıtulo, hemos estudiado el comportamiento de dos modelos de detección basa-
dos en técnicas de aprendizaje profundo para realizar localización y detección de distintos
tipos de polen. Los resultados parecen indicarnos que el uso de apilamiento de imágenes
de campo completo permite mejorar la el rendimiento en localización. El uso de granos
borrosos parece mejorar ligeramente la localización, pero el coste temporal de su etique-
tado para realizar detección no parece compensar el posible incremento en detección. En




La localización y clasificación de granos de polen en muestras con sustrato adhesivo
tintado es una tarea compleja. En este trabajo, hemos abordado la aplicación de dos
de las técnicas de detección de objetos más recientes en inteligencia artificial (Faster
R-CNN y Retina Net), obteniendo resultados prometedores y utilizando equipamiento
de bajo coste, tanto en el bloque de adquisición como en el apartado computacional.
Hemos confirmado que es posible llevar a cabo un ajuste de extremo a extremo de los dos
modelos neuronales analizados, utilizando transferencia de aprendizaje, con un conjunto
de muestras palinológicas relativamente pequeño.
Por otro lado, hemos desarrollado un sistema que mejora los resultados de localiza-
ción expuestos en la bibliograf́ıa, tanto en términos de sensibilidad como de precisión,
utilizando granos parcialmente borrosos en el conjunto de entrenamiento.
En detección, hemos conseguido que nuestra implementación logre tasas de precisión y
sensibilidad muy elevados, aunque la comparación con métricas equivalentes de otros
trabajos no resulte posible. Además, la precisión de los marcos generados es incluso más
elevada que la lograda en localización, por lo que debemos concluir que el modelado de
los tipos de grano estudiados parece efectivo.
Una contribución importante de este trabajo es la construcción de una base de datos
de granos de polen que permite la realización de estudios de detección. Utiliza api-
lamientos de imágenes, emulando el comportamiento de un palinólogo. Que tengamos
conocimiento, es la única que permite llevar a cabo esta tarea actualmente. Hemos pues-
to a disposición de la comunidad cient́ıfica esta base de datos en nuestra página web [92],
habiendo atendido hasta este momento 9 peticiones desde varios páıses.
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Los reducidos tiempos de detección, entorno a 59 ms por imagen, nos hacen esperar una
operación cercana al tiempo real, si se realiza una integración del sistema con un micros-
copio robotizado. En este caso, el tiempo requerido para ajustar cada nueva posición,
puede ser utilizado para procesar con la GPU la imagen capturada previamente.
La alta precisión lograda por nuestro sistema sobre el conjunto de test, y la velocidad de
procesamiento alcanzada, nos lleva a concluir que esta técnica puede ser adecuada para
desarrollar un sistema automático de estimación de la concentración de polen a partir
de muestras estándar.
Finalmente, como continuación natural del trabajo desarrollado en esta tesis, hay varias
ĺıneas de investigación futura que podemos abordar. La primera debeŕıa ser la extensión
del número de muestras y tipos de polen a localizar, para obtener una representación
más significativa de las especies que se pueden encontrar en nuestra zona. Como requi-
sito previo para abordar esta tarea, debeŕıamos construir un microscopio robotizado o
estudiar la automatización de un microscopio estándar por medio de motores paso a
paso. Una vez automatizada la captura de muestras, debeŕıamos estudiar la dependen-
cia del rendimiento en localización en función del tamaño de paso configurado en el eje
vertical. Tras integrar la captura automática de muestras, podŕıamos estudiar su uso en
un laboratorio de palinoloǵıa, con la adecuada supervisión de expertos para controlar y
mejorar su funcionamiento. La inclusión de muestras obtenidas en condiciones meteo-
rológicas adversas, serviŕıa para estudiar la robustez de estas técnicas ante muestras con
gran cantidad de polvo y detritos.
El coste temporal de adición de nuevos tipos de polen puede verse reducido con el uso
de nuestros modelos ya entrenados. Hemos comprobado que podemos utilizar una red
ya entrenada para ubicar nuevos prototipos de clases desconocidas para, a posteriori,
corregir las propuestas estimadas por la red, y establecer manualmente la clase de cada
prototipo. Este cambio en la forma de trabajo aceleraŕıa significativamente la adición
de soporte para nuevos tipos de polen.
En el largo plazo, se podŕıa pensar extender el número de tipos de polen para gestionar
los más habituales en otras zonas. Para este trabajo, debeŕıamos contar con el apoyo de
otros grupos de investigación interesados en esta misma ĺınea trabajo.
Apéndice A
Resultados gráficos
A.1. Resultados en localización
En este apéndice se muestran algunos resultados de interés en localización, con las imáge-
nes a campo completo.
Figura A.1: Muestra de Lolium rigidum con una burbuja detectada como grano y falsos
negativos a consecuencia de su baja visibilidad en las imágenes del apilamiento.
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Figura A.2: Muestra de Olea europea en la que la presencia de burbujas no da lu-
gar a falsos positivos. También puede apreciarse la existencia de granos correctamente
localizados visibles en planos de enfoque distantes.
Figura A.3: Muestra de Lolium rigidum en la que puede apreciarse la presencia de
granos correctamente localizados visibles en planos de enfoque distantes.
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Figura A.4: Muestra de Quercus rotundifolia en la que puede apreciarse la presencia de
granos multiformes correctamente localizados.
Figura A.5: Muestra de Olea europea en la que puede apreciarse la presencia de granos
adyacentes con el borde deformado y correctamente localizados.
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Figura A.6: Muestra de Dactilys glomerata en la que el alto solapamiento existente
entre los granos impide la localización correcta del grano central.
Figura A.7: Muestra de Calocedrus decurrens con un gran número de granos visibles y
distintos tamaños.
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A.2. Resultados en detección
En este apéndice se muestran algunos resultados de interés en detección.
Figura A.8: Faster R-CNN: La muestra de Lolium Rigidum previamente analizada en
localización, sigue siendo compleja en detección. Varios falsos negativos (azul).
Figura A.9: RetinaNet: Falso positivo que el algoritmo NMS no elimina (rojo) y falso
negativo (azul) en una muestra de Avena Sterilis.
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Figura A.10: RetinaNet: Un falso positivo con dos granos adyacentes.
Figura A.11: Faster R-CNN: Grano solapado de Plantago Lagopus que no es capaz de
separar en ningún plano del z-stack.
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Figura A.12: Faster R-CNN: Localiza correctamente todos los granos de Plantago La-
gopus presentes en la vista.
Figura A.13: Faster R-CNN: Localiza correctamente todos los granos de Dactylis Glo-
merata presentes en la muestra a pesar del alto solapamiento.
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sion – ECCV 2016, páginas 21–37. Springer International Publishing, 2016. doi:
10.1007/978-3-319-46448-0 2.
[15] Kaiming He, Georgia Gkioxari, Piotr Dollar, y Ross Girshick. Mask R-CNN. En
2017 IEEE International Conference on Computer Vision (ICCV), páginas 2961–
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páginas 2999–3007, Octubre 2017. doi: 10.1109/ICCV.2017.324.
Bibliograf́ıa 123
[17] J. Redmon, S. Divvala, R. Girshick, y A. Farhadi. You only look once: Unified,
real-time object detection. En 2016 IEEE Conference on Computer Vision and
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Barbara Hammer, Lazaros Iliadis, y Ilias Maglogiannis, editores, Artificial Neural
Networks and Machine Learning – ICANN 2018, páginas 270–279. Springer Inter-
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