C-MEANS CLUSTERING ALGORITHM BASED ON INTERVAL-VALUED INTUITIONISTIC FUZZY SETS by 张宏威 & 王周敬
第 28 卷第 2 期 计算机应用与软件 Vol. 28 No． 2
2011 年 2 月 Computer Applications and Software Feb． 2011
基于区间直觉模糊集的 C 均值聚类算法
张宏威 王周敬
( 厦门大学信息科学与技术学院 福建 厦门 361005)
收稿日期: 2010 － 08 － 20。福建省自然科学基金( 2010J01362 ) ; 厦
门大学国家“211”( 三期) : 立体通信和信息集成智能技术。张宏威，硕
士，主研领域: 模糊聚类。
摘 要 针对区间直觉模糊集( IVIFS) 的聚类问题，提出了基于 IVIFS 的 C 均值聚类算法。算法首先应用 IVIFS 的欧氏距离，构
造了聚类的目标函数; 然后根据拉格朗日乘数法推导出聚类的迭代公式，得到 IVIFS 聚类算法; 此外，还提出一种 IVIFS 聚类的有效
性函数，并将此函数和聚类结合，给出可以确定最佳聚类类别数的聚类流程; 最后通过实验验证了该算法不仅得到了最佳聚类类别
数，同时还提高了聚类的准确率。
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Abstract Aiming at the clustering problems of IVIFS，the C-means clustering algorithm based on IVIFS is proposed． By means of the
Euclidian distance，the objective function of clustering is constructed． Next the iterative formula is deduced according to Lagrange multiplier
method，then IVIFS clustering algorithm is obtained． Moreover an IVIFS clustering validity function is defined to confirm the best clustering
class number’s clustering procedure． Finally，experiment results show that the method can not only acquire the best class number，but also
improve clustering accuracy．
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0 引 言
































定义 1 设 X 为一个非空集合，则称:
珘A = { x，珘μ珘A ( x) ，珓ν珘A ( x) | x∈ X} ( 1)
为区间直觉模糊集，其中:
珘μ珘A ( x) = ［珘μ
L
珘A ( x) ，珘μ
U
珘A ( x) ］［0，1］ ( 2)
珓v珘A ( x) = ［珓v
L
珘A ( x) ，珓v
U
珘A ( x) ］［0，1］ ( 3)
对应的珘μ珘A ( x) 、珓v珘A ( x) 分别表示隶属度和非隶属度。珘μ
L
珘A ( x)
和珘μU珘A ( x) 为珘μ珘A ( x) 的下限和上限，珓v
L
珘A ( x) 和 珓v
U
珘A ( x) 为 珓v珘A ( x) 的
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下限和上限且还必须满足珘μU珘A ( x) + 珓v
U
珘A ( x) ≤ 1 。此外珟π珘A ( x) =
［珟πL珘A ( x) ，珟π
U
珘A ( x) ］表示 IVIFS 的犹豫度。其中:
珟πL珘A ( x) = 1 － 珘μ
U
珘A ( x) － 珓v
U
珘A ( x) ( 4)
珟πU珘A ( x) = 1 － 珘μ
L
珘A ( x) － 珓v
L
珘A ( x) ( 5)
特别地，当珘μL珘A ( x) = 珘μ
U
珘A ( x) 且珓v
L
珘A ( x) = 珓v
U
珘A ( x) ，那么珘A 就退
化为直觉模糊集。对于 IVIFS 中任意两个集合，满足以下条件:
性质 1 珘A 珘B 当且仅当:
珘μL珘A ( x) ≤珘μ
L
珘B ( x) 珘μ
U
珘A ( x) ≤珘μ
U
珘B ( x)
珓vL珘A ( x) ≤珓v
L
珘B ( x) 珓v
U




性质 2 珘A = 珘B 当且仅当珘A 珘B 且 珘B珘A。
对欧氏距离，Xu［12］给出了基于权重的欧氏距离公式，定义
如下:




wl = 1 。则欧氏距离公式为:







珘A ( xl ) － 珘μ
L
珘B ( xl ) )
2 +
( 珘μU珘A ( xl ) － 珘μ
U
珘B ( xl ) )
2 + ( 珓vL珘A ( xl ) － 珓v
L
珘B ( xl ) )
2 +
( 珓vU珘A ( xl ) － 珓v
U
珘B ( xl ) )
2 + ( 珟πL珘A ( xl ) － 珟π
L
珘B ( xl ) )
2 +
( 珟πU珘A ( xl ) － 珟π
U
珘B ( xl ) )
2］) 1 /2 ( 7)
dIVIFS ( 珘A，珘B) 满足以下四个条件:
( 1) 0 ≤ dIVIFS ( 珘A，珘B) ≤ 1 ;
( 2) dIVIFS ( 珘A，珘B) = 0 ，当且仅当珘A = 珘B ;
( 3) dIVIFS ( 珘A，珘B) = dIVIFS ( 珘B，珘A) ;
( 4 ) 若 珘A  珘B  珘C ，则 dIVIFS ( 珘A，珘C) ≥ dIVIFS ( 珘A，珘B) 且
dIVIFS ( 珘A，珘C) ≥ dIVIFS ( 珘B，珘C) 。
2 区间直觉模糊集的 FCM 算法
设珟D = {珟D1，珟D2，…，珟Dn } 为一组有效观测样本集，每个样本
均有 s 个属性且:
珟Dj = ( ( ［珘μ
L
珟Dj ( x1 ) ，珘μ
U
珟Dj ( x1) ］，［珓v
L
珟Dj ( x1 ) ，珓v
U
珟Dj ( x1 ) ］) ，
( ［珘μL珟Dj ( x2 ) ，珘μ
U
珟Dj ( x2) ］，［珓v
L
珟Dj ( x2 ) ，珓v
U
珟Dj ( x2 ) ］) ，． ． ． ，
( ［珘μL珟Dj ( xs ) ，珘μ
U
珟Dj ( xs) ］，［珓v
L
珟Dj ( xs ) ，珓v
U
珟Dj ( xs ) ］) ) ( 8)
为区间直觉模糊集，其中 j = 1，2，． ． ． ，n。珘P = { 珘P1，珘P2，…，珘Pc }
为 c 个聚类中心，c 表示聚类类别数。每个聚类中心均有 s 个属
性，则有 珘Pi ( i = 1，2，…，c ) 为区间直觉模糊集，表示为:
珘Pi = ( ( ［珘μ
L
珘Pi ( x1 ) ，珘μ
U
珘Pi ( x1) ］，［珓v
L
珘Pi ( x1 ) ，珓v
U
珘Pi ( x1 ) ］) ，
( ［珘μL珘Pi ( x2 ) ，珘μ
U
珘Pi ( x2) ］，［珓v
L
珘Pi ( x2 ) ，珓v
U
珘Pi ( x2 ) ］) ，． ． ． ，
( ［珘μL珘Pi ( xs ) ，珘μ
U
珘Pi ( xs) ］，［珓v
L
珘Pi ( xs ) ，珓v
U
珘Pi ( xs ) ］) ) ( 9)
划分矩阵珟U = ( 珘uij ) c×n ，珘uij 表示第 j 个样本隶属于第 i 个聚
类中心的隶属度，给出下列 IVIFS 聚类的数学模型:








































( dIVIFS ( 珟Dj，珘Pi ) )
2





由于 dIVIFS ( 珟Dj，珘Pi ) 可能为 0，所以对上述 珘uij 进行调整，当
dIVIFS ( 珟Dj，珘Pi ) = 0，珘uij = 1; 且对于 k≠ i，珘ukj = 0 。将珟Dj，珘Pi 代入
式( 7) ，得到 dIVIFS ( 珟Dj，珘Pi ) 为:
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珟Dj ( xl ) )
2 + ( 珘μU珘Pi ( xl ) －
珘μU珟Dj ( xl ) )
2 + ( 珓vL珘Pi ( xl ) － 珓v
L
珟Dj ( xl ) )
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m［2珘μL珘Pi ( xl ) － 2珘μ
L
珟Dj ( xl ) + 珓v
L
珘Pi ( xl ) － 珓v
L
珟Dj ( xl) ］ = 0
F





m［2珘μU珘Pi ( xl ) － 2珘μ
U
珟Dj ( xl ) + 珓v
U
珘Pi ( xl ) － 珓v
U
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F
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L
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L
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由 式 ( 15 ) 知，珘μU珘Pi ( xl ) + 珓v
U
珘Pi ( xl ) ≤ 1 且 0 ≤ 珘μ
L
珘Pi ( xl ) ，
珘μU珘Pi ( xl ) ，珓v
L
珘Pi ( xl ) ，珓v
U
珘Pi ( xl ) ≤ 1 ，故珘Pi 满足定义 1 中关于区间直觉
模糊集的描述。根据式( 12 ) 和( 15 ) ，给出 IVIFS 聚类算法的
描述:
Step1 初始化聚类目标数 c( 2≤ c≤ n) 、阈值 ε、l = 1 为
起始迭代次数、模糊加权指数 m、最大迭代次数 T、属性权重矩
阵 w ，随机产生并归一化模糊划分矩阵 珟U( 1) ，其上标表示迭代
次数;
Step2 根据式( 15) 计算聚类中心 珘P( l+1)i ;
Step3 根据隶属度式( 12) 计算样本的划分矩阵珟U( l+1) ;
Step4 如果‖珟U( l+1) －珟U( l) ‖≤ ε 或者 l ＞ T 则转 Step5，否








函数有 Dunn 的划分系数［13］、Bezdek 的划分熵［14］、Xie-Beni 指
标［15］等。通过研究发现 Xie-Beni 指标在类别数比较大并逐渐
接近样本点数目时，指标值失去判断性和鲁棒性。本文通过引











(珘uij) m( dIVIFS( 珘Dj，珘Pi) ) 2 +
1
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cmax］; 然后对于不同的 c 值，使用上述的聚类算法求解，并计算




方法好坏的典型数据集之一。它包含 3 类，每类包含 50 个样本
点，每个样本点有 4 个属性，该数据集的特点是第一类和其他类
离得比较远，第二类和第三类距离较近，且有部分重叠。
IRIS 为实数集，用矩阵 R = ( Rij ) n×s 表示各样本的属性值，














其中 max( Rkj ) = max{ R1j，R2j，…，Rkj，} ，k = 1，2，…，n。
然后计算 αij 和 βij :
αij =
0． 06·( 1 － 珘μURij )
( 1 － 0． 9) ，
βij =
0． 07·( 1 － 珘μLRij )
( 1 － 0． 85) ( 18)
取非隶属度下限 珓νL珘Fij = min ( αij，βij ) ，非隶属度上限 珓ν
U
珘Fij = max
( αij，βij ) 。
样本区间直觉模糊化后，取聚类类别数 cmin = 2，cmax， =
10 ，阈值 ε = 10 －5 ，权重 w = ( 0． 25，0． 25，0． 25，0． 25) T ，加权指





1． 5 2． 0 2． 5
2 0． 0227 0． 0204 0． 0173
3 0． 0155 0． 0136 0． 0111
4 0． 0295 0． 0292 0． 0207
5 0． 0379 0． 0320 0． 0260
6 0． 0430 0． 0369 0． 0258
7 0． 0374 0． 0312 0． 0299
8 0． 0411 0． 0322 0． 0289
9 0． 0439 0． 0444 0． 0340
10 0． 0450 0． 0413 0． 0381
从表 1 可看出，c = 3 且 m 分别取 1． 5、2 和 2． 5 时得到的指
标值都是最小的，所以 c = 3 为最佳聚类类别数，符合真实情
况，说明本算法能确定最佳聚类类别数。
进一步地，令 c = 3 ，m 在 ［1． 5，2． 5］变化，分别用 MAT-
LAB 中的 FCM 算法和本文算法聚类，得到如表 2 所示的结果。
表 2 与 FCM 算法的性能比较
算法 误分个数 准确率
FCM 16 89． 33%
IVIFS 的 FCM 6 96%
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户接口来发布相关服务的标准化 Java Web 服务相类似。( 2) 构
建一个具体 Web 服务功能类，负责提供相应的可调用的 Web 服
务的方法，移动 Web 服务功能需在相应的模拟器上测试 /调式，
然后加载到实际的移动终端设备上。基于以上步骤，本系统实
现了一个基于 Java ME 的数据挖掘查询客户端服务组件，即基
于 JSR172 规范来实现对远程的 DMX 数据挖掘算法组件的应用
访问服务。该客户端的功能是在智能终端上编写 DMX 语句，然
后发送 DMX 语句到 DMX 解析引擎，最后返回数据挖掘的结果
到客户端上。功能示意图如图 4、图 5 和图 6 所示。图 4 是通过
终端编辑一条 DMX 的 Create 语句，然后通过发送这条 Create 语
句到 DMX 解析引擎后，相关语义得到执行，如果没有错误的话，
会返回内容“Successfully Create Model modelname”( 图 5 ) 。最
终，会在数据仓库中的元数据表 Model_Type 和 Asscosiation 中插
入相关的刚刚创建的模型的元数据信息，同时一张模型表将被
生成( 图 6) ，用于保存训练数据完成训练后生成的模式的结果。
图 4 图 5
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