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Abstract
Fractional Brownian motion can be represented as an integral of a de-
terministic kernel w.r.t. an ordinary Brownian motion either on infinite
or compact interval. In previous literature fractional Le´vy processes are
defined by integrating the infinite interval kernel w.r.t. a general Le´vy
process. In this article we define fractional Le´vy processes using the com-
pact interval representation.
We prove that the fractional Le´vy processes presented via different
integral transformations have the same finite dimensional distributions if
and only if they are fractional Brownian motions. Also, we present rela-
tions between different fractional Le´vy processes and analyze the proper-
ties of such processes. A financial example is introduced as well.
Keywords: Fractional Le´vy process, integral representation of fBm,
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1 Introduction
Fractional Brownian motion (fBm) has become very important tool in modern
probability and statistical modeling. Fractional Brownian motion is defined as
a Gaussian process with certain covariance structure. Besides of this definition,
fBm could be represented equivalently as an integral of a deterministic kernel
with respect to an ordinary Brownian motion. In fact, there exist at least
two such kernels: Mandelbrot-Van Ness kernel that has infinite support and
compactly supported Molchan-Golosov kernel.
Fractional Brownian motion allows to model dependency because of its co-
variance structure. Hence it is a popular model in many applications. There is
one parameter, namely Hurst parameterH that describes the whole dependence
structure. For Hurst parameter H > 12 the process has long-range dependence
property. For H < 12 the increments are negatively correlated and for H =
1
2
the increments are independent i.e. we come to the ordinary Brownian motion
case. Of course, fBm has also several other properties such as self-similarity and
stationarity of increments. Despite of all these properties, fBm is neither semi-
martingale nor Markov process (excluding the Brownian motion case H = 12 ).
If one is interested in fBm because of its correlation structure, one might not
need exactly fBm but just some process with the same covariance structure. The
law of a Gaussian process is determined uniquely by its second order structure.
However, if we drop the assumption of Gaussianity, then the covariance structure
does not determine the law uniquely. Thus, there are several possible ways to
generalize fractional Brownian motion to the case of fractional Le´vy processes.
By choosing different ways of generalization, we preserve different properties of
fBm.
In this paper we define fractional Le´vy processes by two different integral
transformations. This means basically that we take the integral representation
of fractional Brownian motion with respect to an ordinary Brownian motion
and replace the driving Brownian motion with a general square integrable Le´vy
process. The processes that we will end up with, share the covariance structure
of fractional Brownian motion. However, these processes could be more flexible
in modeling than fractional Brownian motion, since the driving Le´vy noise is
more general than the Gaussian one. For example, we might be able to capture
such a phenomenon as a shock in the stock market (jump of the driving Le´vy
process) that affects the market with delay and has some long term impacts.
The applications in different fields of science might also be possible.
Fractional Le´vy processes by Mandelbrot-Van Ness representation were first
defined by [1]. The theory was developed further by [2]. Molchan-Golosov
transformation has been used in fractional Le´vy process setting for defining
fractional subordinators in [3]. The general definition for fractional Le´vy pro-
cesses by Molchan-Golosov transformation is new to the best of our knowledge.
There are also several other related concepts in the literature. One of the
best known are fractional stable motions, see [4]. However, fractional stable
motions are not fractional Le´vy processes in the sense that they would share
the covariance structure of fBm.
2
2 Preliminaries
Let (Ω,F , (Ft)t∈R,P) denote a fixed filtered probability space.
2.1 Definition and some properties of fBm
Definition 2.1 (Fractional Brownian motion). Let H ∈ (0, 1). Fractional
Brownian motion with Hurst parameter H is a zero mean Gaussian process
BH with covariance
EBHt B
H
s =
1
2
(
|t|2H + |s|2H − |t− s|2H
)
.
Besides of this definition, we can represent fractional Brownian motion in
many equivalent ways. For example, we can choose integral representations with
respect to an ordinary Brownian motion.
On one hand, let (Wt)t∈R be two-sided Brownian motion, i.e. Wt = W
(1)
t ,
when t ≥ 0 and Wt = −W
(2)
−t , when t < 0. Here W
(1),W (2) are independent
Brownian motions. Then it holds that
(
BHt
)
t∈R
=
(∫ t
−∞
fH(t, s)dWs
)
t∈R
,
where the Mandelbrot-Van Ness kernel fH is given by
fH(t, s) = CH
(
(t− s)
H− 1
2
+ − (−s)
H− 1
2
+
)
, s, t ∈ R,
and the constant is given by
CH =
(∫ ∞
0
(
(1 + s)H−
1
2 − sH−
1
2
)2
ds+
1
2H
)− 1
2
=
(
2H sinπHΓ(2H)
)1/2
Γ(H + 1/2)
.
On the other hand, fBm can be represented as well on compact interval by
(
BHt
)
t≥0
=
(∫ t
0
zH(t, s)dWs
)
t≥0
,
where the Molchan-Golosov kernel zH is given by
zH(t, s) = cH(t− s)
H− 1
2F
(
1
2
−H,H −
1
2
, H +
1
2
,
s− t
s
)
, 0 < s < t <∞,
and zH(t, s) = 0 otherwise. Here the Gauss’ hypergeometric function F of x ∈ R
with parameters a, b, c is defined by
F (a, b, c, x) =
∞∑
j=0
(a)j(b)j
(c)j
xj
j!
,
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where (a)0 = 0 and (a)k = a · (a+1) . . . (a+ k− 1) for k ∈ N. The constant cH
is given by
cH =
1
Γ(H + 12 )
(
2HΓ(H + 12 )Γ(
3
2 −H)
Γ(2− 2H)
) 1
2
.
For H > 12 we have the following simplified form of the kernel
zH(t, s) =
(
H −
1
2
)
cHs
1
2
−H
∫ t
s
uH−
1
2 (u − s)H−
3
2 du, 0 < s < t <∞.
Note that we do not need the definition of any two-sided process for the com-
pact interval Molchan-Golosov representation of fBm. For more details on the
integral representations of fBm, see for example [5] or [6].
2.2 Le´vy processes
Consider now the conventions related to Le´vy processes. By the well-known
Le´vy-Khinchine theorem, the characteristic function of a Le´vy process L at
time t ≥ 0 can be represented as
EeiuLt = exp (tΨ(u)) ,
where the characteristic exponent Ψ is given by
Ψ(u) = iγu−
1
2
σ2u2 +
∫
R
(
eiux − 1− iux1{|x|<1}
)
ν(dx),
with γ ∈ R, σ2 ≥ 0 and ν being a measure concentrated on R\{0} and satisfying∫
R
(1 ∧ x2)ν(dx) <∞;
see for instance [7] or [8]. We call (γ, σ2, ν) the characteristic triplet of L. From
now on we assume that EL21 <∞ and EL1 = 0. For simplicity we assume that
there is no Gaussian component, i.e. σ2 = 0. With these assumptions we see
that the characteristic function can be written as
EeiuLt = exp
(
t
∫
R
(
eiux − 1− iux
)
ν(dx)
)
,
as in [9].
2.3 FLp by infinite interval transformation
Fractional Le´vy processes by infinite interval transformation were defined for
H ∈ (12 , 1) in [2]. However, the L
2- definition in [2] can be extended for H ∈
(0, 12 ) as well.
4
Definition 2.2 (Two-sided Le´vy processes). A two-sided Le´vy process or a Le´vy
process on R, (Lt)t∈R, is defined as Lt = L
(1)
t if t ≥ 0 and Lt = −L
(2)
−(t−) if t < 0,
where L(1), L(2) are independent and identically distributed Le´vy processes. We
say that the characteristic triplet and exponent of L(1) are the characteristic
triplet and exponent of L, respectively.
Definition 2.3 (FLp by Mandelbrot-Van Ness transformation). Let (Lt)t∈R be
a Le´vy process defined on R. Furthermore, assume that EL1 = 0 and EL
2
1 <∞
and L does not have Gaussian component. For H ∈ (0, 1) we say that
Xt =
∫ t
−∞
fH(t, s)dLs
is the fractional Le´vy process by Mandelbrot-Van Ness transformation (fLp-
MvN), where the stochastic integral is understood as a limit in probability of
elementary integrals or in L2-sense.
Also the following facts follow from [2]:
• The integral can be understood pathwise if H > 12 as an improper Rie-
mann integral.
• The paths of fLpMvN are continuous when H > 12 and even Ho¨lder con-
tinuous of order H − 12 on compacts.
• Fractional Le´vy processes are never self-similar. This is proved for the
case H > 12 , but the same proof works for the whole range H ∈ (0, 1).
In this paper, we contribute to the theory of fLpMvN by proving Theorem 3.9
on quadratic variation of fLpMvN.
3 FLp as a result of compact interval transfor-
mation
The main contribution of this paper is the theory of fractional Le´vy processes ob-
tained via compactly supported Molchan-Golosov transformation. Convenient
feature of these processes is that we do not need their infinite history.
Definition 3.1 (FLp by Molchan-Golosov transformation). Let (Lt)t≥0 be a
Le´vy process without Gaussian component such that EL1 = 0 and EL
2
1 < ∞.
Let H ∈ (0, 1). We call the stochastic process
Yt =
∫ t
0
zH(t, s)dLs
fractional Le´vy process by Molchan-Golosov transformation (fLpMG to be short).
Here zH is the Molchan-Golosov kernel.
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Figure 1: A path of fLpMG (left) and fLpMvN (right) with Le´vy measure
λ(δ−1 + δ1) and H = 0.75. The different behavior of the two processes can be
seen near origin, even though the driving paths are not the same.
The definition is understood as taking the limit in probability of elementary
integrals in the sense of [10] or [2].
Remark 3.1. It is also possible to include Gaussian component by considering
a sum of fLpMG driven by pure jump Le´vy process and an independent fBm
with the same Hurst parameter.
The following theorem is the main result of the paper. It basically states
that Brownian motion is the only process with slight moment assumptions such
that the both integral transformations give the same process (in distribution).
Theorem 3.2. Let H ∈ (12 , 1) and L be a (two-sided) Le´vy process with non-
degenerate Le´vy measure s.t. EL1 = 0.
1) If E|L1|
3 <∞ and EL31 6= 0, then fLpMvN X and fLpMG Y driven by L
have different finite dimensional distributions.
2) If EL41 < ∞, then fLpMvN X and fLpMG Y driven by L have different
finite dimensional distributions.
The proof of this theorem is presented in section 7. Here it does not matter
if the driving Le´vy process has Gaussian component or not because the proof is
based on the 4th cumulant. In fact one does not need these moment assump-
tions, if the driving Le´vy process happens to be a compound Poisson process.
Proposition 3.3. Let L be a non-degenerate compound Poisson process s.t.
EL1 = 0 and EL
2
1 < ∞. Then fLpMvN X and fLpMG Y have different finite
dimensional distributions.
Proof of the proposition is presented in section 7. A picture of the paths of
the two fractional Le´vy processes is in Figure 1. The driving Le´vy process is
a compound Poisson process with jump sizes ±1. Note the different behavior
near origin.
6
0 100 200 300 400 500 600 700 800 900 1000
−10
−8
−6
−4
−2
0
2
4
6
0 100 200 300 400 500 600 700 800 900 1000
−12
−10
−8
−6
−4
−2
0
2
Figure 2: A path of fLpMG (left) and fLpMvN (right) with H = 0.25.
Remark 3.2. An fLpMG driven by L is adapted to the natural filtration FLt =
σ{Lu|0 ≤ u ≤ t}. This is not the case for fLpMvN.
Proposition 3.4. An fLpMG Y can be considered as the L2- limit of approxi-
mating step functions. Moreover, the following L2- isometry holds
EY 2t = ||zH(t, ·)||
2
L2([0,t])EL
2
1.
Proof. This is a direct consequence of Proposition 2.1. of [2].
Proposition 3.5 (Autocovariance function).
EYtYs =
EL21
2
(
t2H + s2H − |t− s|2H
)
,
where s, t ≥ 0.
Proof. By L2- isometry we have that
EY 2t = ||zH(t, ·)||
2
L2([0,t])EL
2
1.
We use the same argument for the increment (for the L2- isometry, see [2]
proposition 2.1.). Thus
E(Yt − Ys)
2 = EL21
∫ t∨s
0
(zH(t, u)− zH(s, u))
2du = EL21 · |t− s|
2H .
Now
EYtYs =
1
2
(
EY 2t + EY
2
s − E(Yt − Ys)
2
)
=
EL21
2
(
t2H + s2H − |t− s|2H
)
.
Besides the L2- interpretation, we have also a partial result on the pathwise
construction of fLpMG.
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Proposition 3.6 (Pathwise construction). Let H ∈
(
1
2 , 1
)
and L be a compound
Poisson process with characteristic triplet (0, 0, ν) such that EL1 = 0 and EL
2
1 <
∞. Then
Yt =
∫ t
0
zH(t, s)dLs = −
∫ t
0
(
d
ds
zH(t, s)
)
Lsds (almost surely).
Proof. Fix ω ∈ Ω. A. s. there exists ǫ > 0 such that Ls = 0 for all s ∈ [0, ǫ]. The
kernel zH(t, ·) is continuous when s 6= 0 by [5]. Also its derivative is continuous
on (0, t). We get now by Lemma 2.1. of [11] that
∫ t
0
zH(t, s)dLs =
∫ t
ǫ
zH(t, s)dLs
=zH(t, t)Lt − zH(t, ǫ)Lǫ −
∫ t
ǫ
(
d
ds
zH(t, s)
)
Lsds
=−
∫ t
0
(
d
ds
zH(t, s)
)
Lsds.
The problem with the pathwise construction of fLpMG (when not in com-
pound Poisson case) is that for H > 12 , the Molchan-Golosov kernel zH(t, ·) does
not vanish at the origin like the Mandelbrot-Van Ness kernel does. However,
the paths of the fLpMG are continuous when H > 12 as is illustrated by the
following theorem.
Proposition 3.7. 1. For H > 12 , an fLpMG Y on [0, T ] has a. s. Ho¨lder
continuous paths of any order strictly less than H − 12 .
2. For H < 12 , an fLpMG Y has discontinuous sample paths with positive
probability.
3. For H < 12 , an fLpMG Y has unbounded sample paths with positive prob-
ability.
Proof. Let H > 12 . It holds that
E|Yt − Ys|
2 = |t− s|2H = |t− s|1+2(H−
1
2
).
The first assertion follows now from the Kolmogorov-Chentsov theorem. See for
example [12].
Let now H < 12 . We know that in this case the mapping t 7→ zH(t, s) is
unbounded and discontinuous for all s ∈ (0, T ). Thus by theorem 4 of [13] we
know that the sample paths of Y are unbounded with positive probability and
also discontinuous with positive probability.
Remark 3.3. Analogously one can prove that an fLpMvN has unbounded and
discontinuous paths with positive probability when H < 12 .
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Besides continuity, the sample paths have also the zero quadratic variation
property for H > 12 . This is illustrated in the following theorem where we
compute the quadratic variation over the dyadic sequence of partitions.
Theorem 3.8. Let (Yt)t≥0 be a fLpMG with H >
1
2 . Then for all t > 0 it holds
that
2n∑
j=1
(
Y j
2n
t − Y j−1
2n
t
)2
→ 0 a. s. when n→∞.
Proof. Set
Vn =
2n∑
j=1
(
Y j
2n
t − Y j−1
2n
t
)2
.
Now we have that
EVn = (EL
2
1)2
n
(
t
2n
)2H
= (EL21)t
2H2−n(2H−1).
We obtain using Markov inequality (see e.g. [14]) that
∞∑
n=1
P
(
|Vn − EVn| ≥
1
n
)
≤
∞∑
n=1
nE|Vn − EVn|
≤
∞∑
n=1
n2EVn = 2t
2H(EL21)
∞∑
n=1
n2−n(2H−1) <∞.
We use now Borel-Cantelli theorem (see [14]) and obtain that
Vn − EVn → 0, as n→∞ a. s.
On the other hand EVn →n→∞ 0. Thus Vn →n→∞ 0 a. s.
Note that the same proof works also in the case of fLpMvN. Thus, we have
the following theorem.
Theorem 3.9. Let X be an fLpMvN with H > 12 . Then for −∞ < s < t <∞
it holds that
2n∑
j=1
(
Xs+ j
2n
(t−s) −Xs+ j−1
2n
(t−s)
)2
→ 0 a.s. when n→∞.
Proposition 3.10 (Characteristic function). Let u1, . . . , un ∈ R and 0 < t1 <
· · · < tn <∞. Then
E

exp

i n∑
j=1
ujYtj



 = exp

∫
R
Ψ

 n∑
j=1
ujzH(tj , s)

 ds

 ,
where Ψ is the characteristic exponent of the driving Le´vy process L. Moreover,
Yt is infinitely divisible for all t ≥ 0.
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Proof. This follows, for example, from [10].
Proposition 3.11. The increments of fLpMG are not always stationary.
Proof. Consider fLpMG Y driven by a compound Poisson process L with Le´vy
measure ν = 12 (δ1 + δ−1), where δ· denotes the Dirac delta. For ǫ > 0
P(Yǫ − Y0 = 0) ≥ P(Lt = 0 ∀t ≤ ǫ) = 1− e
−ǫ.
On the other hand, consider set
A = {ω ∈ Ω s.t. #{s ∈ [0, 1] s.t. ∆Ls 6= 0} = 1 and #{s ∈ (1, ǫ] s.t. ∆Ls 6= 0} = 0}.
In set A, there is one jump time S ∈ [0, 1] and ∆LS = ±1. It follows that
Y1+ǫ − Y1 =
(
d
ds
zH(1 + ǫ, s)−
d
ds
zH(1, s)
)
s=S
∆LS 6= 0,
by proposition 3.6. We also have that
P(Y1+ǫ − Y1 = 0) ≤ 1− P(A) = 1− e
−1(1− e−ǫ) < 1− e−ǫ,
when ǫ > 0 small enough. Thus, Yǫ − Y0
d
6= Y1+ǫ − Y1. Hence, the increments of
fLpMG Y are not stationary.
Theorem 3.12 (Self-similarity). Fractional Le´vy process by Molchan-Golosov
transformation cannot be self-similar for H ∈ (0, 1).
Proof. Assume that the process Y is self-similar with some index α. Then we
have for all c > 0 that
(Yct)t≥0
d
= (cαYt)t≥0 .
The characteristic function of Y is given by theorem 3.10. On the other hand
EeiuYt = Eeiuc
−αYct
=exp
(∫ ct
0
∫
R
(
eic
−αuxzH(ct,s) − 1− ic−αuxzH(ct, s)
)
ν(dx)ds
)
=exp
(∫ t
0
∫
R
(
eic
−αcH−
1
2 uxzH(t,s) − 1− ic−αcH−
1
2uxzH(t, s)
)
ν(dx)cds
)
=exp
(∫ t
0
∫
R
(
eiuxzH(t,s) − 1− iuxzH(t, s)
)
cν
(
cα−H+
1
2 dx
)
ds
)
.
Note that α −H + 12 = 0 implies that Y
d
= cY for all c > 0 which means that
Y = L = 0 identically. We define for r > 0 the translation operator Tr of
measures on R for B ∈ B(R) by
(Trν)(B) = ν
(
r−1B
)
.
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Now the Le´vy measure of infinitely divisible random variable c−αYct is given by
cTrνYt , where r = c
−H+ 1
2
+α and
νYt(B) =
∫ t
0
∫
R
1B (zH(t, s)x) ν(dx)ds.
The drift parameter of Y1 is γY1 . It follows from the uniqueness of the generating
triplet and self-similarity property that it holds for all b > 0
νYt = b
1/(H− 12−α)TbνYt .
Denote now β = −1
H− 1
2
−α
. Let µ be the distribution of random variable Y1
and let µˆ(u) be the characteristic function of µ. Random variable bY1 has
now characteristic function µˆ(bu). Because Y1 is infinitely divisible, we can use
proposition 11.10 of [8] that the triplet of bY1 is (γ(b), 0, TbνY1) for some γ(b).
On the other hand, µˆ(u)b
β
is an infinitely divisible characteristic function with
triplet (bβγY1 , 0, b
βνY1). Thus we have for any b > 0 some d such that
µˆ(u)a = µˆ(bu)eidu,
where a = bβ . We note that R+ 7→ R+ : b 7→ b
β is one-to-one. Thus, µ follows
a stable law with index β. The index β ∈ (0, 2] by definition 13.5. of [8]. By
theorem 14.1. of [8], β = 2 corresponds to Gaussian case and is thus impossible.
It follows now that EY 2t = ∞, which contradicts the fact that Yt ∈ L
2(Ω,P).
Thus, fLpMG can never be self-similar of any order α.
Remark 3.4. In [3], the authors define fractional subordinators by Molchan-
Golosov transformation using pathwise Riemann-Stieltjes integration. However,
these processes are not fLpMG as considered here, since subordinators are in-
creasing Le´vy processes and here we consider only zero mean Le´vy processes.
Also the integration concept there is different.
4 Relation of the two fLp concepts
The connection between fractional Le´vy processes by Molchan-Golosov trans-
formation and Mandelbrot-Van Ness transformation is basically the same as in
the fBm case. The result in fLp case is new.
Let H ∈ (0, 1) and L be a two-sided Le´vy process without Brownian com-
ponent satisfying EL1 = 0 and EL
2
1 <∞. Let s > 0 and set
Y st =
∫ t
0
zH(t, u)dLu−s = cH
∫ t
0
(t− u)H−
1
2 F˜
(
u− t
u
)
dLu−s, t ∈ [0,∞),
which is in fact fLpMG with Hurst parameter H . Here
F˜ (x) = F
(
1
2
−H,H −
1
2
, H +
1
2
, x
)
,
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where F is the Gauss’ hypergeometric function. Define the time shifted process
Zst = Y
s
t+s − Y
s
s , t ∈ [−s,∞).
In the fBm case this would also be fBm, but in fLpMG case we do not have the
stationarity of the increments and we are lacking such an interpretation. Now
we substitute v = u− s and obtain a.s. that
Zst = cH
(∫ t
−s
(t− v)H−
1
2 F˜
(
v − t
v + s
)
dLv −
∫ 0
−s
(−v)H−
1
2 F˜
(
v
v + s
)
dLv
)
.
By [15], F˜ (0) = 1 and thus we obtain formally as s→∞ that
Z∞t :=
cH
CH
Xt := cH
∫
R
(
(t− v)
H− 1
2
+ − (−v)
H− 1
2
+
)
dLv, t ∈ R.
Theorem 4.1. For every t ∈ R there exist constants S,C > 0 such that
E (Zst − Z
∞
t )
2 ≤ Cs2H−2, for s > S.
Proof. We obtain
1
c2HEL
2
1
E (Zst − Z
∞
t )
2
=
∫
R
((
(t− v)H−
1
2 − (−v)H−
1
2
)
1(−∞,−s)(v)
)2
dv
+
∫
R
(
(t− v)H−
1
2
(
F˜
(
v − t
v + s
)
− 1
)
1(−s,t)(v)
− (−v)H−
1
2
(
F˜
(
v
v + s
)
− 1
)
1(−s,0)(v)
)2
dv,
by L2- isometry and independence of increments of L. The claim follows now
from the proof of Theorem 3.1. of [15].
5 Wiener integration
Here our goal is to define suitable Wiener integrals with respect to fLpMG. In
contrary to the case of fLpMvN, we use the fractional integration on a compact
interval instead of the whole real line. We will define the space L2H([0, T ]) of
integrands as in the case of compact interval Wiener integrals in fBm case.
Let g be a function defined on [0, T ] and I
H− 1
2
− be the right-sided Riemann-
Liouville integral operator of order H − 12 as in [5]. Define operator
(KHg)(s) = Γ(H +
1
2
)cHs
1
2
−H
(
I
H− 1
2
−
(
(·)H−
1
2 g(·)
))
(s), s, t ∈ [0, T ].
Now it holds by [5] that
zH(t, s) = Γ(H +
1
2
)cHs
1
2
−H
(
I
H− 1
2
− (·)
H− 1
2 1[0,t)
)
(s),
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for 0 ≤ t ≤ T . Define now the space
L2H([0, T ]) = {g ∈ L
1([0, T ])|KHg ∈ L2([0, T ])},
equipped with norm ||g||L2
H
([0,T ]) := ||K
Hg||L2([0,T ]). Now we are ready for the
definition of Wiener integral.
Definition 5.1 (Wiener integral for fLpMG). Let H ∈ (0, 1), Y be a fLpMG
driven by Le´vy process L. For g ∈ L2H([0, T ]) the Wiener integral with respect
to fLpMG is defined as∫ T
0
g(s)dYs =
∫ T
0
(KHg)(s)dLs.
Note that the definition is completely analogous to the definition of compact
interval Wiener integrals in the fBm setup. Now, let g be a step function, which
means that
g(s) =
n∑
j=1
aj1(sj−1,sj ](s), (1)
where a0, . . . , an ∈ R and 0 = s0 < s1 < · · · < sn = T . Now g ∈ L
2
H([0, T ]) and
we have the following result.
Lemma 5.2. Assume H ∈ (0, 1), Y is fLpMG driven by L and g a step function
defined by equation (1). It holds that
∫ T
0
g(s)dYs =
n∑
j=1
aj
(
Ysj − Ysj−1
)
.
Proof. It is clear from the definition that the integral of a step function is linear.
We will prove the claim for indicator functions. The general claim follows from
the linearity. Set g(s) = 1(s1,s2]. Now∫ T
0
g(s)dYs =
∫ T
0
(
KHg
)
(s)dLs =
∫ T
0
(
KH
(
1(0,s2] − 1(0,s1]
))
(s)dLs
=Ys2 − Ys1 .
Obviously the following isometry holds for a step function g
||
∫ T
0
(KHg)(s)dLs||
2
L2(P) = EL
2
1
∫ T
0
(KHg)2(s)ds = EL21 · ||g||
2
L2
H
([0,T ]). (2)
Next we restrict ourselves to the case H ∈
(
0, 12
)
. In this case L2H([0, T ]) is
complete ([16]) and the step functions are dense in L2H([0, T ]). Thus we can
make the following alternative definition. Note that both the definitions yield
the same Wiener integral.
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Definition 5.3. Let Y be a fLpMG with driving Le´vy process L and Hurst index
H ∈
(
0, 12
)
. Let g ∈ L2H([0, T ]) and let {gk}k∈Z+ be a sequence of step functions
converging to g in L2H([0, T ]). We define the Wiener integral of g with respect
to Y as follows ∫ T
0
g(s)dYs = L
2(P)− lim
k→∞
∫ T
0
gk(s)dYs.
Note that the definition does not depend on the approximating sequence.
6 Financial application
Next we will construct an arbitrage free model including fractional Le´vy pro-
cesses. This is a (geometric) mixed Brownian motion and fractional Le´vy process
model. The no-arbitrage result is analogous to the result in the case of mixed
Brownian motion and fractional Brownian motion.
In the following, Z may be either fLpMG or fLpMvN with H > 12 and W is
an ordinary Brownian motion independent of Z. Let σ, ǫ > 0. Define the mixed
process by
Ut = σZt + ǫWt. (3)
Theorem 6.1. Let the market model be given by (Ω,F , expU, (FUt ),P) and let
Φ be a stopping-smooth trading strategy, where we use the conventions of [17].
Then Φ is not an arbitrage opportunity.
Proof. We will check the assumptions of Theorem 5 of [17] and then we are
done. The two conditions to be checked, are the quadratic variation property
and the conditional small ball property.
Both fLpMvN and fLpMG are continuous path processes with zero quadratic
variation over the dyadic partitions, see Theorems 3.8 and 3.9. Thus U has the
quadratic variation of Brownian motion over these partitions.
Moreover, U has conditional full support (CFS) w.r.t. its own filtration by
Theorem 3.1 of [18]. Since U has CFS w.r.t. (FUt ) on R, it follows that expU
has CFS w.r.t. (FUt ) on R+. This is equivalent to the conditional small ball
property of [17] by Lemma 2.3 of [18].
The exact definition for stopping-smooth strategies is not given in this pa-
per, because it is rather technical. According to [17] the chosen strategies cover
hedges for many European, lookback and Asian options. Thus, it is an econom-
ically meaningful class.
This mixed model is a natural way for modeling shocks in financial markets.
The Brownian motion part corresponds to the ordinary noise in the market and
the fractional Le´vy process part to sudden shocks in the market. On the other
hand the fractional Le´vy process has the covariance structure of fBm, this allows
to model for long-range dependence.
The no-arbitrage result holds for both fLp concepts, but from the modeling
point of view they are different. If one wants to have stationary increments of
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U , one should use fLpMvN. If one wants to avoid history from −∞, one should
use fLpMG instead. In real world, there is always the time 0 when the trading
began. Hence fLpMG might be more natural choice. However, this modeling
question is rather delicate.
If in the model (3), Z is of bounded variation, then U is a semimartingale
with Brownian motion as the martingale part of the decomposition. However,
this model has long-range dependence property.
7 Proofs
First we prove a lemma about the connection of the normalizing constants of
the different integral representations.
Lemma 7.1. For any H ∈ (0, 1)
CH = cH .
Proof. First of all by [19]
CH =
(2H sin (πH)Γ(2H))
1
2
Γ(H + 12 )
.
Now we have that
CH − cH =
1
Γ(H + 12 )

(2H sin (πH)Γ(2H)) 12 − (2HΓ(H + 12 )Γ(32 −H)
Γ(2 − 2H)
) 1
2


=
1
Γ(H + 12 )
√
2H
Γ(2− 2H)
(
(sin (πH)Γ(2H)Γ(2− 2H))
1
2 − (Γ(H +
1
2
)Γ(
3
2
−H))
1
2
)
.
For the difference we have now that
(sin (πH)Γ(2H)Γ(2− 2H))
1
2 − (Γ(H +
1
2
)Γ(
3
2
−H))
1
2
=(sin (πH)(2H − 1)Γ(2H − 1)Γ(2− 2H))
1
2 − ((H −
1
2
)Γ(H −
1
2
)Γ(
3
2
−H))
1
2
=
√
H −
1
2
((
2 sin (πH)
π
sinπ(2H − 1)
) 1
2
−
(
π
sinπ(H − 12 )
) 1
2
)
=
√
π(H −
1
2
)
((
−
2 sin (πH)
sin (2πH)
) 1
2
−
(
−1
cosπH
) 1
2
)
=
√
π(H −
1
2
) sin 2πH cos (πH)
(
(−2 sin (πH) cos (πH))
1
2 − (− sin(2πH))
1
2
)
= 0.
The previous computation is for H > 12 , but an analogous computation goes
through for H < 12 as well.
15
Next we present some results about finiteness of the moments of different
kernels.
Lemma 7.2. Let H > 12 and K > 2. Then for any t > 0∫ t
0
(zH(t, s))
Kds =∞,
when H ≥ 12 +
1
K .
Proof.
(H −
1
2
)−Kc−KH
∫ t
0
(zH(t, s))
Kds =
∫ t
0
sK(
1
2
−H)
(∫ t
s
uH−
1
2 (u− s)H−
3
2 du
)K
ds
≥
∫ t
0
sK(
1
2
−H)
(∫ t
s
(u− s)H−
1
2 (u− s)H−
3
2
)K
ds
=
∫ t
0
sK(
1
2
−H)
(
1
2H − 1
(t− s)2H−1
)K
ds.
We note that the factor (
1
2H − 1
(t− s)2H−1
)K
is bounded and also bounded away from zero in some neighborhood of the origin.
Thus the last integral is finite if and only if∫ t
0
sK(
1
2
−H)ds <∞.
Thus the integral
∫ t
0 (zH(t, s))
Kds =∞ if K(12 −H) ≤ 1 i.e. H ≥
1
2 +
1
K .
Lemma 7.3. For H > 12 and any t > 0∫ t
−∞
(fH(t, s))
Kds <∞, K ≥ 2.
Proof. From self-similarity, is sufficient to consider only t = 1. We have that
C−KH
∫ 1
0
(fH(1, s))
Kds =
∫ 0
−∞
(
(1− s)H−
1
2 − (−s)H−
1
2
)K
ds+
1
K(H − 12 ) + 1
.
For the first term we get∫ 0
−∞
(
(1− s)H−
1
2 − (−s)H−
1
2
)K
ds =
∫ ∞
0
(
(1 + s)H−
1
2 − sH−
1
2
)K
ds
=
∫ 1
0
zK(
1
2
−H)((1 + z)H−
1
2 − 1)Kz−2dz =
∫ 1
0
zK(
1
2
−H)−2((1 + z)H−
1
2 − 1)Kdz.
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By the Lagrange theorem we have that for some x ∈ [0, z]
(1 + z)H−
1
2 − 1 =
(
H −
1
2
)
(1 + x)H−
3
2 z ≤
(
H −
1
2
)
z.
Now we have that∫ 1
0
zK(
1
2
−H)−2((1 + z)H−
1
2 − 1)Kdz ≤
(
H −
1
2
)K ∫ 1
0
zK(
1
2
−H)−2zKdz
=
(
H −
1
2
)K ∫ 1
0
zK(
3
2
−H)−2dz <∞,
since K
(
3
2 −H
)
− 2 > 2
(
3
2 − 1
)
− 2 = −1.
Remark 7.1. It follows from two above lemmas that for any H ≥ 12 +
1
K and
t > 0 we have inequality
∫ t
−∞(fH(t, s))
Kds <
∫ t
0 (zH(t, s))
Kds.
Now we want to establish similar inequalities for K = 3, 4 and 12 < H <
1
2 +
1
K .
Lemma 7.4. 1) For any 12 < H <
5
6 and any t > 0 we have the inequality∫ t
−∞
(fH(t, s))
3ds <
∫ t
0
(zH(t, s))
3ds.
2) For any 12 < H <
3
4 and any t > 0 we have the inequality∫ t
−∞
(fH(t, s))
4ds <
∫ t
0
(zH(t, s))
4ds.
Proof. The proof is similar in both the cases so consider the first one. It is better
to normalize the integrals, and for the normalized Molchan-Golosov kernel we
obtain that
1
C3H
∫ 1
0
(zH(1, s))
3ds
=
(
H −
1
2
)3 ∫ 1
0
s
3
2
−3H
(∫ 1
s
uH−
1
2 (u− s)H−
3
2 du
)3
ds.
Note that integration by parts leads to the equality(
H−
1
2
)∫ 1
s
uH−
1
2 (u−s)H−
3
2 du = (1−s)H−
1
2−
(
H−
1
2
)∫ 1
s
uH−
3
2 (u−s)H−
1
2 du.
Further, for s ≤ u ≤ 1 we have that
(u − s)H−
1
2 = uH−
1
2
(
1−
s
u
)H− 1
2
≤ uH−
1
2 (1− s)H−
1
2 ,
whence
(1− s)H−
1
2 −
(
H −
1
2
)∫ 1
s
uH−
3
2 (u− s)H−
1
2 du
≥(1− s)H−
1
2
(
1−
(
H −
1
2
)∫ 1
s
u2H−2du
)
=
1
2
(1− s)H−
1
2 (1 + s2H−1).
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Denote p = H − 12 ,
1
2 < H <
5
6 and α
1
p =
1
C3
H
∫ 1
0 (zH(1, s))
3ds. Then p ∈ (0, 13 )
and we obtain from previous estimates that
α1p ≥
1
8
∫ 1
0
s−3p(1− s)3p(1 + s2p)3ds
=
∫ 1
0
s−3p(1− s)3ps3pds+
1
8
∫ 1
0
s−3p(1− s)3p((1 + s2p)3 − 8s3p)ds
=
∫ 1
0
(1 − s)3pds+
1
2
∫ 1
0
s−3p(1 − s)3p(1 − sp)2
(1 + 2s2p + s4p
4
+
sp + s3p
2
+ s2p
)
ds
=: α11p + α
12
p .
Evidently, α11p =
1
3p+1 . For α
12
p we use the following simple bounds: on the
interval s ∈ [0, 1] 1 ≥ skp, k = 1, 2, 3, 4 and for p ∈ (0, 13 ), s ∈ [0, 1] (1 − s)
3p ≥
1− s3p.
Therefore,
α12p ≥
3
2
∫ 1
0
sp(1− s3p)(1− sp)2ds
=
3
2
∫ 1
0
(sp − 2s2p + s3p − s4p + 2s5p − s6p)ds
=
3
2
( 1
p+ 1
−
2
2p+ 1
+
1
3p+ 1
−
1
4p+ 1
+
2
5p+ 1
−
1
6p+ 1
)
= 9p3
38p2 + 21p+ 3∏6
k=1(kp+ 1)
.
On the other hand, for the normalized Mandelbrot-Van Ness kernel we can
use the same reasonings as in the proof of Lemma 7.3 and obtain in the above
notations that
α2p := C
−3
H
∫ 1
0
(fH(1, s))
3ds
=
∫ 0
−∞
((1 − s)p − (−s)p)3 ds+
1
3p+ 1
=
∫ 1
0
s−3p−2((1 + s)p − 1)3ds+
1
3p+ 1
≤ p3
∫ 1
0
s−3p+1ds+
1
3p+ 1
=
p3
2− 3p
+
1
3p+ 1
.
To establish the inequality α1p > α
2
p, that is equivalent to the statement of
the lemma, it is sufficient to prove that
9p3
38p2 + 21p+ 3∏6
k=1(kp+ 1)
>
p3
2− 3p
, p ∈
(
0,
1
3
)
,
18
or
9
38p2 + 21p+ 3∏6
k=1(kp+ 1)
>
1
2− 3p
, p ∈
(
0,
1
3
)
.
For technical simplicity, diminish the left-hand side and compare the func-
tions f1(p) = 9
36p2+21p+3∏
6
k=1
(kp+1)
= 27 12p
2+7p+1∏
6
k=1
(kp+1)
and f2(p) =
1
2−3p . Of course, to fin-
ish the proof, it is sufficient to establish the inequalityf1(p) ≥ f2(p), p ∈ (0,
1
3 ).
Note that f2(p) increases from
1
2 to 1. The derivative of f1(p) can be esti-
mated, up to positive multiplier, as
(24p+ 7)
6∏
k=1
(kp+ 1)− (12p2 + 7p+ 1)
6∑
r=1
r
6∏
k=1,k 6=r
(kp+ 1)
≤
5∏
k=1
(kp+ 1)((24p+ 7)(6p+ 1)− 21(12p2 + 7p+ 1))
= −
5∏
k=1
(kp+ 1)(108p2 + 81p+ 14) < 0.
It means that f1(p) decreases on (0,
1
3 ), and it decreases from 27 to
243
160 > 1 that
completes the proof.
Remark 7.2. The integral with respect to Molchan–Golosov kernel can be bounded
from below in terms of Beta- or Gamma-functions. These estimates are more
sharp that obtained in the proof of Lemma 7.4; however, we can not proceed
with them otherwise than numerically. Indeed, for example, in the case K = 4
we can estimate
1
C4H
∫ 1
0
(zH(1, s))
4ds ≥
1
16
∫ 1
0
s−4p(1− s)4p(1 + s2p)4ds
=
1
16
B(3− 4H, 4H − 1) +
1
4
B(2− 2H, 4H − 1) +
1
4
B(2H, 4H − 1)
+
1
16
B(4H − 1, 4H − 1) +
3
8
1
4H − 1
=: g1(p).
As before, 1
c4
H
∫ 1
0 (fH(1, s))
4ds ≤ p
4
5−4p +
1
4p+1 = g2(p). The difference g1(p) −
g2(p), p = H −
1
2 , is presented on Figure 3 in terms of Hurst parameter H .
Now we are ready for the proof of the main result, i.e., Theorem 3.2.
Proof. With assumptions EL1 = 0 and EL
2
1 <∞ we can write the characteristic
exponent of the driving Le´vy process as follows
Ψ(t) = −
1
2
σ2u2 +
∫
R
(
eiux − 1− iux
)
ν(dx).
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Figure 3: The difference of for the integrals of Molchan-Golosov and
Mandelbrot-van-Ness kernels for K = 4 as the function of H .
Prove only the second statement, the first one can be proved in a similar way.
We use the representation formula for the characteristic function of fractional
Le´vy process and get that the fourth cumulant of the fLpMG Y is given by∫ t
0
(zH(t, s))
4ds
∫
R
x4ν(dx).
Analogously the fourth cumulant of the fLpMvN X is∫ t
−∞
(fH(t, s))
4ds
∫
R
x4ν(dx).
Note that iff the Le´vy measure ν is nondegenerate,
∫
R
x4ν(dx) > 0.
Our aim is now to prove that with the assumption EL41 < ∞ the fourth
cumulants of different fLp’s are different. This will prove that the different
fractional Le´vy processes have different distributions.
For H ≥ 34 the 4th cumulant of fLpMG Y is infinite by lemma 7.2. On the
other hand the corresponding cumulant for fLpMvN X is finite by lemma 7.3.
The case H ∈ (12 ,
3
4 ) uses Lemma 7.4, and we immediately obtain the proof.
Next we proof Proposition 3.3.
Proof. Let L be a compound Poisson process with parameter λ s.t. EL1 = 0
and EL21 < ∞. We have for fLpMG Y by proposition 3.6 P(Yt = 0) ≥ e
−λt
for t > 0. On the other hand, for t > 0 we can decompose fLpMvN X to two
independent components∫ −1
−∞
fH(t, s)dLs +
∫ t
−1
fH(t, s)dLs.
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Probability that L jumps exactly once on [−1, t) is λ(1 + t)e−λ(1+t) and prob-
ability that L does not have jumps on [−1, t) is e−λ(1+t). Now it is easy to see
that
P(Xt = 0) ≤ λ(1 + t)e
−λ(1+t) ∧ e−λ(1+t) < e−λt ≤ P(Yt = 0)
for t > 0 small enough.
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