, Halmos proved an interesting result that the set of irreducible operators is dense in B(H) in the sense of Hilbert-Schmidt approximation. In a von Neumann algebra M with separable predual, an operator a ∈ M is said to be irreducible in M if W * (a) is an irreducible subfactor of M, i.e., W * (a) ′ ∩ M = C · I. In this paper, let Φ(·) be a ·dominating, unitarily invariant norm, where by · we denote the operator norm. We prove that in every semifinite von Neumann factor M with separable predual, if the norm Φ(·) satisfies a natural restriction introduced in (1.1), then irreducible operators are Φ(·)-norm dense in M. In particular, the operator norm · and the max{ · , · p }-norm (for each p > 1) naturally satisfies the restriction in (1.1), where x p = τ (|x| p ) 1/p for x ∈ M and τ is a faithful, normal, semifinite, tracial weight. This can be viewed as a generalization of a theorem of Halmos in [10], proved with different techniques developed in semifinite, (properly) infinite factors.
Introduction
Let H be a Hilbert space. We denote by B(H) the set of bounded linear operators on H.
Recall that an operator a ∈ B(H) is irreducible if a has no nontrivial reducing subspaces. That is, if p is a projection in B(H) such that pa = ap then p = 0 or p = I.
A von Neumann algebra is a unital * -subalgebra of B(H) that is closed in the weak operator topology. A factor (or von Neumann factor ) is a von Neumann algebra whose center consists of scalar multiples of the identity. Factors are classified by Murray and von Neumann into type I n , I ∞ , II 1 , II ∞ and III factors (see [14] ). By definition, B(H) is a type I factor.
In the current paper, Hilbert spaces are always assumed to be complex and separable. The starting point for the present paper is to generalize a theorem of Halmos [10] in the setting of semifinite factors with separable predual. In [10] , Halmos proved that the set of irreducible operators on H is a dense G δ subset of B(H) in the · -norm topology, where by · -norm we denote the operator norm. In [20] , Radjavi and Rosenthal gave another short proof. In addition, Halmos also mentioned that the set of irreducible operators is dense in B(H) in the sense of Hilbert-Schmidt approximation. In the rest of this paper, we will refer to this approximation result as Halmos' theorem.
Inspired by Halmos' theorem, we extend the definition of irreducible operator in the setting of von Neumann factors. Φ(e) τ (e) = 0.
(1.1)
Then for each x ∈ M and every ǫ > 0, there exists an irreducible operator y in M such that
In other words, if a · -dominating, unitarily invariant norm Φ(·) satisfies (1.1), then the set of irreducible operators in M is Φ(·)-norm dense in (M, τ ).
We make several quick comments about Theorem 3.5. (1) The result is also true without the assumption that M is 'properly infinite'. The proof of Theorem 3.5 is almost the same and easier when M is finite. If (M, τ ) is properly infinite, then K Φ (M, τ ) is a 'nontrivial' normed ideal of (M, τ ). This case seems more insteresting. (2) While Halmos' proof in [10] is based on minimal projections, there are no minimal projections in type II factors. Thus to prove Theorem 3.5 we develop a series of new techniques. (3) In the setting of B(H), the restriction (1.1) holds if and only if that the Φ-norm is not equivalent to the trace norm · 1 (See [12, Lemma 1] ). Enlightened by this characterization, we prove the following theorem. THEOREM 4.1. Suppose that (M, τ ) is a semifinite von Neumann factor with separable predual, where τ is a faithful, normal, semifinite, tracial weight. Let K Φ (M, τ ) be a normed ideal of (M, τ ) equipped with a · -dominating, unitarily invariant norm Φ defined as in Definition 2.1. Let M sa be the set of self-adjoint operators in M.
Then the set of irreducible operators in M is dense in M sa with respect to the norm Φ(·). Precisely, for each x ∈ M sa and every ǫ > 0, there exists an irreducible operator y in M such that
x − y ∈ K 0 Φ (M, τ ) and Φ(x − y) ≤ ǫ.
Note that, in the setting of B(H), the Kato-Rosenblum's theorem states that a self-adjoint operator a ∈ B(H) with a non-vanishing spectrally absolutely continuous part, can't be expressed as a diagonal operator plus an arbitrarily small trace norm perturbation. This leads to the following interesting question. Problem 1.2. In a semifinite von Neumann factor M with separable predual, whether or not the set of irreducible operators is max{ · , · 1 }-norm dense in M?
By virtue of Theorem 4.1, irreducible operators are max{ · , · 1 }-norm dense in M sa . This is a positive evidence for Problem 1.2.
The paper is organized as follows. In Section 2, we prepare necessary notation and results. A generalized Weyl-von Neumann type theorem for self-adjoint operators, normed ideals equipped with · -dominating, unitarily invariant norms, and irrational rotation algebras are introduced in this section. Besides, we cite Popa's results [18, 19] about the existence of an irreducible hyperfinite subfactor N of a type II factor M and the existence of a Cartan masa A of N which is also a masa in M. In Section 3, we prove Theorem 3.5 in two cases: the B(H)-case and the type II ∞ factor case. In Section 4, we prove Theorem 4.1 for self-adjoint operators in M to be irreducible operators up to arbitrarily small, · -dominating, unitarily invariant Φ-norm perturbations.
Preliminaries
2.1. Normed ideal perturbations and an extended Weyl-von Neumann theorem for self-adjoint operators in properly infinite, semifinite von Neumann algebras.
In this section, we prepare some useful lemmas for the main results. Since a generalized Weyl-von Neumann theorem for self-adjoint operators (Theorem 3.2.2 of [13] ) is applied in the proof of the main result in the current paper, we briefly recall some definitions and results.
In 1909, Weyl [24] proved that a self-adjoint operator in B(H) is a compact perturbation of a diagonal operator. Later, in 1935, von Neumann [15] improved the result by replacing a "compact operator" with an "arbitrarily small Hilbert-Schmidt operator".
Recall that an operator d in B(H) is called diagonal if there exist a family {e n } ∞ n=1 of orthogonal projections in B(H) and a family {λ n } ∞ n=1 of complex numbers such that d = ∞ n=1 λ n e n .
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In [12] , Kuroda generalized the Weyl-von Neumann theorem for every single self-adjoint operator in B(H) with respect to a unitarily invariant norm which is not equivalent to the trace norm. More specifically, given ǫ > 0 and Φ(·) a unitarily invariant norm not equivalent to the trace norm, for every self-adjoint operator a in B(H), there exists a diagonal self-adjoint operator
To answer a problem attributed to Halmos concerning Hilbert-Schmidt perturbations of normal operators, Voiculescu [23] proved that n-tuples of commuting self-adjoint operators, for n ≥ 2, are C n -perturbations of diagonal n-tuples of commuting self-adjoint operators, where by C n we denote the Schatten n-class operators in B(H).
In [23] , to prove that every normal operator is a sum of a diagonal operator and an arbitrarily small Hilbert-Schmidt perturbation, Voiculescu developed important techniques associated with normed ideals (in terms of unitarily invariant norms introduced by Schatten). The reader is referred to [22] and [9] for details about normed ideals.
Recently, the authors of [13] extended the definition of normed ideals in countably decomposable, semifinite, properly infinite von Neumann algebras. The definition is cited as follows.
Definition 2.1 (Definition 2.1.1 of [13] ). Suppose that (M, τ ) is a countably decomposable, semifinite, properly infinite von Neumann algebra with a faithful, normal, semifinite, tracial weight τ .
for all x ∈ K Φ (M, τ ) and unitary elements u, v in M, i.e. the norm Φ is unitarily invariant; (ii) there exists a λ > 0 such that Φ(x) ≥ λ x for all x ∈ K Φ (M, τ ), i.e. the Φ-norm is · -dominating, where · -norm means the operator norm;
, which is also a normed ideal of (M, τ ).
is called a minimal normed ideal of (M, τ ). For convenience, some useful properties of a normed ideal are listed in the next lemma.
Lemma 2.5 (Lemma 2.1.5 of [13] ). Suppose that K Φ (M, τ ) is a normed ideal in (M, τ ). Then the following statements are true.
The reader is referred to Lemma 2.1.5 of [13] for a quick proof. There are more examples of normed ideals of (M, τ ) from the next lemma. Recall that L r (M, τ ), for 1 ≤ r < ∞, is the non-commutative L r -space associated with (M, τ ) and its norm · r is defined by
(see [17] for more details).
Then J is a normed ideal of (M, τ ) with respect to the norm Φ. Furthermore, J is actually a minimal normed ideal of (M, τ ) with respect to the norm Φ. In [13] , the authors proved a generalization of Kuroda's Theorem (Theorem of [12] ) in the setting of semifinite, properly infinite von Neumann algebras as follows.
Definition 2.8. Let M be a von Neumann algebra. An operator d in M is said to be diagonal if there exist a family {λ n } ∞ n=1 of complex numbers and a family {e n } ∞ n=1 of orthogonal projections in M satisfying ∞ n=1 e n = I such that d = ∞ n=1 λ n e n . Theorem 2.9 (Theorem 3.2.2 of [13] ). Let M be a countably decomposable, properly infinite von Neumann algebra with a faithful, normal, semifinite, tracial weight τ and let
Let a ∈ M be a self-adjoint element. Then for every ǫ > 0, there exists a diagonal operator d in M such that
Remark 2.10. We make two comments about Theorem 2.9.
(1) The reader is referred to Lemma 3.1.1 of [13] for a characterization related to (1.1).
Specially, in the case of B(H), Lemma 1 of [12] implies that a unitarily invariant norm Φ satisfies (1.1) if and only if Φ is not equivalent to the trace norm. (2) Actually, in Theorem 2.9, the diagonal operator d is in the form
Thus for e ∈ PF (M, τ ) and
If M is a countably decomposable, properly infinite type II ∞ factor with a faithful, normal, semifinite, tracial weight τ , then (i) of Definition 2.1 and the preceding arguments guarantee that
In terms of the diagonal form in (2.2), there exists a partition {e n } n≥1 of the identity I finer than {e ′ n } n≥1 with each e n in PF (M, τ ) and τ (e n ) < m 0 such that
λ n e n and Φ(e n ) ≤ m 0 + 1 for n ≥ 1,
By Remark 2.10, we reformulate Theorem 2.9 in the setting of countably decomposable, properly infinite, semifinite von Neumann algebras as follows.
Theorem 2.11. Let M be a countably decomposable, properly infinite von Neumann algebra with a faithful, normal, semifinite, tracial weight τ and let
Let a ∈ M be a self-adjoint element. Then there exists an integer m 0 ≥ 1, and for every ǫ > 0, there exists a diagonal operator d = ∞ n=1 λ n e n ∈ M as in the form of (2.3) such that
Irrational rotation algebras A θ and hyperfinite type II 1 factors.
The class of irrational rotation algebras A θ have been studied a lot in recent years. Let θ be an irrational number, the irrational rotation algebra A θ is the universal C * -algebra generated by two unitary elements u and v satisfying uv = e 2πiθ vu.
Since A θ can also be viewed as a crossed product C * -algebra, an application of Theorem 1 of [21] entails that A θ is amenable. Moreover, Elliott and Evans [6] proved that A θ is a limit circle algebra.
It is well known that A θ is simple and there exists only one faithful tracial state τ on A θ . The reader is referred to Chapter VI of [5] for more details. By virtue of the GNS construction, the tracial state τ induces a * -representation π of A θ on L 2 (A θ , τ ). It is easy to verify that π is a unital * -isomorphism. Thus, π(A θ ) is also amenable. By applying Corollary 2 of [2] , π(A θ ) is nuclear. It follows that π(A θ ) ′′ is injective in terms of Theorem IV.2.2.13 and Theorem IV.3.1.12 of [1] . Note that the tracial state τ induces a tracial vector state on π(A θ ) ′′ . The following facts are useful:
(1) τ (u n ) = τ (v n ) = 0 for each non-zero integer n;
(2) the set {u m v n : m, n ∈ Z} forms an orthonormal basis of L 2 (A θ , τ ).
By the above facts, it can be verified that π(A θ ) ′′ is an injective type II 1 factor. Thus, Theorem 6 of [3] entails that π(A θ ) ′′ is hyperfinite.
Lemma 2.12. Let a ∈ π(A θ ) ′′ be a self-adjoint operator such that
If b is a non-scalar self-adjoint operator in {π(v), π(v) * } ′′ , then a + ib is an irreducible operator in the von Neumann algebra π(A θ ) ′′ .
Proof. Note that {π(u), π(u) * } ′′ and {π(v), π(v) * } ′′ are both masas (short for maximal abelian self-adjoint algebra) in π(A θ ) ′′ . Let p be a projection in π(A θ ) ′′ such that pa = ap and pb = bp. Since a generates {π(u), π(u) * } ′′ , we have that p belongs to {π(u), π(u) * } ′′ . Note that p and b can be also viewed as vectors in L 2 (A θ , τ ). It follows that p can be expressed as a Laurent series of u and b can be expressed as a Laurent series of v. That pb = bp guarantees that p is trivial, since {u m v n : m, n ∈ Z} is an orthonormal basis of
The following lemma is a special case of Corollary 4.1 of [18] proved by Popa, which is useful in the proof of our main result.
Lemma 2.13. Every type II 1 factor M with separable predual contains an irreducible, hyperfinite subfactor N , i.e., N ′ ∩ M = C. Furthermore, there is a maximal abelian * -subalgebra of M wihch is regular in N . 8 
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Note that in the hyperfinite type II 1 factor π(A θ ) ′′ , {π(u), π(u) * } ′′ and {π(v), π(v) * } ′′ are both Cartan masas. In fact, we have the following result proved by Connes, Feldman, Weiss [3] , and Popa [19] .
Lemma 2.14 (Theorem 4.1 of [19] ). If A 1 and A 2 are Cartan subalgebras of the hyperfinite type II 1 factor R, then there exists a normal * -automorphism π ∈ Aut(R) such that π(A 1 ) = A 2 .
Main results
In this section, we will prove an extended Halmos' theorem in semifinite factors with separable predual. For this purpose, we deal with factors of type I ∞ and type II ∞ separately. This is because type II ∞ factors contain no minimal projections while minimal projections play an important role in the study of factors of type I ∞ . It follows that the proofs in these two cases are different in details. Recall that we always assume that H is a complex separable Hilbert space and we let B(H) denote the set of bounded linear operators on H.
Let (M, τ ) be a semifinite von Neumann factor with a faithful, normal, semifinite, tracial
is said to be of (M, τ )-finite-rank in this paper. When no confusion can arise, we just call x a finite-rank operator in (M, τ ), for every x in F (M, τ ). This coincides with the definition of finite rank operators in the setting of B(H). In B(H), with Kuroda's theorem in [12] , we can extend Halmos' theorem with respect to each unitary invariant norm not equivalent to the trace norm. For completeness, we sketch its proof in this subsection. For ǫ > 0, let {α i } i≥1 be a subsequence of {ǫ/2 k } k≥1 . If {e i } i≥1 is a sequence of mutually orthogonal, finite-rank projections in M such that (1) i≥1 e i = I;
(2) Φ(e i ) ≤ λ 1 for some λ 1 > 0 and all i ≥ 1, then it follows that
Proof. By Definition 2.1, the self-adjoint operator f n := 1≤i≤n α i e i ∈ F (M, τ ). The inequality
ǫ · λ 1 2 n . guarantees that {f n } n≥1 is a Cauchy sequence with respect to the norm Φ and i≥1 α i e i belongs to K 0 Φ (M, τ ). A routine calculation implies that Φ( i≥1 α i e i ) ≤ ǫ · λ 1 . Enlightened by this characterization, we have the following theorem. Then for each x ∈ M and every ǫ > 0, there exists an irreducible operator y in M such that
Proof. Let x ∈ M and ǫ > 0. Write x = a + ib, where a and b are self-adjoint operators in M. By applying Theorem 2.11, there is a diagonal, self-adjoint operator a 1 :
, a ] such that (1) e i and e j are mutually orthogonal projections for i = j;
(2) each e i is a minimal projection in B(H) with i≥1 e i = I;
As an application of Lemma 3.1, there is a diagonal operator a 2 := i≥1 α i e i in B(H) with
Note that the construction of a 2 entails that each operator in B(H) commuting with a 2 is diagonal with respect to {e i } i∈N .
Corresponding to {e i } i≥1 , there is a system of matrix units {e ij } i,j∈N for B(H) such that (1) e i = e ii for all i ∈ N;
(2) e ij = e * ji , for all i and j in N; (3) e mn e ij = δ ni e mj for all m, n, i, j ∈ N;
δ ni is the Kronecker symbol.
10
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With respect to {e ij } i,j∈N , the self-adjoint operator b can be expressed as
For the sake of simplicity, the entries β ′ ij 's satisfying i + k = j are said to be in the k-diagonal of i,j≥1 β ′ ij e ij . Now we focus on the the 1-diagonal. It is easy to check that the operator v := i≥1 e i,i+1 is a partial isometry.
Construct a self-adjoint operator b 2 := i,j≥1 β ij e ij and a diagonal, self-adjoint operator c := i≥1 γ i e ii as follows:
Define an operator y := a 2 + ib 2 . We claim that y is irreducible in B(H). Actually, if p is a projection in B(H) commuting with y, then p commutes with both a 2 and b 2 . The equality pa 2 = a 2 p implies that p is diagonal. Thus, each diagonal entry of p must be either e ii or 0. Since each 1-diagonal entry of b 2 is non-zero, the equality pb 2 = b 2 p guarantees that p is trivial.
Note
It follows that
x − y ∈ K 0 Φ (M, τ ) and Φ(x − y) ≤ ǫ. This completes the proof.
Case 2: Φ-norm-density of irreducible operators in type II ∞ factors.
Since type II ∞ factors contain no minimal projections, the proof of Theorem 3.3 doesn't work directly for any type II ∞ factor. Fortunately, the irrational rotation algebra A θ enables us to develop new techniques to extend Theorem 3.3. Then for each x ∈ M and every ǫ > 0, there exists an irreducible operator y in M such that
Fix ǫ > 0 and an operator x := a + ib in M such that a and b are self-adjoint operators in M. First, we make perturbations of a and b respectively. Then we construct an irreducible operator y in M as required.
By virtue of Theorem 2.11, there exists a diagonal, self-adjoint operator a 1 :
, a ] such that (1) e ′ i and e ′ j are mutually orthogonal projections for i = j and i≥1 e ′ i = I; (2) each projection e ′ i is of finite-rank and satisfies Φ(e ′ i ) ≤ m 0 + 1 for a uniformly upper bound m 0 > 1;
where each b ′ ij can be viewed as an operator from ran e ′ j to ran e ′ i . Note that each b ′ ii is selfadjoint. When we consider b ′ ii as a self-adjoint operator restricted on ran e ′ i for all i ∈ N, by virtue of the spectral theorem, there are real numbers
is a finer partition of the identity operator I relative to {e ′ i } i≥1 . Based on the matrix form b := i,j≥1 b ′ ij , we define an operator b 2 := i,j≥1 b ij in the form:
Furthermore, we express the operator b 2 in the form b 2 = i,j e i b 2 e j . At the same time, with respect to {e i } i≥1 , we rename {β ′ i,j } 1≤j≤n i ;1≤i as {β ii } i≥1 such that β ii e i := e i b 2 e i , for all i ≥ 1.
Note that β ii 's are all real numbers. Apparently, b 2 is self-adjoint and belongs to M.
On the other hand, in terms of {e i } i≥1 , the operator a 1 can be expressed as
12
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Then as an application of Lemma 3.1, there is a diagonal operator a 2 :
In the following, we construct an irreducible operator y in M based on x 2 up to a Φ-norm perturbation less than ǫ/8.
Since (M, τ ) is a type II ∞ factor with separable predual and each projection e n is of finiterank in (M, τ ), we have that each e n Me n (restricted to ran e n ) is a type II 1 factor with separable predual. By applying Lemma 2.13, there exists an irreducible, hyperfinite subfactor N n in e n Me n . Furthermore, there exists a Cartan masa A n of N n such that A n is also a masa in e n Me n . Recall that a masa is a maximal abelian self-adjoint algebra.
Due to Connes [4] , all the hyperfinite type II 1 factors are isomorphic. By the arguments about the irrational rotation algebra A θ preceding Lemma 2.12, there exist two unitary operators u n and v n in N n with u n v n = e 2πiθ v n u n , generating N n . On the other hand, Lemma 2.14 guarantees the existence of an automorphism π n on e n Me n such that π n (A n ) = {v n , v * n } ′′ . For the sake of simplicity, we assume that A n = {v n , v * n } ′′ , where by {v n , v * n } ′′ we denote the von Neumann algebra generated by v n and v * n in e n Me n . Let p n be a non-trivial projection in {u n , u * n } ′′ and h n be a self-adjoint, single generator of {v n , v * n } ′′ with h n ≤ 1. Then Lemma 2.12 entails that αp n + iβh n is irreducible in N n for every pair of non-zero real numbers α and β.
Relative to the preceding self-adjoint operator a 2 , there exists a subsequence {λ n } n≥1 of {ǫ/2 n } n≥1 such that (1) α n + λ n = α m + λ m for n = m;
(2) n≥1 λ n < ǫ/(8(m 0 + 1)). Define a 3 := n≥1 α n e n + λ n p n . Considering each α n e n + λ n p n as an operator in e n Me n , it follows that σ enMen (α n e n + λ n p n ) ∩ σ emMem (α m e m + λ m p m ) = ∅, for n = m, and a 2 − a 3 ∈ K 0 Φ (M, τ ) and Φ(a 2 − a 3 ) ≤ ǫ/8. In terms of {e n } n≥1 , define c 3 = n,m≥1 e n c 3 e m to be a self-adjoint operator in M in the form: where each w nm is a nonzero partial isometry such that e n w nm = w nm = w nm e m . Note that, the existence of nonzero partial isometries w nm 's follows from that M is a factor. Thus c 3 ∈ M is a self-adjoint operator satisfying
Actually, if p is a projection in M commuting with y, then p commutes with both a 3 and b 3 . Write p = n,m≥1 p nm relative to {e n } n≥1 . This means that p nm := e n pe m for each pair of integers m ≥ 1 and n ≥ 1.
By virtue of the construction of a 3 , we have p nm = 0 for n = m. Note that p nn is a subprojection of e n for every n ≥ 1. It follows that p nn p n = p n p nn and p nn h n = h n p nn for each n ≥ 1. Since each h n generates {v n , v * n } ′′ for all n ∈ N, the projection p nn commutes with each operator in {v n , v * n } ′′ . Note that {v n , v * n } ′′ is also a masa in e n Me n for every n ≥ 1. We have p nn ∈ {v n , v * n } ′′ for all n ≥ 1. Since p n is a non-trivial projection in {u n , u * n } ′′ for each n ≥ 1, the equality p nn p n = p n p nn entails that p nn equals e n or 0 in e n Me n for all n ≥ 1.
Note that p also commutes with each 1-diagonal entry of b 3 . By virtue of the construction of c 3 , it follows that the projection p is trivial in M. This completes the proof of the claim.
Therefore, we have the inequality
The construction of y implies that x − y ∈ K 0 Φ (M, τ ). This completes the proof. Combining Theorem 3.3 and Theorem 3.4, we have the following theorem. Then for each x ∈ M and every ǫ > 0, there exists an irreducible operator y in M such that
In other words, if a · -dominating, unitarily invariant norm Φ(·) satisfies (1.1), then the set of irreducible operators in M is Φ-norm dense in (M, τ ). 14 
Note that, in the setting of B(H), for every p ≥ 1, the · p -norm is · -dominating and unitarily invariant. In terms of Remark 3.2, if we define Φ(·) := · p , then the condition stated in (1.1) holds if and only if p > 1, where · p is defined as in (2.1). Thus we have the following corollary.
Corollary 3.6. Let H be a complex separable, infinite-dimensional Hilbert space. Let K p (H) be a normed ideal of B(H) equipped with a · p -norm satisfying p > 1 defined as in Definition 2.7. Then for each operator x ∈ B(H) and every ǫ > 0, there exists an irreducible operator y in B(H) such that
x − y ∈ K p (H) and
x − y p ≤ ǫ.
Furthermore, in the setting of semifinite von Neumann factors, we can verify that, for every p > 1, the · -dominating, unitarily invariant norm max{ · p , · } in Definition 2.7 satisfies the condition defined in (1.1). Thus we have the following result. For p > 1, let K p (M, τ ) be a normed ideal of (M, τ ) equipped with a · -dominating, unitarily invariant norm max{ · p , · } as in Definition 2.7.
Then for each operator x ∈ M and every ǫ > 0, there exists an irreducible operator y in M such that
x − y ∈ K p (M, τ ) and max{ x − y p , x − y } ≤ ǫ.
In other words, the set of irreducible operators in M is (max{ · p , · })-norm dense in (M, τ ).
Remark 3.8. In Theorem 3.5, the semifinite factor (M, τ ) is not necessary to be properly infinite. In terms of the same techniques applied in the proof of Theorem 3.5, The same result for every finite factor with separable predual is also true. The proof for the case of finite factors is similar to that of Theorem 3.5 and much simpler.
Note that, if (M, τ ) is a finite factor, then Lemma 2 of [7] entails that every · -dominating, unitarily invariant norm defined on M is equivalent to the operator norm · . In this case, the Φ(·)-norm density of irreducible operators in M can also be proved by [8, Theorem 2.1] . In this point of view, the result is more interesting in semifinite, properly infinite factors (M, τ ), since the normed ideal K Φ (M, τ ) is nontrivial in general.
Density of irreducible operators up to normed ideal perturbations in the set of self-adjoint operators in semifinite von Neumann factors
It is worth mentioning that, while studying the density of irreducible operators up to the normed ideal perturbation in semifinite von Neumann factors, an important technique is Theorem 2.11, which is an extended Weyl-von Neumann theorem for self-adjoint operators in the setting of semifinite von Neumann algebras. The condition stated in (1.1) is crucial to Theorem 2.11. Thus it is interesting to ask Problem 1.2, i.e., with respect to the { · , · 1 }-norm, whether the set of irreducible operators is dense in each semifinite von Neumann factor.
Let H be a separable Hilbert space. In the setting of B(H), by virtue of the Kato-Rosenblum's theorem, a self-adjoint operator a ∈ B(H) with a non-vanishing spectrally absolutely continuous part, can't be expressed as a diagonal operator plus an arbitrarily small trace norm perturbation. This implies that, to study the density of irreducible operators in each semifinite von Neumann factor (M, τ ) with respect to the { · , · 1 }-norm, it is necessary to develop new techniques.
In this section, we introduce a new approach to prove that each self-adjoint operator in a semifinite von Neumann factor (M, τ ) can be expressed as an irreducible operator in M plus an arbitrarily small Φ-norm perturbation, where the Φ-norm induces a normed ideal K Φ (M, τ ) as defined in Definition 2.1. With this new approach, the restriction in (1.1) can be removed from the norm Φ applied in the above perturbation. Then the set of irreducible operators in M is dense in M sa with respect to the norm Φ. Precisely, for each x ∈ M sa and every ǫ > 0, there exists an irreducible operator y in M such that
x − y ∈ K 0 Φ (M, τ ) and Φ(x − y) ≤ ǫ. Proof. We prove this theorem in two cases: semifinite properly infinite factors and finite factors.
Case 1. First, we assume that (M, τ ) is a semifinite, properly infinite von Neumann factor with separable predual, where τ is a faithful, normal, semifinite, tracial weight.
Let x be a self-adjoint operator in M and ǫ > 0. Then there is a masa A in M containing the self-adjoint operator x. Since M is properly infinite, there are mutually orthogonal, infinite projections p 1 , p 2 , p 3 in A with p 1 + p 2 + p 3 = I. Let {p ij } 3 i,j=1 be a system of matrix units for M such that (1) p ii = p i for i = 1, 2, 3;
(2) p * ji = p ij for each i, j = 1, 2, 3; (3) p ij p kl = δ jk p il for each i, j, k, l = 1, 2, 3, where δ jk means, the Kronecker symbol. Furthermore, there exists a system of matrix units
(2) e * ji = e ij for each i, j ∈ N; (3) e ij e kl = δ jk e il for each i, j, k, l ∈ N; (4) {e ij } i,j∈N ⊂ F (M, τ ) and by virtue of Lemma 2.5, there is a uniform upper bound η > 0 such that Φ(e ij ) ≤ η for all i, j ∈ N.
Define P to be the von Neumann algebra generated by {e ij } i,j∈N ∪ {p ij } 3 i,j=1 . It follows that P is a type I ∞ subfactor of M, which is * -isomorphic to B(l 2 ). Define N = P ′ ∩ M. Then N is a finite subfactor of M, which is * -isomorphic to e 11 Me 11 and (N ∪ P) ′′ = M. It follows 16 RUI SHI that M is * -isomorphic to the von Neumann algebra tensor product P ⊗ N , which is denoted by M ∼ = P ⊗ N .
Claim 4.1.1 : There exist two invertible positive operators a and b in N such that a + ib is irreducible in N .
Since N is a finite subfactor of M, we have that N is either a type I n factor for some n ∈ N or N is a type II 1 subfactor of M. If N is a finite type I subfactor of M, then we can choose a single generator a + ib of N such that both a and b are invertible and positive. Otherwise, if N is a type II 1 subfactor of M, by Lemma 2.13 there exists an irreducible, hyperfinite type II 1 subfactor R ⊆ N . Since each hyperfinite type II 1 factor is singly generated (see [16] ), we can choose a + ib to be a single generator of R, where a and b are invertible, positive operators in R. In each case, a + ib is irreducible in N . This completes the proof of Claim 4.1.1.
Define a diagonal operator d in P of the form
By virtue of Lemma 2.5, the construction of d, and von Neumann's double commutant theorem, it follows that
where W * (d) is the von Neumann algebra generated by d and the identity operator I. Define a self-adjoint operator h in M of the form
3 −(i+2) (p 21 e 1i p 13 + p 31 e i1 p 12 ).
As an application of Lemma 2.5, it follows that Φ(x − h) ≤ ǫ/3. Thus Φ(x − (h + id)) ≤ ǫ. Next, we prove that a and b are in the von Neumann algebra W * (h + id). Note that {p 11 , p 22 , p 33 , p j1 e ii p 1j : i ∈ N, 1 ≤ j ≤ 3} ⊂ W * (d) ⊂ W * (h + id).
Thus, each ae ii p 12 = e ii hp 22 belongs to W * (h + id). Since a is positive and invertible in N , the uniqueness of the polar decomposition of ae ii p 12 entails that e ii p 12 is in W * (h + id) for all i ∈ N. It follows that p 12 = SOT-i∈N e ii p 12 belongs to W * (h + id). Similarly, the system of matrix units {p ij } 1≤i,j≤3 ⊂ W * (h + id). Note that e 11 p 12 hp 31 e ii = e 1i for all i ∈ N. In the same way, we obtain that {e ij , p kl : i, j ∈ N; k, l = 1, 2, 3} ⊂ P ⊆ W * (h + id). Moreover, this entails that a = i∈N,1≤j≤3 ap j1 e ii p 1j and b = i∈N,1≤j≤3 bp j1 e ii p 1j are in W * (h + id).
In the following, we proof that y = h + id is irreducible in M. Assume that q in M is a projection commuting with h + id. Thus q commutes with each element in W * (h + id). Since P ⊆ W * (h + id), it follows that q ∈ N . Note that qa = aq and qb = bq. This entails that q = 0 or q = I since a + ib is irreducible in N . Therefore, y = h + id is irreducible in M. This ends the proof of Case 1. Case 2. Next, we assume that (M, τ ) is a finite factor with separable predual. In this case, τ is a faithful, normal, tracial state on M. As mentioned in Remark 3.8, for a finite factor, every · -dominating, unitarily invariant norm Φ(·) is equivalent to the operator norm · . Thus the proof in this case is an application of [8, Theorem 2.1]. For completeness, we sketch another proof for type II 1 factors with separable predual, similar to Case 1 in the following, while the proof for type I n factors is skipped.
Let x be a self-adjoint operator in M and ǫ > 0. Then there is a masa A in M containing the self-adjoint operator x. Since M is diffuse, there are mutually orthogonal, projections p 1 , p 2 , p 3 in A with p 1 + p 2 + p 3 = I and τ (p i ) = 1/3 for all 1 ≤ i ≤ 3. Let {p ij } 3 i,j=1 be a system of matrix units for M such that (1) p ii = p i for i = 1, 2, 3;
(2) p * ji = p ij for each i, j = 1, 2, 3; (3) p ij p kl = δ jk p il for each i, j, k, l = 1, 2, 3, (4) {p ij } 1≤i,j≤3 ⊂ M = F (M, τ ) and Φ(p ij ) ≤ η for a fixed number η > 0 and all i, j ∈ N. where δ jk means, the Kronecker symbol. Define P to be the von Neumann subalgebra of M generated by {p ij } 3 i,j=1 . It follows that P is a type I 3 subfactor of M. Define N = P ′ ∩ M. Then N is a finite subfactor of M, which is * -isomorphic to p 11 Mp 11 and (N ∪ P) ′′ = M. It follows that M is * -isomorphic to the von Neumann algebra tensor product P ⊗ N , which is denoted by M ∼ = P ⊗ N .
It follows that Φ(d) < ǫ/3 and {p ii : 1 ≤ i ≤ 3} ⊂ W * (d). By virtue of Claim 4.1.1, there exist two invertible positive operators a and b in N such that a + ib is irreducible in N .
Define a self-adjoint operator h in M of the form h =x + ǫ · a 3 3 · η · a (p 12 + p 21 ) + ǫ · b 3 3 · η · b (p 13 + p 31 ).
As an application of Lemma 2.5, it follows that Φ(x − h) < ǫ/3. Thus Φ(x − (h + id)) < ǫ. Similar to Case 1, we have that {a, b} ∪ P is a subset of W * (h + id). This entails the irreducibility of h + id in M.
