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Chapter 1
Abstract
Sea ice plays a major role in the global climate as it represents the
interface between the ocean and the atmosphere and thus is of great
importance for the energy budget of the whole planet. Climate change
has caused a significant rise in air temperature during the last decades
that has led to a rapid sea ice decline. Until now, sea ice retreat and
thinning are underestimated and poorly represented by climate models
as many processes are not well understood yet. Further observations
of sea ice thickness and extent are required in order to understand
the key processes that lead to sea ice transformations in both space
and time. In this thesis the sea ice thickness and underside topogra-
phy of three different areas northeast of the Svalbard archipelago are
investigated during the freeze-up period of September and October
2016. In this pilot project, sea ice draft measurements are conducted
using an upward-looking multibeam sonar mounted on a remotely op-
erated vehicle for under ice surveys. The data collected are processed
using the hydrographic processing system “CARIS Hips”. A new pro-
cessing workflow has been developed to measure sea ice draft from
underneath the ice. It allows the analysis of the data collected by the
upward-looking sonar and the pressure sensor, together with many
other sensors mounted on the underwater vehicle, in order to directly
compute sea ice draft. Sea ice thickness can be calculated from draft
measurements assuming isostatic equilibrium. Three-dimensional to-
pographic images of the underside of the sea ice are produced and
correlated with the respective sea ice thickness maps. The spatial and
vertical resolution of the multibeam sonar is also calculated. Moreover,
multibeam sonar derived sea ice thickness datasets are compared to sea
ice thickness data collected by an electromagnetic induction sounding
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device during the same surveys. Finally, the “Freezing-degree days”
model is used to assess sea ice thermodynamic growth of the data col-
lected during the field campaign. Snow cover is taken into account
in the model thanks to snow depth measurements conducted on the
areas with a Magna Probe. It is found that the two instruments for
sea ice thickness measurements are in good agreement and have the
same vertical resolution. However, the multibeam sonar is found to
have a better lateral resolution and to be more accurate than the elec-
tromagnetic device when measuring sea ice ridges. The assessment of
sea ice thermodynamic growth is hindered by the high spatial vari-
ability of the three areas of this campaign. Nonetheless the model
predictions are found to be consistent with the formation from open
water of a few centimeters of new ice during a survey period of four
weeks. This thesis also suggests some improvements to the navigation
of the underwater vehicle for sea ice draft measurement purposes and
to the multibeam sonar renavigation script. The results of this thesis
prove that the new processing workflow implemented in CARIS Hips
allows for a reliable, efficient, and high resolution retrieval of sea ice
draft measurements collected by an upward-looking sonar mounted on
a remotely operated vehicle. The methods presented in this thesis can
be adopted for a future year-round spatial and temporal study of sea
ice thickness and underside morphology, necessary to fill the existing
data gap during winter time in the Arctic. The use of the multibeam
sonar together with the many interdisciplinary sensors mounted on
the remotely operated vehicle empowers a complete overview of the




2.1 Short overview on sea ice
Sea ice is the floating ice that forms from frozen ocean water. Its
content in salt differenciates it from fresh water ice, like icebergs and
glaciers.
Sea ice forms both in the Arctic and the Antarctic during the local
winter time when the ocean surface cools down to -1.8 ◦C ( [97]). Sea
ice covers 15% of the oceans of the globe during some parts of the year
( [92]): about 25 million square kilometers of the Earth, an area larger
than double the size of Canada.
Sea ice can show a wide variety of features, thickness, and extent
(see for example figure 2.1). This thesis will focus on the study of
Arctic sea ice thickness and underside morphology.
Figure 2.1: View of sea ice formations northeast of Svalbard
In the northern hemisphere the sea ice extent reaches its maximum
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in March, close to the end of the polar winter in this region. Although
it is primarily confined in the Arctic Ocean, Arctic sea ice has been
known to form as far south as 38◦ N in Bohai Bay, China, ( [3]) the
same latitude as Palermo, Italy. Arctic sea ice extent averaged for the
entire month of March 2016 was 14.43 million square kilometers (see
figure 2.2). In winter most of the Arctic is generally covered by 2 to 3
m thick sea ice, but it can reach 4 to 5 m in some Arctic regions ( [3]).
With the approach of the summer months temperature rises and the
sea ice starts to melt during the so-called “melting season”. This season
results in a maximum sea ice melt from the middle of July to the
middle of September, when the summer sea ice extent in the Arctic
reaches its minimum ( [81]). Arctic sea ice extent during September
2016 averaged 4.72 million square kilometers (see figure 2.2), while the
sea ice thickness mean value was around 1.8 m ( [16]).
Figure 2.2: View of Arctic sea ice maximum and minimum extent in 2016.
NASA Earth Observatory maps by Joshua Stevens, based on AMSR2-E data
from NSIDC.
Sea ice thickness in the Arctic varies depending on the season and
on many other factors, like the age of the ice and the dynamical phe-
nomena that it experiences ( [92]).
Referring to a classification based on the age of sea ice two main cate-
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gories can be identified: multi-year ice (MYI) and first-year ice (FYI)
( [103]).
Multi-year ice indicates sea ice that has survived at least one melt
season: this old ice did not melt completely during the preceeding
summer and generally grows thicker every winter.
First-year ice is instead the ice that forms during one winter and melts
completely every summer. The lower thickness makes FYI more prone
to complete melting during summer and as a result of this brief melt
cycle first year sea ice grows generally thinner than old ice.
Thermodynamics drives sea ice growth and ablation. An important
process linked to ice melt is melt pond formation. During summer
melt ponds form on the surface of the sea ice therefore sea ice thick-
ness decreases by absorbing a higher amount of solar radiation ( [91]).
FYI can decrease to few centimeters or melt completely and be re-
placed by open water.
On the other hand, events linked to sea ice dynamics can create more
rapid changes in sea ice thickness than thermodynamic driven ones.
Divergent or convergent movements between ice floes create leads and
pressure ridges. The first ones are long fractures of open water be-
tween ice floes, while ridges are ice conformations that protrude from
the ice floe surface both in the water and above the ice, and can reach
a maximum thickness up to 30 m ( [31]).
2.2 Sea ice in the Arctic and its importance in the climate
system
Sea ice plays a major role in the Arctic. It represents the ideal habitat
for lots of local species; it breaks the waves coming from the Atlantic
Ocean; it reflects part of the solar radiation keeping the water tem-
perature cool below the ice and influencing the global climate via the
under-ice oceanic currents ( [62], [89]). These and many other features
make the presence of sea ice necessary to preserve the physical and bi-
ological stability of polar regions and of the whole global climate ( [3]).
Hence why the drastic changes that sea ice is experiencing during the
last few decades are of great concern.
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Figure 2.3: Average March Arctic sea ice extent for 1979 to 2016 shows a decline
of 2.7% per decade (NSIDC)
The Arctic is indeed one of the regions on Earth that has been warm-
ing up at the highest rate during the last decades, experiencing an air
temperature change as extreme as twice as fast as the global average
( [3]). This characteristic of both poles to experience more drastic
temperature changes than the rest of the planet is known as “polar
amplification” ( [79]).
One of the most striking consequences of this ongoing warming pro-
cess is the decline of sea ice cover extent and thickness, that have both
decreased drastically in the last 50 years.
During the last three decades both sea ice maximum and minimum
extent experienced a drastic decrease. Figures 2.3 and 2.4 show respec-
tively the maximum sea ice extent trend in March and the minimum
in September, between 1978 and 2016. The decline per decade is as
high as 2.7% and 13.3% respectively ( [3]). The year 2012 marked
a record September minimum since 1979, as the graph in figure 2.5
shows ( [3]). Sea ice thickness is also declining. In 1999 Rothrock and
collaborators used sea ice thickness data collected during submarine
cruises. They found that the submerged part of the sea ice decreased
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Figure 2.4: Average September Arctic sea ice extent for 1979 to 2016 shows a
decline of 13.3% per decade (NSIDC)
Figure 2.5: Minimum Arctic sea ice extent (NSIDC)
10 CHAPTER 2. INTRODUCTION
by about 1.3 meters between the 1950s and the 1990s ( [75]).
A new study published ten years later shows how the Arctic mean
winter sea ice thickness declined from 3.64 meters in 1980 to 1.89 me-
ters in 2008: a decline of 1.75 meters in only 20 years ( [46]).
Also, while the mean thickness for summer ice in the Arctic during the
1960s used to be around 3 m, during the last 5 years it has decreased
to a mean value of less than 1 m ( [3]).
Another rapid change that sea ice is experiencing during the last
decades is the variation in relative abundance of MYI and FYI ( [47]).
As discussed in [88], for example, because of the new dynamics and
environmental changes that are taking place in the Arctic the net thin-
ning of thick ice is usually much larger than for thin ice, for any given
warming; this is because thin ice gains its summer ice loss again during
the following winter as it grows faster than thick ice.
As a consequence, MYI in the Arctic does not predominate on FYI
anymore, and FYI can now also be found to be thicker than MYI.
This process contributes to the ongoin decrease of sea-ice thickness
and extent ( [88]).
According to scientists the current sea ice decrease rate could lead to
an ice-free Arctic summer in less than half a century ( [95]). This will
lead to a habitat loss for a big part of the Arctic fauna, will likely
lead to a more rapid coastal erosion due to wind-driven waves and to
a potential general global weather and ocean circulation change ( [10]
and [25]).
An example of the important role of sea ice and the strong impact
that changes in its conditions have on the Arctic and the entire globe
follows here.
The Arctic used to be characterised by the prevalence of old, multi-
year sea ice. As already mentioned, the current amount of multi-year
ice has decreased drastically, especially during the last two decades
( [3]). First-year tends now to replace multi-year ice changing the
under-ice environment because of different physical and optical prop-
erties of the two ice types ( [88]).
FYI is generally thinner and in summer it is covered in wider and
more shallow melt ponds than MYI ( [68]). Melt ponds create areas
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Figure 2.6: Melt ponds formations northeast of Svalbard
characterised by lower albedo compared to bare ice, causing less light
reflection towards the atmosphere and more radiation transmission to
the ice and the water below it. A high concentration of melt ponds and
the fact than FYI is more vulnerable to summer melt as less energy
is needed to melt it cause a higher melting rate for the thin sea ice
and a higher amount of solar heat absorbed by the sea water below it
( [69] and [65]). A summer melt pond distribution is shown in figure
2.6. Thin ice also transmits more light to the water underneath than
thick ice. The amount of light that penetrates the sea ice changes the
under-ice biological habitat, for example by increasing the amount of
algae that live attached to the sea ice bottom (figure 2.7). An algal
bloom provides for more nutrition for the animals that feed on them,
including pelagic and benthic species ( [84] and [44]). In the long run
declines in sea ice have been associated with a major ecosystem shift
( [37]), loss of habitat and negative impacts on sea ice associated or-
ganisms ( [27]).
Light effects on algae influence the deep water environment as well.
Dead algae represent an important source of food for benthic microor-
ganisms. These decompose the dead algae that reach the bottom of
the ocean while consuming oxygen, changing considerably the chem-
istry composition of the deep sea under sea ice ( [58]).
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Moreover, sea ice affects and is affected by the movements of ocean
water. One of the consequences of sea ice thinning is that it is more
subject to wind and currents that can move the sea ice and transport
it around the Arctic ( [48]). Moreover, changes in Arctic currents and
in the mixing of the water layers make the Arctic ocean more and
more similar to the Atlantic Ocean, leading to a progressive process
called “Atlantification” ( [72]).
Figure 2.7: Algae detached from the underside of the sea ice northeast of Sval-
bard
Sea ice is also a main driver of the oceanic global circulation. Two
main water layers can be found under the Arctic sea ice: the Polar
water and the Atlantic water. The Polar water is found directly un-
der the ice and it is composed of fresh and cold water; the Atlantic
water lays under the layer of Polar water and it is warm and more
salty. When sea ice forms, it releases most of the salt so that the
water under the sea ice that receives it has a higher concentration
of salt compared to the surroundings. As salt water is more dense
than fresh water, it tends to sink. Once the cold, dense Polar water
reaches the bottom, it moves towards the equator, while pushing the
warm Atlantic water towards the poles. This circulation is called the
thermohaline or “conveyor-belt” circulation and it streams around the
globe. Changes in the amount of sea ice can then affect the whole
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global climate ( [92], [13]).
Changes in sea ice extent and thickness also affect communities living
and working in polar regions. Arctic native people often depend on
the presence of sea ice so that its retreat poses a set of new challenges
to their life style ( [62]). On the other hand, sea ice melting would
lead to the opening of new shipping routes in the Arctic and fishing
opportunities ( [39]). This may affect the global maritime traffic, with
possible negative consequences on the environment.
The impact of climate change on the Arctic poses great challenges to
this delicate environment; a complex interplay between atmosphere,
ocean, and land depends on the presence of sea ice. For these reasons
studying sea ice is fundamental and an interdisciplinary study is re-
quired to thoroughly understand on a wider scale the extreme changes
that are taking place in the polar regions and are affecting the Earth’s
climate system ( [26]).
2.3 Sea ice thickness measurement methods and modeling
Given the role of sea ice both regionally and on a global scale it is
important to model and predict sea ice changes.
Modeling sea ice has lots of applications in numerous fields, from cli-
mate change to marine navigation, to safety of working on the ice.
One of the most important features to predict is sea ice thickness as a
result of the influence that it has on many other parameters, such as
light transmittance, temperature, ocean circulation, primary produc-
tivity and biomass. A study of sea ice thickness is therefore of high
interest and interdisciplinary use.
Observations based on satellite data from 1979 to 2013 showed that
the Arctic-wide sea ice cover extent is declining at −14% per decade
( [87]). This trend is more rapid than what any climate models of the
Intergovernmental Panel for Climate Change (IPCC) has predicted
( [92]).
The disagreement between models and observations demonstrate the
actual knowledge deficiencies of the processes experienced by sea ice.
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For a better understanding of sea ice dynamics and thermodynamic
processes and in order to be able to improve predictive models of its
evolution a more detailed investigation of sea ice physics and its prop-
erties is necessary.
In particular, whilst sea ice extent has been monitored for years by
satellites and represents now a well known parameter, sea ice thick-
ness is instead still poorly documented because it is more challenging
to measure ( [3]). Additional measurements of sea ice thickness must
be collected to make up for this deficiency applying one of the different
techniques available.
Ice drilling is the oldest technique used to measure ice thickness. This
direct method is the most accurate of all the methods, but it is time
consuming and it is also limited to the local point measurements of the
cores. This restriction to point-like measurements does not allow for
a generalization of the measures to the surrounding area; the values
obtained by drilling cannot represent an area bigger than the sampled
one, due to the high spatial variability of sea ice ( [92]).
Upward-looking sonar (ULS) can be mounted on oceanographic moor-
ings to measure sea ice thickness ( [63]). This technique provides long
time series of measurements, but it is restricted to the study of the
single location where the sonar is attached, a similar to the ice core
drilling one ( [92]). ULS have also been mounted on submarines to
collect sea ice vertical profiles over large areas of the Arctic Ocean
for several decades ( [98]. Although the spatial footprint is relatively
small, such observations are limited by cost and vehicle availability.
On the other end of the scale, satellites measurements have been used
for more than 30 years in order to regularly monitor polar regions and
retrieve sea ice extent measurements ( [23]). They can also be used to
measure sea ice thickness with laser and radar altimeters ( [93]). This
method is very efficient, as it covers large regions in a small amount of
time and measurements are continuously repeated without any need
for field work or dedicated campaigns. However satellite footprints are
wide compared to ground based instruments, and the respective algo-
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rithms were just recently developed, causing various reliability issues.
Measuring sea ice thickness using ULS and satellites is nevertheless
an indirect method of measure: ULS measure the submerged part of
the ice, while lasers and radars the ice elevation from the sea sur-
face. To retrieve sea ice total thickness an analitical method based
on the isostasy principle must be applyed. Several assumptions for
snow thickness and density are assumed in this method and introduce
additional uncertainties to satellite altimetry. Other limitations are
the fact that satellites cannot cover the pole regions and that rely on
the presence of open water as a reference for the model.
Midway between the large scale satellites measurements and the local
point ice drilling measurements stand the electromagnetic induction
sounding (EMI) [70]) and the multibeam sonar system (MBS). Both
techniques for sea ice thickness measurements will be explained in
more detail in their dedicated sections (3.3 and 3.2).
These two methods are both more efficient than ice coring and ULS,
can cover large areas in few hours similar to satellite techniques, their
accuracy can be tested during their operation, they have good spatial
resolution, and are generally in good agreement with the results of the
direct coring technique ( [92], [71], [43]).
2.4 Thesis objectives
The main objective of this thesis is the implementation of a new pro-
cessing workflow for measuring sea ice draft using an upward-looking
multibeam sonar mounted on a remotely operated underwater vehicle.
To achieve this, the data collected are handled using the hydrographic
processing system “CARIS Hips”. This software has been developed
for bathymetric surveys, so that in order to use it for measuring sea
ice draft the standard workflow has to be modified.
Another objective is the production of three-dimensional topographic
maps of the underside of the sea ice using the same multibeam sonar.
The topographic maps will then be compared to real images of the
morphology of the ice underside.
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To test the processing workflow and assess the outcome of this method,
the resultant sea ice draft datasets are compared to the measurements
collected by an electromagnetic induction sounding device operated
during the same surveys. This instrument measures sea ice thickness
on the same area sampled by the multibeam sonar but it is operated
above the ice.
Finally, using the values of sea ice draft retrieved with the newly imple-
mented processing flow, sea ice thermodynamic growth is investigated
using the “Freezing-degree days” model.
A secondary objective of this thesis work is to optimise the handling
and collection of navigation data from the underwater vehicle, im-
prove the multibeam sonar renavigation script, and determine the
spatial and vertical resolution of the multibeam sonar used in this
pilot project.
The results of this project aim to test the newly implemented work-
flow for sea ice draft retrieval, to assess potential changes that sea
ice experiences during the growth season, and investigate the spatial
variability of sea ice structures.
2.5 Thesis structure outline
This thesis focuses on the investigation of sea ice thickness measure-
ments using an upward-looking multibeam profiling sonar that is mounted
on a remotely operated underwater vehicle (ROV). The data have been
collected during a pilot project that took place during the 101st expe-
dition of the German research vessel “Polarstern” (figure 2.8) to the
Central Arctic in late summer 2016 and are here processed and ana-
lyzed. This thesis is composed of the following chapters:
Chapter “Theoretical background” introduces some background knowl-
edge about the physics of sea ice; the devices involved in sea ice
thickness measurements-multibeam sonar, electromagnetic device, and
snow probe; the isostasy model for calculating ice thickness; and about
sea ice growth models.
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Figure 2.8: View of the German research vessel “Polarstern” breaking through
the sea ice around Svalbard.
Chapter “Methods” contains a description of the multibeam sonar
data collection and handling processes, including a section about the
description of the newly implemented working flow.
The “Results” chapter is dedicated to the presentation of the results of
this study. A calculation of the multibeam sonar resolution; sea ice un-
derside three-dimensional topography; sea ice draft distribution maps
obtained by the use of the multibem sonar and by the electromagnetic
device; histograms of sea ice draft and of snow depth distributions;
a comparison of the two methods of sea ice thickness measurements
and a final section focused on the thin sea ice growth “Freezing-degree
days” model and aspects of other empirical models are discussed here.
The “Discussion” chapter presents the analysis of the results of this
thesis, including sea ice thickness distribution comparison between
sampling methods and stations. A separate section is dedicated to sea
ice growth model validation. The “Operational recommendations”
section presents final suggestions and recommendations for future sur-
veys.
Finally, the “Conclusions and outlook” chapter summarizes the thesis




3.1 Sea ice vertical terminology
Sea ice can be divided in different vertical components that are defined
depending on their position relative to the sea surface.
The ice slab is composed of three parts: sea ice draft hd, sea ice free-
board hf , and sea ice thickness H; if snow is present, another layer hs
on top of the ice is introduced. A schematic representation of sea ice
vertical components is shown in figure 3.1.
Figure 3.1: Schematic representation of sea ice vertical components
Draft is defined as the sea ice partial thickness measured from the
underside of the ice up to the sea surface; freeboard is the part of the
sea ice thickness between the sea surface and the upper surface of the
ice; while total ice thickness is found by summing together the values
for draft and freeboard.
19
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It is worth stressing the importance of using the correct name for
the different features. The reason is that in sea ice physics there are
many different methods for ice thickness measurements. Some of them
only collect draft or freeboard and retrieve the total thickness using
mathematical models. However the common use of generally refering
to hd or hf as “thickness” can generate confusion between the different
sea ice components.
3.2 Basics of hydroacoustics
Hydroacoustics, or Underwater Acoustics, is the study of sound prop-
agation in water. Underwater acoustic waves are widely used to trans-
mit signals, detect and locate obstacles and targets, and to measure
characteristics of objects ( [56]).
Sonars are hydroacoustic based devices. The word sonar is an acronym
that stands for “SOund Navigation And Ranging” and, as the name
suggests, it is used to navigate and detect target distances underwater
using sound.
In this pilot project a multibeam sonar is mounted on top of an ROV
pointing towards the underside of the sea ice and the measurement
results from three different areas are analysed in this work.
The following sections present therefore a brief description of sound
properties in the Arctic Ocean and of sonar operation with particular
focus on the multibeam sonar.
3.2.1 Acoustic waves in the Arctic Ocean
Sound propagation in sea water is affected by attenuation, pertur-
bation, deformation, and noise (see [56]). A description of some of
those properties that relate sea water and ice to underwater acoustics
for sonar use in the Arctic will follow. Of particular interest for this
study are: the variation of sound speed as a function of depth; the
effects of sound reflection at the water-sea ice interface; and the re-
fraction of sound during propagation in sea water.
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To begin with, sound speed in the ocean depends mainly on tem-
perature, pressure, and salinity. It increases with an increment in any
of these variables, with a rule of thumb of: 1.4 m/s for every 1 psu
increase in salinity; 4 m/s for every 1◦C increase in temperature; and
34 m/s for every 2000 dbar increase in pressure ( [104], [4]).
While pressure always increases with depth, salinity and temperature
profiles depend on latitude, region, and season.
In the Arctic, salt concentration and temperature of the ocean up-
per layer are influenced by the presence of the sea ice cover ( [21]), for
example by the phenomenon of brine rejection during sea ice formation
( [81], [92]). This process, together with other processes characteristic
of the Arctic, such as river runoff, result in a salinity-stratified Arctic
Ocean (figure 3.2).
Figure 3.2: Arctic Ocean stratification Illustration by Jayne Doucette, Woods Hole
Oceanographic Institution
The Arctic Ocean surface layer expands up to a depth of 50 m. It
is characterised by cold water with homogeneous temperature around
−1.8◦C, the freezing temperature for sea water. The salinity of this
layer is generally low compared to the mean ocean salinity, hence why
this layer is referred to as “fresh water” in figure 3.2). However, re-
gional and seasonal variability of sea ice cover can cause substantial
fluctuations in local temperature and salinity ( [21]).
Between 50 m and 200 m stands a layer of cold and dense water called
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the “halocline”, where temperature is generally constant, while salin-
ity increases with depth ( [21], [76]).
The bottom layer of the Arctic Ocean is composed of Atlantic Water
that is warmer and saltier than Arctic ocean water ( [76], [67]).
The dependance of sound speed on temperature, salinity, and pres-
sure is represented by the Arctic sound velocity profile as function of
depth shown in figure 3.3.
Figure 3.3: Sound speed depth profile in the Arctic. Image from [22]
In the first meters of water sound speed increases slowly due to an
initial increasing pressure, while temperature and salinity stay almost
constant. When reaching the halocline sound speed experiences a sec-
ond increment due to a fast increase in salinity that adds to the action
of pressure, while temperature does not generally vary. A final sound
speed increase takes place in the Atlantic Water layer. Here salinity
reaches a constant value while temperature only changes of a small
amount (of the order of less than one degree in thousands of metres),
hence sound velocity rapidly increases at greater depths due to its de-
pendance on pressure (see [22]).
On account of what has just been stated, sound velocity corrections
due to temperature, salinity, and pressure variation in water should be
taken into account when using a sonar. This enables a correct mea-
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surement of the time that takes to an echo to go from the sonar to the
target and back, and therefore the correct calculation of the respective
distance.
The maximum mean depth that the ROV reaches during the three
surveys analysed in this study is 10 m, hence the multibeam sonar
operates in the upper layer of the Arctic Ocean. As previously men-
tioned, this water layer is characterised by a constant value of salinity
and temperature, while the pressure difference between 10 m and the
surface is of only 1 atm. It is therefore expected to measure similar
sound speed values for the three surveys, except for local variations of
salinity and temperature.
Sound speed in sea water is generally calculated using collected CTD
measurements in one of the models available (see for example [24]
and [18]). CTD is a device that measures conductivity, temperature,
and pressure of seawater.
In this work the values of sound speed between 0 and 10 m calculated
using the onboard CTD measurements for the three surveys are found
to differ by the 0.01%. This is due to the fact that the three survey
areas are not too distant from each other, that the working depth of
the multibeam sonar is the same, and that local variations of salinity
and temperature are very similar. Hence in this work the sound speed
in sea water will be set equal to the constant value of 1437 m/s that is
calculated using the CTD measurements locally collected during the
surveys.
Of particular interest for sea ice underside topography surveys is the
effect of sound reflection at the water-sea ice interface. The Arctic
Ocean surface during the freeze-up period is generally covered in sea
ice, but leads of open water between ice sheets are not uncommon
( [92]). Both the sea surface and the sea ice are reflective, scattering,
and absorbing boundaries for sound waves. When sound waves reach
a discontinuity between two media they are reflected and transmitted,
depending on their relative characteristic specific acoustic impedance,
Z0. This quantity represents the opposition of a medium to the flow
of acoustic waves and it is defined as:
Z0 = c · ρ (3.1)
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where c represents the sound speed in the medium and ρ is the medium
density.
The ratio between reflected and incident wave intensity is called “re-
flectance”, while the ratio between the transmitted and incident wave
intensity is the “transmittance”.
The reflectance R and transmittance T for sound waves at the bound-
ary interface between two media are given by formula 3.2. Both coef-
ficients depend on the two media acoustic impedance difference, with
a high difference resulting in a large reflected and a small transmitted




(ρ2c2 cos θ1 − ρ1c1 cos θ2
ρ2c2 cos θ1 + ρ1c1 cos θ2
)2
(3.2)
R + T = 1 (3.3)
Here Ir and Ii are the reflected and incident intensity of the acoustic
wave, ρ1 and ρ2 are respectively the density of the initial and final
media where the wave propagates, c1 and c2 the speed of sound in
the two media, and θ1 and θ2 the incidence and refraction angle with
respect to the normal to the two media boundary surface ( [60], [14]).
In the simplified case of normal incidence and given the density val-
ues for sea water ρw = 1025 kg/m3, sea ice ρi = 917 kg/m3, and air
at zero degrees temperature ρa = 1.3 kg/m3 ( [2]) the resulting re-
flectance and transmittance for an acoustic wave going from water to
air Rw/a or from water to sea ice Rw/i can be calculated. Examples of
these values found in literature are:
Rw/a = 0.999 Tw/a = 0.001 (3.4)
Rw/i = 0.35 Tw/i = 0.65 (3.5)
where smooth level ice, that is the sea ice that has not been affected
by deformation ( [103]), has been used for the calculation of Rw/i,
( [78], [85]). A large difference exists between the water-air and the
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water-sea ice reflection coefficients, resulting in a large intensity re-
flected echo from open water. This is due to the higher impedance
difference between water and air compared to that between water and
sea ice ( [34]). However, sea ice can be a strong reflector of sound,
depending on its underside characteristics, as it is explained in the
following ( [102]).
Underwater acoustic interaction with ice is controlled by the underside
topography ( [32]).
The effectiveness of the ice-water interface in reflecting incoming acous-
tic energy has enabled the use of sonars to detect and map the un-
derside of sea ice ( [100]). The reflection of sound on the sea ice
underside depends on its size, shape and thickness, signal frequency,
angle of incidence, as well as the impedance of ice relative to that of
water ( [1], [56]). An appropriate description of sea ice to model sound
reflection should take into account both physical, acoustic, and mor-
phological properties of the ice and it is not part of this work (see for
example [64]). In general, it is found that acoustic sound scattering
is enhanced by the presence of deformed ice, while level ice creates
echoes via specular reflection ( [94], [17]).
Level-ice, that is the sea ice which has not been affected by deforma-
tion ( [103]), shows a higher reflectance compared to ridges and rubble
ice ( [85], [94]). A reduction in level ice reflectivity has been observed
due to the presence of the so called “skeletal layer”, the bottom part of
the sea ice at the ice-water interface ( [81]). This lower part of the sea
ice features dendritic arms up to 10 mm that enhance the ice rough-
ness and reduce the ice reflectance from 0.34 to 0.05 when compared
to flat level ice ( [35], [85]).
Scattering of acoustic waves on ridges is found to depend on the ridge
draft, roughness (compared to the sound wavelength), and orientation
( [15], [20]), with higher amplitude of scattered light for larger an-
gles of incidence ( [34], [61]) and increased surface roughness ( [12]).
Typical high scattered intensity from ridges facilitates their location
using sonars. This is because deformed sea ice structures are generally
non-normal to the incident wave and it would otherwise be difficult to
locate them by only collecting their specular reflection ( [56]).
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Refraction also plays an important role in hydroacoustics. It causes
the typical non-straight propagation of acoustic waves in sea water
that affects sonar path measurements (see figure 3.4).
Figure 3.4: Schematic representation of acoustic wave refraction in the ocean
As previously mentioned, sound waves crossing the boundary be-
tween two layers of water characterised by different values of tempera-
ture, salinity, and pressure are affected by a variation in sound speed.
Snell’s law (formula 3.6) describes the relation between speed and an-
gle of incidence for an acoustic wave entering a medium where sound
propagates with a different speed ( [61]). The result is that a variation
in sound speed determines a change in the direction of propagation of






Here c1 and c2 are the sound speed, and θ1 and θ2 the incidence angles
of the first and second medium respectively.
In this study refraction effects are not considered because of the ho-
mogeneity of the superficial water layer where the multibeam sonar
operates. However, refraction should be taken into account for poten-
tial future studies using sonars working at greater depths, for example
when mounted on an autonomous underwater vehicle (AUV), and in
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general for more accurate distance measurements.
3.2.2 Introduction to sonar and principles of multibeam echosounder
There are two different operational modes for sonar: passive and ac-
tive.
Figure 3.5: Active sonar
Passive sonar only receives an acoustic signal emitted by the tar-
get, while active sonar transmits and receives an acoustic signal that
is therefore transmitted, reflected by a target, and transmitted back
to the sonar (3.5).
The type of sonar used in this thesis is a multibeam sonar and it
belongs to the category of active sonars whose basic principles of op-
eration will be explained in the following.
An active sonar is composed of a transmitter, or projector, and a
receiver. The projector creates and transmits an acoustic wave in the
shape of a pulse of sound. This is generally created electronically and
often called a “ping”. The receiver collects the echo that is produced
by the reflection of the acoustic signal on the target. Finally, the sig-
nal is processed ( [90]).
Once transmitted, a sound wave propagates in water travelling twice
the distance between the sonar and the target, called “range”.
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Range estimation is done by first measuring the time between the
transmission of the signal towards the target and the reception of the
respective echo, and then using the measured time to calculate the
distance, as shown in formula 3.7:
R = c · τ2 (3.7)
where R is the range, c is the local speed of sound, and τ is the time
interval between signal transmission and echo collection.
The received signal contains information about both the target and the
surrounding environment: sound is attenuated, deformed, and overlaid
with noise along its path. An equation for energy conservation is com-
monly used to evaluate the sonar system performance and it is known
as the “sonar equation” ( [56]). Formula 3.8 and 3.9 describe logarith-
mic intensity in decibel respectively for noise and reverberation-limited
conditions.
SL−2TL+TS−NL+DI = DT noise-limited conditions (3.8)
SL−2TL+TS−RL = DT reverberation-limited conditions (3.9)
Here SL is the source level; TL the transmission loss; TS the target
strenght; NL the noise level; DI the directivity index; DT the detec-
tion threshold; and RL the reverberation level.
In [56] and [57] an extensive description of each coefficient of the sonar
equation can be found that is here reduced for brevity’s sake.
The source level for an active sonar is determined by the maximum
intensity of the signal transmitted by the projector. The target reflects
a replica of the transmitted signal and the echo level is proportional
to the transmitted source level.
The transmission loss is taken into account twice in the equation be-
cause the acoustic waves travels back and forth between the sonar and
the target. TL is mainly due to acoustic wave geometrical spreading
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and to attenuation. Attenuation is caused by sea water absorption
that limits the range at high frequency, and scattering loss linked to
the presence of non-targets along the path, such as air bubbles and
fish.
TS depends on the shape and size of the target, on the signal wave-
length, and the angle of incidence.
NL consists of self noise and background noise. Self noise is the noise
generated from the sonar reception platform, such as internal sonar
noise due to the electronics. In this study the main source of self
noise is the flow noise caused by the vehicle speed, typical for a sonar
mounted on a ROV ( [19]). Background noise includes noise due to
oceanic, shipping, and animal sources.
In many applications sound is not transmitted homogeneously towards
the target. Instead, narrow beams are used to increase sound intensity
in a certain direction, as it is the case for this study. DI is the pa-
rameter that accounts for the directionality of the transducer in sonar
performance studies by describing the spatial distribution of the trans-
mitted intensity.
A signal threshold for detection is set in order to maximise the prob-
ability of receiving an echo from the target, while minimising at the
same time potential misinterpretations of noise as a signal.
Finally, reverberation is another important factor that has to be con-
sidered in case of a strong presence of unwanted echoes, such as those
created by sound scattering at the water surface and the sea ice under-
side. In ( [63]) it is found that ridges create long reverberation echoes
compared to level ice.
The sonar device used in this project is a multibeam sonar, or multi-
beam echosounder. This type of sonar was first developed during the
1980s for assisting the navigation of submarines and it is now com-
monly used for hydrographic surveys ( [96]).
Like any other sonar, it uses sound waves for the detection of a target
that, in our case, is the sea ice underside. In opposition to single beam
sonars though, multibeam echosounders use an array of transducers to
emit sound in the shape of a fan that is wide across-track and narrow
along-track ( [56]).
The technique of creating a certain beam pattern to achieve spatial se-
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lectivity is called “beamforming”. Beamforming is used to concentrate
the power of the beam along a chosen direction, therefore improving
the directivity of the array. It is done by combining signals from dif-
ferent transducers in such a way that they superpose and experience
constructive interference for a certain angle that establishes the travel
direction of the beam. For different angles, the signal decreases due to
destructive interference, inhibiting signal propagation towards other
directions.
For a linear array in far field approximation, that is for distances
between the tranducers much smaller than the distance from the tar-
get, the signal amplitude can be plotted as a function of the angle
that it creates with respect to the array perpendicular axis, creating
the “beam pattern”. A typical beam pattern formed after the inter-
ference of a line array multiple-transducers signal consists of a main
lobe that transports the bulk of the signal energy and some side lobes
that spread the signal towards other directions. An example of such a
beam pattern is shown in figure 3.6.
Figure 3.6: Beam pattern of a multiple-element line array. Image from [49]
Here θ0 represents the direction of the peak energy projection, called
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the “maximum response axis” or just “pattern axis” angle. This angle
coincides with the centre of the main lobe, hence the maximum power
value P (θ0) is found along this axis.
θw is the angle between the pattern axis and the so called “half power
point” of the beam pattern. This point is where the main lobe reaches
a power P (θw) equal to half of the maximum value P (θ0).
The width of the main lobe is a measure of the directivity of the
pattern and it is generally measured at θw where the projector power
reaches -3 dB (roughly half) that of the axis.
The half power beam width (HPBW ) is a function of the dimension
of the array and of the signal wavelenght. A first approximation is
given in formula 3.10:
HPBW = 50.6 λ
D
(3.10)
where the HPBW is given in degrees, λ is the wavelenght of the signal,
and D is the dimension of the array.
For high resolution surveys it is necessary to use a narrow beam. The
HPBW can be reduced by either choosing a high frequency signal or
by building large arrays of numerous transducers. However both so-
lutions present their own limitations and a compromise is necessary
between high resolution surveys, the physical size of the instrument,
and the level of absorption in water that the signal experiences ( [49]).
Side lobes appear because of partial interference. They disturb the
measurements but are unavoidable, therefore techniques such as “shad-
ing” are applied to minimise their impact ( [56]).
A fan can be formed by many beams, from tens to hundreds. For
the multibeam echosounder transmitter, each set of beams ensonifies
a strip of the target surface called a “swath” (see figure 3.7), built up
by considering the beam pattern in figure 3.6 in a three-dimensional
space ( [49]).
The multibeam echosounder receiver is composed of an array of hy-
drophones that collect the reflected signal. The echo in received in
the shape of a fan that is composed, like the transmitter, of a certain
number of beams. The wave reflected from the target is collected com-
bining delayed signals from each hydrophone at slightly different times,
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so that the difference in their paths due to the angle is accounted for.
Figure 3.7: Multibeam echosounder transmission swath for sea ice underside
topography Modified image from [49]
The most used array configuration for a multibeam sonar is called
“Mill’s cross”, where transducer and receiver are mounted perpendic-
ular to each other. This enables the study of a small area at a time,
that represents the multibeam sonar footprint.
Figure 3.8: Mill’s cross array configuration. Image from [73]
The footprint is spatially defined by the intersection between the
transmittor ensonified swath and the orthogonal swath observed by
the receiving array (see figure 3.8). Dedicated transducers create a
transmitter fan that is narrow in along track and much wider in across
track, as shown in figure 3.7), while the opposite is true for the receiv-
3.3. ELECTROMAGNETIC INDUCTION SOUNDING 33
ing fan. This creates a typical multibeam sonar footprint around 1◦
wide on each side, improving the signal bearing estimation.
The trasmitted fan scans the underside of the sea ice while the ROV is
moving. The receiving fan instead can be steered by changing the rel-
ative phase between consecutive receiving transducers. This technique
is called “beam steering” and it allows to steer a beam electronically
without physically moving the array. With this method the receiver
can collect echoes from the whole swath ensonified by the transmitter
hence building up the under-ice topography.
The use of the Mill’s cross configuration together with the beam form-
ing and beam steering techniques enable therefore the collection of a
large number of measurements.
Furthermore, in order to determine the transmission and collection
angle of each beam, a multibeam echosounder requires accurate mea-
surements of the motion of the vehicle relative to a cartesian coordi-
nate system, called measurement “motion compensation”. The typical
measured ROV values are the velocity of propagation, the position,
and the attitude, which includes heave, pitch, roll, yaw, and heading
( [56]).
The use of MBS is preferred for large surveys where accurate mea-
surements of the topography are required in a reasonably short time
( [49]). The use of arrays of transducers that is motion compensated
enables accurate location and measurement of distances compared to
SBS. Also, the width of the swaths together with the beam handling
techniques described above make MBS very time efficient on a large
scale, enabling several depth measurements from a single ping with a
high resolution estimate of the signal bearing.
3.3 Electromagnetic induction sounding
Electromagnetic induction sounding (EMI) is a method widely used
in Geophysics to study the composition of the ground. In this tech-
nique the different electrical conductivities of the materials are used
to recognise ground structures and can also be used to retrieve the
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thickness of the sampled material layers.
Figure 3.9: Airborne electromagnetic induction sounding survey
EMI is often applied in Sea Ice Physics as a method to measure sea
ice thickness (see for example [71]). Measurements can be collected
during both airborne, figure 3.9, and ground-based operations, figure
3.10.
Figure 3.10: EMI devide mounted on a sledge for transportation during ground-
based surveys. Image credit to Marcel Nicolaus
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The EMI method works by inducing a magnetic field into the ground
and by measuring the secondary magnetic field that is produced as a
response of the inspected materials.
The schematic of EMI operations is shown in figure 3.11. Two coils
are used: the first is the transmitter coil T and it is used to produce
the primary magnetic field Hp that is sent into the ground; the second
coil R is the receiver, whose role is to receive the secondary magnetic
field Hs that is produced in the ground as a response to the action of
the primary one.
Figure 3.11: Schematic representation of EMI operations
When the primary magnetic field enters the ground the conductive
materials in it react creating Foucault currents, according to Faraday’s
law of induction.
As induction depends on conductivity and the value for sea ice conduc-
tivity is at least two orders of magnitude less than the conductivity of
sea water (10 mS m−1 against 103 mS m−1), the Foucault currents are
mainly induced directly under the bottom of the sea ice layer ( [92]).
These induced currents generate in turn a secondary magnetic field
that opposes to the primary magnetic field that created it, as de-
scribed by Lenz’s law.
The secondary magnetic field is then received by the receiving coil and
measured. Once that the secondary magnetic field has been measured,
the ratio Z between the magnetic field strength of the secondary and
the primary magnetic fields can be calculated.
36 CHAPTER 3. THEORETICAL BACKGROUND
When the EMI is operated in single frequency mode, the value for the
apparent conductivity of the ground can be found and used to solve
the Helmholtz equations for a vertical magnetic dipole using specific
integral transformations ( [71]). This process leads to the following







where r is the distance between the coils along the horizontal axis
parallel to the ground; R is a function of both the frequency and
the electromagnetic properties of the materials; k is the wavenumber;
J0(kr) is the Bessel function of the first kind of order zero; and the
parameter h denotes the distance between the receiver coil and the
source of the secondary magnetic field.
The meaning of the parameter h differs in Geophysics and in Sea
Ice Physics: in Geophysics it represents the height of the receiver coil
above the ground; instead in Sea Ice Physics the layer that creates
the secondary magnetic field is the sea water, hence h represents the
distance between the receiver coil and the sea water below the sea ice.
This is particularly important because the Foucault currents form very
close to the underside of the sea ice layer, therefore the source of the
secondary magnetic field, that coincides with the centre of the induced
currents, stands at the bottom edge of the sea ice slab. Therefore, if
the coils are in a configuration where they are in contact with the top
surface of the ice, the quantity h is simply equal to the sea ice thick-
ness.
Snow depth can be included in the total sea ice thickness value depend-
ing on the survey arrangement and on the environmental conditions.
Formula 3.11 shows the strong dependance of the secondary magnetic
field on the spacing r between the two coils. This quantity also de-
termines the footprint of the instrument, together with the distance h
between coil and ice.
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Inverting formula 3.11 enables the calculation of the sea ice thickness,
h. This formula shows an inverse proportionality relation between
the ice thickness and the strength of the secondary magnetic field: as
the space between coils and sea water increases with increasing ice
thickness, the strength of the magnetic field measured by the receiver
decreases.
In this study the surveys are ground-based and the device used to
perform electromagnetic induction sounding for sea ice thickness mea-
surements is the Geophex electromagnetic sensor “GEM-2”. During
a survey the instrument is positioned on a sledge for device trans-
portation and dragged along the survey track together with a global
positioning system (GPS), in order to record the coordinates of the
survey simultaneously with the sea ice thickness distribution. The
typical vertical resolution of the GEM-2 is 0.1 m, and the sampling
rate is 10 Hz.
Figure 3.12: GEM-2 induction of Foucault currents in deformed sea ice
The footprint of the instrument is defined as the area where 90%
of the induction process takes place ( [54]). For ground-based surveys
the footprint is around four times the thickness of the ice, depending
on the instrument internal configuration and on the height of the coils
above the ground ( [38]).
The footprint is also found to be strongly dependent on the under-ice
topography ( [38]). Figure 3.12 shows the formation of Focault cur-
rents when the GEM-2 is operated above a ridge: lateral currents form
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in the water beside the ridge as well as below it.
In general, it is found that the EMI technique underestimates sea ice
thickness for deformed ice ( [74]). This can be explained by comparing
the footprint of the instrument with the size of the sea ice deformation
features.
Deformed sea ice thickness is generally highly variable within the foot-
print of the device, hence the measured mean sea ice thickness is less
accurate because it is averaged over a wide area. In case of a large
footprint comparable to the size of a ridge, for example, it is found
that the GEM-2 receives a signal from the lateral currents beside the
ridge that is stronger than that originating from the induced currents
laying below the ridge edge. This is because, as previously explained,
the strength of the secondary magnetic field is higher for those currents
that lay closer to the receiver coil of the device, while fields originating
from further are weaker and therefore are not registered.
Therefore in this case most of the secondary magnetic field originates
from depths that are shallower than the real size of the ridge, conse-
quently resulting in an underestimation of its thickness.
3.4 Snow depth measurements
In case the survey area is covered in snow the electromagnetic system
does not measure sea ice thickness directly, but it measures the sum
of sea ice thickness and snow depth. Thus, in order to retrieve sea
ice thickness only, it is necessary to measure the snow depth with an
independent instrument and then subtract it from the GEM-2 mea-
surements. The snow depth of the areas investigated in this thesis has
been measured using the instrument “Magna Probe” (Snow-Hydro,
Fairbanks, Alaska, USA).
This tool consists of a pole around 1.7 m long and of a wide disk
attached to the end of the pole. To measure snow depth the pole is
vertically pushed into the snow; the disk then rises, remaining above
the snowpack. The disk height above the ice is then equal to the snow
depth, and this value is recorded by pressing a button situated on
the rod. The electronics stores the data collected in a logger, from
where they can be easily extracted in raw format and handled on a
computer.
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Figure 3.13: Simultaneous operation of the GEM-2 and the Magna Probe (Image
credit to Marcel Nicolaus)
This instrument enables a quick collection of snow depth measure-
ments, making the sampling procedure more efficient than manual
recording. The vertical resolution of the Magna Probe is 0.01 m
( [101]).
In this study the Magna Probe is used to sample snow depth along
the same track of the GEM-2, as it can be seen in figure 3.13.
The Magna Probe is provided with a GPS, hence combining the use of
the GEM-2 with the Magna Probe enables simultaneous measurements
of snow depth, sea ice thickness, and respective spatial coordinates for
both instruments.
3.5 Draft calculation from thickness measurements
Multibeam sonar and electromagnetic induction sounding measure two
different vertical components of sea ice thickness: the GEM-2 measures
total ice thickness and snow depth, while the MBS measures the draft,
that is only part of the total ice thickness. To be able to compare the
two datasets it is then necessary to calculate draft values from thick-
ness measurements, or the opposite.
For this study I have decided to calculate the draft from the thick-
ness measurements collected by the GEM-2, therefore setting the MBS
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as the instrument of reference. In order to do this I have chosen an
isostasy based model that is commonly used for this purpose ( [77]
and [2]).
In this model sea ice is considered as a free floating medium and its
components can be assumed to be in isostatic equilibrium.
Using the definitions of section 3.1 it is possible to write a relation
between the different vertical parts of the sea ice structure as follows:
ρiH + ρshs = ρwhd (3.12)
where ρi represents the sea ice density, ρs the snow density, and ρw
the sea water density.
Inverting formula 3.12 sea ice draft can be calculated as a function
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Using this equation I have converted each value of sea ice thickness
measured by the GEM-2 into draft measurements for a future com-
parison with the MBS data.
3.6 Modeling sea ice growth
Modeling sea ice growth is important in climate science to understand
the processes involved in sea ice changes and predict the future fac-
tors that lead to variations in sea ice thickness and extent, important
parameters commonly taken as indicators for climate change ( [92]).
This can improve our understanding of the temporal and spatial evolu-
tion of many other characteristic phenomena of the polar environments
that are closely related to sea ice transformations (see for example [9]).
3.6.1 Sea ice formation and growth processes
Sea ice forms and starts to grow during the so-called “freeze-up” pe-
riod that takes place in the Arctic around the month of September
( [92]), at the end of the Arctic summer. It generally continues to
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grow during winter and until early spring, when it begins to melt.
The melting season in the Arctic takes place around March and the
start of this period is also known as the “break-up” period. Precise
definitions of starting and ending dates of freeze-up and break-up can
be found in literature (see for example [41]).
Formation and growth of sea ice entails three major stages: initial for-
mation with ice nucleation, lateral growth, and vertical growth ( [81]).
When sea water reaches the freezing temperature of −1.8◦C it starts
to nucleate small ice crystals that form and increase in size. The first
stage of sea ice growth is called “lateral growth”. During this period
ice crystals expand and coagulate together forming a first cover of thin
ice on the water surface, called “grease ice”. Afterwards, the second
step of growth called “vertical growth” follows. At this stage the ice
sheet starts to grow vertically by following the direction of maximum
heat flow between water and atmosphere ( [81]).
The surveys analysed in this thesis took place during the Septem-
ber/early October freeze-up period, when sea ice starts to thicken.
This section will therefore focus on the study of sea ice vertical growth.
The extent of vertical growth can depend on many factors and various
dynamics. Its variability is an important parameter in sea ice mod-
eling and one of the main features that has been strongly affected by
climate change during the last decades ( [87]).
A model for sea ice vertical growth, that from now on will be referred
to simply as growth, are discussed in this section and the results of its
implementation using this work datasets are later presented in chapter
“Results”.
The ice crystal formation causes salt to be expelled from the crystal
lattice. Part of the sea ice salt content is released in the water below,
during the so-called “brine rejection” process and part is trapped be-
tween the ice crystals. The process of vertical growth is also known
as “congelation”. It begins at the bottom of the already formed sea
ice cover and leads to the creation of the “congelation layer” ( [81]).
These two parts of the ice can be distinguished by their texture orig-
inating from the different solidification processes experienced. The
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grains in the sea ice cover are small as they experience turbulent mix-
ing at the surface, and continuously undergo brine rejection while the
heat is lost from the surface. Consequently the ice in the upper layer
becomes more compact and shows a granular texture. Instead, the
congelation layer grows away from the surface under layers of ice. The
quiescent growth forms ice in a columnar shape. Ice at the bottom
shows a lamellar growth that results in a brine channel system, where
most of the salt is trapped within the ice ( [50]).
Ice grows thermodynamically mainly as a result of temperature differ-
ence between the surface and the ocean, resulting in an increase of sea
ice thickness in response to a negative energy budget between ocean
and ice ( [81]). However, mechanical growth also happens, especially
in rough seas conditions due to wind and currents. Mechanical move-
ments can lead to ridging and rafting processes, cracking of ice sheet,
breaking ice floe edges during collisions, and piling up of ice blocks
resulting in a dynamical growth. While thermodynamic growth leads
to a regular trend in the evolution of sea ice thickness, dynamic growth
can lead to sudden and abrupt changes. A schematic illustration and
a real picture of a ridge formation are shown in figure 3.14.
Figure 3.14: Schematic of ridge components and view of ridge formations in the
Arctic (upper-right corner)
Concerning the surveys of this work, the main processes that drive
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sea ice growth and that can be used for modeling sea ice thickness
as a function of time belong to the thermodynamics. This study will
therefore investigate the potential thermodynamic growth for the col-
lected data time series.
Thermodynamic sea ice growth depends mainly on three parameters:
air temperature, ice thickness and snow cover ( [82]).
There are of course other quantities that influence sea ice growth and
that can play a major role in some specific cases; among these are
currents, wind conditions, snow albedo, snow density, and solar radi-
ation. It is although more difficult to quantify these parameters and
they are generally not taken into account in simple models for sea ice
growth estimates.
Several different models can be found in literature which have been
used during the last 60 years to model sea ice growth. The majority of
these are analytical models, while some of them employ few empirical
coefficients obtained by repeated measurements from a selected loca-
tion. An example of these semi-empirical models is the one used by
Anderson that is described in the following ( [5]).
The next section is dedicated to the description of the so-called “Freezing-
degree days model”, which is the model that is used in this work and
one of the most popular models for sea ice growth prediction.
3.6.2 Freezing-degree days model
To achieve an estimate of the sea ice growth I have used in this work
one of the mathematical models developed during the last decades.
Exhaustive models are very elaborate because they require the knowl-
edge of a high number of parameters.
In general, modeling sea ice growth is a long and complicated process.
However it has been proved, first by Stefan in 1891 ( [86]) followed by
many other modelers (see for example [53]), that with some simplifi-
cations it is possible to achieve a model that is less sophisticated, but
accurate enough to give a good estimate of sea ice growth ( [53]).
The so-called “Freezing-Degree Days” model (FDD) enables simple
modeling of sea ice growth and its use is very common in sea ice
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physics. It generally applies to level ice, although it can be modified
to take into account ridges and rubble ice ( [53]). In this work no
deformed ice growth is analysed using this model.
This model is purely based on thermodynamic effects and does not
take into account any mechanical type of growth. It can apply to
newly formed ice and remains valid for multi-year ice up to 5 m ( [81]).
Thermodynamic growth takes place each winter. It thickens the newly
formed sea ice and increases the thickness of the remaining layer of
an ice sheet that survived the melt season. Every growing season, if
the ice sheet does not completely melt during the summer, sea ice
experiences a new growth cycle, becoming multi-year ice. MYI shows
therefore a vertical division in layers formed by the alternation of the
different seasons and annual layers are visible in ice cores, similarly to
what happens for tree growth rings (3.15).
Figure 3.15: Multi-year ice sheet showing annual growth layers
The outcome of the FDD model gives sea ice thickness as a function
of time for a certain observation period at sea ice freezing air temper-
atures.
The factors that control sea ice growth in the Freezing-degree days
model are threefold ( [81]):
• Air temperature: cold air at the sea ice surface determines a
significant heat dispersion of energy transferred from the warm
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ocean to the cold environment above the ice. Sea ice growth rate
depends on the difference between water and air temperature and
on the amount of days at freezing temperature;
• Current sea ice thickness: the rate at which sea ice thickness
increases depends on the thickness of the existent ice sheet; ice
growth rate decreases with the actual ice thickness due to limited
conduction, consequently for thick ice the rate of thermodynamic
growth is expected to be slower than for thin ice;
• Snow cover depth: the accumulation of snow on top of sea ice
generally slows the ice growth down. The role of snow is one of
the most studied phenomena concerning sea ice growth modeling
and it is therefore explained in more detail in subsection 3.6.2.
Snow cover implications for sea ice growth
The presence of snow on top of the ice changes the dynamics of sea ice
growth. Two main parameters influence the sea ice thickness growth
rate: the snow heat transfer coefficient and the snow albedo.
First, snow thermal conductivity is around one order of magnitude
smaller than that of the ice. As a consequence, a layer of snow acts
like an insulator on the sea ice and diminishes the heat transfer through
its surface. Snow thermal conductivity values vary depending on snow
conditions: fresh snow is a good insulator because it contains lots of
air, while compact snow allows the heat to escape from the ice towards
the atmosphere. It follows that snow covered sea ice is less affected by
cold air temperatures than bare ice, hence the temperature difference
across the ice slab is smaller. As a result of this, the temperature of
snow covered ice stays relatively warmer and the resulting ice growth
is slower than for bare ice.
To give an idea of the magnitude of the insulation effect of snow pres-
ence it is useful knowing that 0.5 m of ice covered by 0.05 m of snow
grows at half of the bare ice rate ( [92]).
The other main snow property that affects ice growth is its albedo.
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Snow albedo is higher than ice albedo, therefore snow reflects a higher
amount of incident radiation, influencing the energy balance: short-
wave sun radiation components are not transmitted to the ice and
the temperature at the ice surface will keep warmer than for bare ice,
slowing down the ice growth. In this study snow albedo does not con-
sistently influence sea ice growth because the amount of sun radiation
reaching the sea ice during the freeze-up period is neglectable ( [81]).
In conclusion, a snow layer generally acts as a blanket on the sea ice.
The presence of a snow cover significantly decreases sea ice growth
rate, hence snow-covered ice generally grows to be thinner than snow-
free ice. This is true until the snow load reaches a certain threshold,
otherwise its weight causes the ice to sink. However this process rarely
happens in the Arctic and it will not be discussed in this study (see
for example [7]).
This brief explanation describes how even a thin snow cover can have
drastic implications for the rate of sea ice growth. It also reveals the
significant necessity to account for snow presence in sea ice growth
models in order to achieve accurate predictions.
Freezing-degree days model: mathematical formulation
The FDD model is a simplified version of the more complicated models
for energy balance and heat flux transfer between the ocean and the
atmosphere through sea ice.
A complete model takes into account: the incoming oceanic heat flux
Fw moving from the warm ocean and reaching the colder ice interface;
the heat flux Fc created by the difference in temperature between the
air and the ocean that is conducted through the ice towards the upper
surface; and the heat released during freezing that can be calculated
by multiplying the water latent heat Li, the ice density ρi, and the
growth rate dH/dt of sea ice thickness as a function of time ( [81]).
No component of heat flux coming from solar radiation is taken into
account in this study because, as already mentioned, the measure-
ments belong to the freeze-up period when the sea ice does not receive
a significant amount of light from the sun ( [92]).
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Following the convention of positive fluxes in the upward direction
entering the ice, the energy balance can be formulated as follows:





In order to determine the heat exchange, the temperature Tw of the
water and the temperature of the sea ice surface must be known. The
surface temperature is difficult to delimit and to measure, therefore
in the FDD model a practical simplification that supposes the surface
temperature to be equal to the air temperature Ta is generally used
( [82], [11]).
A scheme of heat fluxes through an ice sheet of thickness H covered
with a snow layer of depth hs is shown in figure 3.16. dH/dt shows
the direction of growth for sea ice.
Figure 3.16: Scheme of heat transfer during sea ice growth
Both the heat released during the ice freezing process and the
oceanic heat are transferred to the surface of the ice and finally re-
leased into the atmosphere.
The temperature of the ocean under the sea ice is generally at the
freezing point for sea water, with some local variations due to salinity
changes ( [81]).
48 CHAPTER 3. THEORETICAL BACKGROUND
The ocean is generally warmer than the air even in winter. Tempera-
ture increases in oceanic water can sometimes melt the ice leading to
completely ice free areas called “polynyas” ( [83]). As in our study the
water temperature remains substantially constant at the freezing point
during the whole campaign, and as no polynyas has been recorded, the
process of creating ice free regions through heat exchange from below
the ice is not taken into account in the model.
Without loss of generality the water temperature can be assumed to
be constant around -1.8 ◦C (for a value of salinity of 35 ppt ( [3])). For
this reason the gradient of temperature along the ice structure changes
significantly according to the surface temperature. Surface tempera-
ture should be measured at the boundary between the ice (or the snow
cover) and the air. However in this study there is no direct record of
this quantity hence the surface temperature is set to be equal to the
air temperature that is continuously recorded during the surveys by
the weather station of the ship. In this study the values of air and
water temperature that are used in the FDD model are averaged over
a period of one day.
In the FDD model the relation between conductive heat flux and tem-
perature is approximated to be linear and expressed by the Fourier’s
law for heat conduction for two layers ( [11]). Continuity of the conduc-
tive heat flux through the ice and snow layers and into the atmosphere












where k is the atmospheric heat transfer coefficient between the ice
(or snow if present) surface and the atmosphere, and ki and ks are the
thermal conductivity of ice and snow respectively.
This formula can be used for modeling thermodynamical driven sea
ice growth in case that time series of snow depth, air temperature,
water temperature, and oceanic heat flux are provided.
If some of these quantities are not available, as it is the case for this
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study, more assumptions must be used to further simplify the model.
The following assumptions are here made:
• The heat flux from the ocean is neglectable: the oceanic flux Fw
is set to zero;
• The water temperature Tw could be either set equal to the freezing
temperature of sea water for the whole survey or changed daily.
This will not have a big impact on the result, as the differences in
the water temperature are minimal in this study (from a minimum
of -1.8 ◦C to a maximum of -1.6 ◦C). I have decided to take into
account the local changes of salinity, recording local sea water
temperatures instead of assuming a constant value for the whole
campaign;
• The surface temperature is assumed to be equal to the air tem-
perature Ta. Each day of the survey is characterised by a constant
air temperature that is equal to the mean of the registered tem-
perature throughout the day;
• k and the surface temperature are constant in time, hence k →∞;
• the snow depth can be assumed to increase linearly with ice thick-
ness, as it is generally found (see for example [80]) according to
formula ( [11], [53]):
hs = αH (3.16)
Where α is a proportionality coefficient that in this work can
be calculated using the GEM-2 collected datasets (see section
4.4). Snow layers characterised by α coefficients bigger than 0.3
cause flooding of the sea ice surface, changing the dynamics of
the growth ( [92]). The snow/ice ratio in our dataset is always
below this threshold value, so that flooding is not considered in
this model.
The use of the previous assumptions cause sea ice growth to depend
mainly on the temperature difference between water and air in the
survey area.
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To model sea ice growth over a certain period, equation 3.15 can be
integrated over time. The formula for the calculation of the sea ice







(Tw − Ta)dt (3.17)
where H(D) is the sea ice thickness predicted for the last day “D” of
the study; H(1) is the initial ice thickness measured during the first
day of the study, day 1; and the integral over time is calculated for
the time interval of the survey.
The integral ∫D1 (Tw−Ta)dt is the parameter that gives the name to the
model: it represents the summation of the average daily subfreezing
degrees for a certain period of time, and it is commonly indicated in
literature as “FDD”.
An example of the use of the FDD model is found in [82]. Here mea-
sured sea ice growth is compared to FDD calculations, resulting in the
ice thickness trend as a function of freezing-degree days is shown in
figure 3.17.
Figure 3.17: Measured sea ice growth compared to FDD calculations. Image
from [82]
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In literature measured values of sea ice thickness growth are found
to be between 5 mm/day to 20 mm/day, depending, among other fac-
tors, on the season, the accumulated snow depth, and on the location
of the area ( [81]).
In case of absence of snow cover, equation 3.17 will reduce to the
so-called “Stefan’s law” ( [86]). This is one of the oldest and most
simple models for sea ice growth which states that sea ice thickness





(Tw − Ta)dt (3.18)
In this formula hs is set to zero because of the lack of snow, and the
initial sea ice thickness H(1) is also supposed to be zero. This means
that Stefan’s law gives a consistent result only if the area of study is
ice-free at the beginning of the survey and does not apply to this study
case.
As anticipated, in 1961 D. L. Anderson tried an empirical approach
to model sea ice growth, obtaining the values for the coefficients in
Stefan’s law from time series of air temperature and ice thickness mea-
sured on site ( [5]).
This method uses the following formula for the calculation of sea ice
thickness thickening after a period of thermodynamic growth:
H2 + 5.1H − 6.7
∫ D
0
(Tw − Ta)dt = 0 (3.19)
where time is expressed in days, thickness in centimeters, and the
snow cover is parameterises using a factor α = 0.13 for the mean ra-
tio between snow depth and ice thickness ( [92]). This approximate
ice growth equation only applies to sea ice that is less than 80 cm thick.
A complete analysis of sea ice growth should consider more parameters
in the FDD model, such as wind effects (see for example [30] and [8]),
a thorough description of radiative and turbulent fluxes ( [6]), and






4.1.1 Area of study
The data of this project have been collected during the 101st expedi-
tion of the German research vessel “Polarstern” (PS101) to the Arctic,
in the late Arctic summer of 2016.
The route of the expedition is shown in figure 4.1: the ship left from
Tromsø, Norway and headed northeast of the Svalbard archipelago to
reach the sea ice in September.
This thesis focuses on three campaign stations, taking place on the
26th of September, 29th of September, and 1st of October.
Figure 4.1: Track of the PS101 Polarstern expedition
The ArcGis map to the left of figure 4.2 shows the area of study
of the campaign and the red box highlights the region studied in this
work.
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Figure 4.2: Map of the PS101 survey area. To the left: the red box shows the
location of the three stations examined in this thesis work. To the right: zoom
in of the red box area. The sea ice extent shown represents the average extent
during the time period of the three stations, and it is averaged on the 5 days
around the 28th of September, as extracted by the SSMIS datastore of the
ICDC Hamburg data centre ( [42]) (Modified image from Luke Storrie)
A zoomed map of the three survey areas is displayed to the right of
figure 4.2.
4.1.2 Instrumentation and survey logistics
During a station survey many different scientific instruments work at
the same time. This thesis focuses on the use of the Alfred Wegener
Institute remotely operated underwater vehicle to study the underside
of the sea ice. Figure 4.3 and 4.4 show the ROV during fieldwork.
Figure 4.3: Side view of the remotely operated underwater vehicle. The multi-
beam sonar is positioned in the black case with the AWI logo
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Figure 4.4: Front view of the remotely operated underwater vehicle
The ROV is equipped with a large number of sensors from several
disciplines; among these the upward looking multibeam sonar is the
main sensor studied in this work.
At the beginning of a survey the ROV is deployed in the water through
a hole cut in the ice or from the edge of the ice floe, as shown in figure
4.5 and 4.6 respectively. It is then driven for some hours under the
sea ice, collecting a wide set of interdisciplinary data along its track
( [43]). Data are continuously transmitted to the computers of the
base camp through a long tether attached to the vehicle.
Figure 4.5: ROV deployment
through hole
Figure 4.6: ROV deployment
from ice edge
When the underwater survey is concluded the ROV is pulled out of
the hole and the surveys above the sea ice begin. This second part of
the work is dedicated to measuring sea ice thickness and snow depth
56 CHAPTER 4. METHODS
using an electromagnetic device together with the Magna Probe. The
goal is to sample from above the same area of sea ice that has just
been investigated from below by the ROV.
Navigating underwater can be very challenging in the Arctic. Prob-
lems with the navigation positioning system, low light levels, lack of
reference points, and under-ice currents can cause the ROV to be
driven away from the desired initial direction.
Figure 4.7: View of the navigation poles and GPS above the surface
To guide the vehicle, navigation poles are generally used and marked
above the surface by flags, as shown in figure 4.7.
Figure 4.8: Underwater view of a navigation pole sticking below the sea ice
They are positioned under the ice at regular distances between each
other to form a grid for the ROV. The poles are made to hang 3 m
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below the ice so that they can be easily spotted using the navigation
camera installed on the vehicle (4.8).
To spot and recognise them in low visibility conditions, these special
poles show a white and red binary system pattern that associates each
of them with their respective position in the grid along the planned
track. A typical size for the grid is of the order of (100 × 50) m vary-
ing mainly depending on the ice surface morphology of the area.
This thesis goal is to use the multibeam upward-looking sonar to cre-
ate a topographical map of the underside of the sea ice. Therefore, the
main idea behind such a survey is to cover as thoroughly as possible a
designated area. To do this the “mow the lawn” technique is generally
preferred; it consists of driving the vehicle back and forward in parallel
lines in order to homogeneously cover the area of interest.
The ROV maps created though display tracks with very different
shapes between the three stations (see for example those in paragraph
5.3). This is due to two main causes.
One is linked to the several problems that can cause the ROV to drift
during navigation, such as deviations due to currents, bad visibility,
time issues, positioning issues due to interferences with other instru-
ments, and/or sensors malfunctioning.
The second reason depends on the purpose of these surveys: as the
ROV is a multidisciplinary sensors platform it is meant to collect var-
ious different datasets during a single survey. This might lead to con-
flicts when planning the track of the vehicle and the modality of the
survey. As PS101 was the first expedition where the upward-looking
multibeam sonar was tested, the choice of the track was not aimed
only to the use of this particular sensor, but it was supposed to over-
lap with the operation of the other sensors mounted on the ROV for
an efficient data collection.
Position on the ice is recorded using three GPS receivers placed at
the corners of the grid of poles, creating a floe-fixed coordinate sys-
tem. This system is used for positioning both sea ice thickness and
snow depth datasets collected by the GEM and the Magna Probe re-
spectively.
The ROV position under the ice is determined using an ultra-short
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baseline (USBL) acoustic positioning system (MicronNav, Tritech,
UK). The USBL calculates the vehicle positions in a X-Y coordinate
system using the transponder mounted on the ROV. A conversion to
geographic coordinates for the ROV position is necessary for the sev-
eral softwares involved in the recording, renavigation, and multibeam
sonar data handling processes for them to function properly. Hence
why the transducer is given a fixed geographical position and the ice
floe drift velocity is taken into account causing the new coordinates to
be pseudo-geographical only.
A coordinate system conversion allows data recorded from below and
from above the surface to be compared.
4.1.3 The remotely operated vehicle
During the last decade there has been an increasing trend in using
marine robotic technology to study Arctic and Antarctic sea ice re-
gions ( [43]). ROVs and AUVs are used to investigate areas otherwise
understudied because of clear logistical issues in accessing them.
The AWI newly developed research platform is aimed for interdis-
ciplinary under-ice research and despite its small size, it provides a
comprehensive sensor platform for studying the environment of the
ice underside.
The ROV is a customised Ocean Modules M500 vehicle, built as a
collaboration between the Swedish company “Ocean Modules” and
scientists at AWI. It weighs 130 kg including all the sensors and it has
a height of 0.73 m, length of 0.97 m, and a width of 0.75 m. The small
size makes possible for the ROV to be deployed by only two persons.
During navigation just 3 people are required to be in site: a pilot, a
co-pilot, and an assistant to handle the tether.
Although built to work at a maximum depth of 500 m, the tether
lenght limits the range to 300 m. However most of the operations take
place in the upper 50 m of the water column, as the principal goal
is to study the sea ice underside and its interaction with the marine
environment underneath ( [43]).
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Figure 4.9: ROV sensors position(Image from [43])
The ROV houses several sensors, both for navigation and for scien-
tific purposes, shown in figure 4.9.
Video cameras, an altimeter, and a scanning sonar are used to navi-
gate under the ice and avoid collisions with it. A pressure sensor is
used for depth measurements and to calculate sea ice draft together
with the multibeam sonar. The ROV position is determined by the
use of the USBL mentioned before, and the attitude by an inertial
measuring unit.
Among the many scientific sensors are: the multibeam sonar for 3D
underside topography and sea ice thickness measurements; two hyper-
spectral radiometers to measure light radiance and irradiance under
the ice; biological sensors for measuring pH, nitrate, and chlorophyll
fluorescence; and a CTD package (SBE GPCTD, Seabird Scientific,
USA) for oceanographical measurements, such as temperature, salin-
ity, and pressure.
These and other sensors allow for an interdisciplinary and comprehen-
sive investigation of the under-ice environment during a single survey.
4.1.4 Multibeam sonar specifics
The type of sonar device employed in this thesis work is the Imagenex
DT101 multibeam profiling sonar. It is a multibeam echo-sounder that
is widely applied in bathymetric surveys.
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Figure 4.10: Imagenex DT101 multibeam profiling sonar
The instrument integrates a multibeam sonar, a motion reference
unit, and a sound velocity sensor into one single compact unit. DT101
requires only one cable for operating these three sensors.
Figure 4.10 shows the multibeam sonar complete unit, while figure
4.11 represents a schematic view of the MBS mounted on the ROV:
the sonar is collocated on the top part of the vehicle in order to enable
the upward-looking survey mode.
Figure 4.11: Schematic view of the MBS (yellow circle) mounted on the ROV
The DT101 multibeam sonar can work at a maximum depth of 300
m, it has a water depth range of 75 m, and a slant range of 150 m.
The frequency is 240 kHz and it has a maximum ping frequency rate of
20 Hz. Both the transmitter and the receiver have angle widths of 3◦
along-track and 120◦ across-track. The resulting fan has a selectable
number of beams from 120 to 480.
Further details can be found in the “DT101 Specification sheet” in
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Appendix A.
4.1.5 Navigation and multibeam sonar dedicated software
Various software is necessary to record and handle the high amount of
data collected by the ROV even just after few hours of dive.
The MBS raw data are collected using the dedicated Imagenex DT101
software. This software also enables the regulation of the range and
gain of the acoustic signal during the surveys, and the display of nav-
igation information and under ice topography both live and in play-
back.
The topography is displayed by using a colour map that represents
the strenght of the return acoustic signal and by instantaneous pro-
files showing the average depth.
The DT101 software is particularly useful during navigation as it helps
visualise the under ice environment where the vehicle moves, while
recording the ROV attitude data and giving a complete diagnostic of
the MBS.
Figure 4.12: Screen capture of the main window of the DT101 program
Figure 4.12 and 4.13 show the DT101 interface when working in
playback. Figure 4.12 shows the complete screen configuration used
to monitor the MBS work during a survey. Here the MBS diagnostic
and the ROV attitude data are displayed along with the topographic
profiles. Figure 4.13 shows the DT101 sweep window where the under
ice profiles recreate the 2D topography. The upper part of the figure
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displays the instantaneous topographic profile, while below a colour
scale represents the intensity of the echo.
Figure 4.13: Screen capture of the DT101 sweep window for topographic profile
display
The navigation software for data recording and storage is “SPOT.ON”
(Ocean Modules, A˚tvidaberg, Sweden).
This software is also directly involved in the creation of a smooth re-
navigation track for the vehicle using the USBL recorded positions. An
example of a survey track before and after applying the renavigation
created using SPOT.ON is shown in figure 4.14.
Figure 4.14: Example of survey track before and after applying the renavigation
To the left the ROV track created using just the raw data from the
MBS is displayed. The right part of the figure shows instead the same
track after the application of the SPOT.ON renavigation. Here the
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red dots correspond to real positions of the vehicle along its track, as
they are recorded by the USBL system, while the black lines represent
the most probable route for the ROV, as it has been interpolated with
a mathematical algorithm by SPOT.ON.
The MBS data are cleaned and processed using “CARIS Hips” version
10.0 (Teledyne Caris, Falmouth, USA), a screen capture of which is
shown in figure 4.15.
The choice of CARIS Hips is because not only it is a complete and
very competitive software for topographic analysis, but also because
the number of data collected in just few hours of dive is too large to
be processed using more conventional software.
In CARIS Hips raw navigation data collected during the survey can be
imported and improved by using the renavigation datasets calculated
by SPOT.ON together with some MatLab scripts.
A first step of renavigation data cleaning is suggested to avoid outliers.
Parameters such as latitude and longitude, roll, pitch, heave and gyro,
and a time stamp for each collected data must be included in the data
handling process. More parameters, such as sound velocity in water
and tide trends, can be included afterwards in order to correct the
MBS measurements and increase their accuracy.
Figure 4.15: Screen capture of the main window of CARIS Hips
When all the required parameters are introduced in the program,
a surface can be created and different editors facilitate the cleaning
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of it at various levels. At the end of the CARIS data processing and
cleaning a topographical map of the sea ice underside for each survey
can be created. The sea ice thickness is measured by employing the
multibeam sonar dataset that has been used for the topographical
survey. The implemented processing workflow is presented in section
4.2.
4.2 Sea ice draft retrieval from multibeam sonar:
workflow implementation
Besides the creation of topographic maps of the underside of the sea
ice, the second main objective of this work is the implementation of
a processing flow to measure sea ice thickness using an upward look-
ing sonar. Such measurements enable the creation of 3D maps that
show simultaneously two characteristics of the sea ice: the underside
topography and its respective thickness, represented on the map by a
colour scale.
This sea ice thickness measuring technique has been developed during
the past 50 years. Upward-looking sonars can be attached to moorings
(see for example [11]) or mounted on autonomous underwater vehicles
(AUVs) ( [55]). Some of these studies use CARIS Hips as the dedi-
cated software for the data handling of the upward-looking multibeam
sonar. The respective publications do not fully explain the processing
workflow so that, despite the similarities, it was necessary in this study
to implement an independent new processing workflow to handle the
multibeam sonar datasets.
The first issue in implementing a workflow to measure sea ice thick-
ness in CARIS Hips is that it is a software that was developed as a
bathymetric tool. In bathymetry the sonar is located above the tar-
get with the aim of studying bottom topography, as shown in figure
4.16. Instead in this work an upward looking sonar is used to scan
the underside of the sea ice: the position of the sensor relative to the
target is reversed and the entire survey configuration setup is rotated
by 180◦. This complicates the use of this software because many op-
erations must be modified, each function and variable must be tested
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Figure 4.16: Standard bathymetric survey. (Image from NOAA coast survey)
and, if necessary, adapted taking into account the inverted configura-
tion. This applies to each step of the standard CARIS data handling
process used for standard bathymetry.
Figure 4.17: Sea ice draft retrieval from multibeam sonar and pressure sensor
measurements
A straightforward inversion is inhibited by the lack of information
given by the Teledyne Caris company to the user about the mathe-
matics behind their software interface.
Using the notation for the sea ice vertical components introduced in
section 3.1, figure 4.17 shows a schematic representation of the idea
behind measuring sea ice draft using this “inverted bathymetric” con-
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figuration.
Sea ice draft can be calculated as the difference between the depth of
the vehicle measured by the pressure sensor (PS), and the distance be-
tween the ROV and the sea ice underside measured by the multibeam
sonar.
4.2.1 Processing workflow
In this section a block diagram is used to schematically represent my
newly implemented processing workflow in CARIS Hips for sea ice
thickness retrieval from an upward-looking MBS.
Figure 4.18 shows the main flow steps for the multibeam sonar data
handling that are involved in the creation of a new project in CARIS
Hips. This process ultimately enables measurements of sea ice thick-
ness, hence generating a comprehensive map of sea ice thickness and
corresponding underside topography. A brief explanation of the main
steps and crucial points of the work flow follows here.
Figure 4.18: Block diagram of the processing workflow for sea ice thickness
retrieval from multibeam sonar data
• Determine a folder structure Before creating a new project it
is necessary to decide its folder structure in CARIS Hips.
A folder hierarchy must be followed in order for the software to
work properly and to avoid processed data directory problems. In
the last versions (from 10.0 onwards) a predefined folders structure
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is not mandatory as it used to be in the older versions. However, I
have experienced some issues when using a different folder struc-
ture in a late version and then opening a project created with the
new version in an old one. I therefore suggest to use the folder
structure presented in figure 4.19 that has been proved to work
for both the old CARIS Hips and Sips and the new CARIS Hips
versions.
Figure 4.19: Block diagram of the processing workflow for sea ice thickness
retrieval from multibeam sonar data
In any version, each survey project in the “Survey folder” should
only have its vessel file and the project created in CARIS during
the data processing. Adding different folders to the survey folder
should be avoided, as the software could stop working properly
due to the presence of raw files or CARIS Hips surfaces within it.
• Create a new project When starting a new project in CARIS
Hips a project name, vessel file, and date must be created or linked
to a previously existing project using the tool “Connect to”. At
this point a coordinate reference system and project area extent
can also be chosen.
The vessel file must contain all the sensors that are involved in the
survey: they must be selected, switched on, and initialized adding
the respective offsets. The vessel file used for this work enables
the use of gyro, pitch, roll, and sound velocity profile sensors.
At this stage the project environment is ready to be used and the
project itself can be opened and modified in CARIS Hips but will
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still look empty.
• Import raw data The “Conversion Wizard” is the preferred
tool used to import raw multibeam sonar data from DT101 into
CARIS Hips. This tool also allows the setting of data format, file
type, and of the first filters if necessary, like depth and navigation
area.
• Merge data When new data are added to the project and after
any operation every line of the project must be merged. This step
saves all the changes applied to the project in order to refresh it
by taking the new corrections into account.
Merging can be done choosing different options: for our intent the
most important is adding a tide. At this stage the data must be
merged with no tide.
• Renavigation datasets and generic data parser The use of
the generic data parser is an important step in the processing
workflow. This is the stage when the SPOT.ON renavigation
data are accounted for during the surface creation procedure, and
when sea ice draft measurements can be achieved by a correct
definition of the variables (see also section 4.2.2).
The renavigation files created by SPOT.ON and some dedicated
MatLab scripts include several parameters, as shown in figure
4.20. These parameters are measured by the ROV sensors, inter-
polated by the software, and revisited by MatLab scripts.
Figure 4.20: Extract of a renavigation dataset
In order to calculate sea ice draft in CARIS Hips it is necessary
to define several parameters from the renavigation data: a file
header, date, time stamp, sound velocity, latitude and longitude,
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gyro, pitch, roll, GPS height and GPS Tide. GPS tide and height
do not correspond to their physical quantities of course, however
they are part of the method to retrieve sea ice draft.
When starting the workflow it is assumed that the renavigation
dataset has already been corrected in case of sensors malfunction-
ing or scripts errors. These issues can lead to the collection of
values that are out of their range, as it is commonly found for
many of the ROV attitude data such as pitch and roll.
At the start of this work for example one of the main problems
with the renavigation dataset was a variable time shift between
the softwares and among the different surveys. The time stamps of
the recording softwares did not match with that of the processing
software, due to some synchronisation error between SPOT.ON
and the monitoring computers especially after a time zone change.
The issue was discovered in this work during the processing of the
data and it has now been solved.
Another parameter that must be modified before using the renav-
igation file is the position offset between the sensors. As already
mentioned sea ice draft is calculated as the difference between the
pressure sensor and the multibeam sonar measurements. As these
sensors are not positioned at the same height, their offset must be
taken into account to avoid errors in calculating the sea ice thick-
ness. This can be done by shifting the depth measured by the
pressure sensor in the renavigation data sheets, or by accounting
for it in the MatLab script.
The first renavigation files used included negative time to ping
values. As a consequence of the SPOT.ON raw data interpola-
tion new time to ping are created, but they are just fictional time
derived from the software calculation. A MatLab script is used to
decide which new time to ping matches best the real ones mea-
sured by the transducer. Negative values of time to ping in the
renavigation files were caused by a partially wrong definition of
the time to ping function in the existent script and the issue has
now been corrected. A threshold is also set in order to remove
the time to ping that protract for too long, as they might be the
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result of noise or the reflection of a different signal.
Sound velocity is another parameter that has to be declared in
the GDP and accounted for in the renavigation process. As men-
tioned in section 3.2.1, SVP depends on temperature, pressure,
and salinity. The values have been extrapolated from the data
collected with the CTD by the oceanographers. Although there
is an option to add a complete sound velocity profile, in this work
the sound velocity is set equal to the constant value of 1437 m/s,
for the reasons explained earlier.
• Create a surface After merging the data using the option “GPS
Tide”, a topographic surface of the survey is created. To increase
this process efficiency I suggest to modify the surface using the
various dedicated editors following the order presented in figure
4.18. Spatial resolution and depth filters can also be decided at
this stage.
Further details about the workflow can be found in my brief user
manual “CARIS Hips brief manual for sea ice draft measurements with
DT101” in Appendix B.
4.2.2 Use of the tide tool as an escamotage for draft measurements
A thought out use of the “Tide” tool enables the software to work in
a bathymetric inverted configuration. This tool is used in bathymetry
to correct for tide observations by subtracting tide values from the
sounding measured depth.
As previously mentioned, in the “inverted bathymetric” configuration
and with the sensors mounted on the ROV, the sea ice draft can be
calculated as the difference between the depth of the vehicle and the
multibeam sonar distance from the ice underside.
This can be achieved in CARIS Hips by setting in the GDP the depth
measured by the pressure sensor as both GPS Tide and GPS Height.
GPS tide is calculated as the subtraction between the GPS Height and
a given height that can be added as a single value or as a tide profile.
To retrieve sea ice draft this height is set to zero and data are merged
first with no tide and then with the GPS Tide tool. As both the PS
measured depth and the MBS ice distance are affected by the same
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ROV depth changes, there is no need for further corrections.
This mathematical artifice enables the calculation of the sea ice draft
using the inverted bathymetry configuration.
The only issue is that all the draft values will have opposite signs as
a consequence of the use of bathymetry dedicated tools in an inverted
configuration. Hence, a sign conversion should generally take place
before surface data exporting and handling in different programs.
4.3 Multibeam sonar spatial resolution calculation
One of the aims of this thesis is to improve the performance of the
upward-looking multibeam sonar system for future expeditions.
It is therefore important to know the best feasible resolution of the
multibeam sonar, in order to be able to evaluate which features can
be detected and displayed during a survey and to compare the per-
formances of this system with other methods for sea ice thickness
measurements.
In this thesis the size of the smallest object detectable by the multi-
beam sonar and the level of detail that can be achieved for the maps of
the ice underside are investigated for the first time, for this particular
system.
Knowing the multibeam sonar resolution value and its dependance on
the survey parameters before the start of a survey enables the choice
of a working depth and speed that give the best results for a certain
study.
To understand how to determine the resolution of the multibeam sonar
it is important to remember how the MBS creates the acoustic signal
and how this is processed by the dedicated software, as the resolution
of the sonar rather depends on the processing than the physical device
characteristics. As already mentioned, the MBS generates acoustic
pulses in the shape of a fan that can be imagined as composed of a
certain number of beams along the swath, forming a “profile”. The
number of beams can be decided by the operator, depending on the
software specifics and on the aim of the survey, as discussed in the fol-
lowing. The fan scans the underside of the ice while the ROV moves
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underwater and it can be displayed live on the DT101 screen in order
to give a first idea of the ice topography while the navigation is still
taking place. Each received pulse is later displayed on the MBS data
handling software CARIS.
To begin with, the MBS spatial resolution is dependent on the di-
rection of the vehicle: the along-track resolution is defined as the reso-
lution along the direction of motion of the vehicle (that coincides with
the sensor motion as well), in our case along the ROV track; across-
track resolution instead is defined perpendicular to the direction of
motion. Figure 4.21 shows a screenshot of a MBS survey partial track
visualised in CARIS Hips.
Figure 4.21: Screenshot of the graphic interface of CARIS Hips during data
handling of the MBS for spatial resolution study
The top of the figure shows part of a survey map with a highlighted
set of profiles, easily recognisable in green and pink. This choice of
colours in CARIS is not random, instead it is inspired by navigation,
where green and red are used to indicate the side of the vessel related
to its direction of motion, where green is right and red is left. Fol-
lowing this convention, the direction of motion of the ROV along the
map tracks displayed in CARIS Hips is always easily definable.
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The same set of profiles can be visualised in different view modes,
some of them shown in the bottom part of figure 4.21. Top view, side
view, and profile view are especially useful for data cleaning.
Using the Navigation and Attitude editors in CARIS, and the multi-
beam control software DT101, I could extrapolate all the parameters
needed to define the MBS spatial resolutions.
In CARIS I measured the distance ∆x covered by the ROV during
the scan of the part of the track that coincides with the profiles high-
lighted, the time ∆t taken for this displacement, and the width W of
the swath. Using these quantities I then calculated the velocity vROV
at which the vehicle was moving.
I also checked the renavigation data to find the depth dROV of the ROV
during the same part of the survey, and counted the number N of pro-
files highlighted, while the pulse repetition frequency PRF (also called
“ping rate”), that is the number of pings that can be counted during
a certain time interval, can be calculated using the data displayed in
DT101. The number of beams n in each fan can be changed during
data aquisition in DT101 but during this pilot project this number
was kept constant as set by default.
In this project the across-track spatial resolution Racross is defined
as the swath width divided by the number of beams it is composed of





The along-track spatial resolution Ralong depends on the distance
travelled by the ROV and on the number of profiles there contained,





The along-track resolution depends therefore on the speed of the ROV
and the ping rate of the multibeam sonar, as both parameters affect
the number of profiles per track unit length.
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An estimate of the MBS footprint can also be calculated. It is a
function of the distance between the ROV and the ice, hence of the
vehicle depth and of the underice topography. As a consequence, the
footprint is expected to vary according to the type of survey. As
mentioned in section 3.2.2 the footprint is spatially defined by the in-
tersection between the two swaths that in this study have the same
dimensions. Hence the footprint surface is here given by the square of
the minor width of the swath. This quantity is not constant though,
as it depends on the depth of the vehicle. It can be calculated by using
the distance between the ROV and the sea ice, and the MBS angular
aperture given in the DT101 specifics.
4.4 Sea ice draft and snow depth measurements from
GEM-2 datasets
There were two GEM-2 related datasets available for this thesis work.
The values of the first dataset consisted of the sum of snow depth and
ice thickness, as they are directly measured by the electromagnetic
device. The other dataset values represented bare sea ice thickness.
These values were formerly calculated by subtracting in each station
the snow depth values collected by the Magna Probe from the GEM-2
measurements.
As previously explained, snow determines important implications for
sea ice growth. It is therefore necessary to retrieve the snow depth
values for the three stations in order to use the FDD model. In this
model snow depth is used to calculate the proportionality parameter
α between sea ice thickness and snow depth, as presented in section
3.6.2. Therefore I subtracted the bare sea ice thickness to the sum
of snow depth and ice thickness using MatLab, and found the values
of snow depth sampled by the Magna Probe. A direct subtraction is
possible since the GEM-2 and the Magna Probe are operated along
the same survey track, as explained in section 3.4.
Given the large influence that the presence of a snow layer has on
sea ice thickness growth, I found that it was worth checking if there
was any correlation between snow depth and sea ice thickness values.
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Hence I computed a regression plot for each station to investigate such
potential correlation. As the resultant coefficients of determination R2
were all of the order of 1% no clear correlation is found for any of the
three stations between snow depth and sea ice thickness. All the plots
and R2 values are presented in Appendix C.
Sea ice thickness datasets were later converted into sea ice draft val-
ues. This enables the comparison between the GEM-2 and the MBS
collected measurements. This conversion is achieved by using the iso-
static model for sea ice explained in section 3.5. Following the notation
given in section 3.1, I have used: the GEM-2 data without snow depth
as sea ice thickness H; the snow depth values measured by the Magna
Probe and retrieved by subtracting the two GEM-2 datasets (as ex-
plained before) as hs; and the densities of the materials are set equal
to the values found in recent literature ( [2]) as follows:
Sea ice density: ρi = 917 kg/m3
Snow density: ρs = 324 kg/m3




5.1 Multibeam sonar resolution
5.1.1 Across and along-track resolution
Following the process described in section 4.3 it is possible to
calculate the spatial resolution of the multibeam sonar both along
and across-track. The resulting numerical parameters used for such
calculations are presented in table 5.1.






∆x (m) ∆t (s) W (m) N n PRF (Hz)
3.5 0.4 20 55 18 620 480 12
The resulting spatial resolutions referred to the water depth range are:
Across-track resolution: Racross = 0.04 m
Along-track resolution: Ralong = 0.03 m
As for the footprint calculation, the first rough estimate result-
ing from this pilot project study is the measure of the common
ensonified area of the transmitted and received swath, as mentioned
in section 4.3. The swath width, and therefore the footprint size,
increases with the vehicle depth as a consequence of the fan conical
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shape, according to the following relation:
W = 2dROV tan
θ
2 (5.1)
where θ represents the opening angle of the multibeam sonar fan. As
previously described, the MBS transmitter and receiver swaths are
wide across-track and narrow along-track. The MBS opening angle
across-track is given in the DT101 specification sheet and is equal to
120◦ for both the transmitter and receiver fan. This angle, according
to formula 5.1, defines a swath width along this direction around 3.5
times larger than the vehicle depth.
The footprint area is defined by the along-track swath width on each
side. The swath width in this direction is determined by the smallest
MBS fan angle, that has a nominal width of 3◦. Using formula 5.1,
the footprint side length is around 0.05 times the depth of the vehicle.
Given the strong dependance of the footprint size on the ROV
depth, table 5.2 gives some examples of MBS footprint areas calcu-
lated for potential future surveys at various diving depths.
Table 5.2: DT101 calculated footprint size for different diving depths
Vehicle Survey depth (m) MBS fan angular aperture (de-
grees)
footprint (m)×(m)
ROV 3.5 3 0.18 × 0.18
ROV 5 3 0.26 × 0.26
ROV 10 3 0.52 × 0.52
AUV 20 3 1.05 × 1.05
AUV 45 3 2.36 × 2.36
These depth values are chosen among the different survey depths of
the ROV dives in this project, and some examples of values found in
literature for both ROVs and AUVs for sea ice underside topographic
surveys ( [99], [36], [29]).
5.1.2 Vertical resolution and ice thickness uncertainty
The MBS vertical resolution is the parameter that must be taken into
account when calculating sea ice draft and thickness uncertainties.
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For this calculation it is also necessary to include the resolution
of the pressure sensor: as previously explained, sea ice draft is
calculated by subtracting the distance between the vehicle and the ice
underside, and the depth of the vehicle referred to the water surface
level. Therefore, to retrieve the vertical uncertainty of any thickness
measurement derived using this method both the multibeam sonar
and the pressure sensor vertical resolution must be taken into account.
These two quantities propagate their uncertainties into the expression
for the draft and thickness retrieval, and contribute together to the
total vertical uncertainty that affects the sea ice thickness measure-
ments of this study.
The vertical resolution of the multibeam sonar given in the
specification datasheet is equal to 0.02% of the value of the range.
In our study, for a typical range of around 5 m the resulting vertical
resolution is then 10−3 m. Instead, the pressure sensor has a resolution
of only 0.1 m, that is constant at any depth. Hence, a propagated
total uncertainty of around 0.1 m affects the measurements of sea
ice thickness and gives the vertical resolution of the complete system
formed by the multibeam sonar and the depth sensor. In conclusion,
even if the vertical resolution of the multibeam sonar is high, the use
of the pressure sensor as a second instrument for the retrieval of ice
thickness decreases the final total vertical resolution. Therefore, the
quality of the results of this study for sea ice thickness retrieval using
a multibeam sonar are affected by the poor resolution of the pressure
sensor.
5.1.3 Maximising the multibeam sonar resolution
Improving the spatial resolution of the multibeam sonar is a key goal
for future surveys.
The two horizontal resolutions and the vertical resolution of the sys-
tem MBS/pressure sensor used for sea ice draft measurements can
be maximised by adjusting the different parameters involved in their
definitions as follows:
• For the across-track spatial resolution it would be ideal to use a
larger number of beams for the swath. However, physical prop-
erties such as the size of the instrument limit the number to a
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maximum of 480 in our case, hence no better across-track spatial
resolution can be achieved in this way.
The other parameter that can be optimised for a higher across-
track resolution is the swath width. The swath width increases
with the vehicle depth, as a consequence of its geometrical shape,
as shown in formula 5.1. A smaller width would lead to a better
resolution, so this means that the ROV should be driven at shal-
low depths in order to minimize the swath size and improve the
across-track resolution.
This solution however is a compromise as the vehicle must be kept
at safe distance from the ice underside to avoid collisions and it
must still collect enough data to create a good quality map in an
acceptable amount of time. Since a close distance between the
vehicle and the sea ice determines a narrow swath, at the same
time a smaller area of the survey is covered per unit of time. This
causes a considerable increase in the time that is necessary to
collect a large amount of data that enable the creation of a con-
tinuous map without gaps in the data. A second compromise must
therefore be found between resolution and survey time, otherwise
a quicker survey would create irregular maps. More about these
and other compromises are presented in the next section (5.1.4).
• The along-track spatial resolution can be improved by increasing
the number of samples, that is by increasing the number of pro-
files N . This can be achieved using a higher pulse repetition rate.
This quantity strongly depends on the data processing method
as it is explained in section 5.1.4, although the maximum ping
frequency rate is set by the hardware specifications to 20 Hz.
The second parameter that can be changed to maximise the along-
track resolution is the speed of the vehicle.
Driving the ROV at low speed decreases the distance ∆x trav-
elled in a set amount of time, improving the along-track spatial
resolution. A slow survey can however oversample the area, col-
lecting a large amount of redundant data that slow the software
for the data aquisition down. A compromise between speed and
the amount of data collected is therefore critical to achieve an
efficient survey.
Working on both the parameters involved in the calculation of
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the along-track resolution aims to increase the amount of profiles
collected per unit distance.
• The sea ice draft maps created using the datasets measured by
the MBS and the pressure sensor can also be improved in terms
of vertical uncertainty. Although the MBS vertical resolution is
higher than that of the GEM-2 (see section 5.1.2) the combined
use with the pressure sensor for sea ice draft retrieval results in
poor vertical resolution maps. To improve the vertical uncertainty
that influences draft measurements it is suggested to measure the
depth using the CTD package mounted on the ROV instead of
using the pressure sensor. In fact, the CTD has a nominal verti-
cal resolution of 0.002% of the range for pressure measurements.
Hence, converting the CTD pressure measurements into depth
would enable the creation of sea ice draft maps with higher reso-
lution than those created using the pressure sensor.
5.1.4 Trade-offs
As previously mentioned, maximizing both lateral resolutions causes
issues in terms of the duration of the survey such as decreasing the
speed of the vehicle to achieve a higher along-track resolution, or
diving in shallow water to decrease the swath width for a higher
across-track resolution.
Compromises must be found between high resolution sea ice draft
maps and an appropriate survey duration.
Depending on the available survey time for each station and on the
desired quality for the draft maps, it is suggested to decide the desired
resolution before the survey starts. Key points such as the amount
of time to spend on the study of a certain area, which features are
worth resolving, and the possible issues in terms of data processing
time when resolution is improved must be considered.
As an example, I calculated the values to be set for the ROV
and the MBS for a potential upcoming expedition in order to achieve
a value of 0.01 m for both resolutions. This number is a feasible value
that I chose to calculate some practical estimates to give an idea of
the order of magnitude of the parameters that should be set to reach
82 CHAPTER 5. RESULTS
such level of resolution. This value equals the maximum size for the
spacing between the dendritic arms of the skeletal layer ( [45], [52])
and it represents the lower limit of sea ice ruggedness found in one of
the latest surveys of the sea ice underside ( [55]). A spatial resolution
of 0.01 m would therefore enable a very detailed study of sea ice
texture.
• To achieve an across-track spatial resolution of 0.01 m the only
parameter that can be changed is the distance of the ROV from
the ice, as already discussed in section 5.1.3. Inverting the formula
used to calculate the resolution and inserting this resolution value
leads to a distance of 1.4 m, hence the ideal depth at which the
vehicle should work to achieve an across-track resolution of 0.01
m is very close to the sea ice underside.
• The along-track spatial resolution can be changed by adjusting
two free parameters.
The first option is to decrease the distance ∆x traveled by the
vehicle in a certain amount of time while keeping the number of
profiles constant. This can be done by slowing the ROV down
while keeping the ping frequency constant.
To achieve an along-track resolution of 0.01 m, this method would
lead to a length of the survey track of only 6.2 m in 55 s, instead
of 20 m as before. The resulting ROV speed to be set to achieve
the desired resolution corresponds to only 0.1 m/s (0.2 knots) in-
stead of the actual speed of this survey of 0.4 m/s (0.8 knots).
This would of course lead to longer survey times, an issue of great
importance in the harsh polar environment.
Moreover, speed has an impact in terms of navigation as well: a
fast navigation helps the stability of the vehicle, thus a slow ROV
is more subject to under ice currents and it is more difficult to
drive it on a straight line.
The second option to achieve an along-track resolution of 0.01 m
is to change the ping rate, while keeping the speed of the ROV
constant. With a speed of 0.4 m/s and in 20 m path the necessary
number of profiles to achieve such resolution would be 2000. How-
ever, this approach creates data processing complications which
are described in detail in section 5.1.5.
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Table 5.3 shows the survey depths and speed values suggested in
order to create draft maps with both lateral resolutions equal to 0.01
m, and to achieve the high spatial resolution value of 0.05 m found
in literature for a similar sea ice underside topography and draft
measurement survey ( [55]). With such resolution fine-scale sea ice
textural features such as brine drainage channels can be identified.
Table 5.3: Examples of suggested depth and speed values to achieve spatial
resolution values of 0.01 m or 0.05 m
Racross (m) Ralong (m) Depth (m) Speed (m/s)
0.01 0.01 1.4 0.1
0.05 0.05 6.9 0.6
5.1.5 Pulse repetition frequency limitations
As mentioned in the previous section, to improve the along-track reso-
lution without slowing down the survey the number of ping per second
could be increased. This would solve the problem of a “slow survey”
with all the complications linked to it.
During this thesis work it was confirmed that changing this parameter
is strongly dependent on the data processing that takes place during
the “live” streaming of the survey collected data. The DT101 data
aquisition and processing flow chart is displayed in scheme 5.1.
Figure 5.1: DT101 data aquisition and processing flow chart
During a survey it is indeed possible to stream live on DT101 the area
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scanned by the multibeam sonar. The DT101 software commands the
creation and transmission of a pulse to the MBS. When the reflected
echo is received and collected, the software does two things at the
same time: it stores the file as raw data in a hard disk, and it displays
the processed data live on a screen.
While the first action is almost immediate, the second one takes some
time, as the data collected go through a process of filtering, beam
forming, and bottom detection. This enables the “live” display on
through the DT101 interface of the MBS scanned area, in the form of
a series of white points that represent the bottom profile of the sea
ice, and a colour map that represents the intensity of the received
signal from the ice underside.
After the data has been displayed, the program commands the sonar
to create and send a new ping so that the loop can start again.
The ping frequency is therefore linked to the data processing
and live visualisation time, because the sonar will not send a new ping
unless the storage and display of the previous ping data is concluded.
As a consequence, in order to increase the ping frequency it is
necessary to limit the processing time for the live display of the data.
It is therefore suggested to use a lower number of beams during the
beam forming step for live visualisation. This would lead to a quicker
visualisation of the data and allow for a higher ping frequency.
The MBS technical sheet shows a maximum PRF value of 20
Hz. During this work it was found that the ping rate used during the
PS101 surveys is of only 12 Hz. This is most probably due to the fact
that the number of beams used during the live display is set equal to
the maximum value available on the technical sheet.
Although this choice improves the displayed image quality and
therefore is useful during navigation, it slows down the DT101 data
processing and inhibits the creation of high resolution maps.
To conclude, in order to achieve the highest PRF possible for the next
camapigns it is suggested to use the lowest number of beams possible
during the live part of the survey. This approach should speed up the
beamforming process and the live display step. Choosing 120 beams
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instead of the 480 used before this work should make a substantial
difference in terms of data processing time and consequently allow for
a higher pulse repetition rate.
The suggested use of a lower beam number during the live dis-
play stage of the survey does not affect the quality of the data
acquired during the survey. This is because the raw data stored in
the hard disk are independent from the beamforming, and are not
influenced by the settings of the display stage.
After the survey visualisation takes place in playback. At this stage
a new process of beamforming takes place, hence it is possible to set
a higher number of beams. Setting a higher number of beams at this
stage does not slow down the survey and improves the map spatial
resolution.
In fact, setting 480 beams only in playback would leave the across-
track resolution as high as it used to be for the past surveys, and at
the same time it would increase the number of profiles per unit time
and space, hence improving the along-track resolution.
5.2 Sea ice underside three-dimensional topographic maps
In this section the topographic maps of the sea ice underside obtained
by using an upward-looking sonar mounted on a ROV are shown.
As explained in the dedicated section, the setup of the instruments
is inverted with respect to standard bathymetry and enables a survey
of the sea ice from below it. A map of the sea ice underside can be
created by using the software CARIS Hips to handle and display the
collected data.
Figure 5.2 shows a screenshot of CARIS Hips display window for the
visualisation of topographic maps.
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Figure 5.2: CARIS Hips display window for topographic map visualisation. The
map is rotated by 180◦ about the vertical axis for ease of visualisation
Figure 5.3: Three-dimensional view of part of the survey of station 26th Septem-
ber. The map is rotated by 180◦ about the vertical axis for ease of visualisation
Figure 5.3 and 5.4 show details of the 3D high resolution maps created
for the station 26th September. In both cases the whole map is rotated
by 180◦ about the vertical axis for ease of visualisation. This display
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method is more intuitive as it derives from the standard representation
of features in topography.
Figure 5.4: Partial view of the survey of station 26th September. The map is
rotated by 180◦ about the vertical axis for ease of visualisation
The colour map displayed is of common use in bathymetry, where
warm colours represent target areas that are closer to the sensor.
Therefore, in this study warm colours represent the sea ice areas
that extend more below the sea surface, hence the thick regions
of sea ice (see section 5.3). A clear distinction is visible in both
figures between deformed ice (in red and orange) and level ice (in blue).
In order to validate the topographic maps resulting from the
multibeam sonar data handling, I used the underwater cameras
videos: thank to the comparison of both the time stamps and the
position of the ROV recorded by different softwares it is possible to
compare the topographic maps to the sea ice features in the videos.
Figure 5.5 shows two examples of this comparison.
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Figure 5.5: Topographic map and image validation from upward-looking camera.
The upper part of the figure shows the top view of the sea ice underside
topographic map created for station 26th September. Two areas of interest
are marked and their respective 3D view displayed in CARIS Hips is presented
below. For both areas a picture of the sea ice underside taken by the ROV
upward-looking camera when diving under the area of interest is displayed
below the corresponding CARIS Hips image. Figure A shows a ridge, while
figure B diplays a region of thin level ice
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5.3 Sea ice draft distribution maps
In this section the sea ice thickness measurements collected by the
multibeam sonar and by the electromagnetic device are analysed.
Two distinct sets of maps are created for each station. One set is
created using the software CARIS Hips and shows the measurements
collected by the MBS, while the other is created using MatLab and
shows the data collected by the GEM-2. The reason for the use of
two softwares is because MatLab is not suitable to handle MBS data
due to the large amount of time and memory that it would require.
Therefore for this purpose it is more efficient to use the dedicated soft-
ware CARIS Hips that can process large amount of data in a relatively
short time.
Figure 5.6: Overview of the three station surveys with MBS and GEM-2 corre-
sponding maps
An overview of the three station surveys is given in figure 5.6 for
orientation in the text. For each survey both MBS and GEM-2 maps
are displayed, respectively to the left and to the right.
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5.3.1 Sea ice draft distribution maps from multibeam sonar
The use of the upward-looking multibeam sonar for under-ice sur-
veys together with the new processing flow implemented in this thesis
(described in detail in section 4.2) enables the creation of the 3D topo-
graphic maps presented in the previous section. Each map created in
CARIS Hips shows the sea ice underside 3D morphology representing
the corresponding sea ice draft distribution by a colour scale.
Figure 5.7: Station 26th September: CARIS Hips surface of the sea ice draft
distribution measured by the multibeam sonar
The maps produced in CARIS Hips are shown in figure 5.7 for the
survey 26th September, 5.8 for the 29th September, and 5.9 for the
1st October. They display two-dimensional aerial views of the actual
3D images produced with the software, examples of which have been
presented in section 5.2.
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Figure 5.8: Station 29th September: CARIS Hips surface of the sea ice draft
distribution measured by the multibeam sonar
Figure 5.9: Station 1st October: CARIS Hips surface of the sea ice draft distri-
bution measured by the multibeam sonar
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The map colour scale represents sea ice draft values, with blue rep-
resenting thin level ice, while red represents thicker regions of sea
ice. The exact values of the colour scale vary from station to station
according to the local sea ice thickness distribution for that specific
survey. However, the colour violet always represents sea ice thinner
than 0.1 m, that corresponds to the vertical uncertainty affecting the
draft measurements. It can also represent open water but, apart for
the ROV entrance hole, no open water surface was found in any of the
three surveys.
A distance bar is also displayed above each map to represent the ex-
tent of the survey, usually of the order of 100 m maximum on each
side.
5.3.2 Sea ice draft distribution maps from GEM-2
The GEM-2 maps show the three station distributions of sea ice draft
collected during surveys above the ice.
These maps are created using the software MatLab, as the amount
of data to be processed with the EM method is significantly smaller
than for the multibeam sonar case. Moreover, MatLab is an accessible
and powerful software to work with.
As already explained in section 4.4, retrieving the values of sea
ice draft from the data collected by the GEM-2 takes some compu-
tational steps, as it is necessary to convert the collected raw data of
snow depth and sea ice thickness into sea ice draft.
The figures presented in this section show the different stages of this
conversion process:
• Figure 5.10, 5.11, and 5.12 represent the data as they are directly
collected by the electromagnetic device. The maps show the dis-
tribution of the sum of sea ice thickness and snow depth
along the GEM-2 and Magna Probe survey tracks;
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Figure 5.10: Station 26th September: sea ice thickness and snow depth distri-
bution map measured by the GEM-2
Figure 5.11: Station 29th September: sea ice thickness and snow depth distri-
bution map measured by the GEM-2
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Figure 5.12: Station 1st October: sea ice thickness and snow depth distribution
map measured by the GEM-2
• Figure 5.13, 5.14, and 5.15 represent data from the same three sta-
tions here displaying the distribution of bare sea ice thickness.
The ice thickness values are calculated by subtracting the values
of snow depth collected by the Magna Probe from the values of
snow and ice plotted in the previous set of maps.
Figure 5.13: Station 26th September: sea ice thickness distribution map without
snow measured by the GEM-2
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Figure 5.14: Station 29th September: sea ice thickness distribution map without
snow measured by the GEM-2
Figure 5.15: Station 1st October: sea ice thickness distribution map without
snow measured by the GEM-2
A quick comparison between the MBS and these first GEM-2
maps shows very different survey extent and track shape for
the same station. This difference is due to the fact that the
electromagnetic device and the multibeam sonar are not operated
along an identical path during the same station survey, and they
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are not limited to the same grid areas. In general, the GEM-2
is operated over the same area that is scanned underwater
by the ROV, but its survey can also be extended to different
surrounding areas. This happens for example in the case of
interesting features close to the ROV grid, such as the presence of
the sail of a ridge, or in case that more statistics is advantageous
for that particular station.
Different paths for the two instruments can cause the col-
lection of very different sea ice distributions, due to the possible
high spatial variability of sea ice thickness in that area.
Hence why, to deal with these differences I decided to create
sea ice thickness and draft maps for the GEM-2 only for those
areas that are more in common with the multibeam sonar survey
tracks.
A clear example of this comes from the comparison of figure 5.10
and figure 5.13. When mapping sea ice thickness and draft the
whole lower part of figure 5.10 has been rejected, as it represents
the part of the GEM-2 survey that is not in common with that
of the multibeam sonar.
This decision aims to reduce the differences between the
distribution of thickness sampled by the two instruments,
limiting the inequalities due to sea ice spatial variability along
dissociated survey paths. By doing so, even though the two
instrument tracks vary largely even on the common areas, the
differences in sea ice thickness distributions are considerably
minimised.
• The final GEM-2 maps in figure 5.16, 5.17, and 5.18 show the
distribution of sea ice draft for the three stations. The draft
values are derived from sea ice thickness measurements using the
isostasy model conversion formula explained in section 3.5.
These maps are those used for the comparison of sea ice draft
distribution with the multibeam sonar maps.
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Figure 5.16: Station 26th September: Sea ice draft distribution map as calcu-
lated from the dataset of the electromagnetic device
Figure 5.17: Station 29th September: Sea ice draft distribution map as calcu-
lated from the dataset of the electromagnetic device
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Figure 5.18: Station 1st October: Sea ice draft distribution map as calculated
from the dataset of the electromagnetic device
5.4 Histograms of sea ice draft distribution
From the sea ice draft distribution maps of each station and for both
instruments I have derived histograms to show the frequency of each
sea ice draft value.
The histograms display draft values on the x axis expressed in meters
and counts of each draft value on the y axis.
There are two different histograms for each station: one shows
the dataset of sea ice draft collected by the multibeam sonar, and the
other shows the corresponding dataset collected by the electromag-
netic device. As already explained in the previous section the survey
tracks of the GEM-2 differ from those of the MBS. Therefore, I have
limited the GEM-2 sea ice mapping and the creation of the respective
histograms to the areas where the MBS has also been operated.
All histograms are presented with the corresponding station
map created with the respective instrument. This enables a clearer
interpretation of the data and an easier orientation along the text
when referring to the survey overview in figure 5.6.
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5.4.1 Histograms of MBS sea ice draft datasets
A statistical study of multibeam sonar maps and the creation of
corresponding histograms can be performed in CARIS Hips. Even
though no additional software is needed, after a first data handling in
CARIS Hips I decided to transfer the multibeam sonar statistics data
into MatLab. This is done by extracting the data in ASCII format
from CARIS Hips and importing them into MatLab.
This decision was made mainly for consistency and efficiency reasons.
As the GEM-2 statistics must be created in MatLab, working on the
same software for the MBS data enables the use of the same script
for the creation of histograms for both instruments, thus saving time
and facilitating the comparison.
The light blue histograms in figure 5.19, 5.20, and 5.21 show
the sea ice draft distribution of the three stations measured by the
multibeam sonar. The bin size is set equal to 0.1 m as it corresponds
to the vertical uncertainty affecting sea ice draft measurements. The
histograms are displayed in temporal order, from the 26th September
to the 1st October. For easier interpretation, the corresponding MBS
retrieved draft map is displayed in the upper-right corner of each
histogram.
Figure 5.19: Station 26th September: Histogram of the sea ice draft distribution
as retrieved by MBS dataset. In the upper-right corner the corresponding
MBS sea ice draft map is displayed.
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Figure 5.20: Station 29th September: Histogram of the sea ice draft distribution
as retrieved by MBS dataset. In the upper-right corner the corresponding
MBS sea ice draft map is displayed.
Figure 5.21: Station 1st October: Histogram of the sea ice draft distribution as
retrieved by MBS dataset. In the upper-right corner the corresponding MBS
sea ice draft map is displayed.
For each histogram I calculated minimum, maximum, mean, mode,
and standard deviation values for the sea ice draft dataset.
The results for the MBS histograms are presented in table 5.4, where
each quantity is expressed in meters.
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Table 5.4: Statistical parameters of the three stations sea ice draft distribution
measured by the multibeam sonar. All quantities are expressed in meters
Station Minimum Maximum Mean Mode Standard deviation
26/09/2016 -0.4 4.5 1.3 1.1 0.6
29/09/2016 -0.1 6.8 2.1 1.3 1.1
01/10/2016 -0.7 2.7 0.6 0.8 0.4
5.4.2 Histograms of GEM-2 sea ice draft datasets
To create sea ice draft histograms the GEM-2 datasets must initially
be converted from sea ice thickness into draft, using the isostasy model
explained in section 3.5.
The GEM-2 dataset conversion is performed using MatLab and it en-
ables a direct comparison with the sea ice draft distributions measured
by the MBS. The creation of GEM-2 histograms is also performed in
MatLab.
Figure 5.22: Station 26th September: Histogram of the sea ice draft distribution
as retrieved by the GEM-2 dataset. In the upper-right corner the correspond-
ing GEM-2 sea ice draft map is displayed.
The blue histograms in figure 5.22, 5.23, and 5.24 show the sea ice
draft distribution for the datasets of the three stations as measured
by the electromagnetic device after snow subtraction and draft
conversion.
The histograms are displayed in temporal order. For easier in-
102 CHAPTER 5. RESULTS
terpretation, the corresponding GEM-2 draft map is displayed in
the upper-right corner of each histogram. The bin size for these
histograms is 0.1 m, equal to the electromagnetic device vertical
resolution.
Figure 5.23: Station 29th September: Histogram of the sea ice draft distribution
as retrieved by the GEM-2 dataset. In the upper-right corner the correspond-
ing GEM-2 sea ice draft map is displayed.
Figure 5.24: Station 1st October: Histogram of the sea ice draft distribution as
retrieved by the GEM-2 dataset. In the upper-right corner the corresponding
GEM-2 sea ice draft map is displayed.
For these histograms I calculated minimum, maximum, mean, mode,
and standard deviation values for the sea ice draft dataset measured
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by the GEM-2. The results are presented in table 5.5.
Table 5.5: Statistical parameters for the three stations sea ice draft distribution
measured by the electromagnetic device. All quantities are expressed in meters
Station Minimum Maximum Mean Mode Standard deviation
26/09/2016 0.3 3.1 1.3 1.1 0.6
29/09/2016 0.3 14.2 2.0 0.7 1.3
01/10/2016 0.2 2.4 0.8 0.9 0.4
5.5 Comparison of the two methods for sea ice draft mea-
surements
The maps and histograms displayed in the previous paragraphs show
the sea ice draft distributions collected by the two devices used
during the campaign, the MBS and the GEM-2. In this section a
comparison between the two resulting sets of distribution is presented.
Figure 5.25: Comparison of sea ice draft for the three stations between the
MBS and the GEM-2 datasets. The x axis shows the survey dates and the
y axis shows the sea ice draft mean, mode, and standard deviation values of
the stations expressed in meters. Blue represents MBS mean values and their
corresponding standard deviations, while green represents the same type of
data collected by the GEM-2. Red and black points show respectively the
mode values measured by the MBS and by the GEM-2 for each station
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Figure 5.25 shows the sea ice draft mean, mode, and standard devia-
tion values for the three stations for both MBS and GEM-2 datasets
(previously presented in table 5.4 and 5.5) allowing for a direct com-
parison of the sea ice draft measurements between the instruments.
Figure 5.26: Violin plots of sea ice draft distributions collected by the MBS (to
the left) with mean values in yellow, and by the GEM-2 (to the right of the
plot) with mean values in orange. The three station distributions are displayed
in temporal order from top to bottom, with a): station 26th September; b):
station 29th September; c): station 1st October
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An efficient more graphic way to compare the two instrument distri-
butions for all the stations is to use violin plots.
Figure 5.26 presents a violin plot for each station, created using the
histograms presented in section 5.4. Each violin plot is composed of
two histograms: the light blue ones to the left represent the sea ice
draft distribution collected by the MBS (for more details see figure
5.19, 5.20, and 5.21); while the dark blue ones to the right represent
the histograms created using the GEM-2 datasets (for more details see
figure 5.22, 5.23, and 5.24).
The long tails of the histograms at thick ice values are not displayed
for a clearer comparison with those stations where this component is
missing.
5.6 Snow depth distribution analysis
For a complete overview of the vertical composition of the sea ice I
created a map of the snow depth distribution and a corresponding
histogram for each station.
The maps in figure 5.27, 5.28, and 5.29 show the snow depth distribu-
tion measured by the Magna Probe for the three stations, displayed
in temporal order.
Figure 5.27: Station 26th September: Snow depth distribution map as retrieved
by the Magna Probe sampling.
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Figure 5.28: Station 29th September: Snow depth distribution map as retrieved
by the Magna Probe sampling.
Figure 5.29: Station 1st October: Snow depth distribution map as retrieved by
the Magna Probe sampling.
A comparison with the draft maps retrieved by the electromagnetic
device (figure 5.16, 5.17, and 5.18) shows the same track shapes.
This is because for these snow maps I only considered the part of the
Magna Probe survey that overlaps with the survey area of the MBS,
similarly to what has already been done for the GEM-2 draft maps,
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as explained in section 5.3.2.
The histograms of snow depth frequency for each station are
displayed in figure 5.30, 5.31, and 5.32.
Figure 5.30: Station 26th September: Histogram of snow depth distribution
retrieved by the Magna Probe. In the upper-right corner the snow depth map
of the corresponding station is displayed.
The histogram bin size of 0.1 m equals the vertical resolution of the
GEM-2 and not of the Magna Probe, as it would be expected. This
is because the snow depth datasets used in this project have been
collected by the Magna Probe but have been retrieved for this study
in an indirect way.
As explained in section 4.4, the available data come from GEM-2
files previously handled in MatLab that give both the values of
the bare sea ice thickness, and the sum of the thickness of the sea
ice and the snow depth together. The snow depth values are then
found by subtracting the two mentioned datasets, hence why the
bin size for the histograms is equal to the vertical resolution of the
electromagnetic device. This does not affect the resulting sea ice
draft vertical resolution, as the GEM-2 vertical uncertainty still
predominates on the Magna Probe one.
Each histogram displays in the upper-right corner the snow depth
map of the corresponding station, for a clearer interpretation of the
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different datasets.
Figure 5.31: Station 29th September: Histogram of snow depth distribution
retrieved by the Magna Probe. In the upper-right corner the snow depth map
of the corresponding station is displayed.
Figure 5.32: Station 1st October: Histogram of snow depth distribution re-
trieved by the Magna Probe. In the upper-right corner the snow depth map
of the corresponding station is displayed.
Table 5.6 shows the statistical parameters for the snow depth distri-
bution for the three stations.
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Table 5.6: Minimum, maximum, mean, mode, and standard deviation values for
the snow depth distribution for the three stations. All quantities are expressed
in meters
Station Minimum Maximum Mean Mode Standard deviation
26/09/2016 0.0 0.6 0.2 0.2 0.1
29/09/2016 0.0 0.8 0.2 0.2 0.1
01/10/2016 0.0 0.4 0.1 0.1 0.1
For a quick comparison between the snow cover of the three surveys,
I plotted the snow depth mean and mode values of the three stations
as presented in figure 5.33.
Figure 5.33: Snow depth mean, mode, and standard deviation values of the
three stations. Blue represents the mean values and the respective standard
deviations, while red represents the mode values. The error bars represent
the standard deviation of the snow depth distribution for the corresponding
station
5.7 Sea ice growth model results
The datasets of sea ice thickness collected by the GEM-2 and by
the MBS are here investigated in order to assess sea ice growth
in the three study areas. To do this the FDD model for sea ice
thermodynamic growth explained in section 3.6.2 is used.
Sea ice growth is generally assessed by collecting time series of
sea ice thickness measurements over the same area and investigating
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the potential growth using a model. In this study however, there is no
repeated sea ice thickness dataset available for the same station, hence
the measurements from the three stations are used as a time series.
This is because this work was meant as a pilot project intended with
different purposes, therefore the main aim is not the use of the FDD
model. The following sea ice growth investigation is meant merely
as a trial for the use of the model and an attempt to investigate the
possibility to determine sea ice growth for this study asset.
To assess sea ice growth among the three stations I first con-
verted sea ice draft into thickness, and then compared the modal
values of each station by plotting them in temporal order and fitting
the resulting trend according to the FDD model growth law.
The datasets of the three stations show a bi- or multimodal sea
ice thickness distribution, as the histograms in section 5.4 show.
The presence of more than one mode derives from the high spatial
variability of the sea ice thickness distributions, created by the
presence of different features in the study areas, such as ridges and
melt ponds. Hence, it is necessary to select which mode to use in the
model.
Moreover, a comparison of the three stations shows different sea
ice thickness distributions. In particular the set of ridges found
in stations 26th and 29th September cause the sea ice thickness
distribution to be more varied than in station 1st October, where the
sea ice is thinner and more homogeneous. A threshold must therefore
be set to try to compare similar sea ice thickness values between the
stations and avoid areas of deformed ice where the FDD model should
otherwise be modified (see [53]).
These two main issues make it more difficult to investigate a potential
thermodynamic growth than if the survey were repeated on the same
area.
In order to diminish the impact of the spatial variability intra
and inter-stations, I decided to only study thin first-year level ice.
Following the sea ice nomenclature of the World Metereological
Organisation ( [103]), this type of ice is characterised by a maximum
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thickness of 0.7 m. This value is here set as a threshold to separate
each thickness distribution in two parts: a first part of thin ice that
is investigated for thermodynamic growth, and a second part of thick
ice.
However, not all stations show a clear mode in the range of thin
first-year ice values. I therefore decided to use for the model the
thinnest sea ice thickness mode present in each histogram that is as
close as possible to the defined threshold, and does not exceed the
upper limit for medium first-year ice of 1.2 m ( [103]). In the following
I refer to these resulting mode values as the “thin ice” thickness modes.
In this study sea ice thickness measurements are available from
both MBS and GEM-2 datasets. Ideally, the FDD model was
meant to be used on both sets of measurements. However, the fact
that the MBS and the GEM-2 were operated on different areas of
the same station causes the thickness distributions measured by
the two instruments to show some differences, as it is visible by
comparing the respective histograms in section 5.4. In particular,
while a thin ice thickness mode is present in each of the GEM-2
datasets, the MBS does not always record such a mode for thin sea ice.
Due to the lack of a clear thin ice component measured by the
MBS, modeling sea ice growth using the FDD model for the multi-
beam sonar dataset is inhibited. Consequently, I was able to use the
model only for the sea ice thickness datasets retrieved by the GEM-2.
The GEM-2 collected values of thin first-year ice draft and thickness
mode for each station are shown in table 5.7.
Table 5.7: Thin ice draft and thickness mode values with respective uncertainties
for each station. All quantities are expressed in meters
Station Thin ice draft mode Thin ice thickness
mode
Uncertainty
26/09/2016 0.5 0.6 0.1
29/09/2016 0.7 0.8 0.1
01/10/2016 0.8 0.9 0.1
As explained in section 3.6.2, to use the FDD model the ratio
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α between snow depth and ice thickness must be known.
In this study there are three different α coefficients, one for each
station, hence they are averaged for use in the model. The single
ratio values are extracted from field data by calculating the mean
ratio for each station.
The results are shown in table 5.8 where the averaged mean ratio is
also displayed with the corresponding uncertainty.
Table 5.8: Snow-ice ratio with corresponding uncertainty for each station and
calculated averaged mean ratio




Averaged mean ratio 0.15 0.10
Referring to formula 3.17, for the initial value of ice thickness
H(1) I used the thin ice thickness mode of station 26th September, as
this is the first station in temporal order.
Regarding the calculation of the time integral of the difference
between the temperature of water and air, I extracted the field data
from DSHIP, a specific software that collects and archives various
kind of data during Polarstern navigation ( [28]).
From the PS101 DSHIP database I extracted the daily mean air and
water temperature averaged over 24 hours measured by the weather
station on board for the part of the expedition relevant for this sea
ice growth study, from 26th September to the 1st October for a total
of 6 days.
Table 5.9 shows the parameters downloaded from DSHIP and
used for the calculation of the time integral of formula 3.17. Each
day in table 5.9 was characterised by subfreezing air temperature,
and accounted for in the model.
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Table 5.9: Values of air and water temperature extracted from DSHIP. From
left to right: daily mean air temperature and respective standard deviation;
daily mean water temperature and respective standard deviation; difference of
the daily mean water temperature and mean air temperature with respective
uncertainty. In the bottom-right corner: accumulated freezing-degree days
“FDD” with respective uncertainty, and average (T¯w − T¯a)m of the mean tem-
perature differences between the six days. The FDD is calculated from the
data in the above coloumn as the sum of the daily mean air temperatures after
subtracting the freezing daily water temperatures
Date T¯a (◦C) σ(Ta) (◦C) T¯w (◦C) σ(Tw) (◦C) T¯w −
T¯a (◦C)
δ(T¯w − T¯a) (◦C)
26/09/16 -2.3 0.4 -1.8 0.1 0.5 0.1
27/09/16 -5.5 1.3 -1.8 0.1 3.7 0.3
28/09/16 -8.1 1.6 -1.7 0.1 6.4 0.4
29/09/16 -9.9 0.9 -1.7 0.1 8.2 0.2
30/09/16 -9.8 1.1 -1.7 0.1 8.1 0.2
01/10/16 -6.6 3.8 -1.6 0.1 5.0 0.8
31.9 ± 1.1 ◦C · days = FDD
5.3 ± 1.1 ◦C = (T¯w − T¯a)m
When all these field data are gathered together the thin sea ice
thickness mode values for the three stations are plotted, and the
resulting growth trend can be fitted using the numerical constants
found in literature ( [2], [53]) and presented in table 5.10.
Table 5.10: Critical numerical constants used for the FDD model growth fit
Parameter Numerical value
Sea ice thermal conductivity ki = 2.2 W/K·m
Snow thermal conductivity ks = 0.3 W/K·m
Sea ice density ρi = 916.7 kg/m3
Water latent heat of freezing Li = 334.9× 103 J/kg
The mathematical formula used to fit the trend in time of the
sea ice thickness mode values for the three stations according to the
FDD model is the following customed power law:
y = (a+ bx)1/2 (5.2)
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Comparing this power law to the FDD model formula 3.17, “y” rep-
resents the thickness mode for the final station 1st October, and “x”
represents days at freezing temperature. The fitted parameters “a”
and “b” are defined as follows and the respective units are displayed:
a = H2(1) (5.3)





)(T¯w − T¯a)mds (5.4)
[ b ] = m2/days
The numerical values for these two parameters are calculated using:
• the constants found in literature and presented in table 5.10;
• the calculated snow-ice proportionality coefficient α of table 5.8;
• the average of the mean temperature differences (T¯w − T¯a)m pre-
sented in table 5.9;
• and the conversion parameter ds from seconds to days, necessary
to make the model formula homogeneous in units.
The resulting fit is presented in figure 5.34. It shows the best fit for
the trend of the thin sea ice thickness modes of the three stations in
time according to the FDD model growth formula.
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Figure 5.34: Best fit of thin sea ice thickness trend in time. On the horizontal
axis are displayed the days at freezing temperature, while the vertical axis
shows the thin sea ice thickness mode values for the three stations. Each
mode value is affected by an uncertainty of 0.1 m
Table 5.11 shows the values of the parameters a and b in two cases:
aFDD and bFDD are the two parameters calculated for the FDD model
formula using field data, under the hypothesis of the presence of a
component of thermodynamic growth among the stations; while afit
and bfit are the two parameters as they are extracted from the fit.
Table 5.11: Values aFDD and bFDD calculated from field data, and values afit and
bfit extracted from the thin sea ice growth fit. Each parameter is presented
with the corresponding uncertainty
aFDD ± δaFDD (m2) afit ± δafit (m2)
0.4 ± 0.1 0.3 ± 0.1
bFDD ± δbFDD (m2/days) bfit ± δbfit (m2/days)
0.003 ± 0.001 0.091 ± 0.026
The value for the final sea ice thickness mode predicted after a
period of ice growth of 6 days is calculated using the FDD model
formula.
Table 5.12 enables the comparison between the actual GEM-2 field
data measurement H(D) for station 1st October and the value
obtained from the model, indicated with H(D)FDD.
For comparison sake, the final sea ice thickness mode value H(D)And
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predicted using the empirical approximate equation implemented by
Anderson is presented in the same table (see formula 3.19).
Table 5.12: Sea ice thickness final mode values obtained from GEM-2 field
measurements, calculated using the FDD model formula, and predicted by
Anderson’s law with respective uncertainities. Each quantity is displayed with
the corresponding uncertainty and is expressed in meters
H(D)± δH(D) 0.9 ± 0.1
H(D)FDD ± δH(D)FDD 0.63 ± 0.09
H(D)And ± δH(D)And 0.72 ± 0.05
Chapter 6
Discussion
6.1 Considerations regarding the multibeam sonar resolu-
tion
Section 5.1.3 showed how calculating the resolution of the multibeam
sonar is important to improve the quality of the sea ice maps, and
make a survey as efficient as possible in terms of time and resources.
Due to the close distance between the MBS and the bottom of the
sea ice at which the ROV can operate, and due to the high density of
pulses that the MBS can transmit, high resolution topographic maps
of the sea ice underside can be created.
This section presents the parameters that can be adjusted to achieve
a high spatial resolution for the sea ice maps created using the MBS
datasets. The role of the pulse repetition rate in reaching such
resolution was also revealed. Moreover, the use of the CTD mounted
on the ROV instead of the pressure sensor is suggested in order to
retrieve depth measurements for more accurate draft calculations.
With this method it is possible to create sea ice draft maps affected
by smaller vertical uncertainties.
A future study of how the DT101 data processing time depends on
the choice of the settings is suggested. Trials of data aquisition and
processing using 120 beams instead of 480 during the beamforming
process are strongly recommended before the start of a new campaign,
in order to increase the multibeam sonar performances.
Depending on the survey goals and strategies and on the surveyed
object sizes, a survey area could be first mapped with low resolution
and in a short time. This would give a first idea of the areas where
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to focus the survey, for example around some specific features such
as a ridge. Then the ROV and MBS survey parameters previously
discussed could be changed to create a high resolution map of the
interesting parts of the survey area.
Resolution symmetry on both track directions can also be achieved
by adjusting the survey settings.
The spatial resolution achieved so far with this study asset is
higher or comparable to recent similar studies on sea ice underside
topography (see for example [55]).
It has to be kept in mind though that the actual positioning system
for the ROV is the main source of uncertainty. Indeed, the uncer-
tainty value related to the positioning system is around two orders
of magnitude higher than the one of the multibeam sonar. Unless
the precision in finding the position of the vehicle is soon increased,
the nominal resolution of the multibeam sonar cannot be reached in
terms of the location of the details displayed.
Without a better positioning system, the precision of the maps
created using the MBS data loses part of its importance. The result
is a high resolution map with details that can be visualised up to 0.1
m resolution, but with a positioning uncertainty that does not allow
the knowledge of where these features are located in space, with an
uncertainty as large as 1 m.
For this reason, a separate study of the positioning system is necessary
and strongly recommended.
6.2 Analysis of the sea ice underside topographic maps
The 3D topographic maps created using CARIS Hips show the
morphology of the sea ice underside with great detail. The images
shown in section 5.2 reveal the presence of deformed ice in station
26th September.
The bottom left corner of figure 5.7 shows an area of highly deformed
ice compared to the surroundings. After a comprehensive study of
this ice feature using CARIS and video footage in parallel, and after
comparisons with similar topographic features found in literature (see
for example [100]), this thick ice formation is most probably found
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to be a new pressure ridge ( [103]). The bottom-left image from the
upward-looking camera in figure 5.5 validates this hypothesis: clear
blocks of ice of different sizes are piled up forming the ridge keel. The
corresponding area of the 3D map reports a maximum draft for this
ridge of around 4 m.
Level-ice is also present in the map and represented by cold colours.
The major part of the level-ice of the map in figure 5.5 has a mean
draft below 1 m and it is most probably thin firsti-year ice, while the
blue-green areas of the map represent medium and thick firsti-year
ice, with a maximum draft of around 1.8 m ( [103]).
From green and towards warmer colours the draft exceeds 2 m and
the corresponding sea ice is recognised and classified as multi-year ice.
In this study the resolution of the topographic maps varies con-
tinuously mainly due to the change of the diving depth of the ROV
during a survey. A suggestion for potential future surveys dedicated
to the study of the sea ice underside topography could be to operate
the ROV at a constant distance from the ice bottom and with a
constant speed. This would lead to more homogeneous topographic
maps with swaths of the same size and a constant spatial resolution,
as much as the navigation issues discussed in section 4.1.2 allow for
it.
The high resolution of the MBS and the possibility to change it
according to the parameter relations presented in section 5.1.3 reveal
promising performances for this instrument. The upward-looking
MBS method for sea ice underside surveys described in this thesis
will enable future investigations of both sea ice topography and sea
ice texture. Future dedicated surveys will have the potential to study
the sea ice roughness and to identify particular features such as the
ice brine channels, as demonstrated by previous recent studies where
a MBS lateral resolution of 0.05 m is used with these purposes ( [55]).
For a complete overview, the 3D topographic maps of the sea ice
underside could be combined in the future with 3D maps of the sea
ice surface morphology from airborne images.
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6.3 Comparison between MBS and GEM-2 sea ice draft dis-
tributions
The MBS and GEM-2 sea ice draft distributions presented in section
5.3 and 5.4 are here compared.
First of all, the shape of the maps created using the two instruments
for the same station do not coincide, hence the tracks followed by the
MBS and the GEM-2 respectively do not overlap. As a consequence,
even if the survey area is the same, the two instruments might
measure different sea ice thickness. Operating the two instruments
along different tracks does not create big differences in the collected
datasets if the sea ice thickness variability over the survey area is
low, otherwise it can lead to the collection of very different thickness
distributions.
Section 5.5 presented a comparison between the sea ice draft
distributions resulting from the two methods for sea ice thickness
sampling. As can be seen in figure 5.25, the mean and mode values
of the sea ice distributions measured by the two instruments for each
station show good agreement within the instrumental uncertainties.
The standard deviation values represent the variability of the sea ice
thickness for the respective stations. The larger standard deviation
of station 29th September represents the strong component of sea
ice rafting observed during this survey. This is also visible in the
respective histograms in figure 5.20 and 5.23. Indeed, the sea ice
draft values for station 29th of September reach a maximum of 7.1
m for the MBS dataset and 14.4 m for the GEM-2 dataset, while
the maximum draft values found during the other two surveys is
respectively 3 and 4 m.
The main differences between the sea ice draft distributions col-
lected by the two instruments appear when comparing the histograms
presented in section 5.4. The bin size of the histograms is the same
for the two instruments, as it is set equal to the vertical resolution of
the GEM-2 and the MBS/pressure sensor setup that are both 0.1 m.
Large differences are visible in the thin ice range and in the tail of
the histograms towards thicker regions of ice. The GEM-2 histograms
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do not show any value of sea ice draft below around 0.2 m. This is
because the electromagnetic device should not be pulled on sea ice
that is thinner than a threshold thickness of 0.3 m for safety reasons.
As a consequence, the maps of sea ice draft retrieved by the GEM-2
miss completely the component of young ice. The MBS on the
contrary, can be operated under any ice thickness value, thus giving
important information about thin sea ice that would otherwise be
lost if operating the GEM-2 only. The lack of the thin ice component
cause the GEM-2 calculated sea ice means to be biased towards
higher values, hence the resulting draft distributions do not reproduce
the sea ice draft distribution in an accurate way.
The issue of the lack of the thin sea ice component does not
affect the draft distributions measured using the MBS. Instead,
table 5.4 shows negative minimum draft values. The reason for such
inconsistent values could be linked to an initial incorrect calibration
of the MBS/pressure sensor setup. One option is that the pressure
sensor was not properly calibrated at the surface level and the depth
measurements used to calculate the sea ice result therefore biased.
The second option is that the MBS is incorrectly calibrated. A
third option is that negative draft values could derive from the fact
that a constant sound velocity correction has been used instead of a
complete profile at various depths.
For future surveys it is suggested to first check the pressure sensor
calibration at the beginning of each survey, and then use the tool
“Vertical shift” during the data handling in CARIS Hips. The use
of this tool can reveal whether the measured sea ice draft is biased.
This is done by checking that the ice draft that is measured below an
area of open water is zero, and otherwise shifting the whole dataset
of the resulting measured value.
It is also suggested to use sound velocity profiles during data handling
in CARIS Hips.
Differences in thick ice regions can be recognised when compar-
ing the tail of the distributions. In station 26th September and
1st October the sea ice draft maximum value is larger in the MBS
dataset than in the GEM-2 one, while the reverse is true in station
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29th September. There are two main limitations that apply to the
statement of general conclusions on the comparison of the tails of
these histograms: one is that the different paths of the two intruments
can give different ice thickness measurements due to the high spatial
variability of the sea ice thickness; the second is that it is obvious
that three stations are not enough to state any general comment.
The same applies to the mean and mode respective values collected
by the two instruments. In the first two stations the mean and mode
colleted by the MBS are higher than for the GEM-2, while in station
1st October the GEM-2 values are the highest.
Additionally, as explained in section 3.3, previous works on elec-
tromagnetic induction sounding for sea ice thickness measurements
found that this sampling method underestimates the thickness of sea
ice ridges. This would lead to datasets of sea ice draft with biased
thick ice values.
The underestimation of ridges is one of the limitations linked to the
electromagnetic device method. It is found to generally lead to smaller
standard deviation values, hence in this work the datasets of the
MBS could be expected to include thicker ice than the GEM-2 ones
with a resulting more various distribution of sea ice draft. However,
this is true only for station 26th September and 1st October, while
station 29th September shows a very high spatial variability and the
corresponding standard deviation measured by the GEM-2 is larger
than for the MBS dataset. As stations 26th and 29th September
show the highest spatial variability of all stations with the presence
of thicker areas, the fact that the GEM-2 mean and mode values
in these station are smaller than those measured by the MBS could
be linked to the underestimation of the GEM-2 in measuring the
thickness of the ridged areas. Station 1st October is mainly composed
of level-ice, hence the underestimation of the GEM-2 is not visible.
The GEM-2 collected mean and mode values are found to be larger
than the corresponding ones collected by the MBS. Two stations are
however not enough to prove such a hypothesis.
Due to the underestimation of the GEM-2 in measuring the draft of
sea ice ridges, it is expected to find longer tails for the histograms
created from the MBS datasets. This is found for station 26th
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September and 1st October, however Station 29th September shows
an opposite behaviour. It displays a set of measurements for thick ice
that reaches a maximum of 14.2 m, when the MBS dataset maximum
value is 6.8 m. This is probably due to the presence in this station
of thick deformed ice that was surveyed by the GEM-2, but was not,
or only partially, by the MBS. This example shows the limitations
of sampling sea ice thickness along different paths, as the ice spatial
variability hinders a direct comparison between the two sampling
methods.
Although the thin ice and thick ice ranges are not covered in
the same way by the two instruments, the mean and mode values for
all three histograms show a good agreement within the instruments
uncertainties thus validating the newly implemented workflow for
measuring sea ice draft with a multibeam sonar.
The histograms created from the MBS datasets show a much smoother
shape when compared to those retrieved by the GEM-2. This is
due to the higher amount of data collected by the MBS during each
survey, that is on average one order of magnitude more than the
amount collected by the GEM-2.
A high amount of data give a more accurate representation of the
actual sea ice draft distribution, so that a generally bimodal trend can
be recognised for the multibeam sonar datasets of the three surveys,
while the GEM-2 histograms show sea ice draft distributions with
multiple peaks.
This is shown in particular when the GEM-2 histogram in figure 5.23
is compared to the MBS histogram in figure 5.20. The multi-peak
distribution of the sea ice draft collected by the GEM-2 for station
29th September is probably caused by the sparse amount of data
collected by the electromagnetic device compared to the MBS. In this
station only a maximum of 2500 measurements for each sea ice draft
value are collected by the GEM-2, while 56000 counts are collected
by the MBS for the same station.
Even after accounting for the differences between the survey tracks of
the two instruments, it is expected that a higher number of collected
data during the GEM-2 surveys would lead to a smoother distribution
reproducing a bi-modal distribution similar to the one created from
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the MBS datasets.
The density of the collected measurements is not the only pa-
rameter to be compared between the two instruments, as the
footprint size must also be considered.
As previously stated, both the MBS and the GEM-2 footprint size
depend on the distance between the instrument and the sea ice
underside. By setting the same distance for both devices equal to
5 m, the resultant footprint size of the MBS is (0.26) × (0.26) m,
while the GEM-2 footprint is around (20) × (20) m, hence in this
case the footprint of the MBS is almost two orders of magnitude
smaller than the GEM-2 one. In general the GEM-2 footprint is wider
than the MBS one. This enables the MBS to collect more accurate
measurements, especially in regions of thick ice such as in the presence
of a ridge. The large footprint of the GEM-2 is also the cause of
the already mentioned ridge underestimation, explained in section 3.3.
In turn, the MBS system for sea ice draft measurements is not
free of issues. The ROV is a complicated vehicle to be operated, while
the GEM-2 surveys take place simply by pulling a sledge.
While the GEM-2 needs the Magna Probe to sample the snow depth,
the MBS needs the pressure sensor depth measurements in order
to retrieve sea ice draft. Concerning this, in this study these two
instruments are mounted in different positions on the ROV. This is
because they cannot be positioned on top of each other for obvious
reasons, and therefore they monitor slightly different parts of the
sea ice underside. The sea ice draft calculated using the resulting
measurements is therefore affected by this misalignment. As this
study represented a first attempt to measure sea ice draft using the
MBS, this misalignment was not taken into account. However, a
study of this issue is suggested for future operation, especially in case
of planned high resolution surveys.
In conclusion, the statistical values of the datasets measured by
the MBS and the GEM-2 are in good agreement between the two
methods and validate the new processing workflow implemented
during this thesis work. The thin and thick ice components show
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some differences due to the high spatial variability of the sea ice draft
over the stations, and to the different survey tracks followed by the
two instruments.
Comparing the two methods show that the issues of using the GEM-2
over areas of ice thinner than 0.3 m and over ridges do not occur when
measuring sea ice draft using the MBS. Hence, the MBS represents
a valuable source of thin ice measurements, important for modeling
ice growth. Although in this pilot project the collected MBS datasets
could not be used for sea ice growth investigations, this study
showed that there is no instrumental obstacle in targeting future
surveys with this purpose. Moreover, even if the MBS represents a
technically demanding method of measuring the sea ice thickness, it
is a non-destructive sampling method suitable for repeated surveys
on the same area.
For a future study of the comparison between the two instruments,
it is suggested to follow the same tracks during a survey or to cover
thoroughly the same survey area using the mow the lawn technique.
This study showed the validation of the MBS implemented workflow
through the good agreement with the GEM-2 datasets. Future
surveys could also compare the GEM-2 and MBS datasets to ice cores
taken during the same survey for further thickness comparison.
6.4 Sea ice growth model validation
The results obtained from the study of the sea ice thickness growth in
section 5.7 are here discussed. The field data measurements used for
this growth study are compared the sea ice growth model predictions
of section 3.6.2. In section 5.7 the FDD model was used to investigate
a potential component of sea ice thermodynamical growth between
the three stations. The FDD model growth law was parameterised
using formula 5.2 and the coefficients a and b were calculated using
the collected field data according to the model.
After a period of 6 days with the values for temperature, snow, and
initial ice thickness presented in section 5.7, the final ice thickness
resulting from the use of the model is 0.63 m (see table 5.12). Hence,
the resulting sea ice thermodynamical growth rate would be equal to
5 mm/day. This result is in good agreement with the values of sea ice
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growth rate found in the Arctic for similar environmental conditions
and during the late growing season (see for example [53], [82], [8]).
The same formula was used to fit the trend in time of the thin
ice thickness mode values collected for the three stations during
the surveys. The resulting fit coefficient a and b presented in table
5.11 do not agree with the parameters calculated using the FDD
model. Being the final sea ice thickness measured 0.9 m, the resulting
hypothetical sea ice thermodynamical growth would be of 50 mm/day.
A comparison between the final values of modelled and field data sea
ice thickness presented in table 5.12 shows a difference of 30 cm, and
a difference of one order of magnitude between the sea ice growth rates.
In section 5.7 the result of the use of the model for sea ice
growth implemented by Anderson is also used to calculate the
hypothetical final sea ice thickness value for the period studied in
this work. The final value of 0.7 m reported in table 5.12 would lead
to a sea ice thermodynamical growth of 20 mm/day. This result is
in good agreement with the values found in literature for the early
stage of sea ice growth, up to 10 days, and with similar temperatures
( [53], [82], [8]).
However, this result is overestimated, as the α factor used in this
empirical model is smaller than the one measured during the study
period. Being the ratio of snow cover depth and sea ice thickness
larger in this study, it is expected to find a sea ice growth rate smaller
than the one calculated using Anderson’s model. Moreover, this
model only applies to sea ice thickness below 0.8 m, while in this
study thicker modes are also considered in the calculations, and could
lead to differences in the modelled final thickness value.
The field data can be modelled using the FDD model growth
formula, but the results do not represent the collected data. The
fitted parameters a and b do not agree with those calculated using the
FDD growth formula, therefore the model is not convalidated for the
collected sea ice thickness modes, with the measured environmental
values of initial ice thickeness, snow cover, and freezing-degree days.
In conclusion, the fit results show a possible thermodynamical growth
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that however does not match the conditions of study. This is probably
linked to the fact that a study of the thermodynamical growth is
inhibited by the high spatial variability between the three stations.
While the first two stations show thicker ice distributions, station 1st
October presents thinner sea ice. This might lead to different thin ice
mode values influenced by the local ice topography. Moreover, the
mean thinner ice together with the smallest amount of snow cover
among the stations, might have caused a faster growth for station 1st
October.
It is therefore found that in order to be able to determine a ther-
modynamical growth component, the spatial variability should be
minimised. The choice of using sea ice thickness modes with values
that are above the range of the thin ice might have compromised the
study. This choice was however forced by the datasets available, and
it demonstrated that it is not possible to detect a thermodynamical
growth component with this study asset. Therefore, future studies for
sea ice growth study should focus on time series of sea ice thickness
mesurements on the same area.
Althought the MBS datasets could not be used in this study as
time series for sea ice growth investigations, the measurements
collected during station 1st October reveal important information.
The FDD model prediction seem to be validated by the first mode
of thin ice in station 1st October. During the expedition this station
area was surveyed twice in a period of 4 weeks. During the first
time open water areas were reported, as it was the end of the Arctic
summer. After 4 weeks, the same area shows no more open water,
and the first sea ice thickness mode measured in this station is 0.2
m. A resulting growth of 20 cm in 4 weeks would give a growth rate
of around 7 mm/day, in good agreement with the values found in
literature.
6.5 Operational recommendations:
Advancements in approach and methods
During this work different enhancements to the multibeam sonar data
aquisition and handling are suggested.
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In addition to what has already been recommended for the MBS
resolution, more suggestions concern the data acquisition software
and script.
Concerning the renavigation files created by SPOT.ON, it is
suggested to create a dedicated MatLab script for data cleaning. This
would allow for a quick rejection of all data out of their physical
range, and avoid the large pitch and roll outliers that still affect
the MBS datasets. For the sake of efficiency, it is also suggested to
include in this script the offset between the MBS and the pressure
sensor positions.
Some issues linked to the non-synchronised time between the
MBS data aquisition and handling software, and the presence of
negative time to ping in the datasets found during this work were
promptly solved by AWI scientists.
Some operation limitation still remain and need some improve-
ment. The largest uncertainty in this work is linked to the USBL
positioning system. The respective uncertainty is as large as 1 m,
hence it inhibits the determination of the precise location of the
features mapped by the multibeam sonar.
However, this issue does not affect the final results of this work.
The statistics used to handle the huge amount of data for the entire
stations averages out the uncertainty spreading it on a big set of data
and does not change the final conclusions.
Moreover, the MBS datasets are affected by ray bending, hence
sound velocity profiles should be added for future surveys to achieve
accurate results, especially during deep dives.
A new calibration of the MBS at the beginning of each survey
is also suggested. Calibrating the instrument below the open water
area of the dive entrance hole could allow for a more accurate
determination of sea ice draft. As each MBS retrieved sea ice draft
map shows a component of negative draft values, measuring the open
water offset and using it in CARIS Hips during the Vertical shift
process could improve the results.
Chapter 7
Conclusions and outlook
In this thesis I successfully implemented a new workflow for sea ice
draft measurements using the data collected by the upward-looking
multibeam sonar mounted on the AWI remotely operated vehicle dur-
ing the Polarstern campaign PS101. The data were collected using,
besides many other sensors, a multibeam sonar and a pressure sensor
working in parallel. The resulting datasets were processed using the
software CARIS Hips. The new workflow enables the creation of sea
ice underside 3D topographic maps correlated with the respective sea
ice draft measurements. After the data handling in CARIS Hips, the
map statistical information can be easily exported into a more com-
mon software, such as MatLab. Hence, this workflow can also be used
for a quick visualisation and data handling of the multibeam sonar
data during field campaigns. The spatial resolution of the MBS was
also calculated in order to determine the resolution of the sea ice draft
maps created in CARIS Hips. These maps show a resolution as high
as 0.03 m along-track and 0.04 m across-track at 3.5 m depth, and a
vertical uncertainty of 0.1 m affects the sea ice draft measurememts.
The calculated footprint size of the MBS at 3.5 m is found to be (0.18)
x (0.18) m. Also, the MBS derived sea ice draft datasets are compared
to the sea ice thickness data collected by the GEM-2 that was oper-
ated during the same surveys. The comparison can take place after the
conversion of the GEM-2 datasets from ice thickness to draft using the
isostasy equilibrium. This procedure allowed for a direct comparison
of the sea ice draft distributions measured by the two instruments for
the same survey area. The two sampling methods were found to have
the same vertical resolution. In future surveys the MBS vertical reso-
lution could be improved by using the CTD mounted on the ROV to
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collect depth measurements. The two instrument distributions agree
well on the modal values within the intruments uncertainties. Some
differences are found in the thin and thicker part of the sea ice draft
distributions. The GEM-2 lacks any sea ice thickness measurement be-
low 0.3 m because of safety operational reasons, and it shows shorter
tails towards thick ice values, probably due to the instrument typi-
cal underestimation of deformed ice. Moreover, the high amount of
data collected by the MBS due to its sampling rate, that is double the
one of the GEM-2, create smooth bi-modal sea ice draft distributions.
Instead, the GEM-2 sea ice draft histograms show a multi-peak distri-
bution. The footprint of the MBS was calculated for different survey
depths. At the average depth of 5 m, the MBS footprint is found to
be two orders of magnitude higher than that of the GEM-2, therefore
it gives more accurate results, and makes the MBS an appropriate in-
strument for detailed surveys. From this study comparison the MBS
results to be a valuable source of thin ice measurements that are im-
portant for sea ice growth modelling; it gives accurate measurements
on deformed ice as it does not underestimate ridged areas as it hap-
pens for the GEM-2; and it can be operated under any ice thickness,
without any lower threshold limitations. Altough the GEM-2 is an
easy device to be handled, while driving the ROV is a demanding pro-
cess, the MBS has the merit of being a versatile, comprehensive, and
multidisciplinary sensor platform. The MBS is also a non-destructive
sea ice draft sampling method suitable for repeated surveys.
In conclusion, the good agreement of the two methods on the modal
and mean values proved the validity of the newly implemented work-
flow. A future combined operation of the two instruments on the same
survey area, respectively under and above the sea ice, would allow for
a comprehensive study of the sea ice thickness, sea ice surface mor-
phology, and sea ice underside topography.
Suggestions were formulated in order to improve the MBS data aqui-
sition and respective script after some issues were found during the
data handling of the MBS. Among other improvements, a better posi-
tioning system and the use of a sound velocity profile for sonar range
calculations are recommended for future surveys.
Also, estimates of the ROV diving parameters have been calculated
in order to indicate the best resolutions achievable for different future
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survey settings and purposes.
Finally, the freezing-degree days model for sea ice growth was applied
to investigate potential changes of the thin ice thickness over time be-
tween the three stations due to thermodynamical growth. The snow
depth measurements collected over the survey stations by the Magna
Probe were taken into account when using the model. The FDD model
formula for sea ice growth was used to fit the GEM-2 collected thin ice
mode values. It is found that the model does not agree with the field
data. Most probably the determination of a sea ice thermodynamical
growth component is hindered by the high spatial variability of the
three survey areas. Nonetheless, the formation in one of the stations
of a few centimeters of new ice from open water during a survey pe-
riod of a month is found to be in good agreement with the growth rate
values found in literature.
The results of this thesis prove that the new processing workflow im-
plemented in CARIS Hips allows for a reliable, efficient, and high res-
olution retrieval of sea ice draft measurements collected by an upward-
looking sonar mounted on a remotely operated vehicle.
The methods presented in this thesis can be adopted for a future year-
round spatial and temporal study of sea ice thickness and underside
morphology, such as the upcoming drift campaign MOSAiC (Multi-
disciplinary drifting Observatory for the Study of Arctic Climate).
This type of survey would enable a constant study of the same ice
floe, providing time series of various sea ice properties. A potential
long term study of the thermodynamic growth and the application
of precise growth models to the results would become possible. A
year-round survey would also enable the study of seasonal transitions
that are necessary to fill the existing data gap during winter time in
the Arctic. During such a challenging survey, the multibeam sonar
together with the other many interdisciplinary sensors of the ROV
could be mounted on an autonomous underwater vehicle. This would
empower long, fast, and deep surveys, with no tether-limited ranges,
and operated by a very stable vehicle. These suggestions would help
to achieve a complete overview of the sea ice underside environment,
and contribute to the improvement of climate models.
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SPECIFICATIONS: 
240 kHz  FREQUENCY 
SWATH WIDTH Transmit:  120° x 3°  
(nominal beam geometry) Receive:   120° x 3° 
EFFECTIVE BEAM WIDTHS Narrow:  0.75° 
Medium:  1.5° 
Wide:  3° 
Default:  480 NUMBER OF BEAMS 
Selectable:  240, 120 
0.02% of range RANGE RESOLUTION 
75 m (246’) water depth RANGE 
150 m (492’) slant range 
0.5 m (1.6’) below transducer MIN. DETECTABLE RANGE 
Internally mounted OEM version of CDL MiniSense3 MOTION REFERENCE UNIT 
0.04° Pitch and Roll Accuracy:
Heave: 5 cm or 5% (whichever is greater) 
Internally mounted OEM version of AML Micro•X SOUND VELOCITY SENSOR 
1400 m/s to 1600 m/s +/- 0.025 m/s 
300 m (984’)  MAX. OPERATING DEPTH 
Contact Imagenex if a greater depth rating is required (Submersion depth) 
Ethernet (100 Mbps) using TCP/IP INTERFACE TO PC 
100 m (328’) on CAT5-e, longer cable runs possible with 
additional hardware 
MAX. CABLE LENGTH 
Underwater wet-mateable 8 conductor CONNECTOR 
22 - 32 VDC at less than 15 Watts POWER SUPPLY 
(sonar head only) 
306 mm (12.05”) L x 118 mm (4.63”) H x  
94 mm (3.68”) W 
DIMENSIONS  
4.2 kg (9.5 lbs) WEIGHT:  In Air 
 
                 In Water 
 
1.9 kg (4.2 lbs) 
Polyoxymethylene (i.e. Delrin), Titanium, PVC,  
Titanium connector 
MATERIALS 
2 port Ethernet switch (DT101 PC and Survey PC) POWER SUPPLY/ TIMING BOX: 
Interfaces to:  
     DT101  DT100 Sensor Interface Relay 
(DT100 SIR)       GNSS (GPS) 
     Gyro / Heading Sensor 
100 – 240 VAC or 12 – 36 VDC input range 
Dimensions: 394 mm (15.5”) x 314 mm (12.4”) x  
                     92 mm (3.6”) 
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WINDOWS™ OPERATING SYSTEM Windows™ XP, Vista, 7, 8 
Sector, Linear, Perspective, Profile, Beam Test DISPLAY MODES 
1 – 300 seconds PERSISTENCE (TRAIL) 
5 m, 10 m, 20 m, 30 m, 40 m, 50 m, 60 m, 80 m, 100 m, 
150 m, 200 m 
RANGE SCALES 




     RAW DATA 
     PROFILE POINT (filename).D1P 
2 GHz Pentium 4 RECOMMENDED 
MINIMUM COMPUTER 
REQUIREMENTS: 
256 MB RAM 
20 GB Hard Disk 
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Standard 837B-000-442 300 m UNIT 
Standard 837-000-007 Sensor Interface Relay box 
(DT100 SIR) 
IP Address* Option                       -020 
 
*Note: Standard IP Address is 192.168.0.2   
 A different IP Address may be specified upon ordering. 
Product and company names listed are trademarks or trade names of their respective companies. 
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Appendix B








1. Principal folder structure:  
 




 One extra folder where to save Sessions, Surfaces and so on 
 
 
Project folder structure:  
Every project must contain ONLY the folder with the lines of the project (that will be created during the 
building up of the project in CARIS) and the CARIS project (.hips file) 
 
 





2. Create new project: 
 
Open CARIS Hips -> File -> New -> Project  
 
 
Choose a folder where to save the file 
“Add project” -> i. e. “Project1” here 
“Add vessel”  -> BEAST 





If the project is linked to a set of data or a previous project, right click on the new project to be created 















Choose the right coordinate reference 
system:  
For PS101 (and probably for PS106 too) 
the choise is: 








Choose the project extent for the area of 
the survey: 
It can be left as it is found (here to the 
left) for a new project or limited to the 
area if the coordinates are well known. 
If some areas of the survey want to be 


















3. Vessel file: 
 
The vessel file must contain all the offsets for the sensors involved in the survey. 
To read and modify the Vessel file, open CARIS -> Tools -> Editors ->  Vessel editor 
 
Our vessel file contains: gyro, pitch, 
roll and svp. 
Every sensor has to be switched on 
setting the tab “Apply” -> YES. 
In our case the offsets are set as zero. 
There is no heave offset, as no heave 
sensor is used. 
For the Navigation the Ellipsoid has to 






If a sound velocity profile is going to be used during PS106 the Vessel file must be modified: the 




NOTE: At this point the project has been created: it can be opened and the Vessel file can be checked but 
no data are present.  









4. Import raw data 
 
The project is ready but empty: raw data must be imported to recreate the lines of the survey 
 
 
To import the raw data from DT101 first open 
the project in CARIS, then: 













Select the File Type ->  Raw Data 
Now select the files to import from the 
folder where they are stored. 
The extension of the files is .D1P 
 
I prefere to have a folder that contains 
all the raw data from the surveys in a 
handy position, so that it is easier to 
find the files when importing with the 
Wizard (i.e. “Raw_Multibeam_Data”) 
 
 





Choose the root: select the Project, 
Vessel and Day where to add the lines 









If necessary, add some filters 
“Navigation” extent filtering is useful 
if some parts of a line of the survey 
have to be excluded 
 
“Depth” filtering is also useful to 












Now click on Convert and wait for the lines of the survey to be processed. 







Open the project created. 
In the left part of the screen the imported raw data will appear as lines listed under the day of the 
project: i.e. 26sep2016-0001. 
Every line can be shown separately simply by unticking the other lines.  
When selecting the whole day, all the lines will be automatically selected. 
Blue lines are “raw lines”, while green lines are lines that have been modified and the changes have been 














The Merge function in CARIS Hips allows to apply a change to the selected lines and save the change. 
Merging must be applied after every modification to the lines, after applying Tide, Sound Velocity 
Profiles, after cleaning the data with the Editors and so on.  
To merge click on the icon shown in figure or click on: Process ->  Merge 




After merging all the previous changes will be saved and there is no direct, easy way to go back.  
 
Merging the same change several times is strongly not recommended. 
 
 





6. Tide  
 




A zero_tide.tid file must be created, 
specifying the temporal extent of 
this fictional zero tide. 
To create a tide file: 
Tools -> Editors -> Tide 









Remember to merge after every tide change.  
A red exclamation mark will appear next to the lines on 





NOTE: Always empty the Recycle bin. Lines or parts of the project in the bin can disturb the processing. 
 
 





7. Import Renavigation Data 
 
Renavigation data must be imported in the project to allow for the SPOT.ON software recalculation and 
interpolation of the raw data. 
File ->  Import ->  Generic Data Parser (GDP) 
 Open the survey raw data in the Renavigation folder: File ->  Open Raw Data 
 Create a new (File ->  New) or use an old parser (File ->  Open) (parsers should be 
saved in a specific folder inside the “’Extra Folder”) 













NOTE: The text sheet in the Renavigation folder has to be modified before it can be used in the GDP! 
 Delete raws containing NaN. 
 Check that the time stamps are correct and match between SPOT.ON and HIPS. The data parsers 
that I have used and that I show below take already into account a time shift for this problem. As 
the time shift changes from station to station, either this time stamps problem has been solved 
before PS106 or every station has to be checked individually. 
 Add the fix time offset between the SPOT.ON and CARIS Hips that varies for every survey. 
 Rewrite the time stamps changing the seconds part from milliseconds to decimal seconds. 
 If negative time to ping values occur, check the MatLab script first (it must have an absolute 
value for the time to ping calculation). 
 Delete values of gyro that are not in the range between 0° and 360°. 
 Delete negative depth values. 
 Subtract an offset of around 20 cm to the depth values to make up for the distance between the 
two sensors: multibeam sonar and pressure sensor. 




File Header                                                                                                    File date 
 
Time stamps                                                                                                Sound Velocity 
 
Navigation- Latitude                                                                                Navigation- Longitude 




     Gyro                                                                                                       Pitch 









      Roll                                                                                                       GPS Height 
  
 















        





Running the GDP: 
 
 









Select the lines to update or the whole day if 























Choose the Navigation Coordinate Type. 







Navigation and Depth filters  















Now Convert the data and check the results: a summary of Accepted and Rejected data is given after 
every conversion. Then simply close the GDP and merge the lines using Tide -> GPS 
 




















At this point the lines of the survey look different: they have been merged taking into account Tide and 
Renavigation. 
They are ready to be used to create a surface.  
 First select the lines that you want to use, or the day in case the surface should cover every line 
 Then select: Tools -> Surfaces -> New -> Regular Gridded 
 
 
Name the Surface and save it in a folder. 
I suggest to have a folder just for Surfaces for every 
survey. The folder should be collocated in the “Extra 
folder” and never in the “Main folder”, just like for 










Choose the area extent for the 
surface. 
This symbol allows to 
select a precise area 








The resolution can be set to 0.05 m. 









Other options can be changed at this stage. 
 
Make sure the Rejected status is not ticked so that 
rejected data will not be included in the surface. 
 
Click on Complete. Note that for surveys with a significant 
number of data this process can take several minutes. 





Several editors can be used to clean the surface. Their use is well explained in the CARIS Support Guide. 
A suggestion to improve the efficiency is to use these editors in temporal order: 
 Navigation editor 
 Attitude editor 
 Swath editor  
 Subset editor 
 
 
10. Other suggestions 
 
 Always save Parsers, Sessions and Surfaces at the end of the day. Make several copies that can 
be useful to go back to and work on, as some of the changes (i.e. the merge) are permanent. 
 Save Parcers, Sessions and Surfaces in the “Extra Folder”, never in the “Main Folder”. 
 If CARIS struggles to open a project, just start opening a surface instead. 
 Always check the Log Viewer at the bottom of CARIS window to keep an eye on the processes 
and of any possible change that has taken place. 
 
 
For any further doubt check CARIS Hips Documentation: 
Help -> User guide -> Reference guide 
 
 





Snow depth-sea ice thickness
regression plots
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