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In a recent paper by Craven and Mond a unified proof is given of the Fritz 
John necessary theorem for nonlinear programming problems over cone 
domains. This note will underscore some necessary assumptions that are needed 
to establish this generalization which are not stated, but assumed in the proofs 
given by Craven and Mond. 
1. INTRODUCTION 
Many recent articles in the literature have considered necessary conditions 
for nonlinear programming problems over cone domains. Mangasarian and 
Fromovitz [6j established the Fritz John Necessary Theorem without constraint 
qualifications. Craven and Mond [2] and [3] have generalized the results in [6] 
to complex functiohs on complex spaces over cone domains. Gulati [4] has 
shown that the results in [2] and [3] are sufficient for certain problems with 
convex and concave functions. 
This note will focus on the proofs given in [3] and show that there must exist 
some added assumptions. 
Craven and Mond in [3] considered the following theorem: 
THEOREM (pg. 776, [3]). Let +: R” -+ R, g: R” -+ Rm, h: R” -+ R’ be 
dz@rzntiable mappings; SC Rm be a polyhedral cone with nonempty interior. A 
necessary condition for the minimization problem :
Minimize 4(x) 
subject to 
-g(x) E s and h(x) = 0; (1) 
to have a local minimum at x = a is that there exist T E R+ , v E S* and w E R”, 
not all zero, such that: 
T+‘(a) + Gg’(a) + w%‘(a) = 0 
v’g(a) = 0. 
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The proof of Theorem 1 assumes when h’(a) has full rank that the proof 
follows by appealing to a lemma on pg. 776 in [3]. In this lemma, however, its 
proof uses the implicit function theorem given in [l] and requires that the rank 
of h’(a) = k < n if h(t) = 0 is to have a solution [* = a + ta: + n(t) for a 
sufficiently small t > 0. Moreover, this vector f* is shown to be a feasible 
so&ion of (I) which is true if in every open ball‘fi,(a) r\ X, where X is the 
feasible region, there exists ci $1 a such that g(6) E Int S and h(6) = 0. Consider 
the following example: 
minimize -x 
subject to 
G-110 
--xs+1<0 
x2 - 1 =o. 
Clearly, a = 1 solves the above problem, but there does not exist a feasible E* 
for any t > 0. Hence, two assumptions are needed to establish this lemma. 
Consequently, the proof of Theorem 1 requires a proof which considers the 
case when the rank of h’(u) = Y (=n); this case can easily be shown by following 
the proof given in [5], pg. 164. 
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