A principal goal of pervasive computing is to make the actual computing part of it and its enabling technologies essentially transparent. [1][2][3] This transparency is partially possible because a pervasive computing environment is a collection of embedded, wearable, and handheld devices wirelessly connected, possibly to fixed network infrastructures such as the Internet. Devices in such environments have serious resource constraints and high vulnerability, and they form numerous webs of short-range and low-power mobile ad hoc networks to exchange information. This networking characteristic distinguishes pervasive computing environments from existing wireless and mobile phone networks, where fixed infrastructures enable communication.
Reconfigurable ContextSensitive Middleware for Pervasive Computing
A principal goal of pervasive computing is to make the actual computing part of it and its enabling technologies essentially transparent. [1] [2] [3] This transparency is partially possible because a pervasive computing environment is a collection of embedded, wearable, and handheld devices wirelessly connected, possibly to fixed network infrastructures such as the Internet. Devices in such environments have serious resource constraints and high vulnerability, and they form numerous webs of short-range and low-power mobile ad hoc networks to exchange information. This networking characteristic distinguishes pervasive computing environments from existing wireless and mobile phone networks, where fixed infrastructures enable communication.
Existing system prototypes and literature indicate that pervasive computing applications operating in ad hoc network environments usually exhibit two characteristics: context sensitivity and ad hoc communication. [3] [4] [5] [6] [7] An application software system's context is any detectable and relevant attribute of the software's host device, the software's user, the host device's surrounding environment, and the interaction between the host device and other devices. [8] [9] [10] Context sensitivity (or context awareness) is an application software system's ability to sense and analyze context from various sources; it lets application software take different actions adaptively in different contexts. Ad hoc communication describes the links among application software in various devices because they tend to be spontaneously established and terminated due to changing contexts, device mobility, and resource fluctuation.
Context sensitivity and ad hoc communication cut across system and application layers. Sometimes, applications need to exploit their context sensitivity to communicate with other devices. 11 A middlewareoriented approach can effectively address such issues by providing development and runtime support and by striking a balance between awareness and transparency to the application software. 12, 13 In this article, we present Reconfigurable Context-Sensitive Middleware to show how to achieve this balance (see www.eas.asu.edu/~rcsm). 10, 14 What is RCSM?
We can divide currently available middleware for pervasive computing applications into two main categories based on how that middleware supports interaction among devices. The first category lets application software indirectly communicate with each other by writing to and reading from one or more shared (but structured) spaces. 15, 16 Such middleware only treats contexts based on the data stored in tuple spaces, thereby ignoring the device's state (where the application software executes), network layers, and the surrounding environment as part of the overall context. The second category provides message-oriented semantics where application software objects see each other through mechanisms similar to remote procedure calls. [17] [18] [19] Our RCSM (see the "Glossary"for this and other terms) is a middleware designed to facilitate applications that require contextawareness or spontaneous and ad hoc communication. However, the mechanisms in RCSM that provide these two properties are not completely independent. In other words, we support these two characteristics in RCSM in such a way that it becomes possible to facilitate a third type of applications that exhibits more complex behavior than context-aware applications or ad hoc collaborative applications do individually.
As Figure 1 shows, we characterize the property of this type of application as context-sensitive ad hoc communication. We consider all three types of application to be equally important for pervasive computing environments. Although finding examples of simply context-aware or simply ad hoc collaborative applications is easy, we have observed that context-aware ad hoc collaborative applications, such as context-aware messaging applications, are steadily emerging. 11, 20, 21 RCSM also has several major features that address important middleware characteristics (see the related sidebar).
Object-based development framework
Similar to mature middleware standards and prototypes such as CORBA, COM (Component Object Model), and TAO (the ACE ORB, Advanced Computing Environment Object Request Broker) 22 for fixed networks, RCSM provides an object-based framework for supporting context-sensitive applications. Taking an object-based approach in RCSM presents additional leverage beyond the benefits that simple object orientation provides. RCSM models context-sensitive application software as context-sensitive objects, which consist of two parts: a context-sensitive interface and a contextindependent implementation. The interface encapsulates the description of the application's context awareness, whereas the implementation remains context free.
Application-specific adaptive object containers
For context-sensitive application software, RCSM provides adaptive object containers (ADCs) for runtime context data acquisition, monitoring, and detection. Each application object needs different contexts. Thus, as Figure 2 shows, RCSM's context-aware interface description language (CA-IDL) compiler generates a custom-made ADC tailored for a particular context-sensitive object. During runtime, the ADC communicates with the underlying system to acquire context data and then performs periodic context analysis as specified in the context-sensitive interface. It also communicates with the object implementation to activate different actions whenever the ADC detects suitable contexts as a result of the context analysis.
Context-sensitive object request broker
For pervasive application software that needs ad hoc communication support, we provide RCSM a context-sensitive object request broker (R-ORB) as the key mechanism for providing communication transparency for context-sensitive application software. R-ORB hides the intricacies of ad hoc networking. It also performs device and service discovery on the behalf of the context-sensitive objects whenever the objects' context specifications become true. We use a symmetric communication model in R-ORB to allow ad hoc and applicationtransparent information exchange between a pair of remote context-sensitive objects.
A classroom example: Two scenarios
Consider an instructor and his students using their PDAs to collaborate in a classroom. In one scenario, when the instructor is near the projection screen and the light in the classroom is turned down, the context indicates that the instructor is about to present some teaching material, which triggers the instructor's PDA to distribute the presentation material to the students' PDAs. In another scenario, students are divided into small groups to collaboratively solve a specific in-class problem. During group discussion, the instructor moves from one group to another to check the students' progress. When the instructor is near a particular group of students and he is facing the group, the instructor's PDA interprets this activity as an interest in that group. This context data lets the instructor's PDA join the student group for a short duration to download that group's discussion material.
These two scenarios show the following three common characteristics of pervasive computing applications.
Context sampling and detection
The facts that the instructor is near the projection screen and that the classroom becomes dark are two key pieces of data that the application software in the first M iddleware addresses two broad characteristics of pervasive computing: the trade-off between awareness and transparency and cooperation between development support and runtime services. However, it must address specific characteristics as well.
Broad characteristics
Looking into other research, [1] [2] [3] [4] [5] we learn an important lesson about building effective middleware for pervasive computing environments: how to provide a balance between awareness and transparency. 6 This contrasts with middleware for traditional computing environments, where providing complete transparency of the underlying technology and the surrounding environments is the ultimate goal. Such an approach does not work for pervasive computing applications because being aware of the surrounding environment is the key to their effectiveness. However, emerging applications for pervasive computing indicate that an appropriate level of transparency is a desirable feature to reduce the application software's complexity and to optimize the use of system resources in adverse conditions.
Although we mostly see the real benefits of middleware during software execution, the difference between just good and widely successful middleware is how easily it lets the application software developers exploit its various capabilities. Well-defined development processes and programming environments are equally important to developers.
Specific characteristics
In light of these broad characteristics, middleware for pervasive computing should also demonstrate specific characteristics to facilitate pervasive computing applications. scenario needs. The second scenario requires the analysis of two context attributes: the instructor's location and direction.
Spontaneous context-aware ad hoc communication
The first scenario indicates that the instructor's PDA distributes the lecture materials to the students' PDAs as soon as appropriate contexts are valid. This also implies that the instructor's PDA must discover other PDAs in the vicinity, check that they do indeed "need" the lecture material, and establish temporary communication links.
Ad hoc ephemeral group establishment
The second scenario indicates that students' PDAs dynamically form a group, which is valid only for the class's duration. Moreover, the instructor's PDA dynamically joins a particular group of students for a short duration to download the group's solutions to the in-class problem.
RCSM's key capabilities
Although contexts can conceptually cover all aspects of a pervasive computing application's environment, the context captured by a specific application software is limited by the scope and capabilities of the host device's sensors and operating system. Using context information is sometimes difficult due to complex sensor handling, context abstraction, and heterogeneous context sources. 23 How to incorporate context awareness into an application to make it more intelligent is also a practical problem. Moreover, because pervasive computing applications can have different requirements for using contexts, the current development process of such applications lacks a uniform and standard procedure for developers to follow.
Several research groups have tried to overcome the difficulties in developing context-sensitive applications. In the Context Toolkit, a predefined context is acquired and processed in context widgets and then reported to the application through application-initiated queries and callback functions. 23 The Tea project provides query primitives for applications to acquire context information. 24 We chose to design our context-processing system to directly trigger the appropriate actions in an application object rather than have the object itself decide which method (or action) to activate based on context. Our primary motivation was to extend existing context-sensitive applications by adding new context sources. We also wanted to easily let multiple concurrent contexts trigger a specific action. As we mentioned earlier, we divide contextsensitive application software into two separate parts as shown in Figure 2 . The first is an interface that encapsulates the application's context sensitivity. More specifically, this interface lists the contexts the application uses, a list of actions (functionality) the application provides, and a mapping between the specified contexts and these actions that clearly indicates when an action should be completed based on specific context values. The second part is the actual implementation of the actions that the application software must provide.
The important characteristic of this structure is that the implementation is completely isolated from context specification, meaning it is context independent. This is where RCSM's strength becomes visible. Using the context-sensitive interface, RCSM determines which context to monitor and which of the applications' actions to activate whenever a specified context is valid. The developer simply focuses on implementing the actions in his or her favorite language without worrying about context monitoring, detection, and analysis. Our CA-IDL lets application developers uniformly specify the context-sensitive object interface. Instead of being static context-processing mechanisms, the type of ADCs that can be generated by the CA-IDL compiler is virtually unlimited. For a different requirement, the application developer just needs to specify a different interface in the CA-IDL file and compile it to generate a new ADC. Figure 3 shows an example of a context-sensitive interface in CA-IDL. In this interface, three context variables are defined from our first scenario example: the instructor's being near the screen, darkness, and light. The expression C1 ^ (C2 → C3) uses our operators to specify the temporal relationships among C1, C2, and C3. This particular expression indicates that C1 (instructor is near the screen) and C3 follows C2 (darkness follows light) must occur to transparently activate the distribute method.
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PERVASIVE computing http://computer.org/pervasive If multiple context triggers occur for methods in the same object, the corresponding ADC invokes the corresponding methods in the order in which they appear in the object's interface. If these context triggers correspond to different objects, no conflict occurs because each object has its own ADCs that run independently of each other.
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Spontaneous interaction support in R-ORB
Several challenges exist to letting application objects easily participate in spontaneous interaction. First, network connections in mobile ad hoc networks-the usual network technologies for enabling spontaneous networking-are often instantaneously established and terminated due to device mobility. Second, changes in the various contexts cause application objects to adapt their operations continuously. This adaptation also affects communication, thereby demanding a seamless interoperation between context detection, triggering, and communication establishment mechanisms. Third, the heterogeneity of devices, network technologies, network types, integration with the physical objects, and the breadth of functional heterogeneity make achieving interoperability among application objects difficult. 5 Fourth, a set of core reusable services (such as service discovery, resource management, and object persistence) is usually required for any system support to provide more practical solutions for distributed collaboration.
Some notable client-server middleware technologies for both enterprise and mobile networks support an asymmetric communication model in which the ORB propagates a method invocation request from a client to a particular server object. Clearly, connecting to a server implies that a client must discover the server dynamically or use prior information. Application objects executing in ad hoc environments are completely autonomous and thus, characterizing them as either clients or servers is hard. Moreover, there is no guarantee that they have any prior knowledge of each other. We need a symmetric communication model that lets a pair of remote objects communicate without really knowing or seeing each other. Other middleware technologies promote such communication models. For example, Lime 15 and Tspaces 16 use tuple spaces to let objects transparently communicate with each other.
We prefer a message-oriented and application-transparent communication model because it lets us take a publish-subscribe approach, easily support more complex communication patterns, and allow contextsensitive communications. We adopted this approach in RCSM and call it a context-triggered communication model. The RCSM ORB supports communication in this fashion. However, having a context-triggered communication protocol, which is internal to the R-ORB, does not suffice. We still need a good "packaging" solution to uniformly ease both the development and runtime aspects between the context-processing layer (the ADCs) and the communication layer (the context-triggered communication mechanism). We chose this (the CORBA, ORB-oriented) approach because the ORB functions as a single gathering point for
• Appropriately isolating the intricacies of various transport protocols from the application objects by providing platform-independent interfaces
• Providing uniform interfaces to deploy and use various distributed services in the middleware for enhancing the application objects' capabilities • Providing reusable mechanisms to facilitate object and service discovery, object registration, object activation and method invocation, and data marshalling over distributed environments
Without an ORB, these capabilities are difficult and often cumbersome to provide in the transport layer, operating system, and application layer.
Context-triggered point-to-point communication channel management. A context-triggered communication channel (CTC) between two devices is a type of communication link between two remote R-ORBs. Such an inter-ORB link is established and terminated primarily based on application-specific context specification. During application execution, the R-ORB performs proactive device discovery and uses its R-GIOP (RCSM General Inter-ORB Protocol) to establish and maintain a CTC with a remote device. The protocol establishes a new channel based on the following conditions:
• Reachability. Two devices-A and Bexist such that they are in each other's transmission range.
• Existence of context-aware objects. A and B each have at least one contextsensitive object.
• Suitability of activation in the current context. There exists at least one ADC component in both A and B that has recently generated a context-match event, implying that the application object associated with such an ADC has at least one method that can be invoked currently based on its context specification. Let these objects be //end of context-sensitive interface or other application-specific criteria, such as compatibility of radio-frequency identifiers, security attributes, and so on.
To perform channel establishment, the R-ORB provides an adaptive device and service discovery mechanism. As such, if no object in the device is currently suitable to be activated, then the device and service discovery services are completely turned off to save bandwidth.
Ad hoc ephemeral group communication using the R-ORB. In the second scenario example described earlier, students form dynamic groups only for the class's duration, and the instructor joins and leaves these groups for even shorter durations. As opposed to groups in traditional distributed systems, these student groups are dynamically formed and ephemeral. We call this kind of group a context-aware ephemeral group. CAEG management and communication use context as the collaboration agreement among several devices. The CAEG communication mechanism is an optional module of RCSM and relies on the R-ORB for ad hoc communication and on the ADCs for context analysis. Figure 4 shows how all of RCSM's components are layered inside a device. The R-ORB assumes the availability of reliable transport protocols; only one R-ORB per device is sufficient. The number of ADCs depends on the number of contextsensitive objects in the device. ADCs periodically collect the necessary "raw context data" through the R-ORB, which in turn collects the data from sensors and the operating system. Initially, each ADC registers with the R-ORB to express its needs for contexts and to publish the corresponding context-sensitive interface. RCSM is called reconfigurable because it allows addition or deletion of individual ADCs during runtime (to manage new or existing context-sensitive application objects) without affecting other runtime operations inside RCSM.
RCSM component integration
To show how the integrated components in RCSM work together, consider the first scenario in the earlier example. When the instructor is near the screen, the ADC generated from Figure 3 's interface finds that the new location is screen. At the same time, the light intensity is high, thus the ADC sees that light value as true. Then, the instructor turns off the light in the classroom at the beginning of the lecture, so the ADC sees this light value as false. Thus, the context expression specified in Figure 3 , C1 ^ (C2 → C3), is found to be true. The ADC conveys this context-match event immediately to the R-ORB, which then looks for a communication partner-that is, a remote contextaware object that has a matched interface.
When the R-ORB finds that partner (an object on a student's PDA, for example), it sets up a communication channel with that partner and notifies the ADC. The ADC then activates the associated action to download the materials. Both objects in the instructor's and the students' PDAs are invoked transparently through their respective ADCs while the R-ORB addresses the actual information exchange. This, in effect, achieves transparent and peer-topeer interactions.
T o evaluate RCSM, we are currently implementing a project called Smart Classroom as a testbed. Smart Classroom monitors the classroom context (location of students or instructor, noise, light, and mobility) and uses this context to trigger communication activity among the students and the instructor. Related work in this area is based on different infrastructures and has different objectives. For example, Smart Kindergarten uses sensor data on children or toys to make a record for the instructor to review children's activities and track their learning progress. 25 Smart Kindergarten analyzes and stores context data in a wired infrastructure. Classroom 2000 captures classroom context (teaching material or student notes) to automatically generate Webaccessible multimedia class files for the instructor and students. 26 Both projects convert context information and the analysis of context to permanent data (a record or an output file) for later use-neither uses context dynamically.
All the RCSM components in Figure 4 could be implemented in software. However, we have chosen a software-hardware codesign approach to explore the possibility of providing some of RCSM's functionality in commodity hardware cards and to identify the unique issues related to RCSM's hardware implementation. We are also building a software-only version of RCSM to quantify the potential performance benefits of the software-hardware codesigned
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PERVASIVE computing http://computer.org/pervasive version. In the software-only version, the ADCs, CAEG, and R-ORB run as separate processes on a Windows CE operating system. In the software-hardware codesigned version, the R-ORB runs on hardware. Field programmable gate arrays facilitate our hardware design, because we can easily load alternative gate-level designs of the R-ORB onto the same FPGA without fabricating custom hardware. We are using the Celoxica DK-1 tool to write the R-ORB behavior in HandelC, a parallel version of the C language. The VHDL (or Verilog) code generated by DK-1 is fed into a Synopsis FPGAExpress synthesis tool to generate the FPGA's gate-level design. In our current design, each node in the testbed has the configuration in Figure 5 , which consists of the following components: a Casio E-200 PDA; a Radiometrix radio packet controller (RPC); a Trenz Electronic USB-compatible Xilinx Spartan II FPGA board; a noise, light, and motion sensor; and a location-tracking component. We have also developed simple location-beaconing boards by integrating an FPGA with the RPC controller. The current CA-IDL compiler generates the ADCs in C++ for the Windows CE operating system. Each ADC takes on the average 3 Kbytes. The R-ORB's initial hardware prototype runs on a Spartan II FPGA. A particular version of the R-ORB designed to support 16 application objects (with 16 context-sensitive methods) and 16 concurrent communication channels currently occupies approximately 31,000 logic gates in this FPGA. The FPGA with this particular version of the R-ORB has a maximum clock cycle of 150 MHz. In each cycle, this version of the R-ORB can process 1 byte of data to and from the application layer and other devices. The current design only represents one particular implementation of RCSM. Figure 6 shows the future configuration, which will have a much more compact layout and can be used as a plug-in module on a PDA. 
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