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Løsningsforslag:
Dette er en samling av løsningsforslag til øvingene i emnet “MAT110 Statistikk 1” ved Høgskolen
i Molde fra v˚aren 2016. Samlingen inneholder totalt 7 løsningsforslag.
Det finnes ogs˚a en tilhørende samling med komplette oppgaver til disse løsningsforslagene. Sam-
lingen med oppgaver finnes i et eget hefte, separert fra dette oppgaveheftet.
Gratis:
B˚ade samlingen med oppgaver og tilhørende samling med komplette løsningsforslag kan lastes ned
gratis via Høgskolen i Molde sin a˚pne kursportal www.himoldeX.no.
Hvordan bruke denne samlingen av løsningsforslag?:
Man blir ikke god i statistikk kun ved a˚ se p˚a video. Man ma˚ løse oppgaver.
Videoer:
Komplette sett med forelesningsvideoer fra 2014, 2015 og 2016 finnes p˚a www.himoldeX.no.
Per Kristian Rekdal
Copyright c© Høgskolen i Molde, juni 2016.
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Løsning  1 
(2016) 
LØSNING: Oppgavesett nr. 1
“MAT110 Statistikk 1”, 2016
Oppgave 1: ( lokaliseringsma˚l og spredningsma˚l )
a) Eksempler p˚a statistiske størrelser som beskriver “sentrum”, alts˚a lokalisering,
av observasjoner:
Gjennomsnitt:
x =
1
n
n∑
i=1
xi (1)
hvor n er antall observasjoner og xi er verdien til observasjon nr. i.
Median:
median =

midtre observasjonen , n = odde
gjennomsnitt av to midterste observasjonene , n = like
(2)
Typetall:
typetall = den verdien som forekommer hyppigst (3)
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b) Eksempler p˚a statistiske størrelser som beskriver spredningen i observasjoner:
Modalprosent:
modalprosent = %-vis andel av observasjonene som har verdi lik typetallet (4)
Variasjonsbredde:
variasjonsbredde = differansen mellom største og minste verdi (5)
Empirisk varians:
S2x =
1
n− 1
n∑
i=1
(xi − x)2 (6)
hvor x er gjennomsnittet, n er antall observasjoner og xi er verdien til observasjon nr. i.
Empirisk standardavvik:
Sx =
√
S2x (7)
hvor S2x er varians.
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c) i) Empirisk kovarians:
Sxy =
1
n− 1
n∑
i=1
(xi − x)(yi − y) (8)
hvor x og y er gjennomsnitt, n er antall observasjoner, xi er verdien til
x-observasjon nr. i og tilsvarende for y.
Korrelasjonskoeffisient:
Rxy =
Sxy
Sx · Sy (9)
hvor Sxy er empirisk kovarians, Sx standardavvik for x-obervasjonene og
Sy er standardavvik for y-observasjonene.
ii) Sxy kan ha alle mulige reelle verdier, Sxy ∈ 〈−∞,∞〉.
iii) Rxy er normalisert og ligger mellom −1 og 1, Rxy ∈ [−1, 1].
iv) Rxy er et m˚al p˚a lineær korrelasjon mellom observasjonene xi og yi.
v) Rxy er enhetsuavhengig, dvs. ingen enhet.
1
1Dette betyr at Rxy har samme verdi uansett hva slags enhet man bruker for a˚ regne ut Sxy, Sx og Sy.
3
vi) Rxy = −1:
• sterk negativ korrelasjon, dvs. store x hører sammen med sma˚ y.
• lineær2 sammenheng mellom x og y, med negativt stigningstall
Rxy = 1:
• sterk positiv korrelasjon, dvs. store x hører sammen med store y.
• lineær sammenheng mellom x og y, med positivt stigningstall
Rxy = 0:
• ingen korrelasjon
• ukorrelert
2Lineær sammenhenger mellom x og y betyr at de kan skrives p˚a formen: y = ax+ b , (a og b er konstanter).
Lineær er alts˚a det samme som en rett linje.
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Oppgave 2: ( lokaliseringsma˚l og spredningsma˚l )
a) typetall = den verdien som forekommer hyppigst = 2 dager (10)
Det er flest ansatte som jobber 2 dager overtid.
Medianen som er definert som den observasjonen som inntreffer ved det midtre
observasjonsnummeret. Siden det totale antall observasjoner n = 1529
er odde s˚a inntreffer medianen ved observasjonsnummer
n + 1
2
=
1529 + 1
2
= 765 (11)
For de to første dagene (dag 0 og 1) er det 308 + 289 = 597 observasjoner.
For de tre første dagene (dag 0, 1 og 2) er det 308 + 289 + 551 = 1148 observasjoner.
Medianen inntreffer derfor ved
median = 2 dager (= k2) (12)
I dette tilfellet er alts˚a typetall = median.
b) modalprosent = %-vis andel av observasjonene som har verdi lik typetallet (13)
=
551
1529
· 100% = 36 % (14)
som er ganske høyt, dvs. en stor andel av de ansatte jobber overtid 2 dager i uken.
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Første kvartil inntreffer ved observasjonsnummer 0.25 · (n + 1) = 0.25 · (1529 + 1) = 383.
For de to første dagene (dag 0 og 1) er det 308 + 289 = 597 observasjoner. Dermed:
k1 = 1 dag (15)
Tredje kvartil inntreffer ved observasjonsnummer
0.75 · (n + 1) = 0.75 · (1529 + 1) = 1147.5 ≈ 1148.
For de tre første dagene (dag 0, 1 og 2) er det 308 + 289 + 551 = 1148 observasjoner.
Da er det akkurat innenfor. Dermed:
k3 = 2 dager (16)
c) kvartilavvik = k3 − k1 = 2− 1 = 1 dag (17)
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Oppgave 3: ( kovarians )
a) For a˚ regne ut standardavviket Sx trenger vi gjennomsnittet x¯:
x¯ =
1
n
n∑
i=1
xi =
71 + 47 + 23 + 27
4
= 42 (18)
Standardavviket Sx er da:
Sx =
√
S2x (19)
=
√√√√ 1
n− 1
n∑
i=1
(xi − x¯)2 (20)
=
√
(71− 42)2 + (47− 42)2 + (23− 42)2 + (27− 42)2
4− 1 = 22 (21)
For a˚ regne ut standardavviket Sy trenger vi gjennomsnittet y¯:
y¯ =
1
n
n∑
i=1
yi =
58 + 106 + 154 + 146
4
= 116 (22)
Standardavviket Sy er da:
Sy =
√
S2y (23)
=
√√√√ 1
n− 1
n∑
i=1
(yi − y¯)2 (24)
=
√
(58− 116)2 + (106− 116)2 + (154− 116)2 + (146− 116)2
4− 1 = 44 (25)
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Kovariansen er:
Sxy =
1
n− 1
n∑
i=1
(xi − x¯)(yi − y¯) (26)
=
1
4− 1
[
(71− 42)(58− 116) + (47− 42)(106− 116)
+(23− 42)(154− 116) + (27− 42)(146− 116)
]
(27)
= − 968 (28)
Vi kjenner n˚a Sxy, Sx og Sy. Dermed kan vi regne ut korrelasjonskoeffisienten Rxy:
Rxy =
Sxy
Sx · Sy (29)
=
− 968
22 · 44 = − 1 (30)
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b) Siden Rxy = −1 er det en linær sammenheng mellom pris og etterspørsel.
(Jfr. oppgave 1c vi i denne øvingen). Dermed kan vi velge to (vilk˚arlige) punkt
x = x1, y = y1 og x = x2, y = y2 fra tabellen i oppgavesettet, f.eks. x1 = 71, y1 = 58
og x2 = 47, y2 = 106. Dette innsatt i topunktformelen gir:
y − y1 = y2 − y1
x2 − x1
(
x− x1
)
(31)
y − 58 = 106− 58
47− 71
(
x− 71) (32)
y = − 2x + 200 (33)
c) Fra oppgave b vet vi at det er en lineær sammenheng mellom pris og etterspørsel.
Derfor er det
figur A (34)
som potensielt kan beskrive sammenhengen mellom pris og etterspørsel
for dataene i tabellen.

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Oppgave 4: ( korrelasjonskoeffisient - et ma˚l p˚a lineær sammenheng )
A A 
A 
B C 
D 
RAC = - 0.02 
RAB =  0.95 
RAD = - 0.70 
Figur 1: Sammenhenger mellom aksjene.
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Oppgave 5: ( aksjeanalyse )
a) Gjennomsnittet a¯ og b¯:
a¯ =
1
n
n∑
i=1
ai =
110 + 103 + 108 + 103 + 114
5
NOK = 107.6 NOK (35)
b¯ =
1
n
n∑
i=1
bi =
152 + 137 + 169 + 137 + 154
5
NOK = 149.8 NOK (36)
b) Plott av ai og bi: ( i = 1, 2, 3, 4, 5 )
a , b 
i 
170 
130 
90 
150 
110 
70 
1 2 3 4 
ai 
bi 
5 
( aksjekurser, NOK ) 
( måned nr. ) 
Figur 2: Plott av ai og bi.
c) Av figuren ser vi at aksjekursene til selskapet BETA (bl˚a kurve) varierer mest.
Derfor er BETA mest usikker.
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d) i) Varians:
S2a =
1
n− 1
n∑
i=1
(ai − a¯)2
=
(110− 107.6)2 + (103− 107.6)2 + (108− 107.6)2 + (103− 107.6)2 + (114− 107.6)2
5− 1 NOK
2
= 22.3 NOK2
S2b =
1
n− 1
n∑
i=1
(bi − b¯)2
=
(152− 149.8)2 + (137− 149.8)2 + (169− 149.8)2 + (137− 149.8)2 + (154− 149.8)2
5− 1 NOK
2
= 179.7 NOK2
ii) Siden S2b > S
2
a s˚a ser vi at dette stemmer med den grafiske konklusjonen
fra oppgave c i).
e) i) Kovarians:
Sab =
1
n− 1
n∑
i=1
(ai − a¯)(bi − b¯) (37)
=
1
5− 1
[
(110− 107.6)(152− 149.8) + (103− 107.6)(137− 149.8)
+ (108− 107.6)(169− 149.8) + (103− 107.6)(137− 149.8)
+ (114− 107.6)(154− 149.8)
]
NOK2 (38)
= 39.4 NOK2 (39)
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ii) Dermed blir korrelasjonskoeffisienten Rab:
Rab =
Sab
Sa · Sb =
39.4

NOK2√
22.3

NOK2 ·
√
179.7

NOK2
= 0.62 (40)
iii) Korrelasjonskoeffisienten har ingen enhet. Den er enhetsløs.
Lign.(40) er et eksempel som illustrerer dette.
iv) Siden Rab er positiv, dvs. Rab > 0, s˚a er det positiv korrelasjon.
Med Rab = 0.62 s˚a hører store a til “en viss grad” sammen med store b.
Dvs., til “en viss grad”, er det en positiv lineær sammenheng mellom a og b.

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Oppgave 6: ( Venn-diagram )
a)
A B 
A ∩ B 
Figur 3: Venn-diagram for P (A ∩B).
b)
A B 
B 
P( A∩B∩C ) 
Figur 4: Venn-diagram for P (A ∩B ∩ C).
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Oppgave 7: ( disjunkte begivenheter )
a) Venn-diagram for disjunkte begivenheter:
Ω 
A 
B 
Disjunkt: 
A ∩ B  = Ø. 
A og B inntreffer ALDRI 
samtidig. 
Ingen felles elementer. 
Figur 5: A og B er disjunkte.
b) Oppgaven g˚ar ut p˚a finne ut om begivenhetene A og B overlapper eller ikke.
Den spesielle addisjonssetningen sier at dersom to begivenheter er
ikke overlap︷ ︸︸ ︷
disjunkte,
dvs. A ∩︸︷︷︸
og
B = ∅, s˚a gjelder P (A ∪︸︷︷︸
eller
B) = P (A) + P (B). La oss derfor regne ut denne:
P (A ∪B) =
=0.6︷ ︸︸ ︷
P (A) +
=0.5︷ ︸︸ ︷
P (B) = 1.1 (ulovlig verdi) (41)
Dette er en ulovlig verdi. Derfor ma˚ P (A
og︷︸︸︷∩ B) 6= 0 ifølge den generelle
addisjonssetningen, dvs. A og B overlapper.
Konklusjon: A og B er
overlapper︷ ︸︸ ︷
ikke disjunkte.

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Løsning  2 
(2016) 
LØSNING: Oppgavesett nr. 2
“MAT110 Statistikk 1”, 2016
Oppgave 1: ( revisjon )
Før man starter a˚ løse oppgaven kan det lønne seg a˚ visualisere A og B:
 #  feil  
sannsynlighet 
Sannsynlighet   for   feil 
0.10 
0 1 til 3 4 til 6 7 til 9 10 til 12 >  12 
0.20 0.25 0.10 0.05 0.30 
A 
B 
Figur 1: Indikasjon av begivenhetene A og B.
a) En gyldig sannsynlighetsfordeling ma˚ være riktig normert:
6∑
i=1
pi = 0.10 + 0.30 + 0.25 + 0.20 + 0.10 + 0.05 = 1 (1)
b) i) Sannsynligheten P (A): 1
P (A) = 0.30 + 0.25 + 0.20 + 0.10 + 0.05 = 0.90 (2)
ii) Tolking:
P (A) = sannsynligheten for A
= sannsynligheten for et vilk˚arlig trukket Statoil-regnskap skal ha (3)
bilag som inneholder minst 1 feil, dvs. 1 feil eller mer.
1Alle tall som er innenfor for den røde linjen i tabellen, se tabellen i figur 1.
1
c) i) Sannsynligheten P (A): 2
P (A) = 0.10 (4)
siden A tilsvarer at det er 0 feil i bilaget for et tilfeldig valgt Statoil-regnskap.
ii) Komplementsetningen gir:
P (A) = 1−
= 0.90︷ ︸︸ ︷
P (A) = 1− 0.90 = 0.10 (5)
iii) Tolking:
P (A) = sannsynligheten for ikke A
= sannsynligheten for et vilk˚arlig trukket Statoil-regnskap skal ha
bilag som inneholder 0 feil,
alts˚a kun feilfrie bilag i et tilfeldig valgt Statoil-regnskap (6)
d) i) Sannsynligheten P (B): 3
P (B) = 0.10 + 0.30 + 0.25 + 0.20 = 0.85 (7)
siden B tilsvarer mindre enn 10 feil i bilaget for et tilfeldig valgt Statoil-regnskap.
ii) Tolking:
P (B) = sannsynligheten for B
= sannsynligheten for et vilk˚arlig trukket Statoil-regnskap skal ha
bilag som inneholder mindre enn 10 feil (8)
2Alle tall som er UTENFOR den røde linjen i tabellen, se tabellen i figur 1.
3Alle tall som er innenfor for den bl˚a linjen i tabellen, se tabellen i figur 1.
2
e) i) Sannsynligheten P (B): 4
P (B) = 0.10 + 0.05 = 0.15 (9)
siden B tilsvarer at det er 10 eller flere feil i bilaget for et tilfeldig valgt
Statoil-regnskap.
ii) Komplementsetningen gir:
P (B) = 1−
= 0.85︷ ︸︸ ︷
P (B) = 1− 0.85 = 0.15 (10)
iii) Tolking:
P (B) = sannsynligheten for ikke B
= sannsynligheten for et vilk˚arlig trukket Statoil-regnskap skal ha
bilag som inneholder 10 feil eller mer
f) i) Ut fra tabellen i figur 1 ser vi at A eller B inkluderer hele utfallsrommet:
P (A
eller︷︸︸︷∪ B) = 0.10 + 0.30 + 0.25 + 0.20 + 0.10 + 0.05 = 1 (11)
ii) Tolking:
P (A
eller︷︸︸︷∪ B) = sannsynligheten for A eller B
= sannsynligheten for et vilk˚arlig trukket Statoil-regnskap skal ha
bilag som inneholder 0 feil eller mer,
(alts˚a det inkluderer alle mulige Statoil-regnskap) (12)
4Alle tall som er UTENFOR den bl˚a linjen i tabellen, se tabellen i figur 1.
3
g) i) Sannsynligheten P (A
og︷︸︸︷∩ B) kan finnes ved a˚ se p˚a n˚ar A og B
i figur 1 OVERLAPPER:
P (A
og︷︸︸︷∩ B) = 0.30 + 0.25 + 0.20 = 0.75 (13)
ii) Siden vi kjenner P (A), P (B) og P (A
eller︷︸︸︷∪ B) s˚a kan vi bruke den generelle
addisjonssetningen:
P (A
og︷︸︸︷∩ B) = = 0.90︷ ︸︸ ︷P (A) + = 0.85︷ ︸︸ ︷P (B) − = 1︷ ︸︸ ︷P (A ∪︸︷︷︸
eller
B) (14)
= 0.90 + 0.85 − 1 = 0.75 (15)
iii) Uttrykke sannsynligheten P (A ∩B) med ord:
P (A
og︷︸︸︷∩ B) = sannsynligheten for A og B
= sannsynligheten for et vilk˚arlig trukket Statoil-regnskap skal ha
bilag som inneholder mellom 1 og 9 feil (16)
Figur 1 kan være til hjelp for a˚ innse dette (overlapp mellom A og B).

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Oppgave 2: ( økonomi , fond )
a) Vi skal trekke 10 fond ut av 75.
• rekkefølgen spiller ingen rolle, dvs. det er ikke-ordnet utvalg
• n˚ar et fond er valgt s˚a legges det ikke tilbake
Alt i alt, ikke-ordnede kombinasjoner u/tilbakelegging: situasjon 3 .
b) Fra formelsamlingen og kompendiet vet vi at antall kombinasjoner for et ikke-ordnet
utvalg u/tilbakelegging er gitt ved binomialkoeffisienten: ( N = 75 , s = 10 )
antall mulige komb. =
(
N
s
)
=
(
75
10
)
=
75!
(75− 10)! · 10! (17)
kalkis
= 828 931 106 355 ≈ 8.29 · 1011 (18)
c) i) Sannsynligheten for at et bestemt fond, f.eks. det beste (eller det 21. beste fondet),
er med blant finansforetakets s = 10 valg:
Av de s = 10 valgene er sikke = 9 av dem ikke best,
og kun ett valg sbest = 1 som er best.
I urnen er det kun en kule som er best, dvs. Nbest = 1.
Og Nikke = 74 kuler som ikke er best. Dermed:
P (beste fondet) =
antall gunstige kombinasjoner for a˚ f˚a det beste fondet
antall mulige kombinasjoner totalt
(19)
=
(
Nikke
sikke
)(
Nbest
sbest
)
(
N
s
) (20)
=
(
74
9
)(
1
1
)
(
75
10
) kalkis= 2
15
≈ 0.133 (21)
5
ii) Sannsynligheten for at et bestemt fond, uansett hvilket fond det skulle være, er
med blant finansforetakets s = 10 valg finnes samme metode som i forrige deloppgave.
Derfor:
P (21. beste fond) = P (beste fond) =
2
15
≈ 0.133 (22)
d) i) Sannsynligheten for at to bestemte fond, f.eks. de to beste, er med blant
finansforetakets s = 10 valg:
Av de s = 10 valgene er sikke = 8 ikke blant de to beste,
og kun sbest = 2 som er blant to beste.
I urnen er det Nbest = 2 kuler som er de to beste.
Og Nikke = 73 kuler som ikke er blant de to beste. Dermed:
P (2 beste fond) =
antall gunstige kombinasjoner for a˚ f˚a de 2 beste fondene
antall mulige kombinasjoner totalt
(23)
=
(
Nikke
sikke
)(
Nbest
sbest
)
(
N
s
) (24)
=
(
73
8
)(
2
2
)
(
75
10
) kalkis= 3
185
≈ 1.62 · 10−2 = 0.0162 (25)
ii) Sannsynligheten for at to bestemte fond, uansett hvilke to fond det skulle være,
er med blant mine s = 10 valg finnes samme metode som i forrige deloppgave.
Derfor:
P (7. beste og 19. beste fondet) = P (2 beste fondene) (26)
kalkis
=
3
185
≈ 1.62 · 10−2 = 0.0162 (27)

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Oppgave 3: ( revisjon )
a) Dette er en tellesituasjon med uniformt utfallsrom. Da kan vi bruke urnemodellen.
PA11 =
antall gunstige utfall
antall mulige utfall
=
12
2000
= 0.006 (28)
PA12 =
antall gunstige utfall
antall mulige utfall
=
24
8000
= 0.003 (29)
b) Samme metode som a:
PB11 =
antall gunstige utfall
antall mulige utfall
=
20
4000
= 0.005 (30)
PB12 =
antall gunstige utfall
antall mulige utfall
=
2
1000
= 0.002 (31)
c) i) PA11 > PB11 ⇒ strategi A er best for 2011.
ii) PA12 > PB12 ⇒ strategi A er best for 2012.
Alts˚a strategi A er best for begge a˚rene hver for seg.
d) Strategi A og B n˚ar man ser begge a˚rene under ett:
PA =
antall gunstige utfall
antall mulige utfall
=
12 + 24
2000 + 8000
= 0.0036 (32)
PB =
antall gunstige utfall
antall mulige utfall
=
20 + 2
4000 + 1000
= 0.0044 (33)
Dermed:
PA < PB ⇒ strategi B er best n˚ar man ser begge a˚rene under ett.
7
e) Dersom vi ser p˚a 2011 og 2012 hver for seg s˚a er strategi A best begge a˚rene, jfr. oppgave c.
Dersom vi ser p˚a begge a˚rene under ett s˚a er strategi B best, jfr. oppgave d.
Kommentar:
Alts˚a, selv om strategi A er best b˚ade for 2011 og 2012 hver for seg
s˚a er strategi B best begge a˚rene sett under ett. 5 6
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5En alternativ og noe mer kompakt og matematisk formulering av dette er:
. Selv om
PA11 > PB11 (34)
PA12 > PB12 (35)
s˚a er:
PA < PB (36)
(Man velge om man vil formulere seg med ord eller matematisk).
6Dette fenomenet er velkjent i statistikk og kalles Yule-Simpsons paradoks.
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Oppgave 4: ( korrelasjonskoeffisient - et ma˚l p˚a lineær sammenheng )
x 
x 
y 
y 
Rxy = 0.9 Rxy = 0.5 Rxy = - 0.5 
Rxy = - 0.9 Rxy = 0 Rxy = 0 
Figur 2: Sammenhenger mellom x og y.
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Oppgave 5: ( logistikk )
a) Matematisk formulering:
P (O1) = 0.6 (37)
P (O2) = 0.7 (38)
P (O1 ∩O2) = 0.45 (39)
b) Vi skal finne “eller” sannsynligheten P (O1∪O2).
Siden den generelle addisjonssetningen gir sammenhengen mellom “og” og “eller”
sannsynlighetene s˚a er det naturlig a˚ bruke den:
P (O1 ∩︸︷︷︸
og
O2) =
= 0.6︷ ︸︸ ︷
P (O1) +
= 0.7︷ ︸︸ ︷
P (O2) −
skal finne︷ ︸︸ ︷
P (O1 ∪︸︷︷︸
eller
O2) (40)
som gir
P (O1
eller︷︸︸︷∪ O2) = = 0.6︷ ︸︸ ︷P (O1) + = 0.7︷ ︸︸ ︷P (O2) − = 0.45︷ ︸︸ ︷P (O1 ∩︸︷︷︸
og
O2) (41)
= 0.6 + 0.7− 0.45 = 0.85 (42)
c) Vi skal finne P (O1 ∪O2). Fra oppgave b vet vi at P (O1 ∪O2) = 0.85.
Dermed kan vi bruke komplementsetningen: 7
P (O1 ∪O2) = 1 −
= 0.85︷ ︸︸ ︷
P (O1 ∪O2) (43)
= 1 − 0.85 = 0.15 (44)
7Legg merke til at n˚ar man bruker komplementsetningen s˚a m˚a HELE uttrykket være “ikke”, dvs. strek over.
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d) Siden P (O1∪O2) = P (O1∩O2), s˚a kan vi bruke den ene tvillingsetningen:
P (O1∪O2) = P (O1 ∩O2) tv. setn.= 1 −
= 0.85︷ ︸︸ ︷
P (O1 ∪O2) (45)
= 1 − 0.85 = 0.15 (46)
siden vi fra oppgave b vet at: P (O1 ∪O2) = 0.85.
Samme svar som i oppgave c, selvfølgelig.
e) Vi skal finne P (O1 ∩O2). Fra oppgave b vet vi at P (O1 ∩O2) = 0.45.
I tillegg er P (O1) = 0.6 oppgitt i oppgaven. Dermed kan vi bruke setningen om
total sannsynlighet:
= 0.6︷ ︸︸ ︷
P (O1)
total
=
skal finne︷ ︸︸ ︷
P (O1 ∩O2) +
= 0.45︷ ︸︸ ︷
P (O1 ∩O2) (47)
som gir
P (O1 ∩O2) =
= 0.6︷ ︸︸ ︷
P (O1) −
= 0.45︷ ︸︸ ︷
P (O1 ∩O2) (48)
= 0.6− 0.45 = 0.15 (49)
f) Vi skal finne:
P ( (O1 ∩O2) ∪ (O1 ∩O2) ) (50)
La oss bruke den generelle addisjonssetningen p˚a lign.(50):
P
(
(O1 ∩O2) ∪ (O1 ∩O2)
)
add. setn.
= P (O1 ∩O2) + P (O1 ∩O2) (51)
− P
(
(O1 ∩O2) ∩ (O1 ∩O2)
)
︸ ︷︷ ︸
= 0
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Ut fra Venn-diagrammet i figur 3, se nederst p˚a siden, ser vi at det ikke er noe overlapp.
Derfor er “og” sannsynligheten lik null:
P
(
(O1 ∩O2) ∩ (O1 ∩O2)
)
= 0 (52)
Dersom vi bruker setningen om total sannsynlighet p˚a P (O1 ∩O2) og P (O1 ∩O2)
i lign.(51). Da f˚ar man:
P
(
(O1 ∩O2) ∪ (O1 ∩O2)
)
Eq.(51)
=
total
= P (O1)−P (O1∩O2)︷ ︸︸ ︷
P (O1 ∩O2) +
total
= P (O2) − P (O1∩O2)︷ ︸︸ ︷
P (O1 ∩O2) − 0 (53)
= P (O1) − P (O1 ∩O2) + P (O2) − P (O1 ∩O2) (54)
= P (O1)︸ ︷︷ ︸
= 0.6
+ P (O2)︸ ︷︷ ︸
= 0.7
− 2 · P (O1 ∩O2)︸ ︷︷ ︸
= 0.45
(55)
= 0.6 + 0.7 − 2 · 0.45 = 0.4 (56)
A 
O1∩O2 
O1 
O1∩O2 
O2 
Figur 3: Ingen overlapp, derfor er: P
(
(O1 ∩O2) ∩ (O1 ∩O2)
)
= 0.
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Oppgave 6: ( oversikt , sannsynlighetsregning )
a) N˚ar vi gjør totalt n antall stokastiske forsøk s˚a er relativ frekvens fr(ui) definert ved:
fr(ui) =
ni
n
(57)
hvor
n = totalt antall stokastiske forsøk (58)
ni = antall stokastiske forsøk som gir utfall nr. i (59)
i = indeks, utfall nr. i, hvor i = 1, 2, 3, ...,m (60)
Her er 0 ≤ ni ≤ n slik at 0 ≤ fr(ui) ≤ 1 .
Tilhørende sannsynlighet p(ui) for utfall ui er da definert ved:
p(ui) = lim
n→∞
fr(ui) (61)
b) Egenskapene til den diskrete sannsynligheten pi ≡ p(ui) er:
0 ≤ pi ≤ 1 , for alle i = 1, 2, 3, ....,m (62)
m∑
i=1
pi = 1 (63)
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c) Uniform sannsynlighetsmodell = en modell hvor alle mulige utfall er like sannsynlige.
d) 1) Den spesielle addisjonssetningen:
P (A
eller︷︸︸︷∪ B) = P (A) + P (B) (64)
Gyldighet: Gjelder kun dersom A og B disjunkte.
2) Den generelle addisjonssetningen:
P (A
eller︷︸︸︷∪ B) = P (A) + P (B)−P (A og︷︸︸︷∩ B)︸ ︷︷ ︸
ekstra ledd
(65)
Gyldighet: Gjelder alltid.
3) Komplementsetningen:
P (A) = 1− P (A) (66)
Gyldighet: Gjelder alltid.
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4) Total sannsynlighet:
P (A) = P (A ∩B) + P (A ∩B) (67)
Gyldighet: Gjelder alltid.
4 og 5) Tvillingsetningene:
P (A
og︷︸︸︷∩ B) = 1 − P (A eller︷︸︸︷∪ B) (68)
P (A
og︷︸︸︷∩ B) = 1 − P (A eller︷︸︸︷∪ B) (69)
Gyldighet: Gjelder alltid.

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Oppgave 7: ( logistikk , prognostisering , korrelasjon )
a) Ved a˚ bruke at logistikerne p˚a Lefdal bestemte seg for at
y skal være en periode forskjøvet:
yi = xi+1 (70)
s˚a blir de 7 parvise observasjoner av x og y: ( husk: y8 ikke er definert )
(x1, y1) = (x1, x2) = (3500, 3300) (71)
(x2, y2) = (x2, x3) = (3300, 3150) (72)
(x3, y3) = (x3, x4) = (3150, 3000) (73)
(x4, y4) = (x4, x5) = (3000, 2800) (74)
(x5, y5) = (x5, x6) = (2800, 2750) (75)
(x6, y6) = (x6, x7) = (2750, 2900) (76)
(x7, y7) = (x7, x8) = (2900, 3100) (77)
b) Gjennomsnittet x: ( n = 7 )
x¯ =
1
n
n∑
i=1
xi =
3500 + 3300 + 3150 + 3000 + 2800 + 2750 + 2900
7
(78)
= 3057.14 (79)
Gjennomsnittet y: ( n = 7 )
y¯ =
1
n
n∑
i=1
yi =
3300 + 3150 + 3000 + 2800 + 2750 + 2900 + 3100
7
(80)
= 3000 (81)
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c) Korrelasjonskoeffisienten Rxy er dermed:
Rxy =
Sxy
Sx · Sy (82)
=
43333.33√
75357 · √39166.67 = 0.7976 (83)
d) Siden Rxy = 0.7976 er positiv (> 0) s˚a kan vi konkludere med at det finnes en
positiv samvariasjon mellom p˚afølgende observasjoner i datasettet til Lefdal.
Dette innebærer at dersom en observasjon xi ligger over gjennomsnittet x
s˚a er det en tendens for at ogs˚a neste observasjon︸ ︷︷ ︸
neste uke
xi+1 ligge over gjennomsnittet.
Tilsvarende:
Dersom en observasjon xi ligger under gjennomsnittet x
s˚a er det en tendens for at ogs˚a neste observasjon︸ ︷︷ ︸
neste uke
xi+1 ligge under gjennomsnittet.
Kommentarer: ( som man ikke behøver a˚ ha med p˚a innleveringen )
1) Man kan innse at tolkningen som nevnt ovenfor er fornuftig ved a˚ se
nærmere p˚a definisjonen av Rxy.
2) Den rette linjen i figur 10 i oppgaven viser gjennomsnittene x.
Se gjerne tolkningen som nevnt ovenfor i lys av dette.
3) Men er ikke Rxy et ma˚l p˚a graden av lineær sammenheng mellom x og y?
Jo, det stemmer. F˚ar v˚art tilfelle betyr det, “til en viss grad”
tilsvarende Rxy = 0.7976, at det er en linær sammenheng mellom x og y, dvs.
yi = axi + b eller︸︷︷︸
siden yi=xi+1
xi+1 = axi + b (84)

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Løsning  3 
(2016) 
LØSNING: Oppgavesett nr. 3
“MAT110 Statistikk 1”, 2016
a) Kombinatorikk er et omr˚ade innen matematikken som g˚ar ut p˚a a˚
telle kombinasjoner av objekter i mengder som deles etter gitte regler.
b) At valgmulighetene er uavhengige i forbindelse med urnemodellen betyr at
kulene i urnen er uavhengige. Alts˚a kulene er ikke koplet p˚a noen ma˚te.
c) At utfallsrommet er uniformt i forbindelse med urnemodellen betyr at
samme sannsynlighet for a˚ trekke kulene i urnen. Alts˚a kulene er like store.
d) Sammenhengen mellom antall kombinasjoner for begivenheten A og tilhørende
sannsynlighet er, dersom grunnprinsippene fra oppgave 1b og 1c gjelder:
P (A) =
antall gunstige kombinasjoner for A
antall mulige kombinasjoner totalt
(1)
1
e) 4 situasjoner i urnemodellen:
situasjon 1 = trekking fra urnen med tilbakelegging og hvor rekkefølger betyr noe (2)
situasjon 2 = trekking fra urnen uten tilbakelegging og hvor rekkefølger betyr noe (3)
situasjon 3 = trekking fra urnen uten tilbakelegging og hvor rekkefølger ikke betyr noe (4)
situasjon 4 = trekking fra urnen med tilbakelegging og hvor rekkefølger ikke betyr noe (5)
f) Antall kombinasjoner for 3 av de 4 situasjonene:
# ordnede komb. med tilbakelegging, dvs. situasjon 1 = N s (6)
# ordnede komb. uten tilbakelegging, dvs. situasjon 2 =
N !
(N − s)! (7)
# ikke-ordnede komb. uten tilbakelegging, dvs. situasjon 3 =
(
N
s
)
︸ ︷︷ ︸
binomialkoeff.
(8)
# ikke-ordnede komb. med tilbakelegging, dvs. situasjon 4 = ikke pensum (9)

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Oppgave 2: ( økonomi )
a) Sannsynligheten at Sparebanken Møre skal
= K︷ ︸︸ ︷
kjøpe “ELMO Teknikk AS” er 10 %:
P (K) = 0.10 (10)
Dersom Sparebanken Møre kjøper ELMO, er sannsynligheten for at verdien
til ELMO øker︸︷︷︸
= I
50 %
P (I|K) = 0.50 (11)
Dersom Sparebanken Møre ikke kjøper ELMO, er sannsynligheten for at verdien
til ELMO øker︸︷︷︸
= I
20 %
P (I|K) = 0.20 (12)
b) Total sannsynlighet:
P (I)
total
= P (I|K)︸ ︷︷ ︸
= 0.50
·P (K)︸ ︷︷ ︸
= 0.10
+ P (I|K)︸ ︷︷ ︸
= 0.20
· P (K)︸ ︷︷ ︸
= 1−P (K)
(13)
= 0.50 · 0.10 + 0.20 · (1− 0.10) (14)
= 0.23 (15)
3
c) Bayes’ lov:
P (K|I) Baye=
= 0.50︷ ︸︸ ︷
P (I|K) ·
= 0.10︷ ︸︸ ︷
P (K)
P (I)︸︷︷︸
= 0.23
(16)
= 0.50 · 0.10
0.23
= 0.2174 (17)

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Oppgave 3: ( økonomi, fond )
N˚ar vi trekker et fond s˚a legger vi ikke fondet tilbake igjen.
Rekkefølgen som fondene trekkes i, spiller heller ingen rolle.
Dermed tilsvarer dette situasjon 3,
dvs. antall mulige kombinasjon er gitt ned binomialkoeffisienten
#mulige komb. =
(
N
s
)
(18)
a) Sannsynligheten for at alle s = 10 fondene er
= 10+5 = 15︷ ︸︸ ︷
“god” eller “svært god” er:
P (“god” eller “svært god”) =
antall gunstige kombinasjoner
antall mulige kombinasjoner totalt
(19)
=
(
15
10
)(
60
0
)
(
75
10
) ≈ 3.62 · 10−9 (20)
“Summeregelen”: 15 + 60 = 75 og 10 + 0 = 10.
5
b) Sannsynligheten for a˚ trekke 4
= 15 totalt︷ ︸︸ ︷
“middels” fond, 3
= 10 totalt︷ ︸︸ ︷
“gode” fond og 3
= 5 totalt︷ ︸︸ ︷
“svært gode” fond,
er:
P (mix) =
antall gunstige kombinasjoner
antall mulige kombinasjoner totalt
(21)
=
(
15
4
)(
10
3
)(
5
3
)(
45
0
)
(
75
10
) ≈ 2.0 · 10−6 (22)
“Summeregelen”: 15 + 10 + 5 + 45 = 75 og 4 + 3 + 3 + 0 = 10.
Kommentar:
1) Legg merke til at “ELLER” er assosiert med pluss, “+”.
2) Legg merke til at “OG” er assosiert med gange, “ · ”.
3) Binomialkoeffisienten
(
N
0
)
= 1 i ligningene over er strant tatt ikke nødvendig a˚ ha med.
Grunnen til at de likevel er tatt med er tatt med er at vi se at “summeregelen” er ivaretatt.
6
c) Sannsynlighet for at alle de s = 10 tilfeldig valgte fondene skal oppn˚a resultater som
er “middels” eller d˚arligere︸ ︷︷ ︸
25+20+15 = 60
:
P (middels eller d˚arligere) =
antall gunstige kombinasjoner
antall mulige kombinasjoner totalt
(23)
=
(
60
10
)(
15
0
)
(
75
10
) ≈ 0.091 (= 9.1%) (24)
“Summeregelen”: 60 + 15 = 75 og 10 + 0 = 10.
7
d) i) Sannsynlighet for at minst 1 av de 10 tilfeldig valgte fondene skal være “svært god”:
P (minst 1 fond “svært godt”) = 1 − P (
= 70 totalt︷ ︸︸ ︷
ingen fond “svært god”) (25)
= 1 − antall gunstige kombinasjoner
antall mulige kombinasjoner totalt
(26)
= 1 −
(
70
10
)(
5
0
)
(
75
10
) ≈ 0.52 (= 52%) (27)
ii) I oppgave 3a skal man finne sannsynligheten for at:
alle s = 10 trekkene (28)
skal være i 15-kategorien, “godt” eller “svært god”, som er 10 + 5 = 15.
Alts˚a alle s = 10 trekkene skal være fra den lille 5-kategorien.
I oppgave 3d i skal man derimot finne sannsynligheten for at:
minst en av de s = 10 trekkene (29)
skal være i 5-kategorien, “svært god”.
Alts˚a det er nok at bare ett (eller flere) av de s = 10 trekkene er ei kule fra 15-kategorien.
Oppgave 3a 
15 
60 
5 
70 
s=10 s=10 
Oppgave 3d i 
Figur 1: Urner.
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Oppgave 4: ( investering )
a) Sannsynlighetstre som beskriver situasjonen for investering:
fond 
60 % 40 % 
aksjer obligasjoner 
norske aksjer 
        30 % 
norske oblig. 
       80 % 
utenlandske 
     aksjer  
       70 % 
utenlandske 
     oblig.  
       20 % 
Figur 2: Sannsynlighetstre som beskriver situasjonen for investering i fond.
La oss definere:
• N = norske fond
• Faks = aksjefond
• Fobl = obligasjonsfond
b) i) Metode 1: ( “grafisk” )
Sannsynlighetstreet i figur (2) er en visuell fremstilling av opplysningene. Med en slik
fremstilling er det lettere a˚ se at:
P (N) = 0.60 · 0.30 + 0.40 · 0.80 = 0.5 (30)
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ii) Metode 2: ( ved regning )
Sannsynlighetsrommet er alts˚a delt i to, aksjer og obligasjoner. 1
Faks  =  aksjer 
Fobl  = obligasjoner 
Ω: 
Figur 3: Oppsplitting av Ω.
Man kan bruke setningen om oppsplitting av utfallsrom Ω:
P (N) =
= 0.30︷ ︸︸ ︷
P (N |Faks) ·
= 0.60︷ ︸︸ ︷
P (Faks) +
= 0.80︷ ︸︸ ︷
P (N |Fobl) ·
= 0.40︷ ︸︸ ︷
P (Fobl) (31)
= 0.30 · 0.60 + 0.80 · 0.40 = 0.50 (32)
1Man behøver ikke tegne opp figur 3. Grunnen til at det er gjørt er i løsningsforslaget er bare av pedagogiske
grunner.
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c) Fra oppgave b) kjenner vi P (N) = 0.50. I tillegg ser vi f.eks. fra figur (2) at:
P (N ∩ Faks) = 0.60 · 0.30 = 0.18 (33)
Dermed kan vi benytte multiplikasjonssetningen: 2
P (Faks|N) =
= 0.18︷ ︸︸ ︷
P (Faks ∩N)
P (N)︸ ︷︷ ︸
= 0.50
=
0.18
0.50
= 0.36 (34)

2Husk at: P (Faks ∩N) = P (N ∩ Faks)
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Oppgave 5: ( økonomi )
a) Komplementsetningen for P (objekt|K¯):
P (objekt|K¯) = 1 −
= 0.95︷ ︸︸ ︷
P (objekt|K¯) = 1− 0.95 = 0.05 (35)
b) Formelen for total oppsplitting: ( se formelsamling/kompendiet )
P (objekt) =
= 0.05︷ ︸︸ ︷
P (objekt|K¯)
= 1−P (K)=0.90︷ ︸︸ ︷
P (K¯) +
= 0.80︷ ︸︸ ︷
P (objekt|K)
= 0.10︷ ︸︸ ︷
P (K) (36)
= 0.05 · 0.90 + 0.80 · 0.10 = 0.125 (37)
c) i) Antall bedrifter som klassifiseres som
objekt︷ ︸︸ ︷
konkursobjekt ifølge modellen til KPMG:
# objekter i 2009 ifølge KPMG = P (objekt)︸ ︷︷ ︸
= 0.125
· (# bedrifter i M&R)︸ ︷︷ ︸
= 1490
(38)
= 0.125 · 1490 = 186 (39)
ii) Antall bedrifter som forventes a˚ g˚a konkurs ifølge modellen til KPMG:
# konkurser i 2009 ifølge KPMG = P (K)︸ ︷︷ ︸
= 0.10
· (# bedrifter i M&R)︸ ︷︷ ︸
= 1490
(40)
= 0.10 · 1490 = 149 (41)
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d) Bayes’ lov:
P (K|objekt) =
= 0.80︷ ︸︸ ︷
P (objekt|K) ·
= 0.10︷ ︸︸ ︷
P (K)
P (objekt)︸ ︷︷ ︸
= 0.125
= 0.80 · 0.10
0.125
= 0.64 (42)
Konklusjon: Det er 64 % sannsynlighet for at en bedrift som av KPMG-modellen
klassifiseres som konkursobjekt, faktisk g˚ar konkurs.

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Oppgave 6: ( logistikk )
a) Sannsynlighetsopplysningene til løgndetektoren p˚a “matematisk form”:
P (LS|S) = 0.90 (43)
P (LU |U) = 0.99 (44)
b) Sannsynligheten for justismord P (LS|U): ( bruker komplementsetningen )
P (LS|U) kompl.= 1 − P (LS|U) (45)
= 1 − P (LU |U)︸ ︷︷ ︸
= 0.99
(46)
= 1− 0.99 = 0.01 (= 1 %) (47)
c) Sannsynligheten for at sj˚aføren overvinner løgndetektoren P (LU |S):
( bruker komplementsetningen )
P (LU |S) kompl.= 1 − P (LU |S) (48)
= 1 − P (LS|S)︸ ︷︷ ︸
= 0.90
(49)
= 1− 0.90 = 0.10 (= 10 %) (50)
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d) Sannsynligheten for at en tilfeldig valgt person fra denne gruppen er “uskyldig”:
( bruker komplementsetningen )
P (U)
kompl.
= 1 − P (U) (51)
= 1 − P (S)︸ ︷︷ ︸
= 0.10
= 1 − 0.10 = 0.90 (52)
e) Sannsynligheten for at løgntetektoren skal vise “skyldig” dersom en tilfeldig person
velges fra gruppen med 10 % “skyldige”: ( bruker formelen for oppslitting av Ω )
P (LS)
oppspl. Ω
= P (LS|S) · P (S) + P (LS|U) · P (U) (53)
= P (LS|S)︸ ︷︷ ︸
= 0.90
·P (S)︸ ︷︷ ︸
0.10
+ P (LS|U)︸ ︷︷ ︸
= 0.01
·P (U)︸ ︷︷ ︸
= 0.90
(54)
= 0.90 · 0.10 + 0.01 · 0.90 = 0.099 (= 9.9 %) (55)
f) Sannsynligheten for at løgndetektoren skal vise “uskyldig” dersom en tilfeldig person
velges fra denne gruppen: ( bruker komplementsetningen )
P (LU) = 1 − P (LU) (56)
= 1 − P (LS)︸ ︷︷ ︸
= 0.099
= 1 − 0.099 = 0.901 (57)
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g) Sannsynligheten for at personen er “uskyldig” dersom løgndetektoren viser “uskyldig”:
( bruker Bayles lov )
P (U |LU) Baye= P (LU |U) · P (U)
P (LU)
(58)
= P (LU |U)︸ ︷︷ ︸
= 0.99
·
= 0.90︷ ︸︸ ︷
P (U)
P (LU)︸ ︷︷ ︸
= 0.901
(59)
= 0.99 · 0.90
0.901
≈ 0.9889 (60)

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Oppgave 7: ( korrelasjonskoeffisient , teori )
a) Den empiriske kovariansen Sxy kan, i prinsippet, ha alle mulige reelle verdier.
3
b) To faktorer som er med p˚a a˚ skape tolkningsproblemer for kovariansen Sxy:
• størrelsen Sxy gir en verdi som er vanskelig a˚ avgjøre om den er “stor” eller “liten” siden Sxy
ikke sammenligner med størrelser som er naturlig a˚ sammenligne med
• Sxy er enhetsavhengig og verdien p˚a Sxy er derfor avhengig av om man f.eks. regner med
timer, minutter eller sekunder
c) Korrelasjonskoeffisienten Rxy er en normalisert
4 versjon av Sxy.
Verdimengde for korrelasjonskoeffisienten Rxy er:
−1 ≤ Rxy ≤ 1 (61)
d) At Rxy er enhetsuavhengig/dimensjonsløs betyr at man f˚ar samme numeriske verdi
for Rxy uansett hva slags enhet/benevning man bruker for a˚ regne ut Sxy, Sx og Sy.
e) Rxy er et ma˚l p˚a grad av lineær sammenheng.
3Matematisk kan man skrive Sxy ∈ <.
4Legg merke til begrepet normalisert. Rxy har en endelig og begrenset verdimengde. Den kan ikke ha hva slags
verdier som helst. For Rxy sitt tilfelle er den begrenset til −1 ≤ Rxy ≤ 1.
17
f) N˚ar Rxy har sin største verdi, dvs. Rxy = 1, s˚a er det en eksakt lineær sammenheng
mellom x og y. Stigningstallet til denne rette linjen5 er positivt.
g) Dersom Rxy = 0 s˚a er det ingen lineær korrelasjon mellom x og y.
De er lineært ukorrelerte. 6
h) N˚ar Rxy har sin minste verdi, dvs. Rxy = −1, s˚a er det en eksakt lineær sammenheng
mellom x og y. Stigningstallet til denne rette linjen er negativt.

5En lineær funkjon er p˚a formen: y = ax + b.
6I mange sammenhenger i statistikken er det svært viktig a˚ vise at Rxy = 0 for a˚ p˚avise s˚akalte irregulære
mønster, dvs. helt tilveldig mønster. De vil de fleste av dere komme borti senere i studiene.
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Løsning  4 
(2016) 
LØSNING: Oppgavesett nr. 4
“MAT110 Statistikk 1”, 2016
Oppgave 1: ( økonomi , bonus )
a) Siden X har et tellbart antall verdier s˚a er den en diskret stokastisk variabel.
b) i) Tolkning:
E[X] = forventet antall ma˚l som scores av Tufte IL
i løpet av tilfeldig valgt kamp (1)
ii) Forventning:
E[X]
def.
=
7∑
i=0
xi · P (X = xi)
= 0 · 0.10 + 1 · 0.25 + 2 · 0.20 + 3 · 0.20 + 4 · 0.15 + 5 · 0.05 + 6 · 0.05 + 7 · 0.05
= 2.6 (2)
c) i) Tolkning:
V ar[X] = forventet variasjon/spredning av antall ma˚l som scores av
Tufte IL i løpet av tilfeldig valgt kamp (3)
1
ii) “Varianssetningen” gir: 1
V ar[X]
var.setn.
= E[X2]− E[X]2 (4)
Vi kjenner E[X] fra oppgave 1b, men mangler E[X2]. Den m˚a vi regne ut:
E[X2]
def.
=
7∑
i=0
x2i · P (X = xi)
= 02 · 0.10 + 12 · 0.25 + 22 · 0.20 + 32 · 0.15 + 42 · 0.15 + 52 · 0.05 + 62 · 0.05 + 72 · 0.05
= 10.3 (5)
Dette innsatt i “variasjonssetningen”:
V ar[X] = E[X2]− E[X]2 = 10.3− (2.6)2 = 3.54 (6)
Alternativt kunne vi ogs˚a bruke definisjonen av varians direkte. Det gir selvfølgelig
samme svar.
d) Standardavviket er:
σ[X]
def.
=
√
V ar[X] =
√
3.54 ≈ 1.88 (7)
1Se formelsamling!
2
e) Sannsynligheten for at Tufte IL scorer mindre enn 4 ma˚l i en kamp = P (X < 4):
P (X < 4) = P (X = 0) + P (X = 1) + P (X = 2) + P (X = 3)
= 0.10 + 0.25 + 0.20 + 0.15 = 0.70 (8)
P (X < 4) er en kumulative sannsynligheten.
f) i) Siden antall m˚al som scores i ulike kamper er uavhengige s˚a er:
sanns. for at det scores mindre enn 4 m˚al i b˚ade kamp nr. 7 og kamp nr. 24
= (9)
sanns. for at det scores mindre enn 4 m˚al i hvilke som helst to bestemte kamper
La A<4 være begivenheten at det scores mindre enn 4 ma˚l i en hvilken som helst
bestemt kamp.
La videre A7<4 være begivenheten at det scores mindre enn 4 ma˚l i kamp nr. 7.
Siden, per antagelse, antall ma˚l som scores i ulike kamper er uavhengige s˚a gjelder den
spesielle multiplikajonssetningen 2. Alt i alt: ( ∩ = og )
P (A7<4 ∩ A24<4)
lign.(9)
= P (A<4 ∩ A<4) spes. mult.= P (A<4) · P (A<4)
= 0.70 · 0.70 = 0.49 (10)
ii) Pga. lign.(9) s˚a gjelder lign.(10) for hvilken som helst to bestemte kamper.
Spesielt s˚a gjelder det for to kamper p˚a rad: ( n = 1, 2, 3..., 28 )
P (An<4 ∩ An+1<4 ) = 0.49 (11)
2Se formelsamling!
3
g) i) Som nevnt i forrige oppgave, a˚ se p˚a kamp nr. 15 og 19 er det samme som a˚ se p˚a
hvilken som helst to bestemte kamper. At summen av antall m˚al skal bli 4 kan f˚as
p˚a 5 forskjellige ma˚ter:
5 ma˚ter︷ ︸︸ ︷
(4, 0) , (0, 4) , (3, 1) , (1, 3) , (2, 2) (12)
Dersom vi definerer Am = begivenheten at det scores m antall ma˚l en bestemt kamp, s˚a
er lign.(12) det samme som: ( ∩ = og )
5 ma˚ter︷ ︸︸ ︷
A4 ∩ A0 , A0 ∩ A4 , A3 ∩ A1 , A1 ∩ A3 , A2 ∩ A2 (13)
Sannsynligheten av denne er: ( ∪ = eller )
P
[
(A4 ∩ A0) ∪ (A0 ∩ A4) ∪ (A3 ∩ A1) ∪ (A1 ∩ A3) ∪ (A2 ∩ A2)
]
(14)
Siden ingen av de 5 begivenhetene i Eq. (13) kan inntreffe samtidlig, s˚a er de
disjunkte. Dermed kan vi bruke den spesielle addisjonssetningen:
P
[
(A4 ∩ A0)∪ (A0 ∩ A4)∪ (A3 ∩ A1)∪ (A1 ∩ A3)∪ (A2 ∩ A2)
]
add.
= P (A4 ∩ A0) + P (A0 ∩ A4) + P (A3 ∩ A1) + P (A1 ∩ A3) + P (A2 ∩ A2) (15)
Siden, per antagelse, antall ma˚l som scores i ulike kamper er uavhengige s˚a gjelder den
spesielle multiplikajonssetningen 3. Dermed:
P [ (A4 ∩ A0)∪ (A0 ∩ A4)∪ (A3 ∩ A1)∪ (A1 ∩ A3)∪ (A2 ∩ A2) ]
mult.
= P (A4) · P (A0) + P (A0) · P (A4) + P (A3) · P (A1)
+ P (A1) · P (A3) + P (A2) · P (A2) (16)
All disse sannsynlighetene p˚a høyre side av lign.(16) er oppgitt i tabellen.
3Akkurat slik som vi gjorde i oppgave 1e.
4
P [ (A4 ∩ A0)∪ (A0 ∩ A4)∪ (A3 ∩ A1)∪ (A1 ∩ A3)∪ (A2 ∩ A2) ]
= 0.15 · 0.10 + 0.10 · 0.15 + 0.15 · 0.25 + 0.25 · 0.15 + 0.20 · 0.20
= 0.145 (17)
ii) Urnemodellen forutsetter at det er samme sannsynlighet (uniform sanns.fordeling) for
a˚ trekke de forskjellige “kulene” (=begivenhetene) fra urnen. Her, i v˚ar oppgave,
s˚a har v˚are 5 mulige ma˚ter a˚ oppn˚a en 4-m˚alsbegivenhet p˚a
forskjellige sannsynligheter 4
Derfor kan vi ikke bruke formelen
P (A) =
antall gunstige kombinasjoner for A
antall mulige kombinasjoner totalt
(18)
fordi den kun gjelder n˚ar samme sannsynlighet.
4F.eks. P (A4 ∩A0) = 0.15 · 0.10 = 0.015, mens P (A2 ∩A2) = 0.20 · 0.20 = 0.040
5
h) B er en stokastisk variabel fordi den er en funksjon av X , hvor X er en stokastisk
variabel. 5
i) i) Tolkning:
E[B] = forventet utbetalt bonus for en tilfeldig valgt kamp
ii) Forventet bonus per kamp:
E[B] = E[cX3] (19)
= cE[X3] (20)
hvor vi har brukt regnregelen E[aX] = aE[X] fra kompendiet/formalsamlingen.
Finner E[X3]:
E[X3] =
7∑
i=0
x3i · P (X = xi)
= 03 · 0.10 + 13 · 0.25 + 23 · 0.20 + 33 · 0.15 (21)
+ 43 · 0.15 + 53 · 0.05 + 63 · 0.05 + 73 · 0.05
= 49.7
Dette setter vi inn i lign.(20):
E[B] = cE[X3] (22)
= 500 · 49.7 NOK = 24 850 NOK (23)
siden c = 500 NOK.

5En funksjon av en tilfeldig variabel er bare en ny tilfeldig variabel.
6
Oppgave 2: ( økonomi )
a) Fortjeneste for studenten (loddarrangøren):
fortjeneste =
(
1000 · 10 − 7 · 250
)
NOK = 8 250 NOK (24)
b) I urnemodellen er det samme sannsynlighet (uniform sannsynlighetsfordeling) for a˚
trekke de forskjellige “kulene” (=begivenhetene) fra urnen. Her, i v˚ar oppgave, er det ogs˚a
samme sannsynlighet
for a˚ trekke de forskjellige loddene. Derfor kan vi i dette tilfellet bruke formelen:
P (A) =
antall gunstige kombinasjoner for A
antall mulige kombinasjoner totalt
(25)
c) Loddkjøperen kjøper 2 lodd av totalt 1000 lodd.
• rekkefølgen spiller ingen rolle, dvs. det er ikke-ordnet utvalg
• n˚ar et lodd er trukket s˚a legges det ikke tilbake
Alt i alt, ikke-ordnede kombinasjoner u/tilbakelegging: situasjon 3 .
d) i) Sannsynligheten for at loddkjøperen
= 993 lodd︷ ︸︸ ︷
ikke vinner: (2 taperlodd og 0 vinnerlodd)
P (
ikke vinner︷ ︸︸ ︷
X = 0 ) =
antall gunstige kombinasjoner
antall mulige kombinasjoner totalt
=
(
993
2
)
·
(
7
0
)
(
1000
2
) ≈ 0.986 (26)
7
ii) Sannsynligheten for at loddkjøperen trekker 1
= 7 lodd︷ ︸︸ ︷
vinnerlodd og 1
= 993 lodd︷ ︸︸ ︷
ikke vinnerlodd:
(1 taperlodd og 1 vinnerlodd)
P (
2 kategorier︷ ︸︸ ︷
X = 1 ) =
antall gunstige kombinasjoner
antall mulige kombinasjoner totalt
=
(
993
1
)
·
(
7
1
)
(
1000
2
) ≈ 1.39 · 10−2 (27)
iii) Sannsynligheten for at begge loddene til kjøperen
= 7 lodd︷ ︸︸ ︷
vinner:
P (
vinner︷ ︸︸ ︷
X = 2) =
antall gunstige kombinasjoner
antall mulige kombinasjoner totalt
=
(
993
0
)
·
(
7
2
)
(
1000
2
) ≈ 4.20 · 10−5 (28)
s = 2 
N = 1000 
993  taperlodd 
7  vinnerlodd 
Figur 1: Urne.
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e) Gyldig sannsynlighetsfordeling:
2∑
i=0
P (X = xi) = P (X = 0) + P (X = 1) + P (X = 2)
≈ 0.986 + 1.39 · 10−2 + 4.20 · 10−5 ≈ 1.0 (29)
Dette kan ogs˚a vises eksakt:
2∑
i=0
P (X = xi) = P (X = 0) + P (X = 1) + P (X = 1)
=
164 176
166 500
+
2 317
166 500
+
7
166 500
=
164 176 + 2 317 + 7
166 500
=
166 500
166 500
= 1 (30)
f) i) Forventet fortjeneste til loddkjøperen: 6
E[F ] = E[ g ·X − s · p ]
= g · E[X]− s · p (31)
Vi mangler bare E[X]. Denne m˚a vi finne:
6Her bruker vi regnereglene: ( a er en konstant )
E[a+X] = a+ E[X]
E[a ·X] = a · E[X]
9
E[X]
def.
=
2∑
i=0
xi · P (X = xi)
= x0 · P (X = 0) + x1 · P (X = 1) + x2 · P (X = 2)
≈ 0 · 0.986 + 1 · (1.39 · 10−2) + 2 · (4.20 · 10−5)
= 0.013984 (32)
Dette innsatt i lign.(31):
E[F ] = g · E[X]− s · p
≈
(
250 · 0.013984− 2 · 10
)
NOK ≈ − 16.5 NOK (33)
ii) Tolkning:
At forventet fortjeneste for loddkjøperen er negativ betyr at loddkjøperen
taper p˚a a˚ kjøpe lodd i det lange løp.
g) Samlede tapet for loddkjøperne:
Loddkjøperens forventede tap er 16.5 NOK ved kjøp av 2 lodd,
dvs. det forventede tapet per lodd er 8.25 NOK.
N˚ar alle loddene er solgt s˚a er det forventede samlede tapet for lodd kjøperne:
forventet samlet tap for loddkjøperne = antall lodd × forventet tap per lodd
= 1000 · 8.25 NOK = 8 250 NOK (34)
dvs. samme svar som i oppgave 2a, lign.(24).
Konklusjon:
Det forventede samlede tapet til loddkjøperne er lik loddarrangørens fortjeneste.

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Oppgave 3: ( logistikk )
a) Siden
∑
i
pi = 0.10 + 0.10 + 0.60 + 0.10 + 0.10 = 1 (35)
dvs. sannsynlighetene summerer seg opp til 1, s˚a er den oppgitte sannsynlighetsfordelingen
en gyldig fordeling.
b) i) Tolkning:
E[X] = forventet antall leveringsdager, dvs. forventet leveringstid
ii) Forventet leveringstid:
E[X]
def.
=
5∑
i=1
xi · P (X = xi)
= 1 · 0.10 + 2 · 0.10 + 3 · 0.60 + 4 · 0.10 + 5 · 0.10 = 3 (36)
c) i) Tolkning:
V ar[X] = forventet spredning/varians av antall leveringsdager
11
ii) Variasjon i leveringstid:
V ar[X]
def.
=
5∑
i=1
(xi − E[X])2 · P (X = xi)
= (1− 3)2 · 0.10 + (2− 3)2 · 0.10 + (3− 3)2 · 0.60
+ (4− 3)2 · 0.10 + (5− 3)2 · 0.10
= 1 (37)
iii) Istedet for definisjonen av variansen kan man bruke “varianssetningen”. 7
Da trenger vi E[X] og E[X2]. Vi kjenner E[X] fra oppgave b, men mangler
E[X2]. Den m˚a vi regne ut:
E[X2] =
5∑
i=1
x2i · P (X = xi) (definisjon av forventning)
= 12 · 0.10 + 22 · 0.10 + 32 · 0.60 + 42 · 0.10 + 52 · 0.10 = 10 (38)
Dette innsatt i “variasjonssetningen”:
V ar[X]
var. setn.
= E[X2]− E[X]2 = 10− 32 = 1 (39)
som selvfølgelig gir samme svar som ved bruk av definisjonen.
d) Standardavviket er:
σ[X]
def.
=
√
V ar[X] =
√
1 = 1 (40)

7Se formelsamling.
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Oppgave 4: ( økonomi )
a) Sannsynlighetstre som viser kursutviklingen til aksjen:
X0 = 380 
50 % 50 % 
X1 = 400 X1 = 360 
60 % 40 % 
X2 = 420 X2 = 400 X2 = 420 X2 = 350 
80 % 20 % 
50 % · 60 %  
   =   30 %  
50 % · 40 %  
     = 20 %  
50 % · 20 %  
     = 10 %  
50 % · 80 %  
     = 40 %  
Figur 2: Sannsynlighetstre.
b) Forventet verdi av aksjen etter 2 dager:
E[X2]
def.
=
4∑
i=1
(x2)i · P
(
X = (x2)i
)
=
(
420 · 0.30 + 400 · 0.20 + 420 · 0.10 + 350 · 0.40
)
NOK
= 388 NOK (41)
13
c) Forventet verdi av formuen E[F2]: ( a = 1000 aksjer )
E[F2] = a ·
(
forventet verdi ved t = 2|stiger + forventet verdi ved t = 1|synker
)
Se fig.3
= 1000 ·
( verdi ved t=2︷ ︸︸ ︷
420 · 0.30 + 400 · 0.20 +
verdi ved t=1︷ ︸︸ ︷
360 · 0.50
)
= 386 000 NOK (42)
X0 = 380 
50 % 50 % 
X1 = 400 X1 = 360 
60 % 40 % 
X2 = 420 X2 = 400 X2 = 420 X2 = 350 
80 % 20 % 
50 % · 60 %  
   =   30 %  
50 % · 40 %  
     = 20 %  
50 % · 20 %  
     = 10 %  
50 % · 80 %  
     = 40 %  
verdi ved t=1 
verdi ved t=2 
Figur 3: Sannsynlighetstre.
14
d) Tolkning:
E[F2] = forventet totalverdi av formuen ved dag nr. 2
n˚ar hun følger strategien som angitt (43)

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Oppgave 5: ( transport )
a) Siden
∑
i
pi = 0.5 + 0.3 + 0.15 + 0.05 = 1 (44)
dvs. sannsynlighetene summerer seg opp til 1, s˚a er den oppgitte sannsynlighetsfordelingen
en gyldig fordeling.
b) Med Y = X1 +X2 +X3 og ut fra regnereglene for forventning
8 s˚a er:
E[Y ] = E[X1 +X2 +X3]
allid
= E[X1] + E[X2] + E[X3] (45)
Merk:
Overgangen i lign.(45) gjelder alltid.
Den forventede ventetiden for vogntog nr. 1, 2 og 3 er den samme siden alle Xi er
uavhengige, dvs. E[X1] = E[X2] = E[X3] ≡ E[X]. Vi ma˚ derfor finne forventet ventetid
for et gitt vogntog E[X]:
E[X] =
4∑
i=1
xi · P (X = xi) = 10 · 0.5 + 30 · 0.30 + 40 · 0.15 + 45 · 0.05
= 22.25 (46)
Dette innsatt i lign.(45):
E[Y ] = E[X1] + E[X2] + E[X3] = 3 ·
= 22.25︷ ︸︸ ︷
E[X]
= 3 · 22.25 = 66.75 (47)
8Se f.eks. formelsamling.
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c) En time er 60 minutter. Dermed:
kostand pga. ventetid =
= 66.75︷ ︸︸ ︷
E[Y ]
60
· 915 kr/time ≈ 1018 kr (48)
d) Variansen til ventetiden:
V ar[Y ] = V ar[X1 +X2 +X3]
uavh.
= V ar[X1] + V ar[X2] + V ar[X3] (49)
Merk:
Overgangen i lign.(49) gjelder kun n˚ar Xi’ene er uavhengige.
Variansen til ventetiden for vogntog nr. 1, 2 og 3 er den samme siden alle Xi’ene er
uavhengige, alts˚a V ar[X1] = V ar[X2] = V ar[X3] ≡ V ar[X]. Dermed:
V ar[Y ]
lign.(49)
= 3 · V ar[X] (50)
Vi ma˚ derfor finne V ar[X]. Fra oppgave b) har E[X] = 22.25.
Dermed er det kun E[X2] som vi mangler for a˚ finne variansen:
E[X2] =
4∑
i=1
x2i · P (X = xi)
= 102 · 0.50 + 302 · 0.30 + 402 · 0.15 + 452 · 0.05 = 661.25 (51)
Dette innsatt i “varianssetningen”:
V ar[X] = E[X2]− E[X]2
= 661.25− 22.252 ≈ 166.1875 (52)
17
Variansen til ventetiden V ar[Y ]: 9
V ar[Y ] = 3 · V ar[X]
= 3 · 166.1875 = 498.5625 (55)
e) Standardavviket er:
σ[Y ]
def.
=
√
V ar[Y ] ≈
√
498.5625 ≈ 22.33 (56)

9NB: Legg merke til at følgende er FEIL:
V ar[Y ] = V ar[X1 +X2 +X3]
feil
= V ar[3X] = 32 V ar[X] FEIL! (53)
som, selvfølgelig, gir FEIL svar:
V ar[Y ]
feil
= 32 V ar[X] = 9 · 166.1875 = 1495.6875 FEIL! (54)
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Oppgave 7: ( empiriske størrelser vs stokastiske variabler , teori )
a) Fra kompendiet eller internett:
stokastisk variabel = en størrelse X som kan ha ulike verdier x
med ulike sannsynligheter (57)
b) Gjennomsnittet x for observasjoner x1, x2, ..., xn:
x =
1
n
n∑
i=1
xi (58)
Forventning E[X] av en diskret stokastisk variabel X:
E[X] =
n∑
i=1
xi P (X = xi) (59)
Kommentarer:
1) Likhet: begge formlene har den matematiske oppbygningen:
x , E[X] =
n∑
i=1
verdii · vekti (60)
hvor vekti = 1/n for verdiene til x
og vekti = P (X = xi) for de mulige utfallene til X.
2) Ulikhet: x har lik vekt, 1/n, mens E[X] kan generelt ha ulik vekt P (X = xi).
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c) Den empiriske variansen S2x for observasjoner x1, x2, ..., xn:
S2x =
1
n− 1
n∑
i=1
(
xi − x
)2
(61)
Varians V ar[X] av en diskret stokastisk variabel X:
V ar[X] =
n∑
i=1
(
xi − E[X]
)2
P (X = xi) (62)
Kommentarer:
1) Likhet: begge formlene har den matematiske oppbygningen:
S2x , V ar[X] =
n∑
i=1
avvik2i · vekti (63)
hvor vekti = 1/(n− 1) for avvikene til x
og vekti = P (X = xi) for de avvikene til utfallene til X.
2) Ulikhet: S2x har lik vekt, 1/(n− 1), mens V ar[X] kan generelt ha ulik vekt P (X = xi).
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3) Legg ogs˚a merke til at
avviki = xi − x (64)
for S2x, og
avviki = xi − E[X] (65)
for V ar[X], alts˚a helt analogt, men med substitusjonen x→ E[X].
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d) Avstanden mellom punkter i rommet er gitt ved Pythagoras’ læresetning:
d =
√
(x2 − x1)2 + (y2 − y1)2 (66)
=
√
(avvik)2x + (avvik)
2
y (67)
= avstanden mellom punkter (68)
P˚a samme m˚ate som Pythagoras m˚aler avstander, s˚a ønsker vi ogs˚a at
standardavvikene Sx og σ[X] skal ma˚le avstander.
Men avstander mellom avvik istedet for avvik mellom punkter i rommet.
Derfor, i tr˚ad med Pythagoras, ikke unaturlig at “avvikene opphøyes i andre”:
Standardavviket Sx: ( observasjoner )
Sx =
√
S2x (69)
=
√√√√ 1
n− 1
n∑
i=1
(
xi − x
)2
(70)
=
√
(avvik)21 · vekt1 + (avvik)22 · vekt2 + (avvik)23 · vekt3 + .... (71)
= avstanden mellom avvik (72)
Standardavviket σ[X]: ( stokastiske variabler )
σ[X] =
√
V ar[X] (73)
=
√√√√ n∑
i=1
(
xi − E[X]
)2
P (X = xi) (74)
=
√
(avvik)21 · vekt1 + (avvik)22 · vekt2 + (avvik)23 · vekt3 + .... (75)
= avstanden mellom avvik (76)
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Tolkning:
V ar[X]:
Dersom verdiene xi til den stokastiske variablen X har, f.eks., benevningen NOK,
s˚a vil V ar[X] ha benevningen NOK2. I dette tilfellet har ikke V ar[X] noen
direkte umiddelbar tolkning.
σ[X]:
Det tilhørende standardavviket σ[X] =
√
V ar[X], derimot, har benevningen
benevning for σ[X] =
√
NOK2 = NOK (77)
Standardavviket σ[X] har derfor samme benevning som den stokastiske størrelsen X
selv, med tilhørende tolkning, et ma˚l p˚a avstand mellom avvik/usikkerhet.
Kommentar:
I analogi med Pythagoras’ læresetning i lign.(68) s˚a har anstanden d mellom
punktene (x1, y1) og (x2, y2) en umiddelbar tolkning, mens tolkningen d
2,
alts˚a avstanden i andre, er mindre a˚penbar.

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  Oppgave  6 
 
Kommentar 
Øving 4     ,     Oppgave 6 
1)  A og B er disjunkte 
2)    ”eller” sannsynlighet 
Formel 
Ark nr. 1: 
Setn. 
Den spesielle 
add. setn. 
Den generelle 
add. setn. 
1) sammenh.  mellom  
       ”og”   og  ”eller” 
2)    gjelder ALLTID 
1)  A og B er uavh. 
2)  uavh. TEST 
3)  ”og” sannsynlighet 
Den spesielle 
mult. setn. 
Den generelle 
mult. setn. 
1) sammenh.  mellom  
       ”og”   og   betinget  sanns. 
2)    gjelder ALLTID 
Kommentar 
Øving 4     ,     Oppgave 6 
A    =   ikke A 
Formel 
Ark nr. 2: 
Setn. 
Komplement 
       setn. 
      Total 
sannsynlighet  mix 
”og”  og  ”eller” med NOT Tvilling setn. 
Kommentar 
Øving 4     ,     Oppgave 6 
1) urnemodellen 
2) kombinatorisk sannsynlighet 
Formel 
Ark nr. 3: 
Setn. 
Kombinatorisk 
 sannsynlighet 
Bayes   lov 1) ”speilbrødre” 
2)    gjelder ALLTID 
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LØSNING: Oppgavesett nr. 5
“MAT110 Statistikk 1”, 2016
Oppgave 1: ( logistikk )
a) Siden lastebildene ankommer varemottaket uavhengige av hverandre s˚a er dette et
telleproblem. Dermed er sannsynlighetene P1, P2 og P3 gitt ved:
P1 =
n1
n
=
5
10
= 0.5 (1)
P2 =
n2
n
=
3
10
= 0.3 (2)
P3 =
n3
n
=
2
10
= 0.2 (3)
b) Sannsynlighetene P1, P2 og P3 utgjør en gyldig sannsynlighetsfordeling
fordi de summeres opp til e`n:
P1 + P2 + P3 = 0.5 + 0.3 + 0.2 = 1 (4)
1
c) Den spesifikke sannsynlighetfordelingen P (X = xi) er oppgitt.
Dermed bruker vi definisjonen av forventning:
E[X]
def.
=
3∑
i=1
xi · P (X = xi) (5)
= 10 · P (X = 10)︸ ︷︷ ︸
=0.5
+ 20 · P (X = 20)︸ ︷︷ ︸
=0.3
+ 30 · P (X = 30)︸ ︷︷ ︸
=0.2
= 10 · 0.5 + 20 · 0.3 + 30 · 0.2 = 17 (6)
Forventet behandlingstid E[X] for a˚ laste av lasten til en tilfeldig valgt lastebil er
17 minutter.
d) Den spesifikke sannsynlighetfordelingen P (X = xi) er oppgitt.
Dermed bruker vi definisjonen av varians:
V ar[X]
def.
=
3∑
i=1
(
xi − E[X]
)2
· P (X = xi) (7)
= ( 10− 17 )2 · P (X = 10)︸ ︷︷ ︸
=0.5
+ ( 20− 17 )2 · P (X = 20)︸ ︷︷ ︸
=0.3
+ ( 30− 17 )2 · P (X = 30)︸ ︷︷ ︸
=0.2
= ( 10− 17 )2 · 0.5 + ( 20− 17 )2 · 0.3 + ( 30− 17 )2 · 0.2 = 61 (8)
med tilhørende standardavvik σ[X]:
σ[X]
def.
=
√
V ar[X] =
√
61 = 7.81 (9)
2
e) Fortventet ventetid E[V ]:
E[V ] = E[X1 +X2 +X3] (10)
= E[X1] + E[X2] + E[X3] (11)
= E[X] + E[X] + E[X] (12)
= 3E[X] = 3 · 17 = 51 (13)
Forventet behandlingstid E[V ] dersom det st˚ar 3 tilfeldige lastebiler foran deg i kø,
er 51 minutter.
f) Fortventet varians V ar[V ]:
V ar[V ] = V ar[X1 +X2 +X3] (14)
uavh.
= V ar[X1] + V ar[X2] + V ar[X3] (15)
= V ar[X] + V ar[X] + V ar[X] (16)
= 3V ar[X] = 3 · 61 = 183 (17)
med tilhørende standardavvik σ[V ]:
σ[V ]
def.
=
√
V ar[V ] =
√
183 = 13.5 (18)
3
g) Siden lastebildene ankommer varemottaket uavhengige av hverandre
s˚a er den simultane sannsynligheten bare produktet av sannsynlighetene:
p(30, 30, 30) ≡ P(X1 = 30 og X2 = 30 og X3 = 30 ) (19)
uavh.
= P (X = 30) · P (X = 30) · P (X = 30) (20)
=
(
P (X = 30)︸ ︷︷ ︸
=0.2
)3
= 0.23 = 0.008 (21)
h) Tolkning:
p(30, 30, 30) = sannsynligheten for at alle 3 lastebilene som st˚ar foran deg i kø,
er store lastebilder som tar 30 minutter hver a˚ laste av
i) Den eneste ma˚ten at ventetiden kan bli 90 minutter p˚a er at alle 3 lastebildene
som er foran deg i kø, er store: P (V = 90) = p(30, 30, 30). Dermed:
P (V ≤ 80) = 1−
= p(30,30,30)︷ ︸︸ ︷
P (V = 90) (22)
= 1− 0.008 = 0.992 (23)
Sannsynligheten for at du ma˚ vente 80 minutter eller mindre er P (V ≤ 80) = 0.992.
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j) Igjen bruker vi det faktum at lastebilene ankommer uavhengige av hverandre.
Da er de simultane sannsynlighetene bare produktet av sannsynlighetene. Dermed:
P (V = 50) =
disse tre sanns. er like︷ ︸︸ ︷
p(10, 10, 30) + p(10, 30, 10) + p(30, 10, 10)
+ p(20, 20, 10) + p(20, 10, 20) + p(10, 20, 20)︸ ︷︷ ︸
disse tre sanns. er like
(24)
= 3 · p(10, 10, 30) + 3 · p(20, 20, 10) (25)
= 3
(
p(10, 10, 30) + p(20, 20, 10)
)
(26)
= 3
(
0.5 · 0.5 · 0.2 + 0.3 · 0.3 · 0.5
)
= 0.285 (27)
Sannsynligheten for at du ma˚ vente 50 minutter er P (V = 50) = 0.285.

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Oppgave 2: ( økonomi )
a) i) Marginalsannsynlighetene for prisen X:
marginalfordeling︷ ︸︸ ︷
P (X = 1000) =
∑
y
p(1000, y) (28)
= p(1000, 90) + p(1000, 150) + p(1000, 210) = 0.05 + 0.10 + 0.15 = 0.30 (29)
marginalfordeling︷ ︸︸ ︷
P (X = 1500) =
∑
y
p(1500, y) (30)
= p(1500, 90) + p(1500, 150) + p(1500, 210) = 0.10 + 0.20 + 0.10 = 0.40 (31)
marginalfordeling︷ ︸︸ ︷
P (X = 2000) =
∑
y
p(2000, y) (32)
= p(2000, 90) + p(2000, 150) + p(2000, 210) = 0.15 + 0.10 + 0.05 = 0.30 (33)
ii) Marginalsannsynlighetene for etterspørselen Y :
marginalfordeling︷ ︸︸ ︷
P (Y = 90) =
∑
x
p(x, 90) (34)
= p(1000, 90) + p(1500, 90) + p(2000, 90) = 0.05 + 0.10 + 0.15 = 0.30 (35)
6
marginalfordeling︷ ︸︸ ︷
P (Y = 150) =
∑
x
p(x, 150) (36)
= p(1000, 150) + p(1500, 150) + p(200, 150) = 0.10 + 0.20 + 0.10 = 0.40 (37)
marginalfordeling︷ ︸︸ ︷
P (Y = 210) =
∑
x
p(x, 210) (38)
= p(1000, 210) + p(1500, 210) + p(200, 210) = 0.15 + 0.10 + 0.05 = 0.30 (39)
b) i) Forventet pris p˚a iPhone 7:
E[X]
def.
=
3∑
i=1
xi · P (X = xi) (40)
= 1000 · P (X = 10)︸ ︷︷ ︸
=0.30
+ 1500 · P (X = 15)︸ ︷︷ ︸
=0.40
+ 2000 · P (X = 20)︸ ︷︷ ︸
=0.30
(41)
=
(
1000 · 0.30 + 1500 · 0.40 + 2000 · 0.30
)
NOK = 1500 NOK (42)
Forventet pris er alts˚a 1500 NOK for iPhone 7.
ii) Forventning av etterspørselen Y :
E[Y ]
def.
=
3∑
i=1
yi · P (Y = yi) (43)
= 90 · P (Y = 90)︸ ︷︷ ︸
=0.30
+ 150 · P (Y = 150)︸ ︷︷ ︸
=0.40
+ 210 · P (Y = 210)︸ ︷︷ ︸
=0.30
(44)
= 90 · 0.30 + 150 · 0.40 + 210 · 0.30 = 150 (45)
Det forventes a˚ selge 150 enheter av iPhone 7 den første uken etter lansering.
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c) Siden
omsetning = pris︸︷︷︸
=X
× antall solgte varer︸ ︷︷ ︸
=Y
= X · Y (46)
s˚a er forventet omsetning:
E[X · Y ] =
3∑
i=1
3∑
j=1
xi · yj · p(xi, yj) (47)
=
(
1000 · 90 ·
=0.05︷ ︸︸ ︷
p(1000, 90) + 1000 · 150 ·
=0.10︷ ︸︸ ︷
p(1000, 150) + 1000 · 210 ·
=0.15︷ ︸︸ ︷
p(1000, 210)
+ 1500 · 90 ·
=0.10︷ ︸︸ ︷
p(1500, 90) + 1500 · 150 ·
=0.20︷ ︸︸ ︷
p(1500, 150) + 1500 · 210 ·
=0.10︷ ︸︸ ︷
p(1500, 210) (48)
+ 2000 · 90 · p(2000, 90)︸ ︷︷ ︸
=0.15
+ 2000 · 150 · p(2000, 150)︸ ︷︷ ︸
=0.10
+ 2000 · 210 · p(2000, 210)︸ ︷︷ ︸
=0.05
)
NOK
= 219 000 NOK (49)
Forventet omsetning er 219 000 NOK den førske uken etter lansering.
d) Vi kjenner b˚ade E[X] og E[Y ] fra oppgave b. Produktet av disse er:
E[X] · E[Y ] = 1500 · 150 NOK = 225 000 NOK (50)
Fra forrige oppgave vet vi at E[X · Y ] = 219 000 NOK. Dermed innser vi at:
E[X · Y ] 6= E[X] · E[Y ] (51)
Konklusjon: Nei, X og Y er ikke uavhengige. De er avhengige.
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e) i) Den simultane sannsynlighetsfordelingen P (X ogY ) = P (X ∩ Y ) er kjent. Se tabell.
De ubetingede sannsynlighetene P (X = x), for X = 1000, X = 1500 og X = 2000,
ble beregnet i oppgave a.
Sammenhengen mellom betinget og utbetinget sannsynligheter er gitt via den
“generelle” multiplikasjonssetningen.
P (Y = 90|X = 1000) =
tabell
= 0.05︷ ︸︸ ︷
P (X = 1000 ∩ Y = 90)
P (X = 1000)
=
0.05
0.30
=
1
6
(52)
P (Y = 150|X = 1000) =
tabell
= 0.10︷ ︸︸ ︷
P (X = 1000 ∩ Y = 150)
P (X = 1000)
=
0.10
0.30
=
1
3
(53)
P (Y = 210|X = 1000) =
tabell
= 0.15︷ ︸︸ ︷
P (X = 1000 ∩ Y = 210)
P (X = 1000)
=
0.15
0.30
=
1
2
(54)
ii) Forventet omsetning n˚ar prisen er fastsatt til X = 1000 NOK er dermed:
E[1000 · Y ] = 1000 · E[Y ] (55)
= 1000 ·
3∑
i=0
yi · P (Y = yi|X = 1000) (56)
= 1000 ·
[
90 ·
=1/6︷ ︸︸ ︷
P (Y = 90|X = 1000) + 150 ·
=1/3︷ ︸︸ ︷
P (Y = 150|X = 1000)
+ 210 ·
=1/2︷ ︸︸ ︷
P (Y = 210|X = 1000)
]
NOK (57)
= 170 000 NOK (58)
Forventet omsetning den første uken etter lansering n˚ar prisen er fastsatt til
X = 1000 NOK er 170 000 NOK.
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f) i) Denne oppgaven løses p˚a akkurat samme ma˚te som den foreg˚aende.
Sammenhengen mellom betinget og utbetinget sannsynligheter er gitt via den
“generelle” multiplikasjonssetningen.
P (Y = 90|X = 1500) =
tabell
= 0.10︷ ︸︸ ︷
P (X = 1500 ∩ Y = 90)
P (X = 1500)
=
0.10
0.40
=
1
4
(59)
P (Y = 150|X = 1500) =
tabell
= 0.20︷ ︸︸ ︷
P (X = 1500 ∩ Y = 150)
P (X = 1500)
=
0.20
0.40
=
1
2
(60)
P (Y = 210|X = 1500) =
tabell
= 0.10︷ ︸︸ ︷
P (X = 1500 ∩ Y = 210)
P (X = 1500)
=
0.10
0.40
=
1
4
(61)
ii) Forventet omsetning n˚ar prisen er fastsatt til X = 1500 NOK er dermed:
E[1500 · Y ] = 1500 · E[Y ] (62)
= 1500 ·
3∑
i=0
yi · P (Y = yi|X = 1500) (63)
= 1500 ·
[
90 ·
=1/4︷ ︸︸ ︷
P (Y = 90|X = 1500) + 150 ·
=1/2︷ ︸︸ ︷
P (Y = 150|X = 1500)
+ 210 ·
=1/4︷ ︸︸ ︷
P (Y = 210|X = 1500)
]
NOK (64)
= 225 000 NOK (65)
Forventet omsetning den første uken etter lansering n˚ar prisen er fastsatt til
X = 1500 NOK er 225 000 NOK.
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g) Nei , det behøver ikke være slik at høyeste pris gir høyest omsetning.
Dersom prisen settes for høy s˚a kan etterspørselen g˚a s˚a mye ned at det
g˚ar ut over omsetningen.
(Se tegneserien nedenfor.)

Figur 1: As price goes up, demand may go down in such a way that turnover goes down as well.
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Oppgave 3: ( finansanalyse )
a) i) Aksje A og aksje B er korrelerte:
RAB 6= 0 ⇒ A og B er korrelerte (66)
ii) Siden RAB er positiv s˚a tenderer de til a˚ variere sammen, dvs. de varierer i “takt”:
RAB > 0 ⇒ A og B er varierer sammen (67)
Dette betyr at høy pris p˚a aksje A hører sammen med høy pris p˚a aksje B. 1
b) i) Aksje C og aksje D er korrelerte:
ρ[XC , YD] 6= 0 ⇒ XC og YD er korrelerte (68)
ii) Siden ρ[XC , YD] er negativ s˚a tenderer de til a˚ variere motsatt, dvs. de varierer i “utakt”:
ρ[XC , YD] < 0 ⇒ XC og XD er varierer motsatt (69)
Dette betyr at høy pris p˚a aksje C hører sammen med lav pris p˚a aksje D.

1Siden RAB er nesten 1 s˚a er det nesten en lineær sammenheng mellom kursen p˚a A og B.
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Oppgave 4: ( logistikk og økonomi )
a) “Forsøksseriene” med produksjon og transport av lysarmatur og lysrør har følgende egenskaper:
1. Kun 2 mulige utfall, defekt/ødelagt (“suksess”) og ikke defekt/ikke ødelagt (“fiasko”).
2. Det er samme sannsynlighet pd og pt for alle lysrørene.
3. Lysrørene er, per antagelse, uavhengige, b˚ade hva produksjon og transport ang˚ar.
4. Det gjennomføres et bestemt antall “forsøk”, dvs. et bestemt antall lysrør n produseres og
transporteres.
Forsøksseriene oppfyller dermed kravene til en binomisk forsøksserie. De stokastiske variablene
D og T er derfor binomisk fordelt.
b) i) Forventning av D ∼ Bin[n, pd]:
E[D] = n · pd = 25 · 0.05 = 1.25 (70)
ii) Tolkning:
E[D] = forventet antall defekte lysrør i en produksjonsserie p˚a n = 25
c) i) Variansen til D ∼ Bin[n, pd]:
V ar[D] = n · pd (1− pd) = 25 · 0.05 · (1− 0.05) = 1.1875 (71)
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ii) Tolkning:
V ar[D] = forventet varians/usikkerhet i antall defekte lysrør i en
produksjonsserie p˚a n = 25
d) Sannsynligheten for at mer enn 2 lysrør er defekte i en forsendelse:
P (D > 2) = 1 − P (D ≤ 2) (72)
= 1 −
(
P (D = 0) + P (D = 1) + P (D = 2)
)
(73)
= 1 − P (D = 0) − P (D = 1) − P (D = 2) (74)
= 1 −
(
n
0
)
p0d (1− pd)n−0 +
(
n
1
)
p1d (1− pd)n−1 +
(
n
2
)
p2d (1− pd)n−2 (75)
= 1 −
(
25
0
)
0.050 (1− 0.05)25−0 −
(
25
1
)
0.051 (1− 0.05)25−1 −
(
25
2
)
0.052 (1− 0.05)25−2
= 1 − 0.2774 − 0.3650 − 0.2305 (76)
= 0.1271 (svar med 4 desimalers nøyaktighet) (77)
14
Kommentar: ( denne kommentaren er ikke nødvendig a˚ ha med p˚a eksamensbesvarelsen )
Siden
n · pd ( 1− pd ) = 25 · 0.05 (1− 0.05) = 1.1875  5 (78)
s˚a er ikke D tilnærmet en normalfordeling. I dette tilfellet er derfor det ikke noe alternativ a˚ løse
denne oppgaven tilnærmet via en normalfordeling og tilhørende tabelloppslag. Her m˚a man faktisk
gjøre utregningen som vist ovenfor.
e) Ta forventningen av uttrykket for fortjenesten F som er oppgitt i oppgaven:
E[F ] = E
[
(n−D − T ) · i − n · (k + kt)
]
(79)
= E
[
n · i−D · i− T · i − n · (k + kt)
]
(80)
= E[n · i ]︸ ︷︷ ︸
= n·i
− E[D · i ]︸ ︷︷ ︸
= E[D ]·i
− E[T · i ]︸ ︷︷ ︸
= E[T ]·i
− E[n · (k + kt) ]︸ ︷︷ ︸
= n·(k+kt)
(81)
= n · i − E[D ]︸ ︷︷ ︸
= n·pd
·i − E[T ]︸ ︷︷ ︸
= n·pt
·i − n · (k + kt) (82)
= n · i − n · pd · i − n · pt · i − n · (k + kt) (83)
= n
[
(1− pd − pt) · i − (k + kt)
]
, q.e.d. (84)
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f) Størst forventning oppn˚as i det tilfellet n˚ar utgiften er minst. Bruker tipset i fotnoten:
Bring:
E[F ] = n ·
[
(1− pd) · i− k − ( pt · i+ kt )︸ ︷︷ ︸
NB !
]
(85)
= n ·
[
(1− pd) · i− k − ( 0.15 · 1 700 + 275 ) NOK
]
(86)
= n ·
[
(1− pd) · i− k − 530 NOK
]
(87)
DHL:
E[F ] = n ·
[
(1− pd) · i− k − ( pt · i+ kt )︸ ︷︷ ︸
NB !
]
(88)
= n ·
[
(1− pd) · i− k − ( 0.04 · 1 700 + 750 ) NOK
]
(89)
= n ·
[
(1− pd) · i− k − 818 NOK
]
(90)
Konklusjon:
Bring har minst forventet utgift.
For a˚ f˚a størst forventet inntekt bør derfor Glamox velge Bring.

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Oppgave 5: ( korrelasjon )
    sterk positiv     sterk negativ 
     svak positiv     moderat  negativ 
     svak  negativ             ingen 
x 
Y 
Y Y 
Y 
Y Y 
x 
x 
x 
x 
x 
Figur 2: Lineær korrelasjon mellom X og Y .

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Oppgave 6: ( oversikt over formler )
Se vedlegg.

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Oppgave 7: ( logistikk )
a) “Forsøksserien” med oppmøte til en flyavgang har følgende egenskaper:
1. For hver passasjer er det kun 2 mulige utfall, oppmøte (suksess) eller ikke oppmøte (fiasko).
2. I oppgaven antas samme sannsynlighet p for oppmøte for alle n billettkjøperne.
3. I oppgaven antas det at alle billettkjøperne møter opp uavhengig av hverandre.
4. Det gjennomføres et bestemt antall forsøk, dvs. et bestemt antall passasjerer i dette tilfellet.
Forsøksserien oppfyller dermed kravene til en binomisk forsøksserie. Den stokastiske variablene
X som beskriver antallet suksesser i denne forsøksserien er derfor binomisk fordelt.
b) i) Forventning av X ∼ Bin[n, p]:
E[X] = n · p = 120 · 0.95 = 114 (91)
ii) Tolkning:
E[X] = forventet antall billettkjøpere som faktisk møter opp til sin flyavgang
c) i) Variansen til X ∼ Bin[n, p]:
V ar[X] = n · p (1− p) = 120 · 0.95 · (1− 0.95) = 5.7 (92)
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ii) Tolkning:
V ar[X] = forventet varians/usikkerhet i antall billettkjøpere
som faktisk møter opp til sin flyavgang
d) Forventet inntekt for SAS n˚ar n = 120:
E[I] = E[a ·X] = a · E[X]︸ ︷︷ ︸
=n·p
= ( 800 · n · p ) NOK (93)
=
(
800 · 120 · 0.95
)
NOK = 91 200 NOK (94)
e) Forventet inntekt for SAS n˚ar n = 123:
E[I] = E[a ·X] = a · E[X]︸ ︷︷ ︸
=n·p
= ( 800 · n · p ) NOK (95)
=
(
800 · 123 · 0.95
)
NOK = 93 480 NOK (96)
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f) Sannsynligheten for at det møter opp flere passasjerer enn flyet har kapasitet til:
P (X ≥ 121) = P (X = 121) + P (X = 122) + P (X = 123) (97)
=
(
n
121
)
p121 (1− p)n−121 +
(
n
122
)
p122 (1− p)n−122 +
(
n
123
)
p123 (1− p)n−123
=
(
123
121
)
0.95121 (1− 0.95)n−121 +
(
123
122
)
p122 (1− 0.95)n−122 (98)
+
(
123
123
)
0.95123 (1− 0.95)123−123 (99)
= 0.0378 + 0.0118 + 0.0018 (100)
= 0.0514 (eksakt svar med 4 desimales nøyaktighet) (101)
Kommentar: ( denne kommentaren er ikke nødvendig a˚ ha med p˚a øvingen )
Det er meningen at denne oppgaven skal løses p˚a ma˚ten som vist i lign.(97). Det er en eksakt
løsning. Man trenger nemlig mellomregningene, dvs. lign.(100), i denne oppgaven for a˚ løse oppgave
7g.
Isolert sett kan deloppgave 7f ogs˚a løses ved hjelp av en tilnærmet metode. Den tilnærmede
metoden gir ikke et s˚a godt svar som det eksakte, selvsagt. Men man f˚ar et svar som er i nærheten:
Siden ( se lign.(7.56) i formelsamling )
n · p(1− p) = 5.8 & 5 (102)
s˚a er X tilnærmet en normalfordeling, X ∼ N[E[X], σ[X] ], hvor E[X] = n · p = 116.85 og
V ar[X] = n · p(1− p) = 5.8425 (n = 123 og p = 0.95). Uten heltallskorreksjon f˚ar man da:
P (x ≥ 121) = 1− P (Z ≤ 1.72) = 1− 0.9573 = 0.0427 (tilnærmet svar) (103)
Heltallskorreksjon gir ikke alltid et bedre svar, jfr. kommentarer i læreboken. Derfor er ikke hel-
tallskorreksjon tatt med her.
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g) Forventet utgift til SAS ved en slik “overbooking”, dvs. n˚ar n = 123:
E[U ] = E[b · Y ] = b · E[Y ] (104)
= b
3∑
y=1
y P (Y = y) (105)
= b ·
(
1 · P (Y = 1) + 2 · P (Y = 2) + 3 · P (Y = 3)
)
(106)
= b ·
(
1 · P (X = 121)︸ ︷︷ ︸
=0.0378
+ 2 · P (X = 122)︸ ︷︷ ︸
=0.0118
+ 3 · P (X = 123)︸ ︷︷ ︸
=0.0018︸ ︷︷ ︸
numeriske resultat hentet fra oppgave 7f, lign.(100)
)
(107)
= 5000 ·
(
1 · 0.0378 + 2 · 0.0118 + 3 · 0.0018
)
NOK (108)
= 334 NOK (109)
h) Siden forventet billettinntekter ved overbooking er
E[I]− E[U ] =
(
93 480 − 334
)
NOK = 93 146 NOK (110)
er større enn forventet inntekt ved fullt fly, 91 200 NOK (se oppgave 7d), s˚a
lønner det seg for SAS a˚ overbooke.

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Vedlegg 
Tyngdepunkt 
Variasjon 
Samvariasjon 
(IKKE-normert) 
Samvariasjon 
(normert) 
    Beskrivende statistikk 
( utvalg av observasjoner ) 
generelt 
generelt 
generelt 
uavh. 
uavh. 
uavh. 
Oppgave 6 a)         Stokastiske variabler 
( sann.-fordeling av stok. var X ) 
og 
Sannsynlighetsregning 
( begivenheter A og B ) 
             Simultane sanns.-fordelinger 
( sannsynlighetsfordeling  for stok. var.  X og Y ) 
generelt 
disjunkt 
Oppgave 6 b) 
generelt 
uavh. 
eller 
   total 
sannsynl. 
kompl. 
setn. 
oppspl. 
av Ω 
Bayes 
lov 
2 setninger skal inn i denne ruten 
Løsning  6 
(2016) 
LØSNING: Oppgavesett nr. 6
“MAT110 Statistikk 1”, 2016
Oppgave 1: ( Sport Management )
a) Forsøksserien med a˚ prøve a˚ score ma˚l i en fotballkamp med n = 10 ma˚lsjanser har
følgende egenskaper:
1. Hver m˚alsjanse har kun 2 mulige utfall, ma˚l (suksess) eller ikke ma˚l (fiasko).
2. I oppgaven antas det at det er samme sannsynlighet p (= 0.20) for a˚ score ma˚l i alle n (= 10)
forsøkene.
3. Alle forsøk er uavhengige.
4. Vi gjennomfører et bestemt antall forsøk, n = 10 i dette tilfellet.
Forsøksserien oppfyller dermed kravene til en binomisk forsøksserie. Den stokastiske variablene
X som beskriver antallet suksesser i denne forsøksserien er derfor binomisk fordelt.
b) i) Tolking:
E[X] = forventet antall m˚al som scores av “Tufte IL”
i løpet av tilfeldig valgt kamp (1)
ii) Siden X ∼ Bin[n = 10, p = 0.20] s˚a er forventningen:
E[X]
Bin.
= n · p = 10 · 0.2 = 2 (2)
1
c) i) Tolking:
V ar[X] = forventet variasjon/spredning av antall m˚al som scores av
“Tufte IL” i løpet av tilfeldig valgt kamp (3)
ii) Siden X ∼ Bin[n = 10, p = 0.20] s˚a er variansen:
V ar[X]
Bin.
= n · p (1− p) = 10 · 0.2 · (1− 0.2) = 1.6 (4)
d) i) Sannsynligheten for at laget scorer minst 1 ma˚l i en kamp:
P (X ≥ 1) = 1 − P (X ≤ 0) (5)
= 1 − P (X = 0) (6)
= 1 −
(
n
0
)
p0 (1− p)n−0 = 1−
(
10
0
)
0.20 (1− 0.2)10−0 = 0.8926 (7)
ii) Sannsynligheten for at laget scorer minst 2 ma˚l i en kamp:
P (X ≥ 2) = 1 − P (X = 0) − P (X = 1) (8)
= 1 −
(
n
0
)
p0 (1− p)n−0 −
(
n
1
)
p1 (1− p)n−1 (9)
= 1−
(
10
0
)
0.20 (1− 0.2)10−0 −
(
10
1
)
0.21 (1− 0.2)10−1 (10)
= 1 − 0.1074 − 0.2684 (11)
= 0.6242 (12)
2
e) Siden XA ∼ Bin[n = 10, p = 0.30] s˚a er forventningen:
E[XA]
bin.
= n · p = 10 · 0.3 = 3 (13)
f) Siden XB ∼ Bin[n = 15, p = 0.20] s˚a er forventningen:
E[XB]
bin.
= n · p = 15 · 0.2 = 3 (14)
g) i) Sannsynligheten for at laget scorer minst 1 ma˚l i en kamp:
P (XA ≥ 1) = 1 − P (XA ≤ 0) (15)
= 1 − P (XA = 0) (16)
= 1 −
(
n
0
)
p0 (1− p)n−0 = 1−
(
10
0
)
0.30 (1− 0.3)10−0 (17)
= 1 − 0.0282 = 0.9718 (18)
ii) Sannsynligheten for at laget scorer minst 2 ma˚l i en kamp:
P (XA ≥ 2) = 1 − P (XA = 0) − P (XA = 1) (19)
= 1 −
(
n
0
)
p0 (1− p)n−0 −
(
n
1
)
p1 (1− p)n−1 (20)
= 1−
(
10
0
)
0.30 (1− 0.3)10−0 −
(
10
1
)
0.31 (1− 0.3)10−1 (21)
= 1 − 0.0282 − 0.1211 (22)
= 0.8507 (23)
3
h) i) Sannsynligheten for at laget scorer minst 1 ma˚l i en kamp:
P (XB ≥ 1) = 1 − P (XB ≤ 0) (24)
= 1 − P (XB = 0) (25)
= 1 −
(
n
0
)
p0 (1− p)n−0 = 1−
(
15
0
)
0.20 (1− 0.2)15−0 (26)
= 1 − 0.0352 = 0.9648 (27)
ii) Sannsynligheten for at laget scorer minst 2 ma˚l i en kamp:
P (XB ≥ 2) = 1 − P (XB = 0) − P (XB = 1) (28)
= 1 −
(
n
0
)
p0 (1− p)n−0 −
(
n
1
)
p1 (1− p)n−1 (29)
= 1−
(
15
0
)
0.20 (1− 0.2)15−0 −
(
15
1
)
0.21 (1− 0.2)15−1 (30)
= 1 − 0.0352 − 0.1319 (31)
= 0.8329 (32)
4
For a˚ bedre kunne sammenligne strategi A og B s˚a fyll vi inn svarene fra denne oppgaven i tabellen:
E[X] 
Historiske 
   data 
Strategi A 
    ( øke ”p” ) 
P(X ≥ 1) P(X ≥ 2) 
Strategi B 
    ( øke ”n” ) 
E[ X ] = 2 
E[ XA ] = 3 
E[ XB ] = 3 
P(X ≥ 1) = 0.8926 
P( XA ≥ 1) = 0.9718 
P( XB ≥ 1) = 0.9648 
P( X ≥ 2) = 0.6242 
P( XA ≥ 2) = 0.8507 
P( XB ≥ 2) = 0.8329 
Figur 1: Svarene fra denne oppgaven er samlet i tabellen.
i) Fra tabell 1 ser vi at strategi A og B gir samme forventede antall scorede m˚al. Dessuten er de
to stragtegiene temmelig like med hensyn p˚a b˚ade 1 og 2 ma˚l. Konklusjonen er derfor at det
ikke er noen dramatisk forskjell mellom de to strategiene ut fra et rent statistisk st˚asted.

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Oppgave 2: ( logistikk )
a) Figuren p˚a side 53 i formelsamlingen viser sannsynlighetstettheten til en normalfordeling.
Siden den stokastiske variabelen X er nettopp det, normalfordelt, s˚a kan man lese svaret
rett av figuren:
P (µ− σ ≤ X ≤ µ+ σ ) = 0.682 (33)
b) Ogs˚a lengden for et tilfeldig valgt rør er normalfordelt. Intervallet mellom
8.9 meter og 9.1 meter tilsvarer µ− σ ≤ rørlengde ≤ µ+ σ.
Derfor blir svaret det samme som i oppgave 2a:
P ( 8.9 ≤ rørlengde ≤ 9.1 ) = 0.682 (34)
c) Ja, svaret fra oppgave 2b stemmer med lign.(7.151) p˚a side side 242-243 i kompendiet.
d) Intervallet mellom 8.8 meter og 9.2 meter tilsvarer µ− 2σ ≤ rørlengde ≤ µ+ 2σ
for v˚ar normalfordelte rørlengde. Ut fra figuren p˚a side 65 i formelsamlingen ser vi da:
P ( 8.8 ≤ rørlengde ≤ 9.2 ) = 0.954 (35)

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Oppgave 3: ( økonomi )
a) For at boringen etter olje i letebrønnene skal være en binomisk forsøksserie s˚a ma˚
de ha følgende egenskaper:
1. Hver oljebrønn har kun 2 mulige utfall, enten s˚a finner man olje (suksess) eller s˚a finner man
ikke olje (fiasko).
2. Det ma˚ være samme sannsynlighet p for a˚ finne olje i alle n letebrønnene.
3. Alle forsøk er uavhengige.
4. Vi gjennomfører et bestemt antall forsøk n.
Dersom disse antagelsen er noenlunde realistiske s˚a kan situasjonen modelleres som en binomisk
forsøksserie.
b) i) Sannsynligheten for at Shell finner nøyaktig 3 letebrønner:
P (X = 3) =
(
n
3
)
p3 (1− p)n−3 =
(
15
3
)
0.153 (1− 0.15)15−3 = 0.2184 (36)
ii) Sannsynligheten for at Shell finner minst 2 letebrønner:
P (X ≥ 2) = 1− P (X ≤ 1) (37)
= 1− P (X = 0) − P (X = 1) (38)
= 1−
(
n
0
)
p0 (1− p)n−0 −
(
n
1
)
p1 (1− p)n−1 (39)
= 1−
(
15
0
)
0.150 (1− 0.15)15−0 −
(
15
1
)
0.151 (1− 0.15)15−1 (40)
= 1 − 0.0874 − 0.2312 = 0.6814 (41)
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c) Siden M er normalfordelt, M ∼ N [µ = 1000 , σ = 200 ], s˚a har vi:
P (M > 1100) = 1 − P (M ≤ 1100) (42)
standardiser
= 1 − P
(
M − µ
σ
≤ 1100− µ
σ
)
(43)
= 1 − P
(
M − µ
σ︸ ︷︷ ︸
=ZM
≤ 1100− 1000
200︸ ︷︷ ︸
=0.5
)
(44)
= 1 − G(0.5) tabell= 1 − 0.6915 (45)
= 0.3085 (46)
d) i) Forventet totalmengde av olje i de 10 brønnene som inneholder olje:
E[Mtot] = E[M1 + M2 + ... +M10] (47)
uansett
= E[M1] + E[M2] + ... + E[M10] (48)
= 10 · E[M ] (49)
= 10 · 1000 = 10 000 (50)
hvor overgangen i lign.(48) gjelder uansett om M1, M2 ... M10 er uavhengige
eller ikke.
8
V ar[Mtot] = V ar[M1 + M2 + ... +M10] (51)
uavh.
= V ar[M1] + V ar[M2] + ... + V ar[M10] (52)
= 10 · V ar[M ] (53)
= 10 · 2002 = 400 000 (54)
hvor overgangen i lign.(52) gjelder kun fordi M1, M2 ... M10 er uavhengige.
ii) Siden alle Mi er normalfordelte (i = 1, 2, ..., 10) s˚a er ogs˚a summen Mtot normalfordelt.
I oppgave 3d i fant vi b˚ade forventingen og variansen til denne variabelen Mtot.
Dermed:
Mtot ∼ N[µ = 10 000 , σ = 632 ] (55)
hvor vi har brukt at standardavviket er
σ[Mtot] =
√
V ar[Mtot] =
√
400 000 ≈ 632 (56)
Sannsynligheten for at den totale mengden ligger innenfor intervallet [9000, 11000]
finner vi da ved a˚ Mtot-standardisere:
9
P
(
9000 ≤Mtot ≤ 11 000
)
= P (Mtot ≤ 11 000) − P (Mtot ≤ 9 000) (57)
std
= P
(
Mtot − E[Mtot]
σ[Mtot]
≤ 11 000− E[Mtot]
σ[Mtot]
)
− P
(
Mtot − E[Mtot]
σ[Mtot]
≤ 9 000− E[Mtot]
σ[Mtot]
)
(58)
= P
(
Mtot − E[Mtot]
σ[Mtot]︸ ︷︷ ︸
=Ztot
≤ 11 000− 10 000
632︸ ︷︷ ︸
=1.58
)
− P
(
Mtot − E[Mtot]
σ[Mtot]︸ ︷︷ ︸
=Ztot
≤ 9 000− 10 000
632︸ ︷︷ ︸
=−1.58
)
(59)
= P (Ztot ≤ 1.58) − P (Ztot ≤ −1.58) (60)
= G(1.58) −
(
1−G(1.58)
)
(61)
tabell
= 2 · 0.9429 − 1 (62)
= 0.8858 (63)
10
e) Fra oppgave 3c vet vi at p = 0.3085. Det er totalt n = 10 brønner hvor det er
funnet olje. Siden Y er binomial fordelt s˚a er da Y ∼ Bin[n = 10 , p = 0.3085 ].
Dermed:
P (Y ≥ 2) = 1 − P (Y ≤ 1) (64)
= 1 − P (Y = 0) − P (Y = 1) (65)
= 1−
(
n
0
)
p0 (1− p)n−0 −
(
n
1
)
p1 (1− p)n−1 (66)
= 1−
(
10
0
)
0.30850 (1− 0.3085)10−0 −
(
10
1
)
0.30851 (1− 0.3085)10−1 (67)
= 1 − 0.0250 − 0.1115 = 0.8635 (68)

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Oppgave 4: ( logistikk , lagerstyring )
a) Siden den stokastiske variabelen Dt er oppgitt til a˚ være normalfordelt,
Dt ∼ N
[
µD = 10 , σD = 6
]
(69)
s˚a kan man finne P (Dt > 15) ved Dt-standardisering og tabelloppslag:
P (Dt > 15) = 1 − P (Dt ≤ 15) (70)
standardiser
= 1 − P
(
Dt − µD
σD
≤ 15− µD
σD
)
(71)
= 1 − P
(
Dt − µD
σD︸ ︷︷ ︸
=ZD
≤ 15− 10
6︸ ︷︷ ︸
≈ 0.83
)
(72)
= 1 − P (ZD ≤ 0.83) tabell= 1 − G(0.83) (73)
= 1 − 0.7967 tabell= 0.2033 (74)
b) Forventet antall lamper som m˚a skiftes per dag ved de forskjellige sykehusene
i Danmark er µD = 10. Ledetiden er L = 3.
Bestillingspunktet R, dvs. det antall lamper som sykehusene har p˚a lager
n˚ar de m˚a gjøre en ny bestilling for ikke a˚ g˚a tom, er:
R = µD L (75)
= 10 · 3 = 30 (76)
Alts˚a, n˚ar det er R = 30 lamper p˚a lager i Danmark s˚a ma˚ de gjøre en ny
bestilling.
12
c) Forventningen av etterspørselen av lamper i løpet av ledetiden L:
E[YL] = E
[
D1 +D2 +D3 + ...+DL
]
(77)
= E[D1] + E[D2] + E[D3] + ...+ E[DL]︸ ︷︷ ︸
L stk.
(78)
= E[Dt]︸ ︷︷ ︸
=µD
L (79)
= µDL , q.e.d. (80)
Merk:
Overgangen i lign.(78) gjelder alltid, uansett om Dt’ene er uavhengige eller ikke.
d) Siden de stokastiske variablene Dt er uavhengige, s˚a er tilhørende kovarians lik null.
Variansen blir dermed: ( se f.eks. formel (6.16) i formelsamlingen )
V ar[YL] = V ar
[
D1 +D2 +D3 + ...+DL
]
(81)
uavh.
= V ar[D1] + V ar[D2] + V ar[D3] + ...+ V ar[DL]︸ ︷︷ ︸
L stk.
(82)
= V ar[Dt]︸ ︷︷ ︸
=σ2D
L (83)
= σ2DL , q.e.d. (84)
Merk:
Overgangen i lign.(82) gjelder kun n˚ar Dt’ene er uavhengige.
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NB: Legg merke til at følgende er FEIL:
V ar[YL] = V ar[D1 +D2 +D3 + ...+DL] (85)
feil
= V ar[LDt] = L
2 V ar[Dt] = L
2 V ar[Dt] FEIL! (86)
e) A˚ finne standardavviket er bare a˚ ta kvadratroten av variansen:
σ[YL] =
√
V ar[YL] (87)
=
√
σ2DL = σD
√
L , q.e.d. (88)
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f) Den stokastiske variabelen YL ogs˚a normalfordelt:
YL ∼ N[µL , σL ] (89)
hvor YL har forventing E[YL] = µL = µDL og σ[YL] = σL = σD
√
L.
Dermed s˚a YL-standardiserer vi: ( R = 30, fra oppgave 4b )
P (YL > R) = P (YL > 30) (90)
= 1 − P (YL ≤ 30)
standardiser
= 1 − P
(
YL − µL
σL
≤ 30− µL
σL
)
(91)
= 1 − P
(
YL − µL
σL
≤ 30− µDL
σD
√
L
)
(92)
= 1 − P
(
YL − µL
σL︸ ︷︷ ︸
=ZL
≤
=0︷ ︸︸ ︷
30− 10 · 3
6 · √3
)
(93)
= 1 − P (ZL ≤ 0) tabell= = 1 − G(0) (94)
= 1 − 0.50 tabell= 0.50 (95)
Sannsynligheten for “stockout”, tomt lager, er P (DL > R) = 0.50.
PS:
I regningene ovenfor har vi brukt resultatene fra oppgave 4c og 4e:
E[YL] = µL = µD · L = 10 · 3 = 30 (96)
σ[YL] = σL = σD ·
√
L = 6 ·
√
3 (97)
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g) Fra oppgaveteksten ser vi at omskalering fra YL-variabel til Z-variabel gir
sikkerhetsfaktoren Z0.99:
Z0.99 =
R− E[YL]
σ[YL]
(98)
og løser med hensyn p˚a R alene:
R = E[YL] + Z0.99 σ[YL] (99)
Igjen bruker vi resultatene fra oppgave 4c og 4e, nemlig E[YL] = µDL
og σ[YL] = µD
√
L. Dermed:
R = µDL + Z0.99 σD
√
L , q.e.d. (100)
h) Siden YL, og dermed ogs˚a tilhørende Z, er normalfordelt s˚a finner vi Z0.99 ved
“omvendt tabelloppslag”.
P˚a side 63 i formelsamlingen ser vi at 0.9901 er det som er nærmest 0.99.
Dette tilsvarer at argumentet er 2.33. Dermed er sikkerhetsfaktoren: 1
Z0.99 = 2.33 (101)
Dermed blir det nye sikkerhetsniv˚aet:
R = µDL + Z0.99 σD
√
L (102)
= 10 · 3 + 2.33 · 6 ·
√
3 ≈ 54 (103)
Alts˚a, n˚ar antall lamper p˚a lager i Danmark har redusert seg til R = 54 lamper
s˚a ma˚ de gjøre en ny bestilling dersom de skal ha et sikkerhetsniv˚a p˚a 99 %.
1Sikkerhetsfaktoren Z0.99 er antall standardavvik vi behøver for a˚ oppn˚a det ønskede sikkerhetsniv˚aet.
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i) Ekstraleddet i lign.(100) er sikkerhetslageret SS:
SS = Z0.99 σ[YL] (104)
= Z0.99 σD
√
L = 2.33 · 6 ·
√
3 ≈ 24 (105)
Sykehusene i Danmark ma˚ ha 24 lamper p˚a lager for a˚ dersom de skal ha
et sikkerhetsniv˚a p˚a 99 %.
j) Svarene for sikkerhetslager SS og bestillingspunktet R er markert
p˚a den vertikale aksen (y-aksen):
SS   ( ”safety stock” ) 
    R    ( bestillingspunkt ) 
20 
40 
60 
80 
      L = 3 
 ( ledetid, dager  ) 
tid 
Antall  lamper på lager 
SS = 24 
R = 54 
μDL 
( MAT110-notasjon ) 
Figur 2: Antall lamper p˚a lager sfa. tid.
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k) Dersom b˚ade etterspørselen Dt og ledetiden L er stokastisk (usikker) s˚a m˚a
sikkerhetslageret SS være:
SS = Z0.99 σ[YL] (106)
= Z0.99
√
σ2DµL + σ
2
LµD = 2.33
√
62 · 3 + 22 · 10 ≈ 28 (107)
Sykehusene i Danmark ma˚ ha 28 lamper p˚a lager for a˚ dersom de skal ha
et sikkerhetsniv˚a p˚a 99 % n˚ar b˚ade etterspørselen og ledetiden er stokastisk.
l) Fra ligningen σ2[YL] = σ
2
DµL + σ
2
LµD ser vi at
det har blitt lagt til et ekstra ledd pga. usikkerheten i ledetiden L.
Denne usikkerheten fører alts˚a til en økning i sikkerhetslageret SS.

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Oppgave 5: ( økonomi )
a) i) Forventet antall solgte biler per dag:
E[X]
def.
=
3∑
i=0
xi · P (X = xi) (108)
= 0 · P (X = 0)︸ ︷︷ ︸
=0.50
+ 1 · P (X = 1)︸ ︷︷ ︸
=0.30
+ 2 · P (X = 2)︸ ︷︷ ︸
=0.15
+ 3 · P (X = 3)︸ ︷︷ ︸
=0.05
(109)
= 0 · 0.50 + 1 · 0.30 + 2 · 0.15 + 3 · 0.05 = 0.75 (110)
ii) For a˚ finne variansen V ar[X] ma˚ vi først ha E[X2]:
E[X2]
def.
=
3∑
i=0
x2i · P (X = xi) (111)
= 02 · P (X = 0)︸ ︷︷ ︸
=0.50
+ 12 · P (X = 1)︸ ︷︷ ︸
=0.30
+ 22 · P (X = 2)︸ ︷︷ ︸
=0.15
+ 32 · P (X = 3)︸ ︷︷ ︸
=0.05
(112)
= 02 · 0.50 + 12 · 0.30 + 22 · 0.15 + 32 · 0.05 = 1.35 (113)
Dette innsatt i setningen for varians: (se formelsamling)
V ar[X] = E[X2]− E[X]2 = 1.35− 0.752 = 0.7875 (114)
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b) i) Forventet antall solgte biler per dag i gjennomsnitt over et a˚r:
E[X ] = E
[
1
n
(
X1 +X2 + ... +Xn
)]
(115)
alltid
=
1
n
(
E[X1] + E[X2] + ... + E[Xn]
)
(116)
=
1
n
(
E[X] + E[X] + ... + E[X]
)
=
nE[X]
n
= E[X] = 0.75 (117)
NB: Overgangen i lign.(115) gjelder alltid. Uansett om de stokastiske variablene Xi er
uavhengige eller ikke.
ii) Variansen til gjennomsnittet av antall solgte biler per dag:
V ar[X ] = V ar
[
1
n
(
X1 +X2 + ... +Xn
)]
(118)
uavh.
=
1
n2
(
V ar[X] + V ar[X] + ... + V ar[X]
)
=
nV ar[X]
n2
(119)
=
V ar[X]
n
=
0.7875
303
= 0.0026 (120)
NB: Overgangen i lign.(119) gjelder kun fordi de stokastiske variablene Xi er
uavhengige.
(Om de hadde vært korrelerte s˚a hadde vi f˚att et kovariansledd, og utregningen
hadde blitt mye mer komplisert).
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c) Utfylt versjon av tabellen:
E[ X ] 
E[ X ] 
σ[ X ] 
σ[ X ] 
0.75 
0.0510 0.75 
0.8874 
tyngdepunkt spredning 
Figur 3: Utfylt versjon av tabellen.
Kommentar:
Forventingene til X og Xi er de samme, dvs.
E[X ] = E[X] (121)
mens standardavviket til X er mye mindre:
σ[X ]  σ[X ] (122)
d) i) Med forutsetningene som formulet i oppgavesettet s˚a gjelder sentralgrensesetningen.
ii) Ifølge sentralgrensesetningen er da den stokastiske varibalen X, dvs. gjennomsnittet,
normalfordelt
X ∼ N[ E[X ] , V ar[X ] ] = N
[
E[X ] ,
V ar[X ]
n
]
(123)
iii) En tommelfingerregel for at sentralgrensesetningen skal gjelde er:
n & 30 (124)
dvs. antall forsøk bør være ca. 30 eller mer.
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e) Tegner inn tetthetsfunksjonen fX(x):
0.4 0.8 1.2 
fX( x ) 
σ = 0.051 
μ = E[X]  = 0.75 
x 
0.2 0.6 1.0 
0.20 
0.10 
0.30 
0.40 
0.50 
Figur 4: Tetthetsfunksjonen fX(x).
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f) Sannsynligheten for at Slatlem selger mer enn 220 biler i a˚ret: ( uten heltallskorreksjon )
P
(
X1 +X2 + ... +Xn > 220
)
= P
(
X1 +X2 + ... +Xn
n
>
220
n
)
(125)
= P
(
X >
220
n
)
(126)
= 1 − P
(
X ≤ 220
n
)
(127)
standardiser
= 1 − P
(
X − E[X]
σ[X ]︸ ︷︷ ︸
= Z
≤
220
n
− E[X]
σ[X]
)
(128)
= 1 − P
(
Z ≤
220
303
− 0.75√
0.0026
)
(129)
= 1 − P (Z ≤ − 0.47) (130)
= 1 −
[
1− P (Z ≤ 0.47)
]
(131)
= P (Z ≤ 0.47) (132)
= G(0.47)
tabell
= 0.6808 (133)

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Løsning  7 
(2016) 
LØSNING: Oppgavesett nr. 7
“MAT110 Statistikk 1”, 2016
Oppgave 1: ( logistikk , “avisguttens problem” ) 1
a) Her er P (D = di) gitt ved en tabell. Da m˚a vi bruke definisjonen av forventningen
for a˚ finne forventet forventet etterspørsel av aviser en gitt dag, E[D]:
E[D]
def.
=
5∑
i=0
diP (D = di) (1)
= 0 · 0.1 + 1 · 0.05 + 2 · 0.15 + 3 · 0.3 + 4 · 0.25 + 5 · 0.15 (2)
= 3 (3)
b) En funksjon av en tilfeldig variabel er bare en ny tilfeldig variabel. Derfor:
S = min(D, q) er en stokastisk variabel fordi den er en funksjon av D , hvor D er en
stokastisk variabel.
Alternativt: 2
Siden D er en stokastisk variabel s˚a er høyre siden av ligningen
S = min(D, q)︸ ︷︷ ︸
stok. var.
(4)
en stokastisk variabel. Men da ma˚ ogs˚a venstresiden av lign.(4), alts˚a S,
være en stokastisk variabel.
1Problemet i denne oppgaven er kjent som “avisguttens dilemma” eller “avisguttens problem”. Dette grunnleg-
gende problemet beskriver tilbud og etterspørsel i ubalanse.
2Det er nok at man gir e`n av forklaringene.
1
c) Sannsynlighetsfordelingen er gyldig dersom
∑5
i=0 P (S = si) = 1.
La oss derfor se om dette er tilfelle:
5∑
i=0
P (S = si) = P (S = 0) + P (S = 1) + ... + P (S = 5) (5)
= 0.1 + 0.05 + 0.15 + 0.7 + 0 + 0 = 1 (6)
d) Her er P (S = si) gitt ved en tabell. Da m˚a vi bruke definisjonen av forventningen
for a˚ finne forventet antall solgte aviser en gitt dag n˚ar avisgutten bestiller q = 3 aviser:
E[S] =
5∑
i=0
siP (S = si) (7)
= 0 · 0.1 + 1 · 0.05 + 2 · 0.15 + 3 · 0.7 + 4 · 0 + 5 · 0 (8)
= 2.45 (9)
ii) Tolkning: E[S] er forventet antall solgte aviser en gitt dag
dersom avisgutten bestiller q = 3 aviser.
e) Teknisk forklaring:
N˚ar avisgutten bestiller q = 3 aviser s˚a er denne nye øvre grensen mindre enn
den opprinnelige øvre grensen p˚a 5 aviser. Siden sannsynlighetfordelingen P (S = si)
er den samme som P (D = di) frem til s = q − 1 = 2 s˚a ma˚ E[D] > E[S].
En mer ikke-teknisk forklaring er kanskje den beste ma˚ten a˚ forklare det p˚a:
Man kan ikke selge flere aviser enn markedet etterspør.
Det er derfor rimelig at forventet etterspørsel E[D] er større enn forventet salg E[S].
( Det er nok at du bare har e`n forklaring. )
2
f) Forventet fortjeneste E[pi(q)]: 3
E[pi(q)] = E[ r S − w q ] = rE[S]− w q (12)
For tilfellet q = 3 er E[S] = 2.45, jfr. oppgave 1d. Med w = 5 NOK og r = 20 NOK f˚ar vi:
E[pi(q)] =
(
20 · 2.45− 5 · 3 ) NOK = 34 NOK (13)
g) I oppgaven er det oppgitt at den stokastiske variabelen D er
normalfordelt, med D ∼ N[µ = 3, σ = 1.5 ]. Dermed løses denne oppgaven med
(omvendt) tabelloppslag. 4
Med innkjøpspris w = 5 og utslagspris r = 20 f˚as:
P (D ≤ q∗) = 1− w
r
(14)
P (D ≤ q∗) = 1− 5
20
(15)
P (D ≤ q∗) = 0.75 (16)
P
(
D − µ
σ︸ ︷︷ ︸
≡Z
≤ q
∗ − µ
σ︸ ︷︷ ︸
≡Z0
)
standardiser
= 0.75 (17)
P (Z ≤ Z0) = 0.75 (18)
Ved “omvendt tabelloppslag” ser vi at Z ′0 = 0.67 tilsvarer P (Z
′ ≤ Z ′0) = 0.7486.
Videre ser vi at Z ′′0 = 0.68 tilsvarer P (Z
′′ ≤ Z ′′0 ) = 0.7517. Vi skal ha 0.75,
som er ca. midt i mellom. Dermed:
Z0 = 0.675 (19)
3Her bruker vi regneregelene: (a og b er konstanter)
E[aX + bY ] = aE[X] + bE[Y ] , (10)
E[a] = a , (11)
som man finner p˚a side 39 i formelsamlingen.
4Husk at tabellen p˚a side 63 i formelsamlingen dreier seg KUN om normalfordeling.
3
Vi løser:
Z0 =
q∗ − µ
σ
(20)
med hensyn p˚a q∗: ( µ = 3 og σ = 1.5 )
q∗ = µ + Z0 · σ (21)
= 3 + 0.675 · 1.5 = 4.0125 (22)
Avisgutten ma˚ bestille q∗ ≈ 4 aviser for a˚ f˚a størst mulig fortjeneste.
h) Forventet etterspørsel av aviser er µ = 3 per dag.
Fortjenesten blir størst n˚ar avisgutten bestiller q∗ ≈ 4 aviser per dag. Alts˚a
q∗ > µ
4 > 3 , (23)
dvs. det lønner seg a˚ bestille flere aviser enn det man forventer a˚ selge.
Dette fordi:
Man taper mye mer p˚a tapt salg enn p˚a aviser han ikke f˚ar solgt.
Utdypende kommentar:
Dersom avisgutten brenner inne med for mange aviser s˚a taper han
“bare” 5 NOK per avis.
Men dersom han har for lite aviser s˚a mister han salg,
dvs. han mister inntekten (20− 5) NOK = 15 NOK per avis.
Tapt salg er alts˚a mye dyrere for avisgutten enn a˚ brenne inne med aviser.
Derfor er det “mindre ille” a˚ brenne inne med aviser enn a˚ g˚a tom for aviser.
Det er forklaringen p˚a at han bestiller flere aviser enn han forventer a˚ selge.
PS: Man behøver ikke ha med den utdypende kommentaren.
Det er nok med forklaringen som er innrammet.

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Oppgave 2: ( logistikk )
a) Det er oppgitt i oppgaven at X ∼ Poi[λ].
Siden X ∼ Poi[λ] s˚a finner man sannsynligheten for at det skjer 2 utrykninger
i løpet av en uke p˚a følgende ma˚te:
P (X = 2) =
λ2
2!
e−λ (24)
λ=1.5
=
1.52
2!
e−1.5 kalkis= 0.2510 (25)
b) Det er oppgitt i oppgaven at X ∼ Poi[λ].
Sannsynligheten for at det skjer mer enn 2 utrykninger i løpet av en uke:
P (X > 2) = 1 − P (X ≤ 2) (26)
= 1 −
(
P (X = 0) + P (X = 1) + P (X = 2)
)
(27)
= 1 − λ
0
0!
e−λ − λ
1
1!
e−λ − λ
2
2!
e−λ (28)
λ=1.5
= 1 − 1.5
0
0!
e−1.5 − 1.5
1
1!
e−1.5 − 1.5
2
2!
e−1.5 (29)
kalkis
= 1 − 0.2231 − 0.3347 − 0.2510 (30)
= 0.1912 (31)
5
c) Forventet antall utrykninger i løpet av en periode p˚a 3 uker:
E[Y ] = E[X1 +X2 +X3] (32)
alltid
= E[X1] + E[X2] + E[X3] =
3 stk.︷ ︸︸ ︷
λ + λ + λ = 3 · λ (33)
= 3 · 1.5 = 4.5 (34)
NB: Overgangen i lign.(32) til (33) gjelder alltid. Uansett om de stokastiske
variablene Xi er uavhengige eller ikke. (Se lign.(5.11) p˚a side 39 i formelsamlingen).
d) En sum av Poisson fordelinger X1+X2+X3 er ogs˚a Poisson fordelt, dvs. Y er Poisson fordelt.
Den stokastiske variabelen Y da er Poisson fordelt med forventning λY = E[Y ] = 4.5.
Sannsynligheten for at det skjer mer enn 2 utrykningen i løpet av en
periode p˚a 3 uker er da:
P (Y > 2) = 1 − P (Y ≤ 2) (35)
= 1 −
(
P (Y = 0) + P (Y = 1) + P (Y = 2)
)
(36)
= 1 − λ
0
Y
0!
e−λY − λ
1
Y
1!
e−λY − λ
2
Y
2!
e−λY (37)
λY =4.5= 1 − 4.5
0
0!
e−4.5 − 4.5
1
1!
e−4.5 − 4.5
2
2!
e−4.5 (38)
kalkis
= 1 − 0.0111 − 0.0500 − 0.1125 (39)
= 0.8264 (40)
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e) Siden
P (Y > 2) = 0.8264 og P (X > 2) = 0.1912 (41)
s˚a ser vi at P (Y > 2) er mye større enn P (X > 2). Siden Y beskriver en periode
p˚a 3 uker s˚a mens X beskriver kun 1 uke s˚a er virker det rimelig fornuftig at:
P (Y > 2)  P (X > 2) (42)
NB:
Selv om Y beskriver en periode p˚a 3 uker og X kun for 1 uke, s˚a kan vi IKKE
si at P (Y > 2) = 3 · P (X > 2)︸ ︷︷ ︸
galt
.
f) Siden P (A) = P (X > 2) og P (B) = P (X ≥ 1) s˚a kan vi visualisere dette p˚a den reelle tallinje:
0 5 4 3 1 2 
P( B ) = P( X≥1 ) 
P( A ) = P( X>2 ) 
X 
Figur 1: P (A) = P (X > 2) og P (B) = P (X ≥ 1).
Ut fra figuren ovenfor ser vi at begivenheten A i sin helhet er inneholdt i begivenheten B:
Ω 
B A ( X > 2 ) ( X ≥ 1 ) 
Figur 2: Venn-diagram.
7
g) Siden
begivenheten A i sin helhet er inneholdt i begivenheten B (43)
s˚a innser vi at
P (A ∩B) = P (X > 2 ∩X ≥ 1) = P (A) (44)
h) Den betingede sannsynligheten for at det skjer flere enn 2 utrykninger en uke
hvor vi vet det har skjedd en utrykning:
P (A|B) mult. setn.= P (A ∩B)
P (B)
=
= P (X>2)︷ ︸︸ ︷
P (X > 2 ∩X ≥ 1)
P (X ≥ 1)︸ ︷︷ ︸
=1−P (X=0)
=
=0.1912︷ ︸︸ ︷
P (X > 2)
1− P (X = 0)︸ ︷︷ ︸
=0.2231
(45)
Sannsynligheten P (X = 0) regnet vi ut i en mellomregning i 2b: P (X = 0) = 0.2231.
Fra oppgave 2b regnet vi videre ut at: P (X > 2) = 0.1912. Dermed:
P (A|B) = P (X > 2)
1− P (X = 0) (46)
=
0.1912
1− 0.2231 = 0.2461 (47)
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i) Utfylt tabell:
P( A )  =   P( X > 2 ) P( A∩B ) 
P( A|B )  =  P( X>2|X≥1 ) P( A ) · P(B) 
0.1912 
0.2461 
0.1912 
0.1486 
Figur 3: Fylt tabell.
hvor vi i denne tabellen har brukt følgende svar:
P (A) · P (B) = P (X > 2) · P (X ≥ 1) = P (X > 2) · ( 1− P (X = 0) ) (48)
= 0.1912 · ( 1− 0.2231 ) = 0.1486 (49)
j) i) Per definisjon: to begivenheter er uavhengige dersom: ( lign.(4.13) i formelsamlingen )
P (A|B) = P (A) (50)
Fra tabellen til venstre ser vi at lign.(50) ikke er oppfylt.
Derfor er A og B ikke uavhengige.
ii) Den spesielle multiplikasjonssetningen: ( lign.(4.14) i formelsamlingen )
P (A ∩B) = P (A) · P (B) (51)
Fra tabellen til høyre ser vi at lign.(51) ikke er oppfylt.
Derfor er A og B ikke uavhengige.

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Oppgave 3: ( logistikk )
a) Sannsynligheten for at en familie har minst e`n bil:
P (X ≥ 1) = 1 − P (X ≤ 0) (52)
= 1 − P (X = 0)︸ ︷︷ ︸
tabell
= 0.13
= 1 − 0.13 = 0.87 (53)
b) i) Forventet antall biler for en familie:
E[X]
def.
=
3∑
i=0
xi · P (X = xi) (54)
= 0 · P (X = 0)︸ ︷︷ ︸
=0.13
+ 1 · P (X = 1)︸ ︷︷ ︸
=0.55
+ 2 · P (X = 2)︸ ︷︷ ︸
=0.31
+ 3 · P (X = 3)︸ ︷︷ ︸
=0.01
(55)
= 0 · 0.13 + 1 · 0.55 + 2 · 0.31 + 3 · 0.01 = 1.2 (56)
ii) For a˚ finne variansen V ar[X] ma˚ vi først ha E[X2]:
E[X2]
def.
=
3∑
i=0
x2i · P (X = xi) (57)
= 02 · P (X = 0)︸ ︷︷ ︸
=0.13
+ 12 · P (X = 1)︸ ︷︷ ︸
=0.55
+ 22 · P (X = 2)︸ ︷︷ ︸
=0.31
+ 32 · P (X = 3)︸ ︷︷ ︸
=0.01
(58)
= 02 · 0.13 + 12 · 0.55 + 22 · 0.31 + 32 · 0.01 = 1.88 (59)
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Dette innsatt i setningen for varians: (se formelsamlingen side 38, lign.(5.6) )
V ar[X] = E[X2]− E[X]2 = 1.88− 1.22 = 0.44 (60)
c) i) Tolking:
E[Y ] = forventet antall biler totalt i det nye boligfeltet i Ørnvika
ii) Forventet antall biler totalt i det nye boligfeltet: ( n = 129 )
E[Y ] = E[X1 +X2 + ... +Xn ] (61)
= E[X1] + E[X2] + ... + E[Xn] (62)
alltid
= E[X] + E[X] + ... + E[X]︸ ︷︷ ︸
n = 129
= n · E[X]︸ ︷︷ ︸
=1.2
= 129 · 1.2 = 154.8 (63)
NB: Overgangen i lign.(61) til (62) gjelder alltid. Uansett om de stokastiske
variablene Xi er uavhengige eller ikke. (Se lign.(5.11) p˚a side 39 i formelsamlingen).
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d) i) Tolking:
V ar[Y ] = forventet variasjon/spredning i antall biler totalt som
familiene i det nye boligfeltet har (64)
ii) Variansen til gjennomsnittet av antall solgte biler per dag: ( n = 129 )
V ar[Y ] = V ar[X1 +X2 + ... +Xn ] (65)
uavhengig
= V ar[X1] + V ar[X2] + ... + V ar[Xn] (66)
= n·V ar[X]︸ ︷︷ ︸
= 0.44
= 129 · 0.44 = 56.76 (67)
NB: Overgangen i lign.(65) til (66) gjelder kun dersom de stokastiske
variablene Xi er ukorrelerte, dvs. Cov[Xi, Xj, Xk, ...] = 0.
5
Men variablene Xi er uavhengige︸ ︷︷ ︸
sterkt krav
. Da er de ogs˚a ukorrelerte︸ ︷︷ ︸
svakt krav
.
e) Siden
1. antall biler som de forskjellige familiene har er uavhengige:
Xi ∼ er uavhengige for alle i = 1, 2, 3, ..., n
2. alle familier antas a˚ ha samme sannsynlighetsfordeling for antall biler:
Xi ∼ samme sannsynlighetsfordeling for alle i = 1, 2, 3, ..., n
3. antall “forsøk”, dvs. antall familer, n = 129 er tilstrekkelig stort 6
s˚a gjelder sentralgrensesetningen. Dermed er Y normalfordelt,
med Y ∼ N
[
E[Y ], σ[Y ]
]
.
5Se lign.(6.16) p˚a side 47 i formelsamlingen.
6Husk: Antall forsøk n for at sentralgrensesetningen skal gjelde er avhengig av situasjonen. Men en tommel-
fingerregel er at vi bør ha n & 30.
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f) I oppgave 3e foran argumenterte vi for at Y ∼ N[E[Y ], σ[Y ] ].
Og det er i forbindelse med normalfordelinger at man standardiserer 7
og deretter gjør et tabelloppslag.
Videre fant vi i oppgave 3c fant vi at E[Y ] = 154.8 og i oppgave 3d fant vi V ar[Y ] = 56.76,
dvs. σ[Y ] =
√
V ar[Y ] =
√
56.76 = 7.53.
Sannsynligheten for at 160 parkeringsplasser er nok er dermed:
P (Y ≤ 160) = P
(
Y − E[Y ]
σ[Y ]︸ ︷︷ ︸
=Z
≤ 160− E[Y ]
σ[Y ]
)
(68)
= P (Z ≤ 160− 154.8√
56.76
) (69)
= P (Z ≤ 0.69) (70)
= G(0.69)
tabell
= 0.7549 (71)
g) Igjen bruker vi det faktum at Y er normalfordelt, Y ∼ N
[
E[Y ], σ[Y ]
]
.
La Y0 være antall parkeringsplasser ma˚ det bygges i Ørnvika for a˚ oppfylle
retningslinjene. Denne Y0 er bestemt ved:
P (Y ≤ Y0) = 0.90 (72)
P
(
Y − E[Y ]
σ[Y ]︸ ︷︷ ︸
≡Z
≤ Y0 − E[Y ]
σ[Y ]︸ ︷︷ ︸
≡Z0
)
standardiser
= 0.90 (73)
P (Z ≤ Z0) = 0.90 (74)
7Standardisering, dvs. g˚ar fra “X”-verden til “Z”-verden. Eller mer presist: et variabelskifte.
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Ved “omvendt tabelloppslag” ser vi at 0.8997 er det som er nærmest 0.90. Dette tilsvarer
at argumentet er 1.28. Dermed:
Z0 = 1.28 (75)
Dermed:
Z0 =
Y0 − E[Y ]
σ[Y ]
(76)
Y0 = Z0 · σ[Y ] + E[Y ] (77)
= 1.28 ·
√
56.76 + 154.8 = 164.44 ≈ 164 (78)
For at det skal være 90 % sikkert at alle har nok parkeringsplasser til bilene sine
s˚a ma˚ det bygges minst 164 parkeingsplasser.

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Oppgave 4: ( logistikk )
a) 4 krav m˚a være oppfylt for at X skal være binomisk fordelt:
1. Hvert forsøk skal ha 2 mulige utfall, s (suksess) eller f (fiasko).
2. Det skal være samme sannsynlighet p = 0.80 for suksess i alle n forsøkene.
3. Alle forsøk er uavhengige.
4. Vi gjennomfører et bestemt antall forsøk, n = 250.
Alle disse 4 kravene er oppfylt i v˚art tilfelle. Derfor er det rimelig a˚ anta at
X er binomisk fordelt, dvs. X ∼ Bin[n = 250, p = 0.8 ].
b) Fra oppgave a vet vi at X ∼ Bin[n = 250, p = 0.8 ].
Forventet antall personer som kommer p˚a b˚atturen blir dermed:
E[X]
Bin.
= n · p = 250 · 0.80 = 200 (79)
c) Fra oppgave a vet vi at X ∼ Bin[n = 250, p = 0.8 ].
i) Variansen til antall person som kommer p˚a b˚atturen blir dermed:
V ar[X]
Bin.
= n · p · (1− p) = 250 · 0.80 · (1− 0.80) = 40 (80)
ii) Tilhørende standardavviket σ[X]:
σ[X] =
√
V ar[X] =
√
40 = 6.32 (81)
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d) i) Betingelse som ma˚ være oppfylt s˚a for at en binomisk fordeling kan tilnærmes med en
normalfordeling: 8
n · p (1− p) & 5 (82)
ii) Før v˚art tilfelle:
250 · 0.80 (1− 0.80) = 40  5 (83)
Ja, betingelsen er godt oppfylt for v˚art tilfelle.
e) Atter en gang bruker vi at X er normalfordelt, X ∼ N[E[X], σ[X] ].
I tillegg f˚ar vi bruker for resultatet fra oppgave 4b, E[X] = 200, og resultatet fra
oppgave 4c, nemlig: σ[X] = 6.32.
La X0 være passasjerkapasitet til b˚aten. Det er denne X0 som oppgaver spør etter.
Siden det skal være 95 % sikkert at alle som kommer skal f˚a plass i b˚aten s˚a m˚a:
P (X ≤ X0) = 0.95 (84)
Siden X ∼ N[E[X], σX ], alts˚a normalfordelt, s˚a kan vi standardisere: 9
P
(
X − E[X]
σ[X]︸ ︷︷ ︸
≡ Z
≤ X0 − E[X]
σ[X]︸ ︷︷ ︸
≡ Z0
)
standardiser
= 0.95 (85)
P (Z ≤ Z0) = 0.95 (86)
Ved “omvendt tilbabelloppslag” ser vi at 0.9495 og 0.9505 ligger midt mellom 0.95.
Dette tilsvarer at argumentet er midt mellom 1.64 og 1.65, dvs.
Z0 = 1.645 (87)
8Se f.eks. side 75 i formelsamlingen.
9Standadisering, dvs. g˚ar fra “X”-verden til “Z”-verden. Eller mer presist: et variabelskifte.
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Løser med hensyn p˚a X0 alene:
Z0 =
X0 − E[X]
σ[X]
(88)
X0 = Z0 · σ[X] + E[X] (89)
= 1.645 · 6.32 + 200 = 210.40 ≈ 210 (90)
For at det skal være 95 % sikkert at alle som kommer p˚a utflukten skal f˚a plass
i b˚aten s˚a ma˚ b˚aten minst ta 210 passasjerer.

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Oppgave 5: ( regresjon )
a) Regresjonsanalyse er teori og metoder for a˚ analysere og utnytte samvariasjon
mellom variable.
b) Forma˚let med regresjonsanalyse er a˚ konstruere modeller som kan brukes til a˚
ansl˚a verdien (“prediksjon/forutsi”) av en variabel Y ved hjelp av
informasjon om en annen variabel X.
c) Man skiller ofte mellom lineær regresjon og ikke-lineær regresjon.

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Oppgave 6: ( økonomi )
a) Gjennomsnittlig areal x av leilightene:
x
def.
=
1
n
n∑
i=1
xi (91)
=
1
6
(
43 + 60 + 75 + 80 + 95 + 105
)
m2 = 76.33 m2 (92)
Gjennomsnittlig pris y p˚a leilightene: ( i 1000 NOK )
y
def.
=
1
n
n∑
i=1
yi (93)
=
1
6
(
2100 + 2850 + 3050 + 3800 + 4525 + 4500
)
NOK = 3470.83 NOK (94)
b) Empirisk varians for arealet x:
S2x
def.
=
1
n− 1
n∑
i=1
(xi − x)2 (95)
=
1
6− 1
(
(43− 76.33)2 + (60− 76.33)2 + (75− 76.33)2
+(80− 76.33)2 + (95− 76.33)2 + (105− 76.33)2
)
(m2)2 (96)
= 512.67 (m2)2 (97)
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Empirisk varians for prisen y: (i 1000 NOK)
S2y
def.
=
1
n− 1
n∑
i=1
(yi − y)2 (98)
=
1
6− 1
(
(2100− 3470.83)2 + (2850− 3470.83)2 + (3050− 3470.83)2
+(3800− 3470.83)2 + (4525− 3470.83)2 + (4500− 3470.83)2
)
NOK2 (99)
= 944 104.17 NOK2 (100)
c) Empirisk kovarians︸ ︷︷ ︸
samvariasjon
mellom x og y: (i 1000 NOK)
Sxy
def.
=
1
n− 1
n∑
i=1
(xi − x)(yi − y) (101)
=
1
6− 1
(
(43− 76.33)(2100− 3470.83) + (60− 76.33)(2850− 3470.83)
+(75− 76.33)(3050− 3470.83) + (80− 76.33)(3800− 3470.83)
+(95− 76.33)(4525− 3470.83) + (105− 76.33)(4500− 3470.83)
)
m2 NOK
= 21 356.67 m2 NOK (102)
d) Vi bruker læresetningen p˚a side 85 i formelsamlingen for a˚ finne minste kvadraters
regresjonslinje for x og y. Parametrene βˆ og αˆ er da: (dropper benevning her)
βˆ =
Sxy
S2x
=
21 356.67
512.67
≈ 41.66 (103)
αˆ = y − βx = 3470.83− 41.66 · 76.33 ≈ 290.94 (104)
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Minste kvadraters lineære regresjonslinje yˆ = αˆ + βˆ x blir dermed:
(se lign.(11.7) side 85 i formelsamlingen)
yˆ = 290.94 + 41.66 · x (105)
e) Regresjonslinjen i lign.(105) predikerer at en leilighet p˚a 140 m2 vil koste: (i 1000 NOK)
yˆ(140) =
(
290.94 + 41.66 · 140) NOK = 6123.34 NOK (106)
alts˚a litt over 6.1 mill. NOK.
f) Forklaringskraften R2 kan leses direkte fra Excel-utskriften:
( Se cellen som heter “R Square” i Excel-utskriften ): 10
R2 = 0.9423 (107)
g) Kommentar til svaret i oppgave 6f:
At R2 = 0.9423 betyr at for ei leilighet med et gitt areal x s˚a kan vi
“i stor grad”, tilsvarende 94.23 %, forutsi/predikere prisen.
Vi sier at modellen har stor forklaringskraft.
10Man kan ogs˚a regne ut forklaringskraften R2 “for h˚and” via definisjonen R2 = 1−SSE/SST . Men det er mye
mer arbeidskrevende. Fint at dataprogrammer (som f.eks. Excel) kan hjelpe oss med slikt.
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h) Utskrift av regresjonsplott fra Excel:
Pris 
Pris  VS  areal 
Figur 4: Utskrift fra Excel.

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