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INTRODUCTION 
Consider a compressible fluid in a vertical pipe filled with porous medium 
whose permeability is a function k(x), 0 < x < co; here x is the height parameter. 
The piezometric head U(X, t) and the height of the column of fluid s(t) then 
satisfy a free boundary parabolic system; see (1.2)--(1.6) below. The initial 
pressure g(x) - x and the velocity Z(t) across x = 0 are given functions. In the 
case K E 1, this problem was solved by different methods by Friedman and 
Jensen [5] and by Torelli [7]. 
In Section 1 we establish the existence and uniqueness of a solution to the free 
boundary problem when K(X) is smooth, and in Section 2 we extend these results 
to the case where K(X) is piecewise constant. 
Our main interest, however, is to assume that k(x) is piecewise constant with 
values 1 or K, and find the limit behavior of the solution (u, s) = (@, st) as K + co. 
In Section 3 we consider the case 
K(x)=1 if O<x<l, k(x) = k if 1 < x < co. 
We prove that (Z, P) - (6, f) where (zi, 8) is defined as follows: 
Let w be the solution of 
Wt - w,, = 0 (0 < x < 1, t > O), 
w,(O, t) = -Z(t) (t > O), 
4% 0) zzz g(x) (0 < x < l), 
wt+ww,=o (x = 1, t > O), 
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and let ur be the last time that ~(1, t) > 1 for all t < u1 . Then 
22(x, t) = w(x, t) if O<x<l, O<t<q, 
S”(t) = w(1, t) if O<t-=zu,, 
qx, t) = zql, t) if 1 < x < f(t). 
Next, let (o, s) be the solution of the hydraulic problem with K = 1 for 
t > U, , with V(X, ul) = zi(x, q), 0 < x < 1, and let up be the last time that 
s(t) < lifa, <t <u,.Then 
qx, t) = w(x, t), F(t) = s(t) if 0 < x < s(t), ur < t < ua . 
For t > u2 we define i, c as in the case t > 0, except that instead of the 
initial values w(x, 0) = g(x) we now take w(x, ua) = zZ(x, ua). 
In this way we proceed step-by-step to construct (G, i). 
In Section 4 we consider the case 
k(x) = k if O<x<l, k(x) F 1 if l<x<b. 
We show that, as k + co, (d, sR) converges to (J, S) where 6(x, t) does not 
depend on x if x < 1 and, for x > 1, (z& i) solves the hydraulic problem with 
k = 1, where the condition at x = 1 is given by 
Finally, in Section 5 we find the limit behavior of (uk, sB) as k -+ co, in case 
k(x) = 1 
k(x) = k 
where 1 < /3 < b. 
if 0 < x < 1 or if /? < x < 6, 
if 1 < x < B, 
In [l, 21 Caffarelli and Friedman considered the analogous problem for a 
stationary flow in a porous 2-dimensional dam. The methods and results of these 
papers are entirely different from those of the present paper. 
1. EXISTENCE OF A SOLUTION 
Let k(x) be a Cl function in x, 0 < x < 03, satisfying 
k(x) > 0 (0 d x < 00). 
Let g(x) be a C2 function for 0 < x < b, satisfying 
g(x) > x if 0 < x < .b, g(b) = b. 
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where b is a fixed positive number. Finally, let Z(t) be a Cl function for 
0 < t < 00, satisfying 
Z(t) > -1 (0 < t < co), -Z(O) = g’(O), 
k(0) St Z(s) ds > *b2 - b - Jb g(x) dx for all t > 0. U-1) 
0 0 
Consider the free boundary problem: find functions u(x, t), s(t) satisfying: 
Ut - (Ku,), = 0 if 0 < x < s(t), t > 0, (1.2) 
u=s if x = s(t), t > 0, (1.3) 
Ku, = - s if x = s(t), t > 0, (1.4) 
4% 0) = g(x) if 0 < x < b, (1.5) 
z&(0, t) = -Z(t) if t>O. (1.6) 
For any T > 0, let 
52, = {(x, t); 0 < x < x < s(t), 0 < t < T}. 
By a solution of (1.2)-(1.6) we always mean a classical solution, that is, s(t) is 
continuously differentiable for t 3 0, and, for any T > 0, u and u, are con- 
tinuous in Qr and (1.2)-( 1.6) are satisfied. 
For any y > 0, let 
k, == ipf, k(x). (1.7) 
We shall impose the following conditions: 
SW 3 Y for 0 < t < T, (1.8) 
Wg’(x) < k, if 0 < x < b, (1.9) 
-k(O) Z(t) < k, if O<t<T, (1.10) 
and prove some a priori estimates for the solution u, s assuming that it exists for 
t < T. 
LEMMA 1.1. If (I.S)-(1.10) hold then, in Q, , 
Proof. Set w = Ku, . It is easily verified that w satisfies the parabolic equation 
wt - kw,, = 0. 
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By differentiating the relation (1.3) and using (1.4) we get 
w, = (ku,), = Ut = $ + s on x = s(t). (1.13) 
We claim that 
w cannot take a negative minimum in or on the free boundary x = s(t). (1.14) 
Indeed, if w takes a negative minimum at (s(t,), to) then, by the strong maximum 
principle, w, < 0 at this point and, therefore, (1.13) yields 
j2 
--+s<o 
k at (s(b), 44 
But this is impossible since 
s=-w>o at (4bh 4J. 
Applying the maximum principle for w in Qr and using (1.14), the assertion 
(1.12) follows. 
Similarly one can establish the assertion (1.1 l), provided one knows that 
w cannot take a positive maximum on the free boundary. (1.15) 
Suppose (1.15) is false. Then, for some t, E (0, 2’1, 
B .= sup w = w(s(tJ, to) > 0. 
Qr 
By the maximum principle we get w,(s(t,), to) > 0, so that, by (1.13), 
g+,,o at t = t, . 
Since, however, I = -w(s(t,), to)) = -B, we find that 
that is, 
Consider the function 
By (1.9) (1.10) 
B” 
p--B>>, 
Wd 
B > k(&)) 2 k, . 
h(u) = sup w. 
% 
A = maw{,mc$-=-k(0) l(t)), ~~;~~bg’(~~)~ < 4 
. . 
(1.16) 
and by (1.16), 
h(T) > k, . 
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Since h(t) is continuous and h(0) < A, there must exist a point a E (0, T) such 
that 
A4 < h(a) < h, . (1.17) 
The first inequality in (1.17) implies that 
max w in QV 
is attained only on the free boundary. Repeating the argument that led to 
(1.16), with T replaced by 0, we then obtain the inequality 
which contradicts the second inequality in (1.17). This completes the pioof of 
(1.15). 
LEMMA 1.2. If  the assumptions (1 .S)-(l. 10) are replaced by the condition 
h’(x) 3 0, (1.18) 
then (1.12) is still v&d and, further, 
u(x, t) > x in QRT, (1.19) 
i(t) > -h if O<t<T, (1.20) 
and 
Proof. The proof of (1.12) does not use the assumptions (1.8)-(1.10). 
Consider next the function z = u - X. It satisfies 
(hz,), - Zt = -h’ < 0 in Qr 
and z 2 0 on x = 0, a, < 0 on t = 0, z = 0 on x = s(t). By the maximum 
principle, z > 0 in Qr . Since, further z = 0 on x = s(t), z, < 0 on x = s(t), 
that is, k(u, - 1) = --S - k is negative; this establishes (1.19) (1.20). Finally, 
(1.21) follows by the maximum principle and (1.20). 
THEOREM 1.3. Assume that (1.9), (1.10) hold. Then there exists a unique 
solution of (1.2)-( 1.6) for all 0 < t < T., where T, is the Jirst time that s(t) = y; 
if, in particular, (1.9), (1.10) hold with 
then there exists a unique solution of (1.2)-(1.6) for all t > 0. 
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Proof. The existence and uniqueness of a local solutionu, s can be established 
by the method of integral equations as in the case K = 1 [5]. This method uses 
the fundamental solution of (Ku,), - u,; in case K + 1, this fundamental 
solution is constructed, for instance, in [4]. Next, Lemma 1.1 provides an a 
priori estimate on I(,(x, t), which enables us to continue the solution step-by-step 
in time, as long as s(t) > 0. Thus, in order to complete the proof, we have to 
show that s(t) remains positive for all t. 
Suppose this is not true, and let t be such that s(t) > 0 if t < t, s(t) = 0. 
We then integrate the equation 
over Szr and make use of the boundary conditions (1.3)-(1.6). After some 
simplification we find that 
k(0) j-’ l(s) ds 
0 
is equal to the right hand side of (1.1); this was assumed to be impossible. 
Using Lemma 1.2 instead of Lemma 1.1, we get: 
THEOREM 1.4. Assume that (1.18) holds. Then there exists a unique solution of 
(1.2)-(1.6) for all t > 0. 
2. k IS PIECEWISE CONSTANT 
We shall be interested in the case where K(x) is piecewise constant. For the 
sake of simplicity and definiteness, we shall concentrate on the following three 
cases: 
k(x) = 1 if 0 < x < 1, k(x) = k if x > 1 (2.1) 
where K is a number >l, 
k(x)=k if O<x<l, k(x)=1 if x>l, (2.2) 
and 
k(x) = 1 if O<x<l or X>p, 
k(x) = k if 1 < X < B, 
(2.3) 
where 1 < p < b. We shall refer to these cases, repectively, as the cases (1, k), 
(k, 1) and (1, k, 1). 
Consider first the case (1, k). We approximate the piecewise constant function 
k(x) by smooth functions k,(x) (with k;(x) > 0) and denote by ZP, sn the 
NON-STEADY FLOW 7 
corresponding solution of (1.2)-(1.6) established in Theorem 1.4. From the 
estimates in Lemma 1.2 we also have, for any T > 0, 
( uxn(x, t)l < C in Qr-” = {(x, t); 0 < x < s"(t), 0 < t < T}, (2.4) 
where C is a generic constant independent of n. It follows, by taking x = s”(t), 
that 
I WI < c (2.5) 
and, by (1.13) 
I 4”(W), t)l < c. (2.6) 
We claim that there is an pi > 0 independent of n such that 
s”(t) > El if O<t<T. 
Indeed, otherwise let t be the first point where some s”(t) becomes equal to or . 
Integrating 
(k”U,% = utn 
over 0 < x < s”(t), 0 < t < t, we get a contradiction to (1.1) if <I is sufficiently 
small. 
We choose the K, so that K,(X) < K, K,(X) = 1 if 0 < E < 1 - l/n, k,(x) = k 
if x > 1 + l/n. Then for any E,, sufficiently small, if x E QTn, 0 < x < 1 - E,, , 
n > l/Q, 
un t - u;, = 0. 
If  c0 < pi then, since un is bounded by C, 
Applying the maximum principle to utn (using (2.6)) we find that 
1 utn(x, t)l < C in sZTn, x >, ql, (2.7) 
provided n is sufficiently large (depending on co). Hence 
I &.(x9 t)l < c if co < .r < 1, (x, t) E Qrn, Gw 
k I uccn(x, t)l < C if x > 1, (x, t) E Qr”. (2.9) 
From (2.4), (2.7) we obtain a uniform Lipschitz condition on un in QnTn n 
{x > l o>. In Qrn n {x < co} the ZP are also Holder continuous (with exponent 01 
and constant C independent of n), since Z(t) is in Cl. We can extend the un to 
0 < x < co, 0 < t < T so that they are still equicontinuous. Recalling (2.5) 
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we deduce that there is a subsequence (u*‘, sn’) (which we again denote by 
(u”, s”)) so that 
II” - u uniformly in 0 < x < co, 0 < t < T, 
sn + s uniformly in 0 < t < T, 
and uzn + 11,) ugz + II,, , utrr + ut in compact subsets of the domain 
(0 < x < s(t), 0 < t < T} which does not intersect the line x = 1. It is also 
clear that at points of x = s(t) where s(t) + 1, u and s satisfy (1.3), (1.4) and 
that u satisfies (1.5), (1.6). 
From the estimate 
I %(X, t)l < c if x#l, 
we also deduce that u,( 1 + 0, t) and u,( 1 - 0, t) exist. Since 
Eiii l(h,u,“), / = &ii / UtX / < c if xfl, 
we easily conclude that 
k&.(1 + 0, t) = u,( 1 - 0, t) if (x, t) E Q, . (2.10) 
Consider in Sz, the functions 
qx, t) = u(x, t) - u (1 + J$ ) t), 
e’2(x,t)=u(x,i)+~(l+~,tj 
for 1 < x < 1 + 6, S small. It is easily seen that ko:, = uti. Since wl( 1 + 0, t) = 0, 
v,2(1 + 0, t) = 0, we deduce that wi(x, t) is Clrj for 1 < x < 1 + 6. Hence also 
u(x, t) is Cm in Sr, n {x 3 1} and in !& n {x < l}. 
By a solution u, s of (1.2)-( 1.6) in case k(x) is given by (2.1), we understand 
that, for any T < co, s(t) is Lipschitz continuous for 0 ,( t < T and con- 
tinuously differentiable whenever s(t) # 1; u is continuous in Dr.; u, is con- 
tinuous in &$ n {X < 1} and in Or n (X >, 1} with a jump given by (2.10), and 
(1.2)-(1.6) hold whenever x # 1. 
THEOREM 2.1. In the case (1, k) there exists a unique solution of (1.2)-(1.6). 
Proof. We have already proved existence. We shall prove uniqueness by the 
method of integral equations. Let N” be the Neumann function for (k,u,), - ut 
in .X > 0. The argument used to show that u = lim un is a solution of (1.2)-( 1.6) 
can be used to show that, for some subsequence n’ - co, N”’ + N where N is 
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the Neumann function for (KIL~)~ - ut , with k given by (2.1); its spatial derivative 
has a jump, i.e., 
NE@, 5, t)L-0 = kN,(x, 5, t)154+Ll . (2.11) 
We can now express any possible solution u, s in terms of this Neumann 
function, noting that in view of the jump relations (2.10), (2.11), no integrals 
over x = 1 will appear. The formula for representing u is thus the same as in 
case k is a smooth function. We can therefore repeat the standard argument for 
deriving an integral equation for uJs(t)), noting that s(t) is Lipschitz continuous. 
This gives uniqueness. 
The estimates of Lemmas 1.1, 1.2 are valid for each k = k, , u = u*. Hence, 
they are also valid for u. In the next section we shall be interested in the case 
where k - co. We shall then require the conditions: 
g’(x) = 0 if 1 < zE < b, 
g’(x) < I if O<x<l. 
(2.12) 
Using the estimates of Lemma 1.1 we obtain: 
COROLLARY 2.2. In the case (I, k), if (2.12) holds then the unique solution 
(u, s) = (z&, sk) of (1.2)-(1.6) satis$es, for any T > 0, 
k I u+“(x, t)l < c if 1 < x < Sk(t), 0 < t < T, 
I %YJc, q < c if 0 < x < min(l, s”(t)), 0 < t < T, 
(2.13) 
where C is a constant independent of k. 
Consider next the case (k, 1). The concept of a solution is defined as in the 
case (1, k), except that the jump relation for u, becomes 
ku,(l - 0, t) = u,( 1 + 0, t). (2.14) 
We now require the conditions: 
kg’(x) < 1 if O<x<l, 
B’(X) < 1 if l<s<b, (2.15) 
k/(t) > - 1 if t>O. 
THEOREM 2.3. In the case (k, l), if (2.15) holds then there exists a unique 
solution of (1.2)-( 1.6). 
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Later on we shall assume that 
g’(x) = 0 if O<x<l, 
gw -=z 1 if 1 < x < 6, (2.16) 
l(t) = 0. 
Using Lemma 1.1 we have: 
COROLLARY 2.4. In the case (k, 1) ;f (2.16) holds then the solution (u”, sk) of 
(1.2)-( 1.6) satisfies, for any T > 0, 
k I u,Yx, Ql < C if O<x<min(l,sL(t)), O<t<T, 
I Kzk(x, Ql < c if 1 < .x. < @(t),O < t -===I T, 
(2.17) 
where C is a constant independent of k. 
C.onsider finally the case (1, k, 1) and assume 
‘c’(4 -=I 1 if O<x<l, or /J < x < b, 
kg’(x) < 1 if l<x<& 
(2.18) 
THEOREM 2.5. In the case (1, k, l), if (2.18) holds then there exists a unique 
so&ion of (I .2)-( 1.6). 
The solution u, s is such that u, satisfies the obvious jump relations at x = 1 
andatx = p. 
Assuming further that 
g’(x) = 0 if 1 < x < /I, 
(2.19) 
g’(x) < 1 if O<x<l or /3<x<b, 
and using Lemma 1.1, we have: 
COROLLARY 2.6. In the case (I, k, l), if (2.19) holds then the solution (uk, sR) 
of (1.2)-( 1.6) sutisjies, for any T > 0, 
if 1 < x < min(ss(t), ,G), 0 < t < T, 
if 0 < x < min(sk(t), 1) or if (2.20) 
P < x < max(s”(t), @), 0 < t < T, 
where C is a constant independent of k. 
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3. THE CASE (1, A), k--+ co 
Consider the problem: 
Wt - w,, = 0 if O<x<l, t>O, 
w,(O, t) = -E(t) if t > 0, 
w(x, 0) = .&) if O<x<l, 
w, + wwt = 0 if x=1, t>O. 
The solution w is taken in the sense that it is continuous up to the boundary, 
w, is continuous for 0 < x < 1, t > 0, and w, is continuous for 0 < x < 1, 
t > 0. 
THEoREhl 3.1. There exists a unique solution w of (3.1) for all t < t’ where 
i = sup{t; w(1, s) > 0 if0 < s < t}. 
Notice that since g(1) > 0, tl is either positive or + co. 
Proof. For any S > 0, denote by L, 2 the space of measurable functions 
J(t), 0 < t < 6, with finite norm 
II 5 II = (I I’@) qz. 
Let ZM = (5 E Ls2; I/ 5 II < M} where 6, Mare positive numbers to be determined 
below. Define a mapping 5 - T[ for any [ E ,Z’,+, by (T[)(t) = v( 1, t) where v is 
the solution of 
vl)t - v,,, = 0 if O<x<t, O<t<S, 
v(0, t) = -E(t) if 0 < t < 6, 
v(x, 0) = g’(x) if O<x<l, 
v(l, t) + l(t) %(l, q = 0 if 0 < t < 6, 
and [ is defined by 
l(t) = (g”(1) - 2 /Ot t;(l, s) ds)1’2. 
We choose 6 < & and M = +gz( 1). Then E(t) > &g2( 1) > 0 and therefore (3.2) 
has a unique solution. Notice that 
/ g(t) - &‘)I < c I f - t’ p/2 
12 FRIEDMAN AND JENSEN 
where C is a generic constant independent of 8, 1. By well known results on 
parabolic equations [4, Chap. 51 w satisfies 
1 v(x, t) - 0(x’, t’)I < C(l x - x’ /II2 + 1 t - t’ pq, I 4% t>l < c. (3.3) 
It follows that 
(.I 
6 
1 
1.'2 
~~(1, t) dt < cw < iId if 6 < (M/C)2. 
0 
But then T maps ZM into a compact subset. By Schauder’s fixed point theorem, 
T has a fixed point 5. Using the Schauder estimates [4] and a bootstrap argument, 
we find that the corresponding solution o (with w( 1, t) = t(t)) is C” in 0 < x < 1, 
t > 0; also, w, is continuous if 0 < x < 1, 0 6 t < 6 (by [4; p. 1471). 
Now, the system of equations in (3.2) is f  ormally obtained from (3.1) if we set 
w, = V. Having solved (3.1), we now define w by 
w(x, t) = j-’ W(Y, t) dy + j-” GO,4 dT + g(O). 
0 0 
It is then easily verified that w is a solution of (3.1). 
To prove uniqueness, suppose E? is another solution and suppose z E w - E 
takes a positive maximum at (1, to). Then (w” - +)t > 0, (w - w)= < 0 at 
(1, to), which is impossible since w, + wwt = tiE + w@, = 0 at the points (1, t). 
Since z cannot take a positive maximum elsewhere on the parabolic boundary, 
we conclude that a < 0. Similarly z >, 0, so that w = @ in their common 
domain of definition. 
We can now proceed to prove global existence of w step-by-step. As long 
as ~(1, t) remains positive, we can continue the solution to a larger interval 
0 < t < t + 6, where 6 depends only on a positive lower bound for ~(1, t). The 
proof of Theorem 3.1 thereby follows. 
LEMMA 3.2. Let 0 < (T < t. (a) If there exists an interwul I: 1 - 6 < x < 1, 
t = O, such that wz(x, u) < 0 on this interwal, then w( 1, t) is strictly increasing in 
some interwal a < t < u + 7p 
(b) If there exists an interwal I: 1 - 6 < x < 1, t = u such that wz(x, 0) > 0 
on this interval, then ~(1, t) is strictly decreasing in some interval u < f < u + 7. 
Proof. To prove (a), construct a regular level curve y: w, = -•E given by 
x = x(t), u < t < u + 7 with 1 - 6 < X(U) < 1; this is possible by Sard’s 
lemma. Denote by 7 the line segment x = 1, u < t < u + q, and denote by R 
the region bounded by y, y  and the lines t = u, t = u + 7. 
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We claim that w, < 0 in R u 7. Indeed, otherwise w, takes a nonnegative 
maximum at a point (1, t*) E 7. By the maximum principle 
w&l, t*) > 0, that is, w,(l, t*) > 0. 
Since, however, 
w,( 1, t*) = -(wwt)( 1, t*) is > 0, 
and since ~(1, t*) > 0, we arrive at a contradiction. 
We have proved that 
w,(l, t) = - ($) (1, t) > 0 on 7, 
that is, w( 1, t) is strictly increasing. This completes the proof of (a). The proof of 
(b) is similar. 
We shall now impose the following restriction: 
I(t) and g’(x) change sign at most a finite number N of times, that is, 
the number iVr of points ti where Z(tJ = 0 and the number N, of (3.4) 
points xi where g’(q) = 0 are both finite, and Nr + N, = N. 
This condition implies that for any t E (0, i), t # ti , there exist at most 
[(N + 1)/2] disjoint intervals (a,(t), hi(t)) (with hi(t) < a,+l(t)) contained in 
0 < x < 1 such that wz(s, t) < 0 if and only if x belongs to (q(t), hi(t)) for some 
i and wz(x, t) > 0 if and only if x belongs to (hi+,(t), q(t)) for some i. In fact, 
this follows by using regular level curves w, = c; for the hydraulic problem 
with K z 1 this is done in [SJ, and for the present problem (3.1) the proof is the 
same. (Notice that if, for some t, w,(x, t) E 0 in an x-interval, then, since w, 
is analytic in X, w,(x, t) = 0 so that Z(t) = -w,(O, t) = 0, which is impossible if 
t # ti .) 
The number of curves q(t) is non-increasing in t; it may however decrease in t. 
From Lemma 3.2 we see that if ~(1, t) changes the direction of monotonicity at 
t = t*, then on the right-most x-interval where wX(x, t) # 0 the signature of w, 
changes across t = t*, so that the number of intervals (ai , bJ actually decreases 
as we cross t = t*. We thus conclude: 
LEMMA 3.3. ~(1, t) is piecewise monotone; in fact, m,(l, t) can vanish at most 
at a Jinite number of points. 
LEMMA 3.4. Let CQ = sup{t; ~(1, s) > 1 for 0 < s < t}. Then for all 
t > Cl 7 t - u1 small, 
%(X, 4 I== 0 if 1 - S(t) < x < 1 
for some function s(t) > 0. 
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Proof. If the assertion is not true then either 
w,(x, 01) -=c 0 if 1 - 6 < x < 1 (8 > 0), 
or 
but 
w&7 01) = 0 if 1 - 6 < x < 1 (and then /(a,) = 0) 
w,(x, t) < 0 if 1 - 8(t) < x < 1 
for some 8(t) > 0 and all t > or , t - (TV small; this follows from the two 
paragraphs preceding Lemma 3.3. In both cases, Lemma 3.2 implies that ~(1, t) 
is increasing for t > or , t - (or small, thus contradicting the definition of or . 
Consider now the hydraulic problem: find z(x, t), s(t) satisfying: 
Z* - z, = 0 if O<x<l, t>ar, 
z&x, 0) = -Z(f) if t > or , 
z(x, 0) = w(x, 01) if O<x<l, (3.5) 
Z=S if x = s(t), t > ur , 
z, = --s if x = s(t), t > aI. 
By [5], this problem has a unique solution as long as s(t) remains positive. We 
claim that 
s(t) > 0 for all t > ur . (3.6) 
Suppose (3.6) is not true and s(t*) =O, s(t) > 0 if u1 < t < t*. Integrating 
the relation zt - z,, = 0 over 0 < x < 1, u1 < t < t*, we obtain 
1” l(s) ds = -4 - JO1 z(x, uJ dx. 
-VI 
(3.7) 
Similarly, integrating the relation wt - w,, = 0 over 0 < x < 1, 0 < t < u1 , 
we obtain an expression for 
J 
a1 Z(s) ds. 
0 
Adding these two expressions, we find that 
J”’ z(s) ds = -3 - ; - Jz g(x) dx, 
0 0 
which contradicts (1 .I), since b > 1. 
We have thus proved that the solution of (3.5) exists for all t > u1 . Set 
uz = sup{t; t 3 or , s(h) < 1 if n1 < X < t}. (3.8) 
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We claim that 
02 > q . 
Indeed, from the definition of o1 it follows that either 
or at least 
w&s, q) > 0 in some interval 1 - 6 < .I: < 1 
wz(x, t) > 0 if 1 - 8(t) < x < 1, 8(t) > 0 
15 
(3.9) 
for all t > a, , t - or sufficiently small. In either case we can apply an argument 
as in Lemma 3.2 to deduce that s(t) is strictly decreasing. Instead of a region R 
bounded by y, I and 7 where 9 is a line segment on x = 1, we now define R in the 
same way except that 7 is a part of the free boundary. 
For t > o2 we consider the problem 
Wt - w,, = 0 if O<x<l, t>u,, 
w,(O, t) = -Z(t) if t>a2, 
w(x, 02) = 4x, 3) if O<x<l, 
(3.10) 
w, + wwt = 0 if x=1, t>u2. 
Using the argument of Lemma 3.2 for x and then for w at t = us (or at t > u2 , 
t - o2 small), we find that ~(1, t) is strictly increasing in some interval u2 < t < 
up + 6. Let 
a, = sup{t; t > ua , ~(1, A) > 1 if uz < A < t}. 
Next we define z(x, t) for t > u, as the solution of (3.5) with ur replaced by ua . 
We next define up analogously to u2 , w(x, t) for t > U* analogously to (3.10), 
with ue replaced by u4, etc. This process comes to an end with some u, , n < N, 
and then u*+~ = w. 
We define 
22(x, t) = w(x, t) if O<t<ff,, 
4% t) if ui < t < u2 , 
w(x, 4 if u2 ,( t < ua , 
etc., 
i(t) = zql, t) if O<t <al, 
s(t) if ur < t < u2 , 
q1, t) if u2 < t < ua , 
etc. 
(3.11) 
We can now state the main result of this section: 
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THEOREM 3.5. For any T > 0, 
k+? s”(t) = S(t) unifordy in t, O<t<T, 
and 
p_mm uqx, t) = 22(x, t) 
uniformly in compact subsets of 0 < x < f(t), 0 < t < co. 
Proof. From Corollary 2.2 we obtain 
(3.12) 
(3.13) 
I Sk(t)1 < c, (3.14) 
1 uoyx, t)1 < ; if 1 < x < Sk(t), (3.15) 
I %Tk(.% t)l < c if 0 < Jc < min( 1, Sk(t)). (3.16) 
By integrating the equation (Ku,~), = utk for 0 < x < sk(X), 0 < X < t, and 
using (1.1) we find that not only s”(t) remains positive but also that, for any 
T > 0, 
s’.(t) 3 E. for all K, 0 < t < T, 
where l 0 is some positive constant independent of k. We can then deduce the 
inequalities (cf. the derivation of (2.7H2.9)) 
I %y.? t)l < c if 6 < x < sk(t), 0 < t < T, (3.17) 
I 4&~ 41 < c if S<x<?(t), O<t<T, .v#l, (3.18) 
where 6 is any positive number smaller than ca . By interpolation [q we then 
also have 
[ z&:“(x, t) - u,yx, t’)] < c / t - t’ p/2, x # 1. (3.19) 
Take any sequence (k’}. Then we can extract a subsequence {k”} such that 
uk” + ii, Sk” --f s 
where the convergence is uniform in the same sense as in (3.12), (3.13). Further- 
more, 
ii&, t) = 0 if x > S(t). (3.20) 
I f  we show that 
S(t) = s”(t), Q(.r, t) = qx, t) (3.21) 
then the assertion of Theorem 3.5 follows. 
We first verify (3.21) for all t < or . 
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Let 6, = sup(t; s(h) .> 1 if X < t>, and write, for simplicity, k” = K. Then 
Sk(t) 3 1 - Ek if O<t<G, 
where eL - 0. Consider an interval (0, T) where sk(t) > 1 for all t E (0, T) and k 
large. Integrating the relation KU!& = utk over 1 < x < s”(t), 0 < t < X where 
0 < /\ < T, then taking K - co and using (2.20) we obtain the relation 
- 
s 
A ~~(1 - 0, t) dt = is”(h) - 46” - b. 
0 
Also, since i&.(x, X) = 0 if x > 1, 
q1 - 0, A) = U(l + 0, h) = S(X). 
It follows S(A) is differentiable and 
u, + iq = 0 on x = 1 - 0. (3.22) 
Now Sk(t) can change sign at most N times; the proof for k(r) = 1 is given in 
[5] and the proof for K(X) piecewise constant is the same. 
Denote bv t,“, tak,... the successive points where s”(t) = 1. We may assume 
that lim tik exists, and we denote it by ri . Then (3.22) is valid for all t < 7r . 
I f  ~a < 6, and 7r < A < ~1 < T* then, for all k sufficiently large, 
1 - Ek < Sk(t) < 1 if h < t < p (ck -+ 0 if K + co). 
Hence, 
so that 
s 
” ulk(sk(t) - 0, t) dt = +) - sB(A) ---f 0 
Z\ 
.u 
I u,(l - 0, t) dt = 0, i.e., a(1 - 0, t) = 0. - A 
On the other hand, U(1, t) = lim &(s”(t), t) = lim s”(t) = 1 if 7r < t < ~a . 
Hence %7t = 0 if x = 1, rr < t < ‘~a . Thus the relation (3.22) holds in (or , 7&. 
We can now proceed to establish (3.22) f  or ~a < t < ~a (if ~a < a,) by the same 
method as for (0, 7r), then for ~a < t < 7q, etc. In this way we establish that G 
satisfies (3.1) if t < Or . Since uk(x, t) > x if 0 < x < 1, we must have 
~(1, t) > 1, and therefore q 2 6, . For t > 6r the curve s = i(t) lies in 
.1c < 1 if t - Or is sufficiently small; here we use the fact that each srz changes the 
direction of monotonicity a finite number of times, <IV. However, it is easily 
-- 
seen that u, s form a solution of the hydraulic problem for t > G, , t - or 
small. Hence 6, = a, . Since (6, i) is a solution of the same problem for 
0, < t < 02 ) we deduce that u = I, J = i for all t < ~a , and (ra < 6, . We 
next prove that a, = 6, and that 6 = ti, i = s for all oB < t < O3 , etc. 
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Rem&. Denote the right hand side of (1.1) by ys . Since g(x) > x, ‘yO < 0. 
Let 
y  = ---J&2 - 
s 
:g(x) dx + 1. 
Then y  = y0 + 1. Therefore we can construct a function Z(t) satisfying (1.1) 
such that 
s 71 l(t) dt < Y for some 7r > 0. 0 (3.23) 
We claim that then (rr < -rr in Theorem 3.5. Indeed, otherwise we integrate 
Wt - w,. = 0 over 0 < x < 1, 0 < t < -rr and make use of the inequalities 
W(X, t) > x (since @(x, t) > X) and ~(1, t) > 1. We find that 
s 
71 
4) dt > Y, 
0 
which contradicts (3.23). 
Similarly one can show that if 
s 
71 
4t) dt > ~1 for some 7a , 
0 
where yr depends on sup w(x, a,), then + < ~a . Assuming next that 
s 
73 
I(t) dt < y for some 7a > ~a, 
0 
we again conclude that ma < ~a , etc. In this way we can construct a function l(t) 
whose number of oscillations in (0, T) increases to co as T + 00, such that 
the number of oscillations of the corresponding free boundary S(t) in (0, T) also 
increases to co as T -+ 00. 
4. THE CASE (K,l),K-+co 
Consider the problem: find w(x, t), s(t) satisfying: 
Wt - w,, = 0 if 1 < s < s(t), t > 0, 
4% 0) = .&T(x) if 1 < x < b, 
w, = Wt if x=1, t>O, (4.1) 
w = s(t) if x = s(t), t > 0, 
w, = -i(t) if x = s(t), t > 0. 
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This is the hydraulic problem considered earlier, except that the condition 
w, = -Z(t) at the fixed left endpoint is replaced by the condition w, = wt 
at the left endpoint. 
THEOREM 4.1. There exists a unique solution of (4.1) for all t > 0. 
Proof. As in the case of Theorem 3.1, we first consider the same problem for 
v  = w, , that is, defining 
46 t> = JZ vfy, t) 4Y + Jt %(L T) & + g(O), 
0 0 
the problem (4.1) is equivalent to the problem 
vt - vrz = 0 if 1 < x < s(t), t > 0, 
v(x, 0) = g’(x) if O<x<l, 
v  = v, if r=l, t>O, 
v  = --S(t) if x = s(t), t > 0, 
v, = S(t) + i(t) if x = s(t), t > 0. 
(4.2) 
We first establish a priori bounds on the solution, if existing. By applying the 
maximum principle to the function w - x we find that it cannot take negative 
minimum on x = 1. Hence w - x > 0 if 0 < x < s(t), t > 0. It follows that 
; (w - x) < 0 on x = s(t), 
so that 1 + S(t) > 0. This can be used to deduce that w, cannot take an extremum 
on the free boundary (see [S; p. 4671). It is also easily seen that w, cannot attain 
an extremum on x = 1. It follows that 
(4.3) 
With this a priori bound at hand, we shall proceed to establish the existence 
of a unique solution of (4.2) by the method of integral equations (cf. [3] [4] [5]) 
as long as s(t) - 1 remains positive, say s(t) - 1 > E, E > 0; since the length 
of the time interval will depend only on E, sup jur(x, O)l, the assertion of Theorem 
4.1 would then follow upon using (4.3), p rovided s(t) - 1 remains positive. 
Let N(x, y, t) be the Neumann function for the heat equation in the region 
x > 1, t > 0. Then we can express any possible solution v, s of (4.2) in the form: 
v(x, t) = -I vN Ivcl + Jot v’N, Iv=s(t) - 1” q,N L(t) + J1” k”N dr. 
‘0 
(4.4) 
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We now let x - s(t) and use the relations 
FJ = --s, v, = s2 + s on y  = s(t) 
and a standard jump relation of s” Nzp IOSSu) dt (see [4; p. 2171). We then obtain 
a nonlinear Volterra integral equation, which we write briefly as 
S(t) = I$, s( .), v( 1, .)). (4.5) 
Next, letting x --t 1 in (4.4) we obtain an integral equation 
v(l, t) = I& s(.), 41, .)). (4.6) 
By a standard method one shows (cf. [3]) that there exists a unique solution 
of (4.9, (4.6) in a small time interval and s(t) is continuously differentiable. 
Let 5 be the solution of 
B, - d,, = 0 if 1 < x < s(t), t > 0, 
5(x, 0) = g’(x) if O<x<l, 
Ql, t) = v(1, t) if t > 0, 
d, = P(t) + i(t) if x = s(t), t > 0. 
We represent C(x, t) by means of the Neumann function and let x - s(t). 
Comparing with (4.59, we obtain for B(s(t), t) + S(t) a homogeneous Volterra 
integral equation. It follows that 5 = -i(t) on x = s(t). Next we let x - 1 in 
the representation for d(~, t). We obtain for E(1, t) the same expression as for 
~(1, t) in (4.6). Hence C(l, t) = ~(1, t). It follows that 6(x, t) is the solution of 
(4.2). 
It remains to show that s(t) - 1 remains positive for all t > 0. If  this is not 
true then there is a t, such that s(t) > 1 if t < t, , s(t, - 0) = 1. Integrating 
wt - w,. = 0 over X < x < s(t), 0 < t < t, - 6 and taking S + 0 we find, 
upon using the boundary conditions in (4.1), that 
g(l) + lb g(x) dx = ; + f  - 6. 
1 
But sinceg(x) > x, g( 1) > 1, we obtain the inequality 6 < 1, which is impossible. 
We can now state the main result of this section. 
THEOREM 4.2. For any T > 0, 
lim Sk(t) = s(t) uniformly in t, 
k+m O<t<T, (4.7) 
and 
$*i uyx, t) = w(x, t) (4.8) 
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uniformly in compact subsets of 1 & x < s(t), t > 0, where (w, s) is the unique 
solution of (4.1). 
Proof. As in the proof of Theorem 3.5 we take a subsequence (u’;“, sk”), 
which we again denote by (~8, So) such that 
Sk --+ s, uh- + u 
with suitable number of derivatives. We now have 
qx, t) = 0 if 0 < .x 4 1 < S(t), t > 0. 
We claim that 
S(t) > 1 for all t > 0. 
Indeed, otherwise there is a first time t such that s(t) > 1 if 0 < t 
Notice that 
iif = a& if 1 < s < s(t), 0 < t < t, 
u = z(t) if x = S(t), 0 < t < i, 
iix = --S(t) if .r = S(t), 0 < t < t, 
J(x, 0) = g(x) if 1 < s < b. 
< 
(4.9) 
(4.10) 
t, s(t) = 1. 
(4.11) 
Finally, if we integrate the relation Ku& = utL over 1 < x < s”(t), 0 < t < h 
where X < i and k is sufficiently large, and then take k - 00, we obtain 
Hence 
I 
A 
&.(l + 0, t) dt = ~(1, A) -g(t). 
0 
ait = Ic;, on x=1, O<t<t. (4.12) 
Integrating the relation tit = Czz over 1 < x < s(t), 0 < t < t and using 
the boundary conditions of (4.1 l), (4.12) and f(t) = 1, we find that 
g( 1) + 1’ g(x) dx = ; + ; - b, 
1 
which is impossible. 
We have thus proved that (4.10) holds for all t > 0. At the same time we have 
also verified that ii, I form a solution of the hydraulic problem (4.1). This 
completes the proof of the theorem. 
Remark. An indirect proof of the existence part of Theorem 4.1 follows 
from the above argument that (lim uB’, lim sP’) form such a solution. 
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5. THE CASE (1, k,, l), K + 0~) 
As in Section 3 we shall impose in this section the condition (3.4). 
Set y  = /I - 1 and consider the free boundary problem: find functions 
w(x, t), s(t) satisfying 
Wt - w,, = 0 if 0 < x < 1 or p < x < s(t), t > 0, 
WJO, t) = -Z(t) if t > 0, 
w(x, 0) = g(x) if O<x<lorfl<x<b, 
w = s(t) if x = s(t), t > 0, (5.1) 
w, = --S(t) if x = s(t), t > 0, 
w(B, t) = w(L t) if t > 0, 
%(B, t) - %(L t) = mu, 4 if t > 0. 
We are interested in a solution for which s(t) > /3. 
We claim that 
there exists a unique solution of (5.1) f  or all t > 0, as long as s(t) > /3. (5.2) 
Indeed, first we prove an a priori bound on w, . To do this let us first show that 
w, cannot take an extremum on x = 1 or x = /3. (5.3) 
Suppose for instance that w, , onO<x<l,p<x<s(t),O<t<Ttakes 
minimum G at a point x = /3, t = t, . Then w+&?, to) > 0 so that w&3, to) > 0. 
It follows from the last equation in (5.1) that w,(l, to) < w&3, t,,) = G, which 
is impossible. The proof that the minimum of w, cannot be taken on x = 1 is 
similar. 
Using (5.3) we can now apply the argument leading to the estimate of 
Corollary 2.6 in order to show that w, cannot take an extremum on the free 
boundary. We thus conclude, by the maximum principle, that the a priori 
estimate 
I w, I < max{sup I g’ I, SUP I l I> 
is valid. Thus, in order to complete the proof of (5.2) it remains to prove a local 
existence and uniqueness theorem. This we can do by working with v  = w, 
and deriving integral equations for S(t), ~(1, t), v(j3, t) (cf. the proof of Theorem 
4.1). 
We extend the solution w by setting w(r, t) = ~(1, t) if 1 < x < 8. 
Let t, be such that the solution of (5.1) exists (with s(t) > 6) for all t < ii 
and s(t,) = /I. Consider the solution u’, s” constructed in Section 3 (with t = 0, 
g(x) replaced by t = t; , w(x, ii)). 
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LEMMA 5.1. There exists a S > 0 such that either 
(a) 5(1, t) is strictly decreasing in tl < t < fl + 6, and then (5.1) has no 
solution (with w, , S bounded and s(t) > /3) in any subinterval tl < t < fl + 8 
(8 < S); OY 
(b) ri(1, t) is strictly increasing in il < t < il + 6, and then (5.1) ha-s a 
uniqmz solution (with w, . S bounded, s(t) > 0) in il < t < t, + 6; further s(t) is 
monotone itmeasing. 
Proof. For simplicity we consider first the analogous case with tr = 0. 
Thus we suppose that s(0) = b = /3. Extend g(x) by g(.v) = g(p) for x > p and 
consider the “e-problem” (5.1) whereby s(0) = /3 + E. The solution (w6 , s,) 
exists for some time T, . 
Supposeg’(x)<Oifl-S6,<x<1,forsomeS,>0.Let1 - S,<e<l 
and consider (we , sr) for x > 8. If  T, < S* (where S* is a sufficiently small 
positive number, independent of G) then w,, < 0 if x = 8, 0 < t < S*. Also 
ZU,~ < 0 on t = 0, B < x < 1. Recall that we0 cannot take its extremum on 
x = 1, x = ,3 or on the free boundary. It follows, by the maximum principle, 
that w,~ < 0 if 0 < x < 1 or p < .X < s<(t) and 0 < t < T, . Hence i,(t) > 0, 
that is, s,(t) is strictly increasing. We can therefore continue the solution eo, , s, 
beyond t = T, , if T, < S *. This procedure can be repeated as long as t < S*. 
Thus the solution (w, , s,) exists for all t < S*. Taking E --f 0 we obtain a pair 
(w, s) such that either it is a solution of (5.1) for t < S* or s(t) = 0. The latter 
situation cannot occur; for it would imply that se(t) --f 1 uniformly, which, in 
turn, would make w a solution of (3.1) with w = w, = 0 on x = 1 (which is 
impossible). The uniqueness of the solution follows by the method of integral 
equations (which one can write for i(t), v(j?, t), ~(1, t), where v  = w,). 
Consider next the case where g’(x) > 0 in some interval 1 - 6, < .v < 1. 
We shall prove that (5.1) (with s(0) = b = j3) d oes not have a solution. Indeed, if 
(w, s) is a solution then, for any 1 - S < 0 < 1, (w, s) is also a solution for 
x > 8, and zuLD, > 0 if x = 6, 0 < t < S*, or if t = 0, 0 < x < 1, where S* 
is positive and sufficiently small. Since, as before, w, cannot take an extremum 
on x = 1, x = /3 or on the free boundary, we deduce that w, > 0 if x > 8. In 
particular, S(t) < 0, which is impossible. 
If  g’(x) = 0 in some interval 1 - 6, < x < 1, we can repeat the above 
argument by looking at the sign ofg’(x) in the right-most subinterval x1 < x < xs 
of (0, 1) whereg’(x) # 0. 
Note that if g’(x) > 0 (< 0) in 1 - S, < x < 1 or in the right-most interval 
(in (0, 1)) where g’(x) # 1, then $1, t) is strictly decreasing (increasing) in 
some interval 0 < t < 6. We have thus proved the lemma in case fr = 0. The 
proof for jr > 0 is similar. 
We now check whether, at t = it , (a) or (b) holds. If  (a) holds then we set 
6, = ii . I f  (b) holds, we define is to be the smallest number such that 
$ > il , 40 > B if t,<t<t,, s(f*) = 0. 
24 FRIEDMAN AND JENSEN 
I f  case (a) holds at 1’ = & , then we define 6r = &; otherwise we define ia in the 
obvious way, etc. 
Recall that in this section we assume the condition (3.4). Therefore sli can 
oscillate at most N times. The same is true of lim sk, which (as in the proof (4.7)) 
coincides with s(t) (cf. (5.1)) as long as t < tj , for any j. It follows that, for some 
j < iV, the case (a) must occur for t = tj . We then define 6, = ti . 
For t > 8r , the solution ~2, f  constructed in Section 3 (with t = 0, g(x) 
replaced by t = 6, , w(x, 6,)) is such that u’(1, t) is strictly decreasing for some 
time interval (by Lemma 5.1). 
Let 6, be the first time such that 
6, > 6, , f(t) < B if 6r C t < 6,) S(6,) = BY 
f.Z(l, t) is strictly increasing in some interval 6, < t < 6, + 6,. 
(5.4) 
For t > 6, we can again construct a solution (w, s) of (5.1) (with t = 0, g(3c) 
replaced by t = 6, , 6(x, 6,)). We then define 6, analogously to 6, , then define 
u’, f  and M , etc. 
Denote by (zi@, t), s(t)) the pair of functions thus constructed. 
THEOREM 5.2. For any T > 0, 
$+i s”(t) = s^(t) uniformZy in t, 0 < t < T, (5.5) 
and 
&ll uyx, t) = tqx, t) (5.6) 
uniformly in compact sets of 0 < x < s(t), t >, 0. 
The proof exploits the arguments given in Sections 3, 4; it is omitted. 
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