are studied and shown to be related to the Koornwinder polynomials defined on the region bounded by two lines and a parabola. In the case of γ = ±1/2, an explicit basis of orthogonal polynomials is given in terms of Jacobi polynomials and a closed formula for the reproducing kernel is obtained. The latter is used to study the convergence of orthogonal expansions for these weight functions.
Introduction
Orthogonal polynomials of two variables with respect to a nonnegative weight function that has all moments finite are known to exist ( [4] ). A basis of orthogonal polynomials can be written down, say, in terms of moments, but such a basis is often hard to work with. For studying orthogonal polynomials and orthogonal expansions, additional structures are often called for. In the case of classical weight functions in two variables, for example, an orthogonal basis can be expressed in terms of classical orthogonal polynomials of one variable. There are, however, not many such examples; each additional one is valuable in its own right.
The purpose of the present paper is to study orthogonal polynomials and orthogonal expansions with respect to a family of weight functions defined on [−1, 1] 2 , which includes as a special case (1.1) W α,β,γ (x, y) := |x − y| 2α+1 |x + y|
where α, β, γ > −1 and α + γ + 3/2 > 0 and β + γ + 3/2 > 0. In the case α = β = −1/2, W α,β,γ is the product Gegenbauer weight functions, for which an orthogonal basis is given by product Gagenbauer polynomials. We shall show that orthogonal polynomials for this family of weight functions can be expressed in terms of orthogonal polynomials in one variable when γ = ± 1 2 . Our study starts from a realization that it is possible to express the orthogonal polynomials with respect to W α,β,γ in terms of the Koornwinder polynomials that are orthogonal with respect to the weight function Orthogonal polynomials with respect to W α,β,γ were first studied by Koornwinder in [7] , where an orthogonal basis is uniquely defined and shown to consist of eigenfunctions of two differential operators of order 2 and order 4, respectively. In the case of γ = ± 1 2 , the orthogonal polynomials can be given in terms of the Jacobi polynomials of one variable. Further studies were carried out in [9, 13] ; in particular, explicit formula for the orthogonal polynomials were derived and various recursive relations were established. The connection to orthogonal polynomials with respect to W α,β,γ is somewhat surprising, but simple in retrospect as can be seen by the relation W α,β,γ (x, y) = 4 −γ W α,β,γ (2xy, x 2 + y 2 − 1)|x 2 − y 2 |.
As a result of the connection, an orthogonal basis for W α,β,± 1 2 can be given explicitly in terms of the Jacobi polynomials.
An explicit orthogonal basis makes it possible to study orthogonal expansions, for which however it is essential to have access to the reproducing kernel of the space of polynomials of degree at most n in L 2 (W ). It turns out that closed forms of the reproducing kernels for W α,β,± 1 2 and for W α,β,± 1 2 , respectively, can be given in terms of the reproducing kernels of the Jacobi polynomials. This allows us to prove several results on the convergence of the orthogonal expansions for these weight functions. The results include L p convergence of the partial sum operators and sharp estimate of the Lebesgue constants. It is interesting to note that analogous result on the L p convergence has not been proven for the product Jacobi series on the square (the partial sum is defined in terms of polynomial subspace of total order, see Remark 2.1). In fact, as far as we know, W α,β,− 1 2 appears to be the first family of weight functions on the unit square for which a comprehensive study of orthogonal expansions is possible.
The Koornwinder polynomials are derived from the symmetric orthogonal polynomials with respect to the weight function W α,β,γ (x + y, xy)|x − y| = (1 − x) α (1 + x) β (1 − y) α (1 + y) β |x − y| 2γ+1 , which are the generalized Jacboi polynomials of BC 2 type. The latter are the first case of the generalized Jacobi polynomials of BC n type studied by several authors (see, e.g. [2, 15] ) and they motivated the Jacobi polynomials of Heckman and Opdam [6] associated with root systems. The connection between these BC 2 polynomials and orthogonal polynomials for W α,β,γ appears to be new. The paper is organized as follows. The following section is a preliminary, where the basic results on orthogonal polynomials are introduced. In Section 3 we recollect properties of orthogonal polynomials for W α,β,γ and establish a closed form formula for the reproducing kernel. The orthogonal polynomials for W α,β,γ are studied in Section 4. The orthogonal expansions are investigated in Section 5.
Preliminary on orthogonal polynomials
In this short section we recall basics on orthogonal polynomials of one variable and two variables, respectively, in two separate subsections.
2.1. Orthogonal polynomials of one variable. Let w be a nonnegative weight function on [−1, 1] that has finite moment of all orders. Throughout this paper we denote by p n the orthonormal polynomials of degree n with respect to the weight function w, which are uniquely determined by
and γ n > 0, where γ n denotes the leading coefficient of the orthogonal polynomial p n , that is, p n (x) = γ n x n + . . .. Let Π n denote the space of polynomials of degree at most n in one variable. The reproducing kernel of k n (w; ·, ·) of Π n is defined by the relation
The well known Christoffel-Darboux formula shows that
f n p n and f n :=
where the equality holds in the L 2 (w) sense by the standard Hilbert space theory and the fact that polynomials are dense in L 2 (w). The partial sum operator s n f of this expansion is given by
where the second equal sign follows from the definition of k n (w; ·, ·). The Jacobi weight function w = w α,β (w ∈ J) is defined by
The Jacobi polynomials are orthogonal with respect to w α,β and they are given explicitly as an hypergeometric function
These polynomials satisfy the orthogonal conditions
We denote the orthonormal Jacobi polynomials by p (α,β) n . It follows readily that p
Furthermore, for w = w α,β , we also write the reproducing kernel as k (α,β) n (·, ·) and the partial sum operator as s
More generally, a function w is called a generalized Jacobi weight function (w ∈ GJ) if it is of the form
if |x| ≤ 1 and w(x) = 0 if |x| > 1, where −1 < x 1 < . . . < x r < 1 and ψ is a positive continuous function in [−1, 1] and the modulus of continuity ω of ψ satisfies
which holds, in particular, if ψ is continuously differentiable. For a class GJ, the points x 1 , . . . , x r are fixed whereas γ 1 , . . . , γ r are parameters. In the case of γ i = 0, 1 ≤ i ≤ r and ψ(x) = 1, w is an ordinary Jacobi weight function. Orthogonal polynomials with respect to w ∈ GJ are called generalized Jacobi polynomials. They share many properties of Jacobi polynomials (see, e.x., [1, 10] ), even though they do not have explicit formulas in terms of hypergeometric functions.
2.2.
Orthogonal polynomials of two variables. Let W be a nonnegative weight function defined on a bounded domain Ω ⊂ R 2 . We define an inner product
on the space of polynomials. Let Π 2 n denote the space of polynomials of (total) degree at most n in two variables. A polynomial P ∈ Π 2 n is called orthogonal if
The space V n (W ) can have many different bases. We usually index the elements of a basis by {P k,n : 0 ≤ k ≤ n}. A basis of V n (W ) is called mutually orthogonal if
and it is called orthonormal if
where x = (x 1 , x 2 ) and y = (y 1 , y 2 ). Let {P k,m : 0 ≤ k ≤ m} be a sequence of orthonormal polynomials with respect to W . Then the kernel K n (W ; ·, ·) satisfies
The n-th partial sum operator of the above expansion is give by
where the second equal sign follows from (2.5). There is an analogue of the Christoffel-Darboux formula for this kernel ([4, p. 109]) but it still involves a summation and is not as useful. For studying convergence of the orthogonal expansions beyond L 2 , it is often necessary to have a compact formula for the kernel.
Remark 2.1. The partial sum S n (W ; f ) in (2.6) is defined in terms of the polynomial space Π 2 n in total degree. Since p n (x)p m (x) has degree n + m, the partial sum for the product weight function, say W α,β (x, y) = w α,β (x)w α,β (y), does not have a product structure. In fact, there is no compact formula for the kernel K n (x, y) for
2 ). As a consequence, there is little progress on the study of orthogonal expansions on the square.
Koornwinder orthogonal polynomials
The definition and the properties of the Koornwinder orthogonal polynomials are discussed in the first subsection. A new compact formula for the reproducing kernels is given in the second subsection. 
where a γ w is a normalization constant such that [−1,1] 2 B γ (x, y)dxdy = 1. Since B γ is evidently symmetric in x, y, we only need to consider its restriction on the triangular domain ∆ defined by := {(x, y) : −1 < x < y < 1}. Let Ω be the image of ∆ under the mapping (x, y) → (u, v) defined by
It is easy to see that this mapping is a bijection between and Ω. The domain Ω is given by
and it is depicted in Figure 1 . This is exactly the domain defined in (1.3). We consider a family of weight functions defined on the domain Ω by
where the variables (x, y) and (u, v) are related by (3.2) . The Jacobian of the change of variables (3.2) is given by dudv = |x − y|dxdy. Moreover,
where the second equal sign follows since the integrant is a symmetric function of x and y, and [−1 , 1] 2 is the union of and its image under (x, y) → (y, x). In particular, setting f (x, y) = 1 shows that W γ is a normalized weight function.
In the case of w(x) = w α,β (x), the weight function W γ becomes W α,β,γ in (1.2), which we restate below,
where the constant a α,β,γ is given by [13, Lemma 6 .1],
which is the two-variable case of the Selberg integral (e.x., (1.1) of [5] ). This weight function is integrable on Ω if α, β, γ > −1 and α + γ + 3/2 > 0 and β + γ + 3/2 > 0, and we assume that α, β, γ satisfy these inequalities from now on. Other examples of W γ include
which correspond to the choices of w(x) = e −ax and w(x) = e −ax
and the orthogonality condition
are uniquely determined, as can be seen by the Gram-Schmidt process. The polynomials P (γ) k,n are mutually orthogonal. When W γ = W α,β,γ , we denote these orthogonal polynomials by P α,β,γ k,n . In the case of γ = ± 1 2 , these orthogonal polynomials can be given explicitly, as can be easily verified upon using (3.4). Let p n denote the orthogonal polynomial of degree n with respect to w. Then an orthonormal basis with respect to W − 1 2 is given by
and an orthonormal basis with respect to W 1 2 is given by
both families are defined under the mapping (3.2). It should be noted that the polynomials in (3.9) and (3.10) are normalized by their orthonormality, instead of by the leading coefficient as in (3.8), but they have the same structure as those in (3.8) , so that the difference is just a constant multiple. In the case of w = w α,β , the orthogonal polynomials in (3.9) and (3.10) are denoted by P α,β,− 1 2 k,n and P α,β,
, respectively, and they are expressed in terms of Jacobi polynomials p (α,β) n . For W α,β,γ these orthogonal polynomials were first studied by Koornwinder in [7] , see also [8] . The above statements for more general weight function W γ are straightforward extensions and used in [12] for studying Gaussian cubature rules. Much more can be said about the orthogonal polynomials P α,β,γ k,n . They are, for example, eigenfunctions of two differential operators of order 2 and order 4, respectively [7] . Another pair of differential operators were constructed in [13] ,
and they act as raising and lowering operators on the orthogonal polynomials,
Together these two operators can be used to give a Rodrigues type formula for P α,β,γ k,n ([13, (5.1)]) and they can also be used to calculate the L 2 -norms of P α,β,γ k,n and the coefficients in the recurrence relation.
The polynomials P α,β,γ k,n (u, v) also satisfy a quadratic transformation formula [13, Theorem 10.1] given by, for 0 ≤ k ≤ n,
In particular, setting γ = ± 1 2 and α → γ and let s = 2xy and t = x 2 + y 2 − 1, it follows that [13, p. 518],
where c is a constant proportional to 2 n−k . In other words, a basis of orthogonal polynomials for W ± 1 2 ,± 1 2 ,γ can be explicitly given in terms of Jacobi polynomials. For further results on P α,β,γ k,n , including explicit series expansions and recursive relations, see [7, 9, 13] .
It is worth to mention that the relation (3.4) shows that orthogonal polynomials P k,n for W γ are closely related to the orthogonal polynomials with respect to B γ on [−1, 1] 2 , as seen by
is a symmetric polynomial orthogonal to x l y m + x m y l , if max{l, m} < n, for B γ since B γ is symmetric. Hence, under the bijection (3.2), the polynomial
is an orthogonal polynomial with respect to W γ on Ω. Since the mapping (3.2) is not linear, one needs to be careful about the degree of P k,n . In the case of w = w α,β , the symmetric orthogonal polynomials for B γ are the BC 2 type polynomials, the precursor of the generalized Jacobi polynomials of BC n type.
is given by
and the reproducing kernel K
Proof. Denote the right hand side of (3.14) by k n ((x 1 , x 2 ), (y 1 , y 2 )). By the definition of k n (·, ·) in (2.1), for a fixed y 1 , y 2 , we have
which shows, upon setting
, then K is a polynomial of degree n in (u 1 , u 2 ) and, by symmetry, in (v 1 , v 2 ). Thus, we only have to verify the reproducing property. For 0 ≤ j ≤ m ≤ n, the reproducing property of k n (·, ·) implies immediately
is the reproducing kernel of Π 2 n , so that (3.14) holds.
Denote now the right hand side of (3.15) by k n ((x 1 , x 2 ), (y 1 , y 2 )). Then, for fixed (y 1 , y 2 ), it is easy to see that
which shows, since the terms for k = j are zero, that k n ((x 1 , x 2 ), (y 1 , y 2 )) is a polynomial of degree n in (u 1 , u 2 ), where u 1 = x 1 + x 2 and u 2 = x 1 x 2 . By symmetry, the same holds for (y 1 , y 2 ) with (x 1 , x 2 ) fixed. Thus, it remains to prove the reproducing property, which works similarly as in the case of γ = −1/2 upon using the fact that (
2 w(y 1 )w(y 2 ) cancels the denominators in both k n (·, ·) and P
2
j,m (y 1 + y 2 , y 1 y 2 ).
The closed formula for the reproducing kernel allows us to study the convergence of the Fourier orthogonal expansions, which will be discussed in Section 5. 
which is the quadratic transform that has appeared in (3.12). Let Ω be the domain
∈ Ω is shown in the lemma below. In the case that W γ = W α,β,γ , the weight function W γ becomes, up to a constant, W α,β,γ defined in (1.1), which we restate as,
where α, β, γ > −1, α + γ + 1 2 > −1 and β + γ + 1 2 > −1. These conditions on the parameters, ensuring the integrability of W α,β,γ , are the same as those for W α,β,γ . The weight function W γ , and W α,β,γ , is normalized as shown below. We define a region Ω * := {(x, y) : −1 < x < y < 1}.
Lemma 4.1. The mapping (x, y) → (2xy,
2 , let us write x = cos θ and y = cos φ, 0 ≤ θ, φ ≤ π. Then it is easy to see that
from which it follows readily that (2xy, x 2 + y 2 − 1) ∈ Ω. For the change of variable u = 2xy and v = x 2 + y 2 − 1, we have dudv = 4|x 2 − y 2 |dxdy, from which the stated formula follows.
As a more general example, we consider w being a generalized Jacobi weight.
Lemma 4.2. Let w ∈ GJ be defined as in (2.3) . Then
where Ψ(cos θ, cos φ) = ψ(cos(θ − φ))ψ(cos(θ + φ)).
We consider orthogonal polynomials with respect to the inner product
Let V n (W γ ) denote the space of orthogonal polynomials of degree n with respect to the inner product ·, · Wγ . It turns out that a basis of V n (W γ ) can be expressed in terms of orthogonal polynomials with respect to W γ and three other related weight functions. Recall that ·, · W is defined in (2.4). We define three other weight functions W
where we define (4.8)
Under the change of variables u = x + y and v = xy, 1 − u + v = (1 − x)(1 − y) and 1 + u + v = (1 + x)(1 + y). The three weight functions in (4.7) are normalized so that Ω W i,j γ (u, v)dudv = 1. Clearly these three weight functions are of the same type as W γ .
In the following theorem, we denote by {P
the orthonormal polynomials of degree n with respect to f, g W
and an orthonormal basis of V 2n+1 (W γ ) is given by Proof. These polynomials evidently form a basis if they are orthogonal. By Lemma 4.1, for 0 ≤ j ≤ m and 0 ≤ k ≤ n,
and, setting F = P (γ),1,1
The right hand side of the above equation changes sign under the change of variables (x, y) → (y, x), which shows that 1 Q
Furthermore, setting
, we obtain 
which proves the orthogonality of 1 Q (γ)
For the weight function W α,β,γ , we denote a basis of orthonormal polynomials by P α,β,γ k,n in the following theorem. 
11)
and an orthonormal basis of V 2n+1 (W α,β,γ ) is given by
where b (i,j) α,β,γ := a α+i,β+j,γ /a α,β,γ for i, j = 0, 1.
Special cases and properties.
In the case of γ = ± 1 2 , we can derive an explicit formula for the basis from (3.9) and (3.10), which takes a particularly simple form if we change variables to (4.13) x = cos θ, y = cos φ, 0 ≤ θ, φ ≤ π.
Corollary 4.5. For γ = ± 1 2 , the orthonormal basis defined in (4.9) and (4.10) of V n (W ± 1 2 ) satisfies, under (4.13), explicit formulas upon using the relations
is multiplied by the constant √ 2; furthermore, for 0 ≤ k ≤ n,
Proof. This follows immediately from (4.4), (3.9) and (3.10).
In particular, the orthonormal basis for the weight function ) is given by, for 0 ≤ k ≤ n and 0 ≤ k ≤ n − 1, respectively,
and an orthonormal basis of
) is given by, for 0 ≤ k ≤ n,
where whenever k = n the polynomial needs to be multiplied by an additional √ 2.
Similarly, an orthonormal basis for V n (W α,β, 1 2 ) can be given explicitly in terms of the Jacobi polynomials upon using (4.15) .
By Theorem 4.3, the orthogonal polynomials for W α,β,γ are expressed in terms of orthogonal polynomials for W α,β,γ , which in turn are expressed in terms of the symmetric orthogonal polynomials with respect to the weight function
2 ; see (3.1) with w = w α,β and the remark at the end of Subsection 3.1. Both weight functions W α,β,γ and B α,β,γ are defined on [−1, 1] 2 , and they satisfy (4.16)
Consequently, there is some kind of automorphism among these orthogonal polynomials. By Theorem 4.4, symmetric orthogonal polynomials with respect to W γ,− are given by, for 0 ≤ k ≤ n,
of degree 2n and 2n + 1, respectively. These are, by (4.16), symmetric orthogonal polynomials for B α,α,γ , from which we can derive orthogonal polynomials for W α,α,γ by a change of variables u = x + y and v = xy as shown in the end of Subsection 3.1. Since x 2 + y 2 = u 2 − 2v, we see that
are orthogonal polynomials with respect to W α,α,γ of degree k + n. Comparing the leading coefficients by (3.7), we conclude that 
Proof. From the quadratic transform formulas satisfied by P α,β,γ k,n (u 1 , u 2 ), we have In the case of α = β = −1/2, the weight function becomes
which is the product Gegenbauer weight function. An orthonormal basis of V d n for this weight function is usually given by the product Jacobi polynomials
In this case, another basis for V d n can be stated as follows: 18) and the orthogonal basis for
Proof. The orthogonality of these polynomials follows from (3.13) and Theorem 4.4. They can also be verified directly.
Finally, let us mention that under the change of variables u = 2xy and v = x 2 + y 2 − 1, the operator E
which has a simple form for the second order derivatives, so that, by (4.11),
The operator E α,β − does not, however, act on 2 Q α,β,γ k,2n in the same manner. As the operator E α,β + has the same second order derivatives as that of E α,β − , we can also have an E α,β + that has simple second order derivatives and act on 1 Q α,β,γ k,2n according to (3.11).
4.3.
Reproducing kernel. We express the reproducing kernel for K n (W γ ; ·, ·), which we denote by K For x = (x 1 , x 2 ) , y = (y 1 , y 2 ), define
Proof. We consider K 
The other two cases, i Q α,β,γ k,2m+1 with i = 1, 2, work out similarly.
In the case of W α,β,γ , the formula for K α,β,γ n (·, ·) takes the form
where d
α,β,γ = a α+i,β+j,γ /a α,β,γ for i, j = 0, 1. In the case of γ = ± 1 2 , we can then use Theorem 3.1 to deduce closed formulas for the reproducing kernel K α,β,± 1 2 n (·, ·), which take simpler forms in the variables (x 1 , x 2 ) = (cos θ 1 , cos θ 2 ) and (y 1 , y 2 ) = (cos φ 1 , cos φ 2 ).
Indeed, using the relation (4.4) and (s, t) in (4.21), it follows from (3.14) that
and, since cos(
Substituting ( is the product Chebyshev weight
Even in this case, the formula (4.23) is new. Previously, another closed formula for the kernel K n (W 0 ; ·, ·) was given in [17] . Our new formula, however, is more easily adopted for studying convergence of Fourier orthogonal expansions as seen in our next section.
Fourier Orthogonal Expansions
In this section, we study orthogonal expansions for both W − on Ω and W − 2 . The study of the L p convergence of the Fourier orthogonal expansion on the square has been lagging behind, perhaps unexpected, the study on the triangle and on the disk. In fact, the L p convergence for the product Jacobi weight on the square has not been established. One reason is the lack of a useable formula for the reproducing kernel, which, as we explained in Remark 2.1, does not have a product structure. Given this background, our result (see Subsection 5.3) is somewhat surprising, as it shows that the case of the weight function
in (4.5), can be worked out so much easier than that of the product Jacobi weight function on the square.
To get to W − on Ω first, which in return relies on results on w ∈ GJ. In our first subsection we prove some results for the generalized Jacobi series of one variable, which are then used to study orthogonal expansions for W − are presented in the third subsection. Throughout this section, the constant c will denote a generic constant, its value may change from line to line, and we denote the ordinary Jacobi weight function by J α,β , that is,
5.1. Orthogonal expansions in generalized Jacobi polynomials. Let w be a generalized Jacobi weight, w ∈ GJ, defined in (2.3).
and for p = ∞, we replace the L p space by C[−1, 1] with the uniform norm f w,∞ = f ∞ . For 1 < p < ∞ let q be defined by 1/p + 1/q = 1.
Recall the partial sum operator s n (w; f ), see (2.2), of the orthogonal expansion. For proving the mean convergence of S n (W − ; f ), we need to study the convergence of a family of operators closely related to s n (w), w ∈ GJ. For i, j ≥ 0, we define
Evidently, s n (w) = s 0,0 n (w). We shall show that these operators have the same convergence behavior as that of s n (w; f ).
Standard Hilbert space theory shows that s n (w; f ) converges to f in L 2 (w) norm. The following theorem gives the convergence of s
and u(x) ≤ v(x), x ∈ (−1, 1).
In particular, (5.2) implies that (s n (w; f − f )u w,p → 0 when n → ∞ for every f such that f v w,p < ∞.
Proof. For i = j = 0, this result was proved in [16] (for various earlier results, see [11] and the references therein). We show that the general case of s i,j n (w; f ) can be deduced from the case i = j = 0. The operators s i,j n (w) can be expressed in terms of the partial sums of Jacobi series. Let us define
Then directly from its definition (5.1), we see that
The inequality (5.2) is easily seen to be equivalent to, using (5.4), 
Since the right hand sides of the these two expressions are exactly those appeared in ( The special case u(x) = v(x) ≡ 1 and w is a multiple of the Jacobi weight is stated below as a corollary, in which the conditions in (5.3) are simplified to (5.6) below. In fact, the proof in the case that i = j = 0 is classical and it carries over just as well in the general case. We shall determine the order of s i,j n for the classical Jacobi weight w = J α,β and denote, for simplicity, |θ − φ| + n −1 .
Proof. In the case of (i, j) = (0, 0), the estimate is derived from |θ − φ| + n −1 .
for −1 < x < y < 1. The functions U and V are well defined on Ω.
Theorem 5.5. Let w, u, v ∈ GJ and i, j ≥ 0. Then for 1 < p < ∞, (5.13) S
