Abstract. In this paper, we investigate the sharp Hardy-Littlewood-Sobolev inequalities on the Heisenberg group. On one hand, we apply the concentration compactness principle to prove the existence of the maximizers. While the approach here gives a different proof under the special cases discussed in a recent work of Frank and Lieb [FL2], we generalize the result to all admissible cases. On the other hand, we provide the upper bounds of sharp constants for these inequalities.
Introduction
The n-dimensional Heisenberg group is H n = C n × R with group structure given by uv = (z, t)(z ′ , t ′ ) = (z + z ′ , t + t ′ + 2Im(z · z))
for any two points u = (z, t), v = (z ′ , t ′ ) ∈ H n , where z, z ′ ∈ C n , t, t ′ ∈ R, and z · z = n j=1 z j z ′ j . Haar measure on H n is the Lebesgue measure du = dzdt, in which z = x + iy with x, y ∈ R n .
The Lie algebra of H n is generated by the left invariant vector fields
For each real number d ∈ R, we denote the dilation δ d u = δ d (z, t) = (dz, d 2 t), the homogeneous norm on H n as |u| = |(z, t)| = (|z| 4 + t 2 ) 1/4 , and Q = 2n + 2 as the homogeneous dimension.
We recall the famous Hardy-Littlewood-Sobolev (shorted as HLS in the following context) inequality on R N : Let 1 < r, s < ∞ and 0 < λ < N such that 
|x − y| λ dxdy ≤ C f r g s for any f ∈ L r (R N ) and g ∈ L s (R N ), where · r and · s are the L r and L s norms on R N , respectively. And 0 < C < ∞ is a constant depending on r, λ, and N only.
This inequality was introduced by Hardy and Littlewood [HL1, HL2, HL3] on R 1 and generalized by Sobolev [S] to R N . We denote by C r,λ,N the sharp (best) constant that we can put into (1.1), finding and proving sharp constant C r,λ,N and its maximizers i (functions which, when inserted into (1.1), the equality holds with the smallest constant C r,λ,N ) have driven a lot people's attention. In Lieb's paper [Li] , existence of the maximizers was proved. Furthermore, when r = s = 2N/(2N − λ), he gave explicit formulae of sharp constants C λ,n and maximizers. Precisely, Theorem (Lieb [Li] ). Let 1 < r, s < ∞, 0 < λ < N , and
In this case (1.2) holds if and only if f ≡ (const.)g and
for some c ∈ C, 0 = d ∈ R, and a ∈ R N .
Remark.
1. The proof of the above theorem can also be found in Lieb and Loss's monograph [LL] with more details, in which they also proved that the sharp constant C r,λ,N satisfies
where ω N −1 is the area of unit sphere in R N , i.e., ω N −1 = 2π N/2 /Γ(N/2). The original proof by Lieb [Li] applies rearrangement methods, a new rearrangement-free proof was provided by Frank and Lieb [FL1, FL3] . 2. The existence of maximizers were also proved by Lions ( §2.1 in [Lio4] ), which is an application of the concentration compactness principle introduced by him in a series of papers [Lio1, Lio2, Lio3, Lio4] . See also §II.4 in [Str] about the application on sharp Sobolev inequalities. 3. The uniqueness of maximizers (1.3) was proposed by Lieb [Li] as an open problem, and was answered by Chen, Li, and Ou [CLO2] , in which they used moving plane method for integral equations, (A different approach using moving sphere method for integral equations has been done by Li [L] .) a related work by Chen, Li, and Ou [CLO1] studied the integral systems using the similar method. The formula of the maximizers (after i They are also referred as optimizers or extremals in some literature.
dilations and translations) assume 1
4. We shall point out that (1.4) is not sharp, and neither sharp constant C r,λ,N nor maximizers are known yet when r = s.
The analogous HLS inequality on the Heisenberg group was announced by Stein [St] and proved by Folland and Stein [FS] in terms of fractional integral (Proposition 8.7 and Lemma 15.3 in [FS] ).
Theorem (Folland & Stein [FS] ). Let 1 < r, s < ∞, 0 < λ < Q, and
Here u = (z, t) and v = (z ′ , t ′ ), u −1 = (−z, −t), and d(u, v) := |u −1 v| = |uv −1 | is a left-invariant quasi-metric (cf. Section 4 in [N] ). And without causing any confusion, we denote · r and · s as the L r and L s norms on H n .
Towards the sharp version of (1.5), Jerison and Lee [JL] provided sharp constant and maximizer when λ = Q − 2 and p = q = 2Q/(2Q − λ) = 2Q/(Q + 2). Very recently, Frank and Lieb [FL2] generalized their results to all 0 < λ < Q as the following theorem.
Theorem (Frank & Lieb [FL2] ). Let 0 < λ < Q and r = 2Q/(2Q − λ), then for any
with equality if and only if
, and
Their results also justified Branson, Fontana, and Morpurgo's guess [BFM] about the maximizer H. However, little about maximizers and sharp constants are known when r = s. For more information, we refer to Frank and Lieb [FL2] with some historical note on this subject. In [HLZ] , two weighted versions of (1.5) are studied, whose maximizers are also investigated therein. Some other related results concerning the sharp constants of Moser-Trudinger inequalities on the Heisenberg group and C n are [CL1, CL2] .
The major theorem of this paper is to prove the existence of maximizers for (1.5) when r = s, and we state in terms of fraction integral form: Define for f ∈ L p (H n )
We have the following maximization theorem, and one only needs to apply Hölder's inequality to solve the maximizing problem for (1.5) (by plugging in s = p and r = q ′ ).
Theorem 1 (Existence of maximizers). Let {f j } be a maximizing sequence of problem (1.6) and (1.7), then there exists {u j } ⊆ H n and {d j } ⊆ (0, ∞) such that the new maximizing sequence {h j } defined by
In particular, there exists a maximum of (1.6) and (1.7).
Remark. Under a special case when p = 2Q/(2Q − λ) and q = 2Q/λ, we derive from the above theorem a different approach to prove the existence of maximizers as shown in §4 of [FL2] .
Having confirmed existence of maximizers, furthermore we give upper bounds for sharp constants as follows.
Theorem 2 (Upper bounds of sharp constants). In (1.5), C can be chosen as
The following two sections are devoted to proving Theorems 1 and 2, respectively.
Proof of Theorem 1
Let us first outline the difficulties to be faced, the loss of compactness is caused by a large group of actions consisting of dilations and translations. One can use symmetrization to exclude some actions and ensure the existence of maximizers on R N . However, symmetrization can not be expected to work on H n because of its dilation structure. Therefore, different approach is needed to study the compactness here. It is worthwhile to remark now that in the process we frequently extract to subsequences of the maximizing sequence as needed.
A crucial lemma that refines Fatou's lemma is due to Brézis and Lieb [BL] .
Now suppose that we are given a maximizing sequence {f j } for (1.6) and (1.7), and without loss of generality we assume that f j p = 1, our goal is to generate {h j } as stated in Theorem 1. To recover from the loss of compactness from dilations and translations, we first need the following concentration compactness lemma from [Lio1] , we provide a proof here for completeness.
Lemma 4. For simplicity, we denote by ρ j = |f j | p as a nonnegative measure on H n , thus H n ρ j = 1. Then, there exists a subsequence of {ρ j } (and we still denote as {ρ j }) such that one of the following holds.
(i) For all R > 0, we have
(ii) There exists {u j } ⊆ H n such that for each ǫ > 0 small enough, we can find R 0 > 0 with
(iii) There exists 0 < k < 1 such that for each ǫ > 0 small enough, we can find R 0 > 0 and {u j } ⊆ H n such that given any R ≥ R 0 , there exist ρ 1 j and ρ 2 j as two nonnegative measures satisfying
Proof of Lemma 4. We define the Levy concentration function for ρ j on H n as
It is obvious that Q j ∈ BV[0, ∞] is nonnegative and nondecreasing with Q j (0) = 0, and Q j (∞) = 1 for all j ∈ N. Therefore, we can find a nonnegative and nondecreasing function Q ∈ BV[0, ∞] such that by passing to a subsequence of {Q j } if necessary (and we still denote 
for j large, which means that
in which we use the fact that the quasi-metric defined as d(u, v) = |u −1 v| on H n is a metric, see [C] , also §4 in [SW] , and we continue to take advantage of this in the following when estimating distances. Now compute that
ρ j ≥ 1 − ǫ for j = 1, 2, ..., j(ǫ). Then, one arrives at the conclusion in (ii) by taking
and therefore, there is {u j } such that
Similarly, we can enlarge j(ǫ) if necessary to get a sequence {R j } with R j → ∞ such that
for all j > j(ǫ). For any given R ≥ R 0 , we may assume R ≤ R j for all j ∈ N. This means that there exists {u j } ⊆ H n such that
Remark. Back to our maximizing problem, let {f j } ⊆ L p (H n ) be a maximizing sequence of (1.6) and (1.7) satisfying f j = 1, then with the help of dilations (as {d j } in Theorem 1), we can always assume that
as defined in the proof of Lemma 4 without affecting our maximizing problem since (1.6) is dilation-invariant, therefore we are able to eliminate the case in (i). Next we prove that the case in (iii) can not happen, either, from which we only need to focus on the case in (ii).
Proposition 5. Let {f j } ⊆ L p (H n ) be a maximizing sequence of (1.6) and (1.7) satisfying f j = 1, then (iii) in Lemma 4 can not occur.
Proof of Proposition 5. We argue by contradiction. If (iii) in Lemma 4 occurs, then there exist 0 < k < 1 and a subsequence of {f j } (which we still denote by {f j }) such that for each ǫ > 0 small enough, we can find R 0 > 0 and {u j } ⊆ H n such that given any R ≥ R 0 ,
Without loss of generality, we may assume u j = 0 for all j ∈ Z since (1.6) is translationinvariant. Thus, for any u ∈ H n , let R = j|u| for j ≥ j(ǫ, |u|) such that j|u| > R 0 , we observe that |u| ≤ 1 j |v| for all v ∈ B c R (0), then
and therefore,
as j → ∞. Here, C depends only on H n , and the integral is finite because Q < λp ′ from (1.7):
Now we apply the Brézis-Lieb lemma in Lemma 3 because
, in which the left-hand side goes to C q p,λ,n since {f j } maximizes (1.6), while the right-hand side
p,λ,n , if 0 < k < 1 for large j because q p > 1, and we conclude the contradiction. We can now proceed under the scope of (ii) in Lemma 4: There exists {u j } ⊆ H n such that for R large, we have
Due to translations f j (v) → f j (u j v), we use {f j } to denote the new maximizing sequence satisfying (2.1)
and we derive the following corollary, in which the byproduct (2.2) serves as an important ingredient in the proof of Theorem 1.
be a maximizing sequence of (1.6) and (1.7) satisfying f j = 1 and
we may assume that f j → f weakly in L p (H n ) (by passing to a subsequence if necessary). Then, by passing to a subsequence again if necessary,
Proof of Corollary 6. We show that I λ (f j ) → I λ (f ) in measure to ensure the existence of a pointwisely convergent subsequence of {f j }. Observe that for M > R,
, in which we apply Minkowski's integral inequality to estimate the first term, noticing that |u −1 v| ≥ |u| − R for |v| ≤ R < M ≤ |u|,
for every fixed R as M → ∞ since Q < λq from (1.7). Therefore, we have (2.2)
, and that is,
Similarly, one can derive for f ,
Therefore, given k > 0,
Thus, it remains to estimate the second term above. Denote
for any fixed u ∈ H n and η > 0. Therefore,
On the other hand, we compute that for any fixed m ∈ (1, Q/λ) by applying Minkowski's integral inequality,
for every fixed R as η → 0 since Q > λm. That is, (2.5)
. Similarly, we can derive the analogous statement for f , (2.6)
. Now returning to the estimate in (2.3), combining (2.4)-(2.8), we have for any k > 0
We can now conclude the convergence in measure of {f j } by properly choosing ǫ, R, M , and η. Now we only need to verify the weak limit f in preceding corollary satisfies f p = 1 to complete Theorem 1. We borrow Lemma 2.1 in [Lio4] as follows to proceed.
, assume that (2.1) and (2.2) hold, and |f j | p → µ and |I λ (f j )| q → ν weakly for two nonnegative measures µ and ν in L 1 (H n ). Then, there exist two at most countable families (possibly empty) {u j } ⊆ H n and {k j } ⊆ (0, ∞) such that Remark. The original version of the above lemma is on R N , but it can be carried out as what we did in the proof of Lemma 4 on H n because the crucial ingredient as Lemma 1.2 in [Lio3] is valid in an arbitrary measure space. (See Remark 1.5 at the end of its proof.)
With the help of Lemma 7, we now prove Theorem 1.
Proof of Theorem 1. We show that f p = 1 by contradiction, then f j → f strongly in L p (H n ), which implies the theorem. Observe that µ(H n ) = 1 and ν(H n ) = C q p,λ,n since |f j | p → µ and |I λ (f j )| q → ν weakly in L 1 (H n ). If f 
Proof of Theorem 2
Theorem 2 is an analogue on H n of §4.3 in [LL] . The argument proceeds with no difficulty, and one completes the proof of Theorem 2 by noticing |B 1 (0)| = 2π Q−2 2 Γ(1/2)Γ((Q + 2)/4) (Q − 2)Γ((Q − 2)/2)Γ((Q + 4)/4) from [CL1] .
