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Abstract
Fiducial inference, as generalized by Hannig et al. (2016), is ap-
plied to nonparametric g-modeling (Efron, 2016) in the discrete case.
We propose a computationally efficient algorithm to sample from the
fiducial distribution, and use generated samples to construct point es-
timates and confidence intervals. We study the theoretical properties
of the fiducial distribution and perform extensive simulations in vari-
ous scenarios. The proposed approach gives rise to surprisingly good
statistical performance in terms of the mean squared error of point
estimators and coverage of confidence intervals. Furthermore, we ap-
ply the proposed fiducial method to estimate the probability of each
satellite site being malignant using gastric adenocarcinoma data with
844 patients.
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1 Introduction
Efron (2014, 2016); Narasimhan and Efron (2016) introduced the following
important deconvolution problem: An unknown distribution function F (θ)
yields unobservable realizations Θ1, Θ2, . . . , Θn, and each Θi produces an
observable value Xi according to a known probability mechanism; The goal
is to estimate the unknown distribution function from the observed data.
Efron (2016) proposed an empirical Bayes deconvolution approach to es-
timating the distribution of Θ from the observed sample {Xi, i = 1, . . . , n},
where the only requirement is a known specification of the distribution for
Xi given Θi. The empirical Bayes deconvolution since developed has seen
tremendous success in many scientific applications including causal inference
(Lee and Small, 2019), single-cell analysis (Wang et al., 2018), cancer study
(Gholami et al., 2015; Shen and Xu, 2019), clinical trials (Shen and Li, 2018,
2019) and many other fields (Dulek, 2018). Moreover, for a classic Bayesian
data analysis, as noted in (Ross and Markwick, 2018, p19) and Gelman et al.
(2013), a single distribution prior may sometimes be unsuitable and hence
the prior choice is dubious. Efron’s empirical Bayes deconvolution would
be one of the alternatives since the obtained estimator of distribution of
Θ can be used as a prior distribution to produce posterior approximations
(Narasimhan and Efron, 2016).
In this paper, we aim to provide a generalized fiducial solution to the
same problem in the case where Xi given Θi follows a discrete distribution.
Fiducial inference can be traced back to R. A. Fisher (Fisher, 1930, 1933) who
introduced the concept as a potential replacement of the Bayesian posterior
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distribution to avoid the problems related to the choice of prior distributions.
Though Fisherian thinking can be viewed as frequentist, fiducial inference
also has similarities with Bayesian inference. Hannig (2009) showed that
fiducial distributions can be related to empirical Bayes methods, which are
widely used in large-scale parallel inference problems (Efron, 2012, 2019a,b).
Efron (1998) pointed out objective Bayes theories also have connections with
fiducial inference. Other related approaches include Dempster-Shafer theory
(Dempster, 2008; Edlefsen et al., 2009; Martin et al., 2010; Hannig and Xie,
2012), inferential models (Martin and Liu, 2013, 2015a,b,c), confidence distri-
butions (Schweder and Hjort, 2002; Xie et al., 2011; Xie and Singh, 2013; Xie
et al., 2013; Schweder and Hjort, 2016; Hjort and Schweder, 2018; Shen et al.,
2019) and higher order likelihood expansions and implied data-dependent
priors (Fraser, 2004, 2011). Since the mid 2000s, there has been a renewed
interest in generalizations of fiducial inference. Hannig et al. (2016) formal-
ized a mathematical definition of so called generalized fiducial distribution
(GFD). Having a formal definition allows fiducial inference to be applied to a
wide variety of statistical settings (Cisewski and Hannig, 2012; Wandler and
Hannig, 2012; Hannig, 2013; Lai et al., 2015; Williams and Hannig, 2019; Cui
and Hannig, 2019a) and other fields including psychology (Liu and Hannig,
2016, 2017; Neupert and Hannig, 2019) and forensic science (Hannig et al.,
2019). There are other fiducial related works including Wang (2000); Tarald-
sen and Lindqvist (2013) who showed how fiducial distributions naturally
arise within a decision theoretical framework.
We propose a novel fiducial approach to modeling the distribution func-
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tion F nonparametrically. In particular, we propose a computationally ef-
ficient algorithm to sample from the GFD, and use generated samples to
construct statistical procedures. The pointwise median of the GFD is used
as point estimate, and appropriate quantiles of the GFD evaluated at a given
point provide pointwise confidence intervals. We also study the theoretical
properties of the fiducial distribution. Extensive simulations in various sce-
narios show that the proposed fiducial approach is a good alternative to
existing methods such as Efron’s g-modeling. We apply the proposed fidu-
cial approach to intestinal surgery data to estimate the probability of each
satellite site being malignant for the patient. The resulting fiducial estimate
of distribution function reflects the observed patterns of raw data.
The remainder of the article is organized as follows. In Section 2, we
present the mathematical framework for the fiducial approach to nonpara-
metric deconvolution problem. In Section 3, we establish an asymptotic the-
ory which verifies the frequentist validity of the proposed fiducial approach.
Extensive simulation studies are presented in Section 4. We also illustrate
our method using intestinal surgery data in Section 5. The article concludes
with a discussion of future work in Section 6. Some needed technical results
and additional simulations are provided in the Appendix and Supplementary
Material.
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2 Methodology
2.1 Data generating equation
In this section, we first explain the definition of a generalized fiducial distri-
bution and then demonstrate how to apply it to the deconvolution problem.
We start by expressing the relationship between the data Xi and the param-
eter Θi using
Xi = G
−1
i (Ui,Θi), Θi = F
−1(Wi), i = 1, . . . n, (1)
where Ui,Wi are i.i.d. Unif(0, 1), Gi(·, θi) are known distribution functions
of discrete random variables supported on integers, Gi are non-increasing in
θi for all i, θi ∈ S are unobserved variables, and F is the unknown distribu-
tion function supported on S. We are interested in estimating the unknown
distribution function F (θ).
Recall that F−1(w) = inf{θ : F (θ) ≥ w} (Casella and Berger, 2002, p54),
and F−1(w) = θ if and only if F (θ) ≥ w > F (θ− ) for all  > 0. We denote
G∗i (xi, ui) = sup{θ : Gi(xi, θ) ≥ ui} with the usual understanding that sup ∅
is smaller than all elements of S. If Gi(·, θi) is continuous in θi, G∗i (xi, ui) is
the solution (in θi) to the equation Gi(xi, θi) = ui. By Lemma 1 in Appendix,
xi = G
−1
i (ui, θi) if and only if θi ∈ (G∗i (xi − 1, ui), G∗i (xi, ui)].
Combining G∗i (xi − 1, ui) < θi ≤ G∗i (xi, ui) and F (θi − ) < wi ≤ F (θi)
for all , consequently the inverse of the data generating equation (1) is
Qx(u,w) = {F : F (G∗i (xi−1, ui)) < wi ≤ F (G∗i (xi, ui)), i = 1, . . . , n}. (2)
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Note that Qx(u,w) is a set of CDFs. By Lemma 2, Qx(u,w) 6= ∅ if and
only if u,w satisfy:
whenever G∗i (xi, ui) ≤ G∗j(xj − 1, uj) then wi < wj. (3)
A generalized fiducial distribution is obtained by inverting the data gen-
erating equation, and Hannig et al. (2016) proposed a general definition of
GFD. However, in order to simplify the presentation, we use an earlier, less
general version in Hannig (2009). These two definitions are equivalent for the
models considered here. Suppose (U ?,W ?) are uniformly distributed on the
set {(u?,w?) : Qx(u?,w?) 6= ∅}. The fiducial distribution is the distribution
of
Qx(U
?,W ?). (4)
The random distribution functions defined for each θ
FU(θ) ≡ sup{F (θ) : F ∈ Qx(U ?,W ?)},
and
FL(θ) ≡ inf{F (θ) : F ∈ Qx(U ?,W ?)},
will be called the upper and lower fiducial distribution functions throughout.
Note that FL(θ) is an element of Qx(U
?,W ?) while FU(θ) belongs to the
closure of Qx(U
?,W ?). Moreover, any distribution function lying between
the upper and lower bounds is an element of the closure of Qx(U
?,W ?). We
implement (4) by Gibbs sampler described in the next section.
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2.2 Gibbs Sampling and GFD based inference
We need to generate (U ?,W ?) from the standard uniform distribution on a
set described by Equation (3), which is achieved by using a Gibbs sampler.
For each fixed i, denote random vectors with the i-th observation removed
by (U ?[−i],W
?
[−i]). If (U
?,W ?) satisfy the constraint (3), so do (U ?[−i],W
?
[−i]).
The proposed Gibbs sampler is based on the conditional distribution of
(U?i ,W
?
i ) | U ?[−i],W ?[−i], (5)
which is a bivariate uniform distribution on a set A, where A is a disjoint
union of small rectangles. The beginnings and ends of the rectangles’ bases
are in the set {G∗i (xi, U?j ), G∗i (xi−1, U?j ), j 6= i} with the heights determined
by (3). Details are described in Algorithm 1. A visualization of the rectangles
is shown in the Supplementary Material. Each marginal conditional distri-
bution is supported on the entire S and therefore we expect the proposed
Gibbs sampler to mix well.
The proposed Gibbs sampler requires starting points, and we consider
two potential initializations. The first one sequentially builds (U ?,W ?) us-
ing the conditional distribution (5) with U ?[−i],W
?
[−i] replaced by the values
generated so far. The second starting value sets deterministic (U ?,W ?)
which is consistent with modeling the data, e.g., p =
∑n
i=1 xi∑n
i=1mi
for Bin(mi, p).
As these two starting points are very different, they can be used to monitor
convergence. To streamline our presentation, in Section 4 and 5, we present
numerical results using the first initialization.
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Algorithm 1: Pseudo algorithm for the fiducial Gibbs sampler
Input: Dataset, e.g., (mi, xi), i = 1, . . . , n for binomial data,
starting vectors u,w of length ngrid,
nmcmc , nburn, and vector θgrid of length ngrid.
1 for i = 1 to n do
2 θL[i] = G
∗
i (xi − 1,u[i]),θU [i] = G∗i (xi,u[i]);
3 end
4 Run Gibbs Sampler using the initial values u,w,θL,θU ;
5 for j = 1 to nburn + nmcmc do
6 for i = 1 to n do
7 u0 = u[−i],w0 = w[−i],θ0L = θL[−i],θ0U = θU [−i];
8 upreL = Gi(xi,θ
0
L), u
pre
U = Gi(xi − 1,θ0U);
9 Sort upre = (upreL ,u
pre
U , 0, 1), denoted as u
sort ;
10 Sort (w0, 1(n− 1), 1, 0) according to the order of upre as w?L,
11 where 1(n− 1) is a vector with elements 1 of length n− 1 ;
12 Sort (0(n− 1),w0, 1, 0) according to the order of upre as w?U ,
13 where 0(n− 1) is a vector with elements 0 of length n− 1 ;
14 wpreL = cummin(w
?
L), w
pre
U = reverse-cummax(w
?
U) ;
15 Take the component-wise difference of usort, denoted as udiff;
16 for k = 1 to 2n− 1 do
17 wdiff[k] = wpreU [k]−wpreL [k + 1];
18 end
19 Sample i? ∈ {1, . . . , 2n− 1} with probability ∝ udiff ·wdiff;
20 Sample an a and b from Unif(0,1), and set
21 u = usort[i?] + udiff[i?] · a, w = wpreU [i?]−wdiff[i?] · b
22 θL = G
∗
i (xi − 1, u), θU = G∗i (xi, u)
23 u[i] = u,w[i] = w,θL[i] = θL,θU [i] = θU ;
24 end
25 Generate n i.i.d. Unif(0,1) and sort them according to the order of
w, denoted by w∗. Replace w by w∗, i.e., w = w∗;
26 end
27 Evaluate the upper and lower bounds on a grid of values θgrid for each
MCMC sample after burn-in, indexed by l;
28 for j = 1 to ngrid do
29 FLl (θgrid[j]) = max(w[θU ≤ θgrid[j]]);
30 FUl (θgrid[j]) = min(w[θL ≥ θgrid[j]]);
31 end
32 return the fiducial samples FUl , F
L
l evaluated on θgrid.
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From Algorithm 1, we output two distribution functions that are needed
for the proposed mixture and conservative confidence intervals. In the rest of
this paper, we denote Monte Carlo realizations of the lower and upper fiducial
distribution functions by FLl and F
U
l , respectively, where l = 1, . . . , nmcmc,
and nmcmc is the number of fiducial samples.
We propose to use the median of the 2nmcmc samples {FLl (θ), FUl (θ), l =
1, . . . , nmcmc} as a point estimator of distribution function F (θ). We con-
struct two types of pointwise confidence intervals, mixture and conservative,
using appropriate quantiles of fiducial samples. The lower and upper lim-
its of 95% mixture confidence interval are formed by taking the empirical
0.025 and 0.975 quantile of {FLl (θ), FUl (θ), l = 1, . . . , nmcmc}, respectively. A
95% conservative confidence interval is formed by taking the empirical 0.025
quantile of {FLl (θ), l = 1, . . . , nmcmc} as the lower limit and the empirical
0.975 quantile of {FUl (θ), l = 1, . . . , nmcmc} as the upper limit.
Remark 1. Algorithm 1 is general to any discrete distributions of X. For
example, if X follows a binomial distribution, Gi is the CDF of binomial
distribution with number of trials mi and G
∗
i (xi, ui) is the (1−ui) quantile of
Beta(xi + 1,mi − xi); if X follows a Poisson distribution, Gi is the CDF of
Poisson distribution and G∗i (xi, ui) is the (1−ui) quantile of Gamma(xi+1, 1).
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2.3 Further illustration with a toy example
To streamline our presentation, we take the binomial case as our running ex-
ample hereinafter, i.e., the observed data are (mi, xi), and Xi ∼ Bin(mi, Pi),
i = 1, . . . , n. We also provide the details of the proposed approach and some
examples for the Poisson data in the Supplementary Material.
We present a toy example to demonstrate the proposed fiducial approach.
Suppose F follows the Beta distribution Beta(5, 5). The number of trials
mi = 20, i = 1, . . . , n. The sample size of the simulated binomial data is
n = 50. The fiducial estimates were based on 10000 iterations after 1000
burn-in times.
Figure 1 presents the last MCMC sample of the lower fiducial bound
FLl (p) (blue line) and upper fiducial bound F
U
l (p) (red line) for the two start-
ing points, respectively. As the fiducial distribution reflects the uncertainty,
we do not expect every single fiducial curve to be close to the true CDF
(black line). Furthermore, Figure 2 presents the mixture (blue line for lower
limit; red line for upper limit) and conservative (cyan line for lower limit;
magenta line for upper limit) confidence intervals (CIs) with two starting
points, respectively computed from the MCMC sample. In addition, we plot
the point estimates of the proposed approach along with Efron’s g-modeling.
The brown curve is the fiducial point estimate F̂ (p). The dashed curve is
the point estimate of F (p) for Efron’s g-modeling without bias correction.
Efron’s confidence interval with bias correction looks almost the same as
without correction thus we omit in the figures.
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Figure 1: The last MCMC sample from generalized fiducial distribution.
The blue curve is a realization of the lower fiducial sample FL(p) and the red
curve is a realization of the upper fiducial sample FU(p). The black curve is
the true F (p). Each panel represents a different starting value.
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Figure 2: Point estimates and 95% CIs for F (p) given a fixed simulated
dataset. Each panel represents an interval computed from a realization of
MCMC chain initiated with different starting values. The orange curve is the
fiducial point estimate F̂ (p). The dashed curve is the point estimate of F (p)
for Efron’s g-modeling. The black curve is the true F (p). The blue and red
curves are lower and upper limits of mixture CIs, respectively. The cyan and
magenta curves are lower and upper limits of conservative CIs, respectively.
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3 Theoretical results
Recall that the GFD is a data-dependent distribution which is defined for ev-
ery fixed dataset x. It can be made into a random measure in the same way as
one defines the usual conditional distribution, i.e., by plugging random vari-
ables X into the observed dataset. In this section, we study the asymptotic
behavior of this random measure for binomial distribution Xi ∼ Bin(mi, Pi)
in two extreme directions.
3.1 Asymptotic distribution when m→∞
We first investigate the case where the rate of m is much faster than n.
Assumption 1. limn→∞ n4 log
2 n/(mini=1,...,nmi) = 0.
As our first main result, we prove a central limit theorem for FL(p). A
similar result holds for FU(p).
Theorem 3.1. Suppose true CDF is absolutely continuous with a bounded
density. Based on Assumptions 1,
n1/2{FL(·)− F̂ (·)} → BF (·), (6)
in distribution on Skorokhod space D[0, 1] in probability, where F̂ (·) is the
empirical CDF, and BF (·) is a Gaussian process with mean zero and covari-
ance cov(BF (s), BF (t)) = F (t ∧ s)− F (t)F (s).
The above theorem establishes a Bernstein-von Mises theorem for the
fiducial distribution. To understand the somewhat unusual mode of conver-
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gence used here, note that there are two sources of randomness present. One
is from the fiducial distribution itself that is derived from each fixed data set.
The other is the usual randomness of the data. The mode of convergence
here is in distribution in probability, i.e., the centered and scaled fiducial
distribution viewed as a random probability measure on D[0, 1] converges
in probability to the Gaussian process described in the right-hand side of
Equation (6) using the weak topology on the space of probability measures.
3.2 Fiducial distribution when m = 1
As our second result, we prove that the fiducial distribution Qx(U
?,W ?) is
consistent with the frequentist approach, i.e., maximum likelihood estimation
when m = 1.
Theorem 3.2. The fiducial probability Pr(F ∈ Qx(U ?,W ?)) is maximized
by F satisfying
∫ 1
0
[1− F (p)]dp = n1/n, i.e., the maximum likelihood estima-
tion, where n1 is the number of Xi = 1.
Though the above theorem does not show that the fiducial distribution
converges to the true F (p), this is the best one can expect when m = 1. In
fact, an insightful observation is that for a fixed m, the fiducial distribution
concentrates on a set of distribution functions with a restriction on m mo-
ments. Therefore, the mode of the fiducial distribution is consistent as along
as lim supmi = ∞, while the convergence rate remains unknown if the rate
of mi is slower than that of Assumption 1.
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Remark 2. While the theoretical results provided in Section 3.1 and 3.2 are
developed for binomial data, the proof of their counterparts for other discrete
distributions are similar. For example, for the Poisson data (Θi ≡ Λi, Xi | Λi
follows a Poisson distribution), the mode of fiducial distribution converges
to true F (λ) in probability provided that there exists a moment generating
function for Λ. The details of proof are provided in the Appendix.
4 Numerical experiments
We perform simulation studies to compare the frequentist properties of the
proposed fiducial confidence intervals with Efron’s g-modeling (Efron, 2016;
Efron and Narasimhan, 2016), the nonparametric bootstrap, and a nonpara-
metric Bayesian approach (Ross and Markwick, 2019). For each scenario, we
first generated pi, i = 1, . . . , n from the distribution function F . Then we
drew Xi from the binomial distribution Bin(mi, pi), where mi is described in
Section 4.1. The simulations were replicated 500 times for each scenario.
For all methods, a discretization of p is needed. We chose the grid
[0.01, 0.02, . . . , 0.99] following Narasimhan and Efron (2016). The fiducial
estimates were based on 2000 iterations of the Gibbs sampler after 500 burn-
in times. Efron’s g-modeling was implemented using R package deconvolveR
(Efron and Narasimhan, 2016). We used default values for the degree of the
splines, i.e., 5. We considered the regularization strategy with the default
value c0 = 1. For the nonparametric bootstrap, we first obtained the max-
imum likelihood estimates pˆi = xi/mi. We then constructed the empirical
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CDF as the point estimator, and used B = 1000 bootstrap samples of pˆi to
construct confidence intervals. We also considered a fully Bayesian approach,
i.e., Dirichlet process mixture of Beta Binomial, which gives more flexibility
than a Beta binomial model (Ross and Markwick, 2018, p19). Default values
for the prior parameters in R package dirichletprocess (Ross and Mark-
wick, 2019) were used. The Bayesian estimates were based on 2000 MCMC
samples after 500 burn-in times.
4.1 Simulation settings
We start with the following two scenarios with fixed mi.
Scenario 1. We consider the same setting as Section 2.3. Let F follow Beta
distribution Beta(5, 5), and the number of trials mi = 20, i = 1, . . . , n. The
sample size n of the simulated binomial data was set to be 50.
Scenario 2. Let F follow a mixture of Beta distributions 0.5Beta(10, 30) +
0.5Beta(30, 10), and the number of trials mi = 20, i = 1, . . . , n. The sample
size n of the simulated binomial data was set to be 50.
Next, we consider three complex settings from Zhang and Liu (2012).
Scenario 3. (Beta density) We let F follow Beta(8, 8), and the mi’s are
integers sampled uniformly between 100 and 200. The sample size n of the
simulated binomial data equals to 100.
Scenario 4. (A multimodal distribution) We consider a mixture of Beta
distributions 0.5Beta(60, 10)+0.5Beta(10, 60) for F . The sample size n of the
simulated binomial data equals to 100, and themi’s equal to 100, i = 1, . . . , n.
15
Scenario 5. (Truncated exponential) Let F be Exp(8) truncated at 1. The
simulated binomial data are of size n = 200 and mi = 100 for i = 1, . . . , n.
We also consider the above five settings for n = 1000. The results are
reported in the Supplementary Material.
4.2 Numerical results
In this section, we first compare the mean squared error (MSE) of dif-
ferent methods of F (p) for the five scenarios. The numerical results for
p = 0.15, 0.25, 0.5, 0.75, 0.85 for each scenario are presented in Table 4. We
see that the MSEs of the proposed fiducial point estimates are as good as
and sometimes smaller than competing methods.
Next, we present the coverage and average length of confidence intervals
for various methods in Tables 5-6. Table 5 summarizes the coverage of 95%
confidence intervals of various methods, and Table 6 summarizes the average
length of these confidence intervals. “M” denotes mixture GFD confidence
intervals; “C” denotes conservative GFD confidence intervals; “g” denotes
Efron’s g-modeling without bias correction; “bc” denotes Efron’s g-modeling
with bias correction; “BP” denotes the bootstrap method; “BA” denotes the
Bayesian method.
We see that the GFD confidence intervals maintain the nominal coverage
everywhere, while other methods often have coverage problems. In particular,
Efron’s confidence intervals and nonparametric bootstrap have substantial
coverage problems close to the boundary, while the Bayesian method consis-
tently underestimates the uncertainty resulting in credible intervals that are
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Scenario p F g bc BP BA
1
0.15 5 40 39 17 1
0.25 20 49 48 69 10
0.50 51 47 48 71 78
0.75 18 22 21 16 10
0.85 5 13 12 4 1
2
0.15 41 149 149 145 9
0.25 39 17 18 66 101
0.50 49 32 33 54 53
0.75 37 18 19 50 88
0.95 46 86 84 33 12
3
0.15 0.14 8.45 8.16 0.15 0.04
0.25 2.57 14.89 14.41 2.87 1.39
0.50 22.85 26.94 27.04 24.68 21.92
0.75 2.54 5.03 4.81 2.80 1.34
0.85 0.16 1.46 1.38 0.15 0.05
4
0.15 22 49 49 23 27
0.25 27 34 33 26 25
0.50 25 24 25 26 26
0.75 26 36 35 27 25
0.85 20 52 52 26 25
5
0.15 11 10 10 11 10*
0.25 6 10 10 6 6*
0.50 1 5 4 1 1*
0.75 0.13 1.84 1.66 0.12 0.10*
0.85 0.05 0.76 0.68 0.05 0.04*
Table 1: MSE (×10−4) of point estimates for F (p) of each scenario. “F”
denotes the fiducial point estimates; “g” denotes Efron’s g-modeling without
bias correction; “bc” denotes Efron’s g-modeling with bias correction; “BP”
denotes the bootstrap method; “BA” denotes the Bayesian method. *The
Bayesian results for Scenario 5 are reported based on 489 replications as 11
runs failed due to an error in R package dirichletprocess.
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Scenario p M C g bc BP BA
1
0.15 99 100 25 27 74 88
0.25 99 100 80 82 65 83
0.50 100 100 94 94 91 84
0.75 100 100 96 96 92 83
0.85 100 100 90 91 54 89
2
0.15 98 99 1 1 27 97
0.25 100 100 98 98 90 86
0.50 98 98 96 96 97 45
0.75 100 100 96 96 85 87
0.85 97 99 31 31 79 97
3
0.15 100 100 4 5 13 28
0.25 99 99 69 71 86 28
0.50 99 99 89 89 96 27
0.75 98 99 97 97 87 32
0.85 99 100 97 98 12 31
4
0.15 99 100 48 49 95 59
0.25 95 97 89 90 93 12
0.50 95 96 93 93 95 6
0.75 95 95 89 89 93 9
0.85 99 99 75 75 91 59
5
0.15 99 99 95 95 93 18*
0.25 97 98 95 95 93 21*
0.50 98 98 98 98 89 20*
0.75 98 99 100 100 36 20*
0.85 99 100 100 100 17 11*
Table 2: Coverage (in percent) of 95% CIs for F (p) of each scenario. “M”
denotes mixture GFD confidence intervals; “C” denotes conservative GFD
confidence intervals; “g” denotes Efron’s g-modeling without bias correc-
tion; “bc” denotes Efron’s g-modeling with bias correction; “BP” denotes
the bootstrap method; “BA” denotes the Bayesian method. *The Bayesian
results for Scenario 5 are reported based on 489 replications as 11 runs failed
due to an error in R package dirichletprocess.
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Scenario p M C g bc BP BA
1
0.15 123 139 101 101 84 28
0.25 220 241 171 171 172 95
0.50 426 465 246 246 272 279
0.75 217 239 154 154 128 89
0.85 121 137 82 81 42 28
2
0.15 243 266 66 66 185 101
0.25 357 390 162 162 251 311
0.50 305 330 206 206 275 90
0.75 352 385 166 166 226 301
0.85 245 268 143 143 133 107
3
0.15 35 42 46 46 4 2
0.25 77 84 81 81 51 10
0.50 243 259 168 168 195 33
0.75 78 86 65 65 51 10
0.85 35 42 27 26 4 2
4
0.15 240 259 125 125 179 101
0.25 201 213 191 191 195 16
0.50 193 202 188 188 196 0.02
0.75 201 213 198 198 195 16
0.85 240 259 178 178 173 98
5
0.15 160 171 125 125 126 18*
0.25 115 124 114 114 94 13*
0.50 45 50 74 73 35 6*
0.75 20 24 37 36 7 1*
0.85 17 20 23 22 3 1*
Table 3: Mean length (×10−3) of 95% CIs for F (p) of each scenario. “M”
denotes mixture GFD confidence intervals; “C” denotes conservative GFD
confidence intervals; “g” denotes Efron’s g-modeling without bias correc-
tion; “bc” denotes Efron’s g-modeling with bias correction; “BP” denotes
the bootstrap method; “BA” denotes the Bayesian method. *The Bayesian
results for Scenario 5 are reported based on 489 replications as 11 runs failed
due to an error in R package dirichletprocess.
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too narrow.
It is not surprising that the GFD confidence intervals are often longer
than other methods as the GFD approach aims to provide a conservative
way to quantify uncertainty. As expected, the mean length of mixture GFD
confidence intervals is a little shorter than conservative GFD confidence in-
tervals. A potential reason for the fiducial approach outperforming Efron’s
g-modeling in terms of coverage is that Efron’s g-modeling relies on an ex-
ponential family parametric model and the proposed fiducial approach is
nonparametric. Therefore, the proposed method is expected to have better
performance when the true model does not belong to an exponential family.
5 Intestinal surgery data
In this section, we consider an intestinal surgery study on gastric adenocarci-
noma involving n = 844 cancer patients (Gholami et al., 2015). Resection of
the primary tumor with appropriate dissection of surrounding lymph nodes is
the foundation of curative care. In addition to the primary tumor, surgeons
also remove satellite nodes for later testing. Efron’s deconvolution was used
to estimate the prior distribution of the probability of one satellite being
malignant in this study (Gholami et al., 2015).
The dataset consists of pairs (mi, Xi), i = 1, . . . , n, where mi is the num-
ber of satellites removed and Xi is the number of these satellites found to
be malignant. The mi varies from 1 to 69. Among all cases, 322 have
Xi = 0. For the rest of them, Xi/mi has an approximate Unif(0, 1) (Efron,
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2016). We are interested in estimating distribution function of the probabil-
ity of one satellite being malignant. Following the model proposed in Efron
(2016), we assume a binomial model, i.e., Xi ∼ Bin(mi, Pi), where Pi is the
i-th patient’s probability of any one satellite being malignant.
We compared the proposed mixture and conservative GFD confidence
intervals to Efron’s with and without bias correction, the bootstrap method,
and the fully Bayesian approach. For all methods, we used the grid [0.01, 0.02,
. . . , 0.99] for the discretization of p. The fiducial and Bayesian estimates were
based on 10000 iterations after 1000 burn-in times. Other tuning parameters
for each method were chosen in the same way as Section 4.
The overall shapes of bootstrap and Bayesian confidence intervals are
similar to the fiducial ones but much narrower. We provide bootstrap and
Bayesian point estimates and 95% confidence intervals in the Supplementary
Material. Figure 3 shows the point estimates and 95% confidence intervals
of the distribution function F for the proposed GFD approach and Efron’s
g-modeling. Overall, the GFD confidence interval is more conservative. The
GFD confidence intervals cover Efron’s almost everywhere.
For the proposed fiducial approach, there is a large mode for the upper
fiducial confidence interval near p = 0, which coincides with the fact that
about 38% of the Xi’s are 0 in the surgery data. However, the Bayesian
method and Efron’s g-modeling seem to quantify uncertainty of this pro-
portion to be lower. One exception is the nonparametric bootstrap which
gives the estimation of point mass at zero 0.38 with 95% confidence inter-
vals (0.35, 0.41). We note that this might be overestimated as Xi = 0 may
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Figure 3: GFD versus g-modeling. Estimated CDF (dashed line) and 95%
CIs for F (p) of GFD and Efron’s g-modeling. The red and orange curves are
mixture and conservative confidence intervals, respectively; The blue curve
is Efron’s confidence intervals without bias correction. Efron’s confidence
intervals with bias correction looks almost the same as without correction
thus we omit in the figure.
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correspond to a non-zero probability p especially when mi is small.
Moreover, the generalized fiducial confidence intervals provide us a uni-
modal density, while Efron’s gives a bimodal density. We believe that the
fiducial as well as bootstrap and nonparametric Bayesian answers are more
in line with Efron’s observation that for those Xi 6= 0 in the surgery data,
Xi/mi has an approximate Unif(0, 1) (Efron, 2016).
6 Discussion
In this paper, we proposed a prior-free approach to nonparametric decon-
volution problem, and obtain valid point estimates and confidence intervals.
We developed a novel algorithm to sample from the GFD, and used gener-
ated samples to construct corresponding statistical procedures. The median
of the GFD is used as the point estimate, and appropriate quantiles of the
GFD evaluated at a given p provide pointwise confidence intervals. We also
studied the theoretical properties of the fiducial distribution. Extensive sim-
ulations show that the proposed fiducial approach is a good alternative to
existing methods such as Efron’s g-modeling. We applied the proposed fidu-
cial approach to intestinal surgery data to estimate the probability of each
satellite site being malignant for patients.
We conclude by listing some open research problems:
1. The proposed fiducial method seems to be a powerful nonparametric
approach. It would be interesting to implement it inside other sta-
tistical procedures such as tree or random forest models to include
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covariates (Wu et al., 2019).
2. This paper focuses on discrete data. The proposed approach can be
extended to continuous data, such as Normal(Θ, 1), where Θ follows a
distribution function F . This part is currently under investigation.
3. As we can see in simulations, the GFD approach is sometimes over-
conservative. It could be possible to consider a different choice of
fiducial samples, such as log-interpolation (Cui and Hannig, 2019a)
or monotonic spline interpolation (Taraldsen and Lindqvist, 2019; Cui
and Hannig, 2019b).
4. It should be possible to use the GFD in conjunction with various func-
tional norms to construct simultaneous confidence bands (Cui and Han-
nig, 2019a; Nair, 1984; Martin, 2019).
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Appendix
A Proofs of theoretical results
Lemma 1. xi = G
−1
i (ui, θi) if and only if G
∗
i (xi − 1, ui) < θi ≤ G∗i (xi, ui).
Proof. Recall the definition of G−1i (ui, θi) = inf{xi : Gi(xi, θi) ≥ ui}. So
xi = G
−1
i (ui, θi) if and only if Gi(xi, θi) ≥ ui > Gi(xi − , θi) for all  > 0.
Then by the definition of G∗i , it is further equivalent to G
∗
i (xi− 1, ui) < θi ≤
G∗i (xi, ui).
Lemma 2. Qx(u,w) 6= ∅ if and only if u,w satisfy: whenever G∗i (xi, ui) ≤
G∗j(xj − 1, uj) then wi < wj.
Proof. Sufficiency: If Qx(u,w) 6= ∅ holds, and G∗i (xi, ui) ≤ G∗j(xj − 1, uj),
then we know that wi ≤ F (G∗i (xi, ui)) ≤ F (G∗j(xj − 1, uj)) < wj.
Necessity: We prove it by contradiction. If Qx(u,w) is empty, then there
must exist indices i and j such that, (G∗j(xj − 1, uj), G∗j(xj, uj)] is strictly
larger than (G∗i (xi − 1, ui), G∗i (xi, ui)] but wi ≥ wj. This contradicts with
whenever G∗i (xi, ui) ≤ G∗j(xj − 1, uj) then wi < wj.
Proof of Theorem 3.1
Proof. We need to study the distribution of (4). To this end, we first in-
vestigate the concentration rate of the binomial portion of the GFD. Set
p?i = F
−1(W ?i ) and recall that we have G
∗
i (xi − 1, U?i ) < p?i ≤ G∗i (xi, U?i ) in
Section 2.1. If U?i ∼ Unif(0, 1) then a simple calculation in Hannig et al.
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(2016) shows that
G∗i (xi − 1, U?i ) ∼ Beta(xi,mi − xi + 1), G∗i (xi, U?i ) ∼ Beta(xi + 1,mi − xi).
For  = (n log n)−1, we denote ai as /2 quantile of Beta(xi,mi− xi + 1) and
bi as 1−/2 quantile of Beta(xi+1,mi−xi), respectively. From the property
of a Beta distribution and Assumption 1, we have
n2 max
i=1,...,n
|bi − ai| → 0, a.s. (7)
Next, we shall see that the unobserved pi = F
−1(Wi) are well separated.
Straightforward calculation with uniform order statistics shows that
pr
(
min
i∈{0,...,n}
{
W(i+1) −W(i)
}
>
t
n2
)
≥
(
1− t
n2
)n2
,
where W0 ≡ 0 and W(n+1) ≡ 1. Properties of Binomial distribution, and (7)
together imply that
pr((ai, bi) ∩ (aj, bj) 6= ∅ for any i 6= j)→ 0.
The rest of the proof follows Theorem 2 of Cui and Hannig (2019a).
In particular, Theorem 2 of Cui and Hannig (2019a) directly applies with
pi(p) = S(p), where S(p) = 1− F (p). Thus, γ(t) in Cui and Hannig (2019a)
becomes γ(t) =
∫ t
0
f(s)
S2(s)
ds = F (t)
S(t)
. By Theorem 2 of Cui and Hannig (2019a),
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we have that
n1/2{FL(·)− F̂ (·)} → {1− F (·)}W (γ(·)), (8)
in distribution on Skorokhod space D[0, 1] in probability, where W is the
Brownian Motion. Thus, for any t < s,
cov[{1−F (s)}W (γ(s)), {1−F (t)}W (γ(t))] = γ(t){1−F (s)}{1−F (t)} = F (t){1−F (s)},
which completes the proof.
Proof of Theorem 3.2
Proof. The data generating equation is
Pi = F
−1(Wi),
Xi = I(Ui ≤ Pi).
Note that
Xi = 1⇒ Pi ≥ Ui ⇒ F−1(Wi) ≥ Ui ⇒ Wi ≥ F (Ui),
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and Wi < F (Ui) if Xi = 0. The fiducial probability is
pr(F ∈ Qx(U ?,W ?)) = pn1F (1− pF )n0
= exp{n[pˆ log(pF ) + (1− pˆ) log(1− pF )]}, (9)
where pˆ = n1/n, pF =
∫ 1
0
[1 − F (p)]dp, n1 is the number of samples with
Xi = 1, and n0 = n− n1. Maximizing Equation (9) gives pF = pˆ.
Proof of Remark 2
Proof. The data generating equation is
Λi = F
−1(Wi),
Xi = G
−1
i (Ui,Λi),
where Gi is the CDF of Poisson distribution. The fiducial probability is
pr(F ∈ Qx(U ?,W ?))
=
n∏
i=1
∫ ∞
0
λxi exp{−λ}
xi!
dF (λ)
=
{
EF [exp(−Λ)]
0!
}n0
×
{
EF [Λ exp(−Λ)]
1!
}n1
· · · ×
{
EF [Λ
m exp(−Λ)]
m!
}nm
× · · ·
= exp
{
n
[
n0
n
log
EF [exp(−Λ)]
0!
+
n1
n
log
EF [Λ exp(−Λ)]
1!
+ · · ·+ nm
n
log
EF [Λ
m exp(−Λ)]
m!
+ · · ·
]}
,
(10)
where n0, n1, . . . , nm, are counts of Xi = 0, 1, . . . ,m, respectively. Maximiz-
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ing Equation (10) gives
EF [Λ
s exp(−Λ)]
s!
= ns/n,
where ns is the non-zero count of X = s. As n goes to infinity, all nm are
non-zero in probability. Thus,
EF [exp(−Λ)]
0!
=n0/n,
EF [Λ exp(−Λ)]
1!
=n1/n,
. . .
EF [Λ
m exp(−Λ)]
m!
=nm/n,
. . .
The above equations are essentially the restrictions on all moments of Λ,
which completes the proof.
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B Rectangles of Algorithm 1
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Figure 4: A visualization of rectangles in Algorithm 1 for the final step of the
Gibbs sampler (j = nburn + nmcmc, i = n) for the toy example of Section 2.3.
The last (Un,Wn) was generated from the gray area, with the rectangles
described in Section 2.2 indicated by black lines. Just like in Figure 1, each
panel represents a different starting value, respectively.
C Additional simulation results with n = 1000
In this section, we present the results of both point estimates and 95% CIs for
n = 1000. The simulations were replicated 500 times for each scenario. We
again observe a consistent pattern that the proposed methods are comparable
to and sometimes better than competing methods.
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Scenario p F g bc BP BA
1
0.15 0.50 1.79 1.74 10.65 0.04
0.25 1.49 1.46 1.44 52.03 0.65
0.50 3.92 9.54 9.52 27.67 2.94
0.75 1.32 0.61 0.62 5.48 0.67
0.85 0.48 0.17 0.16 1.30 0.04
2
0.15 5 10 9 122 2*
0.25 4 8 8 19 14*
0.50 3 3 3 3 4*
0.75 4 3 3 17 16*
0.95 4 1 1 18 2*
3
0.15 0.02 0.33 0.30 0.02 0.003
0.25 0.28 1.27 1.21 0.65 0.10
0.50 3.02 6.98 6.95 2.81 2.21
0.75 0.29 0.11 0.11 0.54 0.12
0.85 0.02 0.02 0.01 0.02 0.002
4
0.15 3 5 5 3 2
0.25 3 2 2 3 2
0.50 2 2 2 2 2
0.75 3 2 2 5 2
0.85 3 34 34 8 2
5
0.15 2 3 3 2 2*
0.25 1 1 1 1 1*
0.50 0.20 0.26 0.25 0.20 0.17*
0.75 0.02 0.11 0.10 0.02 0.02*
0.85 0.01 0.04 0.04 0.01 0.01*
Table 4: MSE (×10−4) of point estimates for F (p) of each scenario. “F”
denotes the fiducial point estimates; “g” denotes Efron’s g-modeling without
bias correction; “bc” denotes Efron’s g-modeling with bias correction; “BP”
denotes the bootstrap method; “BA” denotes the Bayesian method. *The
Bayesian results for Scenarios 2, 5 are reported based on 495, 476 replications
as 5, 24 runs failed due to an error in R package dirichletprocess.
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Scenario p M C g bc BP BA
1
0.15 98 99 28 31 0 93
0.25 100 100 91 92 0 83
0.50 100 100 84 84 10 70
0.75 100 100 98 98 17 80
0.85 98 99 98 98 10 88
2
0.15 93 98 10 12 0 89*
0.25 100 100 82 82 17 87*
0.50 97 98 93 93 91 65*
0.75 100 100 97 97 15 85*
0.85 95 97 98 98 0 89*
3
0.15 99 99 74 80 72 31
0.25 98 99 68 71 77 29
0.50 99 100 71 71 94 20
0.75 99 99 100 100 82 28
0.85 99 99 100 100 69 28
4
0.15 100 100 75 76 89 49
0.25 95 95 96 96 91 13
0.50 96 96 96 96 96 3
0.75 94 96 96 96 85 12
0.85 100 100 2 2 55 53
5
0.15 99 100 87 87 93 22*
0.25 99 99 96 96 96 21*
0.50 98 98 98 98 94 29*
0.75 99 100 99 99 90 29*
0.85 99 99 100 100 56 26*
Table 5: Coverage (in percent) of 95% CIs for F (p) of each scenario. “M”
denotes mixture GFD confidence intervals; “C” denotes conservative GFD
confidence intervals; “g” denotes Efron’s g-modeling without bias correc-
tion; “bc” denotes Efron’s g-modeling with bias correction; “BP” denotes
the bootstrap method; “BA” denotes the Bayesian method. *The Bayesian
results for Scenarios 2, 5 are reported based on 495, 476 replications as 5, 24
runs failed due to an error in R package dirichletprocess.
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Scenario p M C g bc BP BA
1
0.15 27 29 23 23 23 8
0.25 64 69 39 39 40 26
0.50 147 156 86 86 62 47
0.75 64 69 35 35 32 26
0.85 26 29 15 15 16 8
2
0.15 69 75 43 43 43 45*
0.25 132 142 74 74 57 120*
0.50 72 76 65 65 62 35*
0.75 132 142 72 72 51 121*
0.85 70 75 35 35 32 45*
3
0.15 7 7 12 12 3 0.49
0.25 25 27 24 24 19 3
0.50 92 96 60 60 62 8
0.75 25 27 17 17 18 3
0.85 7 7 4 4 3 0.49
4
0.15 99 105 56 56 57 24
0.25 65 67 62 62 62 6
0.50 62 63 62 62 62 0.02
0.75 65 67 61 61 62 5
0.85 99 105 57 57 55 24
5
0.15 81 86 52 52 56 8*
0.25 57 60 44 44 43 6*
0.50 21 22 20 20 17 3*
0.75 7 8 11 11 5 1*
0.85 5 6 6 6 2 1*
Table 6: Mean length (×10−3) of 95% CIs for F (p) of each scenario. “M”
denotes mixture GFD confidence intervals; “C” denotes conservative GFD
confidence intervals; “g” denotes Efron’s g-modeling without bias correc-
tion; “bc” denotes Efron’s g-modeling with bias correction; “BP” denotes
the bootstrap method; “BA” denotes the Bayesian method. *The Bayesian
results for Scenarios 2, 5 are reported based on 495, 476 replications as 5, 24
runs failed due to an error in R package dirichletprocess.
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D Trace plots of the proposed Gibbs sampler
for intestinal surgery data
In this section, we present the trace plots of the proposed Gibbs sampler
for intestinal surgery data. As can be seen from these figures, the fiducial
MCMC samples have good variability and mix well.
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Figure 5: Trace plots of mean and variance of P ∼ [FL(p) + FU(p)]/2 for
intestinal surgery data, respectively.
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E Additional plots for intestinal surgery data
In Figure 6, we plot the point estimates and 95% confidence intervals of F (p)
for the Bayesian method and nonparametric bootstrap, respectively.
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Figure 6: Estimated CDF (dashed line) and 95% CIs for F (p). Left panel:
fiducial versus Bayesian. Right panel: fiducial versus nonparametric boot-
strap. The red and orange curves are mixture and conservative confidence
intervals, respectively. The brown and black curves are Bayesian and boot-
strap confidence intervals, respectively.
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