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Discretization of general relativity is a promising route towards quantum gravity. Discrete
geometries have a finite number of degrees of freedom and can mimic aspects of quantum ge-
ometry. However, selection of the correct discrete freedoms and description of their dynamics
has remained a challenging problem. We explore classical area Regge calculus, an alternative
to standard Regge calculus where instead of lengths, the areas of a simplicial discretization
are fundamental. There are a number of surprises: though the equations of motion impose
flatness we show that diffeomorphism symmetry is broken for a large class of area Regge
geometries. This is due to degrees of freedom not available in the length calculus. In partic-
ular, an area discretization only imposes that the areas of glued simplicial faces agrees; their
shapes need not be the same. We enumerate and characterize these non-metric, or ‘twisted’,
degrees of freedom and provide tools for understanding their dynamics. The non-metric
degrees of freedom also lead to fewer invariances of the area Regge action—in comparison
to the length action—under local changes of the triangulation (Pachner moves). This means
that invariance properties can be used to classify the dynamics of spin foam models. Our
results lay a promising foundation for understanding the dynamics of the non-metric degrees
of freedom in loop quantum gravity and spin foams.
I. INTRODUCTION
In general relativity the properties of gravity are encoded into the geometry of spacetime. One
therefore expects a theory of quantum gravity to be based on quantum geometries. By now we
have many different notions of quantum geometry and which is best suited for quantum gravity is
unclear.
A critical question, especially in discretizing general relativity, is which geometric variables
provide the fundamental degrees of freedom. Regge calculus [1] is a beautiful geometric framework
that provides a discretization of general relativity based on flat simplices. The Regge action
agrees with the exact value of the continuum action (including boundary terms) for these flat
building blocks. One can also work with homogeneously curved constituents [2, 3], which on the
quantum level often involves a quantum deformation of the underlying structure group [4–15].
Even in Regge calculus the choice of fundamental variables is not unique. Regge introduced the
discretization using the simplex lengths as variables, but comparison between three- and four-
dimensional quantum gravity suggests that areas may provide better discretization variables in
4D [16]. Thus other versions of Regge calculus have been introduced, in particular area Regge
calculus [17] and area–angle Regge calculus [18]. These are equivalent to length Regge calculus if
one implements constraints that ensure that the configurations considered arise from a consistent
length assignment [18, 19]. Weakening these constraints or not implementing them at all leads,
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2however, to a different dynamics based on a configuration space of generalized discrete geometries.
Area variables appear to be more fundamental when one favors a gauge formulation of gravity
(e.g. with gauge group SU(2) or SO(3, 1), [20]). To characterize the curvature of a spacetime
one uses (Ashtekar) connection variables, which are integrated along paths and exponentiated to
holonomies. The natural conjugated variables are electric (or triad) fields, which in the (3 + 1)-
dimensional case are integrated over two-dimensional surfaces—from these variables one constructs
the areas of these surfaces [21, 22]. The same structure of canonically conjugated variables appears
in lattice gauge field theories.
In constructions of a phase space for (3+1)–dimensional simplicial geometries the simplest choice
of conjugated variables is also given by the areas of the triangles and the dihedral angles hinging
on them [23, 24]. The dihedral angles encode the extrinsic curvature and the areas the intrinsic
curvature. In contrast, if one chooses lengths as configuration variables, the conjugated observables
are more complicated combinations of the dihedral angles and area-length derivatives [25].
In spite of these motivating arguments, questions about area and area-angle Regge calculus
abound. Even for a small simplicial complex, the areas greatly outnumber the edge lengths. What
is the nature of these extra degrees of freedom? In particular, there are multidimensional families
of area configurations that have no corresponding description in the length Regge calculus. What
are these ‘non-metric’ area Regge configurations? Do they have a correspondent in continuum
general relativity? In addition, studies of length Regge calculus have shown that length geometries
carrying curvature break the diffeomorphism symmetry of the continuum theory [26]. Thus one is
led to wonder: Does area Regge calculus break diffeomorphism symmetry? Under what conditions?
Most importantly, can we understand the dynamics of these degrees of freedom? These are the
questions that we take up in this paper. In particular, we are interested in the light that answering
them will shed on related questions in quantum gravity, and in particular loop quantum gravity.
Loop quantum gravity provides a highly developed theory of quantum geometries. On the
classical level various phase space descriptions of simplicial geometries [24, 27–29] have been con-
structed. In the quantum theory rigorous representations of geometric observables as operators on
continuum Hilbert spaces are available [30–32]. And in the covariant theory spin foam amplitudes
[33–38] describe a dynamics for these quantum geometries. The quantum geometries can be ana-
lyzed in a semiclassical limit [39–46, 69], which here means that the discrete areas become large
in comparison to the Planck area. These works show that the Regge action [1] emerges in this
semiclassical limit.
Indeed, area Regge calculus was first suggested as a description of the classical limit of the first
four-dimensional spin foam model for gravity, the Barrett–Crane model [16]. It was quickly noted
[17], however, that area Regge gravity does not describe general relativity. One reason is that, as
we will see, the equations of motion impose flatness. The second reason is that in three- and four-
dimensional triangulations there are typically far more triangles than edges and thus far more area
variables than length variables. This means that using (unconstrained) area variables, one describes
a much bigger configuration space than that provided by (piecewise) simplicial geometries.
More recently arguments have been put forward that the Barrett–Crane model cannot lead to
the dynamics of general relativity [47], see also the discussion [48]. This motivated the introduction
of ‘new’ models [34–38], whose boundary Hilbert spaces match those of canonical loop quantum
gravity. However, these new models, and more generally (canonical) loop quantum gravity, describe
a class of generalized simplicial geometries. These generalized geometries identify a well-defined
length geometry for each tetrahedron of the canonical formulation (or for each 4-simplex of the
covariant formulation). But, in gluing the tetrahedra or simplices together, it turns out that
although the areas of pairs of identified triangles match, this need not be the case for the shape of
each glued triangle. Figure 1 illustrates these generalized geometries for two pairs of tetrahedra.
Constraints that impose the matching of these shapes have been worked out in [18] and are known
3FIG. 1: Two examples of the generalized simplicial geometries considered in quantum gravity. In
both cases the pairs of tetrahedra are glued along their pale shaded faces and the areas of these
triangles agree. On the left the shape mismatch is mild, while on the right it is more extreme.
as gluing conditions or shape matching constraints.
Intriguingly, shape matching constraints are also not automatically implemented in a classical
version of loop quantum gravity, that is, in the description of the phase space of (3+1)-dimensional
simplicial geometries [24]. This has been linked, in [49], to the much discussed question of whether
one should implement, in addition to the primary simplicity constraints, secondary simplicity
constraints in spin foam models or not [50–52]. References [53] and [54] show that the enlarged
space of simplicial geometries can also explain the appearance of the Barbero-Immirzi parameter
in loop quantum gravity.1
The work [55] described these same generalized simplicial geometries in a phase space
parametrization that included a ‘twisting angle’ and provided a more direct derivation from canon-
ical loop quantum gravity, using the phase space associated to the cotangent bundle T ∗SU(2) of
each triangle. (See [56] for a derivation of the twisting angles from spin foams.) This led to the term
‘twisted’ geometries, which is now the most common name for this class of generalized simplicial
geometries.2 Indeed a link to twistors has been proposed in [58, 59], and extended further in [60].
A proposal for a 4-simplex action for twisted geometries beyond the shape-matched sector appears
in [61]. Secondary simplicity constraints do arise in this context [62] and, intriguingly, only admit
solutions in the sector of shape matched configurations. On the other hand, it was shown in [63]
that there exist alternative definitions of the torsionless condition that can be nicely solved for
shape mismatched configurations. This highlights the question of what kind of dynamics one can
attribute to these generalized geometries and is one of our central themes.
While [63] provides a construction for a Levi–Civita connection for the twisted geometries, in a
sense, they identify an exponentiated version of the symmetric part of a more general connection.
There is a left-over part of the connection’s holonomy that acts within the plane of the triangle along
which two tetrahedra are glued. This can be understood as the non-symmetric part and therefore
as describing torsion degrees of freedom. This provides yet another alternative interpretation for
the additional degrees of freedom that appear for the generalized or twisted geometries.
In this paper we will refer to these degrees of freedom as non-metric, in the sense that they extend
the space of simplicial, piecewise linear and piecewise flat (or homogeneously curved) geometries
beyond a length description.
One has thus reached quite a detailed understanding of the generalized space of geometries that
1 That is, the fact that the Barbero-Immirzi parameter appears in the spectrum of geometric observables, despite
the fact that classically it only parametrizes a canonical transformation of the theory’s variables.
2 See also [57] for an alternative interpretation of twisted geometries in terms of ‘spinning’ geometries.
4underlies loop quantum gravity. So far this understanding is strictly on the kinematical level and
there is not a clear understanding of what kind of dynamics the spin foam models prescribe for
the additional degrees of freedom present in these non-metric geometries. This understanding is
necessary to clarify whether the current spin foam models can describe the dynamics of general
relativity, or whether additional constraints need to be added to suppress the non-metric degrees
of freedom. Again, see [62] for a first analysis of this question.
Even on the classical level, the dynamics (and kinematics) of area Regge calculus remains poorly
understood [64–66]. But, area Regge calculus does provide a dynamics for the non-metric degrees of
freedom, which also appear in spin foams. The action of area Regge calculus numerically coincides
with that of length Regge calculus (on configurations which can be matched to each other), and as
we have noted above the Regge action (in variables that include areas) appears as the classical limit
of Barrett-Crane-type spin foam models. In fact, area Regge calculus is still the best candidate for
the classical limit of the Barrett-Crane model. The semiclassical analysis of the newer spin foam
models feature the appearance of dominating saddle points that describe so-called vector geometries
[67–69]. Additional shape mismatched configurations and generalized Regge actions appear also at
the saddle point of non-simplicial spin foams, as shown in [84] for regular hypercuboids and in [69]
more generally. While area Regge calculus will shed light on the dynamics of all these spin foams,
we expect that a better candidate for their classical limit is area-angle Regge calculus [69], which
includes the three-dimensional dihedral angles as independent variables [18].
Here we aim at a broader understanding of the possible dynamics of such generalized geometries
arising from loop quantum gravity. This can provide effective descriptions for quantum gravity
models, which will help to understand their dynamics and to improve the models. We also aim to
provide a foundation and tools for future studies of the dynamics of area-angle Regge calculus.
Theories in which areas are the fundamental variables are also interesting in a wider context.
The investigations of area metrics in the continuum by Schuller et al [70] are motivated by string
theory. Recently it has been suggested that quantum gravity and a notion of quantum geometry
can be rebuilt from the entanglement structure of (possibly matter) quantum fields [71, 72]. In
particular Ryu and Takayanagi [73] propose that in a holographic setup the entanglement of the
dual boundary field can be used to measure the areas (in (3+1) dimensions) of surfaces extending
into the bulk. Thus, also here, areas appear to be more fundamental. In some sense areas are more
natural than length in (3 + 1) dimensions as the flow of a vector field through a surface can be
used to measure the area of this surface.
In this work we will therefore revisit area Regge calculus. In Section II, we address an ambiguity
problem that arises in the original formulation of the theory, which makes the action ill-defined
for configurations with right angles. We circumvent this problem by constructing a first order
formulation. In Section III we analyze certain aspects of the dynamics of linearized area Regge
calculus. Here we consider, in particular, setups that are helpful in distinguishing between length-
Regge-type dynamics and area-type dynamics in spin foams. To this end we consider configurations
that describe Pachner moves, that is, local changes in the triangulation in Section IV. We will
indeed see that length and area Regge calculus behave differently under these Pachner moves. We
provide a canonical analysis of the dynamics using tent moves in Section V. Tent moves also allow
a comparison of the counting of (propagating or physical) degrees of freedom between length and
area Regge calculus. We will see that area Regge calculus has generically more propagating degrees
of freedom than length Regge calculus, and that the additional degrees of freedom can be matched
to specific variables describing the non-matching of the shapes of (glued) triangles.
As part of this analysis of the dynamics we will also see that linearized area Regge calculus—at
least on so-called metric backgrounds—features gauge symmetries that will lead to (first class)
constraints for the linearized theory. These gauge symmetries describe the displacement of vertices
in the triangulation and can be understood as discrete remnants of diffeomorphism symmetry [23].
5That is, solutions remain invariant under certain changes of the areas of triangles adjacent to a
vertex. The same kind of gauge symmetries appear for linearized length Regge calculus [74]—but
only for flat backgrounds. Indeed it has been shown in [26] that changing to a (background) solution
with curvature will break these symmetries. Diffeomorphism symmetry is a fundamental symmetry
of general relativity that one would like to preserve during quantization.3 These observations
about diffeomorphism breaking in discrete geometric theories have motivated a coarse graining
and renormalization program [76–84] aimed at finding improved discrete actions and spin foam
models that feature a more complete version of diffeomorphism symmetry.
In Section VI we show that non-metricity (torsion) also breaks diffeomorphism symmetry. In
particular, we show that certain three-dimensional dihedral angles can be used to capture the
peculiar non-metricity of area Regge calculus and to parametrize the extent of the diffeomorphism
breaking. We explore the implications of all of these findings in the discussion, Section VII.
II. AREA REGGE CALCULUS
In area Regge calculus, [17], one assumes a four–dimensional triangulation ∆ and associates an
area variable At to each triangle t. The action is then
S =
∑
t∈∆
Att(At′) , (2.1)
where
t = 2pi −
∑
σ⊃t
θσt ({At′}t′⊂σ) (2.2)
is the deficit angle at this triangle. The deficit angle is computed from the 4D (internal) dihedral
angles θσt , which are the angles between the two sub-tetrahedra of the four-simplex σ that share
the triangle t. When the complex has a boundary, we adopt as boundary conditions fixed area
variables. The boundary term is analogous to the Gibbons-Hawking-Hartle-Sorkin boundary term
[85] of length Regge calculus
Sbdry =
∑
t∈∂∆
At(pi −
∑
σ⊂t
θσt ({A′t}t′⊂σ)) . (2.3)
The θσt are uniquely determined from the (flat) geometry of the simplex σ, which is defined by
its 10 edge lengths. Eq. (2.1), however, requires the dihedral angles as functions of the 10 triangle
areas of the simplex. Unfortunately, the 10 areas of a four-simplex do not uniquely determine the
10 length variables. This is due to the fact that the areas are quadratic functions of the edge
lengths. A particular example of this ambiguity is the “Tuckey–configuration,” which has all edge
lengths equal to 1 except for one edge with length
√
b, [17]. For both the values b and 4 − b,
triangles sharing the latter edge have equal areas. Nonetheless, locally in configuration space and
away from right angle configurations, one can invert the areas for the lengths. There are in general
multiple roots for each length and these roots coalesce at the right angle configurations. At these
configurations the Jacobian ∂At/∂le is not invertible.
Let us therefore assume that the action (2.1) can be well defined (by e.g. selecting roots) in a
certain region of configuration space. The equations of motion impose
t = 0 , (2.4)
3 The breaking of diffeomorphism symmetry has strong implications for the canonical formulation, which are linked
to the appearance of anomalies for the constraint algebra, see the discussions in [25, 26, 75].
6that is, flatness of the simplicial complex. This is due to the Schla¨fli identity [86] (for a modern
symplectic proof see [87]) ∑
t⊂σ
At δθ
σ
t = 0 , (2.5)
which holds for arbitrary variations δθσt of the dihedral angles in a simplex σ and, in effect, leads
to a vanishing of the variations of the deficit angles
∑
tAt δt = 0.
The equations of motion impose flatness. To cure the problem with the ambiguities of the action
we will consider first order Regge calculus. An alternative, presented in section II B, is to replace
flat simplices by simplices with homogeneous curvature. This framework is useful for modeling
spacetimes with a cosmological constant. We will work here mostly with the flat simplex version.
A. First order Area–Regge calculus
To circumvent the problem of finding the dihedral angles as functions of the areas we will
treat these dihedral angles θσt as independent variables. This amounts to a first order area Regge
calculus. First order frameworks for the standard length Regge calculus were defined by Barrett
[88] for the flat case and in [3] for the case of homogeneously curved simplices.
The mechanism behind our first order formulation is the same as in [88], with the important
difference that here the equations of motion impose flatness. On a given simplex the full set
of dihedral angles and areas provides more data than necessary to determine the geometry of the
simplex. Hence these variables cannot be specified completely independently, or the dihedral angles
might not be compatible with the areas. Consistency of these data will be imposed by an equation
of motion that follows from the variation of the dihedral angles.
The dihedral angles of a (flat) simplex are also not independent. Define the angle Gram matrix
Gσij := − cos(θσij) for i 6= j, and Gσii = 1 , (2.6)
where i, j ∈ {1, . . . , 5} label the five vertices of the simplex σ and θσij is the dihedral angle opposite
the edge connecting vertices i and j. Then the dihedral angles must satisfy the constraint that the
determinant of the angle Gram matrix Gσ vanishes. In Appendix B we prove this claim and give
a general structural characterization of the Gram matrix.
As in [88], we impose this constraint on each simplex using a Lagrange multiplyer Λσ. The
action is
S =
∑
t∈∆
At(2pi −
∑
σ⊃t
θσt ) +
∑
σ
Λσ detG
σ . (2.7)
This action leads to the equations of motion
δAt : t = 2pi −
∑
σ⊃t
θσt = 0 ,
δΛσ : detG
σ = 0 ,
δθσt : At = Λσ
∂ detGσ
∂θσt
. (2.8)
In Appendix B we find the derivative of the determinant of the angle Gram matrix
∂ detGσ
∂θσij
= [cViVj ](θ
σ
kl) sin θ
σ
ij =
[
c′Vij
]
(θσkl) , (2.9)
7where Vi is the volume of the tetrahedron obtained by removing from σ the vertex i and Vij
is the area of the triangle obtained by removing vertices i and j. The coefficients c and c′ are
defined in Appendix B and only depend on the full simplex. They are dimensionful, as we have
a dimensionless quantity on the left hand side of (2.9). On the right hand side we have made the
dependencies on the angles θσ explicit, but, as the dihedral angles cannot determine the scale of
the simplex, it is only the combined quantities in square brackets that are well defined functions
of the dihedral angles.
Thus, the last equation of motion in (2.8) does, in fact, impose that the dihedral angles are
compatible with the areas. This will be more manifest in the homogeneously curved case considered
below. The second equation of motion imposes that the dihedral angles come from a simplex. In
general (away from right angles) the last two equations of (2.8) can be solved for the dihedral
angles and the Lagrange multiplier in terms of the areas. This can be achieved locally on each
simplex.
B. Area Regge calculus for homogeneously curved simplices
A second approach is to use homogeneously curved simplices. For a curved four-simplex, the
curvature scale breaks the overall scaling symmetry of the flat case and both the edge lengths and
the areas can be expressed as functions of the dihedral angles. Actions that impose the dynamics for
length Regge calculus with homogeneously curved simplices have been investigated in [3], see also
[4–15] for spin foam models and loop gravity techniques based on homogeneously curved simplices.
Homogeneously curved simplices allow for a simple solution to the dynamics of length Regge
calculus with a cosmological constant. While in the flat case it is intricate to arrive at expressions
for the Hessian of the action, they are immediate in the constant curvature case. This will allow us
to easily find a second order formulation as well. In the first order action it will not be necessary to
introduce a Lagrange multiplier as the cosmological constant and curved Schla¨fli identity address
the associated issues completely.
The first order action with cosmological constant Λ = 3κ is
Sc =
∑
t∈∆
At(2pi −
∑
σ⊃t
θσt ) + 3κ
∑
σ
Vσ(θ
σ) . (2.10)
Here Vσ(θ
σ) is the volume of the simplex σ, viewed as a function of all of its dihedral angles.
The curved Schla¨fli identity gives the variation of this volume under an arbitrary variation of the
dihedral angles
3κδVσ =
∑
t⊂σ
Atδθ
σ
t . (2.11)
Note that this properly reduces to the flat Schla¨fli identity, Eq. (2.5), in the κ → 0 limit. Using
the Schla¨fli identity, we have
∂Vσ
∂θσt
=
1
3κ
At(θ
σ) (2.12)
and the equations of motion follow immediately
δAt : t = 0
δθt : −At +At(θσ) = 0. (2.13)
The second of these equations imposes the area agreement, namely, that the independent area
variables At agree with the areas determined by the dihedral angles At(θ
σ).
8In anticipation of the more complicated linearization of the next section, we conclude this section
by briefly considering linearization of the constant curvature area Regge calculus. First, split the
variables into background values and perturbations
At = A
0
t + at ,
θσt = (θ
σ
t )
0 + ϑσt . (2.14)
The quadratic part of the action can be written as a contribution for each simplex
S(2)c =
∑
σ
S(2)cσ (2.15)
with the quadratic simplex action
S(2)cσ = −
∑
t⊂σ
atϑ
σ
t +
3κ
2
∑
t,t′⊂σ
ϑσt
∂2Sc
∂θσt ∂θ
σ
t′
ϑσt′ = −
∑
t⊂σ
atϑ
σ
t +
3κ
2
∑
t,t′⊂σ
ϑσt
∂At′(θ
σ)
∂θσt
ϑσt′ , (2.16)
where in the second equality we have used the curved Schla¨fli identity (2.12) again. The inverse
function theorem guarentees that, at least locally, the Hessian
Hσtt′ =
∂2Sc
∂θσt ∂θ
σ
t′
=
∂At′(θ
σ)
∂θσt
(2.17)
is invertible and has inverse
(Hσ)−1tt′ =
∂θσt
∂At′
. (2.18)
These explicit forms allow us to integrate out the ϑσt to obtain the second order linearized action
S(2)c = −
1
3κ
∑
t,t′⊂σ
at(H
σ)−1tt′ at′ . (2.19)
While we have found At(θ
σ)t′ analytically, see Appendix A, inverting these functions to θ
σ
t′(At)
has so far remained impractical. Nonetheless the Hessians are straightforward to work with nu-
merically and our results on the homogeneously curved case are found this way.
III. LINEARIZED THEORY
A. The linearized simplex action
To analyze the symmetries of the theory and distinguish between physical and gauge degrees of
freedom we will consider the linearized theory for flat simplices. (We have also tested some features
for the curved simplex case, which we will comment on throughout.) To this end we will assume
a background given by a flat and metric configuration. Flatness is imposed by the equations of
motion. Metric means that all the areas are determined from a consistent set of length variables.
Section VI considers more general backgrounds, and we will see that this is a very special choice of
background with an enhanced symmetry content. This is closely analogous to the special character
of flat backgrounds in length Regge calculus [26, 74].
9Let us also consider the possibility of a boundary ∂∆ of the triangulation ∆. As mentioned in
Section II we will adopt the Gibbons–Hawking–Hartle–Sorkin boundary term of standard Regge
calculus and keep the areas on the boundary fixed:
S =
∑
t∈∂∆
At(pi −
∑
σ⊃t
θσt ) +
∑
t∈
◦
∆
At(2pi −
∑
σ⊃t
θσt ) +
∑
σ
Λσ detG
σ , (3.1)
here
◦
∆ denotes the bulk triangulation. Again we split the variables into background plus pertur-
bations
At = A
0
t + at ,
Λσ = Λ0σ + λσ ,
θσt = (θ
σ
t )
0 + ϑσt . (3.2)
The quadratic part of the action can be written as a contribution for each simplex (with a
boundary there might also be a linear boundary term for the expanded action)
S(2) =
∑
σ
Sσ (3.3)
with
Sσ = −
∑
t⊂σ
atϑ
σ
t + λσ
∑
t⊂σ
∂ detGσ
∂θσt
ϑσt +
Λ0σ
2
∑
t,t′⊂σ
ϑσt
∂2 detGσ
∂θσt ∂θ
σ
t′
ϑσt′ . (3.4)
This can be written as
Sσ = −
∑
t˜⊃σ
at˜ϑ
σ
t˜
+
1
2
∑
t˜,t˜′
ϑσ
t˜
Hσ
t˜t˜′ϑ
σ
t˜
, (3.5)
where we have introduced the extended index t˜ = (0, t) with ϑσ
t˜=0
= λσ and at˜=0 = 0. The matrix
(Hσ)t˜t˜′ is given by
Hσ00 = 0 , H
σ
0t = Ht0 =
∂ detGσ
∂θσt
,
and Hσtt′ = Λ
0
σ
∂2 detGσ
∂θσt ∂θ
σ
t′
. (3.6)
Generically (away from right angles) this matrix can be inverted, that is, we can integrate out the
dihedral angles and the λ variables. This gives an effective simplex action expressed in terms of
the area perturbations alone
Sσa = −
1
2
∑
t˜,t˜′⊂σ
at˜ ((H
σ)−1)t˜t˜′ at˜′ = −
1
2
∑
t,t′⊂σ
at ((H
σ)−1)tt′ at′ , (3.7)
where ((Hσ)−1)tt′ are the tt′-components of the inverse of the full matrix Hσt˜t˜′ .
Leveraging the bordered structure of Hσ
t˜t˜′ , the matrix ((H
σ)−1)tt′ satisfies the condition
0 =
∑
t∈σ
∂ detGσ
∂θσt
((Hσ)−1)tt′
=
∑
t∈σ
c′At(θσ) ((Hσ)−1)tt′ , (3.8)
10
where in the second line we used (2.9). We are hence looking for a set of vectors {vt}t′ which are
orthogonal to the vector with components the areas, wt = At. The Schla¨fli identity does indeed
provide such vectors: vt = δθσt for any variation δ. Additionally ((H
σ)−1)tt′ is a symmetric matrix,
which suggests
((Hσ)−1)tt′ =
∂θσt
∂At′
. (3.9)
This is confirmed by the fact that the same Hessian arises from the second order action (2.1) for
one simplex, which also shows that ∂θσt /∂At′ is a symmetric matrix. Note that we obtain the same
expression for the Hessian in the flat and in the homogeneously curved cases. The difficulty for the
flat case is that the functions At(θ
σ
t′) are ill-defined—only θ
σ
t (At) can be expected to exist locally
in configuration space. However, there is no explicit expression available for these functions, and
thus the route to obtain expressions for (3.9) is by inverting Hσ
t˜t˜′ , the matrix of (double) derivatives
of the angle Gram matrix.
From a computational perspective calculating the first and second derivatives of the determinant
of the angle Gram matrix is straightforward (see Appendix B) and the matrix Hσ can be inverted
numerically on explicit backgrounds. The alternative of computing ∂θ/∂l and multiplying with the
(numerically obtained) inverse of ∂A/∂l is cumbersome; although explicit expressions for ∂θ/∂l are
available [89], they are quite involved.
B. Identifying metric and non-metric perturbations
Generically, a three- or four-dimensional triangulation will have more triangles than edges and
therefore we have more area variables than length variables. A single four-simplex has the same
number, namely 10, of length and area variables and given the areas we can—modulo ambiguities
arising from right angle configurations—compute its length variables. But, already for the case
of two glued four-simplices we have 16 area and 14 length variables. Computing the lengths for
each of the two simplices one will find that the lengths of the edges of the shared tetrahedron do
not necessarily agree. We will refer to configurations with such a mismatch of length variables
non-metric.
For the linearized theory, and for a general triangulation, we consider the matrix of derivatives
Γte :=
∂At
∂Le
, (3.10)
where At are the areas and Le are the length variables. We assume a metric background and thus
the (background) length variables Le are well defined. We will use Γ to identify the vector space of
non-metric area perturbations as the space spanned by its left null vectors. Note that we can apply
this characterization to all lengths and areas of a given complex, or to only the set of boundary
areas and boundary lengths. In the latter case we will speak of boundary non-metricity.
In more detail, if we call the space of edge lengths L and that of the areas A then Γ can be seen
as a linear map Γ : TL→ TA; these spaces are illustrated in Fig. 2. In addition to the usual kernel
of this map, which is spanned by the right null vectors of the matrix Γte, we will also consider the
cokernel, namely the quotient space TA/im(Γ). Equivalently, this cokernel can be characterized
as the kernel of the transpose map ΓT : TA → TL. Thus it is spanned by the left null vectors of
Γte. The cokernel can be thought of as the extra combinations of areas that go beyond the edge
lengths in a given simplicial complex. More precisely, it measures the degree to which Γ fails to be
surjective.
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FIG. 2: The space of length perturbations maps under Γ to the space of metric area
perturbations. The complement defines the non-metric perturbations.
The dimensions of the kernel and cokernel of a linear map are not independent,
dim coker(Γ) = dimTA− dim im (Γ) = dimTA− dimTL+ dim ker (Γ), (3.11)
which serves as a useful sanity check when you find the various null spaces.
C. Gauge Symmetries
We turn to potential gauge symmetries of the linearized area Regge action. A quadratic action
features gauge symmetries if its Hessian has null modes that can be localized to the bulk degrees
of freedom. The presence of these null modes means that the solution under consideration is not
uniquely determined by the boundary data—a gauge choice is required to uniquely specify the
solution.
As emphasized in [23] the choice of background on which the Hessian is evaluated is important.
The number of null modes, and therefore the number of gauge symmetries, might depend on the
solution being considered. In this Section we consider metric (background) solutions, while in
Section VI we consider more general backgrounds. On the latter backgrounds we show that the
gauge symmetries of the metric backgrounds are broken.
Because of the equations of motion the deficit angles t vanish on all bulk triangles. Thus the
background is given by a flat piecewise linear geometry. For any vertex v in the bulk we can
translate its position in the embedding flat geometry without changing the fact that the geometry
is flat; in our four-dimensional triangulation there are four possible directions in which to do this.
This will affect the lengths of the adjacent edges le → le+δIv le, with I = 1, . . . 4. These translations
maintain zero deficit angles and leave the boundary areas and dihedral angles invariant, that is, they
do not change the intrinsic or extrinsic geometry of the boundary. Thus the area Regge action
remains invariant under (bulk) vertex translations. This gives four gauge symmetries per bulk
vertex.4 Note that the same kind of argument can be made if we use simplices with homogeneous
curvature and the appropriate action (2.10).
In our investigations of Hessians on various metric backgrounds we did not find any additional
gauge symmetries. Examples can be found in section IV. As the equations of motion impose flatness
and would seem to suggest a topological theory, which would require more gauge symmetries, one
could ask why there are not more gauge symmetries. In fact, the action
SBF =
∑
t
At t(Le) , (3.12)
4 Redundancies could occur, but only globally and thus depending on the topology of the manifold. For the four-
sphere there are 10 such symmetries, 6 rotations and 4 translations.
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constructed by Baratin and Freidel [90], is topological. Here the Le are lengths associated to the
edges of a triangulation, and t(Le) is the deficit angle calculated from these lengths. The At are
not areas a priori, but are treated as independent variables. Thus the At are Lagrange multipliers
imposing the vanishing of the deficit angles. The equations of motion arising from variations of
the length variables are ∑
σ
∑
t∈σ
At ∂θ
σ
t
∂Le
= 0 . (3.13)
One class of solutions is provided by the Schla¨fli identity (2.5): choosing At = αAt(Le), where α is
a constant, ensures that Eq. (3.13) is satisfied. These solutions are called Regge solutions in [90].
Baratin and Freidel analyze the symmetries of this action on the Regge backgrounds. Apart
from the vertex translation symmetry discussed above, there are also three symmetries per edge.
These arise from perturbations of the Lagrange multipliers At → At + εne
′,I
t , with I = 1, 2, 3. The
ne
′,I
t are specific perturbations satisfying∑
t
ne
′,I
t
∂t
∂Le
= 0 for all e, (3.14)
and therefore constitute an additional three gauge symmetries per edge. There are local redun-
dancies between the gauge parameters, which are thoroughly discussed in [90].
Are there similar symmetries for area Regge calculus? It turns out there are not. Here we have
to consider the Hessian ∂t/∂At′ . This Hessian can be obtained from
∂t
∂Le
=
∑
σ
∂θσt
∂Lσe
(3.15)
by multiplying the Hessians associated to each simplex by ∂Lσe /∂At. However, for the action (3.12),
the condition Lσe = Le is imposed on all edges, which is not the case for the area Regge action.
Instead when we multiply these Hessians by ∂Lσe /∂At there are more equations to satisfy, precisely
one for each triangle.
Indeed in the numerical examples studied in the next section we find that ∂t/∂Le has the (left)
null vectors resulting from Eq. (3.14) whereas ∂t/∂At′ has only the null vectors (which are null
from the left and right) resulting from the vertex translation symmetry. The disappearance of the
left null vectors in going from ∂t/∂Le to ∂t/∂At′ is a consequence of the fact that there are more
areas than length variables and thus more conditions to satisfy in order to be a left null vector.
IV. PACHNER MOVES
In this section we consider certain aspects of the dynamics of linearized area Regge calculus.
Specifically, we will study the equations of motion on small simplicial complexes, those that support
minimal Pachner moves. Pachner moves are local changes of the bulk triangulation that finitely
generate any change of the bulk triangulation, [91].
In d dimensions there are (d+1) different types of moves referred to as (d+1)−1, d−2, · · · , 1−
(d + 1). An x − y Pachner move with x + y = d + 2 changes a complex of x d–simplices into a
complex of y d–simplices. A y − x move is the inverse of an x − y move. In four dimensions we
have therefore the 5− 1 move, the 4− 2 move, their inverses, and the 3− 3 move. The subsections
below treat each of these moves in turn.
The Pachner moves allow us to efficiently check the symmetry content of the theory. We also
compare the behavior of the area and length Regge calculi under Pachner moves and find that
there are significant differences. This could be a useful test to classify spin foam models.
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Note that for this analysis we only consider the linearized theory on flat and metric background
solutions. Explicit expressions for the Hessians we have used can be found in our open-source Area
Regge Calculus (ARC) Mathematica code, available at https://github.com/Seth-Kurankyi/
Area-Regge-Calculus.
A. 5–1 move
We start with the 5–1 move. Its properties in area Regge calculus turn out to be very similar
to the 5–1 move in length Regge calculus. The 5–1 move starts with an initial configuration of
5 four-simplices sharing a common vertex in the bulk of the triangulation and removes the bulk
vertex to get a single simplex (see Fig. 3). As in length Regge calculus, a solution with 5 four-
simplices is most simply constructed by subdividing a single flat simplex. There is a free choice in
this subdivision, namely where to place the bulk vertex. This leads to the four-dimensional gauge
symmetry discussed above and can be seen as a remnant of the continuum diffeomorphisms.
1
2
34
5 1–5
5–1 0
1
2
34
5
FIG. 3: A 1–5 move splits a 4-simplex into five 4-simplices by introducing a bulk vertex 0. The
5–1 Pachner move is the inverse and reduces the five 4-simplices on the right to the one 4-simplex
at left by removing the bulk vertex and its associated bulk edges (dashed).
The simplicial complex for the initial configuration of the 5–1 move has 20 triangles and 15
edges. Of these, 10 triangles and 10 edges are in the boundary, which coincides with the boundary
of a four–simplex. Thus we have 5 bulk edges and 10 bulk triangles.
We label the vertices of our background solution by (0, 1, . . . , 5), with 0 the bulk vertex. The edge
lengths are chosen lbdry = 1 for edges (i, j) and lbulk =
√
2/5 for edges (0, i) with i, j ∈ {1, . . . , 5}.
The effective Hessian matrix describing the linearized action in terms of area perturbations is
M51tt′ := −
1
2
∑
σ
((Hσ)−1)tt′ , (4.1)
as described in section III A, and can be found explicitly for our background.5
As expected, see the discussion in Section III C, the bulk part of the Hessian has exactly four
null vectors; these correspond to the four vertex translations of the bulk vertex and are the discrete
remnant of diffeomorphism symmetry. The full Hessian has five null vectors: the four null vectors
describing vertex translations and a global scaling symmetry, that affects also the boundary areas.
We have also considered the (linearized) theory with homogeneously curved simplices. In this
case one also finds four null vectors for the bulk Hessian. There is however no global null vector,
5 This, and all other explicit calculations can be found in our open-source Area Regge Calculus (ARC) code.
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as the scaling symmetry is broken by the homogeneous curvature. Again see the ARC code for the
explicit computations in both the flat and homogeneously curved cases.
1. Metricity
As explained in Section III B, the area perturbations split into metric and non-metric types.
For the 5–1 move all boundary area perturbations are metric (away from right angle configura-
tions). Conversely, the boundary length perturbations determine the boundary area perturbations
uniquely. Considering the full complex, including bulk areas, there are 5 non-metric area pertur-
bations.
On our chosen background the solutions to the equations of motion are orthogonal to these
non-metric directions. In fact, this holds for general 5–1 backgrounds due to the subdivision
construction introduced above: The boundary data specify (away from right angle configurations)
a metric 4-simplex and thus do not admit non-metric directions. Meanwhile, the equations of
motion impose flatness for the deficit angles appearing in a subdivision of this metric simplex.
Thus the subdivision determines a 4-parameter set of flat and metric solutions.
This argument shows that, like the length Regge action, the area Regge action is invariant
under the 5–1 Pachner move. In particular, evaluating the action for a complex consisting of five
simplices on the solution for the bulk variables we find the same value as for the final configuration
consisting of only one simplex.
B. 4–2 move
The 4–2 move starts with a configuration of four 4-simplices sharing a common edge and, by
removing the common edge, ends up with a configuration of two 4-simplices glued along a (new)
shared tetrahedron.
0
2
3
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5
1
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4–2
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5
1
FIG. 4: The 2–4 Pachner move takes two 4-simplices σ0 = (1, 2, 3, 4, 5) and σ1 = (0, 2, 3, 4, 5),
which share the boundary tetrahedron (2, 3, 4, 5), to four simplices σ2, σ3, σ4, σ5 by introducing a
bulk edge e(01). The inverse procedure gives the 4–2 move.
The 4–2 move in area Regge calculus has quite different properties from that in length Regge
calculus. The main reason is that the boundary of the complex, which agrees with the boundary
of two glued 4-simplices, admits non-metric data. As we will see this possibility will be responsible
for the non-invariance of the area Regge action under the 4–2 move. The boundary data for the
4–2 move in length Regge calculus, which are given by the lengths of the edges of the two glued
simplices, do not induce curvature. This means that the solution for the initial configuration of
the 4–2 move is flat, and leads to the invariance of the length Regge action.
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The simplicial complex for the initial configuration of the 4–2 move has 20 triangles and 15
edges. Of these, 16 triangles and 14 edges are in the boundary, which coincides with the boundary
of two glued four–simplices. Thus we have one bulk edge and four bulk triangles (see Fig. 4).
Again we label vertices (0, 1, . . . , 5) with (01) the bulk edge. The edge lengths are lbdry = 1
for edges (i, j) and edges (I, i) with i, j ∈ {2, . . . , 5} and I ∈ {0, 1}. For the bulk edge (0, 1),
lbulk =
√
5/2.
The solution for the bulk areas is unique, that is, the bulk Hessian has no null vectors. The full
Hessian has one null vector corresponding to a global scaling symmetry.
1. Metricity
Amongst the 20 area perturbations of the full complex, five combinations describe non-metric
directions. These are determined by the left null vectors of the matrix Γte. When restricted to the
boundary triangles and edges, there are two null vectors and hence two non-metric directions. In
both cases there are no right null vectors, which means the metric area perturbations determine
the length perturbations uniquely.
Let us first consider a restriction to metric boundary perturbations. (We remind the reader that
these are over a metric background.) We again find a solution by subdivision in a flat embedding.
The embedding determines the bulk edge of the subdivision and as before the action is invariant
when restricted to metric boundary data.
However, this changes if we consider non-metric boundary data. These can be isolated through
a variable transformation for the boundary variables; the new variables will also be useful for
the analysis of the 4–valent tent move in section V. The 16 boundary areas can be taken to
define the areas of two simplices σ0 = (0, 2, 3, 4, 5) and σ1 = (1, 2, 3, 4, 5) that share a tetrahedron
τ = (2, 3, 4, 5). This allows us to consider the following transformation
({a0ij}, {a1ij}, {akij}) → ({l0i}, {φ0α}, {l1i}, {φ1α}, {akij}) , (4.2)
where the indices i, j, k take values in {2, 3, 4, 5}. The variables φ0α with α ∈ {1, 2} are two 3D
dihedral angles at non-opposite edges in the tetrahedron τ and are determined by the areas of the
simplex σ0. The φ1α describe dihedral angles at the same edges, but are computed from the areas of
the simplex σ1. Finally the lmn are the edge lengths between vertices m and n. We can construct
such a transformation by splitting it into two steps: For each simplex we first transform the 10
areas to the 10 length variables. We then consider separately the 6 length variables lij , which
determine the tetrahedron τ in σ0 and in σ1. From these 6 length variables we can define the
four areas akij and the dihedral angles φ
0
α and φ
1
α. See Appendix C for the explicit transformation
needed in the second step.
Clearly, we have a non-metric configuration if φ0α 6= φ1α, as these dihedral angles describe the
same geometric quantity, but are computed from the data of different 4-simplices. The metricity
condition is thus that these 3D dihedral angles in the shared tetrahedron coincide. This is analogous
to the metricity condition for tetrahedra identified in [18], which demands that the 2D dihedral
angles of shared triangles should coincide.
We can now introduce two variables tα = φ
1
α − φ0α which isolate the non-metric directions. For
boundary data that give non-vanishing tα the action will fail to be invariant under the 4–2 move.
Interestingly, the effective action for the configuration with four simplices couples the angles φ1α
and φ0α. This coupling cannot appear for the action with two simplices, as it is just a sum of two
terms S(σ0) and S(σ1) which only depend on the quantities in σ0 and σ1 respectively.
In summary, for general boundary data the area Regge action is not invariant under the 4–2
Pachner moves and the reason is that the boundary admits non-metric perturbations.
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C. 3–3 move
The 3–3 Pachner move transforms a configuration of three 4-simplices in a triangulation to a
different configuration also made up of three simplices. See Fig. 5.
In length Regge calculus the 3–3 move is the only one that admits curvature. The boundary
lengths can be chosen such that the bulk triangle has a non-zero deficit angle. Note that there is
no bulk edge and hence no equation of motion to impose in length Regge calculus. The presence
of curvature leads to non-invariance of the action under 3–3 Pachner moves [102].
This leads to a puzzling question for area Regge calculus: if we can choose boundary data that
lead to curvature in the bulk, how are the equations of motion, which demand flatness, imposed?
The resolution will be a subtle interplay between the geometric data described by the boundary
areas on the one hand and the geometric data described by the boundary lengths on the other.
There are only 19 triangles in this complex—the triangle (3, 4, 5) does not appear. There are 15
edges and the boundary includes all 15 edges and 18 of the triangles. There is one bulk triangle.
We consider again the vertices (0, 1, . . . , 5) and the three four-simplices σ(01234), σ(01235) and
σ(01245) which share the bulk triangle t(012). For our background solution the edge length are
lbdry = 1 for edges (i, j) and (I, J) with i, j ∈ {3, . . . , 5} and I, J ∈ {0, 1, 2}. The edges (I, i) have
length lbdry =
√
2/3.
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FIG. 5: The 3–3 Pachner move changes a configuration of three simplices with one bulk triangle
t(0, 1, 2) to a different configuration of three simplices with a bulk triangle t(3, 4, 5) keeping the
boundary geometry fixed.
With our background solution we find that the solution for the bulk area is unique and that
the full Hessian has one null vector corresponding to the global scaling symmetry.
1. Metricity
As before the surfeit of area variables allows for area perturbations that are non-metric. These
behave much as before and rather than treat them in detail we will focus on an issue that is unique
to the 3–3 move.
We have just shown that the boundary data uniquely determine the bulk triangle. Thus even
for a metric boundary perturbation of the areas that one would expect to lead to boundary edge
lengths that induce curvature we find a particular bulk triangle. As all area solutions require
flatness, it seems the only possibility is that this solution is non-metric.
However, it turns out that this is not the case!
Considering Γte we have now to take into account one triangle less than for the other complexes.
It has a co-image of dimension four, but, none of these non-metric perturbations has a component
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in the bulk area. The co-image is orthogonal to the vector describing the solution (i.e. the bulk
row of the effective Hessian).
Restricting Γte to boundary triangles and boundary edges we find, surprisingly, that although
it is an 18 × 15 matrix, it has a one–dimensional kernel. This means that despite their number,
the 18 boundary areas do not uniquely determine the 15 boundary edge lengths. If we add the
bulk area to the boundary areas—and the resulting set is metric—it will uniquely determine the
(boundary) length perturbations.
Thus, if we solve the equations of motion for a fixed and metric area-perturbation, we actually
fully determine the corresponding (boundary) length perturbation, and, as it must, it determines
a zero curvature solution.
Considering the background solution cited above one finds that the area Regge action is invariant
under the 3–3 move. That is, the actions for both configurations of the 3–3 move agree after one
has included, for each configuration, the bulk area. However, this invariance is due to the highly
symmetric nature of the background. We have studied less symmetric backgrounds and found that
the area Regge action is not invariant. This can again be traced back to the non-metric boundary
perturbations.
D. Summary: Pachner moves in area vs. length Regge calculus
In summary, we have found that both for length and area Regge calculus only the initial
configuration of the 5–1 move features gauge symmetries; these are remnants of the diffeomorphism
symmetry. Both actions are also invariant under the 5–1 move.
For the other Pachner moves one finds however differences: the boundary configuration for
the 4–2 Pachner moves admits non-metric directions. This leads to a non–invariance of the area
Regge action. In contrast, the length Regge action is invariant under the 4–2 Pachner move as the
boundary configuration admits only flat solutions.
The 3–3 move is the only one under which the length Regge action is not invariant. The reason
is that the boundary length data generically prescribe a non-vanishing deficit angle for the bulk
triangle. A vanishing deficit angle requires special boundary data. There is no bulk edge and thus
no equation to solve in length Regge calculus.
There is however a bulk triangle and thus an equation of motion—imposing flatness—in area
Regge calculus. Given the fact that the length boundary data generically induce curvature one
might wonder how this flatness is realized. It turns out however that the area boundary data do
not fully determine the length boundary data even though there are 18 areas and only 15 lengths
in the boundary. In fact, it is exactly the bulk area that is needed to fully determine the boundary
lengths, and its value is fixed by the equation of motion which demands a vanishing deficit angle.
Nevertheless, the area Regge action is also (generically) not invariant under the 3–3 move. The
reason again is that non-metric area perturbations can appear in the area boundary data.
V. TENT MOVES
We now analyze the linearized dynamics of area Regge calculus in a canonical framework. This
will tell us whether, apart from the constraints expected from the vertex translation symmetries,
there are any further (e.g. second class) constraints, that would reduce the number of physical
degrees of freedom. We will find that this is not the case, and that, as the number of area variables
is typically larger than the number of length variables, area Regge calculus has a larger number of
physical degrees of freedom than length Regge calculus.
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The canonical framework we will be employing, [25], uses discrete time evolution steps. The
action will serve as a generating function for the canonical transformation that represents the time
evolution [75]. This has the advantage that the covariant equations of motion are exactly reflected
in the canonical framework. The symmetry content is also mirrored exactly [25], and thus we will
find that the vertex translation symmetry leads to (first order) constraints. The latter can be used
to define a notion of continuous time transformations. (Again here we consider metric background
solutions and these features will only hold on such backgrounds.)
Having chosen a discrete evolution we need to decide how to evolve the triangulation stepwise.
We use local evolution moves, which do not change the connectivity of the spatial triangulation, and
are called tent moves [92]. Consider all tetrahedra {τi} that share the vertex v0 in the triangulation
of an equal time hypersurface. The union of these tetrahedra defines the three-dimensional star of
v0. We glue an edge e(v0, v1)—the tent pole—to v0 and thus obtain a new vertex v1. This new
vertex will be connected by new edges with all vertices adjacent to v0 in the initial (equal-time)
triangulation. For each τi we glue a simplex σi onto τi so that all these simplices share the tent
pole e. The tent moves change the geometric data of the triangulated hypersurface by replacing
the three-dimensional star of v0 with the three-dimensional star of v1.
The canonical framework developed in [25] provides a setting in which to analyze these tent
moves.6 To this end one needs to consider the action ST associated to the triangulation piece T
that is glued onto the hypersurface during the tent move. This piece of triangulation carries 4
types of variables:
(a) Variables associated to the ‘lower’ boundary of T that will be glued and thus ‘disappear’.
These variables are associated to the initial time and the simplices sharing the vertex v0.
(b) Exactly the same number of ‘new’ variables are associated to the ‘upper’ boundary of T,
and can be associated to the final time.
(c) There will also be variables associated to the corner of the tent T; these are variables that
appear at both the initial and final time. They do not change under the tent move evolution
and, hence, are non-dynamical.
(d) Finally, there are variables associated to the bulk of the tent T. In length Regge calculus
the only such variable is the length of the tent pole, while in area Regge calculus there are
all the areas of the triangles that hinge on the tent pole.
The bulk variables can be incorporated into the canonical framework, but the conjugated mo-
menta will always be constrained to vanish. This imposes the equations of motion for the bulk
variables, and coincides with the covariant equations of motion. Using the solutions in the remain-
ing equations gives a reduced phase space. Equivalently one can integrate out the bulk variables
from the action. This leaves only the variables of the types (a), (b) and (c). We will proceed along
the latter path and denote by ST the (effective) action with the bulk variables integrated out.
The ‘corner’ variables, type (c), are non-dynamical and do not have associated momenta. For
the remaining variables, xi0 at the initial time and x
i
1 at the final time, the equations
pi0 = −
∂ST
∂xi0
, pi1 =
∂ST
∂xi1
(5.1)
6 The more general framework of [25] also allows for Pachner moves of the spatial triangulation. These can be seen
as time evolution steps in which the number of degrees of freedom change.
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serve both to define the momenta and as equations of motion. Solving for the final data (xi1, p
i
1) in
terms of the initial data (xi0, p
i
0) proceeds in two steps: the first set of equations in (5.1) is solved
for the xi1 and then these solutions are used in the second set to find the p
i
1.
It can, however, happen that a solution of the first set of equations in terms of xi1 is not possible.
Similarly one might not be able to solve the second set of equations for xi0. This will be the case
if the matrix
∂2ST
∂xi0∂x
j
1
(5.2)
is not invertible, i.e. we have a degenerate Lagrangian system. The matrix will thus have left null
vectors Y iI . By contracting the first set of equations in (5.1) with such a null vector∑
i
Y iI p
i
0 = −
∑
i
Y iI
∂ST
∂xi0
(5.3)
we can project out any linear dependence on perturbations in the variables xj1 around points where
(5.2) is non-invertible. In fact, for a linear theory (5.3) these equations are linear and thus they will
lead directly to constraints.7 These constraints are equations (of motion) that hold between the
configuration variables and momenta at one time. Thus left null vectors of (5.2) lead to constraints
for the data at the initial time. Similarly, right null vectors ZjI of (5.2) will lead to constraints
at the final time. Gauge symmetries, which correspond to localizable null vectors for the (bulk)
Hessian of the action, always lead to constraints [25]. The gauge constraints are preserved by the
time evolution, or more precisely, initial data satisfying the initial constraints will be mapped to
data satisfying the final constraints. Correspondingly, the equations of motion will not lead to a
unique solution for the final data in terms of the initial data. Instead we have a gauge freedom,
involving the same number of parameters as we have constraints. This is an expected consequence
of the gauge symmetry of the action.
The main result of our tent move analysis is that we find only constraints resulting from the
gauge symmetry of the action. As in the continuum, we will differentiate between gauge and
physical degrees of freedom. The evolution of the physical degrees of freedom—in contrast to
that of the gauge degrees of freedom—is determined by the tent move equations of motion. More
precisely these are phase space functions that Poisson commute with the constraints (with the
canonical Poisson structure {xi, pj} = δij between variables at one time).
Note that the definition of a physical degree of freedom depends on the notion of tent move.
For example, we might find that tent moves have physical degrees of freedom, whereas a more
global notion of time evolution might find only gauge degrees of freedom. The reason is that we
consider the ‘corner’ variables (type (c) above) as constant and thus freeze gauge symmetries that
affect these variables (or variables outside the region of the tent move). In contrast, the notion of
a gauge degree of freedom will remain the same even with a more global time evolution.
As an example, consider the degrees of freedom of length Regge calculus in (2 + 1) and (3 + 1)
dimensions. The (2 + 1)-dimensional Regge calculus is topological: using a global time evolution
one finds that the number of physical degrees of freedom does not depend on the size of the
triangulation, but only on the topology of the underlying space. There are no local physical
degrees of freedom. However, a tent move over a vertex with n adjacent edges, which we call an
n-valent tent move, will have n− 3 physical and three gauge degrees of freedom. The appearance
of physical degrees of freedom for the tent moves is, nevertheless, consistent with the finding that
7 An in-depth analysis of the various types of constraints that can appear can be found in [93].
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there are no local physical degrees of freedom under a global time evolution. The tent moves
show that there are three constraints (or three gauge degrees of freedom) per vertex and modulo
a topological constant this agrees with the number of edges in a two-dimensional triangulation.
Similarly, for (3+1)–dimensional Regge calculus an n–valent tent move gives n−4 physical and
four gauge degrees of freedom. In this case, one also finds local physical degrees of freedom under
global time evolution—the reason is that for a sufficiently large three-dimensional triangulation
the number of edges is generically greater than four times the number of vertices.8
In the examples considered here we find no additional constraints, beyond those resulting from
the vertex translation symmetry. There are more dynamical area than dynamical length variables,
and so we have more physical degrees of freedom for area Regge calculus than in the length calculus.
This will also hold in a global time evolution, as generically there are more triangles than edges
in three-dimensional triangulations. We have thus more kinematical variables in area than in
length Regge calculus, but the same gauge freedoms (in the theories linearized on a metric or flat
background respectively).
Here we have studied the 4-valent and 5-valent tent moves in detail. These already exemplify
all the dynamical features that appear in length Regge calculus and those that we expect to appear
in the area calculus. In length Regge calculus the 4-valent tent move only admits a flat dynamics
and all four dynamical degrees of freedom turn out to be gauge. In contrast, in the area calculus
the 4-valent tent move has six dynamical degrees of freedom, of which four are gauge and two are
physical; the latter represent non-metric degrees of freedom.
The 5-valent tent move in length Regge calculus admits curvature and out of the five dynamical
degrees of freedom one is physical. In area Regge calculus we find four gauge and five physical
degrees of freedom. Four of these physical degrees of freedom describe non-metric motions.
One can obtain the equal time triangulated hypersurfaces for higher valent tent moves from
those for lower valent tent moves by subdividing tetrahedra adjacent to the vertex v0 with 1–4
Pachner moves. In going from an n-valent to an (n + 1)-valent tent move you add one edge and
three triangles all adjacent to v0. This counting shows that an n–valent tent move has (3n − 6)
dynamical area variables, which can be compared to the n dynamical length variables in the length
calculus. As we have found no indication of gauge symmetries beyond vertex translation nor
additional (possibly second class) constraints for the 4–valent and 5–valent tent moves we expect
that there are only four gauge degrees of freedom for all the tent moves. This leads to (3n − 10)
physical degrees of freedom for an n–valent tent move in area Regge calculus, significantly more
than the (n− 4) physical degrees of freedom one finds in length Regge calculus.
A. The 4-valent tent move
For a 4-valent tent move at a vertex v we glue four 4-simplices that share the tent pole onto the
4 tetrahedra that make up the 3D star of the vertex v, see Fig. 6. As these four simplices share
an edge they turn out to coincide with the 4 simplex configuration of the 4–2 Pachner move. The
bulk areas that appear in the 4–2 move are the ‘lapse’ areas of the triangles sharing the tent pole.
Thus the effective action for the 4–2 move defines also the effective action for the tent move. We
will denote this action by S4V . Because we integrate out all bulk variables, S4V only depends on
the variables in the boundary of the complex.
This relation with the 4–2 Pachner move allows us to work again with the background introduced
in Section IV B. (In that background the two simplices that make up the final configuration of the
4–2 move have positive orientation. For the tent move it is more typical to consider one simplex
8 The exceptions are so-called stacked triangulations of the three-sphere, see [25].
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FIG. 6: A tent move at the 4-valent vertex 0. Introducing a tent pole e(01) and connecting the
vertex 1 to the vertices in τ(2345) yields the final configuration. This introduces four bulk areas.
with positive and the other (initial) simplex with negative orientation. This describes a larger tent
being erected on top of a smaller base. However, the tent move is well defined for any choice of
orientation. The background chosen here corresponds to putting up a tent over a pit.)
With a tent move like that depicted in Figure 6 we have the following configuration variables:
(a) At time 0 we have six areas a0ij (we will use i, j, k ∈ {2, 3, 4, 5} and α ∈ {1, 2}). In length
Regge calculus we have four lengths l0i.
(b) At time 1 we also have six areas a1ij and four lengths l1i.
(c) In addition there are four areas aijk that are non-dynamical ‘corner’ variables, and appear
at both times. There would be six such variables lij in length Regge calculus.
As for the 4–2 move, we have 16 area variables in the boundary of the tent move complex and 14
length variables.
The boundary of the tetrahedron τ(2, 3, 4, 5) defines the ‘corner’ for the tent move. We therefore
have to keep the four areas of this tetrahedron constant, as its boundary defines the ‘corner’ for
the tent move. This is different from length Regge calculus, where all six edge lengths of this
tetrahedron are fixed. Hence there are two degrees of freedom associated to this tetrahedron that
are dynamical in area Regge calculus but not in the length calculus. As the areas have to be
constant we can identify these two degrees of freedom as 3D dihedral angles hinging at two non-
opposite edges. (Four areas and two non-opposite 3D dihedral angles determine all the lengths
of a tetrahedron, see Appendix C.) The fact that the 3D dihedral angles can change is key to
non-metricity: changing an angle affects the lengths of the edges of the tetrahedron. These edges
are however part of the ‘corner’ which constitutes the boundary of both equal time hypersurfaces.
We will therefore apply the same variable transformation as in the discussion for the 4–2 move,
that is, (remember i, j, k ∈ {2, 3, 4, 5} and α ∈ {1, 2})
({a0ij}, {a1ij}, {aijk}) → ({l0i}, {φ0α}, {l1i}, {φ1α}, {akij}) (5.4)
where the (l0i, φ
0
α) and the (l1i, φ
1
α) appear now as dynamical variables at time 0 and time 1,
respectively. The akij are the non-dynamical ‘corner’ variables.
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The canonical evolution equations have the following form
pl0i = −
∂S4V
∂l0i
=: −
∑
j
M00i,j l0j −
∑
α
M00i,αφ
0
α −
∑
(jkl)
M0bi,jklajkl , (5.5)
pφ0α = −
∂S4V
∂φ0α
=: −
∑
j
M00α,j l0j −
∑
β
M00α,βφ
0
β −
∑
β
M01α,βφ
1
β −
∑
(jkl)
M0bα,jklajkl , (5.6)
pl1i =
∂S4V
∂l1i
=:
∑
j
M11i,j l1j +
∑
α
M11i,αφ
1
α −
∑
(jkl)
M1bi,jklajkl , (5.7)
pφ1α =
∂S4V
∂φ1α
=:
∑
j
M11α,j l1j +
∑
β
M11α,βφ
1
β +
∑
β
M10α,βφ
0
β +
∑
(jkl)
M1bα,jklajkl . (5.8)
Here we made use of the fact that the mixed time block of the Hessian for the action, expressed
in terms of xAI with A = 0, 1 at time 0 or 1 respectively,
M01IJ :=
∂2S4V
∂x0I∂x
1
J
, (5.9)
has four left and four right null vectors. These are given by the length perturbations l0i and l1i,
respectively. These null vectors result from the vertex translation symmetry discussed in Sec. III C.
The presence of these null vectors can be explained as follows: Consider an extension of the
tent move triangulation so that, e.g., the vertex v1 appears as a bulk vertex of the extended
triangulation. Such an extension can be obtained via a second tent move from time 1 to time 2.
The action for the extended triangulation is a sum of two terms S01 and S12—one for the first tent
move from time 0 to time 1 and one for the second tent move between times 1 and 2. As discussed
in section III C, the Hessian of the full action S01 + S12 has four null vectors corresponding to the
vertex translation symmetry of v1, and thus these null vectors have entries only for variables at
time 1. (We assume we have integrated out all lapse like variables.) Being null vectors for the
full Hessian they are also annihilated by the non-diagonal block M01 of the Hessian for the action
S01 + S12, which coincides with the non-diagonal block of the Hessian for S01 alone. Likewise
the null vectors are annihilated by the non–diagonal block M21 of S12. By time translating the
argument we have that M01 has at least four left null vectors and at least four right null vectors.
We have not found any further null vectors for the Hessian (5.9) evaluated on the background
described above nor on the other backgrounds we investigated. For the background described
above M00i,α vanishes, but this is due to the high symmetry of this background and we did find
non-vanishing entries on more general backgrounds.
The null vectors of M01IJ correspond exactly to the perturbations described by the four length
variables l0i or l1j , as these are independent parameters for the gauge action resulting from vertex
translation of v0 or of v1.
Thus equation (5.5) only involves variables at time 0 (including the non–dynamical variables),
whereas equation (5.7) only involves variables at time 1. These constitute constraints
CAi := p
l
Ai + (−1)A
∑
j
MAAi,j lAj + (−1)A
∑
α
MAAi,α φ
A
α + (−1)A
∑
(jkl)
MAbi,jklajkl (5.10)
and these constraints are also preserved by time evolution. The constraints (at a fixed time) are first
class, i.e. they Poisson commute. This follows from the fact that the matrix MAAi,j is symmetric.
This also means that given a set of initial data that satisfy the constraint equations the length
variables at time 1 are not determined by the equations of motion (5.5). We can rather choose
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these freely. These four length variables represent the lapse and shift gauge degrees of freedom and
describe the position of the ‘tip of the tent’, by giving its distance to its (four) adjacent vertices.
Non-trivial dynamics will be confined to the angle variables φAα . Changes of these variables
under time evolution means that non-metricity is being generated.
We can however alter the dynamics and impose constraints that ensure φ0α = φ
1
α. This can be
done by hand, but a more elegant procedure is to replace the action we were considering by the
action S2 := S(σ0) + S(σ1) for the 2 simplex configuration of the 4–2 move. (Remember that
the effective actions for the 4 simplex and the 2 simplex configurations agree when projected onto
the space of metric boundary perturbations.) By defining the dynamics using the action S2, all
variables at time step 0 decouple from the variables at time step 1. This leads to constraints for the
momenta conjugated to the angle variables. These momenta at, say, time 0 would only involve the
action of the simplex σ0. The angle variables at time 1 will now also appear as gauge parameters
and can be chosen to agree with the angle variables at time 0.
B. 5–valent tent move
Next we will discuss the 5-valent tent move. In length Regge calculus this move has one physical
degree of freedom and the canonical data, or equivalently, the boundary data, can be chosen so
that the configuration has curvature. As area Regge calculus imposes flatness, we expect that—as
in the 3–3 move—the boundary areas do not completely fix the lengths on the boundary.
To be more precise we consider a tent move that puts up a tent pole between 0 and 1. The
triangulation at time 0 can be obtained from gluing two simplices (02345) and (02346) along the
tetrahedron (0234). Note that this shared tetrahedron (0234) is not part of the 3D ‘equal time’
hypersurface. In particular, the triangle (234) will not be part of the boundary data. However,
the edges (23), (24), and (34) are part of the tent move complex.
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FIG. 7: A five-valent tent move at the vertex 0 starting from a configuration of two simplices
σ6 = (0, 2, 3, 4, 5) and σ5 = (0, 2, 3, 4, 6) and gluing six simplices on the 3D star of vertex 0.
The tent move is performed by gluing 6 simplices (01ij5) and (01ij6), with i, j ∈ {2, 3, 4}, onto
the ‘equal time’ hypersurface. The background we will be considering is given by L0i = L05 =
L06 = Lij = Li5 = Li6 = 1 and L1i =
√
9/2 as well as L15 = L16 = 2. The length of the tent pole
can then be computed to be L01 =
√
3/2.
In the following table we give the number of triangles for the full tent move complex and for the
various sub-triangulations (T = 0 and T = 1 indicate the vertices 0 and 1 and again i, j ∈ {2, 3, 4}):
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Full complex Boundary Equal time: bulk Equal time: boundary
Areas 29 24 9: {aTij , a0i5, aTi6} 6: {aij5, aij6}
Lengths 20 19 5: {lTi, lT5, lT6} 9: {lij , li5, li6}
The boundary of the tent move complex has 24 triangles and only 19 edges. Considering the
Γte matrix of derivatives of areas with respect to lengths we find one right null vector and six left
null vectors.
Restricting to the data at time T = 0 we have 15 = (9 + 6) triangles and 14 = (5 + 9) edges.
For this case we find that Γte|T=0 has one right null vector and two left null vectors. The right null
vector can indeed be identified with the ‘missing’ area a234. That is, it represents the linearized
expression for this area in terms of the length perturbations. The two left null vectors can be
identified with the differences between a pair of 3D dihedral angles in the shared tetrahedron as
computed from the 4-simplex containing v = 5 and the 4-simplex containing v = 6, respectively.
Hence, as for the 3–3 move, the area boundary data do not completely determine the (length)
geometry of the boundary. This allows for a dynamics that imposes vanishing deficit angles.
The fact that one of the areas is not available makes a transformation, similar to the one we
performed for the 4-valent tent move, impossible. We already have non-metric degrees of freedom
at a single time step, those picked out by the two left null vectors of Γte(0) or of Γ
t
e(1). Additionally
there are non-metric degrees of freedom that can occur upon gluing the two time step complexes
together.
As in the case of the 4-valent tent move we find exactly four null vectors for the Hessian
block between variables at time T = 0 and at time T = 1. These four null vectors represent
metric perturbations as they are in the image of the map Γ. Hence there are four constraints
that result from each of the vertex translation symmetries of v0 and v1. This leaves five physical
degrees of freedom that split into a metric perturbation (the fifth edge length) and four non-metric
perturbations. The latter describe the (two) non-metric degrees of freedom appearing within an
equal time hypersurface and another two degrees of freedom describing non-metricity due to time
evolution. We also encountered this last type in the 4-valent tent move.
Length Regge calculus has only one physical degree of freedom in the 5-valent tent move: four
of the edge lengths can be viewed as gauge parameters and the fifth as the physical degree of
freedom.9 In area Regge calculus we have four additional degrees of freedom that arise from the
various ways non-metricities can occur, namely, within an equal time hypersurface and as a result
of time evolution.
VI. NON-METRICITY BREAKS DIFFEOMORPHISM SYMMETRY
For our explorations of the dynamics and of the symmetries of area Regge calculus we have so
far assumed a metric background solution where the length variables can be consistently defined.
For each four-simplex σ (and away from right angle configurations) we can define 10 functions
Lσe , which depend on the 10 area variables At, and evaluate to the length of the edges e of the
simplex. Metric configurations are such that the length functions for the same edge, but coming
from different four-simplices, agree.
The presence of gauge symmetries depends on the solution one is considering: the gauge symme-
9 A pair of phase space functions that commute with the constraints and thus represent Dirac observables can be
defined using the methods of [94]. These observables can be made to give the values of the fifth edge length and its
conjugated momentum at the point in the gauge orbit where the other four edge lengths have prescribed values.
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tries specify in which ways we can deform this solution and still obtain a solution to the equations
of motion (with the same boundary data).
The dependence of the number of gauge symmetries on the solution appears, in particular, if
we consider discretizations of continuum systems with gauge symmetries. Often, and certainly for
diffeomorphism symmetry, discretization breaks these gauge symmetries. There may be, however,
special solutions, e.g. flat space in (length) Regge calculus, which exactly mirror a solution of
the continuum theory. In this case the gauge symmetries around this solution are preserved. A
necessary and sufficient criterion for the existence of gauge symmetries is that the Hessian of the
action, evaluated on this solution, has null vectors localized to the bulk degrees of freedom. Moving
away from these special solutions there is no guarantee that the gauge symmetries still exist.
For (length) Regge calculus reference [74] identified the vertex translation symmetries as gauge
symmetries using a flat background. This work also showed that the vertex translation symmetries
can be matched in a continuum limit to the diffeomorphism symmetry of the continuum. Motivated
by these findings, [95] and other references argued that the vertex translation symmetries exist
generally for (length) Regge calculus, i.e. for arbitrary backgrounds.
This turned out not to be the case. Reference [26] considered solutions with curvature and
explicitly evaluated the Hessian of the Regge action on these solutions. This showed that the
vertex translation symmetries are broken by curvature. More precisely, in the example considered
in [26] the lowest eigenvalues grew quadratically with a deficit angle in the bulk of the triangulation.
The breaking of diffeomorphism symmetry has considerable repercussions for discrete quantum
gravity approaches such as Regge calculus and spin foams [26, 76].
In a canonical quantization, diffeomorphism symmetry leads to constraints. A long-standing
problem has been to provide an anomaly free representation of this constraint algebra in the quan-
tum theory. The breaking of diffeomorphism symmetry by discretization, which is often used
as a regulator, leads to inconsistent constraints. An alternative formulation, that of ‘consistent
discretizations’ [75], is what we used here. In this framework broken gauge symmetries lead to
pseudo-constraints, which are equations of motion that weakly couple the canonical data of neigh-
boring time slices. (Constraints are equations of motion that involve the data of only one time.)
The replacement of the constraints by pseudo-constraints means that one has more propagating
degrees of freedom than in the continuum. Degrees of freedom that are gauge in the continuum
are now physical. For example, in Regge calculus the position of the vertices in the embedding
spacetime become physical if vertex translation symmetry is broken.
In the covariant formalism, breaking diffeomorphism symmetry leads to an unwanted depen-
dence on the choice of triangulation. In fact, in [2, 96] it was conjectured that diffeomorphism
symmetry and triangulation invariance are equivalent and shown that diffeomorphism symmetry
implies triangulation invariance for one-dimensional systems. Restoring diffeomorphism symmetry
is crucial in order to remove discretization or regulator dependence [76].
To regain diffeomorphism symmetry the work [2] suggested the construction of an improved
dynamics by coarse graining. The key point here is that, given fixed boundary data,10 refinement of
the triangulation leads to smaller deficit angles as the fixed total curvature is distributed over more
simplices. Diffeomorphism symmetry is then violated to a lesser extent, and potentially restored,
for an infinitely fine triangulation. One constructs an effective action for a coarser triangulation by
taking into account the dynamics of the finer one. As the coarse lattice now reflects the dynamics
of the refined one, it also exhibits the same amount of diffeomorphism symmetry. Thus one can
hope to restore diffeomorphism symmetry for the effective action in the infinite refinement limit.
This was illustrated successfully in [2] using the example of three-dimensional Regge calculus
10 Refinement and coarse graining of the boundary also plays an important role in the coarse graining process [97].
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with a cosmological constant. Starting from a discretization with flat simplices, in which diffeo-
morphism symmetry is broken, the coarse graining procedure yielded as its fixed point an action
describing simplices with homogeneous curvature. This action features diffeomorphism symmetry,
is triangulation invariant, and leads to an anomaly free constraint algebra [2, 98].
This has triggered the development of a program for coarse graining spin foam models [76–84].
Here the hope is to construct amplitudes for which the regulator dependence is removed and that
explicitly display diffeomorphism symmetry. As discussed above, one dynamical quantity that
leads to a breaking of diffeomorphism symmetry is curvature, [26]. Spin foam models so far seem
to display non-metricity (Section I). The question we answer here is whether non-metricity can
also lead to breaking of diffeomorphism symmetry. That it does could be expected due to the
connection between triangulation (non-)invariance and (breaking of) diffeomorphism symmetry,
and the fact that we found that the area Regge action is not invariant under two of the Pachner
moves. Below we show explicitly that diffeomorphism symmetry is broken for non-metric solutions.
This is important for spin foams as it necessitates understanding the dynamics of the non-metric
degrees of freedom. It also explains the breaking of diffeomorphism symmetry and the triangulation
dependence of the spin foam models conjectured to admit no curvature degrees of freedom. We
explore the implications of these findings in more detail in the discussion, Section VII.
A. Constructing a non-metric solution
To analyze diffeomorphism symmetry for a non-metric solution we have to construct these
solutions explicitly. We then evaluate the Hessian on such a background and check whether there
are any vanishing eigenvalues. We could, for instance, consider two consecutive 4-valent tent moves
such that we have a bulk vertex at the intermediate time step. But, there is a short cut we can
exploit: in Section V A, where we analyzed the 4-valent tent moves, we showed that null vectors for
the bulk Hessian lead to null vectors for the non-diagonal-in-time block of the Hessian for the piece
of triangulation that is glued onto the initial triangulation. This piece of triangulation coincides
with the initial configuration of the 4–2 Pachner move. It is therefore sufficient to consider this
initial Pachner configuration and to evaluate a certain part of the Hessian of the associated action
to see if any of its eigenvalues vanish.
To construct a solution with a non-metric area configuration we must first construct non-metric
boundary data for the initial 4–2 Pachner move configuration. To this end we consider the matrix
of derivatives Γte = ∂At/∂Le. Recall that this matrix identifies the vector space of non-metric area
directions. Restricting to the set of boundary areas and boundary edge lengths of the triangulation,
the left null vectors nIbdry of the corresponding matrix (Γ
t
e)bdry describe the boundary area non-
metric directions. Here I labels which null vector is being considered.
Starting from a metric set of boundary areas At, we generate a set of non-metric boundary
areas by adding multiples of these null vectors
Abdry → Aκbdry = Abdry + κI · nIbdry, (6.1)
with κI arbitrary, but small parameters. The set of areas A
κ
bdry, for non-zero κI , are non-metric in
the sense that the corresponding edge lengths are not well defined (i.e., the length of a single edge
will have different values depending on which simplex it is computed from).
Having fixed the non-metric areas (6.1), we use them to construct a solution to the equations of
motion. Here we use the equations of motion (2.8) derived from the first order action (2.7). These
are solved for the dihedral angles (θσt )
κ, a Lagrange multiplier Λκσ for each four–simplex σ, and the
bulk area variables Aκbulk. By construction, the set of dihedral angles computed in this way will
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automatically be compatible with the areas and will satisfy the closure condition for each simplex
σ. The equations of motion impose flatness for each of the bulk triangles.
We consider the initial configuration of the 4–2 Pachner move (see Fig. 6). The boundary of
this configuration is made up of the two simplices σ0 = (1, 2, 3, 4, 5) and σ1 = (0, 2, 3, 4, 5), which
share the tetrahedron τ = (2, 3, 4, 5). There are 16 triangles and 14 edge lengths contained in this
boundary. As in section IV B, we consider the variable transformation (with i, j, k ∈ {2, 3, 4, 5}
and α ∈ {1, 2})({Aκ0ij}, {Aκ1ij}, {Aκkij})→ ({Lκ0i}, {(Φ0α)κ}, {Lκ1i}, {(Φ1α)κ}, {Aκkij}) , (6.2)
but now for the fully non-perturbative variables (see Appendix C). Here (Φ0α)
κ and (Φ1α)
κ are the
3D dihedral angles for any choice of two adjacent edges in the tetrahedron shared by the two
simplices in the final configuration of the 4–2 Pachner move, the first viewed from σ1 and the
second from σ2. The difference between these dihedral angles, ∆Φκα :=
(
Φ1α − Φ0α
)κ
, will make
non-metricity transparent (c.f. Fig. 8).
We have chosen an asymmetric, metric background configuration with boundary edge lengths
L1i = L04 = L05 = 1, L02 =
√
8
9 , and L03 =
√
9
8 , with i ∈ {2, 3, 4, 5}. The matrix (Γte)bdry for
this configuration has two left null vectors nIbdry, (I ∈ {1, 2}), the non-metric directions for these
boundary areas. Using these null vectors, we construct the non-metric areas Aκt using (6.1) and
then transform them to length and 3D dihedral angles, as in Eq. (6.2).
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FIG. 8: Differences of the 3D dihedral angles ∆Φκα = Φ
κ
α(σ
0)− Φκα(σ1) of tetrahedron τ(2, 3, 4, 5)
computed from the simplices σ0 and σ1 as functions of the non-metricity parameters κI .
In Figure 8, we have plotted the two parameters ∆Φκα against κI for the edges (24) and (25).
Fixing κ2 = 0, ∆Φ
κ
1 increases linearly with κ1 while ∆Φ
κ
2 decreases, see panels (a) and (b). On the
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other hand, fixing κ1 = 0, ∆Φ
κ
2 grows monotonically with κ2 and ∆Φ
κ
1 decreases monotonically,
panels (c) and (d).
B. Breaking of diffeomorphism symmetry
Having produced a non-metric boundary configuration, we numerically solve for the bulk vari-
ables (Aκbulk, (θ
σ
t )
κ,Λκσ). These bulk variables belong to the configuration consisting of the four
simplices σ2, σ3, σ4, and σ5 that share the bulk edge (01). We can now evaluate the Hessian of
the area Regge action on these solutions, and, as in Section V A, compute an effective, linearized
action for the 4-valent tent move, but now on a non-metric background. We find that the mixed
time block of the effective Hessian is not singular for non-vanishing non-metricity parameters. In
particular, all eigenvalues of the mixed time block of the Hessian are non-vanishing.11 The gauge
symmetries (vertex translation) are therefore broken by the non-metric boundary data.
The panels of Figure 9 show the four smallest eigenvalues as a function of the non-metricity
parameters ∆Φκα. We observe that all these eigenvalues, including the lowest eigenvalue λ4 (shown
with a separate scale), grow quadratically with the non-metricity parameters. Panel (a) is plotted at
fixed κ1 = 0, while panel (b) is for κ2 = 0. Similar behaviors appear for the other two combinations
of non-metricity parameter and κI . All the eigenvalues vanish identically only in the metric case
∆Φκ1 = ∆Φ
κ
2 = 0 (or κI = 0). In practice the eigenvalues are computed numerically and never
exactly vanish; at κI = 0 the two non-vanishing eigenvalues are seven orders of magnitude larger
than the largest ‘vanishing’ eigenvalue.
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(a) The smallest eigenvalues as a function of ∆Φκ1
with κ1 = 0.
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FIG. 9: Eigenvalues of the mixed time block of Hessian as a function of ∆Φκα. The lowest
eigenvalues are zoomed in at the bottom right corner of (a) and the top right corner of (b) .
We thus can conclude that the vertex translation symmetry, which is present on metric back-
grounds, is broken for non-metric backgrounds. In the examples we considered here, the relevant
Hessian eigenvalues grow quadratically with our non-metricity parameter, the difference of 3D di-
hedral angles seen from two different 4-simplices. This is similar to the findings on diffeomorphism
11 Using the highly symmetric background from Section IV B as a starting point, one finds that 1 of the 4 eigenvalues,
which vanished on a metric background, remains zero under a deformation to a non-metric boundary. Here we
have a less symmetric configuration but, as it is close to the very symmetric background, one of the eigenvalues is
growing slowly compared to the others.
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breaking in length Regge calculus [26], where the eigenvalues also grew quadratically with one of
the deficit angles in the bulk triangulation.
VII. DISCUSSION
With the aim of reaching a better understanding of spin foam dynamics, we have revisited area
Regge calculus. We have provided a well-defined action principle for flat, as well as homogeneously
curved, simplices and analyzed certain aspects of the covariant dynamics, in particular, the behavior
of area Regge calculus under Pachner moves. The invariance properties of area Regge calculus
under these moves differ from those of length Regge calculus. Obtaining a semiclassical limit of
Pachner moves seems feasible for spin foams [61, 99–101], and so our results can be used as a test
to differentiate between the different types of dynamics in spin foam models.
Interestingly, the equations of motion can impose flatness in the 3–3 move even when boundary
data would seem to induce curvature. This is due to the surprising fact that, although there
are more area than length variables in the boundary, the boundary areas do not always uniquely
determine the boundary lengths.
We have also performed a canonical analysis of area Regge calculus using tent moves. For the
linearized dynamics over a metric background we find the constraints resulting from the diffeo-
morphism symmetry of the (linearized) action. The same constraints arise for (linearized) length
Regge calculus on a flat background. We have not found additional constraints. As there are gener-
ically far more areas than lengths, area Regge calculus has far more physical degrees of freedom
then length Regge calculus. In particular, for an n–valent tent move we expect 3n − 10 physical
degrees of freedom in area Regge calculus and n − 4 physical degrees of freedom in length Regge
calculus. We have provided an in-depth analysis of how the non-metric degrees of freedom appear
and discussed how they can be parametrized in the 4-valent tent move. Our results suggest that
the differences of 3D dihedral angles as determined from different four-simplices is a good measure
for the non-metricity in general.
We analyzed the gauge symmetry content of area Regge calculus and found that on metric
backgrounds area Regge calculus features (discrete remnants of) diffeomorphism symmetry. These
symmetries are broken if one considers non-metric backgrounds. The breaking can be quantified
via the size of the eigenvalues of the Hessian evaluated on these backgrounds. There is a quadratic
dependence on our non-metricity parameter, the difference of certain 3D dihedral angles.
This makes area Regge calculus an interesting model for testing how to regain diffeomorphism
symmetry via coarse graining. Area Regge calculus is also a credible candidate for describing the
semiclassical limit of the Barrett-Crane spin foam model [33]—such a test can thus be extended
to a non-perturbative quantum theory. Recovered diffeomorphism symmetry is conjectured to
lead to triangulation invariant models. Thus, if a meaningful continuum limit can be reached, one
might uncover interesting topological invariants for four-dimensional manifolds based on generalized
geometries defined by an area measure.
This opens up the question of what kind of continuum limit area Regge calculus might have.
There are various proposals for continuum (quantum gravity) theories in which the areas are the
fundamental variables [70–73], and the question is whether these can be connected to area Regge
calculus.
Let us now discuss the implications of our findings for spin foams. We have investigated area
Regge calculus because it is arguably the simplest theory that features non-metric degrees of
freedom in the form of non-shape matching of triangles that are glued to one another. Similar
non-metricities are also suspected to appear in spin foams, but their role in the dynamics of the
models is an open question. Here we showed that such non-metricities can lead to a different
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behavior under Pachner moves. A semiclassical analysis of such moves can therefore reveal which
kind of dynamics—that of length Regge calculus or that of area Regge calculus—is implemented
in the various spin foam models. Note that here we analyzed only the classical action. Although
the classical action of length Regge calculus is invariant under 5–1 and 4–2 moves one can prove
that even in the length calculus there is no local measure for a state sum that is invariant under
these moves [102]. One might therefore need a semiclassical analysis.
The findings here also provide several cautionary notes for the coarse graining program for spin
foams [76–84]. Firstly, finding a restoration of diffeomorphism symmetry and propagating degrees
of freedom in the continuum limit will not be sufficient to prove that spin foams have general
relativity as continuum limit. We will also need to understand whether these propagating degrees
of freedom are metrical or instead describe non-metric degrees of freedom. Unfortunately, there
seem to be much more of these non-metric degrees of freedom than metrical ones, but the detailed
counting will depend on the specific model.
Secondly, we have found that not only curvature, but also non-metricity leads to a breaking
of diffeomorphism symmetry. Whereas there are arguments that under refinement the curvature
per simplex gets smaller, and thus diffeomorphism symmetry may be restored, we do not know of
such arguments for the non-metric degrees of freedom. The works [84] consider a setup where the
degrees of freedom for the spin foams are drastically reduced so that only non-metric degrees of
freedom remain. They show that a certain global remnant of the vertex translation symmetry can
be restored under coarse graining.12 This is already a good sign. But, the reduction of degrees of
freedom in [84] also drastically affects the number of non-metric degrees of freedom. In these works
they scale with the linear size of the lattice instead of with its volume. Finally, for these studies
the action vanishes and only one measure parameter is changed under coarse graining, whereas our
discussions are focussed on the action. Therefore a crucial task will be to better understand the
non-metric degrees of freedom in spin foams and, in particular, whether their number dominates
over the metric degrees of freedom, as this could impede restoration of diffeomorphism symmetry.
This motivates a number of future research directions. Firstly, it would be very helpful to
understand the dynamics of area Regge calculus on (regular) lattices involving a large number of
simplices. In particular, the question is whether the non-metric degrees of freedom show wave-like
propagation, perhaps along lines similar to [64]. Also it would help to establish whether the non-
metricity at each simplex, e.g. the difference of 3D dihedral angles used in this work, decreases
under refinement. This would make the scenario where diffeomorphism symmetry is restored in
theories with non-metricity in the continuum limit much more viable.
The dynamical evolution of non-metric degrees of freedom over more time steps could be studied
in a simple setup using ‘cylinder moves’. The idea we have in mind for a cylinder moves is to focus
on the three-dimensional star of a vertex v. Starting with a tent move at the vertex v one then
glues more simplices on top of the tent so that one obtains a cylinder with a finite time elapsed
also on the boundary. Such moves could be iterated and thus one could study the propagation of
bulk degrees of freedom in a setup where a finite time passes both in the bulk and at the boundary
of the cylinder.
Secondly, area Regge calculus is only one model showing non-metric degrees of freedom. It is
a credible candidate for describing the semiclassical limit of the Barrett–Crane model but maybe
less so for the newer spin foam models [34–38]. Here the action proposed in [18] seems to be a
better candidate. It is based on area variables and 3D dihedral angles. The action in [18] adds two
types of constraints to this action so that the theory becomes equivalent to length Regge calculus.
The first type are the so–called closure constraints and the second are gluing or (triangle) shape
12 These symmetries also affect the boundary and are thus technically not gauge symmetries.
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matching constraints. The second type of constraints is not implemented in loop quantum gravity
[24, 49] and its status in spin foam models is unclear. A similar action has also been identified in
[103] (without the shape matching constraints) as the semiclassical limit of a simplex amplitude
built from coherent intertwiner states.
It would be helpful to analyze the area-angle Regge action [18], but with the shape matching
constraints removed or weakened. The first question would be to construct a well-defined action,
the second to determine the dynamics and the types of physical degrees of freedom. The main
questions are whether this action allows for a dynamics with curvature and how the non-metric
degrees of freedom propagate.
The present work shows that there might be a variety of models based on various geometric
variables that are related to Regge calculus and candidates for spin foam models. We have suggested
some ways in which to use these models to better understand the dynamics of spin foams, e.g. by
comparing the behavior of these models under Pachner moves. A systematic understanding of the
dynamics and kinematics of generalized geometries will not only help to understand the dynamics
of spin foam models, but also, if necessary, to improve these models.
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Appendix A: Curved simplex areas as functions of the dihedral angles
We use the drop vertex notation, where σ(k) is the tetrahedron obtained from the four-simplex
(ijklm) by dropping the vertex k and σ(kl) is the triangle obtained by dropping vertices k and l.
This triangle contains edges σ(ikl) and σ(jkl). Denote the 2D face angle between these two edges
by αij,kl, where the second index pair indicates the triangle σ(kl) and the first pair indicates the
vertices dropped to obtain each of the edges. Similarly, the 3D dihedral angle in tetrahedron σ(k)
between triangles σ(ik) and σ(jk) and hinged at the edge σ(ijk) is denoted φij,k. Finally, the 4D
dihedral angle between the tetrahedra σ(i) and σ(j) and hinged at σ(ij) is θij .
Because all of these angles are defined in the appropriate tangent space many of the properties
of flat simplices can be carried over to the spherical case. For example, by intersecting a small
enough neighborhood of the vertex m (contained in simplex (ijklm)) by a sphere, the spherical
cosine law yields
cosαij,kl =
cosφij,k + cosφil,k cosφjl,k
sinφil,k sinφjl,k
. (A1)
Carrying out the analogous argument in one higher dimension also yields
cosφij,k =
cos θij + cos θik cos θjk
sin θik sin θjk
. (A2)
Using these two results we can relate the 2D face angles and the 4D dihedral angles. First note
that all of these dihedral angles take values in the range θ ∈ [0, pi] and we can safely exchange
32
sin θ =
√
1− cos2 θ. Then after a little algebra, and briefly adopting the shorthand cos θ ≡ cθ, we
have
cαij,kl =
cθij + cθikcθjk + cθilcθjl − cθijc2θkl + cθilcθjkcθkl + cθjlcθikcθkl√
(1− c2θil − c2θik − c2θkl − 2cθilcθikcθkl)(1− c2θil − c2θik − c2θkl − 2cθilcθikcθkl)
.
(A3)
Combining this result with the spherical excess formula for the area of a triangle, At = α+β+γ−pi,
gives a general expression for At(θ
σ). With the appropriate change to the formula for the area, the
same results apply to a finite simplex in the hyperbolic case.
Appendix B: The Gram matrix and the derivatives of its determinant
Consider an n-simplex σ. It has (n+1) vertices vi, i ∈ {1 · · ·n+1} and (n+1) faces fi (defined
as the (n − 1)-simplex obtained by removing the vertex vi from the simplex σ), each face with a
corresponding volume Vi. Let nˆi be the outward unit normal to the face fi. Each pair of faces fi
and fj share a common hinge hij (the (n − 2)-simplex obtained by removing the vertices vi and
vj) and the angle between the unit normals nˆi and nˆj defines the dihedral angle at the hinge hij
cos θij = −〈nˆi, nˆj〉 , (B1)
where θij is the dihedral angle between the faces fi and fj . The Gram matrix is defined as the
symmetric matrix Gσ whose elements are given by
Gσij = − cos(θσij) , Gσii = 1.
Every closed flat simplex σ satisfies the closure constraint∑
i
Vi nˆi = 0 , (B2)
where Vi is the volume of the face fi. Using (B2), the Gram matrix has a null space given by the
vector with entries {Vi}, i.e.∑
j
GσijVj =
∑
j
〈nˆi, nˆj〉Vj =
∑
j
〈nˆi, Vj nˆj〉 = 0. (B3)
It follows that the Gram matrix is singular and det(Gσ) = 0. Any other null vector of Gσ is
proportional to Vi, therefore Vi is the only null vector for G
σ. For a non-degenerate simplex the
(n+ 1) vectors nˆi span an n-dimensional space, thus there are no further null vectors for the Gram
matrix in this case.
Using Jacobi’s formula for matrices, we can express the derivative of the determinant of the
Gram matrix in terms of its adjugate matrix adj(Gσ):
ddet(Gσ) = Tr (adj(Gσ) dGσ) , (B4)
and the second derivative is given by
dddet(Gσ) = Tr (dadj(Gσ) dGσ) + Tr (adj(Gσ) ddGσ) . (B5)
The adjugate matrix of any matrix A is defined as the transpose of the matrix of cofactors of A,
with the cofactor matrix given by Cij = (−1)i+j detA(ij) where A(ij) is the matrix A with the ith
row and jth column removed. The adjugate matrix satisfies the relation
adj(A)A = A adj(A) = det(A)I , (B6)
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where I is the identity matrix.
For the second derivative of the Gram matrix we thus need the derivative of the adjugate of the
Gram matrix. The usual trick of taking the derivative of equation (B6) does not help, as Gσ is not
invertible. We thus have to use the explicit definition of the adjugate in terms of the determinants
of sub-matrices and use again Jacobi’s formula
d(adj(Gσ))ij = (−1)i+jddetGσ(ji) = (−1)i+j Tr (adj(Gσ(ji)) dGσ(ji)) . (B7)
Following [104] we will now determine the structure of the adjugate ot the Gram matrix. As
noted above the Gram matrix for a non–degenerate simplex has exactly one null vector. For a
symmetric matrix A which has a unique null vector N , the adjugate is given by
adj(A)ij = C NiNj , (B8)
with C a constant that we will determine below.
Proof. Since A has only one null vector and det(A) = 0, the relation given in (B6) implies that
the image of adj(A) is contained in the kernel of A, which is given by N . Hence adj(A) has rank
1. As A and therefore adjA is symmetric we can conclude that adj(A)ij = C NiNj . 
By definition, the principal n minors of an (n+ 1)× (n+ 1) matrix A are given by the diagonal
elements of adj(A). If A has only one zero eigenvalue, then from the characteristic polynomial, the
product of non-zero eigenvalues equals the sum of the principal n minors of A
C
∑
i
NiNi =
∏
λi 6=0
λi. (B9)
For the Gram matrix the null vector is given by Ni = Vi and the adjugate is thus adj(G
σ) =
CViVj . The constant C is given by
C =
∏
λi 6=0 λi∑
k V
2
k
=
det(Gσij + ViVj)(∑
k V
2
k
)2 . (B10)
Therefore for the derivate of the Gram matrix is
ddet(Gσ) = 2C
∑
i<j
ViVj sin(θ
σ
ij)dθ
σ
ij = 2C
∑
i<j
n
n− 1 V Vijdθ
σ
ij (B11)
where we used the generalized law of sines (see e.g. [89, 105] for a derivation)
sin θij =
n
n− 1
VijV
ViVj
, (B12)
V is the volume of the simplex σ, and Vij is the volume of the hinge hij .
We thus have
∂ det(Gσ)
∂θij
= c′ Vij , c′ = 2
n
n− 1V
det(Gσij + ViVj)(∑
k V
2
k
)2 . (B13)
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Appendix C: Edge lengths from areas and dihedral angles of a tetrahedron
We derive a formula for the edge lengths of a tetrahedron expressed as a function of its four
triangle areas and any two of its dihedral angles along non-opposite edges. As was explained in
Appendix B, the Gram matrix has one null vector whose components are given by Vi. For a
tetrahedron this gives a set of four equations for the 3D dihedral angles φij∑
i 6=j
Vi cosφij − Vj = 0 (C1)
where Vi is the area of the triangle obtained from τ by dropping the vertex i. We can solve for
four of the dihedral angles as a function of the four areas and two of the dihedral angles.13 The
remaining two dihedral angles must be such that they are non-opposite. In general, for an n-
simplex, n+ 1 dihedral angles can be solved for and n of these must be the dihedral angles of the
n hinges of any face fi. As an example, for a tetrahedron τ with vertices (1, 2, 3, 4) one can solve
for the 3D (interior) dihedral angles φij
cosφ14 =
V1 − V2 cosφ12 − V3 cosφ13
V4
, (C2)
cosφ23 =
V 21 + V
2
2 + V
2
3 − V 24 − 2V1 (V2 cosφ12 + V3 cosφ13)
2V2V3
, (C3)
cosφ24 =
−V 21 + V 22 − V 23 + V 24 + 2V1V3 cosφ13
2V2V4
, (C4)
cosφ34 =
−V 21 − V 22 + V 23 + V 24 + 2V1V2 cosφ12
2V3V4
. (C5)
Heron’s formula gives the area of a triangle as a function of its edge lengths. For the triangle
τ(i),
Vi =
1
4
√∑
j,k 6=i
V 2ijV
2
ik − 2
∑
j 6=i
V 4ij , (C6)
where Vij is the length of the edge obtained by dropping the vertices i and j from τ . We shall also
make use of the generalized law of sines in three dimensions
Vij =
2
3
ViVj sinφij
V
, (C7)
with V the volume of the tetrahedron. Using the generalized law of sines and Heron’s formula,
Eqs. (C6) and (C7), one can compute the volume of the tetrahedron as a function of its four areas
and all 6 dihedral angles. The result is given by (N.B. sinφii = 0)
V =
1
3
4
√√√√√V 2i
∑
j,k
V 2j V
2
k sin
2 φij sin
2 φik − 2
∑
j
V 4j sin
4 φij
 . (C8)
Substituting this formula into the generalized law of sines, one obtains a formula for the edge
lengths of a tetrahedron as a function of its four areas and all its dihedral angles. Then, using the
13 One might wonder why the closure relations (C1), which constitute only 3 independent equations for a tetrahedron,
allow one to solve for 4 quantities. The reason is that the φij are also not independent; they satisfy detG
τ = 0.
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four solutions for the dihedral angles from (C2-C5), we get the edge lengths of the tetrahedron as
a function of the areas of the face triangles and two non-opposite dihedral angles.
As an example, we compute the edge length e(34) of the tetrahedron τ(1, 2, 3, 4) as a function
of the four areas and the dihedral angles φ12 and φ13. Using the short hand notation sinφij ≡ sφij ,
we have
V12 =
2
√
V1V2 sφ12(
2
[
V 22 V
2
3 sφ
2
12sφ
2
13 + V
2
2 V
2
4 sφ
2
12sφ
2
14 + V
2
3 V
2
4 sφ
2
13sφ
2
14
]− V 42 sφ412 − V 43 sφ413 − V 44 sφ414)1/4 ,
(C9)
where
sin2 φ14 = 1−
(
V1 − V2 cosφ12 − V3 cosφ13
V4
)2
. (C10)
[1] T. Regge, “General Relativity Without Coordinates,” Nuovo Cim. 19 (1961) 558.
[2] B. Bahr and B. Dittrich, “Improved and Perfect Actions in Discrete Gravity,” Phys. Rev. D 80 (2009)
124030 [arXiv:0907.4323 [gr-qc]].
[3] B. Bahr and B. Dittrich, “Regge calculus from a new angle,” New J. Phys. 12 (2010) 033010
[arXiv:0907.4325 [gr-qc]].
[4] V. Turaev and O. Viro, “State sum invariants of 3 manifolds and quantum 6j symbols”, Topology 31
865 (1992).
[5] L. Crane, L. H. Kauffman and D. N. Yetter, “State sum invariants of four manifolds. 1.,” hep-
th/9409167.
[6] S. Major and L. Smolin, “Quantum deformation of quantum gravity”, Nucl. Phys. B 473 (1996) 267,
arXiv:gr-qc/9512020.
[7] J. W. Barrett, “Geometrical measurements in three-dimensional quantum gravity,” Int. J. Mod. Phys.
A 18S2 (2003) 97 [gr-qc/0203018].
[8] M. Dupuis and F. Girelli, “Observables in Loop Quantum Gravity with a cosmological constant”,
Phys. Rev. D 90 (2014), [arXiv:1311.6841 [gr-qc]].
[9] V. Bonzom, M. Dupuis and F. Girelli, “Towards the Turaev-Viro amplitudes from a Hamiltonian
constraint,” Phys. Rev. D 90 (2014) no.10, 104038 [arXiv:1403.7121 [gr-qc]].
[10] H. M. Haggard, M. Han, W. Kaminski and A. Riello, “SL(2,C) Chern–Simons Theory, a non-Planar
Graph Operator, and 4D Loop Quantum Gravity with a Cosmological Constant: Semiclassical Ge-
ometry”, Nucl. Phys. B 900 (2015) 1, [arXiv:1412.7546 [hep-th]].
[11] H. M. Haggard, M. Han, and A. Riello, “Encoding Curved Tetrahedra in Face Holonomies: a
Phase Space of Shapes from Group-Valued Moment Maps” Annales Henri Poincare´ 17 (2016) 2001,
[arXiv:1506.03053 [math-ph]].
[12] H. M. Haggard, M. Han, W. Kaminski and A. Riello, “Four-dimensional Quantum Gravity with a
Cosmological Constant from Three-dimensional Holomorphic Blocks”, Phys Lett. B 752 (2016) 258,
[arXiv:1509.00458 [hep-th]]
[13] H. M. Haggard, M. Han, W. Kaminski and A. Riello, “SL(2,C) Chern-Simons Theory, Flat Connec-
tions, and Four-dimensional Quantum Geometry,” arXiv:1512.07690 [hep-th].
[14] B. Dittrich and M. Geiller, “Quantum gravity kinematics from extended TQFTs,” New J. Phys. 19
(2017) no.1, 013003 [arXiv:1604.05195 [hep-th]].
[15] B. Dittrich, “(3+1)-dimensional topological phases and self-dual quantum geometries encoded on
Heegaard surfaces,” JHEP 1705 (2017) 123 [arXiv:1701.02037 [hep-th]].
[16] C. Rovelli, “The Basis of the Ponzano-Regge-Turaev-Viro-Ooguri quantum gravity model in the loop
representation basis,” Phys. Rev. D 48, 2702 (1993) [hep-th/9304164].
[17] J. W. Barrett, M. Rocek and R. M. Williams, “A Note on area variables in Regge calculus,” Class.
Quant. Grav. 16 (1999) 1373 [gr-qc/9710056].
[18] B. Dittrich and S. Speziale, “Area-angle variables for general relativity,” New J. Phys. 10 (2008)
083006 [arXiv:0802.0864 [gr-qc]].
36
[19] J. Makela, “Variation of area variables in Regge calculus,” Class. Quant. Grav. 17 (2000) 4991 [gr-
qc/9801022]. J. Makela and R. M. Williams, “Constraints on area variables in Regge calculus,” Class.
Quant. Grav. 18 (2001) L43 [gr-qc/0011006].
[20] A. Ashtekar, “New Variables for Classical and Quantum Gravity,” Phys. Rev. Lett. 57 (1986) 2244.
[21] C. Rovelli and L. Smolin, “Discreteness of area and volume in quantum gravity,” Nucl. Phys. B 442
(1995) 593 Erratum: [Nucl. Phys. B 456 (1995) 753] [gr-qc/9411005].
[22] A. Ashtekar and J. Lewandowski, “Quantum theory of geometry. 1: Area operators,” Class. Quant.
Grav. 14 (1997) A55 [gr-qc/9602046]. A. Ashtekar and J. Lewandowski, “Quantum theory of geometry.
2. Volume operators,” Adv. Theor. Math. Phys. 1 (1998) 388 [gr-qc/9711031].
[23] B. Dittrich, “Diffeomorphism symmetry in quantum gravity models,” Adv. Sci. Lett. 2 151
[arXiv:0810.3594 [gr-qc]].
[24] B. Dittrich and J. P. Ryan, “Phase space descriptions for simplicial 4d geometries,” Class. Quant.
Grav. 28 (2011) 065006 [arXiv:0807.2806 [gr-qc]].
[25] B. Dittrich and P. A. Hohn, “From covariant to canonical formulations of discrete gravity,” Class.
Quant. Grav. 27 (2010) 155001 [arXiv:0912.1817 [gr-qc]]. B. Dittrich and P. A. Hohn, “Canonical
simplicial gravity,” Class. Quant. Grav. 29 (2012) 115009 [arXiv:1108.1974 [gr-qc]].
[26] B. Bahr and B. Dittrich, “(Broken) Gauge Symmetries and Constraints in Regge Calculus,” Class.
Quant. Grav. 26 (2009) 225011 [arXiv:0905.1670 [gr-qc]]. B. Bahr and B. Dittrich, “Breaking
and restoring of diffeomorphism symmetry in discrete gravity,” AIP Conf. Proc. 1196 (2009) 10
[arXiv:0909.5688 [gr-qc]].
[27] J. A. Zapata, “Topological lattice gravity using selfdual variables,” Class. Quant. Grav. 13 (1996)
2617 [gr-qc/9603030].
[28] T. Thiemann, “Quantum spin dynamics (QSD): 7. Symplectic structures and continuum lattice for-
mulations of gauge field theories,” Class. Quant. Grav. 18 (2001) 3293 [hep-th/0005232].
[29] B. Dittrich and M. Geiller, “Flux formulation of loop quantum gravity: Classical framework,” Class.
Quant. Grav. 32 (2015) no.13, 135016 doi:10.1088/0264-9381/32/13/135016 [arXiv:1412.3752 [gr-qc]].
[30] A. Ashtekar and J. Lewandowski, “Representation theory of analytic holonomy C* algebras,” gr-
qc/9311010. A. Ashtekar and J. Lewandowski, “Differential geometry on the space of connections via
graphs and projective limits,” J. Geom. Phys. 17 (1995) 191 [hep-th/9412073].
[31] B. Dittrich and M. Geiller, “A new vacuum for Loop Quantum Gravity,” Class. Quant. Grav. 32 (2015)
no.11, 112001 [arXiv:1401.6441 [gr-qc]]. B. Bahr, B. Dittrich and M. Geiller, “A new realization of
quantum geometry,” arXiv:1506.08571 [gr-qc].
[32] J. Lewandowski and H. Sahlmann, “Loop quantum gravity coupled to a scalar field,” Phys. Rev. D 93
(2016) no.2, 024042 [arXiv:1507.01149 [gr-qc]]. P. Drobiski and J. Lewandowski, “Continuum approach
to the BF vacuum: The U(1) case,” Phys. Rev. D 96 (2017) no.12, 126011 [arXiv:1705.09836 [gr-qc]].
[33] J. W. Barrett and L. Crane, “Relativistic spin networks and quantum gravity,” J. Math. Phys. 39
(1998) 3296 [gr-qc/9709028].
[34] E. R. Livine and S. Speziale, “A New spinfoam vertex for quantum gravity,” Phys. Rev. D 76 (2007)
084028 [arXiv:0705.0674 [gr-qc]].
[35] J. Engle, E. Livine, R. Pereira and C. Rovelli, “LQG vertex with finite Immirzi parameter,” Nucl.
Phys. B 799 (2008) 136 [arXiv:0711.0146 [gr-qc]].
[36] L. Freidel and K. Krasnov, “A New Spin Foam Model for 4d Gravity,” Class. Quant. Grav. 25 (2008)
125018 [arXiv:0708.1595 [gr-qc]].
[37] M. Dupuis and E. R. Livine, “Holomorphic Simplicity Constraints for 4d Spinfoam Models,” Class.
Quant. Grav. 28 (2011) 215022 [arXiv:1104.3683 [gr-qc]].
[38] A. Baratin and D. Oriti, “Group field theory and simplicial gravity path integrals: A model for
Holst-Plebanski gravity,” Phys. Rev. D 85 (2012) 044003 [arXiv:1111.5842 [hep-th]].
[39] J. W. Barrett and T. J. Foxon, “Semiclassical limits of simplicial quantum gravity,” Class. Quantum
Grav. 11 (1994) 543.
[40] F. Conrady and L. Freidel, “On the semiclassical limit of 4d spin foam models,” Phys. Rev. D 78
(2008) 104023.
[41] J. W. Barrett, R. J. Dowdall, W. J. Fairbairn, H. Gomes, F. Hellmann, “Asymptotic analysis of the
EPRL four-simplex amplitude,” J. Math. Phys. 50 (2009) 112504. [arXiv:0902.1170 [gr-qc]].
[42] J. W. Barrett, R. J. Dowdall, W. J. Fairbairn, F. Hellmann and R. Pereira, “Lorentzian spin foam
amplitudes: graphical calculus and asymptotics,” Class. Quant. Grav. 27 (2010) 165009.
37
[43] E. Bianchi and H. M. Haggard, “Discreteness of the volume of space from Bohr-Sommerfeld quantiza-
tion,” Phys. Rev. Lett. 107 (2011) 011301, [arXiv:1102.5439 [gr-qc]], E. Bianchi and H. M. Haggard,
“Bohr-Sommerfeld Quantization of Space,” Phys. Rev. D 86 (2012) 124010, [arXiv:1208.2228 [gr-qc]].
[44] M. Han and M. Zhang, “Asymptotics of spinfoam amplitude on simplicial manifold: Euclidean theory,”
Class. Quantum Grav. 29 (2012) 165004 [arXiv:1109.0500] M. Han and M. Zhang, “Asymptotics of
spinfoam amplitude on simplicial manifold: Lorentzian theory,” Class. Quantum Grav. 30 (2013)
165012 [arXiv:1109.0499]
[45] M. Han and T. Krajewski, “Path integral representation of Lorentzian spinfoam model, asymptotics,
and simplicial geometries,” Class. Quantum Grav. 31 (2014) 015009 [arXiv:1304.5626]
[46] M. Han, “On spinfoam models in large spin regime,” Class. Quantum Grav. 31 (2014) 015004
[arXiv:1304.5627], M. Han, “Semiclassical analysis of spinfoam models with a small Barbero-Immirzi
parameter,” Phys. Rev. D 88 (2013) 044051 [arXiv:1304.5628].
[47] E. Alesci and C. Rovelli, “The Complete LQG propagator. I. Difficulties with the Barrett-Crane
vertex,” Phys. Rev. D 76 (2007) 104012 [arXiv:0708.0883 [gr-qc]].
[48] A. Baratin and D. Oriti, “Quantum simplicial geometry in the group field theory formalism: recon-
sidering the Barrett-Crane model,” New J. Phys. 13 (2011) 125011 [arXiv:1108.1178 [gr-qc]].
[49] B. Dittrich and J. P. Ryan, “Simplicity in simplicial phase space,” Phys. Rev. D 82 (2010) 064026
[arXiv:1006.4295 [gr-qc]].
[50] S. Alexandrov, “The new vertices and canonical quantization,” Phys. Rev. D 82 (2010) 024024
[arXiv:1004.2260 [gr-qc]]. S. Alexandrov, “Degenerate Plebanski Sector and Spin Foam Quantization,”
Class. Quant. Grav. 29 (2012) 145018 [arXiv:1202.5039 [gr-qc]].
[51] M. Geiller and K. Noui, “Testing the imposition of the Spin Foam Simplicity Constraints,” Class.
Quant. Grav. 29 (2012) 135008 [arXiv:1112.1965 [gr-qc]].
[52] S. Alexandrov, M. Geiller and K. Noui, “Spin Foams and Canonical Quantization,” SIGMA 8 (2012)
055 [arXiv:1112.1961 [gr-qc]].
[53] B. Dittrich and J. P. Ryan, “On the role of the Barbero-Immirzi parameter in discrete quantum
gravity,” Class. Quant. Grav. 30 (2013) 095015 doi:10.1088/0264-9381/30/9/095015 [arXiv:1209.4892
[gr-qc]].
[54] M. Geiller and K. Noui, “A note on the Holst action, the time gauge, and the Barbero-Immirzi
parameter,” Gen. Rel. Grav. 45 (2013) 1733 doi:10.1007/s10714-013-1552-7 [arXiv:1212.5064 [gr-qc]].
[55] L. Freidel and S. Speziale, “Twisted geometries: A geometric parametrisation of SU(2) phase space,”
Phys. Rev. D 82 (2010) 084040 [arXiv:1001.2748 [gr-qc]].
[56] V. Bonzom, “From lattice BF gauge theory to area-angle Regge calculus,” Class. Quant. Grav. 26
(2009) 155020 [arXiv:0903.0267 [gr-qc]]. V. Bonzom, “Spin foam models for quantum gravity from
lattice path integrals,” Phys. Rev. D 80 (2009) 064028 [arXiv:0905.1501 [gr-qc]].
[57] L. Freidel and J. Ziprick, “Spinning geometry = Twisted geometry,” Class. Quant. Grav. 31 (2014)
no.4, 045007 [arXiv:1308.0040 [gr-qc]].
[58] L. Freidel and S. Speziale, “From twistors to twisted geometries,” Phys. Rev. D 82 (2010) 084041
doi:10.1103/PhysRevD.82.084041 [arXiv:1006.0199 [gr-qc]].
[59] E. R. Livine, S. Speziale and J. Tambornino, “Twistor Networks and Covariant Twisted Geometries,”
Phys. Rev. D 85 (2012) 064002 doi:10.1103/PhysRevD.85.064002 [arXiv:1108.0369 [gr-qc]].
[60] W. M. Wieland, “Twistorial phase space for complex Ashtekar variables,” Class. Quant. Grav. 29
(2012) 045007 [arXiv:1107.5002 [gr-qc]]. S. Speziale and W. M. Wieland, “The twistorial structure of
loop-gravity transition amplitudes,” Phys. Rev. D 86 (2012) 124023 [arXiv:1207.6348 [gr-qc]].
[61] A. Banburski, L. Chen, L. Freidel, and J. Hnybida, “Pachner moves in a 4d Riemannian holomorphic
Spin Foam model” Phys. Rev. D 92 (2015) 124014
[62] F. Anza and S. Speziale, “A note on the secondary simplicity constraints in loop quantum gravity,”
Class. Quant. Grav. 32 (2015) no.19, 195015 [arXiv:1409.0836 [gr-qc]].
[63] H. M. Haggard, C. Rovelli, W. Wieland and F. Vidotto, “Spin connection of twisted geometry,” Phys.
Rev. D 87 (2013) no.2, 024038 [arXiv:1211.2166 [gr-qc]].
[64] J. Barrett, “Refractive Graviational Waves and Quantum Fluctuations,” [gr-qc/0011051]
[65] C. Wainwright and R. M. Williams, “Area Regge calculus and discontinuous metrics,” Class. Quant.
Grav. 21 (2004) 4865 [gr-qc/0405031].
[66] Y. Neiman, “A look at area Regge calculus,” arXiv:1308.1012 [gr-qc].
[67] J. W. Barrett and C. M. Steele, “Asymptotics of relativistic spin networks,” Class. Quant. Grav. 20
38
(2003) 1341 [arXiv:0209023 [gr-qc]].
[68] J. W. Barrett, W. J. Fairbairn and F. Hellmann, “Quantum gravity asymptotics from the SU(2) 15j
symbol,” Int. J. Mod. Phys. A 25 (2010) 2897 [arXiv:0912.4907 [gr-qc]].
[69] P. Dona´, M. Fanizza, G. Sarno, and S. Speziale, “SU(2) graph invariants, Regge actions and poly-
topes,” Class. Quant. Grav. 35 (2018) 045011 [arXiv:1708.01727 [gr-qc]].
[70] F. P. Schuller and M. N. R. Wohlfarth, “Geometry of manifolds with area metric: multi-metric back-
grounds,” Nucl. Phys. B 747 (2006) 398 [hep-th/0508170]. R. Punzi, F. P. Schuller and M. N. R. Wohl-
farth, JHEP 0702 (2007) 030 [hep-th/0612141].
[71] M. Van Raamsdonk, “Building up spacetime with quantum entanglement,” Gen. Rel. Grav. 42 (2010)
2323 [Int. J. Mod. Phys. D 19 (2010) 2429] [arXiv:1005.3035 [hep-th]].
[72] N. Lashkari, M. B. McDermott and M. Van Raamsdonk, “Gravitational dynamics from entanglement
’thermodynamics’,” JHEP 1404 (2014) 195 [arXiv:1308.3716 [hep-th]].
[73] S. Ryu and T. Takayanagi, “Holographic derivation of entanglement entropy from AdS/CFT,” Phys.
Rev. Lett. 96 (2006) 181602 doi:10.1103/PhysRevLett.96.181602 [hep-th/0603001].
[74] M. Rocek and R. M. Williams, “Quantum Regge Calculus,” Phys. Lett. 104B (1981) 31. M. Rocek
and R. M. Williams, “The Quantization of Regge Calculus,” Z. Phys. C 21 (1984) 371.
[75] C. Di Bartolo, R. Gambini and J. Pullin, “Canonical quantization of constrained theories on discrete
space-time lattices,” Class. Quant. Grav. 19 (2002) 5275 [gr-qc/0205123]. R. Gambini and J. Pullin,
“Consistent discretization and canonical classical and quantum Regge calculus,” Int. J. Mod. Phys. D
15 (2006) 1699 [gr-qc/0511096].
[76] B. Dittrich, “How to construct diffeomorphism symmetry on the lattice,” PoS QGQGS 2011 (2011)
012 [arXiv:1201.3840 [gr-qc]]. B. Dittrich, “The continuum limit of loop quantum gravity - a framework
for solving the theory,” arXiv:1409.1450 [gr-qc].
[77] B. Bahr, B. Dittrich and S. He, “Coarse graining free theories with gauge symmetries: the linearized
case,” New J. Phys. 13 (2011) 045009 [arXiv:1011.3667 [gr-qc]].
[78] B. Bahr, B. Dittrich, F. Hellmann and W. Kaminski, “Holonomy Spin Foam Models: Definition and
Coarse Graining,” Phys. Rev. D 87 (2013) no.4, 044048 [arXiv:1208.3388 [gr-qc]].
[79] B. Dittrich, M. Martin-Benito and S. Steinhaus, “Quantum group spin nets: refinement limit and
relation to spin foams,” Phys. Rev. D 90 (2014) 024058 [arXiv:1312.0905 [gr-qc]].
[80] B. Bahr, “On background-independent renormalization of spin foam models,” Class. Quant. Grav. 34
(2017) no.7, 075001 [arXiv:1407.7746 [gr-qc]].
[81] B. Dittrich, S. Mizera and S. Steinhaus, “Decorated tensor network renormalization for lattice gauge
theories and spin foam models,” New J. Phys. 18 (2016) no.5, 053009 [arXiv:1409.2407 [gr-qc]].
[82] B. Dittrich, E. Schnetter, C. J. Seth and S. Steinhaus, “Coarse graining flow of spin foam intertwiners,”
Phys. Rev. D 94 (2016) no.12, 124050 [arXiv:1609.02429 [gr-qc]].
[83] C. Delcamp and B. Dittrich, “Towards a phase diagram for spin foams,” Class. Quant. Grav. 34
(2017) no.22, 225006 doi:10.1088/1361-6382/aa8f24 [arXiv:1612.04506 [gr-qc]].
[84] B. Bahr and S. Steinhaus, “Investigation of the Spinfoam Path integral with Quantum Cuboid Inter-
twiners,” Phys. Rev. D 93 (2016) no.10, 104029 [arXiv:1508.07961 [gr-qc]]. B. Bahr and S. Steinhaus,
“Numerical evidence for a phase transition in 4d spin foam quantum gravity,” Phys. Rev. Lett. 117
(2016) no.14, 141302 [arXiv:1605.07649 [gr-qc]]. B. Bahr and S. Steinhaus, “Hypercuboidal renor-
malization in spin foam quantum gravity,” Phys. Rev. D 95 (2017) no.12, 126006 [arXiv:1701.02311
[gr-qc]].
[85] J. B. Hartle and R. Sorkin, “Boundary Terms in the Action for the Regge Calculus,” Gen. Rel. Grav.
13 (1981) 541.
[86] L. Schla¨fli, “On the multiple integral
∫ n
dxdy . . . dz whose limits are p = a1x + b1y + · · · + h1z >
0, p2 > 0, . . . , pn > 0, and x
2 + y2 + · · ·+ z2 < 1”, Quart. J. Pure Appl. Math. 2 (1858) 269.
[87] H. M. Haggard, A. Hedeman, E. Kur, and R. G. Littlejohn, “Symplectic and semiclassical aspects of
the Schlfli identity,” J. Phys. A: Math. Theor. 48 (2015) 105203.
[88] J. W. Barrett, “First order Regge calculus,” Class. Quant. Grav. 11 (1994) 2723 [hep-th/9404124].
[89] B. Dittrich, L. Freidel and S. Speziale, “Linearized dynamics from the 4-simplex Regge action,” Phys.
Rev. D 76 (2007) 104020 [arXiv:0707.4513 [gr-qc]].
[90] A. Baratin and L. Freidel, “Hidden Quantum Gravity in 4-D Feynman diagrams: Emergence of spin
foams,” Class. Quant. Grav. 24 (2007) 2027 [hep-th/0611042].
[91] U. Pachner, “P.L. Homeomorphic Manifolds are Equivalent by Elementary Shellings,” Europ. J. Com-
39
binatorics 12 (1991), 129-145.
[92] J. W. Barrett, M. Galassi, W. A. Miller, R. D. Sorkin, P. A. Tuckey and R. M. Williams, “A Paralelliz-
able implicit evolution scheme for Regge calculus,” Int. J. Theor. Phys. 36 (1997) 815 [gr-qc/9411008].
[93] B. Dittrich and P. A. Hoehn, “Constraint analysis for variational discrete systems,” J. Math. Phys. 54
(2013) 093505 [arXiv:1303.4294 [math-ph]]. P. A. Hoehn, “Classification of constraints and degrees of
freedom for quadratic discrete actions,” J. Math. Phys. 55 (2014) 113506 [arXiv:1407.6641 [math-ph]].
[94] B. Dittrich, “Partial and complete observables for Hamiltonian constrained systems,” Gen. Rel. Grav.
39 (2007) 1891 doi:10.1007/s10714-007-0495-2 [gr-qc/0411013]. B. Dittrich and J. Tambornino, “A
Perturbative approach to Dirac observables and their space-time algebra,” Class. Quant. Grav. 24
(2007) 757 [gr-qc/0610060]. B. Dittrich and J. Tambornino, “Gauge invariant perturbations around
symmetry reduced sectors of general relativity: Applications to cosmology,” Class. Quant. Grav. 24
(2007) 4543 [gr-qc/0702093 [GR-QC]].
[95] H. W. Hamber and R. M. Williams, “Gauge invariance in simplicial gravity,” Nucl. Phys. B 487
(1997) 345 doi:10.1016/S0550-3213(97)87467-6 [hep-th/9607153].
[96] B. Bahr, B. Dittrich and S. Steinhaus, “Perfect discretization of reparametrization invariant path
integrals,” Phys. Rev. D 83 (2011) 105026 [arXiv:1101.4775 [gr-qc]].
[97] B. Dittrich, “From the discrete to the continuous: Towards a cylindrically consistent dynamics,” New
J. Phys. 14 (2012) 123004 [arXiv:1205.6127 [gr-qc]].
[98] V. Bonzom and B. Dittrich, “Dirac’s discrete hypersurface deformation algebras,” Class. Quant. Grav.
30 (2013) 205013 [arXiv:1304.5983 [gr-qc]].
[99] A. Riello, “Radiative corrections to the Lorentzian Engle-Pereira-Rovelli-Livine and Freidel-Krasnov
spinfoam graviton,” Phys. Rev. D 89 (2014) no.6, 064021 [arXiv:1310.2174 [gr-qc]].
[100] A. Riello, “Self-energy of the Lorentzian Engle-Pereira-Rovelli-Livine and Freidel-Krasnov model of
quantum gravity,” Phys. Rev. D 88 (2013) no.2, 024011 [arXiv:1302.1781 [gr-qc]].
[101] L. Q. Chen, “Bulk amplitude and degree of divergence in 4d spin foams,” Phys. Rev. D 94 (2016)
no.10, 104025 [arXiv:1602.01825 [gr-qc]].
[102] B. Dittrich and S. Steinhaus, “Path integral measure and triangulation independence in discrete
gravity,” Phys. Rev. D 85 (2012) 044032 [arXiv:1110.6866 [gr-qc]]. B. Dittrich, W. Kaminski and
S. Steinhaus, “Discretization independence implies non-locality in 4D discrete quantum gravity,” Class.
Quant. Grav. 31 (2014) no.24, 245009 [arXiv:1404.5288 [gr-qc]].
[103] L. Freidel and J. Hnybida, “A Discrete and Coherent Basis of Intertwiners,” Class. Quant. Grav. 31
(2014) 015019 [arXiv:1305.3326 [math-ph]].
[104] I. Rivin, “A multidimensional Law of Sines,” [arXiv:math/0211261].
[105] S.L. Kokkendorff, “Polar Duality and the Generalized Law of Sines,” Journal of Geometry, 86 (2007)
140.
