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Abstract
Many applied problems, like transport processes in porous media or ferromagnetism in com-
posite materials, can be modeled by partial differential equations (PDEs) with heterogeneous
coefficients that rapidly vary at small scales. To capture the effective behavior at a scale of
interest, standard numerical methods like the finite element method (FEM) however need
to resolve the finest scale of the problem (scale resolution) and thus are prohibitively costly.
Numerical homogenization methods based on effective models are an efficient alternative as
they require scale resolution only in a small portion of the computational domain.
In this thesis, we introduce numerical homogenization methods developed in the framework
of heterogeneous multiscale methods (HMM) for two different classes of multiscale PDEs.
In the first part, we consider linear parabolic advection-diffusion problems with highly os-
cillating data, large Péclet number and compressible velocity fields. We use a discontinuous
Galerkin finite element method (DG-FEM) for the spatial discretization of an effective equa-
tion whose data is estimated from finite element simulations in microscopic domains. The
numerical upscaling strategy appropriately models the effects of the highly oscillating velocity
field on the effective diffusion (enhanced or depleted diffusion). Thanks to the favorable
stability properties of DG-FEM, robust a priori error estimates with explicit convergence rates
for the macro and micro spatial discretization errors can be shown.
In the second part, we propose numerical homogenization methods for nonlinear monotone
multiscale problems. For parabolic problems, we first combine the backward Euler method
in time with a finite element heterogeneous multiscale method (FE-HMM) in space, which
couples macro and micro FEMs. We prove convergence of the method in the general Lp (W 1,p )
setting and provide fully discrete space-time a priori error estimates for p = 2. The upscaling
procedure however is based on nonlinear micro sampling problems, which can be compu-
tationally expensive. As a remedy, we propose a linearized method, which is only based on
linear micro problems and is much more efficient as it avoids Newton iterations. We prove
stability and optimal convergence rates of the linearized scheme in the classical L2(H 1) setting.
Further, for elliptic problems, we extend the FE-HMM (based on nonlinear micro problems)
to high order macro and micro FEMs and present fully discrete a priori error estimates.
Key words: Numerical homogenization method, advection-diffusion problem, nonlinear
monotone problem, discontinuous Galerkin method, finite elements, fully discrete error.
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Résumé
De nombreux problèmes scientifiques, comme le transport dans des milieux poreux ou le
ferromagnétisme dans des matériaux composites, ont un modèle sous forme d’équations aux
dérivées partielles (EDPs) avec des coefficients hétérogènes fortement oscillants à de multiple
échelles. Afin de bien approximer le comportement effectif à une échelle macroscopique, les
méthodes numériques classiques comme la méthode d’éléments finis (FEM) nécessitent une
résolution de l’échelle la plus fine du problème ce qui engendre des coûts prohibitifs. Les
méthodes d’homogénéisation numérique basées sur des modèles effectifs sont une alternative
efficace car la structure fine n’est résolue que dans une petite partie du domaine.
Dans cette thèse, nous introduisons des méthodes d’homogénéisation numérique suivant les
principes des méthodes multi-échelles hétérogènes (HMM) pour deux types d’EDPs.
Dans la première partie, nous étudions des problèmes paraboliques linéaires d’advection-
diffusion à grand nombre de Péclet avec des données fortement oscillantes et des flux com-
pressibles. Nous appliquons une méthode de Galerkin discontinue (DG-FEM) pour discrétiser
une équation effective dont les coefficients sont approximés par des simulations FEM dans
des micro-cellules. La stratégie multi-échelle est en mesure de modéliser correctement les
effets du flux hétérogène sur la diffusion effective. Utilisant la stabilité favorable de DG-FEM,
une analyse d’erreur globale robuste avec des ordres de convergence pour les erreurs macro et
micro en espace est donnée.
Dans la deuxième partie, nous proposons des méthodes d’homogénéisation numérique pour
des problèmes multi-échelles avec une non-linéarité monotone. Pour des problèmes parabo-
liques, nous combinons la méthode d’Euler implicite en temps à une méthode d’éléments
finis hétérogène multi-échelles (FE-HMM) en espace qui couple macro et micro FEMs. Nous
prouvons la convergence de la méthode dans le cadre général Lp (W 1,p ) et donnons des esti-
mations de l’erreur globale en espace et temps pour p = 2. Cependant les coûts de la méthode
peuvent s’avérer élevés à cause des simulations non-linéaires à l’échelle fine. Afin d’éviter les
itérations de Newton, nous proposons une méthode linéarisée plus efficace qui n’est basée
que sur des micro-simulations linéaires. Pour des problèmes élliptiques, nous formulons la
méthode FE-HMM (basée sur des micro-problèmes non-linéaires) avec des élements finis
d’ordre élevé et nous prouvons des estimations d’erreur globale.
Mots clefs : Homogénéisation numérique, problème d’advection-diffusion, problème non-
linéaire monotone, méthode de Galerkin discontinue, éléments finis, analyse d’erreur globale.
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Notation
Functional spaces.
C k (D) k-times continuously differentiable functions g : D →R, D ⊂Rd ;
C∞per (Y ) subset of C∞(Rd ) of periodic functions in Y = (0,1)d ;
Sobolev spaces for 1≤ p ≤∞.
W k,p (Ω) usual Sobolev space on Ω⊂Rd with k ∈N, 1≤ p ≤∞,
norm and seminorm denoted by ‖·‖W k,p (Ω) and |·|W k,p (Ω), resp.;
p ′ dual exponent p ′ = p/(p−1),
with convention p ′ =∞ if p = 1, p ′ = 1 if p =∞;
W 1,p0 (Ω) subspace of W
1,p (Ω) with vanishing trace on the boundary ∂Ω;
(W 1,p0 (Ω))
′ dual space of W 1,p0 (Ω),
dual pairing on (W 1,p0 (Ω))
′×W 1,p0 (Ω) written as 〈·, ·〉;
W k,pper (Y ) closure of C
∞
per (Y ) for the W
k,p (Y ) norm,
analogously defined for cuboids Ω⊂Rd ;
W
1,p
per (Y ) defined as W
1,p
per (Y )= {v ∈W 1,pper (Y ) |
∫
Y v(y)d y = 0};
Sobolev spaces for p = 2.
H k (Ω) Sobolev space W k,p (Ω) on Ω⊂Rd with p = 2;
H 10 (Ω) subspace of H
1(Ω) with vanishing trace on the boundary ∂Ω;
H−1(Ω) dual space of H 10 (Ω);
H kper (Y ) closure of C
∞
per (Y ) for the H
k (Y ) norm;
H 1per (Y ) defined as {v ∈H 1per (Y ) |
∫
Y v(y)d y = 0};
H 1(div,Ω) defined as {v ∈ (L2(Ω))d | div v ∈ L2(Ω)};
H k (TH ) broken Sobolev space H k (TH )= {v ∈ L2(Ω) |v ∈H k (K ), ∀K ∈TH }
for a partitionTH of Ω;
Functional spaces on Banach spaces (X ,‖ ·‖X ).
∂t g (t ) time derivative of g : [0,T ]→ X ;
C 0([0,T ], X ) space of continuous functions g : [0,T ]→ X ,
with norm defined as ‖g‖C 0([0,T ],X ) = supt∈[0,T ] ‖g (t )‖X ;
Lp (0,T ; X ) space of Lp functions g : [0,T ]→ X ,
with norm defined as ‖g‖Lp (0,T ;X ) = (
∫ T
0 ‖g (t )‖pX d t )1/p .
xi
Notation
Vectors and matrices.
ai j coefficients of matrix a ∈Rd×d , i.e., a = (ai j )1≤i , j≤d ;
‖a‖F Frobenius norm
√∑
i , j
∣∣ai j ∣∣2 for matrix a ∈Rd×d ;
I d identity matrix in Rd×d ;
|b| Euclidean norm for vector b ∈Rd ;
ei vectors of the canonical basis of Rd for i = 1, . . . ,d .
Miscellaneous.
d spatial dimension;
Ω spatial domain Ω⊂Rd ;
Y d-dimensional unit cube (0,1)d ;
[0,T ] finite time interval with T ∈R>0;
a.e. abbreviation for “almost everywhere”;
C generic constant C > 0 whose value can change at any occurrence;∫
Γ
∫
Γ =
∑
e∈E
∫
e , where E is a set of (d −1)-dimensional interfaces;
v normal jump for v ∈H 1(TH ) on a (d −1)-dimensional face;
{v} average of traces for v ∈H 1(TH ) on a (d −1)-dimensional face.
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1 Introduction
“In fact, it is not an easy task to think of a situation that does not involve multiscale charac-
teristics.” As stated by Weinan E in [78, p. 1], a leading expert in multiscale modeling and
multiscale methods, problems involving multiple scales are ubiquitous. Be it the sheets of
paper, on which this thesis is printed, which appear to a reader as a homogeneous white mate-
rial, but where a closer look using microscopes reveals that they are a mixture (at length scale
of molecules) of different materials like cellulose. Be it the human brain with its huge number
of neurons that form on one hand local clusters, but on the other hand partly communicate as
well with neurons that are not close neighbors. Or be it a swarm of birds, looking like a cloud
with changing shape from the far, but which in fact consists of many individual birds, each
acting autonomously.
In all those three examples, i.e., “sheet of paper”, “human brain” and “swarm of birds”, multiple
length scales are involved. In particular, the response of the systems to an external force (acting
on the entire system) emerges from the arrangement and the properties of their small building
blocks. Expressed in the terminology of multiscale modeling, we say that the macroscopic (or
effective) properties of the systems at the scale of interest are governed by the properties of
their constituents at the microscopic scale.
Suppose for instance that the behavior of the building blocks and their interactions can
be modeled appropriately, i.e., a full microscopic model is available. Then, on one hand,
describing the evolution of the system with all its microscopic details is theoretically possible.
However, numerical approximations are required in practice and solving the full microscopic
model numerically is in general computationally very expensive (or not feasible even on the
world’s most powerful computers) as a huge number of microscopic entities is involved, e.g.,
atoms in a sheet of paper, neurons in human brain or birds in a swarm. On the other hand, in
many applications, one is interested in the effective behavior at a scale of interest rather than
the tiny microscopic details, e.g., one asks “How does the form of the swarm of birds change
when a predator shows up?” rather than “How do the exact locations of each individual bird
in the swarm evolve when a predator shows up?”. Hence, methods that are able to predict
effective properties without resolving all the multiscale features are needed.
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In this thesis, we consider multiscale problems modeled as partial differential equations (PDE)
with highly heterogeneous coefficients varying at multiple length scales. We focus on parabolic
advection-diffusion and nonlinear monotone parabolic problems, which we now illustrate.
Advection-diffusion problems. Let c denote the concentration of an entity immersed in a
gas or dissolved in a fluid, e.g., aerosols in the atmosphere, pollutants in the ground water
or plastic particles in the oceans, see [132, 149]. The entity is typically transported by the
processes of molecular diffusion and advection through the flow describing the movement of
the surrounding material. In this thesis, we consider transport processes with flows, which are
highly heterogeneous and not necessarily incompressible, but we assume that the flows do
not depend on the concentration c, i.e., the dissolved entity is a passive tracer.
The effect of the variations of the flow at micro scale onto the macroscopic behavior of the
concentration c are manifold. In Figure 1.1, we compare the evolution of the concentration
c(x, t) on a large domain (modeled by periodic boundary conditions) starting from a given
initial distribution c(x,0) at time t = 0. We study three different scenarios having all the same
diffusion coefficient, but each a different flow.
c(
x
,t
)
t = 0 t = 0.25 t = 0.5 t = 0.75 t = 1
0.2
0.4
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0.8
(a) Constant flow b(x)= (1,1)T .
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x
,t
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(b) Flow b(x)= (1,1)T +bi c (x) with periodically oscillating, incompressible bi c (x).
c(
x
,t
)
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0.2
0.4
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0.8
(c) Flow b(x)= (1,1)T +bc (x) with periodically oscillating, compressible bc .
Figure 1.1: The effects of rapid variations of the advective flow onto the evolution of a concen-
tration c(x, t) in space x and time t . Identical constant diffusion and initial condition in all
three scenarios (a)–(c). Flow b(x) different in each (a)–(c).
First, in Figure 1.1.(a), we depict the spreading of the dissolved quantity for a constant flow,
i.e., for a flow without variations at micro scale. Second, in Figure 1.1.(b) and (c), we add to the
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constant flow from Figure 1.1.(a) an incompressible and compressible flow, respectively, with
purely periodic microscopic behavior (20 periods in each spatial dimension) and zero arith-
metic mean over one periodicity cell. We observe that the incompressible flow in Figure 1.1.(b)
enhances the diffusion compared to the pure molecular diffusion, while the compressible
flow in Figure 1.1.(c) yields a drastically reduced effective diffusion. Further, the compressible
flow in Figure 1.1.(c) yields a macroscopic drift, which is different from the arithmetic mean of
the total flow, while the incompressible flow in Figure 1.1.(b) does not alter the effective flow
observed for the constant flow in Figure 1.1.(a).
To correctly capture the effects of the variations of the flow at microscopic scale onto the
evolution of the concentration on the scale of interest, numerical discretizations in space
by the classical finite element methods have to resolve the small periodicity cells of the flow.
While this is feasible in terms of computational cost for the academic test problem with
periodicity cells of size ε= 1/20 considered in Figure 1.1, in realistic applications the length
scale ε of the rapid fluctuations can be several magnitude larger than the scale of interest, i.e.,
ε¿ 1. Thus, efficient methods are needed, which are able to capture “relevant” behavior of
the concentration at much lower computational cost. Clearly, the term “relevant” is highly
problem dependent. However, in many applied problems, “relevant” behavior means effective
behavior, in the sense, that microscopic oscillations of the solution are not of interest.
In Chapter 4, we propose a numerical method, which efficiently captures the effective behavior
of the concentration c . In Section 4.5, we perform various numerical tests, which confirm that
our method is able to reproduce the effects observed in Figure 1.1.
Nonlinear monotone problems. Changing the voltage of an alternating current is a funda-
mental process to transport electrical energy over long distances, e.g., from the producing
power station to the consumer. In Switzerland, the high voltage power lines operate at a
voltage of 380kV, while the traditional household aids like vacuum cleaner or toaster run at
230V. Thus, before arriving at the consumer, power transformers are used to reduce the voltage
from 380kV to 230V in several stages.
In power transformers, electrical energy is transmitted between two electrical circuits by
magnetic induction. To reduce energy losses when transforming the voltage, efficient power
transformers are needed. An important aspect is the design of the transformer core, for which
iron cores (with specialized iron or steel) are widely used due to the high permeability of iron.
However, if using pure iron cores, large eddy currents form within the cores and lead to drastic
energy losses. A remedy is to use laminated iron cores, where the core consists of thin layers of
iron separated by an insulating layer, see Figure 1.2.(a).
To test the energy efficiency of possible configurations of transformer cores during a prepro-
duction phase, numerical simulations can be used, e.g., see [141, 142]. Unfortunately, standard
numerical methods like the finite element method are computationally expensive as the thin
insulation layers can be several magnitudes smaller than the entire core, i.e., the problem
involves multiple length scales, and as the magnetic permeability of ferromagnetic materials
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insulation layer
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(a) Model of power transformer. Electrical circuits
(blue,red) wound around laminated core (gray)
consisting of thin layers of iron and insulation.
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(b) Constitutive laws for iron (solid lines) and in-
sulation (dashed line). Models used in [141, 142].
Figure 1.2: Layered material with nonlinear constitutive laws used in electromagnetics.
like iron is non-constant, i.e., they have nonlinear constitutive laws. For many engineering
decisions, one is however primarily interested in quantities of interest at a global scale, e.g.,
energy loss caused by the transformer, rather than the exact details of the fine fluctuations of
the magnetic field within the laminated core.
In Part II we introduce a numerical method, which efficiently deals with the rapid variations
and the nonlinearity present in such problems, and we solve in Section 8.5 a problem with the
laminated iron core described in Figure 1.2.
Numerical homogenization methods. Various approaches have been developed to solve
PDEs with highly heterogeneous data, see [9] for a recent review article and Section 2.3 for a
brief survey.
In this thesis, we develop numerical methods for multiscale PDEs belonging to the class of
homogenization problems. Thus, we assume that the solutions uε to the full finescale problem
L ε(uε)= f , whereL ε is a differential operator with data varying at a small scale ε, converge
as ε→ 0 towards a limit u0 characterized as the solution of a homogenized (or effective)
problemL 0(u0)= f . Deriving such limiting equations is the topic of homogenization theory.
Observe, that the differential operatorL 0 is independent of the small scale ε and standard
numerical methods can be used to solve the homogenized equation. However, the operator
L 0 is generally not known explicitly and numerical homogenization ofL ε(uε) is needed.
Heterogeneous multiscale methods. The numerical homogenization methods proposed in
this thesis are developed in the framework of the heterogeneous multiscale methods (HMM)
introduced by E and Engquist in [79], which offer a general strategy to systematically derive
numerical methods for multiscale problems, see [80, 17] for reviews of HMM. We illustrate
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the methodology of HMM for the generic problem L ε(uε) = f considered in the previous
paragraph.
Step 1 of HMM design. As a prerequisite, an effective model associated toL ε(uε)= f has to be
identified. For the considered problem, homogenization theory suggests to useL 0(u0)= f .
Then, based on all the information available onL 0, a suitable numerical method – the macro
solver – is chosen to solve L 0(u0) = f . In the context of homogenization problems, it is
generally known if the operatorL 0 is linear or nonlinear, an elliptic or parabolic or hyperbolic
operator, a diffusion or advection-diffusion operator. Ignoring the fact that the coefficients
involved inL 0 are unknown, a numerical method for the effective problemL 0(u0)= f thus
can be formulated.
Step 2 of HMM design. Unknown macro data involved in L 0 are estimated where needed,
i.e., at macro positions and macro states required in the macro solver. This is achieved by
sampling the microscopic information ofL ε by solving numerically – using a micro solver –
local micro problems constrained by the macroscopic state. Finally, the macroscopic data is
extracted from the microscopic simulations using appropriate averaging.
On macro and micro levels, standard numerical methods can be used as solver. In this
thesis, we opt for finite element methods. Heterogeneous multiscale methods using finite
element methods as macro and micro solvers (FE-HMM) have already been developed for
various types of multiscale PDEs, see [6, 7, 17] for reviews. We refer to [79, 30, 81] for elliptic
diffusion problems, to [137, 31] for parabolic diffusion problems, to [19, 20] for wave problems,
to [81, 34] for nonlinear nonmonotone elliptic problems and to [15] for Stokes problems.
Further, HMMs provide intrinsic flexibility to use different types of solvers on macro and
micro scales. For elliptic diffusion equations, we mention for instance HMM using finite
difference methods [16], using spectral methods as micro solver [18] or using a discontinuous
Galerkin finite element method as macro solver [5, 8]. In other contributions a posteriori
error estimates and reduced order modeling techniques have been introduced for FE-HMM,
see [144, 29, 143] and [12, 46], respectively.
Main contributions. In this thesis we design and analyze novel numerical homogenization
methods developed in the framework of HMM for two type of multiscale PDEs. In what follows
we outline the content of this thesis and highlight the main contributions.
In Part I, we consider advection-diffusion problems with highly heterogeneous data.
After providing in Chapter 2 a general introduction to homogenization theory, to different
approaches for numerical multiscale methods and to heterogeneous multiscale methods
(HMM) based on finite elements, we extend in Chapter 3 the discontinuous Galerkin finite
element heterogeneous multiscale method (DG-HMM) introduced in [5, 8] for pure diffusion
problems to elliptic advection-diffusion problems. As main results we show stability of the
method (inf-sup condition) and fully discrete a priori error estimates (accounting for macro
and micro spatial errors) in both diffusion and advection dominated regimes. To derive the
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stability result, we assume only a relaxed coercivity condition for the homogenized velocity
field and we have to control the variational crimes due to numerical quadrature and numerical
upscaling. While the considered model has a limited relevance for practical problems, the
Chapter 3 serves as a preliminary step for the multiscale method introduced in Chapter 4.
In Chapter 4 we introduce a space-discrete numerical homogenization method for parabolic
advection-diffusion problems, which have general flows (compressible or incompressible)
and are highly advection dominated. Our method has good stability properties as it is based
on a discontinuous Galerkin finite element method on the macroscopic scale in space and the
method is capable to correctly estimate the influence of the rapidly varying advection onto
the effective diffusion process (enhancement or depletion). The numerically upscaled data
is obtained by sampling the transport process at micro scale by solving indefinite advection-
diffusion problems within microscopic cells. For periodic data – the setting in which homoge-
nization results exist – we derive optimal a priori error estimates for spatial macro and micro
errors, which are robust with respect to the Péclet number of size O (ε−1) (with ε denoting the
smallest scale in the problem). Compared to the multiscale methods available in literature, our
method can be applied to problems with compressible flows (incompressibility of the flows is
assumed in [2, 104, 146]), is formulated in the physical variables (rapidly moving coordinates
are used instead in [104]) and the derived a priori error estimates do not deteriorate as ε→ 0
(compared to [146]).
In Part II, we develop multiscale methods for nonlinear monotone problems with rapidly
varying coefficients.
In Chapter 6, we consider parabolic and elliptic nonlinear monotone problems in the classical
H 1 setting. First, we couple an FE-HMM (based on nonlinear sampling problems) for numer-
ical upscaling in space with the implicit Euler scheme in time to solve parabolic nonlinear
monotone problems. We prove existence, uniqueness and boundedness of the numerical
solution and derive optimal a priori error estimates in the L2(H 1) and C 0(L2) norms with
explicit convergence rates with respect to the spatial macro and micro mesh sizes as well as
the time step size. In particular, we prove sharp quadratic convergence rates for the micro
error originating from micro FEM (this result was only known for linear micro problems, e.g.,
see [3, 34]) and introduce a new linear elliptic projection to obtain optimal macro convergence
rates in theC 0(L2) norm. Compared to [70] our bounds for the spatial macro error are optimal
for macro FEM with piecewise affine trial and test functions (P 1-FEM) and does not rely on
weighted norm techniques for nonlinear problems as in [72].
In Chapter 6 we further formulate FE-HMM based on macro and micro FEMs of general
polynomial order l for elliptic monotone problems and derive fully discrete a priori error
estimates. Note that in contrast to [97] we do not assume that our problems can be rewritten
as minimization problems. As a key ingredient for the error analysis of the FE-HMM, we first
derive optimal convergence rates for standard FEM with or without numerical quadrature
applied to elliptic nonlinear monotone problems. First, optimal convergence rates in the L2
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norm for FEM without quadrature are obtained by using a linear elliptic projection. They
are valid for spatial dimension d ≤ 3 (in contrast to [168], where d = 2), are optimal for any
polynomial degree l (the bounds in [70] are non-optimal for small l ) and do not use weighted
norm techniques for nonlinear problems (compared to [95]). Second, the effect of quadrature
formulas in FEM is estimated for general l (note that l = 1 in [94]).
In Chapter 7, we define a linearized numerical homogenization method for parabolic non-
linear monotone problems. Compared to the method introduced in Chapter 6, we combine
the FE-HMM in space with a new linearized time integrator, which allows to linearize the
equations at macro and micro scales at once (in contrast, classical linearized time integrators
like Rosenbrock or W -methods, e.g., see [101], would only linearize the macro equation). We
prove stability of the linearized scheme and present fully discrete a priori error estimates, for
which, in particular, the linearization error has to be bounded carefully.
Finally, in Chapter 8, we analyze the FE-HMM in space coupled with the implicit Euler method
in time for parabolic nonlinear monotone problems in the general W 1,p setting (the method is
analyzed for p = 2 in Chapter 6). Compared to the multiscale methods proposed in [161, 85]
we consider a larger class of homogenization problems. Taking into account the errors due to
time discretization, numerical quadrature as well as macro and micro spatial discretizations,
we prove convergence of the numerical solution towards the weak homogenized solution.
In both Parts I and II, we provide numerous numerical tests, which corroborate the theoretical
results and illustrate the applicability of our methods for applied problems. We conclude
the two parts in Chapter 5 and Chapter 9, respectively, by discussing perspectives for future
research.
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Part IDiscontinuous Galerkin multiscale
methods for advection-diffusion
multiscale PDEs
9

In this part of the thesis, we develop a numerical homogenization method for the parabolic
advection-diffusion multiscale problems
∂t u
ε−div(aε(x)∇uε)+bε(x) ·∇uε = f , (1.1)
where the diffusion tensors aε and the velocity fields bε have highly heterogeneous coefficients
varying at a small scale ε, where the flow bε is possibly compressible and scales as O (ε−1), i.e.,
the problem is strongly advection dominated. Hence, there are two major issues when using
the standard finite element method for space discretization. First, to correctly capture the
effective behavior of uε, the small scale ε of the data heterogeneities has to be resolved by the
spatial mesh, which is computationally expensive. Second, the method typically has poor
stability properties due to the dominating advection term.
Outline of Part I. The Part I is organized as follows.
In Chapter 2, we consider the elliptic diffusion model problem −div(aε(x)∇uε)= f and give
an introduction to heterogeneous multiscale methods coupling finite element methods on
macro and micro scales. We therefore first discuss classical homogenization results, recall the
standard finite element method (FEM) as well as the discontinuous Galerkin finite element
method (DG-FEM) and provide an overview of different approaches to design multiscale
methods. We then define the finite element heterogeneous multiscale method (FE-HMM) as
well as its variant the DG-HMM (using DG-FEM instead of FEM as macro solver) and review
their a priori error analysis.
As preliminary step towards a multiscale method for the parabolic problem (1.1), we introduce
in Chapter 3 a DG-HMM for elliptic advection-diffusion problems of the type−div(aε(x)∇uε)+
bε(x) ·∇uε = f , where the data aε,bε are highly oscillating, but the advection bε(x) only scales
like O (1) and instead of O (ε−1) as in (1.1). While in this setting, the effective diffusion in the
homogenization limit does not depend on the advection – a rather nonphysical behavior – the
stability and error analysis of the proposed method already shares many difficulties that we
will encounter later on in Chapter 4 for the parabolic problem (1.1).
In Chapter 4, we propose a space-discrete numerical homogenization method using DG-FEM
at the macroscopic scale for the parabolic advection-diffusion problem. Compared to the
DG-HMM studied in Chapter 3, a new micro sampling strategy is introduced to account for
the effects of the variations of the advective terms at micro scale. For periodic data, we prove
a priori error estimates with optimal convergence rates for both macro and micro spatial
discretization errors, which are robust with respect to the magnitude O (ε−1) of the advection.
We further present numerical results for non-periodic data.
Publications. The Chapter 3 about DG-HMM for elliptic advection-diffusion problems is
based on [A. Abdulle, M. E. Huber, Numer. Math. 126 (2014)] and the Chapter 4 about the
numerical homogenization method for parabolic advection-diffusion problems is based on [A.
Abdulle, M. E. Huber, Preprint (2015)].
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2 Heterogeneous multiscale methods
(HMM) for elliptic diffusion problems
In this chapter, we review the heterogeneous multiscale methods (HMM) based on finite
element methods and relate them to other multiscale methods. As model problem we choose
an elliptic diffusion multiscale equation.
In Sections 2.1 and 2.2 we provide the building blocks for the HMMs considered in this
thesis. First, in Section 2.1, we summarize the homogenization results for the elliptic model
problem. Second, in Section 2.2, we recall the standard finite element method (FEM) and the
discontinuous Galerkin finite element method (DG-FEM) for singlescale diffusion equations
and discuss their a priori error analysis. After a short overview of different approaches for
multiscale methods given in Section 2.3, we then define in Section 2.4 the HMMs based on
FEM or DG-FEM and review in Section 2.5 their fully discrete a priori error estimates. Finally,
we illustrate the convergence rates of the HMMs by numerical tests in Section 2.6.
Model problem. We consider the multiscale model problem
−div(aε(x)∇uε)= f , in Ω,
uε = 0, on ∂Ω,
(2.1)
on a convex polygonal domain Ω ⊂ Rd (1 ≤ d ≤ 3) with source f ∈ L2(Ω) and a family of
diffusion tensors aε ∈ (L∞(Ω))d×d . The index ε> 0 is used to indicate a small scale at which
the data aε vary rapidly. We assume that
aε(x)ξ ·ξ≥λ|ξ|2, ∣∣aε(x)ξ∣∣≤Λ|ξ|, ∀ξ ∈Rd , a.e. x ∈Ω, ε> 0, (2.2)
with constants 0<λ≤Λ independent of ε, i.e., aε is uniformly elliptic and bounded.
Recall that the weak solution uε to the model problem (2.1) is given by the variational problem,
e.g., see [91]: find uε ∈H 10 (Ω) such that∫
Ω
aε(x)∇uε ·∇w d x =
∫
Ω
f w d x, ∀w ∈H 10 (Ω). (2.3)
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Existence and uniqueness of uε is obtained using the Lax-Milgram theorem and the solutions
uε satisfy the bound ∥∥∇uε∥∥L2(Ω) ≤λ−1∥∥ f ∥∥H−1(Ω), (2.4)
where λ is the ellipticity constant from (2.2). Hence, the solutions uε are uniformly bounded
in H 10 (Ω) with respect to ε.
2.1 Basic results from homogenization theory
The aim of homogenization theory is to study the behavior of the solutions uε to the prob-
lem (2.1) in the limit as ε→ 0, see [65, 51, 122] for general references. Important questions are
convergence of the sequence of solutions uε and the characterization of their limit.
Remark. Note that already the uniform bound (2.4) ensures the existence of a weakly conver-
gent subsequence of {uε}. Furthermore, due to the compactness of the embedding H 1(Ω) ,→
L2(Ω) there exists a subsequence, which additionally converges strongly in L2(Ω).
To study the convergence of the differential operators −div(aε∇·) for ε→ 0, the concepts
of G- and H-convergence have been introduced by De Giorgi, Spagnolo, Murat and Tartar,
see [69, 138]. In this framework the following general compactness results can be proved: If
the family of tensors {aε} satisfies (2.2), then there exists a tensor a0 ∈ (L∞(Ω))d×d , such that a
subsequence of {uε}, still denoted by {uε}, satisfies
uε* u0, weakly in H 10 (Ω), a
ε∇uε* a0∇u0, weakly in (L2(Ω))d , for ε→ 0, (2.5)
where u0 solves the homogenized problem
−div(a0(x)∇u0)= f , in Ω,
u0 = 0, on ∂Ω.
(2.6)
Further, the homogenized tensor a0 satisfies again (2.2) (with a different value ofΛ). Hence,
existence and uniqueness of the homogenized solution u0 is ensured by the Lax-Milgram
theorem. Alternatively, the homogenized problem (2.6) is called effective or upscaled problem.
While very general in terms of assumptions on aε, the homogenization limit in the sense of G-
and H-convergence is neither unique nor is the homogenized tensor a0 explicitly given by a
closed formula. To obtain convergence of the entire sequence uε (yielding the uniqueness of
the homogenization limit) and explicit formulas for a0, structural assumptions on aε like local
periodicity (illustrated in Figure 2.1) or random stationarity are needed.
Formal asymptotics for periodic data. If the tensor aε(x) is periodic, multiscale asymptotics
can be used to formally derive the homogenized equation and explicit expressions for a0. We
briefly sketch the process for the elliptic diffusion problem (2.1).
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ε= 1/2 ε= 1/4 ε= 1/8 ε= 1/16
Figure 2.1: Locally periodic function aε(x) = a(x, xε ), where a(x, y) ∈ R is periodic in y on
(0,1)2. Compared to periodic data, locally periodic data not only vary periodically in y , but
additionally depend on the slow variable x. Plot of aε for x ∈ (0,1)2 and different values of ε.
Black boxes of size ε×ε.
Assume that aε is periodic, i.e., aε(x)= a( xε ) for a(y) ∈ (L∞(Y ))d×d , which is periodic on the
unit square Y . The main idea is to develop uε in terms of powers of ε according to
uε(x)= u0(x, xε )+εu1(x, xε )+ε2u2(x, xε )+ . . . , (2.7)
where ui (x, y) are periodic with respect to y ∈ Y . Plugging (2.7) into equation (2.1), using
the identity ∇(ui (x, xε ))=∇x ui (x, xε )+ε−1∇y ui (x, xε ) and identifying the different powers of ε
yields a cascade of equations with the first three equations
O (ε−2) : L0u0 = 0, (2.8a)
O (ε−1) : L0u1 = −L1u0, (2.8b)
O (ε0) : L0u
2 = − (L1u1+L2u0)+ f , (2.8c)
where the differential operatorsL0,L1,L2 are defined by
L0 =−divy (a(y)∇y ·), L1 =−divx (a(y)∇y ·)−divy (a(y)∇x ·), L2 =−divx (a(y)∇x ·). (2.9)
Note that we have periodic boundary conditions for the PDEs (2.8) on the domain Y as ui (x, ·)
are assumed to be periodic.
Weak solutions to the periodic PDEs (2.8) on Y are sought in the Sobolev space H 1per (Y ). As the
constant functions z ≡ cst . solveL0z = 0, solutions are only unique up to an additive constant.
To recover the setting of the Lax-Milgram theorem, the space H 1per (Y ) is usually replaced by
H 1per (Y )= {v ∈H 1per (Y ) |
∫
Y v d y = 0} or the quotient space H 1per (Y )/R, e.g., see [65].
However, to be able to point out the differences to the formal asymptotics for the advection-
diffusion problems of Chapters 3 and 4, we opt for the more general approach using the
Fredholm alternative for elliptic PDEs in H 1per (Y ), e.g., see [151, Theorem 7.9]. Therefore, let
L ∗0 be the adjoint of the differential operatorL0. Observe thatL0z =L ∗0 z = 0 for z ∈H 1per (Y )
if and only if z is a constant function, i.e., z ∈ span{1}. Applying the Fredholm alternative [151,
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Theorem 7.9] then yields: for given g ∈ L2per (Y ), the equationL0u = g has a weak solution
u ∈H 1per (Y ) if and only if the compatibility condition
∫
Y g d y = 0 holds.
The results of the Fredholm alternative at hand, we now solve the PDEs (2.8). From (2.8a) we
immediately get u0(x, y) = u0(x), i.e., u0 has no rapid oscillations at micro scale. Next, the
equation (2.8b) is solved using the ansatz u1(x, y)=∑di=1χi (y)∂xi u0(x), whereχi for i = 1, . . . ,d
– the first order correctors – are uniquely determined by the cell problems: find χi ∈H 1per (Y )
with
∫
Y χ
i (y)d y = 0 such that∫
Y
a(y)∇χi ·∇z d y =−
∫
Y
a(y)ei ·∇z d y, ∀z ∈H 1per (Y ). (2.10)
While the compatibility condition of the Fredholm alternative is clearly satisfied for (2.8a)
and follows for (2.8b) from the periodicity of a(y), it is more involved for (2.8c). In particular,
the compatibility condition is satisfied for (2.8c) if and only if u0 solves an elliptic PDE, the
homogenized equation (2.6), with the homogenized tensor a0 explicitly given by
a0 =
∫
Y
a(y)(I d +∇χ(y))d y, where ∇χ(y)= (∇χ1(y), . . . ,∇χd (y)) ∈Rd×d . (2.11)
Convergence results for periodic data. While the solvability of the equations (2.8) has been
studied rigorously in the precedent paragraph, the multiscale asymptotic expansion (2.7) was
completely formal. Hence, convergence of uε towards u0 has to be established.
Let us recall the convergence results for periodic tensors aε, e.g., see [65, 51, 122]. Let aε(x)=
a( xε ) with periodic tensor a(y) ∈ (L∞(Y ))d×d satisfying (2.2) and u0 be the solution to (2.6)
with homogenized tensor a0 given in (2.11). Then the entire sequence uε converges towards
the homogenized solution u0 as stated in (2.5), i.e., in particular, we have weak convergence
of the solutions uε towards u0 in H 1(Ω).
Further, if the periodic tensor a(y) and the domain Ω are sufficiently regular, we have the
explicit convergence rates∥∥uε−u0∥∥L2(Ω) ≤Cε, ∥∥uε− (u0+εu1)∥∥H 1(Ω) ≤Cpε. (2.12)
Thus, the homogenized solution u0 is a good approximation of uε in the L2 norm. However,
as ‖∇uε−∇u0‖L2(Ω) =O (1) due to the oscillations of uε at micro scale, the second term in the
multiscale expansion (2.7) has to be added to get an accurate approximation of uε in the H 1
norm.
Note that the same convergence results can be shown for locally periodic tensors aε(x) =
a(x, xε ), where a(x, ·) ∈ (L∞(Y ))d×d is Y -periodic, i.e., where aε has additional slow variations
at macro scale. In that case, the cell problems (2.10) and the formula (2.11) are modified by
adding the macroscopic variable x ∈Ω as parameter, e.g., see [51, Chapter 1, Section 6].
16
2.2. Singlescale finite element methods
2.2 Singlescale finite element methods
To design heterogeneous multiscale methods, numerical solvers for problems without multi-
scale features are required. To introduce standard numerical methods for elliptic diffusion
PDEs, we consider in this section the model problem
−div(a(x)∇u)= f , in Ω,
u = 0, on ∂Ω,
(2.13)
whereΩ is a convex polygonal domainΩ⊂Rd (1≤ d ≤ 3), f ∈ L2(Ω) models a source term and
a ∈ (L∞(Ω))d×d is a diffusion tensor satisfying (2.2). Compared to the multiscale problem (2.1),
the diffusion tensor a(x) does not have multiscale characteristics, i.e., only involves one single
length scale. We thus call (2.13) a singlescale problem.
2.2.1 The classical finite element method (FEM)
The finite element method (FEM) is a well-known method to solve elliptic diffusion equations,
e.g., see the textbooks [62, 52]. In this section, we introduce the FEM for the model prob-
lem (2.13) and particularly focus on FEM formulated with numerical quadrature as this will be
important to design numerical homogenization methods.
Let TH be a conformal, shape-regular triangulation of Ω into open simplices K ∈TH with
straight edges, where H denotes the mesh size H =maxK∈TH diam(K ). The standard polyno-
mial finite element space onTH with zero Dirichlet boundary conditions is defined as
Sl0(Ω,TH )= {v H ∈H 10 (Ω) |v H |K ∈P l (K ),∀K ∈TH }, (2.14)
withP l (K ) denoting the set of polynomials on K of total degree at most l .
Standard FEM. The finite element solution to (2.13) is then defined by the variational problem:
find uH ∈ Sl0(Ω,TH ) such that
B(uH , w H )=
∫
Ω
f w H d x, ∀w H ∈ Sl0(Ω,TH ), (2.15)
where the bilinear form B : H 1(Ω)×H 1(Ω)→R is given by
B(v, w)=
∫
Ω
a(x)∇v(x) ·∇w(x)d x, v, w ∈H 1(Ω). (2.16)
Existence and uniqueness of the numerical solution uH can be shown using the Lax-Milgram
theorem (analogously to the well-posedness of the weak formulation of (2.13)).
If the solution u to (2.13) is sufficiently smooth, explicit convergence rates for the error between
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the FEM solution uH and the exact solution u can be derived. If u ∈H l (Ω), it holds that∥∥u−uH∥∥H 1(Ω) ≤C H l |u|H l+1(Ω), ∥∥u−uH∥∥L2(Ω) ≤C H l+1|u|H l+1(Ω), (2.17)
where C is independent of H , see [62, Theorems 3.2.2 and 3.2.5]. Note that the estimate in
the L2 norm is obtained by the Aubin-Nitsche duality technique (cf. [62, Theorem 3.2.4]) and
thus requires additionally classical H 2 smoothing property of the adjoint problem associated
to (2.13). 1 Further, assuming quasi-uniformity of the meshTH , see [62, Condition (3.2.28)],
error estimates in the maximum norms L∞(Ω) and W 1,∞(Ω) can be derived for sufficiently
smooth problems, e.g., see [52, Section 8].
FEM with numerical quadrature. In practice, the integrals over Ω involved in the bilinear
form B defined in (2.16) and the right-hand side of (2.15) have to be approximated using
numerical quadrature (exceptions are for instance polynomial or constant data a(x) and f (x)).
Therefore, adequate quadrature formulas are needed, which, on one hand, minimize com-
putational cost by using a minimal number of quadrature nodes, but on the other hand, are
sufficiently accurate to retain the convergence rates (2.17) derived for FEM without quadrature.
In this thesis, we only focus on the effect of numerical integration in the bilinear form B as
this is of particular importance for numerical homogenization methods. We thus assume for
our results that the right-hand side of (2.15) is evaluated exactly. We summarize the results
obtained in [62, Section 4.1] and [63] following the review given in [10].
Let Kˆ ⊂Rd be the simplicial reference element and FK : Kˆ →K denote the affine parametriza-
tion of K ∈TH . Consider the quadrature formula {xˆ j ,ωˆ j }Jj=1 on Kˆ with nodes xˆ j and weights
ωˆ j . Commonly used assumptions for the quadrature formula on Kˆ are: 2
(Q1) ωˆ j > 0, for j = 1, . . . , J ;∑Jj=1 ωˆ j |∇pˆ(xˆ j )|2 ≥ λˆ‖∇pˆ‖2L2(Kˆ ) for all pˆ ∈P l (Kˆ ) and some λˆ> 0;
(Q2)
∫
Kˆ pˆ(xˆ)d xˆ =
∑J
j=1 ωˆ j pˆ(xˆ j ) for all pˆ ∈P σ(Kˆ ), with σ=max{2l −2, l };
whereP σ(Kˆ ) is the set of polynomials on Kˆ of total degree at mostσ. For K ∈TH , we introduce
the quadrature formula {xK j ,ωK j }
J
j=1 by defining xK j = FK (xˆ j ) and ωK j = ωˆ j |det(∂FK )|, where
∂FK is the Jacobian matrix of FK (observe that ∂FK is a constant matrix as FK is affine).
The FEM based on numerical integration is then defined as: find u˜H ∈ Sl0(Ω,TH ) such that
B˜ H (u˜H , w H )=
∫
Ω
f w H d x, ∀w H ∈ Sl0(Ω,TH ), (2.18)
where the bilinear form B˜ H : Sl0(Ω,TH )×Sl0(Ω,TH )→R based on quadrature formulas is given
1The H2 smoothing property ‖u‖H 2(Ω) ≤ C‖ f ‖L2(Ω) can be proved for (2.13), if Ω is a convex domain and
a ∈ (W 1,∞(Ω))d×d , see [99, Chapter 3].
2For simplicial elements we have that (Q2) yields
∑J
j=1 ωˆ j |∇pˆ(xˆ j )|2 = ‖∇pˆ‖2L2(Kˆ ) for pˆ ∈P
l (Kˆ ). Thus, (Q1)
could be reduced to ωˆ j > 0. We still use both assumptions (Q1) and (Q2) to clearly distinguish between properties
needed for well-posedness and convergence analysis of FEM with quadrature.
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by (for v H , w H ∈ Sl0(Ω,TH ))
B˜ H (v H , w H )= ∑
K∈TH
J∑
j=1
ωK j a(xK j )∇v H (xK j ) ·∇w H (xK j ). (2.19)
Existence and uniqueness of the numerical solution u˜H can be shown if the point evaluations
a(xK j ) are well-defined and the condition (Q1) holds, see [62, Section 4.1].
Assumption (Q2) in turn allows to derive optimal a priori error estimates, see [63]: Let (Q1),
(Q2) be satisfied and assume u ∈H l+1(Ω), a ∈ (W l+µ,∞(Ω))d×d for µ= 0 or µ= 1. Then it holds
for the FEM based on quadrature that∥∥u− u˜H∥∥H 1(Ω) ≤C H l , if µ= 0, ∥∥u− u˜H∥∥L2(Ω) ≤C H l+1, if µ= 1, (2.20)
where C is independent of H .
2.2.2 The discontinuous Galerkin finite element method (DG-FEM)
By relaxing the interelement continuity of the functions in the finite element space Sl0(Ω,TH )
defined in (2.14), we get the space of trial and test functions for discontinuous Galerkin finite
element methods (DG-FEM). Initially introduced by Reed and Hill in [109] for a transport
equation, several extensions of DG-FEM to elliptic problems have been developed, see [42] for
an overview and a unified approach. Compared to the standard FEM defined in Section 2.2.1,
the DG-FEMs are locally conservative, offer flexibility in meshing, i.e., local refinement of
single elements, and using polynomials of elementwise varying degree is straightforward.
Thus, they are in particular well-suited for hp-adaptivity. In what follows, we discuss the
symmetric interior penalty discontinuous Galerkin finite element method following [42, 8].
Assume that d ∈ {2,3}. Consider a shape-regular meshTH consisting of open simplices with
straight edges and denote by H the maximal element diameter H =maxK∈TH diam(K ). Note
that hanging nodes are allowed inTH , as we do not assume thatTH is conformal. Let E be
the set of (d −1)-dimensional interfaces whose elements e ∈ E satisfy either e = K1∩K2 for
two neighboring elements K1,K2 ∈TH (if e is an interior edge) or e =Kb ∩∂Ω for an element
Kb ∈TH (if e is a boundary edge). The element diameter of e ∈ E is further denoted by He and
we use the notation
∫
Γ · :=
∑
e∈E
∫
e ·.
Let H k (TH ) be the piecewise Sobolev space on TH defined by H k (TH ) = {v ∈ L2(Ω) |v |K ∈
H k (K ),∀K ∈TH }. Consider v ∈H 1(TH ), v ∈ (H 1(TH ))d and an interior edge e ∈ E being the
interface between two distinct elements K1,K2 ∈TH with outer unit normal vector denoted
by n1 and n2, respectively. The average and the normal jump of v and v are defined as
{v}= 12 (v1+ v2), v = v1n1+ v2n2, and {v}= 12 (v1+v2), v = v1 ·n1+v2 ·n2, (2.21)
where vi ,vi denote the trace of v and v, respectively, taken from Ki , for i = 1,2. If e ∈ E is a
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boundary edge, i.e., e ⊂ ∂Ω, we define
{v}= v, v = vn, {v}= v, v = v ·n,
with n denoting the outer normal vector onΩ.
For DG-FEM, one uses the discontinuous finite element space V l (Ω,TH ) given by
V l (Ω,TH )= {v H ∈ L2(Ω) |v H |K ∈P l (K ),∀K ∈TH }, (2.22)
whereP l (K ) is the set of polynomials on K of total degree at most l . Observe that the space
V l (Ω,TH ) is non-conforming, i.e., V l (Ω,TH )*H 10 (Ω).
Symmetric interior penalty DG-FEM. We consider the numerical method defined by the
variational problem: find uHDG ∈V l (Ω,TH ) such that
BDG (u
H
DG , w
H )=
∫
Ω
f w H d x, ∀w H ∈V l (Ω,TH ), (2.23)
where the bilinear form BDG : H 1(TH )×H 1(TH )→R is given by
BDG (v, w)=
∫
Ω
a(x)∇v ·∇w d x−
∫
Γ
{a∇v} · wd s−
∫
Γ
{a∇w} · vd s+
∫
Γ
µv · wd s, (2.24)
for v, w ∈ H 1(TH ) and where the penalty function µ on e ∈ E is defined by µ|e = αH−1e with
constant penalty parameter α> 0. Note that the zero Dirichlet boundary conditions of the
model problem (2.13) are weakly imposed within BDG by the jump penalization.
For the analysis of the DG-FEM for diffusion problems we introduce the DG norm
~v~D =
(
‖∇v‖2L2(Ω)+
∑
K∈TH
H 2K |v |2H 2(K )+|v |2∗,D
)1/2
, v ∈V l (Ω,TH )+H 2(Ω)∩H 10 (Ω), (2.25)
where the jump term | · |∗,D is defined as |v |2∗,D =
∑
e∈E ‖µ1/2v‖2L2(e). Coercivity of the bilin-
ear form BDG introduced in (2.24) with respect to the DG norm ~·~D can be shown, if the
parameter α is sufficiently large, and existence and uniqueness of the DG approximation uHDG
solving (2.23) is obtained using the Lax-Milgram theorem (see [89] for a study of the value of
α). If u ∈H l+1(Ω), we further have the optimal a priori convergence rates, see [42, Section 5.1],
~u−uHDG~D ≤C H l |u|H l+1(Ω),
∥∥u−uHDG∥∥L2(Ω) ≤C H l+1|u|H l+1(Ω), (2.26)
where C is independent of H and elliptic regularity of the model problem (2.13) is needed for
the estimate in the L2 norm (Aubin-Nitsche duality argument).
DG-FEM with numerical quadrature. Like for the bilinear form B defined in (2.16) of the
standard FEM discussed in Section 2.2.1, the exact values of the integrals occurring in the DG
bilinear form BDG from (2.24) are not known in practice and quadrature formulas have to be
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used. While for standard FEM only integrals over Ω are involved, in DG-FEM we additionally
have integrals on the interfaces e ∈ E . We note that only very few results about the effect
of numerical integration for DG-FEM exist in literature, e.g., see [156, 155, 73] for parabolic
advection-diffusion problems with constant scalar diffusion (but nonlinear advection). In
particular, we are not aware of any results for problems with general non-constant diffusion
tensor a(x) ∈ (L∞(Ω))d×d .
2.3 Review of numerical homogenization methods
Numerous multiscale methods for PDEs with data varying at multiple scales have been devel-
oped during the last decades to overcome the issues of standard numerical methods (like finite
element or finite volume methods) for problems with rapidly oscillating data. To illustrate
different approaches for multiscale PDEs, we provide a short – but by no means complete –
overview of multiscale methods for the elliptic diffusion model problem (2.1). We follow the
reviews [6, 78, 9].
Complexity of standard FEM for multiscale problems. Let us first analyze the computational
cost for the standard FEM (2.15) (with solution denoted by uH ) when it is applied to the multi-
scale problem (2.1). Sufficient regularity provided, the classical a priori error estimate (2.17)
holds. However, as the exact solution uε highly oscillates, we have that |uε|H l+1(Ω) typically
scales as ε−l and we get the estimate
∥∥u−uH∥∥H 1(Ω) ≤C(Hε
)l
,
where C is independent of H , ε.
Hence, the standard FEM defined in (2.15) requires a mesh size H satisfying H < ε to get good
accuracy. In particular, the variations at scale ε of the tensor aε(x) have to be resolved by
the mesh TH on the entire domain Ω – what is commonly called “scale resolution”. When
using uniform grids, this yields a number of degrees of freedom of the order O (ε−d ), i.e., huge
systems of linear equations have to be solved. If ε is small, solving (2.1) using the standard FEM
is thus computationally very expensive (or even practically not feasible for many applications)
and multiscale strategies are needed.
2.3.1 Solving the finescale problem using modified finite elements
Designing multiscale methods consists of a trade-off between generality and efficiency of
the method. On one end of the spectrum, according to the classification used in [78], we
find linear scaling algorithms. Those methods are applicable for a broad class of problems,
but the overall computational cost scale like the number of degrees of freedom needed to
accurately represent the finescale solution uε, i.e., they are of the order O (ε−d ). Savings in
terms of computational time are achieved by breaking the large finescale problem into smaller
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subproblems, which are cheaper to solve, can easily be parallelized and/or can be reused for
several computations at macroscopic scale (like different boundary conditions, various source
terms or for different time steps in the time discretization of a parabolic problem).
In this section, we discuss finite element methods using multiscale basis functions. Their
development started with the generalized finite element method (GFEM) introduced by
Babuška and Osborn in [45] for a one-dimensional problem, where a coarse finite element
space is enriched with oscillating basis functions representing the finescale structure of the
data. Extensions of this idea to higher dimensions are the residual-free bubbles method (RFB)
by Brezzi, Sangalli et al. [54, 154] and the variational multiscale method (VMM) developed by
Hughes and co-workers [118, 119].
A slightly different strategy is to modify the basis functions of a coarse finite element space in
order to account for the expected oscillating behavior. This idea is pursued in the multiscale
finite element method (MsFEM) introduced by Hou et al. [113, 83] and, in a recent contribu-
tion, the localized orthogonal decomposition (LOD) by Målqvist and Peterseim [134]. We next
discuss MsFEM and LOD for problems (2.1) with symmetric tensor aε in more details.
Multiscale finite element method (MsFEM). LetTH andTh be conformal simplicial macro
and micro meshes, respectively, whereTh is obtained by refiningTH and the mesh sizes H
and h satisfy H À ε and h < ε, respectively. Consider the coarse FE space SH = S10(Ω,TH ) and
the local FE spaces ShK = S10(K ,Th |K ) with S10 defined in (2.14). For K ∈TH , let ϕHK ,1, . . . ,ϕHK ,d+1
denote the usual hat basis functions in SH that have non zero values on K . We introduce the
oscillating functions QhK (ϕ
H
K ,i ) solving the microscopic problem: find Q
h
K (ϕ
H
K ,i ) ∈ ShK such that∫
K
aε(x)∇QhK (ϕHK ,i ) ·∇whd x =−
∫
K
aε(x)∇ϕHK ,i ·∇whd x, ∀wh ∈ ShK . (2.27)
By considering elementwisely the sum ϕHK ,i +QhK (ϕHK ,i ) of the coarse basis functions and the
corresponding finescale contribution, multiscale basis functions can be built. We denote
by SHM sF E M the space spanned by their linear combinations. Note that S
H
M sF E M ⊂H 10 (Ω) due
to the boundary conditions used in (2.27) and that the dimension of SHM sF E M equals the
dimension of the coarse space SH . The MsFEM is then defined by the variational problem,
see [113, 114]: find uHM sF E M ∈ SHM sF E M such that B(uHM sF E M , w HM sF E M ) =
∫
Ω f w
H
M sF E M d x for
all w HM sF E M ∈ SHM sF E M , where the bilinear form B is given in (2.16). Extensions of MsFEM to
higher order polynomial spaces have been given in [37, 108].
A priori error estimates for the MsFEM have been derived in [114, 37]. If aε is locally periodic,
i.e., aε(x)= a(x, xε ), where a(x, y) is Y -periodic in y , and sufficient smoothness of the data and
the exact finescale solution uε to (2.1) is provided, then
∥∥uε−uHM sF E M∥∥H 1(Ω) ≤C(H + ( εH
)1/2
+ h
ε
)
, (2.28)
where the first and the third terms account for finite element errors at macro and micro scales,
22
2.3. Review of numerical homogenization methods
respectively, and the second term is a resonance error due to the artificial boundary conditions
imposed in (2.27). Various techniques like oversampling strategies or alternative boundary
conditions for the micro problems (2.27) are available to reduce the resonance error, see [83,
Section 2.3] for an overview.
Analyzing the computational cost reveals that MsFEM is a linear scaling algorithm. In total,
O (H−d ) micro problems with system matrices of dimension O (( Hh )
d ) have to be solved. Fur-
ther, we choose H ∼ hε according to (2.28). If a linear algebra solver with a complexity scaling
linearly with respect to the number of unknowns is used, we thus get overall computational
cost of the order O (H−dε−d ). Observe however, that while the method (in the spirit of linear
scaling algorithms) is designed to solve multiscale problems (2.1) with general diffusion ten-
sors aε, rigorous error estimates are only available for aε with scale separation and structural
assumptions like local periodicity or stationarity, i.e., a class of multiscale problems, for which
much more efficient methods are available, see Section 2.3.2 below.
Localized orthogonal decomposition (LOD). Recently, the LOD for elliptic multiscale prob-
lems has been introduced in [134] and has further been developed in [107, 102, 21]. Compared
to MsFEM, this approach does neither suffer from resonance effects nor does its a priori error
analysis require special structure of the diffusion tensor. Thus, it is well-suited for multiscale
problems (2.1), where no scale separation is available. The definition of the method given
below follows [21].
Let TH and Th be a coarse and a fine mesh (with Th obtained by a refinement of TH ) with
H À ε and h < ε, respectively, and consider the finite element spaces SH = S10(Ω,TH ) and
Sh = S10(Ω,Th), see (2.14). The main idea, like for variational multiscale methods (VMM), is
to find a good decomposition Sh = SHLOD ⊕ S˜h , where SHLOD adequately samples the finescale
features of (2.1) but has the same dimension like SH .
The two main ingredients for LOD are a quasi-interpolation operatorIH : H 10 (Ω)→ SH (typ-
ically of Clément-type) and localized corrector problems. First, the space S˜h is defined as
the remainder space S˜h = ker(IH |Sh ) of the interpolation operatorIH . Second, the corrector
problems for the nodal basis functions ϕHi ∈ SH , with i = 1, . . . ,dim(SH ), are given by: for
K ∈TH , find Qh,kK (ϕHi ) ∈ S˜h |Uk (K ) such that∫
Uk (K )
aε(x)∇Qh,kK (ϕHi ) ·∇whd x =−
∫
K
aε(x)∇ϕHi ·∇whd x, ∀wh ∈ S˜h |Uk (K ), (2.29)
where Uk (K ) is a neighborhood of K consisting of k layers of TH -elements and S˜
h |Uk (K ) =
{wh ∈ S˜h |wh = 0 inΩ\Uk (K )}. The multiscale finite element space SHLOD is then given by
SHLOD = span{ϕHi +
∑
K∈TH Q
h,k
K (ϕ
H
i ) | i = 1, . . . ,dim(SH )},
and the multiscale method based on LOD is defined by the variational problem: find uHLOD ∈
SHLOD such that B(u
H
LOD , w
H ) = ∫Ω f w H d x for all w H ∈ SHLOD , where the bilinear form B is
defined in (2.16). Note that compared to the micro problems (2.27) of MsFEM, the prob-
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lems (2.29) are solved in the remainder space S˜h , i.e., roughly speaking, the corrector func-
tions vanish at the vertices of the macroscopic meshTH . Thus a fast decay can be expected
(rigorous theory reveals exponential decay) and small values of k can hence be chosen.
A priori error estimates for the approximation uHLOD can be derived without assuming any
additional regularity for neither the data aε, f nor the exact finescale solution uε: If the number
of layers k is chosen as k ≥C log(H−1), it holds that ‖uh −uHLOD‖H 1(Ω) ≤C H +‖uε−uh‖H 1(Ω),
see [107, Theorem 4.5], where uh ∈ Sh is the standard finite element approximation to uε
defined by (2.15). Thus, if uε ∈H 2(Ω) with |uε|H 2(Ω) ≤Cε−1, we get the a priori error bound
∥∥uε−uHLOD∥∥H 1(Ω) ≤C(H + hε
)
. (2.30)
Compared to the convergence estimate (2.28) for MsFEM, the error estimates for LOD are valid
for general multiscale problems, i.e., without features of scale separation nor local periodicity,
and are free of resonance effects. Like for MsFEM, the overall computational cost of LOD scale
roughly as O (ε−d ) with respect to ε (up to a logarithmic factor).
Note that other finescale spaces Sh could be used (see [134, Remark 3.4]), e.g., the scale-
adapted hp-finite element spaces proposed in [152], which neither require periodicity of the
data.
2.3.2 Solving an effective equation with standard finite elements
On the other end of the spectrum, we find sublinear scaling algorithms. Those methods exploit
special features of a subclass of multiscale problems to drastically reduce computational cost.
Often cost independent of the smallest scale of the problem can be achieved.
A feature, which allows to design sublinear scaling algorithms and which is available in many
multiscale problems, is separation of scales, e.g., the data oscillate at two (or more) distinct
frequencies, which differ by orders of magnitude. For problems with scale separation effective
models can typically be derived by homogenization or averaging. As the effective model is free
of finescale features, standard numerical methods are well-suited to solve it.
However, the effective model is rarely known explicitly and its data has to be estimated
numerically by local sampling of the microscopic structure. The data is thus not tested
everywhere on the computational domain but only on a set of microscopic domains. Hence,
scale resolution is required only in a small portion of the computational domain. This further
can be beneficial for applied problems, where the data acquired from measurements are only
available at specific locations.
Adequate coupling of the numerical solver used for the effective model and the micro sampling
process is essential. One generally distinguishes between sequential and concurrent coupling.
For a sequential coupling, the effective data is estimated during a pre-processing phase and
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acts then as input for the macro solver. Representatives of this approach found in engineering
science are the representative volume elements (RVE) or the FE2 method, e.g., see [164, 126,
96]. Choosing the location of the micro sampling domains and an appropriate coupling to
macroscopic states, especially for nonlinear problems, is however an issue for both practical
implementation and error analysis.
The heterogeneous multiscale methods (HMM) [79, 17] introduced by E and Engquist use
concurrent coupling to tackle those modeling issues. Rather than precomputing the effective
data, the data required in the numerical method solving the effective problem is estimated
“on the fly”, at locations and for macroscopic states, which are explicitly needed in the macro
solver. We refer to the subsequent Section 2.4 for a detailed description of heterogeneous
multiscale methods for the considered model problem (2.1).
To conclude the short overview of multiscale methods for the model problem (2.1) given in
this section, we emphasize that in a broader perspective both linear and sublinear scaling
algorithms might be coupled to efficiently solve real world problems. Methods like standard
FEM or LOD in regions without scale separation could be coupled to methods like HMM in
subdomains, where scale separation is available, see [26] for an optimization based coupling.
2.4 HMMs based on macro and micro finite element solvers
In this section, we introduce heterogeneous multiscale methods for the model problem (2.1),
which couple finite element methods on macro and micro scales. In Section 2.4.1, we consider
a multiscale method using standard finite element methods on both macro and micro scales,
while the method proposed in Section 2.4.2 uses a discontinuous Galerkin finite element
method on the macro scale instead. Our discussion follows the review articles [6, 7].
2.4.1 The finite element heterogeneous multiscale method (FE-HMM)
Let us introduce the spatial discretizations and the finite element spaces required for FE-HMM.
Macro and micro discretizations. On the macro scale, we consider a simplicial, conformal,
shape-regular mesh TH of Ω with mesh size H À ε, whose elements K ∈TH have straight
edges. For l ∈ N>0, let Sl0(Ω,TH ) be the standard FE space defined in (2.14) and, for K ∈
TH , let {xK j ,ωK j }
J
j=1 be a quadrature formula satisfying the hypotheses (Q1) and (Q2) from
Section 2.2.1. Around each quadrature node xK j , we define a sampling domain Kδ j = xK j +
δ(−1/2,1/2)d of microscopic size δ≥ ε, see Figure 2.2.
The micro domains Kδ j are discretized by a simplicial, conformal, shape-regular microscopic
meshTh with mesh size h and elements T ∈Th having straight edges. As micro FE spaces we
consider Sq (Kδ j ,Th) with q ∈N>0 defined as
Sq (Kδ j ,Th)= {vh ∈W (Kδ j ) |vh |T ∈P q (T ),∀T ∈Th}, (2.31)
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H hδ
Kδj
xKj
Figure 2.2: Macro and micro domains for FE-HMM defined in Section 2.4. Micro sampling
domains Kδ j located around the quadrature nodes xK j of the macro mesh.
where W (Kδ j )⊂H 1(Kδ j ) is a closed subspace andP q (T ) denotes the set of polynomials on T
of total degree at most q .
Multiscale method. The FE-HMM for the elliptic diffusion problem (2.1) is defined by: find
uH ∈ Sl0(Ω,TH ) such that
B H (uH , w H )=
∫
Ω
f w H d x, ∀w H ∈ Sl0(Ω,TH ), (2.32)
where the bilinear form B H : Sl0(Ω,TH )×Sl0(Ω,TH )→R is given by
B H (v H , w H )= ∑
K∈TH
J∑
j=1
ωK j
|Kδ j |
∫
Kδ j
aε(x)∇vhK j ·∇whK j d x, v H , w H ∈ Sl0(Ω,TH ), (2.33)
with microscopic functions vhK j and w
h
K j
defined on the sampling domains Kδ j . The micro
function vhK j (and analogously w
h
K j
) solves the micro problem: find vhK j −v Hli n, j ∈ Sq (Kδ j ,Th)
such that ∫
Kδ j
aε(x)∇vhK j ·∇zhd x = 0, ∀zh ∈ Sq (Kδ j ,Th), (2.34)
with v Hli n, j = v H (xK j )+ (x−xK j ) ·∇v H (xK j ) the linearization of v H at the quadrature node xK j .
Different macro-micro couplings can be achieved by imposing different boundary conditions
in the micro problems (2.34). The boundary conditions are incorporated into the micro FE
space by choosing W (Kδ j ) in (2.31). We consider
• periodic coupling: W (Kδ j )=H 1per (Kδ j )= {v ∈H 1per (Kδ j ) |
∫
Kδ j
v d x = 0};
• Dirichlet coupling: W (Kδ j )=H 10 (Kδ j ).
In summary, the FE-HMM introduced in (2.32) consists of a macro FEM based on the modified
bilinear form B H defined in (2.33), where the unknown effective coefficients are obtained
by sampling “on the fly” the microscopic structure of aε using the micro simulations (2.34),
i.e., no precomputations are necessary. Observe, that the fine scales of aε are resolved only
locally within the sampling domains Kδ j , which are of microscopic size. Further, as the micro
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problems (2.34) are independent, they can be easily parallelized.
Applicability of FE-HMM. We emphasize that the FE-HMM (2.32) is well-defined for general
uniformly elliptic and bounded tensors aε, see [7, Section 4.2]. To obtain good accuracy of
the numerical approximation, the tensors aε however have to fit into the homogenization
setting, i.e., properties like scale separation and special structure of the spatial heterogeneities
(like periodicity or random stationarity) are required. That is the consequence of designing a
sublinear scaling algorithm as discussed in Section 2.3, which exploits special features of a
subclass of multiscale problems (2.1) to gain efficiency. We refer to Section 2.5 for details on
accuracy and computational complexity of the FE-HMM.
Reformulation of FE-HMM. To get further insights on the structure of the FE-HMM, we
introduce the cell problems: for K ∈TH , 1≤ j ≤ J , 1≤ i ≤ d , find ψi ,hK j ∈ Sq (Kδ j ,Th) such that∫
Kδ j
aε(x)∇ψi ,hK j ·∇z
hd x =−
∫
Kδ j
aε(x)ei ·∇zhd x, ∀zh ∈ Sq (Kδ j ,Th). (2.35)
Based on ψi ,hK j we define the numerically homogenized tensor
a0K j =
1
|Kδ j |
∫
Kδ j
aε(x)(I d +∇ψhK j )d x, (2.36)
where ∇ψhK j = (∇ψ
1,h
K j
, . . . ,∇ψd ,hK j ). Then, see [7, Section 4.5], the bilinear form (2.33) can be
rewritten as
B H (v H , w H )= ∑
K∈TH
J∑
j=1
ωK j a
0
K j
∇v H (xK j ) ·∇w H (xK j ), v H , w H ∈ Sl0(Ω,TH ). (2.37)
The reformulation (2.37) of the FE-HMM bilinear form B H has the same structure like the
bilinear form of standard FEM with numerical quadrature applied to the homogenized prob-
lem (2.6), which reads as, see (2.19)
B˜ 0,H (v H , w H )= ∑
K∈TH
J∑
j=1
ωK j a
0(xK j )∇v H (xK j ) ·∇w H (xK j ), v H , w H ∈ Sl0(Ω,TH ). (2.38)
Comparing (2.37) and (2.38) we observe that for FE-HMM the generally unknown data a0(xK j )
is replaced by the numerically homogenized tensor a0K j . Hence, the FE-HMM (2.32) can be
interpreted as a FEM with numerical integration applied to a numerically upscaled equation,
i.e., a modified homogenized equation. This is in agreement with the design principles of
HMM outlined in Chapter 1. We emphasize that quadrature formulas are essential for FE-
HMM, see [10], as using a standard FEM without quadrature formulas as macro solver would
require to numerically approximate a0(x) for every x ∈Ω, i.e., for infinitely many points, which
is computationally not possible.
27
Chapter 2. Heterogeneous multiscale methods (HMM) for elliptic diffusion problems
2.4.2 The discontinuous Galerkin finite element heterogeneous multiscale
method (DG-HMM)
The methodology of HMM allows to easily switch to a different macroscopic solver. In this
section, following [8], we introduce the discontinuous Galerkin finite element heterogeneous
multiscale method (DG-HMM), which uses the symmetric interior penalty method (2.23) at
macro scale. Note that in particular careful upscaling is needed on element interfaces to
adequately model the fluxes involved in the DG method (2.23). Therefore multiscale fluxes
have been defined in [8], which avoid additional micro problems.
Macro and micro discretizations. Like in Section 2.4.1, let d ∈ {2,3} andTH be a macroscopic
mesh, but which now is allowed to have hanging nodes, i.e., is not necessarily conformal. Let
E be the set of (d −1)-dimensional element interfaces, · the normal jump and ∫Γ · =∑e∈E ·,
see Section 2.2.2 for details. For K ∈TH , consider a quadrature formula {xK j ,ωK j }Jj=1 induced
by a quadrature rule on the reference element satisfying (Q1) and (Q2) from Section 2.2.1
with minimal J , i.e., J = 12 l (l +1) if d = 2 or J = 16 l (l +1)(l +2) if d = 3 (see [8, Section 5.4] for
discussion). Like in Section 2.4.1, let Kδ j be the sampling domains of size δ = O (ε) located
around the quadrature points xK j and discretized by a microscopic triangulationTh . On the
macro scale, we consider the DG finite element space V l (Ω,TH ) defined in (2.22) and, on the
micro scale, we take the standard FE space Sq (Kδ j ,Th) given in (2.31).
Multiscale fluxes. For K ∈TH and v H ∈ Sl0(Ω,TH ), we define a polynomial effective flux via
the interpolation problem: find Πaε∇vhK (x) ∈ (P
l−1(K ))d such that
Πaε∇vhK (xK j )=
1
|Kδ j |
∫
Kδ j
aε(x)∇vhK j d x, ∀ j ∈ {1, . . . , J }, (2.39)
where the micro functions vhK j solve the sampling problems (2.34) constrained by v
H in the
sampling domains Kδ j associated to the quadrature nodes xK j . Hence, the effective flux is
built upon the average of the finescale fluxes over the sampling domains associated to K . Let
e,eb ∈ E be an interior edge and a boundary edge, respectively, and let K1,K2,Kb ∈TH with
K1 6= K2, e ⊂ K1∩K2 and eb ⊂ Kb ∩∂Ω. The multiscale fluxes on the edges e and eb are then
defined by
{Πaε∇vh }(s)= 12
(
Πaε∇vhK1
(s)+Πaε∇vhK2 (s)
)
, on e, {Πaε∇vh }(s)=Πaε∇vhKb (s), on eb , (2.40)
respectively, i.e., as the average of the upscaled fluxes.
Multiscale method. The DG-HMM for the multiscale problem (2.1) is given by the variational
problem: find uHDG ∈V l (Ω,TH ) such that
B HDG (u
H
DG , w
H )=
∫
Ω
f w H d x, ∀w H ∈V l (Ω,TH ), (2.41)
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where the bilinear form B HDG based on the symmetric interior penalty method is defined as
B HDG (v
H , w H )= ∑
K∈TH
J∑
j=1
ωK j
|Kδ j |
∫
Kδ j
aε(x)∇vhK j ·∇whK j d x−
∫
Γ
{Πaε∇vh } · w H d s
−
∫
Γ
{Πaε∇w h } · v H d s+
∫
Γ
µv H  · w H d s,
(2.42)
with micro functions vhK j and w
h
K j
solving the sampling problems (2.34) constrained by v H
and w H , respectively, the multiscale fluxes Πaε∇· defined in (2.40), the normal jump · and
the penalty function µ on e ∈ E given by µ|e =αH−1e , where α> 0.
For sufficiently large α> 0, existence and uniqueness of uHDG can again be proved for general
uniformly elliptic and bounded tensors aε, see [8]. Note that for l > 1, it is assumed in
the proofs that the homogenized tensor is piecewise constant (e.g., this holds for piecewise
periodic data aε), see [8, Section 5.4].
2.5 A priori error estimates for FE-HMM and DG-HMM
In this section, we discuss the a priori error estimates for the FE-HMM and DG-HMM derived
in [3, 81, 6, 7, 8]. As the numerical solutions uH and uHDG to the HMMs defined in (2.32)
and (2.41), respectively, aim at approximating the homogenized solution u0 solving (2.6), we
are interested in explicit convergence rates for ‖u0−uH‖ and ‖u0−uHDG‖, respectively, in
spatial norms ‖ ·‖.
Error decomposition. Let us consider the FE-HMM (2.32). The overall error is decomposed
into three terms according to
‖u0−uH‖ ≤ emac +emod +emi c ,
where emac , emod and emi c account for macro, modeling and micro errors, respectively. Using
the reformulation of FE-HMM introduced in (2.37) we get
emac = ‖u0− u˜0,H‖, emod ≤C sup
K∈TH
1≤ j≤J
∥∥∥a0(xK j )− a¯0K j ∥∥∥F , emi c ≤C supK∈TH
1≤ j≤J
∥∥∥a¯0K j −a0K j ∥∥∥F ,
where u˜0,H is the numerical solution to the homogenized problem (2.6) obtained by standard
FEM with numerical quadrature (2.18), a0 is the exact homogenized tensor, a0K j is the numer-
ically upscaled tensor (2.36) and a¯0K j is defined like a
0
K j
except that the numerical solutions
ψi ,hK j
∈ Sq (Kδ j ,Th) solving (2.35) are replaced in (2.36) by the exact solutions of (2.35) (denoted
by ψ¯iK j ∈W (Kδ j )).
Hence, the macro error emac can readily be bounded by the estimate for standard FEM with
numerical quadrature (2.20). The micro error emi c accounts for the FE discretization error
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in the micro problems (2.34) and thus relies on the standard FE error estimates (2.17). We
emphasize that both macro and micro errors do not require any homogenization results, i.e.,
no structural assumptions on aε. In contrast, the modeling error emod quantifies how well
the multiscale characteristics of aε fit into a homogenization setting and accounts for the
influence of the coupling conditions determined by the size δ of the sampling domains and
the boundary conditions in (2.34). Explicit estimates can only be derived for data aε, for which
formulas of the homogenized tensor a0 are available, i.e., assumptions like local periodicity or
random stationarity are required, but they are independent of any finite element errors.
A priori estimates for FE-HMM. We now summarize the explicit convergence rates derived
for FE-HMM, e.g., see [7]. Assume hypotheses (Q1), (Q2) from Section 2.2.1 and the regular-
ity u0 ∈ H l+1(Ω), a0 ∈ (W l+1,∞(Ω))d×d . Then, the estimate (2.20) for FEM with quadrature
immediately yields∥∥u0−uH∥∥H 1(Ω) ≤C H l +emod +emi c , ∥∥u0−uH∥∥L2(Ω) ≤C H l+1+emod +emi c . (2.43)
To estimate the micro error emi c sufficient regularity of the exact solutions ψ¯iK j ∈ W (Kδ j )
to (2.35) is needed. We assume ψ¯iK j ∈H q+1(Kδ j ) with |ψ¯iK j |H q+1(Kδ j ) ≤Cε
−q√|Kδ j |. Note that
the latter assumption indicates the explicit dependence of the H q+1 seminorm on ε and δ
and can be proved for sufficiently smooth data aε, see [7, Remark 4]. For both periodic and
Dirichlet coupling, the emi c can then be bounded by
emi c ≤C
(
h
ε
)2q
. (2.44)
For locally periodic data, estimates for the modeling error emod can be proved. Assume that
aε(x)= a(x, xε ) with a(x, y) Y -periodic in y, aε(x) is replaced by a(xK j , xε ) in (2.34), (2.45)
and that a(x, y) is sufficiently smooth. Then, the modeling error emod in (2.43) satisfies
emod = 0, if W (Kδ j )=H 1per (Kδ j ), δε ∈N, emod ≤C
ε
δ
, if W (Kδ j )=H 10 (Kδ j ),δ> ε. (2.46)
In particular, periodic coupling with δ/ε ∈N is optimal for locally periodic data.
A priori estimates for DG-HMM. For the DG-HMM defined in (2.41) similar results have been
shown in [8] for the error measured in the DG norm ~·~D introduced in (2.25) and the L2
norm, i.e.,
~u0−uHDG~D ≤C (H l +emod + ( hε )2q ),
∥∥u0−uHDG∥∥L2(Ω) ≤C (H l+1+emod + ( hε )2q ). (2.47)
As the effect of numerical integration for the singlescale DG-FEM (2.23) has not yet been
completely analyzed, see Section 2.2.2 for a discussion, the estimates in [8] are proved under
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the assumption that a0(x) is piecewise constant. In Section 2.6 we present numerical tests,
which suggest that the convergence rates remain valid for general (smooth) a0(x).
Finescale reconstruction. The FE-HMM yields not only an approximation of the homog-
enization solution u0, but also of the finescale solution uε solving the original multiscale
problem (2.1). First, in the L2 norm, we get from the homogenization estimate (2.12) that∥∥uε−uH∥∥L2(Ω) ≤C (H l+1+ε+ ( hε )2q ),
if aε is locally periodic and optimal periodic coupling is used.
Second, to obtain a good approximation of ∇uε, i.e., a small error in the H 1 norm, finescale
oscillations recovered from the micro solutions solving (2.34) have to be added to uH . Such a
post-processing procedure and error estimates in the H 1 norm are discussed in [6, Section
3.3.3].
Computational cost. To get optimal accuracy at minimal computational cost the a priori error
estimates (2.43) and (2.44) suggest to balance macro and micro discretizations according to
H l ∼ ( hε )2q , for the H 1 norm; H l+1 ∼ ( hε )2q , for the L2 norm. (2.48)
We now estimate the computational complexity to achieve an accuracy of O (H l ) and O (H l+1)
in the H 1 and L2 norms, respectively, which turns out to be independent of ε. We follow [12]
and express the overall cost in terms of the number of degrees of freedom Mmac used for the
macro FEM.
Consider uniform meshesTH andTh with Nmac and Nmi c elements in each spatial dimension,
respectively. In particular, we have Mmac ∼N dmac ∼H−d and h/δ∼N−1mi c . Recall that J denotes
the number of micro problems per macro element and δ is chosen as δ=Cε with moderate C ,
i.e., h/ε∼N−1mi c . According to (2.48) we choose hε ∼H l /(2q) for the H 1 norm and hε ∼H (l+1)/(2q)
for the L2 norm. This yields a number of degrees of freedom for each micro problem of order
N dmi c ∼ ( hε )−d ∼H
− dl2q , (H 1 norm); N dmi c ∼ ( hε )−d ∼H
−d(l+1)2q , (L2 norm),
respectively. Summing the degrees of freedom at macro and micro scales, the overall number
of degrees of freedom is of order
H−d H−
dl
2q J =M 1+
l
2q
mac J , (H
1 norm); H−d H−
d(l+1)
2q J =M 1+
l+1
2q
mac J , (L
2 norm).
In particular, the complexity is independent of the small scale ε. Thus the FE-HMM is indeed
a sublinear scaling algorithm.
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2.6 Numerical results for higher order DG-HMM
In this section, we illustrate the convergence rates (2.47) for DG-HMM defined in (2.41)
for macro FE spaces (2.22) of polynomial degree l = 1,2,3 and discuss the simultaneous
refinement of macro and micro spatial discretizations proposed in (2.48).
Test problem. We consider the model problem (2.1) on the spatial domainΩ= (0,1)2 for the
locally periodic diffusion tensor aε(x) given by
aε(x)= a(x, xε )=
(
Ψ1
(
x, xε
)
0
0 Ψ2
(
x, xε
)),
Ψ1(x, y)=
(
x31 +3+
2
p
17
8sin(2piy1)+9
)−1
, Ψ2(x, y)=
(
x22 +0.05+ (x1x2+1)
2
p
17
8cos(2piy2)+9
)−1
,
for which the (non-constant) homogenized tensor a0(x) is explicitly known, see (3.75) for the
explicit formula. The source term f (x) is further adjusted such that u0(x)= sin(2pix1)cos(2pix2)
is the exact homogenized solution.
The spatial macro and micro domainsΩ and Kδ j are discretized by uniform triangular meshes
with Nmac and Nmi c elements in each spatial direction, respectively, which yields meshes
with total number of 2N 2mac and 2N
2
mi c macro and micro elements. We use optimal periodic
coupling, i.e., W (Kδ j )=H 1per (Kδ j ), δ= ε, and replace aε(x) by a(xK j , xε ) in the micro sampling
problems (2.34) and the macro bilinear form B HDG defined in (2.42), where xK j denotes the
quadrature node associated to the sampling domain Kδ j . Hence, the DG-HMM solution u
H
DG
defined by (2.41) is free of any modeling error and we expect convergence rates
~u0−uHDG~D ≤C (H l + ( hε )2q ),
∥∥u0−uHDG∥∥L2(Ω) ≤C (H l+1+ ( hε )2q ), (2.49)
where l and q denote the polynomial degree of the macro and micro FE spaces (2.22) and
(2.31), respectively. Further, we have the relations H ∼ N−1mac and hε ∼ N−1mi c . As already
mentioned in Section 2.5, the convergence rates (2.49) have only been proved for piecewisely
constant a0(x), see [8]. The numerical tests of this section reveal, that the same rates are
valid for the considered test problem with a homogenized tensor a0, which is not piecewisely
constant.
Convergence rates for fixed micro discretizations. We first study the convergence of the
DG-HMM defined in (2.41) for macroscopic polynomial degrees l = 1,2,3 and microscopic
polynomial degree q = 1. In particular, we compute the error between the HMM solution uHDG
and the exact homogenized solution u0 in the DG norm ~·~D introduced in (2.25) and the
L2(Ω) norm. In Figure 2.3, we plot the error in dependence of Nmac for different, but fixed
micro discretizations. As value for the penalization parameter α in the macro form B HDG we
choose α = 10 for l = 1,2 and α = 20 for l = 3. Note that in the hp-convergence analysis of
singlescale DG-FEM presented in [116], it has been shown that the value of α should indeed
depend on l , in particular see [116, Eq. (4.18)].
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(a) Macro polynomial degree l = 1.
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(b) Macro polynomial degree l = 2.
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(c) Macro polynomial degree l = 3.
Figure 2.3: Test problem of Section 2.6. Absolute error measured in DG norm ~·~D
(dashed line) and L2(Ω) norm (solid line) as a function of Nmac within the range Nmac =
4,8,16,32,64,128,256 for different polynomial degree l of the macro FE space (2.22). Different
curves correspond to different micro discretizations given by Nmi c = 4,8,16,32,64,128,256.
Polynomial degree of micro FE space (2.31) set to q = 1.
In Figure 2.3, convergence rates in the DG norm and the L2 norm of order l and l +1, re-
spectively, can be observed for sufficiently refined micro meshes. Further, for a given fixed
micro mesh, the overall error saturates at a constant value representing the micro error. When
uniformly refining the microscopic mesh, i.e., when dividing the micro mesh size h by a factor
of 2, the saturation levels decrease by a factor 4, which illustrates the expected micro error
convergence rate of order 2q for q = 1.
Simultaneous macro-micro refinement. The results of Figure 2.3 nicely illustrate, that macro
and micro discretizations have to be simultaneously refined to get a convergence of the
overall error. Further, for the higher order macro DG schemes with polynomial degree l = 2,3
considered in Figure 2.3.(b) and (c) we see that higher order micro FE spaces are needed to
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balance the number of elements in the macro and micro meshes.
In Figure 2.4 we consider the refinement strategy for the H 1 norm presented in (2.48), i.e.,
we equilibrate the macro and micro errors measured in the DG norm ~·~D . In particular we
consider DG-HMM with simultaneously refined macro and micro meshes for polynomial
degrees l ∈ {1,2}, q = 1 in Figure 2.4.(a) and l ∈ {2,3}, q = 2 in Figure 2.4.(b). Indeed, we observe
that refining the macro and micro meshes according to (2.48) yields optimal convergence of
the overall error in the DG norm ~·~D and no saturation of neither macro nor micro errors
can be observed.
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(a) DG-HMM with l = 1, q = 1 and l = 2, q = 1,
micro meshes Nmi c = 4,6,8,12,16,24,32 and
Nmi c = 4,8,16,32,64,128,256, respectively.
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(b) DG-HMM with l = 2, q = 2 and l = 3, q = 2,
micro meshes Nmi c = 4,6,8,12,16,24,32 and
Nmi c = 4,7,12,20,32,54,91, respectively.
Figure 2.4: Test problem of Section 2.6. Absolute error measured in DG norm ~·~D in depen-
dence of Nmac within the range Nmac = 4,8,16,32,64,128,256. Simultaneously refined macro
and micro meshes according to H 1 refinement introduced in (2.48). Polynomial degree of
macro and micro FE spaces denoted by l and q , respectively.
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3 The DG-HMM for elliptic advection-
diffusion problems
In this chapter we construct and analyze a numerical homogenization method for elliptic
advection-diffusion problems of the type
−div(aε(x)∇uε)+bε(x) ·∇uε = f , inΩ, (3.1)
with diffusion tensors aε ∈ (L∞(Ω))d×d and velocity fields bε ∈ (L∞(Ω))d that highly oscillate
at a small scale ε and where the tensors aε are uniformly elliptic and bounded and the velocity
fields bε are uniformly bounded. Hence, the Péclet number is allowed to be large, but has to be
bounded independently with respect to 1/ε (the Péclet number is defined as the ratio between
the norms of the velocity field and the diffusion tensor of an advection-diffusion equation).
Effective model. Homogenization results for the stationary advection-diffusion problems (3.1)
have been obtained in [35, 135] in the general framework of G- or H-convergence (see [69]
and [138], respectively), which allow to homogenize PDEs without structure assumptions
(e.g., such as periodicity or stationarity) on the heterogeneous coefficients. In particular,
the effective (or averaged) equation, whose solution describes the effective behavior of the
solutions to (3.1), is again a stationary advection-diffusion problem.
We note that for non-stationary advection-diffusion problems (see for example [40]) the scaling
for the advection term is usually different than the scaling used in [35, 135] for stationary
problems. Indeed in [40] and related works, the model problem obtained from a diffusive
scaling of an unscaled microscopic advection-diffusion equation, has a macroscopic Péclet
number that scales as O (1/ε). In turn, the homogenized problem has an (advection) enhanced
or depleted diffusion tensor (note that periodicity of the velocity and diffusion terms are
assumed). This is the setting that will be studied in Chapter 4. In contrast in the model (3.1)
studied in [35, 135], the homogenized diffusion tensor will not depend on the advection term,
a somehow less physical situation, but non-periodic velocity and diffusion terms are allowed.
Challenges for numerical methods. Two major modeling issues arise when trying to ap-
ply the FE-HMM developed for multiscale diffusion problems (see Section 2) to stationary
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advection-diffusion problems. First, if the velocity field varies over multiple scales, proper
upscaling for the advection term in the equation has to be built in the method. Second,
even for constant velocity fields, when the methods developed for diffusion problems can be
applied straightforwardly, the numerical method will become unstable if the Péclet number
becomes large. This phenomenon is well-known for singlescale problems and a large variety
of stabilization techniques have been developed in order to adapt numerical methods to
advection dominated problems (see [157] and references therein). One class of stabilized
methods relies on discontinuous finite element methods (DG-FEM), see Section 2.2.2. Their
intrinsic flexibility makes them convenient for adaptivity techniques like local mesh refine-
ment (h-refinement) or local increase of the polynomial order (p-refinement). An analysis of
a hp-DG-FEM for advection-diffusion- reaction problems is presented in [116] by Houston,
Schwab and Süli. Further, Ayuso and Marini proposed in [43] an analysis for a class of dis-
continuous Galerkin methods for advection-diffusion-reaction problems “relaxing” the usual
coercivity condition relating the variable advection and reaction (see [43, Eq. (2.2)]) (as seen
in [43], under these conditions, the analysis already for singlescale problems is nontrivial).
This is the setting adopted in this chapter (see Section 3.4.1 for a discussion of the “relaxed
coercivity condition”).
Main contributions of this chapter. The method proposed in this chapter is built in the
framework of the HMM, which we have introduced in Chapter 2. It is based on macroscopic
discontinuous Galerkin (DG) FEM with input data (the effective diffusion tensor and the effec-
tive velocity field) recovered from micro FEM on sampling domains within the macroscopic
elements. These sampling domains themselves scale with ε, the smallest scale in the problem
and therefore, the computational work needed for our method is independent of the finescale
features of the medium.
Such combination of the HMM with the DG-FEM has already been proposed in [8] for pure dif-
fusion problems, see Section 2.4.2 for a review. The extension to advection-diffusion problems
is nontrivial. First, a careful (simultaneous) upscaling of the diffusion tensor and the velocity
field has to be built in the method. Indeed, the case of an oscillatory velocity field, whose
derivatives are unbounded with respect to ε is usually forbidden in a singlescale analysis (see
hypothesis (H2) in [43]). Second, the proof of the stability of the method is quite involved
as the macro-micro strategy used here introduces variational crimes (due to numerical inte-
gration and numerical upscaling) leading to a non-consistent method and in particular to
the loss of Galerkin orthogonality. Such variational crimes, also called non-consistent pertur-
bations, are not made in the singlescale method proposed in [43] (of course their method is
non-conforming as it is also based on a discontinuous Galerkin method). For purely diffusive
problems, as analyzed for the DG-HMM in [8], difficulties due to non-consistent perturbations
can be avoided by using appropriate quadrature formula and the uniform ellipticity of the
multiscale tensor, see Section 2.4.2. In contrast, the stability analysis including advection
necessitates an upper bound for the non-consistent perturbations committed in the advective
part. Beside the non-consistency, the variational crimes in our DG-HMM introduce two
further difficulties: in contrast to [43], the uniform boundedness on an infinite dimensional
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functional space of the diffusive part of our method in a DG norm is not available (due to
numerical integration). To overcome this issue we need an appropriate interpolation result
(see Section 3.4.1). Finally, all the data involved in the DG macro scheme come from micro
simulations by FEM introducing yet another discretization error (due to the numerical upscal-
ing procedure) that has to be taken into account in both the stability result and the a priori
error estimates (see again Section 3.4.1).
The stability of the DG-HMM is established for a general class of diffusion tensors and ve-
locity fields, that is, for general micro structures (without particular spatial structure such as
periodicity or stationarity) and for advection or diffusion dominated problems. The method
developed here is also suitable for advection-diffusion problems with boundary layers. Finally,
optimal a priori error estimates are established for locally periodic data. We note that our a
priori error estimates rely on new a priori error estimates for singlescale DG-FEM based on
numerical integration.
Literature overview. In [60], for one-dimensional hyperbolic and parabolic problems, a
heterogeneous multiscale method (HMM) based on a discontinuous Galerkin method has
been proposed and analyzed. In [112] numerical methods (in the spirit of generalized finite
element methods) for singularly perturbed time-dependent advection-diffusion problems that
exhibit a multiscale behavior have been considered and in [83, Section 5] multiscale methods
for transport problems are proposed. In the context of localized orthogonal decomposition
(LOD), a method based on DG-FEM has been introduced in [86] for stationary advection-
diffusion problems with divergence free advection (generalizing the multiscale DG method for
diffusion problems proposed in [87]). However, efficient localization is only shown for macro
meshes adapted to the Péclet number, see [86, Condition (3.1)]. Finally, we also mention a
numerical method based on the HMM that has been proposed in [170] for advection-diffusion
problems. Similar stabilization techniques as used in this chapter have been applied therein.
However, the stability of the method has not been analyzed in [170]. This constitutes one of
the main contribution of this chapter. Furthermore, the a priori estimates derived there do
not take into account the discretization error originating from the numerical computation of
the effective data, i.e., the micro solver error.
Outline. This chapter is organized as follows. In Section 3.1 we introduce the considered
advection-diffusion problem. Then, we derive the multiscale method in Section 3.2. In Sec-
tion 3.3, we summarize our main results on the stability and the a priori error estimates of the
proposed method, the stability of the method for general data and the a priori estimates for lo-
cally periodic data. The proofs of the main results are provided in Sections 3.4 and 3.5. Further,
we present numerical experiments for both periodic and non-periodic (random) problems in
Section 3.6 in order to confirm the theoretical estimates and to illustrate the capabilities of the
proposed method. Finally, the results about the effect of numerical integration for singlescale
DG-FEM are derived in Section 3.7.
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3.1 Model problem and homogenization results
In this section we introduce the advection-diffusion model problem and recall the results of
classical homogenization theory.
Let Ω⊂ Rd for d ∈ {2,3} be a convex polygonal domain. Consider the multiscale advection-
diffusion problem with zero Dirichlet boundary conditions
−div(aε(x)∇uε(x))+bε(x) ·∇uε(x)= f (x), inΩ,
uε(x)= 0, on ∂Ω,
(3.2)
with aε ∈ (L∞(Ω))d×d the diffusion tensor, bε ∈ (L∞(Ω))d the velocity field and the source
f ∈ L2(Ω). The variable ε represents a small scale in the problem, at which the data aε, bε
fluctuate. We assume that the family of tensors aε (indexed by ε) are uniformly bounded and
elliptic and that the family of velocity fields bε is uniformly bounded, i.e., there existλ,Λ,B > 0
such that for any ξ ∈Rd
λ|ξ|2 ≤ aε(x)ξ ·ξ, ∣∣aε(x)ξ∣∣≤Λ|ξ|, ∣∣bε(x)∣∣≤B, a.e. x ∈Ω, ∀ε> 0. (3.3)
As mentioned in the introduction, a different scaling for the velocity field is usually used
for non-stationary problems (i.e., velocity fields that are not uniformly bounded in ε, see
Chapter 4).
If the family of differential operators −div(aε(x)∇·)+bε(x) ·∇· satisfies the coercivity∫
Ω
aε(x)∇v ·∇v +bε(x) ·∇v v d x ≥λ‖∇v‖2L2(Ω), ∀v ∈H 10 (Ω), ∀ε> 0, (3.4)
an application of the Lax-Milgram theorem provides a unique weak solution uε ∈H 10 (Ω) for
all ε> 0. These solutions are uniformly bounded independently of ε by ‖uε‖H 1(Ω) ≤C‖ f ‖L2(Ω)
implying the existence of a subsequence of {uε} weakly convergent in H 10 (Ω). As a result of the
H-convergence [35, 135] there exists a subsequence of {aε,bε} such that the corresponding
sequence of solutions {uε} weakly converges to u0 in H 10 (Ω), the solution of the homogenized
problem
−div(a0(x)∇u0(x))+b0(x) ·∇u0(x)= f (x), inΩ,
u0(x)= 0, on ∂Ω,
(3.5)
where a0(x) ∈ (L∞(Ω))d×d is the homogenized tensor and b0(x) ∈ (L∞(Ω))d the homogenized
velocity field. Furthermore, a0 satisfies again the uniform ellipticity of condition (3.3) and the
operator −div(a0(x)∇·)+b0(x) ·∇· is coercive (in the sense of (3.4)). Thus, the homogenized
problem (3.5) has a unique solution.
We note that the coercivity condition (3.4) often is ensured by the condition −divbε(x)≥ 0
for a.e. x ∈Ω and ε> 0, assuming the regularity bε ∈H 1(div,Ω). However, a similar condition
for the homogenized velocity field, i.e., −divb0 ≥ 0, does not follow from [35, Theorem 2.1]
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directly, but will be assumed later on in (3.24), as it is the standard assumption to analyze
numerical methods for advection-diffusion problems.
We notice, that we have chosen zero Dirichlet boundary conditions for the model problem (3.2)
for simplicity. The multiscale method and its analysis derived in Section 3.2 and Section 3.3
can be generalized to non-zero Dirichlet, Neumann or mixed boundary conditions.
Péclet number. To distinguish the different regimes of problem (3.5) we define the Péclet
number Pe(x) for the homogenized problem (3.5) locally by
Pe(x)=
∣∣b0(x)∣∣L∥∥a0(x)∥∥F , ∀x ∈Ω,
where L = diamΩ is the characteristic length of the domain. The problem (3.5) is called
diffusion dominated, if Pe(x). 1 in Ω, or advection dominated, if Pe(x)À 1 in Ω. We assume,
that Pe(x) has the same order for any x ∈Ω and we will hence define and use the global Péclet
number Pe in the following (see Section 3.3 for the definition).
Formal asymptotics for periodic data. Like in Section 2.1, formal asymptotics can be used to
derive explicit formulas for the homogenized quantities a0 and b0 if the data aε and bε are
(locally) periodic.
We first assume that we have periodic data aε(x)= a( xε ) and bε(x)= b( xε ) with a(y) and b(y),
which are Y -periodic in y and sufficiently smooth. Using in (3.2) the multiscale expansion (2.7)
given by uε(x)= u0(x, xε )+εu1(x, xε )+ . . . leads to the equations
O (ε−2) : L0u0 = 0, (3.6a)
O (ε−1) : L0u1 = − (L1u0+b(y) ·∇y u0), (3.6b)
O (ε0) : L0u
2 = − (L1u1+b(y) ·∇y u1+L2u0+b(y) ·∇x u0)+ f , (3.6c)
where the diffusion differential operators L0,L1 and L2 are defined in (2.9). The equa-
tion (3.6a) reveals that u0 = u0(x) is independent of y , which immediately yields that the
advective term b ·∇y u0 in (3.6b) vanishes. In particular, we find again the same purely diffusive
cell problems, see (2.10) (for diffusion multiscale problem) and (3.7) (for advection-diffusion
multiscale problem). Hence, compared to the cascade of equations (2.8) for the elliptic dif-
fusion model problem of Chapter 2, the only difference appears in the equation (3.6c), the
equation of the terms of order O (ε0), from where the homogenized problem with explicit
formulas for a0 and b0 are then derived, see (3.8) and (3.9), respectively.
Those considerations can be extended to locally periodic data aε(x)= a(x, xε ), bε(x)= b(x, xε ),
where a(x, ·) and b(x, ·) are Y -periodic. For the class of locally periodic data results in periodic
homogenization theory show, that the whole sequence {uε} weakly converges to u0, the
solution of the homogenized problem (3.5) (see [122, p. 31], [51, Sect. 13]). Furthermore, the
homogenized quantities a0(x) and b0(x) can be calculated as special averages involving the
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solutions of (infinitely many) cell problems. For an arbitrary x ∈Ω, let us introduce the first
order correctors χk (x, y) : Ω×Y →R with χk (x, ·) ∈H 1per (Y ) = {v ∈ H 1per (Y ) |
∫
Y v(y)d y = 0},
for k = 1, . . . ,d , the unique solution of the cell problem∫
Y
a(x, y)∇χk (x, y) ·∇v(y)d y =−
∫
Y
a(x, y)ek ·∇v(y)d y, ∀v ∈H 1per (Y ). (3.7)
Then, the homogenized tensor a0(x) at x ∈Ω is given by
a0i j (x)=
1
|Y |
∫
Y
ai j (x, y)+
d∑
k=1
ai k (x, y)
∂χ j
∂yk
(x, y)d y, 1≤ i , j ≤ d , (3.8)
and the homogenized velocity field b0 has the explicit representation
b0(x) ·e j = 1|Y |
∫
Y
b(x, y) ·e j +
d∑
k=1
b(x, y) ·ek
∂χ j
∂yk
(x, y)d y, 1≤ j ≤ d . (3.9)
Note that the formula a0 coincides with the one derived in (2.11) for the pure diffusion problem
−div(aε∇uε)= f considered in Chapter 2. Thus, for the model problem (3.2), the multiscale
advection bε does not alter the effective diffusion a0. A different model, where such effects are
taken into account, is studied in Chapter 4.
3.2 The DG-HMM
The goal is to derive a multiscale method that captures the effective solution of (3.2) at lower
computational cost than solving (3.2) with standard numerical methods. We recall that for
problem (3.2) scale resolution with a standard numerical method involves a computational
cost of O (ε−d ). The method we want to build will involve a computational cost independent
of ε. In [8] a multiscale method has been proposed for a purely diffusive multiscale problem
applying a discontinuous Galerkin method on the macro scale. As input, this method uses
solely the data provided by the finescale tensor aε. After having set up the framework of [8], we
explain how to extend the method to advection-diffusion multiscale problems. The proposed
method will be able to capture the effective solution of the multiscale advection-diffusion
problem by coupling a discontinuous Galerkin method based on quadrature points on the
macro scale with a standard FEM on (micro) sampling domains centered at these quadrature
points recovering the effective data.
3.2.1 Preliminaries
First, we introduce the quantities needed for the macroscopic discretization.
Macro mesh. We consider a macroscopic family of partitionsTH ofΩ, whereTH is a shape-
regular macro mesh on Ω consisting of open, simplicial, not curved elements K satisfying⋃
K∈TH K =Ω. Furthermore, we assume for simplicity thatTH is a conformal macro mesh, i.e.,
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there are no hanging nodes. The element diameter HK is defined by HK = diamK for K ∈TH
and the macro mesh size H is defined by H =maxK∈TH HK . Here H À ε is allowed. By E we
denote the set of all open (d−1)-dimensional interfaces of the elements ofTH . We decompose
E into interior interfaces Ei nt and interfaces on the boundary EB , i.e., E = Ei nt ∪EB . The
interface diameter He is defined by He = diame for e ∈ E . Furthermore, we use the notation∫
Γ
· = ∑
e∈E
∫
e
· .
Based on the macro meshTH we introduce the piecewise Sobolev space
H 1(TH )=
∏
K∈TH
H 1(K )= {v ∈ L2(Ω) | v |K ∈H 1(K ), ∀K ∈TH }.
Remark 3.2.1. For simplicity of exposition, we assume that the macro mesh is conformal.
However, one of the most important advantages of discontinuous Galerkin methods is the
admissibility of irregular meshes, which are useful for local refinement of the mesh. The
extension of the presented results to this class of more general meshes is straightforward.
Macro finite element space. We define the piecewise linear finite element space for the
discontinuous Galerkin method on the macro meshTH by1
V 1(Ω,TH )= {uH ∈ L2(Ω) | uH |K ∈P 1(K ), ∀K ∈TH },
whereP 1(K ) denotes the space of linear polynomials on K ∈TH . We note, that V 1(Ω,TH )⊂
H 1(TH ). In comparison to a standard finite element space the interelement continuity of
the finite element functions is not postulated. Therefore, in the process of deriving the weak
formulation of equation (3.2) the integration by parts can only be applied piecewisely on
elements K ∈TH .
Quantities on interfaces. Due to the lack of interelement continuity non-canceling terms on
the boundaries ∂K arise, which we need to quantify. Consider e ∈ E , v ∈H 1(TH ) and b ∈Rd .
First, we denote the outer normal vector on Ω and the outer normal vector on K by n and nK ,
respectively, for any K ∈TH . We notice, that v is generally two-valued on every e ∈ Ei nt in the
sense of traces. If e is an interior edge e ∈ Ei nt then there exist two triangles K1,K2 ∈TH such
that K1∩K2 = e, provided with outer normal vector n1 and n2 as well as interior traces v1 and
v2, respectively. The normal jump and the average of v on e are defined by
v = v1 ·n1+ v2 ·n2, {v}= 1
2
(v1+ v2).
1Note, that there was a typo in the definition given in [24].
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If b ·n1 6= 0 we defineKi =K1,Ko =K2, if b ·n1 < 0, or
Ki =K2,Ko =K1, if b ·n1 > 0.
The edge e is then called inflow and outflow edge of Ki and Ko with respect to b, respectively.
For b ·n1 = b ·n2 = 0 we choose a unique definition for Ki and Ko in order to facilitate further
notation. Let ≺ be the lexicographical order on Rd and xK1 and xK2 be the barycenter of K1
and K2, respectively. We then defineKi =K1,Ko =K2, if xK1 ≺ xK2 , or
Ki =K2,Ko =K1, if xK2 ≺ xK1 .
Further, we introduce the simplified notation ni = nKi .
Analogously, we define these quantities for boundary edges. If e is a boundary edge e ∈ EB
then there exists a triangle K1 ∈ TH such that e = K1∩∂Ω, provided with an outer normal
vector n1 being n and the interior trace v1. The normal jump and the average of v on e are
defined by v = v1 ·n and {v}= v1, respectively. If b ·n < 0 then Ki =K1,ni = n, if b ·n ≥ 0 then
Ko =K1,ni =−n and furthermore
vi =
v1, b ·n < 0,0, b ·n ≥ 0, and vo =
v1, b ·n > 0,0, b ·n ≤ 0.
Remark 3.2.2. Since the numerical and the analytic velocity field may lead to different inflow
and outflow directions, we will use the following notation: the indices i and o (e.g., Ki ) will
be used for the numerically computed velocity field, which will be constant on one interface
(later on denoted by {bε}), while for the analytic velocity field we use the indices i0(x) and
o0(x), e.g., Ki0(x) for x ∈ e ∈ E .
3.2.2 DG-HMM for advection-diffusion problems
In this section, we introduce a multiscale method for advection-diffusion problems based on
a discontinuous Galerkin method on the macroscopic scale.
Quadrature formula. The proposed method is based on a quadrature formula on the macro
mesh. As we consider piecewise linear macro finite elements on simplicial meshes, we apply a
one-point quadrature formula, i.e., for a continuous function g : Ω→R,∫
Ω
g (x)d x ≈ ∑
K∈TH
|K |g (xK ), (3.10)
where xK is located at the barycenter of K ∈TH . We note, that the quadrature formula (3.10)
is exact for piecewise affine functions g .
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Sampling domains. For the upscaling procedure of the micro scale data, sampling domains
around the quadrature points are defined. Let δ≥ ε. For a macro element K ∈TH we consider
the sampling domain Kδ around the barycenter xK defined by Kδ = xK +δI , where I = (−12 , 12 )d .
Macro bilinear form. Having set up the necessary framework we define the macro bilinear
form for the multiscale advection-diffusion problem. We consider the macro bilinear form
B on V 1(Ω,TH )×V 1(Ω,TH ) defined as the sum B =BD +B A of the diffusive part BD and the
advective part B A given by
BD (v
H , w H )= ∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε∇vhK ·∇whK d x−
∫
Γ
{aε∇vh} · w H d s+
∫
Γ
µv H  · w H d s,
B A(v
H , w H )= ∑
K∈TH
|K |
|Kδ|
∫
Kδ
bε ·∇vhK w H (xK )d x−
∫
Γ
{bε} · v H w Hi d s,
(3.11)
where vhK , w
h
K are appropriate micro functions solving (3.13) on the sampling domain Kδ and
the average of multiscale fluxes {aε∇vh} is given by (3.14). The penalty weighting function
µ is given piecewisely by µ|e =
∥∥{a0K }∥∥FαH−1e , where a0K is the numerically approximated
homogenized tensor that will be defined in (3.20) and the penalization parameter α> 1 is a
positive parameter independent of the local mesh size and the data aε(x). On an interface
e ∈ E , the average of the effective velocity field {bε} is defined in (3.16) and the trace w Hi is
taken from the inflow element Ki with respect to {bε}.
Micro solver. Let K ∈TH be a macro triangle and Kδ its sampling domain. On this sampling
domain we consider a simplicial micro meshTh and the micro finite element space S
q (Kδ,Th)
defined by
Sq (Kδ,Th)= {zh ∈W (Kδ) | zh |T ∈P q (T ), ∀T ∈Th}, (3.12)
whereP q (T ) denotes the space of polynomials on the element T of total degree at most q ,
with q ∈N>0, and where the choice of W (Kδ) determines the boundary conditions used for
computing the micro functions vhK . We consider two different spaces:
• periodic coupling: W (Kδ)=H 1per (Kδ)=
{
v ∈H 1per (Kδ) |
∫
Kδ
v d x = 0
}
;
• Dirichlet coupling: W (Kδ)=H 10 (Kδ).
The micro problems are defined by: find vhK such that (v
h
K − v H ) ∈ Sq (Kδ,Th) and∫
Kδ
aε(x)∇vhK ·∇zhd x = 0, ∀zh ∈ Sq (Kδ,Th). (3.13)
Average of multiscale fluxes. Similarly as in the DG-HMM for diffusion problems, proper
averages of fluxes on edges are crucial for the bilinear form (3.11). We recall such a construction
first introduced in [5, 8], see Section 2.4.2.
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For e ∈ Ei nt , there exist K1,K2 ∈TH with corresponding sampling domains denoted by K 1δ ,K 2δ
such that e =K1∩K2. The average of multiscale fluxes on e is defined by
{aε∇vh}= 1
2
(
1∣∣K 1
δ
∣∣
∫
K 1
δ
aε∇vhK1 d x+
1∣∣K 2
δ
∣∣
∫
K 2
δ
aε∇vhK2 d x
)
. (3.14)
Further, for e ∈ EB , there exists K ∈TH with corresponding sampling domain Kδ such that
e =K ∩∂Ω. The average of multiscale fluxes on e is defined by
{aε∇vh}= 1|Kδ|
∫
Kδ
aε∇vhK d x.
We notice, that for the averages {aε∇vh} we omit the index K for the micro functions vhK as the
neighboring elements for any e ∈ E are well-defined. Further, we emphasize that in contrast
to the usual definition of the flux average in DG methods, existence of traces is not required
for the average of multiscale fluxes. We also notice that the computation of the average of
multiscale fluxes does not lead to an extra computational effort, as the quantities involved in
the above integrals need to be computed anyway in the formulation of the method (3.11).
Average of effective velocity field. In order to define the quantity {bε} we introduce additional
notations. Let K ∈ TH be a macro triangle and ϕHK ,0, . . .ϕHK ,d the collection of linear nodal
basis functions on K . Furthermore, let FK denote an affine C 1-diffeomorphism such that
FK (Kˆ )=K , where Kˆ is the simplicial reference element in Rd . The nodal basis ϕˆH0 , . . . ,ϕˆHd on Kˆ
is defined by ϕˆH0 (xˆ)= 1−
∑d
i=1 xˆi and ϕˆ
H
i (xˆ)= xˆi , for i = 1, . . . ,d . We order the basis functions
on K such that ϕHK ,i (FK (xˆ))= ϕˆHi (xˆ) for i = 0, . . . ,d and xˆ ∈ Kˆ . Let DK be the Jacobian matrix of
FK , which is a constant d ×d matrix. We introduce the matrix QϕhK as the product
QϕhK
=DK
 | |∇ϕhK ,1 · · · ∇ϕhK ,d
| |

T
, (3.15)
where ϕhK ,i solves the micro problem (3.13) constrained by the macro nodal basis function
ϕHK ,i for i = 1, . . . ,d . The formula (3.15) will be motivated in Section 3.2.3.
For e ∈ Ei nt , there exist K1,K2 ∈TH with corresponding sampling domains K 1δ ,K 2δ such that
e =K1∩K2. The average of the effective velocity field on e is defined by
{bε}= 1
2
(
1∣∣K 1
δ
∣∣
∫
K 1
δ
QϕhK1
bε(x)d x+ 1∣∣K 2
δ
∣∣
∫
K 2
δ
QϕhK2
bε(x)d x
)
. (3.16)
For e ∈ EB , there exists K ∈TH with corresponding sampling domain Kδ such that e =K ∩∂Ω.
The average of the effective velocity field on e is defined by
{bε}= 1|Kδ|
∫
Kδ
QϕhK
bε(x)d x.
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Like for the average of multiscale fluxes, the average of the effective velocity field uses quanti-
ties already computed for assembling the stiffness matrix of the diffusive part BD . In order to
assemble the terms of B A on the edges the effective velocity field has to be stored for every
K ∈TH similarly as for the multiscale fluxes appearing in BD .
Macro solution. Our multiscale method for computing an effective solution of problem (3.2)
reads as follows: find uH ∈V 1(Ω,TH ) such that
B(uH , v H )=
∫
Ω
f v H d x, ∀v H ∈V 1(Ω,TH ). (3.17)
Remark 3.2.3. The diffusive part BD extends the incomplete interior penalty Galerkin method
(IIPG) of [68] to multiscale problems. It only differs in the lack of the symmetrizing term in
comparison to the multiscale method proposed in [8]. The advective part B A is a multiscale
extension of the advective part of the method proposed in [116].
3.2.3 A useful reformulation of the DG-HMM
For the stability and the a priori error analysis of the FE-HMM (multiscale methods based
on standard FEM) it turns out that it is convenient to define a numerically homogenized
tensor a0K (cf. e.g. Section 2.4.1 and [7, Section 4.3]). In that way, the diffusive form BD can be
reformulated as a standard DG-FEM based on numerical integration applied to a modified
macro problem. An analogous reformulation of the advective form B A will also be derived
(this will allow to motivate the definition of {bε}). We emphasize that this reformulation will
only be used for the analysis but not for actual numerical computations.
To begin with, we consider a micro problem with modified right-hand side for i = 1, . . . ,d : find
ψi ,hK ∈ Sq (Kδ,Th) such that∫
Kδ
aε(x)∇ψi ,hK ·∇zh d x =−
∫
Kδ
aε(x)ei ·∇zhd x, ∀zh ∈ Sq (Kδ,Th). (3.18)
We also consider the following similar problem for i = 1, . . . ,d : find ψ¯iK ∈W (Kδ) such that∫
Kδ
aε(x)∇ψ¯iK ·∇z d x =−
∫
Kδ
aε(x)ei ·∇z d x, ∀z ∈W (Kδ). (3.19)
Based on the finite element micro functions ψi ,hK and the exact micro function ψ¯
i
K , we define
two tensors
a0K =
1
|Kδ|
∫
Kδ
aε
(
I d +∇ψhK (x)
)
d x, a¯0K =
1
|Kδ|
∫
Kδ
aε
(
I d +∇ψ¯K (x)
)
d x, (3.20)
where ∇ψhK (x) and ∇ψ¯K (x) are d × d matrices given by ∇ψhK (x) = (∇ψ1,hK , . . . ,∇ψd ,hK ) and
∇ψ¯K (x) = (∇ψ¯1K , . . . ,∇ψ¯dK ), respectively. We recall that the tensor a0K enters in the penalty
weighting function µ for the macro bilinear form (3.11). It can be computed following [6,
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Theorem 18]. The estimation of this tensor does not constitute a computational overhead
as the micro problems (3.18) need already to be solved to assemble BD (indeed the solution
of (3.13) can be obtained from the solutions of (3.18)).
Lemma 3.2.4 ([8, Lemma 5.4, Corollary 5.5]). Let vhK , w
h
K be the solutions of the micro prob-
lem (3.13) such that vhK−v H ∈ Sq (Kδ,Th) (resp. whK−w H ∈ Sq (Kδ,Th)) with W (Kδ)⊂H 1per (Kδ)
(periodic coupling) or W (Kδ)⊂H 10 (Kδ) (Dirichlet coupling). Then the following identities hold
1
|Kδ|
∫
Kδ
aε(x)∇vhK ·∇whK d x = a0K∇v H (xK ) ·∇w H (xK ),
1
|Kδ|
∫
Kδ
aε(x)∇vhK d x = a0K∇v H (xK ).
The average of the multiscale fluxes can be reformulated analogously, cf. [8, Lemma 5.6].
Lemma 3.2.5. Let K1,K2 ∈TH having a common interface e. Let vhK1 and vhK2 be the solutions
of (3.13) in K1 and K2, respectively, constrained by v H ∈ V 1(Ω,TH ) employing periodic or
Dirichlet boundary conditions. Then
{aε∇vh}= {a0K∇v H }.
Hence, one can reformulate the diffusive part BD of the method (cf. [8, Proposition 5.7]) by
BD (v
H , w H )= ∑
K∈TH
|K |a0K∇v H (xK ) ·∇w H (xK )−
∫
Γ
{a0K∇v H } · w H d s+
∫
Γ
µv H  · w H d s.
(3.21)
Next, we define the velocity field b0K and its counterpart b¯
0
K analogously to a
0
K and a¯
0
K , respec-
tively,
b0K =
1
|Kδ|
∫
Kδ
(I d + (∇ψhK (x))T )bε(x)d x, b¯0K =
1
|Kδ|
∫
Kδ
(I d + (∇ψ¯K (x))T )bε(x)d x. (3.22)
Following Lemma 3.2.4 we have that 1|Kδ|
∫
Kδ
bε ·∇vhK d x = b0K ·∇v H (xK ), and if we set v H =ϕHK ,i ,
observing that ∇ϕHK ,i = (DTK )−1ei , we obtain from (3.22)
eTi D
−1
K b
0
K = b0K ·∇ϕHK ,i =
1
|Kδ|
∫
Kδ
(∇ϕHK ,i +∇ψhK (x)∇ϕHK ,i )T bε(x)d x
= 1|Kδ|
∫
Kδ
(∇ϕhK ,i )T bεd x,
for i = 1, . . . ,d , hence, we obtain b0K = 1|Kδ|
∫
Kδ
QϕhK
bεd x, where QϕhK
is defined in (3.15). Thus, it
follows that {bε}= {b0K }. Taking into account that for K ∈TH and v H , w H ∈V 1(Ω,TH ) it holds∫
K
b0K ·∇v H w H d x = |K |b0K ·∇v H (xK )w H (xK ),
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the advective part B A can then be reformulated as
B A(v
H , w H )= ∑
K∈TH
∫
K
b0K ·∇v H w H d x−
∫
Γ
{b0K } · v H w Hi d s. (3.23)
For the analysis of the method carried out in Sections 3.3 and 3.5 we always use the macro
bilinear form in its reformulated version of (3.21) and (3.23).
3.3 Main results
In this section, we present our main results, namely the stability of the proposed multiscale
method (3.11) for general data aε, bε and a priori error estimates in both advection and
diffusion dominated regimes for locally periodic data. We start by defining the norm used in
our analysis.
Definition 3.3.1. For v H ∈V 1(Ω,TH ), let the norm ~v H~= (~v H~2D +~v H~2A)1/2 be defined
by the following problem-dependent norms
~v H~2D = a∞
∥∥∇v H∥∥2L2(Ω)+a∞∣∣v H ∣∣2∗,D , ~v H~2A = b∞∥∥v H∥∥2L2(Ω)+ ∣∣v H ∣∣2∗,A ,
where a∞ = esssupx∈Ω
∥∥a0(x)∥∥F , b∞ = esssupx∈Ω ∣∣b0(x)∣∣ and where
∣∣v H ∣∣2∗,R = ∑
e∈E
∥∥γ(R)1/2v H ∥∥2L2(e), with γ(R)=
αH−1e , for R =D,∣∣b0 ·n∣∣, for R = A,
is a weighted mesh-dependent semi-norm.
We note that the diffusion norm ~·~D is the same as the norm used in [8] but scaled by
a1/2∞ . Hence, for an advection dominated problem ~·~D is dominated by ~·~A . As in our
multiscale method variational crimes are committed, we need to introduce two quantities
rvc,A,TH and rvc,A,E , that quantify the variational crimes in B A , due to numerical integration
on the macroscopic scale and the numerical upscaling procedure. We consider
rvc,A,TH =
1
b∞
sup
K∈TH
x∈K
∣∣b0K −b0(x)∣∣, rvc,A,E = 1b∞ supe∈E
x∈e
∣∣{b0K }−b0(x)∣∣,
and we define rvc,A = rvc,A,TH + rvc,A,E . Further, the global Péclet number for the effective
problem is given by Pe= b∞La∞ , where L = diamΩ.
Remark 3.3.2. In order to have an analysis, for which the constants do not blow up in either the
diffusion or the advection dominated regimes, the dependence of usually generic constants
on a∞,b∞ as well as λ,Λ,B cannot be neglected. Hence, we use generic constants, which
only depend on terms of the type Λλ ,
a∞
λ ,
b∞
B and quantities independent of a∞,b∞, H ,h,ε,δ.
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3.3.1 Stability results
The stability of the multiscale method (3.11) is proved for data aε, bε without any special
spatial structure. We recall that for data aε, bε satisfying (3.3) and (3.4), it holds for the
effective data that b0 ∈ (L∞(Ω))d and (see [35, 135])
a0 ∈ (L∞(Ω))d×d , a0(x)ξ ·ξ≥λ|ξ|2, ∣∣a0(x)ξ∣∣≤Λ0|ξ|, a.e. x ∈Ω,∀ξ ∈Rd ,
for λ> 0 from (3.3) and some Λ0 ≥ 0. For the stability analysis, we assume additionally that
b0(x) ∈W 1,∞(Ω), −divb0(x)≥ 0, a.e. x ∈Ω, (3.24)
b0(x) has no closed curves , b0(x) 6= 0, ∀x ∈Ω. (3.25)
The condition (3.24) is the standard assumption for the velocity field for formulating and
analyzing DG-FEM for singlescale advection-diffusion problems. Further, the condition (3.25)
is used in [43] for the construction of a weighting functionϕ (see equation (3.40)) fundamental
for the analysis of DG-FEM for advection-diffusion-reaction problems in the ~·~ norm.
To prove the stability of the numerical method (3.11), we derive the following inf-sup condition.
Theorem 3.3.3. Assume (3.3), (3.24) and (3.25). Then, there exist α > 1, H0 > 0,R0 > 0 such
that, for
H <H0, rvc,A <R0, (3.26)
the numerical method defined by (3.11) fulfills the inf-sup condition
sup
w H∈V 1(Ω,TH )
B(v H , w H )
~w H~ ≥αS~v
H~, ∀v H ∈V 1(Ω,TH ), (3.27)
where the stability constant αS is independent of H ,h,ε,δ.
We emphasize that the constants α, H0,R0 are independent of H ,h,ε,δ and we refer to Re-
mark 3.4.11 for a discussion of the hypothesis rvc,A <R0. Further, the inf-sup condition (3.27)
implies the existence and uniqueness of the solution of (3.17).
Theorem 3.3.4. Assume (3.3), (3.24) and (3.25). Then the bilinear form (3.11) is uniformly
bounded on V 1(Ω,TH )×V 1(Ω,TH ) independently of H ,h,ε,δ. Furthermore, under the ad-
ditional conditions (3.26) of Theorem 3.3.3, the problem (3.17) has a unique solution uH ∈
V 1(Ω,TH ), which satisfies
~uH~≤ 1
αS
∥∥ f ∥∥L2(Ω), (3.28)
where αS , independent of H ,h,ε,δ, is the stability constant of Theorem 3.3.3.
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3.3.2 A priori error estimates
As discussed in the introduction of this chapter, the a priori error estimates are derived for
locally periodic data aε, bε. The estimates rely on new results about the effect of numerical
integration for DG-FEM applied to singlescale problems, see Section 3.7. We note that the
assumption of local periodic data is only needed to estimate the modeling error, whereas the
estimates of the macro and micro errors given in Theorem 3.7.1 and Lemma 3.5.2, respectively,
are still valid for non-periodic data.
Assumption 3.3.5. We assume local periodicity of aε and bε in the sense that there exist a
tensor a(x, y) and a velocity field b(x, y) both Y -periodic in y such that aε(x)= a(x, xε ) and
bε(x)= b(x, xε ). Furthermore, we postulate Lipschitz continuity of a and b with respect to the
first variable
ai j (x, y),b(x, y) ·ei ∈W 1,∞(Ω;L∞(Y )), 1≤ i , j ≤ d .
In order to derive the a priori error estimates, we aim to decompose the total error into macro
error emac and the quantity eH M M
~u0−uH~≤ emac +eH M M , (3.29)
where u0 is the solution of the homogenized problem (3.5) and uH is the solution of (3.17).
The explicit formulas for emac and eH M M will be given in the proof of Theorem 3.3.6. While
the macro error is due to the macroscopic solver B˜0, a discontinuous Galerkin finite element
method with numerical quadrature (introduced in Section 3.5.1) to solve the homogenized
problem (3.5), the term eH M M is the error solely caused by the upscaling procedure intrinsi-
cally encoded into B . By a Strang type result similar to [8, Lemma 5.10] we can trace eH M M
back to the quantities
rH M M ,D = 1
a∞
sup
K∈TH
∥∥a0K −a0(xK )∥∥F , rH M M ,A = 1b∞ supK∈TH
∣∣b0K −b0(xK )∣∣. (3.30)
Theorem 3.3.6. Let u0 and uH be the solutions of (3.5) and (3.17), respectively. Assume (3.3),
(3.24), (3.25) and the regularity u0 ∈H 2(Ω), a0 ∈ (W 1,∞(Ω))d×d , b0 ∈ (W 2,∞(Ω))d . Furthermore,
assume that H, rvc,A and α satisfy the hypothesis of Theorem 3.3.3. Then, the following a priori
error estimate holds
~u0−uH~≤C(a1/2∞ H +b1/2∞ H 3/2+b1/2∞ min{Pe1/2 H 2, H}
+a1/2∞ rH M M ,D +b1/2∞ rH M M ,A
)∥∥u0∥∥H 2(Ω),
where C is independent of H ,h,ε,δ.
The fully discrete error analysis relies on the decomposition of rH M M ,D and rH M M ,A into
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modeling errors rmod ,· and micro errors rmi c,· due to diffusion D and advection A, respectively,
rH M M ,D ≤ 1
a∞
sup
K∈TH
∥∥a0(xK )− a¯0K ∥∥F + 1a∞ supK∈TH
∥∥a¯0K −a0K ∥∥F =: rmod ,D + rmi c,D , (3.31)
rH M M ,A ≤ 1
b∞
sup
K∈TH
∣∣b0(xK )− b¯0K ∣∣+ 1b∞ supK∈TH
∣∣b¯0K −b0K ∣∣=: rmod ,A+ rmi c,A . (3.32)
In order to estimate the micro error we assume the following regularity of the exact micro
functions ψ¯iK and the velocity field b
ε.
(H1) ψ¯iK ∈H q+1(Kδ) and
∣∣ψ¯iK ∣∣H q+1(Kδ) ≤Cε−q√|Kδ|, for K ∈TH , i = 1, . . . ,d .
(B1) bε ∈W 1,∞(Ω) and |bε ·ei |W 1,∞(Ω) ≤CBε−1, for i = 1, . . . ,d .
We refer to [8, Remark 5.1] for justification and discussion of (H1). Further, we observe that for
smooth periodic velocity fields of the form bε(x)= b(x/ε)= b(y), Y -periodic in y , we have by
the chain rule ∂xi b(x/ε)= 1ε∂yi b(y). For the analysis of the modeling error we assume
(H2) aε and bε are collocated in the slow variable at xK , i.e., aε(x)= a(xK , x/ε) and bε(x)=
b(xK , x/ε) on any K ∈TH , where xK is the quadrature node in K .
This is possible due to the local periodicity of aε and bε (see Remark 3.5.5 for generalization).
For the discussion of the micro and modeling errors rmi c,·, rmod ,· we refer to Section 3.5.2. The
fully discrete a priori error bounds for the DG-HMM proposed in this chapter read as follow.
Theorem 3.3.7. In addition to the assumptions of Theorem 3.3.6, assume that (H1), (H2) and
(B1) hold. Then
• for periodic coupling, i.e., W (Kδ)=H 1per (Kδ) and δε ∈N,
~u0−uH~≤C
(
a1/2∞ H +b1/2∞ H 3/2+b1/2∞ min
{
Pe1/2 H 2, H
}
+a1/2∞
(
h
ε
)2q
+b1/2∞
(
h
ε
)q+1)
,
(3.33)
• for Dirichlet coupling, i.e., W (Kδ)=H 10 (Kδ) and δ> ε
~u0−uH~≤C
(
a1/2∞ H +b1/2∞ H 3/2+b1/2∞ min
{
Pe1/2 H 2, H
}
+a1/2∞
(
h
ε
)2q
+a1/2∞
ε
δ
+b1/2∞
(
h
ε
)q+1
+b1/2∞
( ε
δ
)1/2)
,
(3.34)
where C is independent of H ,h,ε,δ.
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We note that the first two terms of estimates (3.33) and (3.34) are known from the singlescale
analysis [43], the third term quantifies the effect of numerical integration on the macro
scale derived in Theorem 3.7.1 and the remaining terms describe the influence of micro and
modeling errors solely due to the multiscale strategy.
Remark 3.3.8. We observe that the numerical integration in the advective part introduces the
additional term b1/2∞ min
{
Pe1/2 H 2, H
}
into the a priori estimates (compare estimate (3.79) and
Theorem 3.7.1). We note that this additional term is at least of linear order. In our numerical
experiments however, the linear order of convergence is never seen except for very large Péclet
numbers, see Section 3.7.3.
Further, the a priori estimate presented in Theorem 3.3.7 allows to define micro-macro re-
finement strategies for optimal convergence in the ~·~ norm with minimal computational
costs for advection or diffusion dominated problems. Indeed, assume for example that we
choose linear micro finite elements, i.e., q = 1, and we denote by Nmac and Nmi c the number
of macro and micro elements in each spatial dimension of the macro and the micro meshes,
respectively, when discretizingΩ and the sampling domains Kδ by quasi-uniform triangular
meshes (we note that the choice q = 1 leads to a quadratic convergence of rmi c,D and rmi c,A ,
which is of higher order than the convergence of emac ). We get the refinement strategies
(DD) H ∼
(
h
ε
)2
(i.e., Nmi c ∼
p
Nmac ) for diffusion dominated problems,
(AD) H
3
2 ∼
(
h
ε
)2
(i.e., Nmi c ∼ (Nmac )3/4) for advection dominated problems.
Complexity. We recall, that Nmac and Nmi c denote the number of macro and micro elements
in each spatial dimension on the macro domain Ω and the micro domains Kδ, respectively.
Thus, the macro and micro degrees of freedom (DOF) are of order O (Mmac ) and O (Mmi c ),
respectively, where Mmac =N dmac and Mmi c =N dmi c , and the total DOF is of order O (Mmac ·
Mmi c ). Further, the macro mesh size H is given by H = 1/Nmac and the micro mesh size h by
h = δ/Nmi c . Since the sampling domain size δ is of orderO (ε) we get h/ε=C /Nmi c , where C is
a moderate constant. Therefore, in view of Theorem 3.3.7, Nmi c can be chosen independently
of ε.
The refinement strategies (DD) and (AD) presented above lead to optimal convergence rates
in the ~·~ norm with minimal computational cost. We observe, that
Mmi c ∼
√
Mmac for (DD) refinement, Mmi c ∼M 3/4mac for (AD) refinement,
leading to a complexity (which is independent of ε) of O (M 3/2mac ) floating point operations for
the optimal (linear) convergence rate in the ~·~ norm for a diffusion dominated problem and
O (M 7/4mac ) floating point operations for the optimal (superlinear) convergence rate in the ~·~
norm for an advection dominated problem. This holds under the assumption that the cost of
the method is proportional to the total degree of freedom.
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3.4 Proof of the stability results
In this section, we prove the stability of the DG-HMM (3.11) stated in Section 3.3.1. We first
show an interpolation result (Lemma 3.4.5) important for the stability proof and characterize
the variational crimes in the advective part B A of the DG-HMM (Lemma 3.4.7). Then, we give
the proof of the stability result.
3.4.1 Bound on multiscale fluxes, weighting function, interpolation result and
variational crimes
We start by stating some useful inequalities often used in what follows. The discrete Poincaré
inequality (see [41, Lemma 2.1]) is given by
‖v‖2L2(Ω) ≤C 2P
(
‖∇v‖2L2(Ω)+|v |2∗,D
)
, ∀v ∈H 1(TH ), (3.35)
where |·|∗,D is the mesh-dependent semi-norm, introduced in Definition 3.3.1. Furthermore,
we use two well-known results from standard finite element analysis. The first one is the
interpolation result of [62, Theorem 3.1.4]. Consider k,m ∈Nwith 0≤m ≤ k+1, 1≤ p, q ≤∞
and let K ∈TH , u ∈W k+1,p (K ) and PH u ∈P k (K ) be its L2 orthogonal projection ontoP k (K ).
Then it holds
|u−PH u|W m,q (K ) ≤C |K |
1
q − 1p H k+1−mK |u|W k+1,p (K ), (3.36)
with the usual convention 1/∞ := 0 (if required). The second one is the scaled trace inequality
[36, Theorem 3.10]: let K ∈TH and e ∈ E such that e ⊂K . Then, for v ∈H 1(K ) we have
‖v‖L2(e) ≤C H 1/2e ‖∇v‖L2(K )+C H−1/2e ‖v‖L2(K ). (3.37)
In this chapter, we shall often use the combination of (3.37) and the inverse inequality [62,
Theorem 3.2.6] for piecewise linear polynomials v H ∈V 1(Ω,TH )∥∥v H∥∥L2(e) ≤C H−1/2e ∥∥v H∥∥L2(K ). (3.38)
Finally, we recall that the quadrature formula (3.10) satisfies√ ∑
K∈TH
|K |∣∣∇v H (xK )∣∣2 = ∥∥∇v H∥∥L2(Ω), √ ∑
K∈TH
|K |∣∣v H (xK )∣∣2 ≤CL2∥∥v H∥∥L2(Ω),
for any v H ∈V 1(Ω,TH ), where CL2 > 0 is a constant independent of H .
Bound on multiscale fluxes. The following energy inequalities and bounds on the multiscale
fluxes related to the diffusive part BD are needed for the stability proof. They have first been
derived in [8] and [6].
First, we recall the energy equivalence [3, Proposition 3.2] relating macro and micro functions.
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Lemma 3.4.1. Let v H ∈V 1(Ω,TH ) and let vhK be the solution of the micro problem (3.13) with
either periodic or Dirichlet coupling. Assume that (3.3) holds, then
∥∥∇v H∥∥L2(Kδ) ≤ ∥∥∥∇vhK ∥∥∥L2(Kδ) ≤ Λλ ∥∥∇v H∥∥L2(Kδ).
As a simple consequence we recover uniform boundedness and ellipticity of the numerically
homogenized tensor a0K and a bound for the numerically homogenized velocity field b
0
K ,
respectively.
Corollary 3.4.2. Let v H ∈V 1(Ω,TH ), K ∈TH and assume (3.3). Then it holds
∣∣a0K∇v H (xK )∣∣≤ Λ2λ ∣∣∇v H (xK )∣∣, ∥∥a0K ∥∥F ≤ Λ
2
λ
d ,
∣∣b0K ∣∣≤BΛλpd ,
a0K∇v H (xK ) ·∇v H (xK )≥λ
∣∣∇v H (xK )∣∣2, ∥∥{a0K }∥∥F ≥λ.
We also recall the following bound for the multiscale fluxes first derived in [8, Lemma 4.3] that
is fundamental for proving stability of the DG-HMM proposed in [8].
Lemma 3.4.3. For v H , w H ∈V 1(Ω,TH ) and assuming (3.3) it holds∣∣∣∣∫
Γ
{aε∇vh} · w H d s
∣∣∣∣≤Cg Λ2λ α−1/2∥∥∇v H∥∥L2(Ω)∣∣w H ∣∣∗,D ,
where Cg is independent of H ,h,ε,δ,α.
Weighting function. For the stability analysis of the advective part B A , the use of a weighting
function ϕ will be crucial. We motivate conditions (3.24), (3.25) and the use of ϕ by briefly
reviewing the stability analysis for singlescale problems with advection denoted by b(x).
The importance of considering a weighting function for the control of B A was already noticed
in [123], where problems with constant velocity fields b are studied. For variable velocity fields,
the standard coercivity condition used in literature (see e.g. [56, 116] with reaction term set to
zero) is given by
∃c0 > 0 such that −divb(x)≥ c0, ∀x ∈Ω, (3.39)
leading to coercivity results of the type B A(v H , v H )≥ c0
∥∥v H∥∥2L2(Ω)+ ∣∣v H ∣∣2∗,A . On one hand, the
condition (3.39) excludes constant velocity fields b. On the other hand, c0 = 0 would not allow
to control B A(v H , v H ) from below by the L2 norm. In contrast, the weaker condition (3.25)
that we assume in our analysis, used in [43, 66] in combination with (3.24), allows for stability
results (through an inf-sup condition) for a broader class of velocity fields b(x) provided a
suitable use of a weighting function.
To construct such a weighting function, we follow the derivation given in [43] for singlescale
problems. The hypotheses (3.25) imply the existence of η ∈W 2,∞(Ω) such that b0(x) ·∇η(x)≥
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2b∞ for any x ∈Ω (see [43, Remark 2.1]). Using this function η, we introduce
ω(x)= exp(−η(x)), ϕ(x)=ω(x)+κ, (3.40)
where κ> 0 and ϕ is called weighting function. As η ∈W 2,∞(Ω) there exists a constant Cω > 0
such that
1
Cω
≤ω(x)≤Cω, |∇ω(x)| ≤Cω, ‖ω‖W 2,∞(Ω) ≤Cω, ∀x ∈Ω. (3.41)
To bound ϕ from below and above we introduce ϕ∗ = 1Cω +κ and ϕ
∗ =Cω+κ, respectively.
Finally, we observe that the weighting function ϕ satisfies
−b0 ·∇ϕ(x)≥ 2b∞ 1
Cω
, ∀x ∈Ω. (3.42)
Remark 3.4.4. For periodic data aε, bε the velocity field b0 is constant. Therefore, condi-
tions (3.25) reduce to b0 6= 0 and a possible choice for η is given by η(x)= 2 b0b∞ · x. Since Ω is
bounded, the bounds (3.41) can be specified explicitly using e−2R ≤ω(x)≤ e2R , where R > 0
satisfies Ω⊂BR (0).
Interpolation results. The analysis of the singlescale methods in [43] uses the uniform bound-
edness of the diffusive part (see [43, Equation (4.9)]) of the form
BD (v
H , w)≤Cd~v H~D~w~D , ∀v H ∈V 1(Ω,TH ), w ∈ V˜ ,
where V˜ ⊂H 1(TH ) is an infinite-dimensional subspace. However, since BD is based on the
quadrature formula (3.10), such a uniform boundedness of BD does not hold in general. The
following lemma, based on interpolation results, is used to overcome this difficulty.
Lemma 3.4.5. Let v H ∈V 1(Ω,TH ), ϕ defined in equation (3.40) and PH (ϕv H ) be the L2 pro-
jection of ϕv H onto V 1(Ω,TH ). Then, assuming (3.3), it holds∣∣∣∣∣ ∑
K∈TH
|K |a0K∇v H (xK ) ·∇(ϕv H −PH (ϕv H ))(xK )
∣∣∣∣∣≤C Λ2λ Cω∥∥∇v H∥∥L2(Ω)∥∥v H∥∥L2(Ω),
where C is independent of H and κ.
Proof. We observe thatϕv H−PH (ϕv H )=ωv H−PH (ωv H ) is independent of κ. An application
of the interpolation result (3.36) and using locally the inverse inequality [62, Theorem 3.2.6]
(thus the constant C will depend on the shape regularity ofTH ) leads to∣∣∇(ωv H −PH (ωv H ))(xK )∣∣≤ ∣∣ωv H −PH (ωv H )∣∣W 1,∞(K ) ≤C |K |−1/2HK ∣∣ωv H ∣∣H 2(K )
≤C |K |−1/2HK ‖ω‖W 2,∞(K )(
∥∥v H∥∥2L2(K )+∥∥∇v H∥∥2L2(K ))1/2
≤C‖ω‖W 2,∞(K )|K |−1/2
∥∥v H∥∥L2(K ),
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which, combined with Corollary 3.4.2, concludes the proof∣∣∣∣ ∑
K∈TH
|K |a0K∇v H (xK )·∇(ϕv H −PH (ϕv H ))(xK )
∣∣∣∣
≤ Λ
2
λ
∑
K∈TH
|K |∣∣∇v H (xK )∣∣∣∣∇(ωv H −PH (ωv H ))(xK )∣∣
≤C Λ
2
λ
Cω
∥∥∇v H∥∥L2(Ω)∥∥v H∥∥L2(Ω).
Furthermore, we recall the results of [43, Lemma 4.2] and extend them in a straightforward
way to the norms introduced in Definition 3.3.1.
Lemma 3.4.6. Let ϕ ∈W 2,∞(Ω) be the function defined in equation (3.40). For v H ∈V 1(Ω,TH )
let PH (ϕv H ) be the L2 projection of ϕv H onto V 1(Ω,TH ). Then it holds∥∥ϕv H −PH (ϕv H )∥∥L2(Ω) ≤CCωH∥∥v H∥∥L2(Ω), (3.43)∣∣ϕv H −PH (ϕv H )∣∣H 1(Ω) ≤CCω∥∥v H∥∥L2(Ω), (3.44)( ∑
K∈TH
∥∥ϕv H −PH (ϕv H )∥∥2L2(∂K )
)1/2
≤CCωH 1/2
∥∥v H∥∥L2(Ω), (3.45)∣∣PH (ϕv H )−ϕv H ∣∣∗,D ≤CCωα1/2∥∥v H∥∥L2(Ω), (3.46)
~PH (ϕv H )−ϕv H~≤C I Cωα1/2~v H~, (3.47)
where the generic constants C ,C I are independent of H ,h,ε,δ,α,κ,ω.
Variational crimes. In order to prepare the analysis of the advective part B A we derive an
important bound for the variational crimes committed in B A .
Lemma 3.4.7. Let v H , w H ∈V 1(Ω,TH ) and g ∈C 0(Ω), then∣∣∣∣∣ ∑
K∈TH
∫
K
b0K ·∇v H w H g d x−
∫
Ω
b0 ·∇v H w H g d x
∣∣∣∣∣
≤ ∥∥g∥∥L∞(Ω)b∞rvc,A,TH∥∥∇v H∥∥L2(Ω)∥∥w H∥∥L2(Ω),∣∣∣∣∫
Γ
{b0K } · v H (w H g )i d s−
∫
Γ
b0 · v H (w H g )i0(s)d s
∣∣∣∣
≤Cr
∥∥g∥∥L∞(Ω)α−1/2b∞rvc,A,E ∣∣v H ∣∣∗,D∥∥w H∥∥L2(Ω),
where Cr is independent of H ,h,δ,ε and α.
Proof. While the first estimate can be obtained in a straightforward way we split the second
term into I1 and I2 with
I1 =
∫
Γ
({b0K }−b0(s)) · v H w Hi g d s, I2 =
∫
Γ
b0(s) · v H (w Hi −w Hi0(s))g d s,
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where we used the continuity of g . The term I1 can be estimated applying the scaled trace
inequality (3.38)
|I1| ≤
∥∥g∥∥L∞(Ω)α−1/2b∞rvc,A,E ∣∣v H ∣∣∗,D
(∑
e∈E
He
∥∥w Hi ∥∥2L2(e)
)1/2
≤C∥∥g∥∥L∞(Ω)α−1/2b∞rvc,A,E ∣∣v H ∣∣∗,D∥∥w H∥∥L2(Ω).
Further, we observe that for any x ∈ e ∈ E it holds
either w Hi (x)−w Hi0(x)(x)= 0, (if ni0(x) = ni ) or
∣∣b0(x) ·ni0(x)∣∣≤ b∞rvc,A,E , (if ni0(x) =−ni ),
(3.48)
using b0(x) ·ni0(x) ≤ 0 and {b0K } ·ni0(x) ≥ 0 in the latter case. Combining (3.48) with the scaled
trace inequality (3.38) leads to the estimate of I2
|I2| ≤
∥∥g∥∥L∞(Ω) ∑
e∈E
∫
{x∈e |ni0(x) 6=ni }
∣∣b0(s) ·ni0(s)∣∣∣∣v H ∣∣∣∣∣w Hi −w Hi0(s)∣∣∣d s
≤C∥∥g∥∥L∞(Ω)α−1/2b∞rvc,A,E ∣∣v H ∣∣∗,D
(∑
e∈E
He
∥∥∥∣∣w Hi ∣∣+ ∣∣∣w Hi0(x)∣∣∣∥∥∥2L2(e)
)1/2
≤C∥∥g∥∥L∞(Ω)α−1/2b∞rvc,A,E ∣∣v H ∣∣∗,D∥∥w H∥∥L2(Ω).
3.4.2 Inf-sup condition and stability result
The inf-sup condition (3.27) in Theorem 3.3.3 relies on a lower bound of B(v H ,ϕv H ), where ϕ
is the smooth weighting function defined in (3.40).
Lemma 3.4.8. Let BD and B A be the bilinear forms of (3.11) and the weighting function ϕ be
given by (3.40). Under the conditions (3.3), (3.24) and (3.25), it holds
BD (v
H ,ϕv H )≥ λ
a∞
(
ϕ∗−CωΛ
2
λ2
CL2CP − ϕ
∗
2
Cg
Λ2
λ2
α−1/2
)
~v H~2D , (3.49)
B A(v
H ,ϕv H )≥ 1
2Cω
~v H~2A−ϕ∗
Pe1/2
L1/2
(rvc,A,TH +Crα−1/2rvc,A,E )~v H~D~v H~A , (3.50)
~ϕv H~≤Cω
p
2(CP +κ)~v H~. (3.51)
Proof. First, the diffusive part is decomposed into three terms (where the reformulation (3.21)
is used for the first term)
BD (v
H ,ϕv H )= ∑
K∈TH
|K |a0K∇v H (xK ) ·∇(ϕv H )(xK )−
∫
Γ
{aε∇vh} · ϕv H d s
+
∫
Γ
µv H  · ϕv H d s = I1+ I2+ I3.
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In view of the estimates of Corollary 3.4.2, we obtain
I1 =
∑
K∈TH
|K |a0K∇v H (xK ) ·∇v H (xK )ϕ(xK )+
∑
K∈TH
|K |a0K∇v H (xK ) ·∇ϕ(xK )v H (xK )
≥ϕ∗λ∥∥∇v H∥∥2L2(Ω)−CωΛ2λ CL2∥∥∇v H∥∥L2(Ω)∥∥v H∥∥L2(Ω)
≥ϕ∗λ∥∥∇v H∥∥2L2(Ω)−CωΛ2λ CL2CP
(∥∥∇v H∥∥2L2(Ω)+ ∣∣v H ∣∣2∗,D),
where the Poincaré inequality (3.35) is used. Further, observe that ϕv H  =ϕv H  due to the
regularity of ϕ. Applying Lemma 3.4.3 and Corollary 3.4.2 on I2 and I3, respectively, leads to
|I2| =
∣∣∣∣∫
Γ
{aε∇vh} · v H ϕd s
∣∣∣∣≤ϕ∗Cg Λ2λ α−1/2∥∥∇v H∥∥L2(Ω)∣∣v H ∣∣∗,D
≤ ϕ
∗
2
Cg
Λ2
λ
α−1/2
(∥∥∇v H∥∥2L2(Ω)+ ∣∣v H ∣∣2∗,D),
I3 =
∑
e∈E
∥∥{a0K }∥∥F ∫
e
αH−1e v H  · v H ϕd s ≥ϕ∗λ
∣∣v H ∣∣2∗,D .
For B A , we first observe that the identity
1
2
(v H )2−v H v Hi0(x) =−
1
2
∣∣v H ∣∣2ni0(x), (3.52)
holds for every x ∈ e ∈ E . Then, we separate the terms due to variational crimes, apply
integration by parts and use (3.52)
B A(v
H ,ϕv H )= ∑
K∈TH
∫
K
b0 ·∇v H (ϕv H )d x−
∫
Γ
b0 · v H (ϕv H )i0(s)d s
+ ∑
K∈TH
∫
K
(b0K −b0) ·∇v H (ϕv H )d x︸ ︷︷ ︸
I4
−
∫
Γ
{b0K } · v H (ϕv H )i −b0 · v H (ϕv H )i0(s)d s︸ ︷︷ ︸
I5
= 1
2
∫
Ω
[−div(b0)ϕ−b0 ·∇ϕ](v H )2d x+
∫
Γ
ϕb0
(
1
2
(v H )2−v H v Hi0(s)
)
d s+ I4− I5
≥ 1
Cω
b∞
∫
Ω
(v H )2d x+ 1
2
∫
Γ
−b0 ·ni0(s)
∣∣v H ∣∣2ϕd s+ I4− I5,
where−divb0 ≥ 0 of hypothesis (3.24) and the lower bound (3.42) are used. For estimating the
terms I4 and I5 we use Lemma 3.4.7 with g =ϕ leading to
B A(v
H ,ϕv H )≥ 1
Cω
b∞
∥∥v H∥∥2L2(Ω)+ 12Cω ∣∣v H ∣∣2∗,A−ϕ∗b∞rvc,A,TH∥∥∇v H∥∥L2(Ω)∥∥v H∥∥L2(Ω)
−ϕ∗Crα−1/2b∞rvc,A,E
∣∣v H ∣∣∗,D∥∥v H∥∥L2(Ω),
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from which the claimed lower bound (3.50) for the advective part B A follows. Finally, the
continuity of the mapping v H 7→ ϕv H with respect to the DG norm ~·~ can be shown by a
direct computation.
Since ϕv H is not an element of V 1(Ω,TH ) in general, we consider w H = PH (ϕv H ), where
PH denotes the L2 projection onto V 1(Ω,TH ). Hence, we decompose B(v H ,PH (ϕv H )) into
B(v H ,ϕv H )+B(v H ,PH (ϕv H )−ϕv H ), where the second term can be seen as a perturbation.
Lemma 3.4.9. Let BD and B A be as in (3.11) and ϕ be given by (3.40). Under the condi-
tions (3.3), (3.24) and (3.25), there exist two positive constants CD and C A independent of
ω and κ such that∣∣BD (v H ,ϕv H −PH (ϕv H ))∣∣≤CDCωα1/2~v H~2D ,∣∣B A(v H ,ϕv H −PH (ϕv H ))∣∣≤C ACωα−1/2H Pe1/2
L1/2
~v H~D~v H~A ,
for any v H ∈V 1(Ω,TH ), where CD and C A are independent of H ,h,ε,δ,α,κ.
Proof. We start by estimating the diffusive part BD
BD (v
H ,PH (ϕv
H )−ϕv H )= ∑
K∈TH
|K |a0K∇v H (xK ) ·∇(PH (ϕv H )−ϕv H )(xK )
−
∫
Γ
{aε∇vh} · PH (ϕv H )−ϕv H d s+
∑
e∈E
∥∥{a0K }∥∥F ∫
e
αH−1e v H  · PH (ϕv H )−ϕv H d s.
We use Lemma 3.4.5, the interpolation estimate (3.46), Corollary 3.4.2 and α> 1 to obtain the
first estimate
∣∣BD (v H , PH (ϕv H )−ϕv H )∣∣≤C Λ2
λ
Cω
∥∥∇v H∥∥L2(Ω)∥∥v H∥∥L2(Ω)
+Cg Λ
2
λ
α−1/2
∥∥∇v H∥∥L2(Ω)∣∣PH (ϕv H )−ϕv H ∣∣∗,D + Λ2λ d ∣∣v H ∣∣∗,D ∣∣PH (ϕv H )−ϕv H ∣∣∗,D
≤CCωΛ
2
λ
(
(1+Cg )
∥∥∇v H∥∥L2(Ω)∥∥v H∥∥L2(Ω)+α1/2∣∣v H ∣∣∗,D∥∥v H∥∥L2(Ω))
≤CDCωα1/2~v H~2D .
For the advective part, we observe that the first term of B A(v H ,PH (ϕv H )−ϕv H ) (see (3.11))
vanishes as ∫
K
b0K ·∇v H (PH (ϕv H )−ϕv H )d x = 0, ∀K ∈TH ,
using the definition of the L2 projection and the fact that b0K ·∇v H is constant on any K ∈TH .
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Hence, applying Corollary 3.4.2 and the interpolation estimate (3.45) lead to
∣∣B A(v H ,PH (ϕv H )−ϕv H )∣∣= ∫
Γ
∣∣{b0K }∣∣∣∣v H ∣∣∣∣(PH (ϕv H )−ϕv H )i ∣∣d s
≤CBα−1/2H 1/2∣∣v H ∣∣∗,D
(∑
e∈E
∥∥(PH (ϕv H )−ϕv H )i∥∥2L2(e)
)1/2
≤CCωBα−1/2H
∣∣v H ∣∣∗,D∥∥v H∥∥L2(Ω).
Proof of Theorem 3.3.3. Let v H ∈V 1(Ω,TH ). We consider PH (ϕv H ) ∈V 1(Ω,TH ), where the
weighting functionϕ is defined in (3.40) up to the parameter κ> 0. For the proof of the inf-sup
condition we prove
(i) B(v H ,PH (ϕv
H ))≥C2~v H~2, (ii) ~PH (ϕv H )~≤C1~v H~, (3.53)
where C1,C2 > 0 are independent of H ,h,ε and δ. These estimates then directly imply the
inf-sup condition with stability constant αS =C2/C1
sup
w H∈V 1(Ω,TH )
B(v H , w H )
~w H~ ≥
B(v H ,PH (ϕv H ))
~PH (ϕv H )~ ≥
C2~v H~2
C1~v H~ =αS~v
H~.
For showing (3.53).(i), we combine Lemma 3.4.8, Lemma 3.4.9 and Young’s inequality
BD (v
H ,PH (ϕv
H ))≥ λ
a∞
(
ϕ∗−CωΛ
2
λ2
CL2CP − ϕ
∗
2
Cg
Λ2
λ2
α−1/2
)
~v H~2D −CDCωα1/2~v H~2D ,
B A(v
H ,PH (ϕv
H ))≥ 1
2Cω
~v H~2A−
1
2
Pe1/2
L1/2
(
ϕ∗(rvc,A,TH +Crα−1/2rvc,A,E )
+C ACωα−1/2H
)
~v H~2,
where the estimates are explicit in H ,κ,α and rvc,A,TH ,rvc,A,E . The goal is to find constants
α> 1, H0 > 0, R0 > 0 and a suitable κ> 0, such that for H <H0 and rvc,A <R0, it holds
(a) BD (v
H ,PH (ϕv
H ))≥ 2C∗~v H~2D , (b) B A(v H ,PH (ϕv H ))≥ 2C∗~v H~2A−C∗~v H~2.
(3.54)
We then immediately see that by setting C2 =C∗ the estimate (3.53).(i) follows.
We thus start by proving (3.54).(a). First, we choose the penalization parameter α such that
A(α) :
1
4
>Cg Λ
2
λ2
α−1/2,
is satisfied. Further, we choose κ> 0 such that the conditions
B(α,κ) : ϕ∗ > ϕ
∗
2
,
ϕ∗
2
>CωΛ
2
λ2
CL2CP ,
ϕ∗
8
λ
a∞
>CDCωα1/2,
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hold, fixing the weighting function ϕ. Defining C∗ = min{CDCωα
1/2
2 ,
1
4Cω
} and for α and κ
satisfying A and B the bound (3.54).(a) can be shown.
We continue with the conditions leading to the bound (3.54).(b). First, we define H0 as the
supremum over all H > 0 such that
C(α, H) :
1
2
C∗ > 1
2
Pe1/2
L1/2
C ACωHα
−1/2,
is satisfied. We thus have
B A(v
H ,PH (ϕv
H ))≥ 2C∗~v H~2A−
(
1
2
Pe1/2
L1/2
ϕ∗max(1,Cr )rvc,A+ 1
2
C∗
)
~v H~2.
Second, we define R0 the value such that for rvc,A <R0 it holds
D(κ,rvc,A) :
1
2
C∗ > 1
2
Pe1/2
L1/2
ϕ∗max(1,Cr )rvc,A ,
thus B A(v H ,PH (ϕv H ))≥ 2C∗~v H~2A−C∗~v H~2 for H <H0, rvc,A <R0, i.e., (3.54).(b) holds.
The second part (3.53).(ii) follows by using estimate (3.51) and the interpolation result (3.47)
~PH (ϕv H )~≤~ϕv H~+~PH (ϕv H )−ϕv H~≤C1~v H~,
with C1 =Cωmax{
p
2(CP +κ),C Iα1/2}.
We remark that anyα>α0 > 1,α0 being a threshold value satisfying A, can be chosen. However,
the choice of α influences κ through the condition B and R0 through condition D. Hence, the
choice of α has an impact on the upper bounds for the variational crimes rvc,A .
Remark 3.4.10. It might be of interest to compare the conditions A,B,C,D to the conditions
used in the stability proof of DG-FEM for singlescale problems presented in [43, Theorem
4.4]. While the condition A corresponds to [43, Equation (3.2), (4.16)], B corresponds to a
condition elaborated in [43, Theorem 4.4] combined with the conditions [43, Equation (4.15),
(4.21)] stated in the definition of the weighting function ϕ. We emphasize that a smallness
assumption on H has already been necessary for [43, Theorem 4.4]. Thus, condition C can be
considered as its counterpart within our analysis. Finally, condition D is due to the variational
crimes committed in the advective part B A . We remark that for rvc,A = 0 the conditions used
in the above proof are similar to the ones used in [43, Theorem 4.4].
Remark 3.4.11. Combining estimates (3.61) and (3.63), we will show in Section 3.5 that for
locally periodic data (cf. Assumption 3.3.5) satisfying (H1), (H2) and (B1), it holds
rvc,A ≤

C
(
H +
(
h
ε
)q+1)
, if W (Kδ)=H 1per (Kδ) and δε ∈N,
C
(
H + ( εδ )1/2+ (hε )q+1), if W (Kδ)=H 10 (Kδ) and δ> ε.
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Thus, under appropriate coupling conditions and parameters H ,h,δ, the term rvc,A can be
arbitrarily small and the condition rvc,A <R0 for a R0 > 0 of Theorem 3.3.3 can be satisfied.
Proof of Theorem 3.3.4. In order to show the uniform boundedness of B we use the results of
Lemma 3.4.3, Corollary 3.4.2 and follow the steps of the proof of Lemma 3.4.9. For v H , w H ∈
V 1(Ω,TH ), we obtain∣∣BD (v H , w H )∣∣≤C~v H~D~w H~D , ∣∣B A(v H , w H )∣∣≤C Pe1/2~v H~D~w H~A ,
where the constants C are independent of H ,h,ε,δ,α. Combining the uniform bounded-
ness with Theorem 3.3.3 leads to the existence and uniqueness of the solution of (3.17) and
estimate (3.28).
3.5 Proof of the a priori error estimates
In this section, we derive the a priori error estimates for DG-HMM for advection-diffusion prob-
lems with locally periodic data (Assumption 3.3.5) stated in the Section 3.3.2. The analysis is
performed in two steps: first, in Section 3.5.1, we estimate the macroscopic error of the discon-
tinuous Galerkin method emac and identify the term eH M M explicitly. Then, in Section 3.5.2,
the micro error and the modeling error are estimated (detailed proofs for the modeling error
estimates are given in Section 3.5.3). Combining both steps gives Theorem 3.3.7.
3.5.1 Semi-discrete error
Singlescale method with quadrature. For v H , w H ∈ V 1(Ω,TH ) we define the bilinear form
B˜0 as the sum B˜0 = B˜D,0+ B˜ A,0, where B˜D,0 and B˜ A,0 are given by
B˜D,0(v
H , w H )= ∑
K∈TH
|K |a0(xK )∇v H (xK ) ·∇w H (xK )−
∫
Γ
{a0(xK )∇v H (xK )} · w H d s
+
∫
Γ
µ˜Sv H  · w H d s,
B˜ A,0(v
H , w H )= ∑
K∈TH
|K |b0(xK ) ·∇v H (xK ) w H (xK )−
∫
Γ
{b0(xK )} · v H w Hı˜0 d s,
(3.55)
where for an interior edge e ⊂K1∩K2, for some K1,K2 ∈TH ,
{a0(xK )∇v H (xK )}= 1
2
(
a0(xK1 )∇v H (xK1 )+a0(xK2 )∇v H (xK2 )
)
,
{b0(xK )}= 1
2
(
b0(xK1 )+b0(xK2 )
)
.
(3.56)
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Further, the penalty weighting function µ˜S is given piecewisely by µ˜S |e =
∥∥{a0(xK )}∥∥FαH−1e ,
where the penalization parameter α> 1 is a positive parameter independent of the local mesh
size and the data a0, and ı˜0 denotes the trace taken from the inflow element with respect to
{b0(xK )} - cf. Remark 3.2.2.
Then, we denote by u˜0,H the solution of the variational problem: find u˜0,H ∈V 1(Ω,TH ) such
that
B˜0(u˜
0,H , v H )=
∫
Ω
f v H d x, ∀v H ∈V 1(Ω,TH ). (3.57)
In the proof of Theorem 3.3.6 we will use the following estimates obtained by combining the
interpolation estimates (3.36) and the scaled trace inequality (3.38)
~u0−PH u0~D ≤C a1/2∞ H
∣∣u0∣∣H 2(Ω), ~u0−PH u0~A ≤C b1/2∞ H 3/2∣∣u0∣∣H 2(Ω), (3.58)
where PH u0 ∈V 1(Ω,TH ) denotes the L2 projection of u0 onto V 1(Ω,TH ) and u0 is assumed
to be in H 2(Ω). Further, the L2 projection PH u0 is bounded in the ~·~ norm
~PH u0~D ≤C a1/2∞
∥∥u0∥∥H 2(Ω), ~PH u0~A ≤C b1/2∞ ∥∥u0∥∥H 2(Ω), (3.59)
where the bounds on
∣∣PH u0∣∣∗,· are derived using the fact that ∣∣PH u0∣∣∗,· = ∣∣PH u0−u0∣∣∗,· as
H 2(Ω) ,→C 0(Ω) for d ≤ 3 and u0 = 0 on ∂Ω.
The next step is to estimate the difference between B and B˜0.
Lemma 3.5.1. Let v H , w H ∈V 1(Ω,TH ) then∣∣BD (v H , w H )− B˜D,0(v H , w H )∣∣≤C a1/2∞ rH M M ,D(∥∥∇v H∥∥2L2(Ω)+ ∣∣v H ∣∣2∗,D)1/2~w H~D ,∣∣B A(v H , w H )− B˜ A,0(v H , w H )∣∣≤C b1/2∞ rH M M ,A(∥∥∇v H∥∥2L2(Ω)+ ∣∣v H ∣∣2∗,D)1/2~w H~A ,
where rH M M ,D and rH M M ,A are defined in (3.30) and C is independent of H ,h,δ,ε and α.
Proof. We start by estimating the difference in the diffusive part
∣∣BD (v H , w H )− B˜D,0(v H , w H )∣∣≤
∣∣∣∣∣ ∑
K∈TH
|K | [a0K −a0(xK )]∇v H (xK ) ·∇w H (xK )
∣∣∣∣∣
+
∣∣∣∣∫
Γ
{
[a0K −a0(xK )]∇v H (xK )
} · w H d s∣∣∣∣
+
∣∣∣∣∣∑
e∈E
[∥∥{a0K }∥∥F −∥∥{a0(xK )}∥∥F ]∫
e
αH−1e v H  · w H d s
∣∣∣∣∣
= |I1|+ |I2|+ |I3|.
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The terms I1 and I2 are estimated by following the proof of [8, Lemma 5.10]
|I1| ≤ a∞rH M M ,D
∥∥∇v H∥∥L2(Ω)∥∥∇w H∥∥L2(Ω), |I2| ≤Cgα−1/2a∞rH M M ,D∥∥∇v H∥∥L2(Ω)∣∣w H ∣∣∗,D ,
and I3 can be bounded by using the reverse triangle inequality
|I3| ≤
∫
Γ
∥∥{a0K }− {a0(xK )}∥∥FαH−1e v H  · w H d s ≤ a∞rH M M ,D ∣∣v H ∣∣∗,D ∣∣w H ∣∣∗,D .
Further, the estimate for the advective part can be derived directly from Lemma 3.4.7.
Proof of Theorem 3.3.6. We split the error into ~u0−uH~ ≤ ~u0−PH u0~+~PH u0−uH~
using the L2 projection PH u0. Then, the stability of the multiscale method allows us to
estimate the second term
αS~PH u0−uH~≤ sup
w H∈V 1(Ω,TH )
B(PH u0−uH , w H )
~w H~ = supw H∈V 1(Ω,TH )
B(PH u0, w H )−
∫
Ω f w
H d x
~w H~
= sup
w H∈V 1(Ω,TH )
B(PH u0, w H )− B˜0(u˜0,H , w H )
~w H~
= sup
w H∈V 1(Ω,TH )
B(PH u0, w H )− B˜0(PH u0, w H )+ B˜0(PH u0− u˜0,H , w H )
~w H~ .
Hence, we get for the error
~u0−uH~≤~u0−PH u0~+ 1
αS
sup
w H∈V 1(Ω,TH )
B˜0(PH u0− u˜0,H , w H )
~w H~
+ 1
αS
sup
w H∈V 1(Ω,TH )
B(PH u0, w H )− B˜0(PH u0, w H )
~w H~ .
In view of (3.29) the first two terms quantify the macroscopic error emac and the third term
representing eH M M , quantifies the error due to our multiscale strategy. The first term can be
estimated using (3.58), while the second term (including the contribution to the macroscopic
error arising from the use of numerical quadrature) is estimated in Theorem 3.7.1. Finally,
Lemma 3.5.1 allows to the estimate the third term
eH M M ≤C
(
a1/2∞ rH M M ,D +b1/2∞ rH M M ,A
)(∥∥∇PH u0∥∥2L2(Ω)+ ∣∣PH u0∣∣2∗,D)1/2~w H~.
The estimate (3.58) and the boundedness (3.59) of the L2 projection conclude the proof.
3.5.2 Fully discrete error
In this section, we first estimate the contribution of the micro errors rmi c,D and rmi c,A defined
in (3.31) and (3.32), respectively (due to the standard FEM on the micro mesh) for general
oscillating data aε, bε. In a second step, we derive bounds for the modeling errors rmod ,D ,
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rmod ,A (see again (3.31) and (3.32)) for locally periodic data (see Assumption 3.3.5). Finally, we
combine the estimates for macro, micro and modeling errors to prove Theorem 3.3.7.
Micro error. Important ingredients for the a priori estimates for the micro errors rmi c,D
and rmi c,A are hypotheses (H1) and (B1) providing the necessary regularity of ψ¯iK as well
as the proper scaling with respect to ε of the derivatives of ψ¯iK and b
ε. We emphasize that
Lemma 3.5.2 is valid for data aε, bε without any assumption on their spatial structure.
Lemma 3.5.2. Consider the micro finite element space defined in (3.12) with q ∈ N>0 and
assume that (3.3), (H1) and (B1) hold. Furthermore, we assume that Dirichlet boundary
conditions are used in (3.18) and (3.19) for general data aε(x), bε(x). For the special case when
aε(x)= a(xK , x/ε)= a(xK , y) and bε(x)= b(xK , x/ε)= b(xK , y) are Y -periodic in y, collocated
in the slow variables at the quadrature points xK of the sampling domain Kδ and δ/ε ∈N, we
assume that periodic boundary conditions are used in (3.18) and (3.19). Then, for any K ∈TH ,
∥∥a¯0K −a0K ∥∥F ≤C a∞(hε
)2q
, (3.60)
∣∣b¯0K −b0K ∣∣≤C b∞(hε
)q+1
, (3.61)
where C is independent of H ,h,ε and δ.
Proof. The error estimate (3.60) for non-symmetric tensors aε has been derived in [77] and
[34, Lemma 4.6] (for symmetric tensors the error bound has first been published in [3, 4] for
piecewise linear micro functions and stated for higher order micro functions in [8, Lemma
5.2]). We thus prove (3.61). Let 1≤ j ≤ d and K ∈TH . Integrating by parts leads to∫
Kδ
bε ·∇ψ j ,hK d x =
∫
∂Kδ
bεψ j ,hK ·n d s−
∫
Kδ
div(bε)ψ j ,hK d x =−
∫
Kδ
div(bε)ψ j ,hK d x,
where the boundary integral vanishes. Indeed, for periodic data and δ/ε ∈ N we choose
periodic coupling in (3.13) and we observe that bε(x)ψ j ,hK (x) is Kδ-periodic. Therefore, the
values on opposing faces cancel. In all other cases, we choose Dirichlet coupling in (3.13)
and thus ψ j ,hK (x) is equal to zero on the boundary. Analogously, it holds
∫
Kδ
bε · ∇ψ¯ jK d x =
−∫Kδ div(bε)ψ¯ jK d x. Hence, we examine the j -th entry of the difference b0K − b¯0K
(b0K − b¯0K ) ·e j =
1
|Kδ|
∫
Kδ
bε(x) · (∇ψ j ,hK −∇ψ¯
j
K )d x =
1
|Kδ|
∫
Kδ
div(bε(x))
(
ψ¯
j
K −ψ
j ,h
K
)
d x.
Using standard finite element result for the L2 error, hypotheses (H1) and (B1) leads to
∣∣(b0K − b¯0K ) ·e j ∣∣≤ 1|Kδ|
(∫
Kδ
∣∣divbε∣∣2d x)1/2∥∥∥ψ¯ jK −ψ j ,hK ∥∥∥L2(Kδ)
≤C 1|Kδ|
∣∣bε∣∣W 1,∞(Kδ)√|Kδ|hq+1∣∣∣ψ¯ jK ∣∣∣H q+1(Kδ) ≤C b∞
(
h
ε
)q+1
.
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Remark 3.5.3. The optimality of the estimate of the micro error due to advection (3.61) is
shown for q = 1 in Section 3.6. In contrast, this is an open issue for q > 1. Further, if bε is a
linear combination of the rows of aε, i.e., there exist β1, . . . ,βd ∈R independent of x such that
bε(x)=∑di=1βi eTi aε(x), following [8, Lemma 5.2], one can show that the micro error due to
advection can again be estimated by C b∞( hε )
2q .
Modeling error. Next, we state the estimates for the modeling errors rmod ,D and rmod ,A .
We remark, that for data aε, bε without any assumptions about their spatial structure, the
modeling errors cannot be estimated in general. Thus, the estimates of Lemma 3.5.4 are
derived for locally periodic data. Based on the representations (3.8) and (3.9), we can estimate
the modeling errors.
Lemma 3.5.4. Let K ∈TH . We assume that the data aε(x), bε(x) satisfy (3.3) as well as Assump-
tion 3.3.5 and are collocated in the slow variable, i.e., aε(x) = a(xK , x/ε), bε(x) = b(xK , x/ε),
where xK is the quadrature node of the sampling domain Kδ, see (H2). Then
∥∥a0(xK )− a¯0K ∥∥F ≤
0, if W (Kδ)=H 1per (Kδ) and δε ∈N,C a∞ εδ , if W (Kδ)=H 10 (Kδ) and δ> ε, (3.62)∣∣b0(xK )− b¯0K ∣∣≤
0, if W (Kδ)=H 1per (Kδ) and δε ∈N,C b∞( εδ )1/2, if W (Kδ)=H 10 (Kδ) and δ> ε, (3.63)
where C is independent of ε,δ and where for the estimates in case of Dirichlet coupling W (Kδ)=
H 10 (Kδ), sufficient regularity of the solutions χ
k and χ∗,k to the homogenization cell prob-
lems (3.7) and its adjoint problem (where a(x, y) is replaced by a(x, y)T ) is required, in particu-
lar, χk (x, ·),χ∗,k (x, ·) ∈W 1,∞(Y ) for 1≤ k ≤ d.
A detailed proof of both estimates (3.62) and (3.63) is given in Section 3.5.3.
Remark 3.5.5. We notice that without Assumption (H2), i.e., collocating aε(x) and bε(x) in
the slow variable x, additional terms of order δ arise in estimates (3.62) and (3.63). Further, in
view of Lemma 3.5.4, the coupling δ/ε ∈N and periodic boundary conditions is optimal for
locally periodic data. Finally, we remark, that for a one-dimensional homogenization problem
with periodic data a resonance error due to advection of order ε/δ can be shown. Thus, the
optimality of estimate (3.63) is an open question.
Proof of Theorem 3.3.7. Follows from the combination of Theorem 3.3.6 and Lemma 3.5.2.
3.5.3 Proofs of the modeling error estimates
In this section, we provide detailed proofs for the modeling error estimates of Lemma 3.5.4.
We hence assume throughout the section, that Assumption 3.3.5 and (H2) hold, i.e., the data
aε and bε are locally periodic and are collocated in the slow variable.
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The estimates for the modeling error in the diffusive part have already been derived in [81,
Theorem 3.2] and [6, Proposition 14]. As the proof of the estimate for the advective model-
ing error estimates relies on the same techniques, we first recall the proof for the diffusive
modeling error.
Preliminaries. Let K ∈TH with associated sampling domain Kδ and 1≤ i ≤ d . We recall the
definition of ψ¯iK given in (3.19) in view of Assumption 3.3.5 and hypothesis (H2) and introduce
an adjoint solution: find ψ¯iK ,ψ¯
∗,i
K ∈W (Kδ) such that∫
Kδ
a(xK ,
x
ε )∇ψ¯iK ·∇z d x = −
∫
Kδ
a(xK ,
x
ε )ei ·∇z d x, ∀z ∈W (Kδ), (3.64a)∫
Kδ
a(xK ,
x
ε )∇z ·∇ψ¯∗,iK d x = −
∫
Kδ
a(xK ,
x
ε )∇z ·ei d x, ∀z ∈W (Kδ). (3.64b)
Observe that for φ¯iK (x)= ψ¯iK (x)+xi and φ¯∗,iK (x)= ψ¯∗,iK (x)+xi we have∫
Kδ
a(xK ,
x
ε )∇φ¯iK ·∇z d x = 0=
∫
Kδ
a(xK ,
x
ε )∇z ·∇φ¯∗,iK d x, ∀z ∈W (Kδ). (3.65)
Analogously to (3.64), we consider the cell problems on a subset Knε ⊂ Kδ with periodic
boundary conditions, where n ∈N>0: find ΨiK ,Ψ∗,iK ∈H 1per (Knε) such that∫
Knε
a(xK ,
x
ε )∇ΨiK ·∇z d x = −
∫
Knε
a(xK ,
x
ε )ei ·∇z d x, ∀z ∈H 1per (Knε), (3.66a)∫
Knε
a(xK ,
x
ε )∇z ·∇Ψ∗,iK d x = −
∫
Knε
a(xK ,
x
ε )∇z ·ei d x, ∀z ∈H 1per (Knε). (3.66b)
Similarly, we further define ΦiK (x)=ΨiK (x)+xi and Φ∗,iK (x)=Ψ∗,iK (x)+xi , which satisfy∫
Knε
a(xK ,
x
ε )∇ΦiK ·∇z d x = 0=
∫
Knε
a(xK ,
x
ε )∇z ·∇Φ∗,iK d x, ∀z ∈H 1per (Knε). (3.67)
Next, we establish the relation between the functionΨiK and the correctors χ
i (xK , ·) solving
the homogenization cell problems (3.7) on Y = (0,1)d .
Lemma 3.5.6. Let n ∈ N>0, K ∈ TH and ΦiK (x) = ΨiK (x)+ xi , where ΨiK ∈H 1per (Knε) is the
solution to (3.66a). Then, it holds
ΨiK (x)= εχi (xK , xε ), on Rd , a0(xK )e j ·ei =
1
|Knε|
∫
Knε
a(xK ,
x
ε )∇Φ
j
K ·ei d x, 1≤ i , j ≤ d ,
where the first order correctorχi (xK , ·) ∈H 1per (Y ) solving (3.7) andΨiK are periodically extended
to Rd and a0(xK ) is given by (3.8).
Proof. If χi and ΨiK are sufficiently regular, i.e., strong solutions, the result is obtained by
straightforward computations. Without additional regularity, a density argument is used.
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We next prove the estimate for the diffusive modeling error rmod ,D defined in (3.31).
Proof of estimate (3.62). For periodic coupling W (Kδ) =H 1per (Kδ) and δ/ε ∈ N we imme-
diately observe that ψ¯iK = ΨiK for all K ∈ TH , 1 ≤ i ≤ d , where ψ¯iK and ΨiK solve (3.64a)
and (3.66a), respectively. Hence, Lemma 3.5.6 yields rmod ,D = 0.
Next, we consider Dirichlet coupling W (Kδ)=H 10 (Kδ) and δ> ε. Let K ∈TH and 1≤ i , j ≤ d .
Using the definitions (3.20) and (3.8) of a¯0K and a
0(xK ), respectively, Lemma 3.5.6 and the
identities (3.65), (3.67) we obtain
(a¯0K−a0(xK ))e j ·ei =
1
|Kδ|
∫
Kδ
a(xK ,
x
ε )∇φ¯
j
K ·∇φ¯∗,iK d x−
1
|Knε|
∫
Knε
a(xK ,
x
ε )∇Φ
j
K ·∇Φ∗,iK d x
= 1|Kδ|
∫
Kδ
a(xK ,
x
ε )∇φ¯
j
K ·∇φ¯∗,iK d x−
1
|Kδ|
∫
Kδ
a(xK ,
x
ε )∇Φ
j
K ·∇Φ∗,iK d x (= I 1i j )
+ 1|Kδ|
∫
Kδ
a(xK ,
x
ε )∇Φ
j
K ·∇Φ∗,iK d x−
1
|Knε|
∫
Knε
a(xK ,
x
ε )∇Φ
j
K ·∇Φ∗,iK d x, (= I 2i j )
where n is chosen as, see Figure 3.1,
n =
⌊
δ
ε
⌋
, if δε ∉N>0, n = δε −1, if δε ∈N, (3.68)
and φ¯iK , φ¯
∗,i
K and Φ
i
K , Φ
∗,i
K are given in (3.65) and (3.67), respectively, with the latter ones
extended periodically to Kδ. In what follows, we estimate the terms I
1
i j and I
2
i j separately.
δ nεKnε
Kδ
KΓ
Figure 3.1: Boundary layer KΓ.
To estimate I 1i j , bounds for the differences θ
i
K = φ¯iK −ΦiK = ψ¯iK −ΨiK and θ∗,iK = φ¯∗,iK −Φ∗,iK =
ψ¯∗,iK −Ψ∗,iK are required. We only give the details for the difference θiK , as the bounds for θ∗,iK
are obtained analogously. We first observe that θiK is the weak solution to
−div(a(xK , xε )∇θiK )= 0, in Kδ,
θiK (x)= −εχi (xK , xε ), on ∂Kδ,
(3.69)
where the boundary conditions are imposed in the sense of traces. The artificial Dirichlet
boundary conditions imposed for ψ¯iK hence yield a boundary layer in θ
i
K leading to the
resonance error known from periodic homogenization, see (2.12) and [122, Equation (1.51)].
Let us therefore introduce the tools used in [122].
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Let KΓ be the boundary layer KΓ =Kδ \ Knε, see Figure 3.1. We observe that |KΓ| ≤ 2d δd−1ε=
2d |Kδ| εδ . Further, let ρε ∈C∞(Kδ) be a cut-off function satisfying
ρε(x)=
1, in Knε,0, on ∂Kδ, and
∣∣∇ρε(x)∣∣≤ C
ε
in KΓ, (3.70)
where C is independent of ε (cf. the cut-off function introduced in [122, p. 28]).
Taking the ansatz θiK = θi0,K − εχi (xK , xε )(1−ρε(x)) with θi0,K ∈ H 10 (Kδ), i.e., θiK = θi0,K in the
interior Knε, we find that θi0,K ∈H 10 (Kδ) solves the variational problem∫
Kδ
a(xK ,
x
ε )∇θi0,K ·∇z d x =
∫
KΓ
a(xK ,
x
ε )∇[εχi (xK , xε )(1−ρε(x))] ·∇z d x, ∀z ∈H 10 (Kδ).
As a(x, ·) satisfies the condition (3.3), the Lax-Milgram theorem ensures the existence and
uniqueness of the solution θi0,K and we have the bound∥∥∥∇θi0,K ∥∥∥L2(Kδ) ≤ Λλ
∥∥∥∇[εχi (xK , xε )(1−ρε(x))]∥∥∥L2(KΓ) ≤C
∥∥∥χi (xK , xε )∥∥∥W 1,∞(KΓ)√|KΓ|
≤C
√
|Kδ|
( ε
δ
)1/2
, (3.71)
where we used the properties of ρε defined in (3.70) and assumed that χi (xK , ·) ∈W 1,∞(Y ).
Combining (3.71), the ansatz θiK = θi0,K −εχi (xK , xε )(1−ρε(x)) and θiK = θi0,K on Knε we obtain∥∥∥∇θiK ∥∥∥L2(Kδ) ≤C√|Kδ|
( ε
δ
)1/2
,
∥∥∥∇θiK −∇θi0,K ∥∥∥L2(KΓ) ≤C√|Kδ|
( ε
δ
)1/2
. (3.72)
Using the regularity χi (xK , ·) ∈W 1,∞(Y ), Lemma 3.5.6 and (3.72) we further obtain∥∥∥∇ΦiK ∥∥∥L2(KΓ)+
∥∥∥∇φ¯iK ∥∥∥L2(KΓ) ≤C√|Kδ|
( ε
δ
)1/2
,
∥∥∥∇ΦiK ∥∥∥L2(Knε) ≤C√|Knε|. (3.73)
Estimates (3.72) and (3.73) hold analogously for the difference of the adjoint solutions θ∗,iK =
φ¯∗,iK −Φ∗,iK = ψ¯∗,iK −Ψ∗,iK and the functionsΦ∗,iK , φ¯∗,iK , respectively, ifχ∗,i (xK , ·) ∈W 1,∞(Y ), where
χ∗,i solves the homogenization cell problem (3.7) with a(xK , ·) replaced by a(xK , ·)T .
To estimate the term I 1i j we first observe that
I 1i j =
1
|Kδ|
∫
Kδ
a(xK ,
x
ε )∇φ¯
j
K ·∇θ∗,iK d x+
1
|Kδ|
∫
Kδ
a(xK ,
x
ε )∇θ
j
K ·∇φ¯∗,iK d x
− 1|Kδ|
∫
Kδ
a(xK ,
x
ε )∇θ
j
K ·∇θ∗,iK d x
= 1|Kδ|
∫
Kδ
a(xK ,
x
ε )∇φ¯
j
K · (∇θ∗,iK −∇θ∗,i0,K )d x+
1
|Kδ|
∫
Kδ
a(xK ,
x
ε )(∇θ
j
K −∇θ
j
0,K ) ·∇φ¯∗,iK d x
− 1|Kδ|
∫
Kδ
a(xK ,
x
ε )∇θ
j
K ·∇θ∗,iK d x,
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where we used (3.65) for z = θ j0,K ,θ∗,i0,K in the second step. Using that θ
j
K −θ
j
0,K = 0= θ∗,iK −θ∗,i0,K
in Knε, the Cauchy-Schwarz inequality and the boundedness (3.3) of a then yields∣∣∣I 1i j ∣∣∣≤ Λ|Kδ|
∥∥∥∇φ¯ jK ∥∥∥L2(KΓ)
∥∥∥∇θ∗,iK −∇θ∗,i0,K ∥∥∥L2(KΓ)+ Λ|Kδ|
∥∥∥∇θ jK −∇θ j0,K ∥∥∥L2(KΓ)
∥∥∥∇φ¯∗,iK ∥∥∥L2(KΓ)
+ Λ|Kδ|
∥∥∥∇θ jK ∥∥∥L2(Kδ)
∥∥∥∇θ∗,iK ∥∥∥L2(Kδ)
≤C a∞ ε
δ
,
where in the last step we used the estimates (3.72) and (3.73).
For the second term I 2i j it holds
I 2i j =
1
|Kδ|
∫
KΓ
a(xK ,
x
ε )∇Φ
j
K ·∇Φ∗,iK d x+
(
1
|Kδ|
− 1|Knε|
)∫
Knε
a(xK ,
x
ε )∇Φ
j
K ·∇Φ∗,iK d x
≤ Λ|Kδ|
∥∥∥∇Φ jK ∥∥∥L2(KΓ)
∥∥∥∇Φ∗,iK ∥∥∥L2(KΓ)+ |KΓ||Kδ| Λ|Knε|
∥∥∥∇Φ jK ∥∥∥L2(Knε)
∥∥∥∇Φ∗,iK ∥∥∥L2(Knε), (3.74)
from which using (3.73) we get |I 2i j | ≤ C a∞ εδ . Combining the estimates of I 1i j and I 2i j then
concludes the proof.
The bounds (3.72) and (3.73) can further be used to estimate the advective modeling error.
Proof of estimate (3.63). Let ψ¯iK andΨ
i
K be the solutions to (3.64a) and (3.66a), respectively,
for K ∈TH , 1≤ i ≤ d . Observe that analogously to Lemma 3.5.6 we have that
b0(xK ) ·ei = 1|Knε|
∫
Knε
b(xK ,
x
ε ) ·∇ΦiK d x, 1≤ i ≤ d ,
where b0 is defined in (3.9) andΦiK =ΨiK +xi .
First, for periodic coupling, as mentioned in the proof of estimate (3.63), we have that ψ¯iK =ΨiK
for all K ∈TH , 1≤ i ≤ d . Hence, for b¯0K defined in (3.22), this directly yields that b¯0K = b0(xK )
and thus rmod ,A = 0.
Second, let us consider Dirichlet coupling W (Kδ) = H 10 (Kδ) with δ > ε. Let K ∈ TH and
1≤ i ≤ d . We decompose the difference between b¯0K and b0(xK ), which are defined in (3.22)
and (3.9), respectively, as follows
(b¯0K −b0(xK )) ·ei =
1
|Kδ|
∫
Kδ
b(xK ,
x
ε ) ·∇θiK d x (= J 1i )
+ 1|Kδ|
∫
Kδ
b(xK ,
x
ε ) ·∇ΦiK d x−
1
|Knε|
∫
Knε
b(xK ,
x
ε ) ·∇ΦiK d x, (= J 2i ),
where, like in the proof of estimate (3.62), θiK = ψ¯iK −ΨiK and n is given in (3.68). Thus,
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using (3.72) we get for J 1i that
∣∣J 1i ∣∣≤C b∞ 1√|Kδ|
∥∥∥∇θiK ∥∥∥L2(Kδ) ≤C b∞
( ε
δ
)1/2
.
Further, analogously to the bound derived in (3.74), we obtain for the term J 2i that
J 2i =
1
|Kδ|
∫
KΓ
b(xK ,
x
ε ) ·∇ΦiK d x+
(
1
|Kδ|
− 1|Knε|
)∫
Knε
b(xK ,
x
ε ) ·∇ΦiK d x
≤C b∞
p|KΓ|
|Kδ|
∥∥∥∇ΦiK ∥∥∥L2(KΓ)+C b∞ |KΓ||Kδ| 1p|Knε|
∥∥∥∇ΦiK ∥∥∥L2(Knε),
≤C b∞ ε
δ
,
where we used (3.73). As δ > ε, we have that O (( εδ )1/2) dominates O ( εδ ) and thus the esti-
mate (3.63) follows from the bounds of J 1i and J
2
i .
3.6 Numerical results
In this section, we present numerical experiments confirming the sharpness of the conver-
gence rates derived in Theorem 3.3.7. Furthermore, we apply the proposed method on an
advection dominated problem, where the solution exhibits a boundary layer, and we illustrate
the applicability of our multiscale strategy for non-periodic (random) tensors.
3.6.1 Convergence rates
To corroborate our theoretical convergence rates, we first choose a simple periodic problem
with known homogenized data a0 and b0 and analytically known homogenized solution
u0. If we choose periodic boundary conditions for the micro problems (3.13) and the size
δ of the sampling domains Kδ such that δ/ε ∈ N, the modeling errors vanish and we can
verify numerically the macro and micro convergence rates. Then, for piecewise linear micro
elements, i.e., q = 1, the error in the ~·~ norm satisfies
~u0−uH~≤C
(
a1/2∞ H +b1/2∞ H 3/2+a1/2∞
(
h
ε
)2
+b1/2∞
(
h
ε
)2)
,
which is a robust convergence rate (i.e., independent of ε). We emphasize that for periodic
data the use of numerical integration on the macro scale does not have any influence as in this
case the homogenized data are constant. The term b1/2∞ min{Pe1/2 H 2, H } in estimate (3.33)
can thus be omitted.
We consider problem (3.2) on the domain Ω = (0,1)2 with a tensor aε(x) = ν a˜ε(x) and a
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velocity field bε(x)=Φ(x/ε)(1,1)T , where a˜ε(x)=Φ(x/ε)I d , ν> 0, and
Φ(y)= 64
9
p
17
(
sin
(
2piy1
)+ 9
8
)(
cos
(
2piy2
)+ 9
8
)
.
The homogenized quantities a0 and b0 are then given by a0 = ν I d and b0 = (1,1)T (cf. [122,
Chapter 1.2] and Remark 3.5.3) leading to Pe= diamΩ/ν. The source f is adjusted such that
the homogenized solution u0 is given by u0(x)= sin(2pix1)sin(2pix2). Further, we choose the
size of the sampling domains δ= ε and we investigate a diffusion and an advection dominated
problem with Pe= 1 and Pe= 106, respectively.
We consider a family of macro partitions TH with 2 ·N 2mac triangles, which are generated
by uniformly refining a coarse mesh T˜ (Nmac denotes the number of macro elements in
each spatial dimension). The initial macro partition T˜ in turn is constructed by randomly
perturbing a uniform mesh with Nmac = 8, e.g., see Figure 7.5.(a) for illustration. Therefore,
the ratio H/Nmac is constant for differentTH . Such non-uniform meshes are chosen in order
to prevent possible super-convergence for meshes suitably aligned with the velocity field (cf.
[66]). Further, we choose α= 10 as penalization parameter for the diffusive part BD .
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(a) Diffusion dominated problem with Pe = 1.
Optimal simultaneous refinement (DD) (solid
line). Constant micro mesh Nmi c = 4,8,16
(dashed lines).
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(b) Advection dominated problem with Pe= 106.
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line). Simultaneous refinement (DD) (dashed
line).
Figure 3.2: Homogenization test problem of Section 3.6.1 with periodic data. Error in~·~ norm
as a function of Nmac . Macro meshes with Nmac = 8,16,32,64,128,256,512,1024. Refinement
strategy (DD) with Nmi c ∼
p
Nmac where Nmi c = 3,4,6,8,12,16,23,32. Refinement strategy
(AD) with Nmi c ∼ (Nmac )3/4 where Nmi c = 5,8,14,23,39,64,108,182.
In Figure 3.2 the error between u0 and the DG-HMM numerical solution in the ~·~ norm is
plotted under different refinement schemes for Nmac and Nmi c (described in Section 3.3.2).
In Figure 3.2.(a) we observe that without simultaneous refinement of H and h/ε the micro
error becomes dominant for large Nmac leading to an overall error independent of Nmac . The
optimality of the simultaneous refinement strategy (DD) for purely diffusive problems has
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been discussed in [6]. In Figure 3.2.(b) we employ the simultaneous refinement strategies
(DD) and (AD) for the advection dominated problem. We emphasize that the refinement
strategy (DD) is not sufficient to obtain the rate 1.5 for the advection dominated problem
as the micro error converging with a linear rate with respect to H becomes dominant for
Nmac > 100. In summary, we observe that the convergence rates predicted by Theorem 3.3.7
are verified numerically for problems with constant homogenized data.
As next step, we modify the precedent test problem by taking locally periodic data. We replace
a˜ε(x) and bε(x) by (cf. Examples of [12, Section 5])
a˜ε(x)=
(
Ψ1
(
x, xε
)
0
0 Ψ2
(
x, xε
)), bε(x)= (Ψ1(x, xε )
Ψ2
(
x, xε
)),
Ψ1(x, y)=
(
x31 +3+
2
p
17
8sin(2piy1)+9
)−1
, Ψ2(x, y)=
(
x22 +0.05+ (x1x2+1)
2
p
17
8cos(2piy2)+9
)−1
.
Hence, aε(x) is an anisotropic, locally periodic tensor.
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(a) Diffusion dominated problem with Pe = 1.
Optimal simultaneous refinement (DD) (solid
line). Constant micro mesh Nmi c = 4,8,16
(dashed lines).
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(b) Advection dominated problem with Pe= 106.
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Figure 3.3: Homogenization test problem of Section 3.6.1 with locally periodic data. Error in
~·~ norm as a function of Nmac . Macro meshes with Nmac = 8,16,32,64,128,256,512,1024.
Refinement strategy (DD) with Nmi c ∼
p
Nmac where Nmi c = 3,4,6,8,12,16,23,32. Refinement
strategy (AD) with Nmi c ∼ (Nmac )3/4 where Nmi c = 5,8,14,23,39,64,108,182.
The data is chosen such that the homogenized quantities are given by the elementwise har-
monic mean
a0(x)= ν
(
Ψ01(x) 0
0 Ψ02(x)
)
, b0(x)=
(
Ψ01(x)
Ψ02(x)
)
,
Ψ01(x)=
(
x31 +5
)−1
, Ψ02(x, y)=
(
x22 +0.05+2(x1x2+1)
)−1
,
(3.75)
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where we remark that −divb0(x)≥ 0 holds on Ω. Beside the different data aε, bε we exactly
take the same setting as in the precedent test for periodic data (here we also adjust f such that
u0(x)= sin(2pix1)sin(2pix2)). Additionally, for solving the micro problem (3.13) on an element
K ∈TH , we collocate Ψ1 and Ψ2 in the slow variable x at the barycenter xK .
By comparing the results of Figure 3.3 for locally periodic data to the results of Figure 3.2
we identify the same behavior for both advection and diffusion dominated problems under
different refinement strategies. We observe that the effect of the numerical integration in the
advective part does not alter the convergence rate for this test case (see Remark 3.3.8).
We emphasize that the evaluation of the right-hand side
∫
Ω f v
H d x of the variational prob-
lem (3.17) is done using a high order quadrature formula in order to overkill the effect of
numerical integration in the evaluation of the right-hand side
∫
Ω f v
H d x, see Section 3.7.3 for
discussion.
3.6.2 Advection dominated multiscale problem with a boundary layer
We consider the periodic data aε,bε used in the first part of Section 3.6.1 and adjust f such
that the homogenized solution u0 is given by
u0(x)= x1x2
(
1+ e
−Pe−e−Pe(1−x1)(1−x2)
1−e−Pe
)
,
which exhibits a boundary layer of width O (Pe−1) near to {1}×[0,1]∪[0,1]×{1}. Such problems
have been used as model problems for singlescale methods (see [43, Example 4] and the
references therein). We compare the behavior of the two multiscale methods DG-HMM,
described in this chapter, and FE-HMM with a macro solver based on standard FEM discussed
in Section 2.4.1. The FE-HMM is built on the method described in Section 2.4.1 by adding the
advective part
∑
K∈TH
|K |
|Kδ|
∫
Kδ
bε ·∇vhK w H (xK )d x, the first term of B A defined in (3.11).
We choose the size of the sampling domains δ = ε, periodic coupling in the micro prob-
lems (3.13), the penalization parameter α= 10 and Nmi c = 16, the number of micro elements
in each spatial dimension in the sampling domains. Further, we construct a highly anisotropic
mesh consisting of 1800 triangles (see Figure 3.4.(a)) such that the boundary layer for Pe= 103
is properly resolved. We can observe in Figure 3.4.(c) and Figure 3.4.(e) that on this macro trian-
gulation both numerical methods, DG-HMM and FE-HMM, are able to capture the boundary
layer for Pe= 103 correctly and produce similar results. Next, we investigate the robustness
of the two methods with respect to the Péclet number Pe. We take the macro triangulation
given in Figure 3.4.(a) and compute the numerical solution using DG-HMM and FE-HMM for
Pe ∈ {103, . . . ,108}. We see in Figure 3.4.(f) that for Pe= 105 the result obtained by the FE-HMM
exhibits unphysical oscillations polluting the numerical solution on the entire domain Ω due
to the standard FEM macro solver. In contrast, as DG-HMM is based on a discontinuous
Galerkin macro solver, it produces qualitatively good results apart from oscillations limited to
the boundary layer (see Figure 3.4.(d)). This nice robustness of the DG-HMM with respect to
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(a) Anisotropic mesh with 1800 triangles resolv-
ing the boundary layer for Pe= 103.
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(d) DG-HMM. Pe= 105.
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(f) FE-HMM. Pe= 105.
Figure 3.4: Advection dominated test problem with boundary layer of Section 3.6.2 with
Pe ∈ {103, . . . ,108}. DG-HMM based on DG-FEM macro solver. FE-HMM based on standard
FEM macro solver. Error in L2 norm as a function of Pe for DG-HMM and FE-HMM on an
anisotropic mesh.
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the Péclet number Pe can as well be observed in Figure 3.4.(b), where we compare the error in
the L2 norm for DG-HMM and FE-HMM for different Péclet numbers Pe on the macro mesh
given in Figure 3.4.(a). While the error for the FE-HMM depends linearly on Pe, the error for
the DG-HMM only slightly increases due to the peaks in the boundary layer. We emphasize
that such results for DG-HMM can only be obtained for a penalization term µ scaling with
the magnitude of the diffusion tensor a0, which is achieved by including the factor
∥∥{a0K }∥∥F
in (3.11).
3.6.3 Example with non-periodic, random data
In practice, the diffusion tensor aε and the velocity field bε may neither be known analytically
nor satisfy a periodicity assumption. In porous media, log-normal fields are often used to
model the heterogeneities of the media (e.g., see [166]). We consider problem (3.2) with a
random tensor aε and a random velocity field bε based on log-normal stochastic fields Wa(x)
and Wb(x) onΩ with an underlying normal distribution of mean zero and variance σ
2 = 0.5
(cf. [28, Section 4.2]). The random fields are generated by a moving ellipse average method
with correlation lengths εx1 = 0.01,εx2 = 0.02 at 50002 discrete points. For an arbitrary x ∈Ω
we use bilinear interpolation. We set aε(x)=Wa(x) I d , bε(x)=Wb(x) (1,0)T and f ≡ 1 onΩ.
First, we compute a reference solution using a standard FEM on a fine mesh with 106 degrees of
freedom (Figure 3.5.(b)). Then, we apply DG-HMM on a uniform macro mesh of 2048 triangles
and we take again the penalization parameter α= 10. The numerical solution is computed
for sampling domains of different sizes δi , i = 1, . . . ,5 and Dirichlet coupling employed for
the micro problems (3.13). Additionally, Nmi c,i is chosen such that the micro mesh size
h = δi /Nmi cr oi remains constant.
δ1 = 0.015 δ2 = 0.03 δ3 = 0.06 δ4 = 0.12 δ5 = 0.24 finescale
Nmi c,1 = 8 Nmi c,2 = 16 Nmi c,3 = 32 Nmi c,4 = 64 Nmi c,5 = 128
energy norm ‖·‖E 0.1769 0.1779 0.1793 0.1811 0.1823 0.1859
error in L2 norm 0.0032 0.0031 0.0028 0.0023 0.0022 -
Table 3.1: Energy norm ‖·‖E of the DG-HMM and finescale solutions (standard FEM), error
in L2 norm between the DG-HMM solutions and the finescale solution (standard FEM) for
sampling domains of different sizes δi for the test problem of Section 3.6.3.
We notice that the finescale solution approximates uε and some care is needed in order to
compare the finescale and DG-HMM solutions. It is already known for pure diffusion problems
that the error in the L2 norm between the DG-HMM solutions and the finescale solution can
be O (ε) close, while the error measured in the H 1 norm is O (1), see Section 2.1. Therefore, we
choose to compare the energy norm ‖·‖E rather than to compute the error in the H 1 norm.
In Table 3.1 we compare the (broken) energy norm ‖u‖E =
√∑
K∈TH
∫
K a
0
K∇u ·∇u d x of the
DG-HMM solutions for different sampling domain sizes δi to the ‖·‖E norm of the finescale
solution. Further, the error in the L2 norm between the DG-HMM solutions for different δi
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(b) Standard FEM. 106 degrees of freedom.
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(c) DG-HMM. Nmac = 32,δ1 = 0.015, Nmi c,1 = 8.
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(d) DG-HMM. Nmac = 32,δ5 = 0.24,
Nmi c,5 = 128.
Figure 3.5: Test problem with random data of Section 3.6.3. Reference finescale solution based
on standard FEM. DG-HMM numerical solutions for different sampling domains.
and the finescale solution are computed. We observe in Table 3.1 (see also Figure 3.5) that for
both, the energy norm ‖·‖E and the error in the L2 norm, improved results are obtained for
larger sampling domains.
3.7 The effect of numerical integration for singlescale DG-FEM
In this section, we study the influence of numerical integration for a singlescale discontinuous
Galerkin method. Without loss of generality we take the homogenized problem (3.5) as model
problem for a singlescale advection-diffusion problem. The singlescale analysis presented in
this section consists of three parts. First, we briefly comment on the analysis of the singlescale
DG-FEM without numerical quadrature used here for advection-diffusion problems, as it
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slightly differs from the method analyzed in [43] due to the choice of a different model problem.
Second, we derive the stability and a priori results for the singlescale DG-FEM with numerical
quadrature defined in (3.57). Finally, we present numerical results illustrating the theoretical
results and documenting the importance of accurately approximating the right-hand side
terms
∫
Ω f w
H d x for advection dominated problems.
3.7.1 DG-FEM without numerical quadrature
For v H , w H ∈V 1(Ω,TH ), let us introduce the bilinear form B0 =BD,0+B A,0 by
BD,0(v
H , w H )=
∫
Ω
a0(x)∇v H(x) ·∇w H(x)d x−
∫
Γ
{a0(s)∇v H (s)}·w H d s+
∫
Γ
µSv H ·w H d s,
B A,0(v
H , w H )=
∫
Ω
b0(x) ·∇v H (x) w H (x)d x−
∫
Γ
b0(s) · v H w Hi0(s)d s,
(3.76)
with the penalty weighting function µS on an edge e ∈ E given by µS |e =α
∥∥{a0(s)}∥∥FH−1e (for
s ∈ e), where the penalization parameter α> 1 is independent of the local mesh size and the
data a0, and the index i0(s) is discussed in Remark 3.2.2. We define u0,H as the solution of the
variational problem: find u0,H ∈V 1(Ω,TH ) such that
B0(u
0,H , v H )=
∫
Ω
f v H d x, ∀v H ∈V 1(Ω,TH ). (3.77)
Compared to the bilinear form B˜0, defined in (3.55), the integrals are evaluated exactly in
B0, i.e., no numerical quadrature is used. Thus, the method given by (3.77) is free of any
non-consistent perturbations and the Galerkin orthogonality holds
B0(u
0−u0,H , v H )= 0, ∀v H ∈V 1(Ω,TH ). (3.78)
The stability of the method can be shown following the proof of Theorem 3.3.3 by setting
rvc,A = 0 (cf. Remark 3.4.10). Moreover, the a priori error estimate can be derived analogously
to [43, Theorem 5.1], i.e., if u0 ∈H 2(Ω) then
~u0−u0,H~≤C (a1/2∞ H +b1/2∞ H 3/2)
∣∣u0∣∣H 2(Ω). (3.79)
3.7.2 DG-FEM with numerical quadrature
We next study the singlescale DG-FEM based on B˜0 with numerical integration given by (3.55).
Stability. The proof of the inf-sup condition for B˜0 follows the proof of Theorem 3.3.3 by
replacing a0K and b
0
K by a
0(xK ) and b0(xK ), respectively, leading to
r˜vc,A = 1
b∞
sup
K∈TH ,x∈K
∣∣b0(xK )−b0(x)∣∣+ 1
b∞
sup
e∈E ,x∈e
∣∣{b0(xK )}−b0(x)∣∣,
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This yields the same conditions A, B, C and D as in the proof of Theorem 3.3.3 with rvc,A
replaced by r˜vc,A .
A priori error estimate. Having shown the inf-sup condition for B˜0 we derive the a priori error
estimate for the singlescale DG-FEM based on numerical integration used as estimate for the
macro error emac .
Theorem 3.7.1. Let u0 ∈ H 2(Ω), a0 ∈ (W 1,∞(Ω))d×d and b0 ∈ (W 2,∞(Ω))d . Then the solution
u˜0,H of the variational problem (3.57) satisfies the estimate
~u0− u˜0,H~≤C(a1/2∞ H +b1/2∞ H 3/2+b1/2∞ min{Pe1/2 H 2, H})∥∥u0∥∥H 2(Ω),
where C is independent of H.
Proof. We combine the ideas of the proof of Theorem 3.3.6 and [43, Theorem 5.1]. We decom-
pose the total error into two parts ~u0− u˜0,H~≤~u0−PH u0~+~PH u0− u˜0,H~ using the L2
projection PH u0. Then, using the inf-sup condition for B˜0, with stability constant α˜S , and the
consistency (3.78) leads to
α˜S~PH u0− u˜0,H~≤ sup
w H∈V 1(Ω,TH )
B˜0(PH u0− u˜0,H , w H )
~w H~
= sup
w H∈V 1(Ω,TH )
B˜0(PH u0, w H )−B0(u0,H , w H )
~w H~
= sup
w H∈V 1(Ω,TH )
B˜0(PH u0, w H )−B0(u0, w H )
~w H~ .
Thus, we get the error decomposition
~u0− u˜0,H~≤~u0−PH u0~+ 1
α˜S
sup
w H∈V 1(Ω,TH )
B0(PH u0−u0, w H )
~w H~
+ 1
α˜S
sup
w H∈V 1(Ω,TH )
B˜0(PH u0, w H )−B0(PH u0, w H )
~w H~ ,
where the first two terms are identical to the error terms arising in the proof of (3.79) and
the third term quantifies the effect of the numerical integration. Due to the decomposition
B0 =BD,0+B A,0 and B˜0 = B˜D,0+ B˜ A,0 given by (3.76) and (3.55), respectively, we first estimate
the difference B˜D,0(PH u0, w H )−BD,0(PH u0, w H ). Following the ideas of Lemma 3.5.1 we have∣∣B˜D,0(PH u0, w H )−BD,0(PH u0, w H )∣∣
≤C∥∥a0∥∥1/2W 1,∞(Ω)H(∥∥∇PH u0∥∥2L2(Ω)+ ∣∣PH u0∣∣2∗,D)1/2~w H~D
≤C a1/2∞ H
∥∥u0∥∥H 2(Ω)~w H~D . (3.80)
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Next, we need to estimate B˜ A,0(PH u0, w H )−B A,0(PH u0, w H ). Following Lemma 3.4.7 we get∣∣∣∣∣ ∑
K∈TH
∫
K
(
b0(xK )−b0(x)
) ·∇PH u0 w H d x
∣∣∣∣∣
≤C∥∥b0∥∥W 1,∞(Ω)H∥∥∇PH u0∥∥L2(Ω)∥∥w H∥∥L2(Ω) ≤C b1/2∞ H∥∥u0∥∥H 2(Ω)~w H~A . (3.81)∣∣∣∣∫
Γ
{b0(xK )} · PH u0w Hı˜0 d s−
∫
Γ
b0(s) · PH u0w Hi0(s)d s
∣∣∣∣
≤Cα−1/2 sup
e∈E ,x∈e
∣∣{b0(xK )}−b0(x)∣∣∣∣PH u0−u0∣∣∗,D∥∥w H∥∥L2(Ω) ≤C b1/2∞ H 2∣∣u0∣∣H 2(Ω)~w H~A ,
(3.82)
where we used
∣∣PH u0∣∣∗,D = ∣∣PH u0−u0∣∣∗,D , as H 2(Ω) ,→C 0(Ω) for d ≤ 3 and u0 = 0 on ∂Ω. If
b0 has the additional regularity b0 ∈ (W 2,∞(Ω))d , we can improve estimate (3.81) using [63,
Theorem 4]∣∣∣∣∣ ∑
K∈TH
∫
K
(
b0(xK )−b0(x)
) ·∇PH u0 w H d x
∣∣∣∣∣≤C∥∥b0∥∥W 2,∞(Ω)H 2∥∥∇PH u0∥∥L2(Ω)∥∥∇w H∥∥L2(Ω)
≤C b∞
a1/2∞
H 2
∥∥u0∥∥H 2(Ω)~w H~D . (3.83)
Finally, combining estimates (3.80), (3.81), (3.82) and (3.83) allows to estimate the effect of the
quadrature∣∣B˜0(PH u0, w H )−B0(PH u0, w H )∣∣≤C(a1/2∞ H +b1/2∞ H 2
+b1/2∞ min
{
Pe1/2 H 2, H
})∥∥u0∥∥H 2(Ω)~w H~.
3.7.3 Numerical results for singlescale DG-FEM
In this section, we investigate the convergence behavior of singlescale DG-FEM applied
to an advection-diffusion problem when using different quadrature formulas to evaluate
the advective term
∫
Ωb · ∇v H w H d x and the right-hand side
∫
Ω f v
H d x. On one hand, the
presented numerical results confirm the theoretical results proved in Theorem 3.7.1 (for
barycentric quadrature in the advection terms) and, on the other hand, give additional insights
into the challenges of the use of numerical quadrature for advection dominated problems.
On the domain Ω= (0,1)2, we consider the singlescale advection-diffusion problem
−div(a0∇u0)+b0(x) ·∇u0 = f , in Ω, u0 = 0, on ∂Ω, (3.84)
with scalar diffusion coefficient a0 ∈ R>0 and velocity field b0(x)= (−sin(pi2 x31),0)T for three
different values of a0. We choose either a0 = 1, a0 = 10−6 or a0 = 10−12 leading to advection-
diffusion problem with Péclet number Pe of order O (1), O (106) or O (1012), respectively. In
all three cases, the source term f is chosen such that u0(x)= sin(2pix1)sin(2pix2) is the exact
solution of (3.84).
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Quadrature formulas. We first introduce the quadrature formulasQ J for J ∈N>0. Let Kˆ ⊂Rd
be the d-dimensional simplicial reference element and {xˆ j ,ωˆ j }
J
j=1 a quadrature formula on Kˆ ,
as discussed in Section 2.2.1. For K ∈TH , let FK be an affine C 1-diffeomorphism satisfying
FK (Kˆ )=K – like in Section 3.2.2 – and denote its (constant) Jacobian matrix by DK ∈Rd×d . For
a continuous function g : Ω→Rwe then consider the quadrature formulaQ J given by
Q J (g (x))= ∑
K∈TH
J∑
j=1
ωˆ j |detDK |g (FK (xˆ j )). (3.85)
In this section, we consider the two quadrature formulas
ωˆ1 = 1, xˆ1 = ( 13 , 13 )T , for J = 1,
ωˆ1 = ωˆ2 = ωˆ3 = 13 , xˆ1 = ( 23 , 16 )T , xˆ2 = ( 16 , 23 )T , xˆ3 = ( 16 , 16 )T , for J = 3,
see Figure 3.6 for illustration. Note that for J = 1 we recover the barycentric quadrature (3.10)
used throughout the whole chapter.
xˆ1
xˆ1
xˆ2
xˆ3
J = 1 J = 3
Figure 3.6: Quadrature formulas {xˆ j ,ωˆ j }
J
j=1 on the reference element Kˆ .
DG-FEM with generic quadrature formulaQ. To solve (3.84) numerically, we choose a DG-
FEM with numerical quadrature. We therefore introduce the bilinear form Bˆ0 as the sum
Bˆ0 = BˆD,0+ Bˆ A,0 of the bilinear forms BˆD,0, Bˆ A,0 defined for v H , w H ∈V 1(Ω,TH ) by
BˆD,0(v
H , w H )=
∫
Ω
a0∇v H ·∇w H d x−
∫
Γ
{a0∇v H } · w H d s+
∫
Γ
µˆSv H  · w H d s,
Bˆ A,0(v
H , w H )=Q Jb (b0(x) ·∇v H (x)w H (x))−
∫
Γ
{b0(xK )} · v H w Hî0 d s,
Rˆ(w H )=Q J f ( f (x)w H (x)),
(3.86)
where Jb , J f ∈ {1,3},Q· is the generic quadrature formula (3.85) and the flow {b0(xK )} on an
edge e ∈ E is given by
{b0(xK )}=
12 (b0(xK1 )+b0(xK2 )), if e ⊂K1∩K2, for K1,K2 ∈TH with K1∩K2 6= 0,b0(xKb ), if e ⊂Kb ∩∂Ω, for Kb ∈TH ,
with xK1 , xK2 and xKb denoting the barycenters of K1,K2 and Kb , respectively. Further, in (3.86)
we have the penalty weighting function µˆS given as µˆS |e = a0αH−1e for a penalization param-
eter α > 0 and w Hî0 the trace of w H taken from the inflow element with respect to the flux
{b0(xK )}.
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The numerical solution to (3.84) is then given by the problem: find uˆ0,H ∈V 1(Ω,TH ) such that
Bˆ0(uˆ
0,H , v H )= Rˆ(v H ), ∀v H ∈V 1(Ω,TH ), (3.87)
where Bˆ0 and Rˆ are defined in (3.86).
Comparison of the different DG-FEMs. For the sake of clarity, we briefly discuss the relation
between the three singlescale DG-FEM considered in this chapter.
• DG-FEM without numerical quadrature defined in (3.77) with bilinear form B0 =BD,0+
B A,0 given in (3.76). All integrals in the bilinear forms BD,0,B A,0 as well as the right-hand
side
∫
Ω f v
H d x are evaluated exactly. Stability and convergence rates have been shown
in Section 3.7.1.
• DG-FEM with numerical quadrature defined in (3.57) with bilinear form B˜0 = B˜D,0+B˜ A,0
given in (3.55). All integrals in the bilinear forms BD,0,B A,0 on the spatial domain Ω
are evaluated using the barycentric quadrature formula (3.10) and the diffusive and
advective fluxes on edges e ∈ E are approximated by constant values, see (3.56), but the
right-hand side
∫
Ω f v
H d x is evaluated exactly. Stability and convergence of the method
have been proved in Section 3.7.2.
• DG-FEM with generic quadrature formulaQ defined in (3.87) with bilinear form Bˆ0 =
BˆD,0+Bˆ A,0 given in (3.86). No variational crimes are committed in the diffusive part BˆD,0
as the considered problem (3.84) has (scalar) constant diffusion tensor a0. For prob-
lem (3.84) we thus have BD,0 = B˜D,0 = BˆD,0. The advective part Bˆ A,0 uses the quadrature
formulaQ Jb defined in (3.85) to evaluate the integral
∫
Ωb
0 · v H w H d x and the flux in
the stabilization term is approximated by a constant value like in B˜ A,0 – a constant value
which we do not adapt when increasing Jb . While for Jb = 1 we have Bˆ A,0 = B˜ A,0, for
Jb = 3 only the stabilization terms coincide. Further, the right-hand side
∫
Ω f v
H d x is
now as well approximated using numerical quadrature. Stability of the method is only
proved for Jb = 1 as then Bˆ0 = B˜0, but no convergence results have been shown (as we
always assumed that the right-hand side is evaluated exactly).
Convergence results. We now solve the problem (3.84) for different values of its diffusion
coefficient a0 using the DG-FEM introduced in (3.87). We are in particular interested in the
effects when varying the accuracy of the quadrature formula used to evaluated the advective
term
∫
Ωb
0 ·∇v H w H d x and the right-hand side ∫Ω f v H d x.
As spatial discretization, we consider meshesTH with Nmac elements in each spatial dimen-
sion, which we have constructed by uniformly refining a coarse mesh T˜ with Nmac = 8. Like
in Section 3.6.1, the coarse mesh has been obtained by randomly perturbing the location of
the interior nodes of a coarse uniform mesh, see Figure 7.5.(a). As penalization parameter α
in the bilinear form BˆD,0 we choose α= 10.
In Figure 3.7, we plot the error between the numerical solution uˆ0,H defined in (3.87) and
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the exact solution u0 measured in the DG norm ~·~, the H 1 norm ‖ ·‖H 1(Ω) and the L2 norm
‖ ·‖L2(Ω). The convergence plots are given for all possible settings of parameters Jb , J f ∈ {1,3}
and a0 ∈ {1,10−6,10−12}.
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(a) Scalar diffusion coefficient a0 = 1, i.e., Péclet number with Pe=O (1).
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(b) Scalar diffusion coefficient a0 = 10−6, i.e., Péclet number with Pe=O (106).
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(c) Scalar diffusion coefficient a0 = 10−12, i.e., Péclet number with Pe=O (1012).
Figure 3.7: Singlescale test problem of Section 3.7.3. Error in ~·~, ‖ · ‖H 1(Ω) and ‖ · ‖L2(Ω)
as function of Nmac for diffusion dominated regime (in part (a)) and advection dominated
situations (in parts (b) and (c)). Macro meshes with Nmac = 8,16,32,64,128,256,512,1024.
Different curves for different quadrature formulas in (3.86), in particular, J f = 1 (dashed lines),
J f = 3 (solid lines), Jb = 1 (cross marks), Jb = 3 (circle marks).
For the diffusion dominated problem, i.e., Pe=O (1), the results plotted in Figure 3.7.(a) show
optimal linear convergence in the DG and H 1 norms as well as quadratic convergence in the
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L2 norm independently of the values of Jb , J f . For all norms, the curves are nearly identical.
The situation changes in the advection dominated regime. While for Pe = O (106) (in Fig-
ure 3.7.(b)) it is sufficient to only increase J f to retain optimal convergence rates, for Pe =
O (1012) (in Figure 3.7.(c)) optimal convergence rates in the different norms can only be ob-
served when using higher precision Jb = J f = 3 in both advection and right-hand side term.
Note that, choosing Jb = 1 and J f = 3 in the situation of Pe=O (1012) yields linear convergence
in the DG norm, which is consistent with the convergence rates derived in Theorem 3.7.1,
where it is shown that the barycentric quadrature used in the advective term introduces an
additional error of order b1/2∞ min{Pe1/2 H 2, H }, which is only linear for large Pe. The effect of
this additional term however is not visible for Pe=O (106) – as already observed in Section 3.6
and commented in Remark 3.3.8. The results for Pe=O (1012) should however be interpreted
with care, as rounding errors effects may intervene in this situation due to the small a0 = 10−12.
3.8 Summary
In this chapter we have constructed and analyzed a discontinuous Galerkin FE-HMM method
for advection-diffusion problems. The method is constructed to allow for general micro
structures (not necessarily periodic) and stability results have been established for a general
class of advection-diffusion problems, for which we relax the usual coercivity condition
relating advection and reaction. We also allow for variable diffusion tensors and velocity
fields and our analysis includes the cases of advection or diffusion dominated problems. The
complexity of our method has been shown to be independent of the smallest scale in the
medium and the numerical work scales with the macroscopic degrees of freedom. A priori
error estimates in the H 1 norm and convergence to the homogenized solution are proved
under the assumption of locally periodic data. To this end, we derived new results about
the effect of numerical integration for singlescale DG-FEM for advection-diffusion problems.
Numerical experiments given for both periodic and non-periodic data, show the capabilities
of the proposed method. Finally, an extension of the presented results to meshes with hanging
nodes is straightforward, whereas the generalization to higher order macro finite elements in
the spirit of [8, Section 5.4] has not been addressed yet at all.
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4 The DG-HMM for parabolic advection-
diffusion problems with large drift
In this chapter, we propose a space-discrete numerical homogenization method for parabolic
advection-diffusion problems
∂t u
ε−div(aε(x)∇uε)+bε(x) ·∇uε = f , inΩ× (0,T ), (4.1)
on the space-time domainΩ× (0,T ) and where the highly heterogeneous data aε, bε vary at a
small scale ε. We assume that the diffusion matrices aε ∈ (L∞(Ω))d×d are uniformly bounded
and elliptic and that the velocity fields bε ∈ (L∞(Ω))d are of size bε =O (ε−1).
Transport processes driven by advection and diffusion are used to model a variety of phenom-
ena in natural sciences, e.g., transport of passive tracers in the atmosphere (meteorology),
propagation of pollutants in groundwater (hydrology) or separation of bio molecules (biology),
see [149, 132, 11]. In many of those applied problems one is interested to predict the behavior
of the transported entity over long time (diffusive scaling) and at a scale of interest in space that
can be several orders of magnitude larger than the small length scale ε at which the governing
processes take place. This typically leads to parabolic advection-diffusion problems (4.1) with
advective terms of order O (ε−1) yielding a large Péclet number of size O (ε−1).
Effective model. For parabolic advection-diffusion PDEs (4.1) with stationary data, Péclet
number of size O (ε−1) and general advection, i.e., neither zero mean nor divergence free flow,
most of the homogenization results available in literature have been derived for periodic data
and for the infinite spatial domainΩ=Rd . In [127, 121] (see [122, Chapter 2] for a summary),
homogenization results with explicit formulas for the effective diffusion and drift are given. It is
shown that in coordinates moving with the macroscopic drift the effective behavior (as ε→ 0)
is described by the solution of a purely diffusive homogenized parabolic PDE. Those results
have been generalized in [136] to problems with nonlinear advection, in [40] to porous media
problems and in [74] to problems with time dependent data (note that reactive terms are
allowed in the results of [127, 40, 74]). Further, in [136] the concept of two-scale convergence
introduced in [139] has been adapted to the situation of large advection to justify multiscale
expansions in Lagrangian coordinates. Beyond the periodic setting in the spatial domain
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Ω=Rd , difficulties occur due to macroscopic variations of advection and the interplay of the
large drift with boundary conditions. In [38] problems with locally periodic data and in [39],
for periodic data, the asymptotic profile (with respect to ε) of the finescale solutions on a
bounded domain with homogeneous Dirichlet boundary conditions is described (classical
homogenization would yield uε→ 0). However, the effects of advection on micro scale onto
macro dynamics are already manifold in the periodic setting. Advection at the micro scale
can either enhance (for solenoidal flows) or deplete (for gradient flows) macro diffusion and
can generate a macroscopic drift, which in general differs from the arithmetic mean, e.g.,
see [132, 151].
Main contributions of this chapter. In this chapter, we focus on the spatial discretization
of parabolic advection-diffusion problems (4.1) with data rapidly varying at scale ε, large
Péclet number of order O (ε−1) and general advection (neither solenoidal nor mean free).
Following the concept of HMM, we use a discontinuous Galerkin finite element method (DG-
FEM) to discretize an effective parabolic advection-diffusion equation in space whose a priori
unknown data (diffusion tensor and advection field) are estimated by numerical upscaling.
Microscopic simulations using standard FEM are performed within sampling domains of size
O (ε) by solving elliptic advection-diffusion problems, which are indefinite (as compressible
flows are allowed) and whose differential operators have non-trivial kernels spanned by a
positive function, i.e., the analytical framework is the Fredholm alternative. The effective
data then is approximated by suitable averaging of the microscopic FEM solutions. The
proposed multiscale strategy is well-defined for general data without assuming any particular
structure of their spatial heterogeneities (like periodicity or random stationarity) and leads
to computational cost independent of the small scale ε as the sampling domains are of
microscopic size. Observe that we avoid scale resolution by resorting to numerical upscaling
and that we get a stable numerical scheme as the DG-FEM at macro scale is well-suited for
advection dominated problems.
The main result of this chapter is the convergence analysis for problems on rectangular spatial
domains with periodically oscillating data and periodic boundary conditions, which is the
setting for which rigorous homogenization is available and thus studying the convergence of
the numerical solution towards an effective solution makes sense. We provide a priori error
estimates in a DG norm with explicit optimal convergence rates for macro and micro spatial
errors, which are robust with respect to ε. In our error analysis, variational crimes due to
numerical upscaling have to be controlled. Compared to Chapter 3 about stationary problems
with Péclet number of size O (1) (but non-periodic data), we need a more refined analysis of
those non-consistent perturbations as we now consider problems with Péclet number of size
O (ε−1). Further, while in Chapter 3 pure diffusion problems were used for micro sampling,
the multiscale method proposed in this chapter is based on advection-diffusion problems at
micro scale and thus new estimates for the micro error have to be derived. A peculiarity of our
results is, that the L2 error at the boundary of the macro domain cannot be controlled robustly
with respect to ε in the advection dominated regime. We emphasize that the same technical
difficulty occurs when extending the singlescale analysis of DG-FEM given in [123, 43] for
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Dirichlet and Neumann boundary conditions to advection-diffusion problems with periodic
boundary conditions. This issue is thus not directly related to our multiscale approach.
For the sake of simplicity, we solve the indefinite micro problems by the standard FEM. The
Péclet number for the elliptic advection-diffusion problems within the micro domains is of size
O (1) with respect to ε, as the sampling domains are of size ε. Hence, the micro problems are in
general diffusion dominated and there are no stability issues for standard FEM. Nonetheless,
specialized numerical schemes tailored for this class of non-coercive problems could easily be
used instead. We mention for instance monotone and stabilized FEM, finite volume methods
(FVM) or combined FEM-FVM, see [169, 59, 125, 55].
Literature overview. To solve advection dominated problems numerically, discontinuous
Galerkin finite element methods (DG-FEM) have become increasingly popular due to their
stability and conservation properties. Further the block diagonal mass matrix of DG-FEM
makes them convenient for time dependent problems. Initially developed in [109] for first
order hyperbolic problems, DG methods have been extended to elliptic problems (see [42])
and to advection-diffusion problems, see [116] and [93, 92] for elliptic and parabolic problems,
respectively. For a more detailed overview we refer to the introduction of Chapter 3.
To solve parabolic advection-diffusion PDEs with data varying at multiple length scales, Péclet
number of order O (ε−1) but divergence free advection, numerical homogenization methods
have been proposed in [11, 2, 104, 147, 145, 146]. In [11, 2] a method to solve advection-
diffusion problems with constant scalar diffusion is introduced, where the advection is ob-
tained as the flux of an elliptic diffusion multiscale equation(solved by an FE-HMM), the
method of lines is used for space discretization and stabilized explicit Runge-Kutta methods
(ROCK) [27, 1] serve as time integrator. Note that the analysis given in [2] focuses on the FE-
HMM used for the flux computation, i.e., an elliptic multiscale problem. In [104], the implicit
Euler scheme in time is combined with an FE-HMM in space. The method is formulated
in Lagrangian coordinates moving in the direction of an upscaled drift, i.e., their effective
equation is purely diffusive. The effective data is estimated by solving elliptic advection-
diffusion problems within microscopic domains. However, in the Lagrangian coordinates,
the microscopic simulations depend on time even if the original data is time independent.
Thus they have to be reevaluated at each time step, which is computationally expensive. For
periodic data, fully discrete space-time a priori error estimates in Lagrangian coordinates are
presented, i.e., there are no advective terms at macro scale in their error analysis. Further, a
posteriori error control is discussed in [103]. In [147, 145] a space-discrete multiscale method
extending the multiscale finite element method (MsFEM) [37] has been proposed (see [112]
for an MsFEM applied to cellular flow). The usual finite element basis functions are replaced
by solutions to elliptic advection-diffusion problems on patches of macroscopic size with
Dirichlet boundary conditions. As the Péclet number within the localized problems is still
large, the basis functions in general have boundary layers. For periodic data, an a priori error
analysis with explicit rates for the convergence of the numerical solution towards the finescale
solution uε to (4.1) is given in [145, 146]. However, the rates are not robust as ε→ 0.
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To conclude, we briefly relate the presented method to the schemes from [104, 145, 146].
Compared to [104], our method is formulated in natural physical variables, allows for non-
divergence free advection and is based on micro simulations that are independent of time.
In contrast, we only consider a space-discrete method, while their method is fully discrete in
space and time. In view of [145, 146], our method is designed for general non-divergence free
advection, has computational cost independent of the small scale ε and the derived a priori
error estimates are robust with respect to ε.
Outline. The outline of the chapter is as follows. In Section 4.1 we introduce the model
problem and an associated effective equation and summarize the homogenization results for
periodic data. The space-discrete multiscale method is then introduced in Section 4.2 and
existence and uniqueness of the numerical solution are shown. In Section 4.3, the main results
about the convergence of the spatial macro and micro errors for periodic data are formulated,
which are then proved in Section 4.4. Numerical tests to validate the theoretical convergence
rates and to illustrate the applicability of the multiscale method beyond the purely periodic
setting are provided in Section 4.5. Finally, a discussion of alternative upscaling strategies and
a summary are given in Section 4.6 and Section 4.7, respectively.
4.1 Model problem and its homogenization
We consider the parabolic multiscale advection-diffusion problem
∂t u
ε(x, t )−div(aε(x)∇uε(x, t ))+bε(x) ·∇uε(x, t )= f (x), in Ω× (0,T ),
uε(x,0)= g (x), inΩ,
(4.2)
with either Ω = Rd or a convex polygonal domain Ω ⊂ Rd (for d ∈ {2,3}), T > 0, diffusion
tensor aε(x) ∈ (L∞(Ω))d×d , velocity field bε(x) ∈ (L∞(Ω))d , source term f ∈ L2(Ω) and initial
condition g ∈ L2(Ω). Note that suitable boundary conditions are imposed in (4.2) if Ω 6= Rd .
The small parameter ε> 0 denotes a microscopic scale at which the data aε and bε vary rapidly.
We assume that the tensors aε are uniformly elliptic and bounded and allow vector fields bε of
magnitude O (ε−1), i.e., for any ε> 0 and almost every (a.e.) x ∈Ω we have
aε(x)ξ ·ξ≥λ|ξ|2, ∣∣aε(x)ξ∣∣≤Λ|ξ|, ∣∣bε(x)∣∣≤Bε−1, ∀ξ ∈Rd , (4.3)
where 0<λ≤Λ andB > 0. Note that we neither assume that bε is divergence free nor that it
has zero macroscopic mean.
Given a Hilbert space H ⊆ H 1(Ω), incorporating eventual boundary conditions of (4.2) and
with dual space denoted by H∗, existence and uniqueness of a weak solution uε to the model
problem (4.2) are obtained in the space
E = {v ∈ L2(0,T ; H) |∂t v ∈ L2(0,T ; H∗)}, (4.4)
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e.g., see [172, Corollary 23.26], as due to (4.3) the spatial differential operators satisfy the
Gårding inequality∫
Ω
aε(x)∇v ·∇v d x+
∫
Ω
bε(x) ·∇v v d x ≥ λ
2
‖v‖2H 1(Ω)−
λ
2
(
1+ B
2
λ2ε2
)
‖v‖2L2(Ω), (4.5)
for v ∈ H 1(Ω). Standard a priori bounds for uε in the C 0([0,T ],L2(Ω)) and L2(0,T ; H 1(Ω))
norms can be derived using (4.5) but the bounds will generally depend on negative powers of
ε, i.e., they are not uniform with respect to ε.
Remark 4.1.1. The model problem (4.2) with its velocity field of order O (ε−1) is obtained by
introducing the macroscopic variables x = εy and t = ε2τ, called diffusive or parabolic scaling,
for an unscaled parabolic advection-diffusion problem at microscopic scale
∂τu(y,τ)−divy (a(y)∇y u(y,τ))+b(y) ·∇y u(y,τ)= 0,
with micro variables denoted by (y,τ). Note that the alternative scaling x = εy , t = ετ, called
advective or hyperbolic scaling, would yield a purely hyperbolic effective equation neglecting
any effects of diffusion, e.g., see [151, Chapter 13].
Effective model. Throughout the chapter we assume that an upscaled model associated to
the multiscale problem (4.2) exists and has the form
∂t u
eff(x, t )−div(aeff(x)∇ueff(x, t ))+beff(x) ·∇ueff(x, t )= f (x), in Ω× (0,T ),
ueff(x,0)= g (x), inΩ,
(4.6)
with effective data aeff ∈ (L∞(Ω))d×d , beff ∈ (L∞(Ω))d and effective solution ueff, where the
rapid oscillations (of period ε) are averaged out. To ensure existence and uniqueness of ueff
we assume that aeff and beff satisfy (4.3) with possibly altered constants. In particular, beff can
still be of order O (ε−1). In the next paragraph, we show that the effective model (4.6) can be
rigorously justified by homogenization if aε, bε are periodic.
Homogenization for periodic data. We summarize the homogenization results from [127,
121, 136, 74, 40] that are relevant in our context.
Let Ω = Rd and f ≡ 0 in (4.2). Assume that aε and bε are periodic, i.e., aε(x) = a(x/ε) and
bε(x)= ε−1b(x/ε), where a(y) and b(y) are Y -periodic and sufficiently smooth. Then, there
exist (constant) data aeff ∈ Rd×d and beff ∈ Rd such that for ε→ 0 the finescale solutions
uε converge strongly in L2(0,T ;L2(Rd )) towards the effective solution ueff solving (4.6) with
effective data aeff and beff explicitly given by
aeffi j =
∫
Y
a(y)(e j +∇χ j ) ·ei ρd y +
∫
Y
div[a(y)eiχ
j ]ρd y −
∫
Y
(b(y)−b∗) ·eiχ jρd y, (4.7a)
beff = ε−1b∗, with b∗ =
∫
Y
[b(y)− (divy (a(y)e1), . . . ,divy (a(y)ed ))T ]ρd y, (4.7b)
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where, for 1≤ k ≤ d , χk ∈H 1per (Y ) with
∫
Y χ
k d y = 0 solve the cell problems∫
Y
a(y)(ek +∇χk ) ·∇z d y +
∫
Y
b(y) · (ek +∇χk )z d y =
∫
Y
b∗ ·ek z d y, ∀z ∈H 1per (Y ), (4.8)
and ρ ∈H 1per (Y ) with
∫
Y ρ(y)d y = 1 solves the adjoint cell problem∫
Y
a(y)∇z ·∇ρd y +
∫
Y
b(y) ·∇zρd y = 0, ∀z ∈H 1per (Y ). (4.9)
Due to the maximum principle ρ is strictly positive and if divb = 0 we have ρ ≡ 1. The values
of aeff and beff are further independent of the normalization of the solutions χk and ρ.
Let us discuss the effective diffusion aeff defined in (4.7a). While the first term in (4.7a) is the
formula for the homogenized diffusion tensor (2.11) known from diffusion problems (but now
weighted by the adjoint solution ρ), the second and the third term of aeff account for the effects
of micro advection onto macro diffusion and are sometimes referred to as enhancement and
depletion of the effective diffusion, respectively, e.g., see [151, Section 13.6]. Ellipticity of aeff
can be shown as for every ξ ∈Rd it holds that aeffξ ·ξ= aˆeffξ ·ξ with aˆeff given by
aˆeffi j =
∫
Y
a(y)(e j +∇χ j ) · (ei +∇χi )ρd y, (4.10)
(proof analogous to Lemma 4.4.11). Combining (4.3) and ρ > 0 thus yields ellipticity of aeff.
Note that the existence and uniqueness of the solutions to the cell problems (4.8) and (4.9) are
still ensured and the formulas (4.7) for the effective data are well-defined even if the data only
has the regularity a(y) ∈ (L∞(Y ))d×d and b(y) ∈ (L∞(Y ))d , see [74, Proposition 1]. Sufficient
regularity is only required to prove ellipticity of aeff and the convergence of uε towards ueff.
Remark 4.1.2. Let a, aˆ ∈Rd×d be constant matrices satisfying a+aT = aˆ+ aˆT . Then, it holds∫
Ω
a∇v ·∇w d x =
∫
Ω
aˆ∇v ·∇w d x, ∀v, w ∈H ,
if either Ω = Rd and H = H 1(Rd ) or Ω is bounded and H ∈ {H 10 (Ω), H 1per (Ω)}. Thus, when
considering the effective problem (4.6) with constant aeff, e.g., if aε and bε are periodic, either
in the full spaceRd or on a bounded domain with homogeneous Dirichlet or periodic boundary
conditions, then replacing aeff by aˆeff defined in (4.10) yields an equivalent formulation of the
effective PDE, which is commonly used in periodic homogenization, e.g., see [57, 74, 40].
Formal asymptotics for periodic data. The homogenization results for (4.2) for Ω= Rd , pe-
riodic data aε(x) = a( xε ), bε(x) = ε−1b( xε ) and zero source f ≡ 0 presented in the previous
paragraph is formally obtained by using the multiscale expansion
uε(x, t )= u0(x− b∗tε , xε , t )+εu1(x− b
∗t
ε ,
x
ε , t )+ . . . , (4.11)
where the a priori unknown drift b∗ ∈ Rd is independent of ε and ui (x, y, t) are Y -periodic
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in the variable y . Compared to the multiscale expansion (2.7) used for the elliptic diffusion
and the stationary advection-diffusion problems studied in Chapters 2 and 3, respectively, La-
grangian macro coordinates rapidly moving with the large drift ε−1b∗ are introduced. Observe
that we recover the ansatz (2.7) for b∗ = 0.
Identifying the terms of different powers with respect to ε when using the formal ansatz (4.11)
in the finescale problem (4.2) leads to the equations
O (ε−2) : L0u0+b(y) ·∇y u0 = 0, (4.12a)
O (ε−1) : L0u1+b(y) ·∇y u1 = − (L1u0+ (b(y)−b∗) ·∇x u0), (4.12b)
O (ε0) : L0u
2+b(y) ·∇y u2 = − (L1u1+ (b(y)−b∗) ·∇x u1+L2u0+∂t u0), (4.12c)
with the diffusion differential operatorsL0, L1 andL2 defined in (2.9). In contrast to the
cascade of equations (2.8) and (3.6) obtained in Chapters 2 and 3, respectively, which are all
elliptic diffusion problems, the equations (4.12) are indefinite advection-diffusion PDEs.
Thus, the Lax-Milgram theorem is not the appropriate framework to study solvability of the
equations (4.12) and the more general setting of the Fredholm alternative is required, e.g.,
see [151, Theorem 7.9]. Observe first that due to the maximum principle the homogeneous
equationL0z+b(y) ·∇y z = 0 for z ∈H 1per (Y ) only admits constant solutions z ∈ span{1}. By
the Fredholm alternative, the solution space of the adjoint problemL ∗0 z
∗−divy (b(y)z∗)= 0
for z∗ ∈H 1per (Y ), whereL ∗0 is the adjoint of the diffusion operatorL0, is as well of dimension
one. We represent its solution space by span{ρ}, where ρ satisfies the normalization constraint∫
Y ρd y = 1 (in the setting of Chapters 2 and 3, we always had ρ ≡ 1). Hence, from the Fredholm
alternative [151, Theorem 7.9] we get the following result: for given g ∈ L2per (Y ), the equation
L0u+b(y) ·∇y u = g has a weak solution u ∈H 1per (Y ) if and only if the compatibility condition∫
Y g (y)ρ(y)d y = 0 holds.
Let us next discuss the solvability and the solutions of (4.12). From equation (4.12a), for which
the compatibility condition is trivially satisfied, we get that u0(x, ·, t ) is constant, i.e., u0(x, y, t )
is independent of y and thus is a purely macroscopic quantity. Due to the linearity of (4.12b)
in ∇x u0 we use the ansatz u1(x, y, t) = ∑di=1χi (y)∂xi u0(x, t). The compatibility condition
for (4.12b) reads as
0
!=
∫
Y
[L1u
0+ (b(y)−b∗) ·∇x u0]ρd y =
d∑
j=1
∫
Y
[
−
(
d∑
i=1
∂yi ai j (y)
)
+ (b(y)−b∗) ·e j
]
ρd y
∂u0
∂x j
,
and hence the solvability of (4.12b) is only ensured if b∗ is defined like in (4.7b). Further, the
first order correctors χi ∈ H 1per (Y ) are characterized by the cell problems (4.8). Finally, the
compatibility condition for (4.12c) is satisfied if and only if u0(x, t ) solves the diffusion PDE
∂t u
0−div(aeff∇u0)= 0, in Ω× (0,T ),
with aeff explicitly given by (4.7a).
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Thus, defining b∗ like in (4.7b) introduces the suitable set of moving coordinates that allows
to get rid of macroscopic advection when characterizing the leading order term u0 in the
expansion (4.11). In the new variables, two-scale convergence results can be obtained and
u0 can be identified as the solution of a purely diffusive parabolic problem, see [136, 40]. The
effective approximation of uε in the original variables is then obtained by setting ueff(x, t )=
u0(x−befft , t), which in turn satisfies the parabolic advection-diffusion problem (4.6) with
advection beff of order O (ε−1) and diffusion aeff defined in (4.7).
4.2 Multiscale method
We now consider the model problem (4.2) on a bounded, open cuboidΩ⊂Rd with periodic
boundary conditions and prescribe periodic initial conditions g ∈ L2per (Ω). We emphasize
that the multiscale method can straightforwardly be formulated for general bounded do-
mains Ω and different boundary conditions (such as Dirichlet, Neumann or mixed boundary
conditions).
Before defining the numerical homogenization method in Section 4.2.2, we first give in Sec-
tion 4.2.1 the necessary tools for the macro and micro solvers. Existence and uniqueness of
the numerical solution of the new multiscale method are then proved in Section 4.2.3.
4.2.1 Spatial macro and micro discretizations
In this section, we introduce the discretization of the macro and the micro spatial domains.
Macro discretization. Consider a shape-regular partition TH of the cuboid Ω, where TH
consists of open simplicial elements K ∈TH with straight edges. The index H denotes the
mesh size H =maxK∈TH HK , where HK = diamK . The partitionTH is chosen independently
of ε, i.e., H À ε is allowed, andTH is thus called macro mesh. We denote by E the set of all
(d−1)-dimensional interfaces of the elements K ∈TH . The diameter of an edge e ∈ E is further
denoted by He and we use the notation
∫
Γ · =
∑
e∈E
∫
e ·. To keep the exposition simple, we
suppose thatTH is conformal, i.e., it has no hanging nodes. Further, we assume that element
interfaces at opposite boundaries of ∂Ω coincide and thus can be identified as one single
interface. Therefore, every e ∈ E belongs to exactly two distinct elements K1,K2 ∈TH .
Let v ∈H 1(TH ) be in the piecewise Sobolev space
H 1(TH )=
∏
K∈TH
H 1(K )= {v ∈ L2(Ω) |v ∈H 1(K ) for all K ∈TH }, (4.13)
and e ∈ E be shared by the macro elements K1,K2 ∈TH . For j = 1,2, we denote by n j and v j
the outer normal vector and the trace of v on e, respectively, associated to the element K j . We
92
4.2. Multiscale method
define the normal jump and the average of v on the edge e by
v = v1n1+ v2n2, {v}= 1
2
(v1+ v2),
which are defined analogously for vector-valued functions v ∈ (H 1(TH ))d , see (2.21) for details.
For b ∈Rd we setKi =K1,Ko =K2, if b ·n1 < 0, or
Ki =K2,Ko =K1, if b ·n1 > 0,
and call Ki and Ko the inflow and outflow element with respect to b, respectively. For conve-
nience, we still use the notation Ki , Ko even if b ·n1 = 0. We then choose Ki as the element
among K1 and K2 whose barycenter is “smaller” with respect to the lexicographical order on
Rd . We further use the notation vi = vKi , ni = nKi and vo = vKo , no = nKo .
On the macro meshTH we introduce the discontinuous finite element space
V 1(Ω,TH )= {v H ∈ L2(Ω) |v H ∈P 1(K ),∀K ∈TH }, (4.14)
whereP 1(K ) is the space of affine polynomials on K ∈TH .
To evaluate integrals on macro elements K ∈TH we use the barycentric quadrature formula∫
K
p(x)d x ≈ |K |p(xK ), for p ∈C 0(K ), (4.15)
where xK denotes the barycenter of the element K ∈TH .
Remark 4.2.1. The generalization of the multiscale method to non-conformal macro meshes,
i.e., meshes with hanging nodes, is straightforward. At the same time, the condition that
interfaces on opposite sides of ∂Ω have to match can be dropped.
Micro discretization. Our multiscale method is based on numerically upscaled data obtained
by local micro sampling. For each macro element K ∈ TH we define the micro sampling
domain Kδ = xK +δ(−1/2,1/2)d of size δ ≥ ε around the barycenter xK . We discretize the
sampling domain Kδ by a shape-regular, conformal, simplicial partitionTh whose elements
T ∈Th have straight edges. The micro mesh size h is then given by h =maxT∈Th diam(T ). On
Th , we consider the space of continuous finite element functions
S1(Kδ,Th)= {vh ∈W (Kδ) |vh ∈P 1(T ),∀T ∈TH }, (4.16)
where P 1(T ) is the set of affine polynomials on T ∈ Th and W (Kδ) ⊆ H 1(Kδ) is a closed
subspace.
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4.2.2 Space-discrete DG-HMM
In this section, we propose a space-discrete numerical homogenization method to solve (4.2)
by coupling a discontinuous Galerkin finite element method at macro scale with finite element
simulations within micro sampling domains.
Multiscale method. Let uH0 ∈V 1(Ω,TH ) be given. The multiscale method is then defined as:
find uH : [0,T ]→V 1(Ω,TH ) with uH (x,0)= uH0 such that∫
Ω
∂t u
H (t ) w H d x+B(uH (t ), w H )=
∫
Ω
f w H d x, ∀w H ∈V 1(Ω,TH ), t ∈ (0,T ), (4.17)
where the macro bilinear form B(v H , w H ) for v H , w H ∈ V 1(Ω,TH ) is given by the sum B =
BD +B A of the diffusion and advection forms
BD (v
H , w H )= ∑
K∈TH
|K |aeff,hK ∇v H (xK ) ·∇w H (xK )−
∫
Γ
{aeff,hK ∇v H } · w H d s
+
∫
Γ
µv H  · w H d s,
B A(v
H , w H )= ∑
K∈TH
|K |beff,hK ·∇v H (xK ) w H (xK )−
∫
Γ
{beff,hK } · v H w Hi d s,
(4.18)
where aeff,hK and b
eff,h
K given in (4.22) and (4.20), respectively, are obtained by micro sampling.
For e ∈ E , the penalty function µ is chosen as µ|e = ‖{aeff,hK }‖FαH−1e with a penalization
parameter α> 1 and the inflow trace w Hi is taken with respect to {beff,hK }.
Micro solver. Let K ∈TH and Kδ be its associated sampling domain. The micro sampling
strategy consists of two steps.
Step 1. Find ρhK ∈ S1(Kδ,Th) with
∫
Kδ
ρhK d x = |Kδ| such that∫
Kδ
aε∇zh ·∇ρhK d x+
∫
Kδ
bε ·∇zhρhK d x = 0, ∀zh ∈ S1(Kδ,Th), (4.19)
and compute the effective drift beff,hK given by
beff,hK =
1
|Kδ|
∫
Kδ
(aε)T∇ρhK d x+
1
|Kδ|
∫
Kδ
bερhK d x. (4.20)
Step 2. For 1≤ i ≤ d , find ψi ,hK ∈ S1(Kδ,Th) with
∫
Kδ
ψi ,hK d x = 0 such that∫
Kδ
aε(ei +∇ψi ,hK ) ·∇zhd x+
∫
Kδ
bε · (ei +∇ψi ,hK ) zhd x =
∫
Kδ
beff,hK ·ei zhd x,
∀zh ∈ S1(Kδ,Th),
(4.21)
where beff,hK is the effective drift (4.20) obtained in Step 1. The effective diffusion tensor a
eff,h
K
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is then defined as
aeff,hK =
1
|Kδ|
∫
Kδ
aε(I d +∇ψhK )ρhK d x−
1
|Kδ|
∫
Kδ
(aε)T∇ρhK ψhK d x (4.22)
+ 1|Kδ|
∫
Kδ
(beff,hK −bε)ψhK ρhK d x,
where ψhK (x)= (ψ1,hK (x), . . . ,ψd ,hK (x)) ∈R1×d , ∇ψhK (x)= (∇ψ1,hK (x), . . . ,∇ψd ,hK (x)) ∈Rd×d and ρhK
is the micro function solving (4.19) computed in Step 1.
Coupling conditions. To determine the coupling between the macro and the micro solvers
boundary conditions for the micro problems (4.19) and (4.21) are encoded into W (Kδ) ⊆
H 1(Kδ). In this chapter, we consider the periodic coupling W (Kδ)=H 1per (Kδ). If the data aε
and bε are periodic we further choose a sampling domain size δ≥ ε satisfying δ/ε ∈N>0.
Our multiscale method is however not restricted to periodic coupling. Recall that for pure
diffusion problems Dirichlet and Neumann coupling conditions are commonly used, e.g.,
see [171]. Note that Dirichlet coupling W (Kδ) = H 10 (Kδ) is not possible for the considered
model problem, as then the adjoint micro problem (4.19) has only the trivial solution ρhK ≡ 0,
which violates the normalization constraint
∫
Kδ
ρhK d x = |Kδ|. Further, Neumann coupling does
not immediately generalize to the micro problems (4.19) and (4.21) as they cannot be written
as minimization problems and as the compatibility condition of the Fredholm alternative has
to be respected, i.e., beff,hK has to be chosen carefully. We refer to Section 4.6.2 for a detailed
discussion.
Discussion of the multiscale method. In practice, only one stiffness matrix has to be assem-
bled to solve the micro problems (4.19) and (4.21) as the problem (4.19) is the adjoint problem
(with zero source term) of the problem (4.21). We emphasize that the micro sampling can
easily be parallelized as the micro problems in different sampling domains Kδ are completely
independent.
Further, the effective drift defined in (4.20) can be represented alternatively by
beff,hK ·ei =
1
|Kδ|
∫
Kδ
bε · (ei +∇ψi ,hK )d x, 1≤ i ≤ d , (4.23)
which can be obtained by taking zh ≡ 1 in (4.21). Note that the representation (4.23) cannot
be used in an implementation as the value of beff,hK is needed to solve the equation (4.21) in
order to computeψi ,hK . However, we recover the same formula for the effective drift as used for
the stationary advection-diffusion problems with small drift bε =O (1) studied in Chapter 3,
see (3.22).
Remark 4.2.2. As the quadrature formula (4.15) is exact for affine polynomials and we only
consider the DG space V 1(Ω,TH ) of piecewise affine functions, an equivalent formulation of
the bilinear forms BD and B A defined in (4.18) is obtained by writing their first terms (the one
95
Chapter 4. The DG-HMM for parabolic advection-diffusion problems with large drift
that involve a quadrature formula) as integral
∑
K∈TH
∫
K
aeff,hK ∇v H (x) ·∇w H (x)d x,
∑
K∈TH
∫
K
beff,hK ·∇v H (x)w H (x)d x.
We will use the integral formulation in Section 4.4 as it is more suitable for the analysis.
Remark 4.2.3. If the data aε and bε are periodic, i.e., there exist a(y) ∈ (L∞(Y ))d×d and b(y) ∈
(L∞(Y ))d , which are both Y -periodic in y , such that aε(x) = a(x/ε) and bε(x) = ε−1b(x/ε),
respectively, then the micro problems (4.19) and (4.21) are independent of the macro element
K ∈ TH . In this case, we omit the index K used to denote their solutions ψi ,hK = ψi ,h and
ρhK = ρh , respectively, and the effective data aeff,hK = aeff,h and beff,hK = beff,h .
For periodic data, motivated by Remark 4.1.2, one might alternatively consider the upscaled
diffusion tensor (instead of aeff,h) given by
aˆeff,h = 1|Kδ|
∫
Kδ
(I d +∇ψh)T aε(x)(I d +∇ψh)ρhd x, (4.24)
where ∇ψh = (∇ψ1,h , . . . ,∇ψd ,h) with ψi ,h and ρh solving (4.21) and (4.19), respectively. Note
that in contrast to Remark 4.1.2, in general aeff,hξ ·ξ 6= aˆeff,hξ ·ξ for ξ ∈Rd , but the equality is
only recovered in the limit as h → 0.
4.2.3 Existence and uniqueness of the numerical solution
In this section, we prove that the multiscale method (4.17) is well-defined if the micro meshes
Th are adapted to the diffusion tensor a
ε(x) and sufficiently fine.
Macro equation. As the multiscale method (4.17) is discrete in space but continuous in time (a
method of lines), the macro equation (4.17) is a linear ordinary differential equation (ODE) for
the unknown uH : [0,T ]→V 1(Ω,TH ). Thus, if the macro map B given in (4.18) is well-defined,
i.e., the effective data aeff,hK , b
eff,h
K introduced in (4.22), (4.20) are well-defined, global existence
and uniqueness of uH follow immediately from the Picard-Lindelöf theorem.
Micro equations. We prove the well-posedness of the micro solver by following the arguments
given in [58], where the standard finite element method for indefinite advection-diffusion
problems with the Laplace operator −∆ as diffusion operator and Neumann boundary condi-
tions has been studied. Compared to [58], only minor modifications are necessary to adopt
their proof to problems with general diffusion operator −div(a(x)∇·) and periodic boundary
conditions used in the micro problems (4.21). For convenience of the reader, we provide
detailed proofs.
Let K ∈TH and Kδ be its associated sampling domain. Assume that the periodic boundary
conditions for the micro problems (4.19) and (4.21) are strongly enforced by using micro
meshesTh that are conformal over the boundaries. Thus, the degrees of freedom on opposite
faces of Kδ are identified as one single degree of freedom.
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To study the existence and uniqueness of a solution to the micro problems (4.19) and (4.21)
we rephrase them as systems of linear equations. Let us denote by βh1 , . . . ,β
h
M the nodal
basis functions of S1(Kδ,Th) and introduce the notation β
h(x)= (βh1 (x), . . . ,βhM (x))T , where
M ∈N is the dimension of S1(Kδ,Th). We define the micro stiffness matrix S ∈RM×M and the
right-hand side vectors r (i ) = (r (i )1 , . . . ,r (i )d )T ∈RM , for 1≤ i ≤ d , by
Skl =
∫
Kδ
aε∇βhl ·∇βhk d x+
∫
Kδ
bε ·∇βhl βhk d x, (4.25a)
r (i )k =
∫
Kδ
(beff,hK −bε) ·ei βhk d x−
∫
Kδ
aεei ·∇βhk d x, (4.25b)
with 1 ≤ k, l ≤ M . Introducing the coefficient vectors ρK ,ψiK ∈ RM via the identification
ρhK (x) = ρK ·βh(x) and ψi ,hK (x) = ψiK ·βh(x), the micro problems (4.19) and (4.21) can be
written as: find ρK ,ψ
i
K ∈RM such that
STρK = 0, with
∫
Kδ
ρhK d x = |Kδ|, SψiK = r (i ), with
∫
Kδ
ψi ,hK d x = 0. (4.26)
The linear algebra problems stated in (4.26) are solvable if
rankS =M −1, r (i ) ∈ (kerST )⊥, (4.27)
as the uniqueness of the solution then follows from the normalization constraints imposed
in (4.26). To show (4.27) we follow along the lines of the proof of [58, Proposition 3].
Lemma 4.2.4. Let adj(Th) be the set of pairs of adjacent vertices inTh
adj(Th)= {(k, l ) |1≤ k, l ≤M such that the vertices associated to βhk ,βhl are adjacent }. (4.28)
Assume thatTh is quasi-uniform, e.g., see [62, Condition (3.2.28)], and that there exists ν> 0
independent of h, δ and ε such that∫
Kδ
aε(x)∇βhl ·∇βhk d x ≤−νhd−2, ∀ (k, l ) ∈ adj(Th). (4.29)
Then, there exists hˆ0 > 0 independent of ε such that for all h with h/ε < hˆ0 the micro prob-
lems (4.19) and (4.21) have a unique solution ρhK and ψ
i ,h
K , respectively.
Proof. Step 1. We prove that for 1≤ k, l ≤M with k 6= l it holds
Skl = 0, if (k, l ) ∉ adj(Th), Skl < 0, if (k, l ) ∈ adj(Th). (4.30)
Clearly, if (k, l ) ∉ adj(Th) we have Skl = 0 due to the definition of the nodal basis functions.
Let thus (k, l ) ∈ adj(Th). Using the definition (4.25a), the hypothesis (4.29), a standard inverse
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inequality for quasi-uniform meshes, e.g., [62, Theorem 3.2.6], and (4.3) we get
Skl ≤ −νhd−2+
∥∥bε∥∥L∞(Kδ)∥∥∥∇βhl ∥∥∥L2(Kδ)
∥∥∥βhk∥∥∥L2(Kδ)
≤ −νhd−2+C h−1∥∥bε∥∥L∞(Kδ)∥∥∥βhl ∥∥∥L2(Kδ)
∥∥∥βhk∥∥∥L2(Kδ)
≤ −νhd−2+C hd−1ε−1 =−hd−2
(
ν−C h
ε
)
,
with C independent of h, ε,δ and where we used that ‖βhk‖L2(Kδ) ≤ |suppβhk |1/2 (analogously
for βhl ). Thus, Skl < 0 if h/ε is smaller than a threshold value hˆ0 > 0 depending on ν and C . In
particular, the matrix S is irreducible as replacing the non-zero entries of the matrix S by the
constant value 1 yields an adjacency matrix of a strongly connected graph.
Step 2. Next, we prove that rankS =M −1. Note that S(1, . . . ,1)T = 0 as the constant functions
are in the kernel of the differential operator −div(aε∇·)+bε · ∇·. Thus rankS ≤ M −1. We
show by a contradiction argument that in fact rankS = M −1. Assume that there is a non-
constant vector v = (v1, . . . vM )T ∈ RM such that Sv = 0. Let then v∞ = max1≤k≤M vk and
V = {1 ≤ k ≤ M |vk = v∞}. As v is non-constant V 6= {1, . . . , M }, i.e., for V c = {1, . . . , M } \V we
have V c 6= ;.
Let k ∈ {1, . . . , M }. From Sv = 0 and S(1, . . . ,1)T = 0 we get∑
l∈V c
Skl vl =−v∞
∑
l∈V
Skl = v∞
∑
l∈V c
Skl , i.e.
∑
l∈V c
Skl (v∞− vl )= 0,
which yields, if k ∈ V , that Skl = 0 for all (k, l ) ∈ V ×V c as v∞ > vl for l ∈ V c and Skl ≤ 0 for
k 6= l . The matrix S is thus reducible, which contradicts the results from Step 1 above. Hence v
is constant and rankS =M −1, i.e., the first condition of (4.27) is proved and thus the adjoint
micro problem (4.19) has a unique solution ρhK .
Step 3. Finally, we show that r (i ) ∈ (kerST )⊥. Due to Step 2, we have that kerST = span{ρK },
where ρK ∈ RM is the coefficient vector of ρhK . It is thus sufficient to show that r (i ) ·ρK = 0.
Indeed, combining the definitions (4.25b) and (4.20) yields
r (i ) ·ρK =
∫
Kδ
beff,hK ·eiρhK d x−
(∫
Kδ
bε ·eiρhK d x+
∫
Kδ
aεei ·∇ρhK d x
)
= beff,hK ·ei |Kδ|−
(∫
Kδ
(aε)T∇ρhK d x+
∫
Kδ
bερhK d x
)
·ei = 0,
for every 1≤ i ≤ d . Thus, for 1≤ i ≤ d , there exists a unique solution ψi ,hK to (4.21).
To satisfy assumption (4.29) the micro mesh Th has to fit the structure of the given tensor
aε. Conditions similar to (4.29) (mostly for aε = I d) have been used in the context of discrete
maximum principles for finite element methods, e.g., see [64] for an early work and [124] for
more references. For piecewise linear simplicial finite elements applied to problems with
98
4.3. Main results
diffusion terms −div(a(x)∇·), where a(x)> 0 is a scalar, sufficient geometric conditions have
been derived to ensure (4.29), e.g., acuteness or non-obtuseness of interior angles. We are
however not aware of any result for general diffusion tensors a(x) ∈Rd×d .
For the sake of completeness, we show in Lemma 4.2.5 that the hypothesis (4.29) holds for
diffusion data aε(x)=σε(x)I d with scalar σε(x) ∈R, if all interior angles of the meshTh are
acute.
Lemma 4.2.5. Let the diffusion tensor aε(x) be given by aε(x) = σε(x)I d, where σε : Ω→R
with σε(x)≥λ> 0 and σε ∈ L∞(Ω). If the micro meshTh is shape-regular, quasi-uniform and
all angles between its (d −1)-dimensional interfaces are smaller than pi/2−γ for some γ> 0,
i.e., strictly acute, then the hypothesis (4.29) holds with a constant ν only depending on λ, γ, the
shape-regularity and the quasi-uniformity ofTh .
Proof. Let (k, l ) ∈ adj(Th) and denote the nodes associated to the basis functions βhk and βhl
by Vk and Vl , respectively. Let T ∈Th with T ⊂ supp(βhk )∩supp(βhl ), i.e., Vk ,Vl ∈ T . Denote by
gk , gl ∈ E the interfaces of T lying opposite to the nodes Vk and Vl , respectively, and by γkl the
interior angle between the interfaces gk and gl . Then, it holds that, e.g., see [124, Section 5.1],
∇βhl (x) ·∇βhk (x)=−
∣∣gk ∣∣∣∣gl ∣∣
d 2|T |2 cos(γkl ), for x ∈ T. (4.31)
From (4.31), the property σε(x)≥λ and the angle condition γkl ≤pi/2−γ we get∫
T
aε∇βhl ·∇βhK d x ≤−λ
∫
T
−∇βhl ·∇βhk d x =−λ
∣∣gk ∣∣∣∣gl ∣∣
d 2|T | cos(γkl )≤−λ
∣∣gk ∣∣∣∣gl ∣∣
d 2|T | cos(
pi
2 −γ).
Condition (4.29) is then obtained by observing that |gk |, |gl | ≥C hd−1 and |T | ≤C hd with C
depending on the spatial dimension d , the shape-regularity and the quasi-uniformity of the
micro meshTh .
4.3 Main results
In this section, we present the main results about convergence of the numerical approximation
uH obtained by the multiscale method (4.17) towards an effective solution ueff.
We provide a rigorous convergence analysis for the setting, where homogenization results for
the model problem (4.2) are available (periodic aε, bε and vanishing source f ), and consider
the multiscale method (4.17) with optimal coupling. We refer to this setting as periodic setting
described by the hypotheses
aε(x)= a
(x
ε
)
, bε(x)= 1
ε
b
(x
ε
)
, f ≡ 0, W (Kδ)=H 1per (Kδ), δ= ε, (4.32)
where a(y) ∈ (L∞(Y ))d×d and b(y) ∈ (L∞(Y ))d are Y -periodic in y . Like in Section 4.2, we
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consider the model problem (4.2) and its effective equation (4.6) on a cuboid Ω with periodic
boundary conditions on ∂Ω and initial condition g ∈ L2per (Ω). In what follows, we compare the
numerical solution obtained by (4.17) to ueff solving the effective problem (4.6) with data (4.7).
According to Remark 4.2.3, we use in Sections 4.3 and 4.4 the notation ρh andψi ,h for the micro
solutions to (4.19) and (4.21), respectively, and aeff,h and beff,h for the numerically computed
effective data (4.22) and (4.20), respectively, as those quantities are constant on the domainΩ
due to the periodicity of the data.
Interior ofΩ. For τ> 0 we define the subdomainΩτ ⊂Ω and its complementΩcτ by
Ωτ = {x ∈Ω | dist(x,∂Ω)> τ}, Ωcτ =Ω\Ωτ, (4.33)
where dist(x,∂Ω)= infy∈∂Ω |x−y |. We assume for simplicity that the macro meshTH is aligned
to the interface betweenΩτ and Ωcτ, i.e., for K ∈TH we have either K ∩Ωτ =; or K ∩Ωcτ =;.
DG norm. For v ∈ H 1(TH ) defined in (4.13), we introduce the diffusive and advective DG
norms ~v~D and ~v~A,τ given by
~v~2D = ‖∇v‖2L2(Ω)+|v |2∗,D , ~v~2A,τ = ‖v‖2L2(Ωτ)+|v |2∗,A , (4.34)
with the jump norms | · |∗,·
|v |2∗,R =
∑
e∈E
∥∥γ(R)1/2v∥∥2L2(e), where γ(R)=
αH−1e , R =D,∣∣εbeff,h ·n∣∣, R = A, (4.35)
with beff,h defined in (4.20). Note that γ(A) is scaled such that γ(A)= O (1) with respect to ε
(see Lemma 4.4.3 for a proof).
Observe that the advective norm ~·~A,τ does not control the L2 norm on the whole domain
Ω but only on the interior subdomain Ωτ defined in (4.33), see Remark 4.4.1 for discussion.
Further, compared to Chapter 3, the advective jump quantified by | · |∗,A is measured with
respect to the numerical drift beff,h and not the exact drift beff. This definition of | · |∗,A is in
the spirit of [53], where DG methods for first order hyperbolic problems with stabilization
different from traditional upwinding have been studied.
HMM error. To quantify the error due to the HMM upscaling procedure we introduce
rH M M ,D =
∥∥∥aeff,h −aeff∥∥∥
F
, rH M M ,A = ε
∣∣∣beff,h −beff∣∣∣, (4.36)
with the numerical effective data aeff,h and beff,h defined in (4.22) and (4.20), respectively, and
aeff and beff the exact effective data given in (4.7). Observe that rH M M ,A is scaled such that
rH M M ,A is of order O (1) with respect to ε.
Note that the macro-micro coupling with W (Kδ)=H 1per (Kδ) andδ/ε ∈N is optimal for periodic
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data, e.g., see [6, Proposition 14]. Hence, in this chapter, the upscaling error is independent of
any modeling error and thus only depends on the micro discretization.
4.3.1 A priori error estimates for macro spatial error
As first main result, we prove optimal convergence rates for the spatial macro errors with
respect to the macro mesh size H .
Theorem 4.3.1. Consider the periodic setting (4.32). Assume that the effective data aeff and
beff = ε−1b∗ defined in (4.7) satisfy
aeffξ ·ξ≥λeff|ξ|2, ∣∣aeffξ∣∣≤Λeff|ξ|, 0< ∣∣b∗∣∣≤Beff, ∀ξ ∈Rd , (4.37)
with λeff,Λeff,Beff > 0, and that the exact solution ueff to the effective problem (4.6) satisfies
ueff ∈C 0([0,T ], H 2(Ω)), ∂t ueff ∈C 0([0,T ],L2(Ω)). (4.38)
Let the hypotheses of Lemma 4.2.4 be satisfied, i.e., the multiscale method (4.17) is well-defined.
Denote by uH : [0,T ]→V 1(Ω,TH ) the numerical approximation obtained by (4.17) with initial
condition uH (0)= PH g , where PH is the L2(Ω) projection onto V 1(Ω,TH ). Assume that for the
considered family of meshes {TH }H>0 there exists θ0 > 0 such that
ι(H)=min{|b∗ ·ne | ∣∣e ∈ E with b∗ ·ne 6= 0}≥ θ0, uniformly as H → 0, (4.39)
where ne denotes a unit normal vector on e.
Then, there exist α> 1, H0,R0 > 0 independent of ε and ε0 > 0 such that for ε< ε0, H <H0 and
rH M M ,D + rH M M ,A <R0 it holds(∫ T
0
~uH −ueff~2D +
1
ε
~uH −ueff~2A,τd t
)1/2
≤C (H +ε−1/2H 3/2+ rH M M ,D +ε−1/2rH M M ,A)
∥∥ueff∥∥C 0([0,T ],H 2(Ω))
+Cτ
(∫ T
0
1
ε
∥∥∥uH −PH ueff∥∥∥2
L2(Ωcτ)
d t
)1/2
,
where C and Cτ are independent of ueff, H, ε, rH M M ,D and rH M M ,A and only Cτ = O (τ−2)
depends on τ.
For the error of the numerical solution measured in the DG norm, we thus obtain convergence
rates, which have the right scaling with respect to ε and are sharp (up to the additional error
term on Ωcτ). Following the ideas of [123, 43], the control of the error in the spatial L
2 norm
in the advection dominated regime is obtained by introducing a suitable weighting function.
However, it seems that the construction used in [123, 43] cannot easily be extended to periodic
boundary conditions. We emphasize that this issue is not related to the multiscale character
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of the proposed method, but would already be an issue for singlescale advection-diffusion
problems with periodic boundary conditions. For a discussion of the technical details we refer
to Remark 4.4.1.
Remark 4.3.2. Let us briefly discuss the hypotheses assumed in Theorem 4.3.1. The condition
b∗ 6= 0 in (4.52) ensures that the macroscopic drift is not zero. Note that for b∗ = 0 the effective
problem (4.6) is purely diffusive and the analysis of the numerical method (4.17) would be
much simpler. The condition ε< ε0 is further needed in the proof of Theorem 4.3.1 to ensure
that the advection norm ‖ ·‖A,τ (scaling as ε−1/2) dominates the L2 norm (scaling as ε0).
The hypothesis (4.39) ensures that the advective jump penalization is stable, see [53, Eq. (5)].
The assumption (4.39) could be avoided if beff would be used to stabilize the advection form
B A in (4.18) instead of its approximation beff,h . This is however not feasible in practice, as
beff is generally unknown. For a class of meshes in dimension d = 2, condition (4.39) can
be proved, see Lemma 4.4.10. We emphasize that a similar technical assumption would be
needed for DG-FEM with other types of variational crimes, e.g., when the advective jump term
for singlescale problems as considered in [53] is approximated by numerical quadrature rules.
While results about the effect of numerical integration on DG-FEM for advection-diffusion
problems (with nonlinear advection) have been derived in [156, 155], those results cannot be
easily integrated into our analysis, as weaker norms have been used.
4.3.2 Fully discrete analysis of spatial macro and micro errors
In this section, we give explicit estimates of the HMM errors rH M M ,D and rH M M ,A defined
in (4.36) in terms of the micro mesh size h.
Exact micro problems. We introduce the exact counterpart to the numerical micro functions
ρh and ψi ,h solving (4.19) and (4.21), respectively. Let ρ¯ ∈H 1per (Kδ) with
∫
Kδ
ρ¯d x = |Kδ| satisfy
the adjoint micro problem∫
Kδ
aε∇z ·∇ρ¯d x+
∫
Kδ
bε ·∇z ρ¯d x = 0, ∀z ∈H 1per (Kδ), (4.40)
and, for 1≤ i ≤ d , let ψ¯i ∈H 1per (Kδ) be the solution with
∫
Kδ
ψ¯i d x = 0 to∫
Kδ
aε(ei +∇ψ¯i ) ·∇z d x+
∫
Kδ
bε · (ei +∇ψ¯i )z d x =
∫
Kδ
b¯eff ·ei z d x, (4.41)
∀z ∈H 1per (Kδ),
where b¯eff = 1|Kδ|
∫
Kδ
(aε)T∇ρ¯d x+ 1|Kδ|
∫
Kδ
bερ¯d x.
Note that in the periodic setting (4.32) we have that
ρ¯(x)= ρ( xε ), ψ¯i (x)= εχi ( xε ), on Kδ, for i ∈ {1, . . . ,d}, (4.42)
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where ρ and χi solve the homogenization cell problems (4.9) and (4.8), respectively. Hence,
the solutions ρ¯ and ψ¯i exist and are unique and ρ¯ satisfies ρ¯(x)> 0.
Auxiliary micro problems. To derive not only linear, but sharp quadratic convergence rates
for the micro error the following auxiliary micro problems are required: for 1 ≤ i ≤ d , find
X¯ i ∈H 1per (Kδ) with
∫
Kδ
X¯ i d x = 0 such that∫
Kδ
aε∇z ·∇X¯ i d x =−
∫
Kδ
aε∇z ·ei ρ¯d x, ∀z ∈H 1per (Kδ). (4.43)
Note that (4.43) is a coercive, purely diffusive problem and existence and uniqueness of the
solutions X¯ i follow from the Lax-Milgram theorem. The need for such auxiliary adjoint micro
problems is already known for purely diffusive linear and nonlinear micro problems, e.g.,
see [77, 34] and Chapter 6.
Regularity assumptions. For the exact solutions ρ¯, ψ¯i and X¯ i solving (4.40), (4.41) and (4.43),
respectively, we assume
(H1ρ) ρ¯ ∈H 2(Kδ) with

∥∥ρ¯∥∥L2(Kδ) ≤C√|Kδ| and ∣∣ρ¯∣∣H 2(Kδ) ≤Cε−2√|Kδ|,
0< ρ0 ≤ ρ¯(x)≤ P0 on K δ uniformly in ε and δ;
(H1) ψ¯i ∈H 2(Kδ) with
∣∣ψ¯i ∣∣H 2(Kδ) ≤Cε−1√|Kδ| for 1≤ i ≤ d ;
(H1∗) X¯ i ∈H 2(Kδ) with
∣∣X¯ i ∣∣H 2(Kδ) ≤Cε−1√|Kδ| for 1≤ i ≤ d .
In the analysis of purely diffusive micro problems hypotheses similar to (H1) and (H1∗) have
been used, see [7, Remark 4]. As discussed in [6, Remark 9], in the periodic setting (4.32) and
with (4.42) in mind, the hypotheses (H1ρ) and (H1) can be shown if the homogenization cell
problems (4.8) and (4.9) on the unscaled domain Y have the elliptic H 2 smoothing property.
Finally, we assume for the finescale data aε and bε that
(A1) aε ∈ (W 1,∞(Ω))d×d and
∣∣∣aεi j ∣∣∣W 1,∞(Ω) ≤Cε−1 for 1≤ i , j ≤ d ;
(B1) bε ∈ (W 1,∞(Ω))d and |bε ·ei |W 1,∞(Ω) ≤Cε−2 for 1≤ i ≤ d .
Those hypotheses are satisfied in view of the periodicity assumption (4.32) if the periodic data
a and b have the regularity a ∈ (W 1,∞(Y ))d×d and b ∈ (W 1,∞(Y ))d , respectively.
Theorem 4.3.3. Consider the periodic setting (4.32) and assume the hypotheses stated in The-
orem 4.3.1. If (A1), (B1), (H1ρ), (H1) and (H1∗) are satisfied and the micro problems (4.40)
and (4.41) have the classical elliptic H 2 smoothing property, then there exist α> 1, H0, hˆ0 > 0
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independent of ε and an ε0 > 0 such that for all ε< ε0, H <H0 and h/ε< hˆ0 it holds(∫ T
0
~uH −ueff~2D +
1
ε
~uH −ueff~2A,τd t
)1/2
≤C
(
H +ε−1/2H 3/2+
(
h
ε
)2
+ε−1/2
(
h
ε
)2)
+Cτ
(∫ T
0
1
ε
∥∥∥uH −PH ueff∥∥∥2
L2(Ωcτ)
d t
)1/2
,
where C and Cτ are independent of H, ε and h and only Cτ =O (τ−2) depends on τ.
Finally, we obtain robust convergence towards the finescale solution as ε→ 0.
Corollary 4.3.4. Assume the hypotheses of Theorem 4.3.3. Let uε be the solution to the original
finescale problem (4.2). For ε sufficiently small, the numerical approximation uH obtained by
the multiscale method (4.17) satisfies
∥∥uH −uε∥∥L2(0,T ;L2(Ωτ)) ≤C
(
H 3/2+ r (ε)+
(
h
ε
)2)
+Cτ
∥∥∥uH −PH ueff∥∥∥
L2(0,T ;L2(Ωcτ))
,
where ueff solves the effective problem (4.6), r (ε) is the homogenization error r (ε) = ‖ueff−
uε‖L2(0,T ;L2(Ω)) and the constants C , Cτ are independent of H, ε and h and only Cτ = O (τ−2)
depends on τ. According to [74, Theorem 4], it further holds that r (ε)→ 0 as ε→ 0 if the data aε
and bε are sufficiently smooth.
4.4 Proof of the main results
In this section, we prove the a priori error estimates stated in Section 4.3. Before proving
explicit estimates for the macro and micro spatial errors in Sections 4.4.3 and 4.4.4, respectively,
we provide important tools and inequalities in Section 4.4.1 and derive an error propagation
formula in Section 4.4.2.
4.4.1 Preliminaries
In this section, we discuss several properties of the L2 projection on the DG space, introduce
a weighting function, which is crucial for the error analysis, provide important properties of
the numerically upscaled data and introduce a singlescale DG bilinear form for the effective
equation (4.6).
Basic estimates. Let K ∈TH , v ∈ H 2(K ) and denote by PH v ∈P 1(K ) its L2 projection onto
P 1(K ), the set of affine polynomials on K . Then we have the standard local approximation
estimate, e.g., see [62, Theorem 3.1.4],
|v −PH v |H k (K ) ≤C H 2−k |v |H 2(K ), for k ∈ {0,1,2}. (4.44)
Further to bound functions v ∈ H 1(K ) on an edge e ∈ E being an interface of the element
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K ∈TH the following trace inequality is fundamental, see [36, Theorem 3.10],
‖v‖L2(e) ≤C H 1/2e ‖∇v‖L2(K )+C H−1/2e ‖v‖L2(K ), (4.45)
where He is the diameter of e.
Time derivative of the L2 projection. Let v ∈C 0([0,T ],L2(Ω)) with ∂t v ∈C 0([0,T ],L2(Ω)) and
consider the L2 projection PH : L2(Ω)→V 1(Ω,TH ). Then, it holds that∫
Ω
[∂t v(t )−∂t PH v(t )] w H d x = 0, ∀w H ∈V 1(Ω,TH ), (4.46)
i.e., the L2 projection and the time derivative commute.
Weighting function. Recall that for periodic data the effective drift is defined in (4.7b) as
beff = ε−1b∗, where b∗ is independent of ε. Following [123, 43] we introduce the weighting
function ϕ : Ω→R given by
ϕ(x)=ω(x)+κ, with ω(x)= exp(−η(x)Ψτ(x)) and η(x)= 2 b
∗
|b∗| · x, (4.47)
with κ> 0 and Ψτ ∈C∞0 (Ω) a cutoff function satisfying
0≤Ψτ ≤ 1, on Ω, Ψτ ≡ 1, in Ωτ, |Ψτ|W l ,∞(Ωcτ) ≤Cτ−l , for l ∈ {1,2}, (4.48)
where Ωτ is the subdomain of Ω defined in (4.33). Note that ϕ is independent of ε and Ω-
periodic. We next introduce the constants ϕ∗ = C−1ω +κ and ϕ∗ = Cω+κ with Cω > 0 such
that
1
Cω
≤ω(x)≤Cω, onΩτ, ‖ω‖W 2,∞(Ωτ) ≤Cω. (4.49)
We emphasize that Cω is independent of τ and ε. The crucial property of the weighting function
ϕ is that
−b∗ ·∇ϕ(x)= 2b∗ · b
∗
|b∗| exp(−η(x))= 2
∣∣b∗∣∣exp(−η(x))≥ 2|b∗|
Cω
, for x ∈Ωτ, (4.50)
which is used to robustly control the L2 error in the advection dominated regime.
Remark 4.4.1. If we setΨτ ≡ 1 in (4.47) we recover the weighting function ϕ used in [123, 43]
and Chapter 3 for the analysis of DG methods for advection-diffusion problems with Dirichlet
and/or Neumann boundary conditions. In [123, 43] and Chapter 3, a key feature of ϕ was that
it is single valued on all interfaces e ∈ E . As we now consider periodic boundary conditions,
continuity ofϕ is hence not only required in the interior of the spatial domain, but as well over
the boundaries of Ω. This is achieved by periodizing ϕ by introducing the cutoff function Ψτ.
However, the property (4.50) is lost within the boundary layer ofΩcτ and thus the L
2 error on
Ωcτ cannot be controlled in the advection dominated regime.
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Next, for the approximation result of Lemma 3.4.6, we elaborate the explicit dependence of
the constants on the parameter τ.
Lemma 4.4.2. Let ϕ be defined in (4.47) and v H ∈ V 1(Ω,TH ). Denote by PH (ϕv H ) the L2
projection of ϕv H onto V 1(Ω,TH ). Then, the following estimates hold∣∣ϕv H −PH (ϕv H )∣∣H k (Ω) ≤C H 1−k∥∥v H∥∥(ω,τ), for k = 0,1,( ∑
K∈TH
∥∥ϕv H −PH (ϕv H )∥∥2L2(∂K )
)1/2
≤C H 1/2∥∥v H∥∥(ω,τ),
where C is independent of H, ε, τ, ω and ‖ ·‖(ω,τ) is given by
∥∥v H∥∥(ω,τ) = (C 2ω∥∥v H∥∥2L2(Ωτ)+‖ω‖2W 2,∞(Ωcτ)∥∥v H∥∥2L2(Ωcτ))1/2. (4.51)
Properties of the upscaled data. We next show that the numerically upscaled data has similar
properties like the exact effective data if the numerical upscaling is sufficiently accurate.
Lemma 4.4.3. Consider the periodic setting (4.32) and assume (4.37). Let aeff,h and beff,h be
the numerically upscaled data defined in (4.22) and (4.20), respectively. Then there exists R1 > 0
independent of ε such that for rH M M ,D + rH M M ,A <R1 we have
aeff,hξ ·ξ≥ λ
eff
2
|ξ|2, ∣∣aeff,hξ∣∣≤ 2Λeff|ξ|, ∣∣beff,h∣∣≤ 2Beffε−1, ∀ξ ∈Rd , (4.52)
where λeff,Λeff andBeff are the constants from (4.37).
Proof. Let ξ ∈Rd , we straightforwardly obtain from (4.37) that
aeff,hξ ·ξ= aeffξ ·ξ+ (aeff,h −aeff)ξ ·ξ≥
(
λeff− rH M M ,D
)
|ξ|2,∣∣∣aeff,hξ∣∣∣≤ ∣∣∣aeffξ∣∣∣+∥∥∥aeff,h −aeff∥∥∥
F
|ξ| ≤
(
Λeff+ rH M M ,D
)
|ξ|,∣∣∣beff,h∣∣∣≤ ∣∣∣beff∣∣∣+ε−1∣∣∣εbeff,h −εbeff∣∣∣≤ (Beff+ rH M M ,A)ε−1.
Hence choosing R1 =min{λeff/2,Λeff,Beff} concludes the proof.
DG forms with exact data. Consider the periodic setting (4.32) and introduce the DG bilinear
form Beff(v, w)= BD,eff(v, w)+B A,eff(v, w) for v, w ∈ H 1(TH ) (with H 1(TH ) defined in (4.13))
given by
BD,eff(v, w)=
∫
Ω
aeff∇v ·∇w d x−
∫
Γ
{aeff∇v} · wd s+
∫
Γ
µSv · wd s,
B A,eff(v, w)=
∫
Ω
beff ·∇v w d x−
∫
Γ
beff · vwi0 d s,
(4.53)
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with aeff and beff given in (4.7) and where µS |e =α‖aeff‖FH−1e (for e ∈ E , α> 1) and wi0 is the
trace of w taken from the inflow element with respect to the exact effective flow beff. Note that
the bilinear form Beff is free of any variational crimes as it is based on the exact upscaled data
and no quadrature formula is used.
4.4.2 Error propagation formula
Consider the periodic setting (4.32). Let ueff ∈ E (with E given in (4.4)) be the solution of the
effective problem (4.6) with data defined in (4.7) and uH be the numerical solution obtained
by the multiscale method (4.17). Further, assume that ueff,∂t ueff ∈C 0([0,T ],L2(Ω)).
Let eH (t )= uH (t )−PH ueff(t ), where PH denotes the L2 projection onto V 1(Ω,TH ). For w H ∈
V 1(Ω,TH ) and t ∈ (0,T ), we then have the error propagation formula∫
Ω
∂t e
H (t )w H d x+B(eH (t ), w H )=−
∫
Ω
∂t PH u
eff(t )w H d x−B(PH ueff(t ), w H ) (4.54a)
=
∫
Ω
[∂t u
eff(t )−∂t PH ueff(t )]w H d x+Beff(ueff(t ), w H )−B(PH ueff(t ), w H )
=Beff(ueff(t )−PH ueff(t ), w H ) (4.54b)
+Beff(PH ueff(t ), w H )−B(PH ueff(t ), w H ), (4.54c)
where we used the definition (4.17) of uH , the consistency of the DG-FEM bilinear form (4.53)
and the property (4.46) of the L2 projection.
Let us briefly outline the subsequent analysis. Recall that for the convergence analysis the
terms of the bilinear forms BD and B A involving the quadrature rule (4.15) will be written in
integral form, see Remark 4.2.2.
In Section 4.4.3, we prove the convergence result for the macro error stated in Theorem 4.3.1.
First, in Lemmas 4.4.4 and 4.4.5, we derive a lower bound for B(eH (t), w H ) for the test func-
tion w H = PH (ϕeH (t)), where ϕ is the weighting function introduced in (4.47). Second, in
Lemma 4.4.7, the macro spatial error term (4.54b) is explicitly bounded with respect to the
macro mesh size H and the upscaling error (4.54c) is estimated in Lemma 4.4.8 using the
abstract HMM error rH M M ,· defined in (4.36).
Finally, in Section 4.4.4 we derive explicit estimates for rH M M ,· in terms of the micro mesh size
h and prove Theorem 4.3.3.
4.4.3 Spatial macro error
In this section, we prove Theorem 4.3.1. Note that to derive space-discrete a priori error
estimates for parabolic problems, weak coercivity of the spatial bilinear form is usually needed
in the proofs. However, even in the periodic setting (4.32), the DG bilinear form B defined
in (4.18) is not coercive with respect to the DG norm (~·~2D + ε−1~·~2A,τ)1/2 as variational
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crimes are committed and the usual coercivity condition −divbeff > 0 is not available (recall
that beff is constant). Further, weak coercivity does not allow to get robust bounds in the
L2(Ω) norm (cf. (4.5)). Hence, as discussed in Chapter 3, we use the weighting function ϕ
defined in (4.47) and techniques, which are similar to the ones used in Chapter 3 to prove an
inf-sup condition under the assumption of a relaxed coercivity condition, see Section 3.4.1 for
a detailed discussion.
Let us briefly outline the major differences compared to the analysis given in Chapter 3. First,
an inf-sup condition like in Theorem 3.3.3 cannot be expected as already the continuous
spatial differential operator only satisfies a Gårding inequality, see (4.5). Second, the weighting
function ϕ has to be periodized and thus looses its crucial property within a boundary layer
ofΩ. As consequence, the spatial error in the L2 norm within the boundary layer cannot be
controlled independently of ε−1. Third, the advective jump norm | · |∗,A introduced in (4.35)
uses the numerically upscaled vector beff,h as weight instead of the exact effective velocity
beff. On one hand, this allows to derive bounds for the effect of the variational crimes that are
more robust with respect to the Péclet number, but on the other hand, requires the stability
assumption (4.39) to obtain optimal convergence rates.
Lower bounds for the modified macro map. In the following two lemmas we derive a lower
bound for B(v H ,PH (ϕv H )), where B is the modified macro map (4.18), ϕ the weighting func-
tion defined in (4.47) and PH the L2 projection onto V 1(Ω,TH ). Therefore, in Lemmas 4.4.4
and 4.4.5, we derive a lower bound for B(v H ,ϕv H ) and an upper bound for B(v H ,PH (ϕv H )−
ϕv H ), respectively.
Lemma 4.4.4. Let ϕ be the weighting function given in (4.47), v H ∈V 1(Ω,TH ) and BD , B A be
defined in (4.18). If aeff,h and beff,h satisfy (4.52), then it holds
BD (v
H ,ϕv H )≥
(
λeff
2
ϕ∗−Cgα−1/2ϕ∗−Λeff
)
~v H~2D −Λeff
∥∥v H∥∥2(ω,τ),
B A(v
H ,ϕv H )≥
( |b∗|
Cω
− 1
2
CωrH M M ,A
)
1
ε
∥∥v H∥∥2L2(Ωτ)+ 12Cω 1ε ∣∣v H ∣∣2∗,A
−Beff|ω|W 1,∞(Ωcτ)
1
ε
∥∥v H∥∥2L2(Ωcτ),
~ϕv H~D ≤ϕ∗~v H~D +
∥∥v H∥∥(ω,τ), ∥∥ϕv H∥∥L2(Ω) ≤ϕ∗∥∥v H∥∥L2(Ω), ∣∣ϕv H ∣∣∗,A ≤ϕ∗∣∣v H ∣∣∗,A .
Proof. The lower bound for BD defined in (4.18) is obtained following along the lines of the
proof of Lemma 3.4.8. We therefore successively consider the three terms of BD . For the first
term we get∫
Ω
aeff,h∇v H ·∇(ϕv H )d x ≥ϕ∗λ
eff
2
∥∥∇v H∥∥2L2(Ω)−2Λeff∥∥∇v H∥∥L2(Ω)∥∥v H∥∥(ω,τ), (4.55)
where we used the ellipticity and the boundedness (4.52) of aeff,h , the estimates (4.49) and the
definition (4.51). For the second term of BD , analogously to [8, Lemma 4.3], using (4.52) and
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the continuity and periodicity of ϕ yields that there exists a constant Cg independent of H
and α such that ∣∣∣∣∫
Γ
{aeff,h∇v H } · ϕv H d s
∣∣∣∣≤Cgϕ∗α−1/2∥∥∇v H∥∥L2(Ω)∣∣v H ∣∣∗,D . (4.56)
For the third term of BD , we derive from the ellipticity of aeff,h and the continuity and period-
icity of ϕ that ∫
Γ
µv H  · ϕv H d s ≥ϕ∗λ
eff
2
∣∣v H ∣∣2∗,D . (4.57)
Combining estimates (4.55)–(4.57) and using Young’s inequality yields the bound for BD .
In contrast, the bound for B A is different from the one obtained in Lemma 3.4.8. Using
integration by parts for the first term of B A and the continuity and periodicity of ϕ we get
B A(v
H ,ϕv H )= − 1
2
∫
Ω
beff,h ·∇ϕ(v H )2d x
+ 1
2
∑
K∈TH
∫
∂K
beff,h ·nK (v H )2ϕd s−
∫
Γ
beff,h · v H v Hi ϕd s (4.58)
= − 1
2ε
∫
Ωτ
b∗ ·∇ϕ(v H )2d x− 1
2ε
∫
Ωτ
(εbeff,h −εbeff) ·∇ϕ(v H )2d x
− 1
2
∫
Ωcτ
beff,h ·∇ϕ(v H )2d x+
∫
Γ
beff,h ·
(
1
2
(v H )2−v H v Hi
)
ϕd s. (4.59)
Using the property (4.50) ofϕ inΩτ, the bounds (4.49) and the identity 1/2(v H )2−v H v Hi =
−1/2|v H |2 ·ni then yields
B A(v
H ,ϕv H )≥
( |b∗|
Cω
− 1
2
CωrH M M ,A
)
ε−1
∥∥v H∥∥2L2(Ωτ)+ 12Cω ε−1∣∣v H ∣∣2∗,A
−Beff|ω|W 1,∞(Ωcτ)ε−1
∥∥v H∥∥2L2(Ωcτ).
Further, the estimates for ϕv H in the (semi)-norms ~·~D , ‖ · ‖L2(Ω) and | · |∗,A directly follow
from the bounds (4.49) and the definition (4.51).
Lemma 4.4.5. Let ϕ be the weighting function given in (4.47), v H ∈V 1(Ω,TH ) and BD , B A be
defined in (4.18). Assume that aeff,h and beff,h satisfy (4.52). Then, we have∣∣BD (v H ,ϕv H −PH (ϕv H ))∣∣≤CDα1/2~v H~D∥∥v H∥∥(ω,τ),∣∣B A(v H ,ϕv H −PH (ϕv H ))∣∣≤C A H 1/2ε−1∣∣v H ∣∣∗,A∥∥v H∥∥(ω,τ),
where the constants CD and C A are independent of H, ε, α and κ.
Proof. The upper bound for BD is obtained analogously to Lemma 3.4.9 but the adapted
approximation result of Lemma 4.4.2 has to be used instead of Lemma 3.4.6.
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As the jump norm | · |∗,A is based on the numerical drift beff,h (and not on the exact drift like in
Chapter 3) the estimate for B A is different compared to Lemma 3.4.9 as the variational crimes
rH M M ,A do not interfere. Using the definition of the L2 projection and the bound (4.52) we get
∣∣B A(v H ,ϕv H −PH (ϕv H ))∣∣= ∣∣∣∣∫
Γ
beff,h · v H (ϕv H −PH (ϕv H ))i d s
∣∣∣∣
≤ ε−1
∫
Γ
∣∣∣εbeff,h ·n∣∣∣∣∣v H ∣∣∣∣(ϕv H −PH (ϕv H ))i ∣∣d s
≤
√
2Beffε−1
∣∣v H ∣∣∗,A
(∑
e∈E
∥∥(ϕv H −PH (ϕv H ))i∥∥2L2(e)
)1/2
≤C H 1/2ε−1∣∣v H ∣∣∗,A∥∥v H∥∥(ω,τ),
where we used Lemma 4.4.2.
Remark 4.4.6. To derive the lower bound for B A in Lemma 4.4.4, the periodicity of the data
assumed in (4.32) is used at various steps. We briefly point out the difficulties when trying to
generalize our techniques used in the analysis to non-periodic data.
First, the construction (4.47) of the weighting function ϕ depends on the effective drift beff =
ε−1b∗ obtained in (4.20) by homogenization, which is only available for periodic data. How
the weighting function ϕ could be constructed for non-periodic data is thus completely open
(recall that even effective models are missing in such situations).
Second, we used that for periodic data the numerically upscaled drift beff,hK is identical on all
K ∈TH , i.e., we write beff,hK = beff,h as discussed in Remark 4.2.3. If beff,hK varies with respect
to K ∈ TH , additional terms on the edges e ∈ E appear when trying to collect the terms∫
∂K b
eff,h
K ·nK (v H )2d s in (4.58). We would instead get
B A(v
H ,ϕv H )= − 1
2
∫
Ω
beff,hK ·∇ϕ (v H )2d x
+ 1
2
∑
K∈TH
∫
∂K
beff,hK ·nK (v H )2ϕd s−
∫
Γ
{beff,hK } · v H v Hi ϕd s
= − 1
2
∫
Ω
beff,hK ·∇ϕ (v H )2d x
+ 1
4
∫
Γ
beff,hK 
(
(v H1 )
2+ (v H2 )2
)
ϕd s+
∫
Γ
{beff,hK }
(
1
2
(v H )2−v H v Hi
)
ϕd s,
(4.60)
where v H1 and v
H
2 denote the traces of v
H with respect to the neighboring elements K1,K2 ∈TH
sharing an edge e ∈ E . The first term in (4.60) is similar to the first term in (4.58) (but which we
do not further decompose like in (4.59) as the construction of ϕ is unclear), the second term
in (4.60) is new compared to (4.59) and the third term in (4.60) is comparable to the last term
in (4.59).
Bounding the second term in (4.60), which is the new term compared to the periodic setting,
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is an issue. Using the trace inequality (4.45) and a classical inverse estimate, e.g., see [62,
Theorem 3.2.6], one gets∣∣∣∣14
∫
Γ
beff,hK 
(
(v H1 )
2+ (v H2 )2
)
ϕd s
∣∣∣∣≤Cϕ∗(maxe∈E H−1e εbeff,hK 
)
ε−1
∥∥v H∥∥2L2(Ω) ≤Cϕ∗ε−1∥∥v H∥∥2L2(Ω),
(4.61)
as εbeff,hK  on e ∈ E is of order O (He ) if the data aε and bε vary smoothly on the macro scale.
The bound (4.61) is however not arbitrarily small for appropriately chosen macro mesh and
would thus cause a deterioration of the lower bound derived in Lemma 4.4.4. A possible
remedy could be to use a higher order approximation of beff(x) on K analogously to the
diffusive multiscale fluxes used for higher order DG-HMM, see Section 2.4.2, and thus the
normal jumps of the upscaled advective drift on edges e ∈ E could be possibly of order O (H ke )
with k > 1 (in contrast to (4.61), where we have k = 1). Note that higher order fluxes are tightly
linked to higher order quadrature formulas for numerical integration on K (instead of the low
order barycentric quadrature (4.15)).
Estimates for error terms (4.54b) and (4.54c). In the next lemma we derive explicit bounds
for the spatial macro error by following the ideas of singlescale analysis given in [43, 53].
Lemma 4.4.7. Let the effective data aeff and beff satisfy (4.52) and assume that the stability
condition (4.39) is satisfied. Let v ∈H 2(Ω), denote by PH v its L2 projection onto V 1(Ω,TH ) and
consider BD,eff, B A,eff defined in (4.53). Then, there exists R2 > 0 such that for rH M M ,A <R2∣∣BD,eff(v −PH v, w H )∣∣≤C H‖v‖H 2(Ω)~w H~D ,∣∣B A,eff(v −PH v, w H )∣∣≤Cε−1H 3/2‖v‖H 2(Ω)∣∣w H ∣∣∗,A ,
for every w H ∈V 1(Ω,TH ) and where C and R2 are independent of H and ε.
Proof. The estimate for BD,eff has been derived in [43, Theorem 5.1]. For the advective part
we instead follow the arguments of [53, Section 5]. We first observe that for w, z ∈H 1(TH ) the
identity zw−zwi0 = wzo0 holds (where i0 and o0 denote the inflow and outflow traces,
respectively, with respect to beff). Combining that with integration by parts for the first term of
B A,eff and the definition of the L
2 projection we get
B A,eff(v −PH v, w H )
= −
∫
Ω
beff ·∇w H (v −PH v)d x+
∫
Γ
beff ·
(
(v −PH v)w H −v −PH vw Hi0
)
d s
=
∫
Γ
beff · w H (v −PH v)o0 d s
≤
√
Beffε−1
(∫
Γ
∣∣(v −PH v)o0∣∣2d s)1/2(∫
Γ
∣∣∣εbeff ·n∣∣∣∣∣w H ∣∣2d s)1/2
≤Cε−1H 3/2‖v‖H 2(Ω)
(∫
Γ
∣∣∣εbeff ·n∣∣∣∣∣w H ∣∣2d s)1/2,
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where the trace inequality (4.45) and the estimate (4.44) are used in the last step.
To conclude the proof, we have show that∫
Γ
∣∣∣εbeff ·n∣∣∣∣∣w H ∣∣2d s ≤C ∫
Γ
∣∣∣εbeff,h ·n∣∣∣∣∣w H ∣∣2d s =C ∣∣w H ∣∣2∗,A ,
for which the stability condition (4.39) is needed.
We prove that for any e ∈ E (with associated unit normal vector n) the bound |εbeff ·n| ≤
2|εbeff,h ·n| holds if rH M M ,A is sufficiently small. If beff ·n = 0 the bound clearly holds indepen-
dently of rH M M ,A . Thus, let beff ·n 6= 0. We then get∣∣∣εbeff ·n∣∣∣≤ ∣∣∣εbeff,h ·n∣∣∣+ rH M M ,A = ∣∣∣εbeff,h ·n∣∣∣+ rH M M ,A|b∗ ·n|
∣∣∣εbeff ·n∣∣∣
≤
∣∣∣εbeff,h ·n∣∣∣+θ−10 rH M M ,A∣∣∣εbeff ·n∣∣∣,
where we used the identity εbeff = b∗ from (4.7) and the condition (4.39). Hence, for R2 ≤ θ0/2
we indeed have |εbeff ·n| ≤ 2|εbeff,h ·n|.
Finally, we provide an abstract bound for the effect of the upscaling error on the estimates at
macro scale.
Lemma 4.4.8. Let v ∈H 2(Ω), denote by PH v its L2 projection onto V 1(Ω,TH ) and let BD , B A
and BD,eff, B A,eff be defined by (4.18) and (4.53), respectively. Then for every w
H ∈V 1(Ω,TH )
we have ∣∣BD,eff(PH v, w H )−BD (PH v, w H )∣∣≤CrH M M ,D‖v‖H 2(Ω)~w H~D ,∣∣B A,eff(PH v, w H )−B A(PH v, w H )∣∣≤Cε−1rH M M ,A‖v‖H 2(Ω)∥∥w H∥∥L2(Ω),
with rH M M ,· defined in (4.36) and C independent of H, ε and rH M M ,·.
Proof. The propagation of the HMM error from the micro scale up to the macro scale has
been studied in Lemmas 3.4.7 and 3.5.1. In particular, we showed that
∣∣BD,eff(PH v, w H )−BD (PH v, w H )∣∣≤CrH M M ,D(‖∇PH v‖2L2(Ω)+|PH v |2∗,D)1/2~w H~D ,∣∣B A,eff(PH v, w H )−B A(PH v, w H )∣∣≤Cε−1rH M M ,A(‖∇PH v‖2L2(Ω)+|PH v |2∗,D)1/2∥∥w H∥∥L2(Ω),
from where the result is obtained by using the trace inequality (4.45) and the approximation
estimate (4.44).
Proof of macro error estimate. After a preliminary result derived in Lemma 4.4.9, where a
detailed inequality for the evolution of the numerical error is given, we prove Theorem 4.3.1
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and show that the stability condition (4.39) is satisfied in dimension d = 2 for common families
of macro meshesTH .
Lemma 4.4.9. Consider the periodic setting (4.32) and assume the hypotheses stated in The-
orem 4.3.1. Then, there exists α> 1, H0,R0,C∗ > 0 independent of ε such that for all H < H0,
rH M M ,D + rH M M ,A <R0 and t ∈ (0,T ) we have
∂t
∥∥ϕ1/2eH (t )∥∥2L2(Ω)+C∗(~eH (t )~2D + 1ε~eH (t )~2A,τ
)
≤C (H +ε−1/2H 3/2+ rH M M ,D +ε−1/2rH M M ,A)2
∥∥∥ueff∥∥∥2
C 0([0,T ],H 2(Ω))
+ C¯ 2∥∥eH (t )∥∥2L2(Ωτ)+C 2τε−1∥∥eH (t )∥∥2L2(Ωcτ),
where the constants C∗, C , C¯ and Cτ are independent of H, ε, rH M M ,D , rH M M ,A and only
Cτ =O (τ−2) depends on τ.
Proof. Let t ∈ (0,T ) and set w H = PH (ϕeH (t)) in the error propagation formula (4.54). For
readability we write eH = eH (t ) in what follows.
Starting with the first term of the left-hand side of (4.54) we observe that the definition of the
L2 projection yields∫
Ω
(∂t e
H )PH (ϕe
H )d x =
∫
Ω
(∂t e
H )ϕeH d x = 1
2
∫
Ω
∂t (ϕ(e
H )2)d x = 1
2
∂t
∥∥ϕ1/2eH∥∥2L2(Ω), (4.62)
as ϕ defined in (4.47) is independent of t and strictly positive. Next, let R1 > 0 be given
in Lemma 4.4.3 and assume that rH M M ,D + rH M M ,A < R1, i.e., aeff,h and beff,h satisfy (4.52).
Combining Lemmas 4.4.4, 4.4.5 and Young’s inequality to bound the second term of the
left-hand side of (4.54) yields
B(eH ,PH e
H )≥
(
λeff
2
ϕ∗−Cgα−1/2ϕ∗−Λeff− 1
2
CDα
1/2
)
~eH~2D (4.63a)
+
( |b∗|
Cω
− 1
2
CωrH M M ,A− 1
2
C AC
2
ωH
1/2
)
ε−1
∥∥eH∥∥2L2(Ωτ) (4.63b)
+
(
1
2Cω
− 1
2
C A H
1/2
)
ε−1
∣∣eH ∣∣2∗,A (4.63c)
−
(
Λeff+ 1
2
CDα
1/2
)∥∥eH∥∥2(ω,τ) (4.63d)
−
(
Beff|ω|W 1,∞(Ωcτ)+
1
2
C A H
1/2‖ω‖2W 2,∞(Ωcτ)
)
ε−1
∥∥eH∥∥2L2(Ωcτ). (4.63e)
Similar to Theorem 3.3.3, we seek for constants α> 1, H0 > 0, R0 > 0 such that for an appropri-
ate value of κ> 0 we have: for all H <H0 and rH M M ,D +rH M M ,A <R0 the terms (4.63a)–(4.63c)
can be bounded from below by C∗(~eH~2D +ε−1~eH~2A,τ), where C∗ > 0 is a constant inde-
pendent of H , ε and rH M M ,·.
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We first fix α> 1 such that
A(α) :
λeff
4
>Cgα−1/2.
The parameter κ> 0 in the definition (4.47) of ϕ is next chosen to satisfy
B(α,κ) :
4
3
ϕ∗ >ϕ∗, λ
eff
12
ϕ∗ >Λeff, λ
eff
24
ϕ∗ > 1
2
CDα
1/2.
Then, we define the threshold value H0 > 0 such that for all H <H0 we have
C(H) :
|b∗|
4Cω
> 1
2
C AC
2
ωH
1/2,
1
4Cω
> 1
2
C A H
1/2.
Finally, the value R0 > 0 has to satisfy R0 ≤min{R1,R2} (with R1 and R2 from Lemmas 4.4.3
and 4.4.7, respectively) and that for rH M M ,A <R0 it holds
D(rH M M ,A) :
|b∗|
Cω
>CωrH M M ,A .
With the values of α, κ, H0 and R0 chosen according to A – D we indeed obtain the desired
lower bound for the terms (4.63a)–(4.63c) with constant C∗ given by
C∗ =min
{
1
2
CDα
1/2,
|b∗|
4Cω
,
1
4Cω
}
.
Under those conditions we get from (4.54), (4.62), (4.63) as well as Lemmas 4.4.7 and 4.4.8
1
2
∂t
∥∥ϕ1/2eH∥∥2L2(Ω)+C∗(~eH~2D +ε−1~eH~2A,τ)
≤C∥∥eH∥∥2(ω,τ)+ (Beff|ω|W 1,∞(Ωcτ)+C H 1/2‖ω‖2W 2,∞(Ωcτ))ε−1∥∥eH∥∥2L2(Ωcτ)
+C
[
(H + rH M M ,D )~PH (ϕeH )~D +Cε−1H 3/2
∣∣PH (ϕeH )∣∣∗,A
+Cε−1rH M M ,A
∥∥PH (ϕeH )∥∥L2(Ω)]∥∥∥ueff(t )∥∥∥H 2(Ω)
≤ η
2
(
(H +ε−1/2H 3/2+ rH M M ,D +ε−1/2rH M M ,A)
∥∥∥ueff(t )∥∥∥
H 2(Ω)
)2
+ 1
η
(ϕ∗)2~eH~2D +
2
η
ε−1
(
((ϕ∗)2+C H0C 2ω)
∥∥eH∥∥2L2(Ωτ)+ (ϕ∗)2∣∣eH ∣∣2∗,A) (4.64)
+CC 2ω
∥∥eH∥∥2L2(Ωτ)+C 2τε−1∥∥eH∥∥2L2(Ωcτ),
where in the last step we used the bounds from Lemma 4.4.4 and Young’s inequality (with
arbitrary parameter η> 0). Choosing η> 0 sufficiently large (but independent of ε and τ) the
term (4.64) can be subtracted on both sides, which concludes the proof.
Proof of Theorem 4.3.1. We fix ε0 > 0 to be sufficiently small such that for all ε< ε0 we have
C∗ε−1 > C¯ /2, where the constants C∗ and C¯ are taken from Lemma 4.4.9. Thus we can subtract
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C¯‖eH‖2
L2(Ωτ)
on both sides of the bound of Lemma 4.4.9, integrate the obtained inequality
from t = 0 to t = T and use eH (0) = uH (0)−PH g = 0. Note that we do not apply Gronwall’s
inequality as that would lead to an error constant C depending on τ−1 and ε−1.
The proof is concluded by bounding the difference ueff−PH ueff using the trace inequality (4.45)
and the approximation result (4.44).
Discussion of stability condition (4.39) for d = 2. In what follows, we discuss situations for
the spatial dimension d = 2, in which the stability condition (4.39) can be proved.
Let K ∈TH and consider the usual refinement strategy
(4.65)
where three additional vertices are introduced at the midpoint of the edges of K leading to
four congruent new triangles.
Lemma 4.4.10. Let d = 2 and assume that the family of meshes {TH } has been obtained by
uniformly refining an initial meshTH0 , i.e., applying at each refinement step the refinement
strategy (4.65) for all triangles K ∈TH . Then, the stability condition (4.39) is satisfied.
Proof. Note first that for ι(H) defined in (4.39) it holds ι(H) > 0 for any mesh TH (indepen-
dently of how it has been constructed). In particular, this holds for the initial mesh TH0 .
However, we have to prove that for meshes {TH } obtained by uniform refinement ofTH0 , the
quantity ι(H) is uniformly bounded away from 0 if H → 0.
Observe that the refinement strategy (4.65) only introduces new edges that are parallel to
some edge of the mesh before refinement. Thus, we have that ι(H)= ι(H0) for all H and ι(H)
indeed does not tend to 0 as H → 0.
The result of Lemma 4.4.10 remains valid for non-conformal meshes TH , i.e., meshes with
hanging nodes, that are obtained by recursively refining an initial meshTH0 , but where in each
refinement step not necessarily all elements are refined using the refinement (4.65). As for DG
methods meshes with hanging nodes are allowed, the stability condition (4.39) in dimension
d = 2 is thus valid for a broad class of family of meshes.
4.4.4 Spatial micro error
In this section, we prove Theorem 4.3.3 and Corollary 4.3.4. Therefore, we derive explicit esti-
mates of the upscaling error rH M M ,· defined in (4.36). Recall that in the periodic setting (4.32)
considered for the convergence analysis the upscaling error only consists of the error due to
the spatial discretization at micro scale as modeling errors vanish.
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Auxiliary upscaled data. We first introduce the auxiliary upscaled data a¯eff and b¯eff based on
the exact micro solutions ρ¯ and ψ¯i solving (4.40) and (4.41), respectively, by
b¯eff = 1|Kδ|
∫
Kδ
(aε)T∇ρ¯d x+ 1|Kδ|
∫
Kδ
bερ¯d x,
a¯eff = 1|Kδ|
∫
Kδ
aε(I d +∇ψ¯)ρ¯d x− 1|Kδ|
∫
Kδ
(aε)T∇ρ¯ ψ¯d x+ 1|Kδ|
∫
Kδ
(b¯eff−bε)ψ¯ ρ¯d x,
(4.66)
where ψ¯(x)= (ψ¯1(x), . . . ,ψ¯d (x)) ∈R1×d and ∇ψ¯(x)= (∇ψ¯1(x), . . . ,∇ψ¯d (x)) ∈Rd×d .
We next show, that the tensor a¯eff is elliptic if the exact micro solutions ρ¯ and ψ¯i are smooth
enough and ρ¯ is uniformly bounded away from 0.
Lemma 4.4.11. Consider the periodic setting (4.32). Assume that aε is elliptic (with ellipticity
constant λ> 0) and that the solutions ρ¯ and ψ¯i to (4.40) and (4.41), respectively, satisfy ρ¯,ψ¯i ∈
H 2(Kδ) for 1 ≤ i ≤ d. Further, suppose that there is some ρ0 > 0 such that minx∈Kδ ρ¯(x) ≥ ρ0.
Then, the tensor a¯eff defined in (4.66) is elliptic with ellipticity constant λ0 =λρ0.
Proof. First, we show that ˆ¯aeff given by
ˆ¯aeffe j ·ei = 1|Kδ|
∫
Kδ
aε(e j +∇ψ¯ j ) · (ei +∇ψ¯i )ρ¯d x, 1≤ i , j ≤ d , (4.67)
satisfies a¯effξ · ξ = ˆ¯aeffξ · ξ for all ξ ∈ Rd . As H 2(Kδ) ,→W 1,4(Kδ) for d ≤ 3, we have that the
products ρ¯ψ¯ j ,ψ¯ j ψ¯i are elements of H 1per (Kδ). Using ρ¯ψ¯
j as test function in (4.41) yields
0=
∫
Kδ
aε(ei +∇ψ¯i ) ·∇ψ¯ j ρ¯d x
+
∫
Kδ
(aε)T∇ρ¯ ·ei ψ¯ j d x+
∫
Kδ
(bε− b¯eff) ·ei ψ¯ j ρ¯d x
+
∫
Kδ
aε∇ψ¯i ψ¯ j ·∇ρ¯d x+
∫
Kδ
bε ·∇ψ¯i ψ¯ j ρ¯d x,
(4.68)
which holds analogously for permuted indices i ↔ j . Using the formula (4.66) for a¯eff and
adding the identity (4.68) for both possible permutations of indices i and j yields
a¯effe j ·ei + a¯effei ·e j = ˆ¯aeffe j ·ei + ˆ¯aeffei ·e j
+ 1|Kδ|
(∫
Kδ
aε(∇ψ¯i ψ¯ j + ψ¯i∇ψ¯ j ) ·∇ρ¯d x+
∫
Kδ
bε · (∇ψ¯i ψ¯ j + ψ¯i∇ψ¯ j ) · ρ¯d x
)
,
from where we get the formula (4.67) as the second line indeed vanishes due to the definition
of ρ¯ (take the adjoint micro problem (4.40) with test function ψ¯i ψ¯ j ). Hence, it holds a¯effξ ·ξ=
ˆ¯aeffξ ·ξ for all ξ ∈Rd .
Second, by setting ψ¯ξ =∑dk=1 ξkψ¯k for ξ= (ξ1, . . . ,ξd )T , using the definition (4.67) of ˆ¯aeff, the
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ellipticity of aε and the property ρ¯(x)> ρ0 we obtain
ˆ¯aeffξ ·ξ= 1|Kδ|
∫
Kδ
aε(ξ+∇ψ¯ξ) · (ξ+∇ψ¯ξ)ρ¯d x ≥λmin
x∈Kδ
ρ¯(x)
1
|Kδ|
∥∥∥ξ+∇ψ¯ξ∥∥∥2
L2(Kδ)
≥λρ0|ξ|2,
where we used in the last step that∥∥∥ξ+∇ψ¯ξ∥∥∥2
L2(Kδ)
= |Kδ||ξ|2+2ξ ·
∫
Kδ
∇ψ¯ξd x+
∥∥∥∇ψ¯ξ∥∥∥2
L2(Kδ)
≥ |Kδ||ξ|2,
as
∫
Kδ
∇ψ¯ξd x = 0 due to the periodicity of ψ¯ξ.
Bounds for the exact micro solutions. In the analysis of the micro error, bounds in the L2
and H 1 norms for the exact micro functions ρ¯, ψ¯i and X¯ i solving (4.40), (4.41) and (4.43),
respectively, with explicit dependence on ε and |Kδ| are required.
We first observe that by transferring the Poincaré-Wirtinger inequality from Y to Kε we get for
v ∈H 1per (Kε) with
∫
Kε
v(x)d x = 0 that
‖v‖L2(Kε) ≤CPε‖∇v‖L2(Kε), (4.69)
where CP is the Poincaré constant on Y , i.e., independent of ε.
We next provide bounds for ρ¯, ψ¯i and X¯ i in the H 1 norm, but which still depend on ‖ρ¯‖L2(Kδ).
Lemma 4.4.12. Consider the periodic setting (4.32) and assume (4.3) for aε and bε. Let ρ¯, ψ¯i
and X¯ i be the solutions to the exact micro problems (4.40), (4.41) and (4.43), respectively. Then,
we have ∥∥∇ρ¯∥∥L2(Kδ) ≤ Bλ ε−1∥∥ρ¯∥∥L2(Kδ),
∥∥∥∇X¯ i∥∥∥≤ Λ
λ
∥∥ρ¯∥∥L2(Kδ), for 1≤ i ≤ d .
If additionally ψ¯i ρ¯, (ψ¯i )2 ∈H 1per (Kδ) and 0< ρ0 ≤ ρ¯(x) on Kδ, where ρ0 > 0 is independent of ε,
then
∥∥∥∇ψ¯i∥∥∥
L2(Kδ)
≤C
(∥∥ρ¯∥∥L2(Kδ)+ 1√|Kδ|
∥∥ρ¯∥∥2L2(Kδ)
)
, for 1≤ i ≤ d ,
where C is independent of ε and δ.
Proof. The estimate for ∇ρ¯ is the standard energy estimate for second order elliptic PDEs,
see [91, Section 6.2.2], obtained by
λ
∥∥∇ρ¯∥∥2L2(Kδ) ≤
∫
Kδ
aε∇ρ¯ ·∇ρ¯d x =−
∫
Kδ
bε ·∇ρ¯ ρ¯d x
≤ λ
2
∥∥∇ρ¯∥∥2L2(Kδ)+ 12λ∥∥bε∥∥2L∞(Kδ)∥∥ρ¯∥∥2L2(Kδ),
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where we used the ellipticity of aε, the micro problem (4.40) and Young’s inequality.
The bound for ∇X¯ i is standard (as the problem (4.43) can be studied in the setting of the
Lax-Milgram theorem) and is shown by using the ellipticity and boundedness of aε and the
definition of the micro problem (4.43)
λ
∥∥∥∇X¯ i∥∥∥2
L2(Kδ)
≤
∫
Kδ
aε∇X¯ i ·∇X¯ i d x =−
∫
Kδ
aε∇X¯ i ·ei ρ¯d x ≤Λ
∥∥∥∇X¯ i∥∥∥
L2(Kδ)
∥∥ρ¯∥∥L2(Kδ),
where Young’s inequality then yields the desired result.
Finally, we show the bound for ∇ψ¯i . Let i ∈ {1, . . . ,d} and take z = ψ¯i ρ¯ (which is in H 1per (Kδ) by
assumption) as test function in the micro problem (4.41). We then get∫
Kδ
aε∇ψ¯i ·∇ψ¯i ρ¯d x+
∫
Kδ
aε(ψ¯i∇ψ¯i ) ·∇ρ¯d x+
∫
Kδ
bε · (ψ¯i∇ψ¯i )ρ¯d x
= −
∫
Kδ
aεei ·∇ψ¯i ρ¯d x−
∫
Kδ
aεei ·∇ρ¯ ψ¯i d x+
∫
Kδ
(b¯eff−bε) ·ei ψ¯i ρ¯d x,
(4.70)
where we observe that the sum of the second and the third term on the left-hand side of (4.70)
vanishes as ρ¯ solves (4.40), ψ¯i∇ψ¯i = 1/2∇(ψ¯i )2 and (ψ¯i )2 ∈H 1per (Kδ) by assumption, i.e., (ψ¯i )2
is an admissible test function for (4.40). Using (4.3), ρ¯(x)> ρ0 and (4.70) then yields
λρ0
∥∥∥∇ψ¯i∥∥∥2
L2(Kδ)
≤Λ
∥∥∥∇ψ¯i∥∥∥
L2(Kδ)
∥∥ρ¯∥∥L2(Kδ)+Λ∥∥∇ρ¯∥∥L2(Kδ)∥∥∥ψ¯i∥∥∥L2(Kδ)
+
(∣∣b¯eff∣∣+Bε−1)∥∥∥ψ¯i∥∥∥
L2(Kδ)
∥∥ρ¯∥∥L2(Kδ). (4.71)
The bound for ∇ρ¯ at hand, we get for the effective drift b¯eff given in (4.66) that
∣∣b¯eff∣∣≤ Λ√|Kδ|
∥∥∇ρ¯∥∥L2(Kδ)+ B√|Kδ|ε−1
∥∥ρ¯∥∥L2(Kδ) ≤ 1√|Kδ| (ΛBλ−1+B)ε−1
∥∥ρ¯∥∥L2(Kδ), (4.72)
and combining that with the Poincaré estimate (4.69) and the bound (4.71) yields
λρ0
∥∥∥∇ψ¯i∥∥∥2
L2(Kδ)
≤ (Λ+ΛBλ−1CP )
∥∥∥∇ψ¯i∥∥∥
L2(Kδ)
∥∥ρ¯∥∥L2(Kδ)
+CP
[
(ΛBλ−1+B) 1√|Kδ|
∥∥ρ¯∥∥L2(Kδ)+B
]∥∥∥∇ψ¯i∥∥∥
L2(Kδ)
∥∥ρ¯∥∥L2(Kδ).
The proof is concluded by using Young’s inequality.
The final bounds are summarized in the following result.
Corollary 4.4.13. Consider the periodic setting (4.32) and assume (4.3) for aε and bε. Let ρ¯,
ψ¯i and X¯ i be the exact solutions to the micro problems (4.40), (4.41) and (4.43), respectively.
Assume that 0< ρ0 ≤ ρ¯(x) on Kδ with ρ0 > 0 independent of ε.
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If ρ¯,ψ¯i ∈H 2(Kδ) for 1≤ i ≤ d and ‖ρ¯‖L2(Kδ) ≤C
√|Kδ|, then it holds∥∥∇ρ¯∥∥L2(Kδ) ≤Cε−1√|Kδ|, ∥∥∥∇ψ¯i∥∥∥L2(Kδ) ≤C√|Kδ|,
∥∥∥ψ¯i∥∥∥
L2(Kδ)
≤Cε
√
|Kδ|,∥∥∥∇X¯ i∥∥∥
L2(Kδ)
≤C
√
|Kδ|,
∥∥∥X¯ i∥∥∥
L2(Kδ)
≤Cε
√
|Kδ|,
for 1≤ i ≤ d and where C is independent of ε.
Proof. Note first that ρ¯,ψ¯i ∈H 2(Kδ) implies that ρ¯ψ¯i , (ψ¯i )2 ∈H 1per (Kδ) for 1≤ i ≤ d due to the
Sobolev embedding H 2(Kδ) ,→W 1,4(Kδ) valid for d ≤ 3. All the bounds are then obtained by
combining the estimate (4.69), the hypothesis on ‖ρ¯‖L2(Kδ) and Lemma 4.4.12.
Explicit estimates for the micro error. As key ingredient to estimate the numerical error in the
upscaled data aeff,h and beff,h defined in (4.22) and (4.20), respectively, a priori error estimates
for the micro solutions ρh and ψi ,h solving (4.19) and (4.21), respectively, are needed.
Lemma 4.4.14. Consider the periodic setting (4.32) and assume (4.3) for aε and bε. Suppose
that the hypotheses of Lemma 4.2.4 are valid, i.e., the numerical solutions ρh and ψi ,h to the
micro problems (4.19) and (4.21), respectively, exist and are unique. Further let p¯ and ψ¯i be the
solutions to (4.40) and (4.41), respectively.
If the assumptions (H1) and (H1ρ) hold and the micro problems (4.40) and (4.41) have the
classical elliptic H 2 smoothing property, then there exists hˆ0 > 0 independent of ε such that for
all micro mesh sizes h with h/ε< hˆ0 the following FE error estimates hold∥∥∥∇ρh −∇ρ¯∥∥∥
L2(Kδ)
≤C h
ε2
√
|Kδ|,
∥∥∥ρh − ρ¯∥∥∥
L2(Kδ)
≤C
(
h
ε
)2√
|Kδ|,∥∥∥∇ψi ,h −∇ψ¯i∥∥∥
L2(Kδ)
≤C h
ε
√
|Kδ|,
∥∥∥ψi ,h − ψ¯i∥∥∥
L2(Kδ)
≤C h
2
ε
√
|Kδ|,
for 1≤ i ≤ d and where C is independent of h and ε.
Proof. For the proof we refer to [58], where the finite element method for the problems (4.19)
and (4.21) with Neumann boundary conditions has been studied and optimal FE estimates in
the L2 and H 1 norms have been derived. The result for periodic boundary conditions and the
explicit dependence of the constants on ε and |Kδ| can be elaborated by following along the
lines of their proof.
Using those a priori error estimates, we derive the explicit estimates for the micro error.
Lemma 4.4.15. Assume the conditions of Lemma 4.4.14 and that (A1), (B1) and (H1∗) are
satisfied. Let aeff,h and beff,h be the numerically upscaled data defined in (4.22) and (4.20),
respectively, and let a¯eff and b¯eff be given by (4.66). Then, there exists hˆ0 > 0 independent of ε
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such that for all micro mesh sizes h with h/ε< hˆ0 we have∥∥∥aeff,h − a¯eff∥∥∥
F
≤C
(
h
ε
)2
,
∣∣∣beff,h − b¯eff∣∣∣≤Cε−1(h
ε
)2
,
where C is independent of ε and h.
Proof. We first prove the bound for the error in the effective drift. Let 1 ≤ i ≤ d . Using
integration by parts we get from (4.20) and (4.66) that (as the boundary term cancels due to
the periodicity of the data and the periodic coupling)
(beff,h − b¯eff) ·ei = 1|Kδ|
∫
Kδ
(
bε ·ei −div(aεei )
)(
ρh − ρ¯
)
d x
≤Cε−1
∥∥∥ρh − ρ¯∥∥∥
L2(Kδ)
√
|Kδ|,
where we used assumptions (4.3) and (A1) in the last step. Applying Lemma 4.4.14 then yields
the bound.
For 1≤ i , j ≤ d , we next split the difference aeff,h − a¯eff according to
(aeff,h − a¯eff)e j ·ei = I1− I2+ I3,
where the three error terms I1, I2 and I3 are given by
I1 = 1|Kδ|
∫
Kδ
aε(e j +∇ψ j ,h) ·eiρhd x− 1|Kδ|
∫
Kδ
aε(e j +∇ψ¯ j ) ·ei ρ¯d x,
I2 = 1|Kδ|
∫
Kδ
(aε)T∇ρh ·eiψ j ,hd x− 1|Kδ|
∫
Kδ
(aε)T∇ρ¯ ·ei ψ¯ j d x,
I3 = 1|Kδ|
∫
Kδ
(beff,h −bε) ·eiψ j ,hρhd x− 1|Kδ|
∫
Kδ
(b¯eff−bε) ·ei ψ¯ j ρ¯d x.
Before estimating the different error terms we note that from assumptions (H1) and (H1ρ)
and Lemma 4.4.14 we get that for l ∈ {0,1} and sufficiently small h it holds∣∣∣ρh∣∣∣
H l (Kδ)
≤Cε−l
√
|Kδ|,
∣∣∣ψk,h∣∣∣
H l (Kδ)
≤Cε−(l−1)
√
|Kδ|, for 1≤ k ≤ d . (4.73)
Estimating I1. We further decompose I1 as I1 = Iρ1 + I
ψ
1 with
Iρ1 =
1
|Kδ|
∫
Kδ
aε(e j +∇ψ j ,h) ·ei (ρh − ρ¯)d x, Iψ1 =
1
|Kδ|
∫
Kδ
aε(∇ψ j ,h −∇ψ¯ j ) ·ei ρ¯d x.
Using Lemma 4.4.14 and the bounds (4.73) we get |Iρ1 | ≤C (h/ε)2. The estimate for I
ψ
1 is more
involved. We first get from the auxiliary micro problem (4.43) that
Iψ1 =−
1
|Kδ|
∫
Kδ
aε(∇ψ j ,h −∇ψ¯ j ) ·∇X¯ i d x. (4.74)
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Next, we observe that the micro problems (4.21) and (4.41) yield that for any zh ∈ S1(Kδ,Th)
0=
∫
Kδ
aε(∇ψ j ,h −∇ψ¯ j ) ·∇zhd x+
∫
Kδ
bε · (∇ψ j ,h −∇ψ¯ j )zhd x
−
∫
Kδ
(beff,h − b¯eff) ·e j zhd x.
(4.75)
Summing (4.74) and (4.75) with zh in the latter set to zh =Ih X¯ i (the nodal interpolant of X¯ i
onTh) we obtain
Iψ1 =
1
|Kδ|
∫
Kδ
aε(∇ψ j ,h −∇ψ¯ j ) · (∇Ih X¯ i −∇X¯ i )d x
+ 1|Kδ|
∫
Kδ
bε · (∇ψ j ,h −∇ψ¯ j )Ih X¯ i d x−
1
|Kδ|
∫
Kδ
(beff,h − b¯eff) ·e j Ih X¯ i d x.
(4.76)
For the second term on the right-hand side of (4.76) we get by using an integration by parts
and as the boundary term cancels (due to the periodicity of the data and the periodic coupling)
that ∫
Kδ
bε · (∇ψ j ,h −∇ψ¯ j )Ih X¯ i d x = −
∫
Kδ
div(bε)(ψ j ,h − ψ¯ j )Ih X¯ i d x
−
∫
Kδ
bε ·∇Ih X¯ i (ψ j ,h − ψ¯ j )d x.
(4.77)
Combining (4.76) and (4.77) with assumptions (4.3) and (B1) yields the estimate∣∣∣Iψ1 ∣∣∣≤ C|Kδ|
[∥∥∥∇ψ j ,h −∇ψ¯ j∥∥∥
L2(Kδ)
∥∥∥∇Ih X¯ i −∇X¯ i∥∥∥
L2(Kδ)
+
(
ε−2
∥∥∥ψ j ,h − ψ¯ j∥∥∥
L2(Kδ)
+
√
|Kδ|
∣∣∣beff,h − b¯eff∣∣∣)∥∥∥Ih X¯ i∥∥∥
L2(Kδ)
+ε−1
∥∥∥ψ j ,h − ψ¯ j∥∥∥
L2(Kδ)
∥∥∥∇Ih X¯ i∥∥∥
L2(Kδ)
]
.
Observing that similarly to (4.73) we have that ‖Ih X¯ i‖H l (Kδ) ≤Cε−(l−1)
√|Kδ|, for l ∈ {0,1}, and
combining that with Lemma 4.4.14, the classical interpolation estimate [62, Theorem 3.1.6]
and the bound for beff,h − b¯eff then yields |Iψ1 | ≤C (h/ε)2.
Estimating I2. We decompose the error I2 into I2 = Iρ2 + I
ψ
2 , where
Iρ2 =
1
|Kδ|
∫
Kδ
(aε)T (∇ρh −∇ρ¯) ·eiψ j ,hd x, Iψ2 =
1
|Kδ|
∫
Kδ
(aε)T∇ρ¯ ·ei (ψ j ,h − ψ¯ j )d x.
Using integration by parts for Iρ2 , where the boundary term again vanishes due to the periodic-
ity of the data and the periodic coupling, we get
Iρ2 = −
1
|Kδ|
∫
Kδ
div(aεei )(ρ
h − ρ¯)ψ j ,hd x− 1|Kδ|
∫
Kδ
aεei ·∇ψ j ,h(ρh − ρ¯)d x
≤ C|Kδ|
∥∥∥ρh − ρ¯∥∥∥
L2(Kδ)
[
ε−1
∥∥∥ψ j ,h∥∥∥
L2(Kδ)
+
∥∥∥∇ψ j ,h∥∥∥
L2(Kδ)
]
≤C
(
h
ε
)2
,
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where we used (A1), Lemma 4.4.14 and the bounds (4.73). The bound for Iψ2 is straightfor-
wardly obtained from Lemma 4.4.14 and (4.73) as
∣∣∣Iψ2 ∣∣∣≤ C|Kδ|∥∥∇ρ¯∥∥L2(Kδ)
∥∥∥ψ j ,h − ψ¯ j∥∥∥
L2(Kδ)
≤C
(
h
ε
)2
.
Estimating I3. To bound the term I3 we split it into three parts I3 = Iρ3 + I
ψ
3 + I b3 with
Iρ3 =
1
|Kδ|
∫
Kδ
(beff,h −bε) ·eiψ j ,h(ρh − ρ¯)d x,
Iψ3 =
1
|Kδ|
∫
Kδ
(beff,h −bε) ·ei (ψ j ,h − ψ¯ j )ρ¯d x, I b3 =
1
|Kδ|
∫
Kδ
(beff,h − b¯eff) ·ei ψ¯ j ρ¯d x.
Applying the bound (4.72), the hypotheses (4.3), Lemma 4.4.14, the bounds (4.73) and the
estimate for beff,h − b¯eff we get
∣∣Iρ3 ∣∣≤ C|Kδ|ε−1
∥∥∥ψ j ,h∥∥∥
L2(Kδ)
∥∥∥ρh − ρ¯∥∥∥
L2(Kδ)
≤C
(
h
ε
)2
,∣∣∣Iψ3 ∣∣∣≤ C|Kδ|ε−1
∥∥∥ψ j ,h − ψ¯ j∥∥∥
L2(Kδ)
∥∥ρ¯∥∥L2(Kδ) ≤C
(
h
ε
)2
,∣∣∣I b3 ∣∣∣≤ C|Kδ|
∣∣∣beff,h − b¯eff∣∣∣∥∥∥ψ¯ j∥∥∥
L2(Kδ)
∥∥ρ¯∥∥L2(Kδ) ≤C
(
h
ε
)2
.
Remark 4.4.16. According to the identity (4.23) we have
(beff,h − b¯eff) ·ei = 1|Kδ|
∫
Kδ
bε · (∇ψi ,h −∇ψ¯i )d x,
from where the a priori bound for the advective micro error can alternatively been shown
analogously to Lemma 3.5.2.
Proof of Theorem 4.3.3. Observe that due to the assumptions of the periodic setting (4.32),
we have that a¯eff = aeff and b¯eff = beff for a¯eff, b¯eff and aeff, beff defined in (4.66) and (4.7),
respectively. Hence, the fully discrete a priori error estimates are obtained by combining
Theorem 4.3.1 and Lemma 4.4.15.
Proof of Corollary 4.3.4. We decompose the total error according to ‖uH −uε‖L2(0,T ;L2(Ωτ)) ≤
‖uH −ueff‖L2(0,T ;L2(Ωτ)) +‖ueff −uε‖L2(0,T ;L2(Ωτ)) and estimate the two terms separately. For
small values of ε, the terms involving negative powers of ε dominate in the right-hand side of
the estimate derived in Theorem 4.3.3. Thus, we get for ε sufficiently small that(∫ T
0
∥∥∥uH −ueff∥∥∥2
L2(Ωτ)
+
∣∣∣uH −ueff∣∣∣2∗,Ad t
)1/2
≤C
(
H 3/2+
(
h
ε
)2)
+Cτ
(∫ T
0
∥∥∥uH −PH ueff∥∥∥2
L2(Ωcτ)
d t
)1/2
.
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Combining that with the homogenization result that uε converges strongly towards ueff in
L2(0,T ;L2(Ω)) as ε→ 0 (see Section 4.1) concludes the proof.
4.5 Numerical results
In this section, we provide numerical tests corroborating the convergence results derived in
Theorem 4.3.3 and Corollary 4.3.4 and we illustrate the applicability of the proposed multiscale
method beyond the periodic setting (4.3).
4.5.1 Convergence rates of spatial errors
In the periodic setting of Theorem 4.3.3, we study the convergence rates of the spatial macro
and micro errors by comparing the HMM solution uH to the effective solution ueff in the
spatial DG norm (in the time variable, we take the L2 norm).
LetΩ= (0,1)2 and T = 1. Consider the model problem (4.2) with periodic boundary conditions
onΩ, initial conditions g (x)= sin(pix1)sin(pix2), source term f ≡ 0 and periodic data aε(x)=
a(x/ε), bε(x)= ε−1b(x/ε), where
a(y)= 1
100
(
2+ sin(2piy1)cos(2piy2)
)
I d , b(y)=
(
1
10 sin(2piy1)cos(2piy2)+ 110
1
10 cos(2piy1)sin(2piy2)− 110
)
.
Note that b(y) has neither vanishing arithmetic mean (as
∫
Y b(y)d y = (1/10,−1/10)T ) nor
is it divergence free. Within this periodic setting, the effective model is given by (4.6) with
data (4.7). While the oscillations at the small length scale ε are averaged out in the effective
data (4.7), the magnitude of the effective drift beff is still of order O (1/ε). For the convergence
tests we choose ε= 1/50.
Reference solution for effective problem. As the exact solution ueff to the effective prob-
lem (4.6) is not known analytically, we use an accurate reference solution computed as follows.
In a first step, we precompute the homogenized data aeff and b∗ defined in (4.7) (which are
both independent of ε) up to a relative error of order O (10−7) by solving the homogenization
cell problems (4.8) and (4.9) using a standard finite element method with piecewise affine func-
tions (P 1-FEM) on a fine uniform mesh of Y . We get aeff ≈ (0.0191,−0.0012;−0.0013,0.0190)
and b∗ ≈ (0.0850,−0.0972)T . In particular, b∗ differs from the arithmetic mean of b(y).
In a second step, we solve the effective problem (4.6) for ε= 1/50 with data aeff and beff = ε−1b∗,
where we take the precomputed values for aeff and b∗. As numerical method, we use the
midpoint Runge-Kutta method with a uniform time step ∆t = 1/1024 for integration in time
and discretize in space by theP 1-FEM on a uniform triangulation of Ω with 1024 grid points
in each spatial dimension. The obtained numerical solution, denoted by ur e f ,ε, then serves as
reference solution. In Figure 4.1, we plot the reference solution ur e f ,ε computed for ε= 1/10
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Figure 4.1: Reference solution ur e f ,ε with ε= 1/10 for the effective problem (4.6) associated to
the test problem considered in Section 4.5.1. Solution plotted on the spatial domainΩ= (0,1)2
at different times t ∈ [0,1].
(for ε= 1/50 used in the convergence tests, the reference solution is difficult to illustrate as it
is rapidly moving due to the large drift in the problem).
Convergence rates. We apply the multiscale method (4.17) to the test problem described
above. We choose the sampling domain size δ= ε and periodic coupling W (Kδ)=H 1per (Kδ).
The macro and micro domains Ω and Kδ are discretized by uniform triangular meshes TH
and Th with Nmac and Nmi c grid points in each spatial dimension, respectively, yielding
mesh sizes H ∼N−1mac and h/ε∼N−1mi c . Further, nodes ofTH andTh on opposite faces of the
domains are identified.
As the method (4.17) is continuous in time, we choose the midpoint Runge-Kutta method with
uniform time step ∆t = 1/1024 for time discretization. Note that the same time discretization
is used to calculate the reference solution ur e f ,ε and thus we expect that the error between the
HMM solution uH and ur e f ,ε is dominated by spatial errors.
We compare the numerical approximation obtained by the multiscale method (4.17) to the
reference solution ur e f ,ε by calculating the error measure
eL2(DG) =
(∫ T
0
~uH −ur e f ,ε~2D +
1
ε
~uH −ur e f ,ε~2A,0d t
)1/2
, (4.78)
where ~·~D and ~·~A,τ are defined in (4.34). Note that compared to the estimates of Theo-
rem 4.3.3, where we have τ> 0 for the advective DG norm~·~A,τ, we set τ= 0 in (4.78). Further,
the integral in time involved in the error measure (4.78) is numerically evaluated using the
trapezoidal rule on subintervals of length ∆t .
In Figure 4.2, for ε= 1/50, we plot the error measure eL2(DG) given by (4.78) in dependence of
Nmac ∼H−1 for Nmi c = 4,8,16, where Nmac and Nmi c denote the number of elements in each
spatial dimension of the uniform macro and micro meshes, respectively. On one hand, we
observe that for sufficiently fine macro meshes (large values of Nmac ) the error gets saturated
at values depending on Nmi c and thus the micro error gets dominant. The values of the micro
error decrease by a factor 4 if Nmi c is doubled, which confirms the quadratic convergence of
the micro error derived in Theorem 4.3.3. On the other hand, for small Nmac , we have a linear
convergence of the error due to the macroscopic discretization, which is the optimal rate as
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Figure 4.2: Convergence of the spatial errors of the multiscale method (4.17). Test problem
from Section 4.5.1 for ε= 1/50. Comparison to the reference solution ur e f ,ε (approximating
the effective solution) introduced in Section 4.5.1. Absolute error measured by eL2(DG) defined
in (4.78) in dependence of Nmac for Nmac ∈ {8,16,32,64,128,256}. Different error curves
correspond to different micro meshes with Nmi c ∈ {4,8,16}.
long as the problem is diffusion dominated. For ε= 1/50, the problem hence seems not yet to
be sufficiently advection dominated to get the superlinear convergence of order 1.5 predicted
in Theorem 4.3.3 for small values of ε.
Note that in the results presented in Figure 4.2, we do not observe any pollution effect due
to the extra term ε−1/2‖uH −PH ueff‖L2(Ωcτ), which we could not control in Theorem 4.3.3. To
thoroughly study this extra term further numerical tests are required, especially for small ε.
4.5.2 Comparison between HMM solution and finescale solution
We compare the HMM solution uH to the finescale solution uε for different test problems,
both with periodic and locally periodic data. First, we study the convergence of uH towards uε
in the spatial L2 norm as ε→ 0. Second, we qualitatively study the effects of locally periodic
advection on the effective diffusion, a setting beyond the classical homogenization results.
Numerical parameters. To get a reference solution for the various tests, which all have Ω×
(0,T )= (0,1)2×(0,1) as space-time domain, we approximate the finescale solution uε to (4.2) by
combining the midpoint Runge-Kutta method in time (using a uniform time step ∆t = 1/1024)
with the standard P 1-FEM in space. Note that the finescale details of aε and bε have to
be resolved to attain good accuracy for the reference solution. We thus use a fine uniform
triangular mesh onΩ with 1024 spatial points in each dimension.
For the multiscale method (4.17) we discretize the macro and micro domains Ω and Kδ by
uniform triangulations with Nmac = 256 and Nmi c = 64 points in each spatial dimension. For
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integration in time of the space-discrete method (4.17) we use again the midpoint Runge-
Kutta method with time step ∆t = 1/1024. The size of the sampling domains is set to δ = ε
and periodic coupling W (Kδ)=H 1per (Kδ) is used. Further, for the test problems with locally
periodic data aε and bε, we replace aε(x) and bε(x) in the micro sampling problems (4.19)
and (4.21) by a(xK , x/ε) and b(xK , x/ε), where xK is the quadrature point associated to the
sampling domain Kδ. For stationary advection-diffusion problems, such collocation combined
with periodic coupling is optimal for locally periodic data, e.g., see Lemma 3.5.4.
Convergence as ε→ 0. We consider the model problem (4.2) for Ω = (0,1)2 and T = 1 with
periodic boundary conditions on ∂Ω, vanishing source f ≡ 0 and initial conditions g (x) =
sin(pix1)sin(pix2). We define four test problems (denoted as Test A–D), where Test A and B
have periodic data aε(x)= a(x/ε), bε(x)= ε−1b(x/ε) and Test C and D have locally periodic
data aε(x)= a(x, x/ε), bε(x)= ε−1b(x, x/ε), i.e., additional slow variations on the macro scale.
We choose
Test A: a(y)= 1
100
I d , b(y)=
(
sin(2piy1)cos(2piy2)
−cos(2piy1)sin(2piy2)
)
,
Test B: a(y)= 1
100
I d , b(y)=
(
sin(2piy1)
− 110 cos(2piy1)
)
,
Test C,D: a(x, y)= 1
100
(3+ sin(2pi(x1+x2))+ sin(2piy1)cos(2piy2))I d ,
Test C,D: b(x, y)=
(
1
2
(
sin(2pix1)cos(2pix2)−ϑsin(2piy1)cos(2piy2)
)
1
2
(−sin(2pix1)+cos(2piy1)sin(2piy2))
)
,
(4.79)
with ϑ = 1 for Test C and ϑ = −1 for Test D, respectively. The test problems are studied for
ε= 1/10,1/20,1/30,1/40,1/50.
Test A and B have constant diffusion and a periodic velocity field with
∫
Y b(y)d y = 0. While
the flow of Test A satisfies divy b(y)= 0 (it corresponds to the usual cellular flow, e.g., see[132,
Eq. (62)]), we have divy b(y) 6= 0 for Test B. Test C and D have diffusion and advection data
both varying at macro and micro scales (note that aε is the same for both tests). The difference
between Test C and D is, that divy b(x, y)= 0 for Test C, but divy b(x, y) 6= 0 for Test D.
In the periodic setting (4.32) of Test A and B, we have shown that the numerical approximation
uH obtained by the multiscale method (4.17) is a good approximation (with respect to the
L2(0,T ;L2(Ω)) norm) of the finescale solution uε if ε and the discretization errors are small, see
Corollary 4.3.4. In this paragraph, we are interested in the dependence of the error between
uε and uH on the small parameter ε. Hence, for the values ε = 1/10, . . . ,1/50, we compute
uH and the reference solution (FEM) for the Tests A–D and compute the relative error in the
L2(0,T ;L2(Ω)) norm (the L2 norm in time is calculated using the trapezoidal rule).
In Figure 4.3, the relative error in the L2(0,T ;L2(Ω)) norm is plotted in dependence of ε for
Test A–D. For all tests, the error decreases as ε gets smaller. While for Test A–C the observed
convergence rate is linear with respect to ε, in Test D the rate lies between 0.2 and 0.5. Note
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that explicit rates (with respect to ε) for advection-diffusion homogenization problems (4.2)
have only been derived for periodic data and divergence free flow, i.e., they only exist for Test A
(we refer to [146, Theorem 2], where linear convergence O (ε) has been shown). We find it
interesting that the multiscale method (4.17) yields good approximations of uε even for locally
periodic data, where rigorous homogenization is not yet fully known.
10−2 10−1
10−3
10−2
10−1
Slope 1
ε
re
la
ti
ve
er
ro
r
Test A
Test B
Test C
Test D
Figure 4.3: Error between numerical solution obtained by the multiscale method (4.17) and
the finescale solution uε as ε→ 0. Test problems Test A–D defined in (4.79). Relative error in
L2(0,T ;L2(Ω)) norm.
Qualitative study for locally periodic data. In the last paragraph, we systematically investi-
gate the different effects of advection on the effective behavior of the finescale solution uε
encountered in the locally periodic problems of Test C and D defined in (4.79) and show that
the HMM solution uH correctly capture those effects.
We therefore consider the model problem (4.2) with againΩ= (0,1)2, T = 1, periodic boundary
conditions and initial condition g (x)= sin(pix1)sin(pix2). As locally periodic data we choose
aε(x)= a(x, xε ), bε(x)= ε−1b(x, xε ), b(x, y)= ςmac bmac (x)+ςmi c bϑmi c (y),
a(x, y)= 1
100
(
3+ sin(2pi(x1+x2))+ sin(2piy1)cos(2piy2)
)
I d ,
bmac (x)= 1
2
(
sin(2pix1)cos(2pix2)
−sin(2pix1)
)
, bϑmi c (y)=
1
2
(
−ϑsin(2piy1)cos(2piy2)
cos(2piy1)sin(2piy2)
)
,
(4.80)
where ςmac ,ςmi c ,ϑ ∈ {−1,1} are used as parameter to activate different characteristics of the
advection (note that ϑ has no influence if ςmi c = 0). This yields six test problems with the
same diffusion tensor, but different flows.
In Figure 4.4–4.9, we plot the reference solution (FEM) and the numerical approximation
obtained by the multiscale method (DG-HMM) defined in (4.17) computed for the data (4.80)
and ε= 1/20 at times t = 0,1/4,1/2,3/4,1.
In Figure 4.4, we set ςmac = ςmi c = 0, i.e., the test problem is purely diffusive with locally
periodic aε. In Figure 4.5, we add a periodic, divergence free flow (ςmac = 0,ςmi c = 1,ϑ= 1)
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Figure 4.4: Test defined by (4.80) with ε= 1/20 and ςmac = ςmi c = 0, i.e., bε(x)= 0. DG-HMM
solution uH and FE approximation of the finescale solution uε plotted onΩ= (0,1)2 at different
times t ∈ [0,T ].
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Figure 4.5: Test defined by (4.80) with ε= 1/20 and ςmac = 0, ςmi c = 1, ϑ= 1, i.e., bε(x)= b( xε )
with divy b(y)= 0. DG-HMM solution uH and FE approximation of the finescale solution uε
plotted on Ω= (0,1)2 at different times t ∈ [0,T ].
and observe an enhanced diffusion compared to the test without any advection from Figure 4.4.
By changingϑ toϑ=−1, we obtain a problem with periodic flow that is not divergence free, see
Figure 4.6. This leads to a depleted diffusion, which causes sharp internal layers, and a non zero
effective drift (despite zero arithmetic mean of b(y)). Note that due to numerical upscaling
there are no internal layers in the HMM solution, which is numerically advantageous.
Next, in Figure 4.7, we consider a purely macroscopic drift, i.e., we set ςmac = 1,ςmi c = 0. We
see in Figure 4.7, that between t = 0 and t = 1/4 a channel is formed by the macroscopic
flow. We compare the results obtained in Figure 4.7 to two test problems, where microscopic
fluctuations are added to the flow. In Figure 4.8, we add a divergence free micro flow by setting
ςmac = 1,ςmi c = 1,ϑ= 1. This yields additional diffusion, but does not alter the form nor the
location of the channel. For ςmac = 1,ςmi c = 1,ϑ = −1, i.e., when adding a non-solenoidal
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Figure 4.6: Test defined by (4.80) with ε= 1/20 and ςmac = 0, ςmi c = 1, ϑ=−1, i.e., bε(x)= b( xε )
with divy b(y) 6= 0. DG-HMM solution uH and FE approximation of the finescale solution uε
plotted on Ω= (0,1)2 at different times t ∈ [0,T ].
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Figure 4.7: Test defined by (4.80) with ε= 1/20 and ςmac = 1, ςmi c = 0, i.e., bε(x)= b(x) without
microscopic behavior. DG-HMM solution uH and FE approximation of the finescale solution
uε plotted on Ω= (0,1)2 at different times t ∈ [0,T ].
micro flow, we see in Figure 4.9 that checkerboard-like patterns are formed in the reference
solution due to a reduced amount of diffusion and that the channel moves from the right to
the left. However, the overall form of the channel remains approximately the same. Finally,
we note that in Figure 4.9 a small phase shift between the reference solution and the HMM
solution can be observed.
Overall, we observe for the test problems considered in Figures 4.4–4.9, that the effective
behavior of the finescale solution uε is well-captured by the HMM solution, where the small
oscillations are averaged out.
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Figure 4.8: Test defined by (4.80) with ε= 1/20 and ςmac = 1, ςmi c = 1, ϑ= 1, i.e., bε(x)= b(x, xε )
with divy b(x, y)= 0. DG-HMM solution uH and FE approximation of the finescale solution uε
plotted on Ω= (0,1)2 at different times t ∈ [0,T ].
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Figure 4.9: Test defined by (4.80) with ε = 1/20 and ςmac = 1, ςmi c = 1, ϑ = −1, i.e., bε(x) =
b(x, xε ) with divy b(x, y) 6= 0. DG-HMM solution uH and FE approximation of the finescale
solution uε plotted on Ω= (0,1)2 at different times t ∈ [0,T ].
4.6 Discussion of alternative upscaling strategies
In Section 4.6.1, we discuss an upscaling strategy that does not require the knowledge of
an explicit effective model and document in Section 4.6.2 the difficulties when formulating
non-periodic coupling conditions for the micro problems (4.19) and (4.21).
4.6.1 A seamless upscaling procedure
A different approach to design a multiscale method within the framework of HMM has been
pursued in [16, 88] for parabolic and hyperbolic problems, respectively. Therein, micro sam-
pling is achieved by solving the original time dependent finescale equation on sampling do-
mains. This approach is sometimes called “seamless HMM” as designing the micro problems
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following the approach of [16, 88] does not require any knowledge about eventual homoge-
nization cell problems (note that for both heat and wave equation the homogenization cell
problems would be purely elliptic, see [65]). Thus, following the alternative approach for the
parabolic advection-diffusion equation (4.2) yields parabolic micro problems, whereas the
strategy used for the multiscale method (4.17) relies on elliptic problems (4.19) and (4.21)
motivated by the cell problems (4.8) and (4.9) from periodic homogenization theory.
Let us sketch the multiscale method obtained when using parabolic micro problems.
Macro solver. As macroscopic model, we take the more general ansatz (compared to (4.6))
∂t u
eff−div(F (x, t ;ueff,∇ueff))+G(x, t ;ueff,∇ueff)= 0, in Ω× (0,T ), (4.81)
where the macro quantities F (a general flux) and G (a general lower order term) are unknown.
Next, the macro equation (4.81) is discretized in space. To focus on the upscaling strategy
rather than spatial discretizations we choose for simplicity a standard finite element method
on the macro scale (which however is not a good choice for advection dominated problems).
Let us denote by S1(Ω,TH ) the space of continuous piecewise affine finite elements on the
macro meshTH . We consider the problem: find uH : [0,T ]→ S1(Ω,TH ) with prescribed initial
and boundary conditions such that∫
Ω
∂t u
H w H d x+ ∑
K∈TH
|K |F (xK , t ;uH (t ),∇uH (t )) ·∇w H (xK )
+ ∑
K∈TH
|K |G(xK , t ;uH (t ),∇uH (t ))w H (xK )= 0, ∀w H ∈ S1(Ω,TH ),
(4.82)
where the terms F and G are obtained by numerical upscaling described in (4.84)
Micro sampling. Let v H ∈ C 0([0,T ],S1(Ω,TH )), t ∈ (0,T ), Kδ be the sampling domain as-
sociated to K ∈ TH and S1(Kδ,Th) the standard finite element space (4.16) consisting of
piecewise affine functions on the micro mesh Th with periodic boundary conditions, i.e.,
W (Kδ)=H 1per (Kδ).
The micro problems are given by: find vhK (x,τ) : Kδ× [t , t +δt ]→R with initial condition
vhK (t )= v H (t ) and vhK (τ)− v H (t ) ∈ S1(Kδ,Th) for all τ ∈ [t , t +δt ] such that∫
Kδ
∂τv
h
K w
hd x+
∫
Kδ
aε∇vhK ·∇whd x+
∫
Kδ
bε ·∇vhK whd x = 0, ∀wh ∈ S1(Kδ,Th). (4.83)
The macro quantities F and G are then computed as the averages
F (xK , t ; v
H (t ),∇v H (t ))= 1|Kδ|
∫
Kδ
aε(x)∇vhK (x, t +δt )d x,
G(xK , t ; v
H (t ),∇v H (t ))= 1|Kδ|
∫
Kδ
bε(x) ·∇vhK (x, t +δt )d x.
(4.84)
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Note that the length δt > 0 of the micro time interval is not fixed a priori. A common practice is
to determine δt during micro simulations in a such a way that the upscaled fluxes from (4.84)
reach an equilibrium state, see [16, 88].
Discussion. In contrast to the sampling strategy used in the multiscale method (4.17), the
micro sampling (4.83) consists of parabolic problems and hence avoids possible issues related
to the indefiniteness of the elliptic micro problems (4.19) and (4.21).
Various numerical tests however reveal that while the advection term G yields the correct
effective drift, the diffusive flux F is not able to capture the effects of advection at micro scale
onto macroscopic diffusion (neither enhancement nor depletion). Note that the formula of
the effective drift G indeed coincides with the alternative representation (4.23) of the effective
drift used for the multiscale method (4.17) when factorizing the micro solution vhK to (4.83)
according to vhK (x,τ) = v H (x, t)+ (ψ˜1,h(x,τ), . . . ,ψ˜d ,h(x,τ))∇v H (xK , t). Further, the diffusive
term F can be modeled differently in order to capture the right effective diffusion. We were
however not able to design a flux F recovering the correct effective diffusion (for general
advection bε) without using the solution of the adjoint micro problem (4.19).
The computational cost for solving the parabolic micro problems (4.83) strongly depend on the
numerical time integrator and on the size of δt , which is a priori unknown. In contrast, solving
the elliptic micro problem (4.21) and its adjoint problem (4.19) consists only of assembling
one stiffness matrix and d right-hand side vectors as well as solving d +1 linear systems.
In summary, the sampling strategy of the multiscale method (4.17) is advantageous with
respect to both accuracy and computational cost. It is however interesting that the micro
sampling (4.83) is already able to capture the correct effective drift.
4.6.2 Non-periodic micro-macro coupling conditions
As periodic boundary conditions for the micro problems (4.19) and (4.21) are a priori not
reasonable if the data aε and bε are non-periodic or the exact length of the period ε is unknown
(hence choosing δ with δ/ε ∈N>0 is not possible in practice), different coupling conditions
can be designed. Note however that periodic coupling still can perform well even if the data is
not periodic, see [171].
For elliptic multiscale problems of the form −div(aε∇uε) = f the coupling conditions are
usually given by periodic, Dirichlet or Neumann boundary conditions, e.g., see [171] for a
thorough study. For Dirichlet coupling conditions, the subspace W (Kδ)⊂H 1(Kδ) is chosen
as W (Kδ)=H 10 (Kδ). However, choosing homogeneous Dirichlet boundary conditions for the
adjoint problem (4.19) yields ρh ≡ 0 and thus is not applicable. In what follows, we thus study
if and how Neumann coupling could be used for the micro problems (4.19) and (4.21).
Neumann coupling for purely diffusive problems. We first recall how Neumann coupling for
FE-HMM is achieved for elliptic multiscale problems, e.g., see [80, 171], and assume for sim-
132
4.6. Discussion of alternative upscaling strategies
plicity that the micro problems are solved exactly. Let v H ∈ S1(Ω,TH ) be a standard piecewise
affine finite element function and consider K ∈TH with associated sampling domain Kδ. The
general HMM micro problem is given by: find v¯ ∈W (Kδ) such that
−div(aε∇v¯)= 0, in Kδ, (4.85a)
1
|Kδ|
∫
Kδ
∇v H d x = 1|Kδ|
∫
Kδ
∇v¯ d x. (4.85b)
Note that (4.85b) is immediately satisfied if (4.85a) is considered with the conditions v H− v¯ = 0
on ∂Kδ (Dirichlet coupling W (Kδ) = H 10 (Kδ)) or v H − v¯ is Kδ-periodic (periodic coupling
W (Kδ)= {v ∈H 1per (Kδ) |
∫
Kδ
v d x = 0}).
When instead using W (Kδ) = H 1(Kδ) the constraint (4.85b) has to be enforced differently.
If aε is symmetric, the PDE (4.85a) can be reformulated as minimization problem and the
constraint (4.85b) can be ensured by a Lagrangian multiplier ζ∗ ∈Rd . This yields the saddle-
point problem: find (v¯ ,ζ∗) ∈ H 1(Kδ)×Rd with v¯ (satisfying a normalization condition to
ensure uniqueness) such that∫
Kδ
aε∇v¯ ·∇w d x−ζ∗ ·
∫
Kδ
∇w d x = 0, ∀w ∈H 1(Kδ), (4.86a)
ζ ·
∫
Kδ
∇(v H − v¯)d x = 0, ∀ζ ∈Rd . (4.86b)
Given the solution (v¯ ,ζ∗) to the saddle-point problem (4.86) we obtain from (4.86a) by using
integration by parts that∫
Kδ
aε∇v¯ ·∇w d x =
∫
∂Kδ
ζ∗ ·n w d s, ∀w ∈H 1(Kδ), (4.87)
i.e., v¯ solves the PDE with Neumann boundary conditions
−div(aε∇v¯)= 0, in Kδ, aε∇v¯ ·n = ζ∗ ·n, on ∂Kδ, (4.88)
where n is the outer normal vector on ∂Kδ and ζ
∗ the Lagrangian multiplier enforcing the
constraint
∫
Kδ
∇v¯ d x = ∫Kδ∇v H d x. Note that the Neumann boundary condition satisfies the
usual compatibility condition∫
∂Kδ
ζ∗ ·n w d s = 0, ∀w ∈ ker(−div((aε)T∇·))= span{1}, (4.89)
and the normalization
∫
Kδ
v¯ d x = 0 is commonly chosen to get uniqueness of the solution
to (4.88).
Remark 4.6.1. To solve the micro problem (4.87) with Neumann boundary conditions using
a micro finite element method, one usually introduces the auxiliary micro solutions vhi ∈
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S1(Kδ,Th) solving the variational problem: for 1≤ i ≤ d , find vhi ∈ S1(Kδ,Th) such that∫
Kδ
aε∇vhi ·∇whd x = ei ·
∫
Kδ
∇whd x, ∀wh ∈ S1(Kδ,Th). (4.90)
The Lagrange multiplier ζ∗ is then determined by solving the linear equation: find ζ∗ =
(ζ∗1 , . . . ,ζ
∗
d )
T ∈Rd such that
d∑
i=1
ζ∗i
(
1
|Kδ|
∫
Kδ
∇vhi d x
)
= 1|Kδ|
∫
Kδ
∇v H d x. (4.91)
Then, the finite element approximation of the solution to (4.87) is given by vh =∑di=1 ζ∗i vhi .
Issues with Neumann coupling for advection-diffusion problems. Let us now consider the
advection-diffusion micro problems (4.21) considered in this chapter. For simplicity, we again
assume that the micro problems are solved exactly, i.e., without using a micro finite element
method. Casting the micro problem (4.21) (formulated for periodic boundary conditions)
into the form (4.85) we get: find v¯ ∈H 1(Kδ) (satisfying a normalization condition to ensure
uniqueness) such that
−div(aε∇v¯)+bε ·∇v¯ = b¯eff ·∇v H , in Kδ, (4.92a)
1
|Kδ|
∫
Kδ
∇v H d x = 1|Kδ|
∫
Kδ
∇v¯ d x, (4.92b)
where b¯eff ∈Rd is an a priori unknown drift.
There are two major issues when solving (4.92) in the space W (Kδ)=H 1(Kδ) (recall that this
yields a PDE with Neumann boundary conditions (4.88) for diffusion problems). First, in
contrast to (4.85), the micro problem (4.92a) has no natural formulation as minimization
problem as the advection-diffusion differential operator is non-symmetric. Second, eventual
compatibility conditions for Neumann data are more involved as in general the kernel of the
adjoint differential operator is given by span{ρ¯} with non-constant ρ¯ and the unknown drift
b¯eff has to be determined carefully.
Let us illustrate the second issue. Consider the PDE
−div(aε∇v¯)+bε ·∇v¯ = b¯eff ·∇v H , in Kδ, aε∇v¯ ·n = ζ∗ ·n, on ∂Kδ, (4.93)
which seems to be the natural generalization of (4.88) to advection-diffusion problems. The
homogeneous adjoint problem is then given by
−div((aε)T∇ρ¯)−div(bερ¯)= 0, in Kδ, (aε)T∇ρ¯+bερ¯ ·n = 0, on ∂Kδ, (4.94)
which has a unique positive solution ρ¯ up to a multiplicative constant, see [76], which we fix
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by imposing
∫
Kδ
ρ¯d x = |Kδ|. This then yields the compatibility condition (instead of (4.89))
0
!=
∫
Kδ
b¯eff ·∇v H ρ¯d x+
∫
∂Kδ
ζ∗ ·nρ¯d s = |Kδ|b¯eff ·∇v H +ζ∗ ·
∫
Kδ
∇ρ¯d x, (4.95)
which can be satisfied by choosing b¯eff appropriately. This choice however will depend on the
macro state v H and ζ∗, which is not available a priori.
Further, we identify a third issue. Even for constant advection bε we do not obtain ρ¯ ≡ cst .
as solution to the adjoint problem (4.94), while for periodic coupling we have that ρ¯ ≡ cst .
if divbε = 0. This observation might indicate that the Neumann conditions of the adjoint
problem (4.94) are inadequate. A possible (rather speculative) remedy would be to impose non-
standard boundary conditions (aε)T∇ρ¯ ·n = 0 for the adjoint equation (4.94) (and changing
the boundary conditions for (4.93) analogously).
It is thus open how a Neumann coupling similar to the purely diffusive (symmetric) micro
problems (4.88) could be modeled. An explanation might be that the macro-micro con-
straint (4.92b) is not appropriate for the nearly hyperbolic model problem (4.2).
4.7 Summary
In this chapter, we have considered parabolic advection-diffusion problems on a diffusive
timescale with data rapidly varying at a small scale ε. We have introduced a space-discrete
multiscale method, which solves an effective equation (formulated in the original physical
variables) using a discontinuous Galerkin finite element method in space and which recovers
the a priori unknown effective data from micro simulations within cells of size comparable to
ε. The computational cost for the space-discrete method are thus independent of the smallest
scale in the problem. While the multiscale method is defined for problems without assuming
a particular structure of the spatial heterogeneities (like periodicity or random stationarity),
we gave an a priori error analysis of the numerical method for periodic data, which is the only
setting, where homogenization results are available. The derived error estimates in the spatial
DG norm are robust with respect to ε and give sharp convergence rates for both macro and
micro spatial errors.
While in this chapter we focused on the space discretization and the upscaling strategy,
an appropriate integrator in time is needed for practical implementation. Fully discrete
space-time error estimates including time discretization error have further to be derived. A
computationally attractive choice would be the partitioned Runge-Kutta method PIROCK
introduced in [33]. Further, extending our multiscale approach to more realistic transport
models, e.g., allowing for inertial particles, to problems, where the flow bε is determined by an
associated Darcy problem, e.g., see [150, 158], or to transport models with additional reaction
is of high interest for applied problems.
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5 Conclusion and Outlook of Part I
In Part I we introduced numerical homogenization methods for linear advection-diffusion
problems with highly heterogeneous coefficients rapidly varying at a small scale ε.
In a first step, we considered elliptic advection-diffusion problems with velocity fields scaling
like O (1) with respect to ε and formulated a DG-HMM for advection-diffusion problems. In
both advection and diffusion dominated regimes, we proved stability of the multiscale method
and derived fully discrete a priori error estimates. While the elliptic model problem represents
a simplified situation, where the effective diffusion is not affected by the advective flows,
it allowed us to concentrate on the difficulties in the stability and convergence analysis of
DG-HMM for advection-diffusion problems.
For the physically relevant situation of a parabolic advection-diffusion problem with advection
of order O (ε−1), we introduced a DG-HMM for spatial discretization based on a new micro
sampling, which takes into account the advection process at micro scale and thus appropri-
ately models the influence of advection at micro scale onto the diffusion at the scale of interest.
For problems with periodic data, we proved optimal a priori error estimates in a DG norm with
convergence rates, which are robust with respect to the large Péclet number of order O (ε−1).
5.1 Outlook
In what follows, we discuss perspectives for further research on numerical homogenization
methods for parabolic advection-diffusion problems.
Coupling DG-HMM with a time integrator. In Chapter 4 we defined a space-discrete numeri-
cal homogenization method for parabolic advection-diffusion problems and performed an
a priori error analysis of the spatial errors. The combination of the proposed DG-HMM in
space with a suitable time discretization is therefore an important topic with high relevancy
for practical implementations.
Different approaches for time discretization schemes well-suited for advection dominated
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problems are available in literature, see the monograph [120] for an overview. For parabolic
advection-diffusion problem discretized in space by DG-HMM, a time integrator has to deal
with both stiff diffusive terms (with eigenvalues of large modulus along the negative real
axis) and strong advection (with eigenvalues of large modulus on the imaginary axis). Hence,
splitting methods are a good choice and, in particular, we think that the partitioned Runge-
Kutta method PIROCK proposed in [33] could be computationally attractive.
Micro solvers and micro-macro coupling for indefinite sampling problems. The numerical
homogenization introduced in Chapter 4 relies on stationary indefinite advection-diffusion
sampling problems at micro scale. For simplicity, we used a standard FEM to solve those micro
problems, but more sophisticated methods could readily be integrated into the multiscale
scheme. For instance, one could explore the finite volume method (FVM) [59] or the combined
FEM-FVM approach [125], which both preserve the property of the continuous problem that
the one-dimensional kernel is spanned by a strictly positive function.
Further, we only considered periodic coupling in Chapter 4, i.e., we imposed periodic bound-
ary conditions for the micro sampling problems. For elliptic diffusion problems, various
coupling conditions like Dirichlet or Neumann conditions have been employed, see [171].
It would be interesting to investigate alternative coupling, e.g., Neumann coupling, for the
advection-diffusion micro problems of Chapter 4. Such coupling could be more natural than
periodic coupling when considering general, non-periodic data. However, an extension of the
coupling conditions available for diffusion problems to the setting studied in Chapter 4 is not
straightforward, see the discussion in Section 4.6.2.
Variational crimes in DG-FEM. As the proposed numerical homogenization methods are
based on a DG-FEM with numerical quadrature at macroscopic scale, it is important that the
quadrature rules used in DG-FEM are carefully selected in order to, on one hand, obtain a
stable numerical scheme and to achieve optimal convergence rates, and on the other hand,
use a minimal number of quadrature points to reduce computational cost. A minimal set
of quadrature nodes is in particular crucial for numerical homogenization method as the
majority of their computational work arises from solving micro sampling problems around
the quadrature nodes, see [10] for a detailed discussion
For DG-FEM, there are only few results about the effect of numerical integration, see [156, 155]
and references therein, where DG-FEM of general polynomial order p based on numerical
quadrature has been studied for parabolic advection-diffusion problems with nonlinear
advection but constant diffusion. The convergence results are however obtained in a weaker
norm (the error in the L2 norm is not controlled in the advection dominated regime).
Several new results and observations about variational crimes for DG-FEM have been provided
in this thesis, which might indicate the fields of future research.
In Chapter 3, for DG-FEM with p = 1 applied to problems with non-constant diffusion but
linear advection, we proved in Theorem 3.7.1 that for barycentric quadrature, the convergence
138
5.1. Outlook
rates in a DG norm are preserved for diffusion dominated problems, but might be slightly
altered for advection dominated problems. Those theoretical findings are corroborated by the
numerical results given in Section 3.7.3. They reveal in particular that the situation is indeed
more delicate for advection dominated problems and higher order quadrature schemes are
required for the advection terms. Further, for DG-FEM of general polynomial order p applied
to pure diffusion problems, the numerical tests in Section 2.6 indicate that the standard
hypotheses (Q1), (Q2) known from standard FEM with quadrature, see Section 2.2.1, seem to
be sufficient to retain optimal convergence rates.
In Chapter 4, we explicitly used in the convergence analysis that the numerically upscaled drift
has the same values at every quadrature point if the oscillating data is periodic (the setting
considered for the error analysis). In Remark 4.4.6 we discussed the issues that would be
caused by non-constant upscaled drift and concluded that higher order quadrature rules
might then be required. Additionally, the stability condition (4.39) is as well due to variational
crimes as the stabilization of the advection bilinear form is obtained by using an approximated
value of the upscaled drift instead of the exact value, see [53] for more details on “generalized”
stabilization.
Thus, we think that quadrature rules for singlescale DG-FEM applied to advection-diffusion
problems need further investigations. First, a rigorous analysis of the effect of numerical
quadrature (satisfying (Q1) and (Q2) from Section 2.2.1) for higher order DG-FEM applied
pure diffusion problems is required. Second, for advection-diffusion problems, appropriate
quadrature rules and stabilization terms for the advection terms of DG-FEM with numerical
quadrature have to be identified. This is especially important for formulating numerical
homogenization methods based on higher order DG-FEM.
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Part IIFinite element heterogeneous
multiscale methods for nonlinear
monotone multiscale PDEs
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In the second part of this thesis, we propose numerical homogenization methods for elliptic
and parabolic nonlinear monotone multiscale PDEs of the type
−div(A ε(x,∇uε))= f , and ∂t uε−div(A ε(x,∇uε))= f ,
with maps A ε(x,ξ) : Ω×Rd →Rd that vary rapidly in the space variable x at a microscopic
scale ε and are nonlinear and monotone with respect to ξ. We thus consider a class of PDEs
whose coefficients depend on the solution gradient ∇uε. Note, that while standard numerical
methods already yield high computational cost for linear multiscale PDEs, as discussed in
Chapter 2, the situation is even worse for nonlinear problems, as additionally large systems of
nonlinear equations have to be solved.
Outline of Part II. We briefly summarize the content of Part II.
In Chapter 6, we consider both parabolic and elliptic nonlinear monotone multiscale prob-
lems in the usual H 1(Ω) setting. First, we combine an FE-HMM in space with the implicit Euler
integrator in time to solve the parabolic nonlinear monotone PDE. Fully discrete a priori error
estimates, which are explicit with respect to time step size as well as macro and micro spatial
mesh sizes, are derived in the L2(H 1) and the C 0(L2) norms. To obtain optimal convergence
rates in the C 0(L2) norm a new linear elliptic projection is introduced. Second, we formulate
the FE-HMM for elliptic nonlinear monotone problems and give an a priori error analysis. The
FE-HMM for elliptic problems uses finite element spaces of general polynomial degree l ≥ 1
at both macro and micro scales (in contrast, we only consider l = 1 for the multiscale method
introduced for the parabolic problem). Its error analysis requires new a priori error estimates
for the FEM with numerical quadrature applied to nonlinear monotone problems.
In Chapters 7 and 8, we pursue the development of numerical homogenization methods for
parabolic nonlinear monotone problems. In Chapter 7, we formulate a linearized variant of
FE-HMM for parabolic problems in the L2(H 1) setting with mapsA ε that can be factorized as
A ε(x,ξ)= aε(x,ξ)ξ, where aε(x,ξ) ∈Rd×d . While maintaining the accuracy of the nonlinear
FE-HMM studied in Chapter 6, the linearized scheme allows to drastically reduce the compu-
tational cost. The difficulty in the error analysis is to control the linearization error, which is
caused by the new linearized time integrator. Finally, in Chapter 8, the nonlinear FE-HMM
for parabolic problems introduced in Chapter 6 is analyzed in the general Lp (W 1,p ) setting,
i.e., 1< p <∞. As main result, we prove convergence of the numerical solution towards the
weak homogenized solution.
Publications. The results about the FE-HMM for parabolic nonlinear monotone problems are
based on [A. Abdulle, M. E. Huber, Submitted, MATHICSE Report 31 (2014)]. The theoretical
results derived in the L2(H 1) and the general Lp (W 1,p ) settings are distributed among Chap-
ters 6 and 8 for better readability. The part of Chapter 6 about FE-HMM for elliptic problems
follows [A. Abdulle, M. E. Huber, Submitted, MATHICSE Report 36 (2014)] and the Chapter 7
about the linearized FE-HMM for parabolic problems is based on [A. Abdulle, M. E. Huber, G.
Vilmart, Multiscale Model. Simul. 13 (2015)].
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6 The FE-HMM for nonlinear monotone
problems
In this chapter, we formulate the finite element heterogeneous multiscale method (FE-HMM)
for the elliptic multiscale PDEs
−div(A ε(x,∇uε))= f , inΩ, (6.1)
and the parabolic multiscale problems
∂t u
ε−div(A ε(x,∇uε))= f , inΩ× (0,T ), (6.2)
where Ω⊂Rd (with d ≤ 3) is a bounded convex polygonal domain, (0,T ) a finite time interval,
f a source term and zero Dirichlet boundary conditions as well as initial data (if required) are
prescribed. We consider mapsA ε(x,ξ) that highly oscillate at a small scale ε with respect to
the space variable x and are nonlinear and monotone in the second variable ξ. Many physical
processes can be modeled by PDEs of this form, e.g., non-Newtonian fluids, ferromagnetic
materials or composites with nonlinear material laws, see [50, 142].
In this chapter, we assume that the mapsA ε are globally Lipschitz continuous and strongly
monotone in ξ, i.e., they satisfy∣∣A ε(x,ξ1)−A ε(x,ξ2)∣∣≤ L|ξ1−ξ2|, [A ε(x,ξ1)−A ε(x,ξ2)] · (ξ1−ξ2)≥λ|ξ1−ξ2|2,
for all ξ1,ξ2 ∈ Rd , a.e. x ∈ Ω and constants λ,L > 0. Hence, we study the equations (6.1)
and (6.2) in the W 1,p setting with p = 2, i.e., the solutions uε are in H 1(Ω) with respect to the
spatial variable x. For an analysis of the FE-HMM applied to parabolic problems (6.2) in the
general W 1,p setting, i.e., 1< p <∞, we refer to Chapter 8.
6.1 Literature overview
To design multiscale methods for (6.1) and (6.2) following the design principles of HMM,
effective models are needed. The homogenization of nonlinear monotone PDEs has been
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studied for the elliptic nonlinear equation (6.1) by Tartar, see [162] and [163, Chapter 11], and
Chiado’Piat et al., see [61], in the sense of G-convergence, which has been extended to the
parabolic nonlinear problem (6.2) by Pankov and Svanstedt in [148] and [159], respectively,
using the notion of parabolic G-convergence. As general compactness result, one obtains that
the homogenized equations (with solution u0) of (6.1) and (6.2) are again nonlinear monotone
PDEs where the maps A ε are replaced by the homogenized map A 0, for which the small
scales are averaged out.
For linear homogenization PDEs, as discussed in Chapter 2, a broad literature about multiscale
methods exists nowadays. Numerical homogenization methods for nonlinear problems are
however less numerous, e.g., see [34] for an overview of numerical methods for multiscale
PDEs with a nonmonotone nonlinearity (with respect to the solution uε).
For the elliptic monotone multiscale PDEs (6.1), a sparse tensor FEM based on ideas devel-
oped in [111] has been analyzed in [110]. Related to the heterogeneous multiscale method
(HMM), the framework used in this thesis, we mention [106] and [97]. In [106], an a posteriori
error estimate has been derived for elliptic monotone problems. A priori error estimates with
convergence rates have however not been derived in [106]. In [97] numerical homogeniza-
tion methods (FE-HMM and MsFEM) for a class of elliptic monotone PDEs (associated to
minimization problems) have been studied, convergence of their modeling error has been
proved and a priori estimates in the W 1,p norm for FE-HMM applied to periodic problems
with p-structure with p = 2 have been derived. In contrast, our results are valid for monotone
maps without assuming that A ε has an associated scalar potential 1 and we additionally
derive optimal estimates in the L2 norm.
For the parabolic multiscale PDE (6.2), Svanstedt et al. proposed in [161] a numerical method
for periodically oscillating (in space and time) mapsA ε based on an augmented Lagrangian
method. In [85], Efendiev et al. applied a generalized multiscale finite element method
(MsFEM) – developed in [84] for elliptic monotone problems (6.1) – to PDE (6.3) with stochastic
heterogeneities. In the numerical methods proposed in [84, 85] it is assumed that local
problems (formulated on the elements of a coarse mesh) are solved exactly. In turn, the
convergence analysis in the spatial W 1,p norm does not take into account the variational
crimes due to numerical quadrature nor the numerical approximation of the local problems,
which is necessary in practice. Additionally, the convergence results for the parabolic problems
studied in [85] neglect the effect of the time discretization error. We note that in both [161]
and [85] convergence of the numerical solution to the homogenized solution is shown without
deriving explicit convergence rates.
1For example, mapsA ε(x,ξ)= aε(x)ξ with a non-symmetric, positive definite and bounded tensor aε (linear
problem) orA ε(x,ξ)= aε(x)(1+ (1+∑di=1 ξ4i )−1/4)ξ (nonlinear problems) with aε positive definite and bounded
are allowed in our analysis but not in [97].
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In the first part of this chapter, following the design principles of the heterogeneous multiscale
method (HMM), see [79, 17], we introduce a multiscale method to solve nonlinear monotone
parabolic multiscale problems of type (6.2), i.e.,
∂t u
ε−div(A ε(x,∇uε))= f , inΩ× (0,T ), (6.3)
and prove fully discrete a priori error estimates. We derive our results for general nonlinear
monotone maps A ε without assuming that A ε has an associated scalar potential but will
work in the W 1,p setting for p = 2.
Based on a homogenization result ensuring the existence of an effective model associated
to (6.3), we solve the effective problem using a macroscopic finite element method and the
implicit Euler scheme for time integration. While the effective problem is (in general) not
available in closed form, we approximate the effective properties of the mapA ε by upscaling
the available micro information. This is achieved by solving nonlinear monotone elliptic PDEs
(constrained by the macro state) using a microscopic finite element method within micro
domains, which are of the size of the finest scale ε. The computational complexity of the
multiscale method is thus independent of the smallest scale ε.
Main contributions of Sections 6.2 – 6.7. Our main results are
• a fully discrete space-time a priori error analysis of a multiscale method with variational
crimes for parabolic monotone problems;
• a new (linear) elliptic projection for monotone problems allowing for optimal conver-
gence rates in the L2 norm without using weighted norm techniques.
First, without any structural assumptions on the spatial heterogeneities of the mapsA ε (e.g.
such as periodicity or random stationarity), we derive sharp error estimates in both L2(H 1)
and C 0(L2) norms with respect to the time step size and the spatial mesh sizes for macro
as well as micro discretizations. Our analysis is considerably more involved than the error
analysis for singlescale parabolic monotone problems [70, 72]. Indeed as the homogenized
data can be computed only at quadrature points of the macro mesh, we have at the macro
scale a FEM with numerical quadrature and commit variational crimes. Furthermore, the
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homogenized data are recovered from micro scale computations so that even at quadrature
points we only obtain approximations of the true homogenized map and the propagation of
these errors at a macro scale has to be quantified. Such error estimates are crucial to balance
temporal, macro and micro spatial discretizations to obtain a given precision at minimal
computational cost and are not available for the methods proposed in [161, 85]. These error
estimates comprise the error of the micro FEM solver, the errors due to the sampling domains’
sizes and artificial boundary conditions. In contrast to the results in [81, 3, 7, 34] our analysis
involves nonlinear micro problems.
Second, we note that while the error analysis for singlescale parabolic monotone problems
in the energy norm (L2(H 1)) is relatively straightforward and follows the arguments of the
linear case [165], optimal estimates in the spatial L2 norm are more involved. In [70], following
ideas of [167], using a nonlinear elliptic projection, Dendy derived C 0(L2) estimates for a
space-discrete method, which are non-optimal forP 1-FEM (convergence rate 2−d/2, see [70,
Theorems 2.2, 2.5]). Optimal convergence of the spatial L2 error for a space-discrete method
withP 1-FEM has been obtained in [72] as a consequence of maximum norm error estimates
using weighted norm techniques following [95]. In contrast, we derive optimal L2 convergence
rates – without using weighted norm techniques for nonlinear problems – based on a new
linear elliptic projection (see (6.32)). As a byproduct, our analysis provides, to the best of our
knowledge, the first optimal error analysis in the L2 norm for singlescale parabolic monotone
problems, that avoids the use of weighted norm techniques.
Outline of Sections 6.2 – 6.7. In Section 6.2, we introduce the model problem of type (6.3) and
its associated effective problem. Then, we define in Section 6.3 a multiscale method based
on a numerical upscaling procedure. While the main results, the fully-discrete a priori error
estimates for the multiscale algorithm, are presented in Section 6.4, their proofs are given in
Section 6.5. Further, in Section 6.6, we discuss an implementation of the proposed method
and several numerical tests. In Section 6.7, we conclude the part about parabolic problems of
Chapter 6 with some remarks about possible generalizations and future research.
6.2 Model problem and homogenization
LetΩ⊂Rd , d ≤ 3, be a convex polygonal domain and T > 0. We consider the class of monotone
parabolic multiscale problems
∂t u
ε(x, t )−div(A ε(x,∇uε(x, t )))= f (x) inΩ× (0,T ),
uε(x, t )= 0 on ∂Ω× (0,T ), uε(x,0)= g (x) inΩ,
(6.4)
with given source f ∈ L2(Ω), initial condition g ∈ L2(Ω) and mapsA ε : Ω×Rd →Rd (indexed
by ε) with the property that A ε(·,ξ) : Ω→Rd is Lebesgue measurable for every ξ ∈ Rd . We
note that the variable ε> 0 represents a small scale in the problem, at which the mapsA ε(·,ξ)
rapidly vary.
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Remark 6.2.1. We consider homogeneous Dirichlet boundary conditions and source terms f
independent of time but emphasize that our results can be generalized straightforwardly for a
right-hand side of the form f (x, t). Our results also remain valid for other type of boundary
conditions.
We assume that the mapsA ε satisfy the following conditions uniformly in ε> 0
(A0) there is some C0 > 0 such that |A ε(x,0)| ≤C0 for almost every (a.e.) x ∈Ω;
(A1) the mapA ε(x, ·) : Rd →Rd is Lipschitz continuous, i.e., there exists L > 0 such that∣∣A ε(x,ξ1)−A ε(x,ξ2)∣∣≤ L |ξ1−ξ2|, ∀ξ1,ξ2 ∈Rd , a.e. x ∈Ω;
(A2) the mapA ε(x, ·) : Rd →Rd is strongly monotone, i.e., there exists λ> 0 such that(
A ε(x,ξ1)−A ε(x,ξ2)
) · (ξ1−ξ2)≥λ|ξ1−ξ2|2, ∀ξ1,ξ2 ∈Rd , a.e. x ∈Ω.
We note that hypotheses (A0−1) imply linear growth ofA ε with respect to ξ∣∣A ε(x,ξ)∣∣≤ L(L0+|ξ|), where L0 =C0/L, ∀ξ ∈Rd ,ε> 0, a.e. x ∈Ω. (6.5)
Let us give two examples of mapsA ε satisfying (A0−2).
Example 6.2.2. For linear mapsA ε(x,ξ) given by
A ε(x,ξ)= aε(x)ξ, with aε(x) ∈ (L∞(Ω))d×d , ε> 0,
with a uniformly elliptic and bounded family of tensors aε the mapsA ε satisfy (A0−2) with
constants C0 = 0 and λ given by the ellipticity constant. For such linear data we recover the
linear parabolic multiscale problems studied in [31].
Example 6.2.3. Next one might consider mapsA ε(x,ξ)= aε(x,ξ)ξ with aε(·,ξ) ∈ (L∞(Ω))d×d
(for ξ ∈Rd ) depending on ξ, introducing thus a nonlinearity. We note that adequate conditions
have to be imposed on aε such thatA ε satisfies (A1−2).
As an example, let µε : Ω×R→R≥0 be a continuous function and the mapsA ε be given by
A ε(x,ξ)=µε(x, |ξ|)ξ, x ∈Ω,ξ ∈Rd ,
which is an extension of the problems studied in [115] to a multiscale context. If µε(x, s) is
uniformly (in ε and x) Lipschitz continuous and strongly monotone then the assumptions
(A0−2) are valid for A ε, see [115]. We mention for instance Carreau laws, used to model
non-Newtonian fluids, with µε(x, ·)∼ 1+ (1+ s2)θ−1, where 1/2< θ ≤ 1.
Existence and uniqueness of a solution to problem (6.4) is studied in the Banach space
E = {v ∈ L2(0,T ; H 10 (Ω)) |∂t v ∈ L2(0,T ; H−1(Ω))},
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endowed with the norm ‖v‖E = ‖v‖L2(0,T ;H 10 (Ω))+‖∂t v‖L2(0,T ;H−1(Ω)) and satisfies the continu-
ous embedding E ,→C 0([0,T ],L2(Ω)). Under the assumptions (A0−2) the problem (6.4) has a
unique solution uε ∈ E for ε> 0, e.g., see [173, Theorem 30.A], which is uniformly bounded∥∥uε∥∥E ≤C (C0+∥∥ f ∥∥L2(Ω)+∥∥g∥∥L2(Ω)), ∀ε> 0.
Thus, {uε} is a bounded sequence in E and by compactness there exists a subsequence, still
denoted by {uε}, and some u0 ∈ E , such that
uε* u0 in L2(0,T ; H 10 (Ω)) and ∂t u
ε* ∂t u
0 in L2(0,T ; H−1(Ω)), for ε→ 0. (6.6)
For the problem (6.4) with (A0−2), homogenization is studied in terms of G-convergence
of parabolic operators, sometimes referred to as PG-convergence or strong G-convergence,
see [159, 148]. It can be shown that there exists a subsequence of {uε}, still denoted by {uε},
and a map A 0 : Ω×Rd →Rd , such that uε weakly converges to u0 in the sense of (6.6) and
A ε(x,∇uε) * A 0(x,∇u0) weakly in L2(0,T ; (L2(Ω))d ), where u0 ∈ E is the solution of the
homogenized or effective problem
∂t u
0(x, t )−div(A 0(x,∇u0(x, t )))= f (x) inΩ× (0,T ),
u0(x, t )= 0 on ∂Ω× (0,T ), u0(x,0)= g (x) inΩ,
(6.7)
where A 0 satisfies (A0−2) with possibly different constants C0 and L. For maps A ε with
additional structure, e.g., A ε(x,ξ) = A (x/ε,ξ) with A (y,ξ) a Y -periodic function in y , an
explicit representation ofA 0 can be derived and thus the whole sequence {uε} converges to
u0 in the sense of (6.6).
6.3 Multiscale method
In this section, we propose a multiscale method to solve nonlinear monotone parabolic
multiscale problems with general spatial heterogeneities. We introduce then a reformulation
of that method, which is convenient for the analysis, and show the existence, uniqueness and
boundedness of the numerical solution.
6.3.1 FE-HMM for nonlinear monotone parabolic problems
The definition of the multiscale method requires a macroscopic spatial discretization of the
domainΩ.
Macro discretization. Let TH be a family of macro partitions of Ω consisting of conformal,
shape-regular meshes with simplicial elements K ∈TH . We assume that the elements K ∈TH
are open and satisfy ∪K∈TH K = Ω (recall that Ω is polygonal). The macro mesh size H is
defined by H =maxK∈TH diamK , where diamK denotes the diameter of K ∈TH . Then, we
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consider the macro finite element space
S10(Ω,TH )= {v H ∈H 10 (Ω) |v H |K ∈P 1(K ),∀K ∈TH }, (6.8)
whereP 1(K ) is the space of linear polynomials on K ∈TH . Further, the multiscale method is
based on barycentric quadrature∫
Ω
ϕ(x)d x ≈ ∑
K∈TH
|K |ϕ(xK ), ϕ ∈C 0(Ω,R), (6.9)
where xK and |K | denote the barycenter and the measure of K ∈TH , respectively. We note
that the quadrature formula (6.9) is exact for piecewise affine functions ϕ. Further, for any
macro element K ∈TH we define the sampling domain Kδ located at the quadrature point xK
Kδ = xK +δ I , where I = (−1/2,1/2)d and δ≥ ε.
Within the sampling domains, micro simulations are performed to recover the upscaled data.
Multiscale method. Let the time interval (0,T ) be uniformly divided into N subintervals of
length ∆t = T /N and define tn = n∆t for 0 ≤ n ≤ N and N ∈ N>0. Let uH0 ∈ S10(Ω,TH ) be
a given approximation of the initial condition g (x). To compute an approximation of the
effective solution of problem (6.4) we propose the multiscale method given by the recursion:
for 0≤ n ≤N −1, find uHn+1 ∈ S10(Ω,TH ) such that∫
Ω
uHn+1−uHn
∆t
w H d x+B H (uHn+1; w H )=
∫
Ω
f w H d x, ∀w H ∈ S10(Ω,TH ), (6.10)
with the nonlinear macro map B H given by
B H (v H ; w H )= ∑
K∈TH
|K |
|Kδ|
∫
Kδ
A ε(x,∇vhK )d x ·∇w H (xK ), v H , w H ∈ S10(Ω,TH ), (6.11)
where vhK solve the constrained micro problems (6.13) on the sampling domains Kδ.
Micro solver. Each sampling domain Kδ, associated to a macro element K ∈TH , is discretized
by micro meshes Th consisting of simplicial elements T ∈ Th . The micro mesh size h is
defined by h =maxT∈Th diamT and we consider the micro finite element space
S1(Kδ,Th)= {vh ∈W (Kδ) |vh |T ∈P 1(T ),∀T ∈Th}, (6.12)
where P 1(T ) is the space of linear polynomials on T ∈ Th and W (Kδ) ⊂ H 1(Kδ) is some
Sobolev space. We note that the choice of the space W (Kδ) determines the coupling condition
between the macro and micro finite element methods. We consider
• periodic coupling: W (Kδ)=H 1per (Kδ)= {v ∈H 1per (Kδ) |
∫
Kδ
v d x = 0};
• Dirichlet coupling: W (Kδ)=H 10 (Kδ).
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Let v H ∈ S10(Ω,TH ) and Kδ be a sampling domain, we define the micro function vhK by the
micro problem: find vhK − v H ∈ S1(Kδ,Th) such that∫
Kδ
A ε(x,∇vhK ) ·∇zhd x = 0, ∀zh ∈ S1(Kδ,Th). (6.13)
We note that vhK is the finite element solution to an elliptic nonlinear monotone PDE.
6.3.2 A useful reformulation of the FE-HMM
First, in what follows, we write the difference quotient with respect to time, like in (6.10), as
∂¯t vn =∆t−1(vn+1− vn), for a sequence {vn}n≥0 ⊂ L2(Ω) and n ≥ 0.
For the analysis of the FE-HMM it is convenient to reformulate the nonlinear map B H as a
standard finite element method applied to a modified macro problem. Let ξ ∈Rd and K ∈TH ,
we define χξ,hK as the solution to the variational problem: find χ
ξ,h
K ∈ S1(Kδ,Th) such that∫
Kδ
A ε(x,ξ+∇χξ,hK ) ·∇zh d x = 0, ∀zh ∈ S1(Kδ,Th). (6.14)
Similarly, we introduce χ¯ξK by the variational problem: find χ¯
ξ
K ∈W (Kδ) such that∫
Kδ
A ε(x,ξ+∇χ¯ξK ) ·∇z d x = 0, ∀z ∈W (Kδ). (6.15)
Then, based on the functions χξ,hK and χ¯
ξ
K we define the maps
A 0,hK (ξ)=
1
|Kδ|
∫
Kδ
A ε(x,ξ+∇χξ,hK )d x, A¯ 0K (ξ)=
1
|Kδ|
∫
Kδ
A ε(x,ξ+∇χ¯ξK )d x, (6.16)
and the nonlinear map B H given in (6.11) can be reformulated usingA 0,hK (ξ) as
B H (v H ; w H )= ∑
K∈TH
|K |A 0,hK (∇v H (xK )) ·∇w H (xK ), v H , w H ∈ S10(Ω,TH ).
Thus, the modified macro form B H is obtained by replacing elementwisely the exact effective
mapA 0(x,ξ) from the homogenized equation (6.7) by the approximationA 0,hK (ξ).
Further, using the effective mapA 0 we introduce the map B 0 : H 10 (Ω)×H 10 (Ω)→R by
B 0(v ; w)=
∫
Ω
A 0(x,∇v(x)) ·∇w(x)d x, v, w ∈H 10 (Ω), (6.17)
and, ifA 0(·,ξ) ∈H 2(Ω) for ξ ∈Rd , we define the nonlinear map Bˆ 0 as its discrete counterpart
Bˆ 0(v H ; w H )= ∑
K∈TH
|K |A 0(xK ,∇v H (xK )) ·∇w H (xK ), v H , w H ∈ S10(Ω,TH ). (6.18)
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6.3.3 Existence and uniqueness of the numerical solution
First, we analyze the existence and uniqueness of a solution to the micro problem (6.13).
Lemma 6.3.1. Assume thatA ε satisfies (A0−2). Let K ∈TH , v H ∈ S10(Ω,TH ) and ξ ∈ Rd . For
both coupling conditions, i.e., either W (Kδ) = H 10 (Kδ) or W (Kδ) =H 1per (Kδ), there exists a
unique solution vhK − v H ∈ S1(Kδ,Th), χξ,hK ∈ S1(Kδ,Th) and χ¯ξK ∈W (Kδ) to the micro prob-
lems (6.13), (6.14) and (6.15), respectively.
Proof. We prove the result for the micro problem (6.13). Consider the map aξK given by
aξK (z
h ; wh)=
∫
Kδ
A ε(x,ξ+∇zh) ·∇wh d x, zh , wh ∈ S1(Kδ,Th), (6.19)
which is nonlinear in zh and linear wh . AsA ε
ξ
(x,η)=A ε(x,ξ+η) satisfies again (A0−2) the
map aξK (z
h ; wh) is continuous in wh as well as Lipschitz continuous and strongly monotone
in zh . Further, taking ξ=∇v H (xK ), the micro problem (6.13) can be written as
find vhK − v H ∈ S1(Kδ,Th) such that aξK (vhK − v H ; wh)= 0, ∀wh ∈ S1(Kδ,Th).
Thus, the existence and uniqueness of vhK − v H ∈ S1(Kδ,Th) follow from [173, Theorem 25.B].
The results for the micro problems (6.14) and (6.15) are proved analogously.
For the analysis of the macro-micro coupling, the following energy equivalence is essential.
Lemma 6.3.2. Assume thatA ε satisfies (A0−2). Let Kδ be the sampling domain associated to
a macro element K ∈TH and vhK be the solution of the micro problem (6.13) constrained by
v H ∈ S10(Ω,TH ). Then,
∥∥∇v H∥∥L2(Kδ) ≤ ∥∥∥∇vhK ∥∥∥L2(Kδ) ≤
(
L
λ
+1
)
(
√
|Kδ|L0+
∥∥∇v H∥∥L2(Kδ)),
where L0 is defined in (6.5).
Proof. The proof of the first inequality follows the proof of [6, Lemma 3] in the linear case.
For the second inequality, we recall that
∫
Kδ
A ε(x,∇vhK ) · ∇qhd x = 0 for all qh ∈ S1(Kδ,Th).
Combining that with the monotonicity (A2) yields
λ
∥∥∥∇vhK −∇v H∥∥∥2L2(Kδ) ≤
∫
Kδ
[
A ε(x,∇vhK )−A ε(x,∇v H (xK ))
]
·
(
∇vhK −∇v H (xK )
)
d x
= −
∫
Kδ
A ε(x,∇v H (xK )) ·
(
∇vhK −∇v H (xK )
)
d x
≤ L
(√
|Kδ|L0+
∥∥∇v H∥∥L2(Kδ))∥∥∥∇vhK −∇v H∥∥∥L2(Kδ),
where the growth estimate (6.5) is used.
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Using Lemma 6.3.2 we prove several properties of the map B H from (6.11).
Lemma 6.3.3. Assume that A ε satisfies (A0−2). Let the nonlinear map B H on S10(Ω,TH )×
S10(Ω,TH ) be given by (6.11), then B
H satisfies the bound∣∣B H (v H ; w H )∣∣≤Cb(L0+∥∥∇v H∥∥L2(Ω))∥∥∇w H∥∥L2(Ω),
where Cb depends on C0, λ, L and the measure of Ω. Further, B
H is Lipschitz continuous in its
first argument and strongly monotone
∣∣B H (v H ; w H )−B H (zH ; w H )∣∣≤ L2
λ
∥∥∇v H −∇zH∥∥L2(Ω)∥∥∇w H∥∥L2(Ω),
B H (v H ; v H −w H )−B H (w H ; v H −w H )≥λ∥∥∇v H −∇w H∥∥2L2(Ω),
for all v H , w H , zH ∈ S10(Ω,TH ) and where L and λ are given in (A1) and (A2), respectively.
Proof. Let v H , w H , zH ∈ S10(Ω,TH ). The first estimate is obtained by combining the esti-
mate (6.5) and the second inequality of Lemma 6.3.2. For the Lipschitz continuity we observe
that using (A2), the definition of the micro problems (6.13) and (A1) yields
λ
∥∥∥∇vhK −∇zhK ∥∥∥2L2(Kδ) ≤
∫
Kδ
[
A ε(x,∇vhK )−A ε(x,∇zhK )
]
·
(
∇vhK −∇zhK
)
d x
=
∫
Kδ
[
A ε(x,∇vhK )−A ε(x,∇zhK )
]
· (∇v H (xK )−∇zH (xK ))d x
≤ L
√
|Kδ|
∥∥∥∇vhK −∇zhK ∥∥∥L2(Kδ)∣∣∇v H (xK )−∇zH (xK )∣∣.
(6.20)
This estimate at hand, the Lipschitz continuity of B H follows directly. Similar as in (6.20), the
strong monotonicity of B H is a consequence of the definition of the micro problems (6.13),
the monotonicity (A2) and the first inequality of Lemma 6.3.2
B H (v H ; v H −w H )−B H (w H ; v H −w H )
= ∑
K∈TH
|K |
|Kδ|
∫
Kδ
[
A ε(x,∇vhK )−A ε(x,∇whK )
]
·
(
∇vhK −∇whK
)
d x
≥λ ∑
K∈TH
|K |
|Kδ|
∥∥∥∇vhK −∇whK ∥∥∥2L2(Kδ) ≥λ∥∥∇v H −∇w H∥∥2L2(Ω).
Then, the existence and uniqueness of the numerical solution obtained by the multiscale
method (6.10) follows from the nonlinear Lax-Milgram theorem, see [173, Theorem 25.B].
Lemma 6.3.4. Assume thatA ε satisfies (A0−2). Let zH ∈ S10(Ω,TH ), ∆t > 0, f ∈ L2(Ω) be given
and consider B H defined in (6.11). Then, there exists a unique uH ∈ S10(Ω,TH ) such that∫
Ω
uH − zH
∆t
w H d x+B H (uH ; w H )=
∫
Ω
f w H d x, ∀w H ∈ S10(Ω,TH ). (6.21)
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Proof. For fixed zH ∈ S10(Ω,TH ), consider the maps aH ,∆t and l∆tzH given by
aH ,∆t (v H ; w H )= 1
∆t
∫
Ω
v H w H d x+B H (v H ; w H ), l∆tzH (w H )=
∫
Ω
(
f + 1
∆t
zH
)
w H d x,
for v H , w H ∈ S10(Ω,TH ). Then, the problem (6.21) can be written as
find uH ∈ S10(Ω,TH ) such that aH ,∆t (uH ; w H )= l∆tzH (w H ), ∀w H ∈ S10(Ω,TH ).
The Lipschitz continuity and strong monotonicity of aH ,∆t (v H ; w H ) in v H are obtained using
Lemma 6.3.3
∣∣aH ,∆t (v H1 ; w H )−aH ,∆t (v H2 ; w H )∣∣≤C( 1∆t +1
)∥∥∇v H1 −∇v H2 ∥∥L2(Ω)∥∥∇w H∥∥L2(Ω),
aH ,∆t (v H ; v H −w H )−aH ,∆t (w H ; v H −w H )≥λ∥∥∇v H −∇w H∥∥2L2(Ω),
where v H1 , v
H
2 , v
H , w H ∈ S10(Ω,TH ). Further, aH ,∆t (v H ; w H ) is linear and continuous in its
second argument w H due to the first result of Lemma 6.3.3. Combining that with the linearity
and continuity of l∆t
zH
(·) and [173, Theorem 25.B] concludes the proof.
Finally, the boundedness of the numerical approximations obtained by (6.10) is proved.
Theorem 6.3.5. Assume that (A0−2) hold and that f ∈ L2(Ω), uH0 ∈ S10(Ω,TH ) are given. Then,
for periodic and Dirichlet coupling and any parameter ∆t , H ,h,δ > 0, there exists a unique
numerical solution defined by the multiscale method (6.10). Further, the numerical solution
{uHn }
N
n=1 satisfies the bound
max
1≤n≤N
∥∥uHn ∥∥L2(Ω)+λ
(
N∑
n=1
∆t
∥∥∇uHn ∥∥2L2(Ω)
)1/2
≤C
(
L0+
∥∥ f ∥∥L2(Ω)+∥∥uH0 ∥∥L2(Ω)),
where C depends on C0, λ, L, T , the measure of Ω and the Poincaré constant CP on Ω.
Proof. The existence and uniqueness of the numerical solution defined by the method (6.10)
is a consequence of Lemma 6.3.4. To derive the a priori bound we set w H = uHn+1 in (6.10) and
use the monotonicity bound of B H from Lemma 6.3.3 to obtain∫
Ω
∂¯t u
H
n u
H
n+1d x+λ
∥∥∇uHn+1∥∥2L2(Ω) ≤ ∫
Ω
f uHn+1d x−B H (0;uHn+1)
≤ 1
2λ
(CP
∥∥ f ∥∥L2(Ω)+CbL0)2+ λ2 ∥∥∇uHn+1∥∥2L2(Ω),
where CP is the Poincaré constant onΩ and Cb is the constant from Lemma 6.3.3. Next, we
observe that 1/2 ∂¯t‖uHn ‖2L2(Ω) ≤
∫
Ω ∂¯t u
H
n u
H
n+1d x yielding
∥∥uHn+1∥∥2L2(Ω)−∥∥uHn ∥∥2L2(Ω)+λ∆t∥∥∇uHn+1∥∥2L2(Ω) ≤ 2λ∆t (C 2P∥∥ f ∥∥2L2(Ω)+C 2bL20),
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for any 0 ≤ n ≤ N −1. Summing the last inequality from n = 0 to n = N −1 concludes the
proof.
6.4 Main results
In this section we present fully discrete a priori error estimates for the difference between the
numerical solution uHn defined by the multiscale strategy (6.10) and the exact homogenized
solution u0(x, t) solving the homogenized problem (6.7). In particular, we provide error
bounds in the L2(0,T ; H 10 (Ω)) and the C
0([0,T ],L2(Ω)) norms. In Theorem 6.4.1, we provide
sharp estimates for the temporal and spatial macro errors. Then, in Theorem 6.4.2 and
Theorem 6.4.3, we provide explicit bounds for the upscaling error consisting of the micro
and modeling errors. We emphasize that the estimates of temporal and spatial (macro and
micro) errors are valid without any structural assumptions about the heterogeneities ofA ε.
In contrast, explicit bounds of the modeling error are derived for locally periodic dataA ε. The
multiscale method (6.10), being defined for general mapsA ε, is however reasonable ifA ε
exhibits scale-separation and its good performance is known for stationary data.
6.4.1 Estimates for temporal and spatial macro errors
Focusing first on the errors due to time discretization and the macro finite element method,
we quantify the upscaling error committed in the multiscale method (6.10) using the error
functional rH M M given by
rH M M (∇v H )=
( ∑
K∈TH
|K |
∣∣∣A 0(xK ,∇v H (xK ))−A 0,hK (∇v H (xK ))∣∣∣2
)1/2
, (6.22)
for v H ∈ S10(Ω,TH ). Then, we obtain the following result.
Theorem 6.4.1. Assume that A ε satisfies (A0−2). Let u0 be the solution to the homogenized
problem (6.7) and uHn the approximations obtained by the multiscale method (6.10). Provided
that for µ= 1
u0,∂t u
0 ∈C 0([0,T ], H 2(Ω)), ∂2t u0 ∈C 0([0,T ],L2(Ω)), (6.23a)
A 0(·,ξ) ∈W µ,∞(Ω;Rd ) with ∥∥A 0(·,ξ)∥∥W µ,∞(Ω;Rd ) ≤C (L0+|ξ|), ∀ξ ∈Rd , (6.23b)
the following discrete C 0(L2) and L2(H 1) error estimates hold
max
1≤n≤N
∥∥u0(·, tn) −uHn ∥∥L2(Ω)+
(
∆t
N∑
n=1
∥∥∇u0(·, tn)−∇uHn ∥∥2L2(Ω)
)1/2
≤C
[
∆t +H + max
1≤n≤N
rH M M (∇IH u0(·, tn))+
∥∥g −uH0 ∥∥L2(Ω)] ,
whereIH u0 denotes the nodal interpolant of u0 and C is independent of ∆t , H and rH M M .
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If additionally we assume that (6.23b) is satisfied for µ= 2 and
u0 ∈C 0([0,T ],W 2,∞(Ω)), A 0(x, ·) ∈W 2,∞(Rd ;Rd ), a.e. x ∈Ω, (6.24a)
A0i j ,∂tA
0
i j ∈C 0([0,T ],W 1,∞(Ω)), 1≤ i , j ,≤ d , (6.24b)
quasi-uniformity of macro meshesTH and the elliptic regularity (6.41), (6.24c)
where A0(x, t)=DξA 0(x,∇u0(x, t)), then, there exists an H0 > 0 such that for all H < H0, we
get the improved error estimate in the discrete C 0(L2) norm
max
1≤n≤N
∥∥u0(·, tn)−uHn ∥∥L2(Ω) ≤C [∆t +H 2+ max1≤n≤N rH M M (∇u0,Hpi (·, tn))+∥∥g −uH0 ∥∥L2(Ω)
]
,
where u0,Hpi is the elliptic projection (6.32) and C is independent of ∆t , H and rH M M .
Let us comment on the hypotheses of Theorem 6.4.1 in view of results for linear parabolic
problems, see [153] and [31] for singlescale and multiscale problems, respectively. We recall
that the homogenized map A 0 would be given by A 0(x,ξ) = a0(x)ξ with a0(x) ∈ Rd×d if
problem (6.4) is linear.
The temporal regularity in (6.23a) is required to obtain first order global convergence of the
implicit Euler scheme. Assumption (6.23b) allows to estimate the error due to the quadrature
formula (6.9) and reduces to a0i j ∈W µ,∞(Ω) for linear problems, which is likewise assumed
in [153, Theorem 2]. Further, the hypotheses (6.24) are solely used to show the optimal
convergence of the spatial macro error. Condition (6.24a) is used in combination with (6.24c)
to obtain error estimates in the W 1,∞ norm for the elliptic projection (6.32) and to estimate the
Taylor remainder term for the mapA 0(x,ξ) (with respect to ξ). Finally, assumptions (6.24b)
are needed to obtain optimal estimates of u0−u0,Hpi and ∂t (u0−u0,Hpi ) in the L2 norm, where
u0,Hpi is the elliptic projection (6.32). For linear parabolic problems (with time-dependent
data), where A0(x, t)= a0(x, t), assumptions (6.24b) are comparable to the conditions used
in [153, 31].
6.4.2 Fully discrete space-time a priori error estimates
To derive fully discrete error estimates we decompose the HMM upscaling error rH M M defined
in (6.22) into micro and modeling errors rmi c and rmod , respectively, e.g., as in [7], given by
rmi c (∇v H )=
( ∑
K∈TH
|K |
∣∣∣A¯ 0K (∇v H (xK ))−A 0,hK (∇v H (xK ))∣∣∣2
)1/2
, (6.25)
rmod (∇v H )=
( ∑
K∈TH
|K |∣∣A 0(xK ,∇v H (xK ))− A¯ 0K (∇v H (xK ))∣∣2
)1/2
, (6.26)
where v H ∈ S10(Ω,TH ), A 0 is the exact homogenized map and A¯ 0K and A 0,hK are defined
in (6.16). Then, we have that rH M M (∇v H )≤ rmi c (∇v H )+ rmod (∇v H ) for any v H ∈ S10(Ω,TH ).
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In particular, rmi c accounts for the finite element error committed during micro simulations
and rmod quantifies the quality of the micro sampling, i.e.,the influence of the size of the
sampling domains Kδ or the boundary conditions in micro problems (6.13). We recall that
estimates for the micro error rmi c are derived for general micro structures, while the modeling
error rmod is only analyzed for locally periodic mapsA
ε.
First, let us assume that χ¯ξK , the exact solutions to the micro problems (6.15), satisfy
(H1) χ¯ξK ∈H 2(Kδ) and
∣∣∣χ¯ξK ∣∣∣H 2(Kδ) ≤Cε−1(L0+|ξ|)√|Kδ|,
for K ∈TH , ξ ∈Rd . Similar assumptions are used for linear problems, see [7, Remark 4].
As seen in [77, 34] for non-symmetric linear problems, adjoint micro problems are necessary to
derive sharp bounds for the micro error. We introduce a similar adjoint micro problem (6.46),
denote its corresponding solutions by X¯ ξ, jK and assume that
(H1∗)
 (i ) X¯
ξ, j
K ∈H 2(Kδ) and
∣∣∣X¯ ξ, jK ∣∣∣H 2(Kδ) ≤Cε−1√|Kδ|,
(i i ) X¯ ξ, jK ∈W 1,∞(Kδ) and
∣∣∣X¯ ξ, jK ∣∣∣W 1,∞(Kδ) ≤C ,
for ξ ∈Rd ,1≤ j ≤ d and K ∈TH . We note that the adjoint cell problem (6.46) is a linear elliptic
problem. Thus, the first hypothesis in (H1∗) follows from classical H 2 regularity results if the
data is sufficiently smooth, e.g., see [7, Remark 4].
Theorem 6.4.2. Assume that A ε satisfies (A0−2). Let u0 be the solution to the homogenized
problem (6.7) and uHn the approximations obtained by the multiscale method (6.10). For µ= 1,
assume hypotheses (6.23) and (H1) and in addition for µ= 2 that (6.24) holds. Further, let the
multiscale method (6.10) be initialized with uH0 such that ‖g −uH0 ‖L2(Ω) ≤C Hµ. Then we have
max
1≤n≤N
∥∥u0(·, tn)−uHn ∥∥L2(Ω) ≤C [∆t +Hµ+(hε
)ν
+ max
1≤n≤N
rmod (∇U Hn )
]
,(
∆t
N∑
n=1
∥∥∇u0(·, tn)−∇uHn ∥∥2L2(Ω)
)1/2
≤C
[
∆t +H +
(
h
ε
)ν
+ max
1≤n≤N
rmod (∇U Hn )
]
,
for ν= 1, whereU Hn =IH u0(·, tn) is the nodal interpolant of u0 if µ= 1 orU Hn = u0,Hpi (·, tn) is
the elliptic projection (6.32) and H <H0 (with H0 from Theorem 6.4.1) if µ= 2. The constant C
is independent of ∆t , H ,h,ε,δ and the modeling error rmod .
If in addition (H1∗) holds andA ε(x, ·) ∈W 2,∞(Rd ;Rd ) for a.e. x ∈Ω, then the above estimates
hold for ν= 2.
As the quadratic micro convergence (h/ε)2 is optimal for linear homogenization problems, e.g.,
see [3], Theorem 6.4.2 provides sharp micro error estimates for sufficiently smooth multiscale
problems (6.4).
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Finally, we present explicit estimates for the modeling error rmod supposing that the spatial
heterogeneities of the mapsA ε are locally periodic and Lipschitz continuous with respect to
the macroscopic variable, i.e.,
(H2) the mapsA ε are locally periodic, i.e.,A ε(x,ξ)=A ε(x, x/ε,ξ)=A (x, y,ξ) withA (x, y,ξ)
being Y -periodic in y and satisfying (for ξ ∈Rd , a.e. y ∈ Y )∣∣A (x1, y,ξ)−A (x2, y,ξ)∣∣≤C |x1−x2|(L0+|ξ|), ∀x1, x2 ∈Ω.
We note, that the collocationA ε(xK , x/ε,ξ) at the quadrature nodes xK is advantageous if the
decompositionA ε(x,ξ)=A ε(x, x/ε,ξ) is explicitly known.
Theorem 6.4.3. Assume that the mapA ε satisfies (A0−2) and (H2). For any v H ∈ S10(Ω,TH ),
the modeling error rmod (∇v H ) defined in (6.26) is then bounded by
rmod (∇v H )≤

0,
if W (Kδ)=H 1per (Kδ),δ/ε ∈N and
A ε =A (xK , x/ε,ξ) collocated at xK ,
C 1mod δ, if W (Kδ)=H 1per (Kδ),δ/ε ∈N,
C 2mod (δ+
p
ε/δ), if W (Kδ)=H 10 (Kδ),δ> ε,
with C 1mod and C
2
mod given by
C 1mod =C (L0+‖∇v H‖L2(Ω)), C 2mod =C (C 1mod + maxK∈TH ‖χ
∇v H (xK )(xK , ·)‖W 1,∞(Y )),
where χξ(xK , ·), for ξ ∈ Rd , K ∈ TH , denote the exact solutions to the homogenization cell
problems (6.50) and C is independent of ∆t , H ,h,ε,δ and v H .
We note, that combining periodic coupling and collocation is optimal for locally periodic maps
A ε. Further, the regularity hypothesis χξ(xK , ·) ∈W 1,∞(Y ) is a common assumption to bound
the resonance error (when using Dirichlet coupling) for linear homogenization problems,
see [81, Theorem 1.2] and Section 3.5.3.
Refinement strategies. The fully discrete a priori error estimates from Theorem 6.4.2 reveal
that simultaneous refinement of macro and micro meshes is needed for convergence of the
spatial errors. For instance, consider a sufficiently smooth problem (6.4) with locally periodic
mapsA ε. If using periodic coupling and collocation ofA ε for the multiscale method (6.10),
then we have, under the conditions from Theorems 6.4.2 and 6.4.3,
max1≤n≤N
∥∥u0(·, tn)−uHn ∥∥L2(Ω) ≤ C[∆t +H 2+ (hε )2],(
∆t
∑N
n=1
∥∥∇u0(·, tn)−∇uHn ∥∥2L2(Ω))1/2 ≤ C[∆t +H + (hε )2], (6.27)
i.e., robust convergence of uHn towards the homogenized solution u
0. Further, an efficient
decrease of the spatial errors in the C 0(L2) norm is obtained when refining the spatial grids
159
Chapter 6. The FE-HMM for nonlinear monotone problems
TH andTh according to h/ε∼H . Similarly, balancing macro and micro spatial errors in the
L2(H 1) norm leads to h/ε∼pH . Those refinement strategies allow to obtain convergence at
optimal computational cost.
Complexity. We note that the numerical upscaling used in (6.10) leads to computational cost
that are independent of the size of the small oscillations ε. For instance, let Nmac and Nmi c
denote the number of elements in each dimension for the macro and micro spatial discretiza-
tions, respectively, using quasi-uniform meshes. Then, the macro and micro mesh sizes H and
h scale as H ∼ 1/Nmac and h ∼ δ/Nmi c , respectively. As the size δ of the sampling domains Kδ
is of order O (ε), we find that h/ε∼ 1/Nmi c . Thus, the convergence rates summarized in (6.27)
can be expressed in terms of Nmac and Nmi c , i.e., they are robust with respect to ε, and can be
obtained with O (N dmac N
d
mi c ) spatial degrees of freedom.
6.5 Proof of the main results
In this section, we prove Theorems 6.4.1, 6.4.2 and 6.4.3. We split the total error according to
‖u0−uHn ‖ ≤ ‖u0−U Hn ‖+‖U Hn −uHn ‖, whereU Hn is an approximation of the exact solution u0
in S10(Ω,TH ). While choosingU
H
n as the nodal interpolant of u
0 is sufficient to obtain optimal
L2(H 1) estimates, an elliptic projection of u0 is needed for the optimal C 0(L2) estimates. This
is well-known for linear problems [167]. As mentioned in the introduction, we will introduce a
new elliptic projection for nonlinear monotone problems for our analysis.
6.5.1 Preliminaries
We next recall the nodal interpolant and defined the elliptic projection of the homogenized
solution u0 and derive their approximation properties.
Nodal interpolant. Let IH : C 0(Ω)→ S1(Ω,TH ) be the usual nodal interpolant, where the
FE-space S1(Ω,TH ) is defined like S10(Ω,TH ) in (6.8), but without zero boundary conditions.
Then, for k ∈ {1,2}, we have the bounds, see [62, Theorem 3.1.6],
‖IH z‖H 1(Ω) ≤C‖z‖H 2(Ω), ‖IH z− z‖H 2−k (Ω) ≤C H k‖z‖H 2(Ω), ∀z ∈H 2(Ω), (6.28)
‖IH z‖W 1,∞(Ω) ≤C‖z‖W 1,∞(Ω), ∀z ∈W 1,∞(Ω). (6.29)
We note that for z ∈C 0(Ω)∩H 10 (Ω) it holds thatIH z ∈ S10(Ω,TH ).
Remark 6.5.1. If u0,∂t u0 ∈ C 0([0,T ], H 2(Ω)), then the interpolation operator IH and the
differentiation ∂t with respect to the time variable can be interchanged, i.e.,IH (∂t u0(x, t ))=
∂t (IH u0(x, t)) on Ω× [0,T ]. Thus the L2 error estimate ‖∂t u0(·, t)− ∂t (IH u0(·, t))‖L2(Ω) ≤
C H 2‖∂t u0(·, t )‖H 2(Ω) holds.
Auxiliary results. The next lemma, where we show important properties for the derivative of
A ε(x,ξ) with respect to ξ, is a preliminary step for defining the elliptic projection.
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Lemma 6.5.2. LetA : Ω×Rd →Rd satisfyA (x, ·) ∈C 1(Rd ;Rd ) for a.e. x ∈Ω. Then, the map
A satisfies the hypotheses (A1−2) if and only if DξA (x,ξ) is uniformly elliptic and bounded, i.e.,
DξA (x,ξ)η ·η≥λ
∣∣η∣∣2, ∣∣DξA (x,ξ)η∣∣≤ L ∣∣η∣∣, ∀ξ,η ∈Rd , a.e. x ∈Ω.
Proof. Let ξ,η ∈ Rd . For a.e. x ∈Ω, combining the monotonicity (A2) and the regularity of
A (x, ·) yields
DξA (x,ξ)η ·η= lim
t→0
[
(A (x,ξ+ tη)−A (x,ξ)) ·η] t−1 ≥λ lim
t→0
∣∣tη∣∣2t−2 =λ∣∣η∣∣2.
Similarly, the Lipschitz continuity (A1) leads to |DξA (x,ξ)η| ≤ L|η|. The converse is proved
using
A (x,ξ)−A (x,η)=
∫ 1
0
DξA (x,η+τ(ξ−η))(ξ−η)dτ, a.e. x ∈Ω.
Remark. We note that ifA (x, ·) ∈C 1(Rd ;Rd ) the identity
A (x,ξ+η)=A (x,ξ)+DξA (x,ξ)η+
∫ 1
0
DξA (x,ξ+τη)−DξA (x,ξ)dτη, (6.30)
holds for ξ,η ∈ Rd and a.e. x ∈ Ω. If additionally DξA (x, ·) is Lipschitz continuous (with
Lipschitz constant Lx ), e.g.,A (x, ·) ∈W 2,∞(Rd ;Rd ), we obtain∣∣∣∣∫
Ω
[
A (x,∇v +∇w)−A (x,∇v)−DξA (x,∇v) ·∇w
] ·∇z d x∣∣∣∣≤ LA ‖w‖2W 1,4(Ω)‖z‖H 1(Ω), (6.31)
for v, w ∈W 1,4(Ω), z ∈H 1(Ω) and where LA = esssupx∈ΩLx .
Elliptic projection. Let u0(x, t) ∈ E be the exact solution of the homogenized problem (6.7).
The elliptic projection u0,Hpi (·, t ) of u0(·, t ) is given by the variational problem: find u0,Hpi (·, t ) ∈
S10(Ω,TH ) such that
Bpi(t ;u
0,H
pi (·, t ), w H )=Bpi(t ;u0(·, t ), w H ), ∀w H ∈ S10(Ω,TH ), (6.32)
where, for a.e. t ∈ (0,T ), the bilinear form Bpi is defined as, for v, w ∈H 10 (Ω),
Bpi(t ; v, w)=
∫
Ω
A0(x, t )∇v ·∇w d x, withA0(x, t )=DξA 0(x,∇u0(x, t )), (6.33)
for a.e. (x, t) ∈ Ω× (0,T ). The existence and uniqueness of the elliptic projection u0,Hpi (·, t)
defined in (6.32) is studied in Lemma 6.5.3.
At the discrete times tn we use the notation u
0,H
pi,n = u0,Hpi (·, tn), for 0≤ n ≤N . Note that for a lin-
ear problem we recover the tensorA0(x, t )= a0(x, t ) and ∂tA0(x, t )= ∂t a0(x, t ) as considered
in [167, 153, 31].
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Lemma 6.5.3. Let A 0 satisfy (A1−2) and A 0(x, ·) ∈C 1(Rd ;Rd ) for a.e. x ∈Ω. If the homoge-
nized solution u0 satisfies u0 ∈ L2(0,T ; H 10 (Ω)), then, for a.e. t ∈ (0,T ), the bilinear form Bpi
given by (6.33) is uniformly elliptic and bounded and there exists a unique solution u0,Hpi (·, t)
to (6.32). Further, we have
∥∥∇u0,Hpi (·, t )∥∥L2(Ω) ≤ Lλ∥∥∇u0(·, t )∥∥L2(Ω), a.e. t ∈ (0,T ). (6.34)
Proof. First, due to Lemma 6.5.2 and the regularity of u0 the tensor A0 has the smooth-
ness A0i j ∈ L∞(0,T ;L∞(Ω)), for 1 ≤ i , j ≤ d . Then, using again Lemma 6.5.2 we have that
|Bpi(t ; v, w)| ≤ L‖∇v‖L2(Ω)‖∇w‖L2(Ω) and λ‖∇v‖2L2(Ω) ≤ Bpi(t ; v, v) for v, w ∈ H 10 (Ω) and a.e.
t ∈ (0,T ). Thus, applying the Lax-Milgram theorem concludes the proof.
Lemma 6.5.4. Assume thatA 0 satisfies (A1−2) andA 0(x, ·) ∈C 1(Rd ;Rd ) for a.e. x ∈Ω. Let the
homogenized solution u0 andA0 defined in (6.33) satisfy
u0,∂t u
0 ∈C 0([0,T ], H 10 (Ω)), A0i j ,∂tA0i j ∈C 0([0,T ],L∞(Ω)), for 1≤ i , j ≤ d . (6.35)
Then, the map t 7→ u0,Hpi (·, t ) ∈ S10(Ω,TH ) with u0,Hpi the elliptic projection (6.32) is of class C 1.
Proof. For t ∈ [0,T ], we first introduce the auxiliary function uˆ0,H (·, t ) ∈ S10(Ω,TH ) satisfying
Bpi(t ; uˆ
0,H (·, t ), w H )= Fpi(t ; w H ), ∀w H ∈ S10(Ω,TH ), (6.36)
where for v, w ∈H 10 (Ω) the linear map Fpi is given by
Fpi(t ; w)=Bpi(t ;∂t u0(·, t ), w)+B ′pi(t ;u0(·, t )−u0,Hpi (·, t ), w),
with B ′pi(t ; v, w)=
∫
Ω∂t
(
A0(x, t )
)∇v ·∇w d x. Due to (6.35) the bilinear form B ′pi is bounded and
problem (6.36) has a unique solution uˆ0,H (·, t ) for t ∈ [0,T ].
In what follows, we omit the space variable x for u0,u0,Hpi and uˆ
0,H . Let t , t +τ ∈ [0,T ]. Then,
due to the regularity of u0(t) and A0(x, t) in the time variable t , a simple calculation shows
that ‖u0,Hpi (t )−u0,Hpi (t +τ)‖L2(Ω) → 0 for τ→ 0, i.e., the map t 7→ u0,Hpi (·, t ) is continuous.
Consider the term Bpi(t ;u
0,H
pi (t +τ)−u0,Hpi (t ), w H ) for w H ∈ S10(Ω,TH ). Using the definition of
the elliptic projection (6.32) it holds that
Bpi(t ;u
0,H
pi (t +τ)−u0,Hpi (t ), w H )=Bpi(t ;u0,Hpi (t +τ), w H )−Bpi(t ;u0(t ), w H ) (6.37)
+Bpi(t +τ;u0(t +τ), w H )−Bpi(t +τ;u0,Hpi (t +τ), w H )︸ ︷︷ ︸
=0
.
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Then, we divide (6.37) by τ and subtract (6.36) to obtain
Bpi(t ;τ
−1 [u0,Hpi (t +τ)−u0,Hpi (t )]− uˆ0,H (t ), w H ) (6.38)
= τ−1 [Bpi(t +τ;u0(t +τ), w H )−Bpi(t +τ;u0(t ), w H )]−Bpi(t ;∂t u0(t ), w H )
+τ−1 [Bpi(t +τ;u0(t ), w H )−Bpi(t ;u0(t ), w H )]−B ′pi(t ;u0(t ), w H )
− (τ−1 [Bpi(t +τ;u0,Hpi (t +τ), w H )−Bpi(t ;u0,Hpi (t +τ), w H )]−B ′pi(t ;u0,Hpi (t ), w H )).
We next choose w H = τ−1[u0,Hpi (t+τ)−u0,Hpi (t )]−uˆ0,H (t ) in (6.38), use the ellipticity and bound-
edness of Bpi and combine that with the regularity assumptions (6.35) and the boundedness
of (6.34) of u0,Hpi to obtain∥∥τ−1 [u0,Hpi (t +τ)−u0,Hpi (t )]− uˆ0,H (t )∥∥H 1(Ω) → 0, for τ→ 0.
Hence, ∂t u
0,H
pi (t ) exists and we have ∂t u
0,H
pi = uˆ0,H and ∂t∇u0,Hpi =∇uˆ0,H .
Lemma 6.5.5. Assume thatA 0 satisfies (A1−2) andA 0(x, ·) ∈C 1(Rd ;Rd ) for a.e. x ∈Ω. Let u0
be the solution of the homogenized problem (6.7), u0,Hpi its elliptic projection (6.32) andA
0 the
tensor given by (6.33). Let k ∈ {1,2} and assume
u0,∂t u
0 ∈C 0([0,T ], H 2(Ω)), A0i j ,∂tA0i j ∈C 0([0,T ],W k−1,∞(Ω)), for 1≤ i , j ≤ d .
Then, for any t ∈ [0,T ], we have the error estimates
(i )
∥∥u0,Hpi (·, t )−u0(·, t )∥∥H 1(Ω) ≤C H , (i i i ) ∥∥∂t (u0,Hpi −u0)(·, t )∥∥H 1(Ω) ≤C H ,
(i i )
∥∥u0,Hpi (·, t )−u0(·, t )∥∥L2(Ω) ≤C H k , (i v) ∥∥∂t (u0,Hpi −u0)(·, t )∥∥L2(Ω) ≤C H k ,
where C is independent of H.
Proof. We omit again the space variable x for u0 as well as u0,Hpi and let t ∈ [0,T ]. First, we note
that the estimates (i) and (ii) follow from standard finite element estimates.
(iii) Using the nodal interpolantIH∂t u0(t ), we split the error into two terms∥∥∂t (u0,Hpi (t )−u0(t ))∥∥H 1(Ω) ≤ ∥∥IH∂t u0(t )−∂t u0(t )∥∥H 1(Ω)+∥∥∂t u0,Hpi (t )−IH∂t u0(t )∥∥H 1(Ω),
where the first term can be estimated by (6.28). For the second term, we use Lemma 6.5.4, in
particular (6.36) and the identification ∂t u
0,H
pi (t )= uˆ0,H (t ) in H 1(Ω), to find
λ
∥∥∇(∂t u0,Hpi (t )−∂tIH u0(t ))∥∥2L2(Ω) ≤Bpi(t ;∂t (u0,Hpi (t )−IH u0(t )),∂t (u0,Hpi (t )−IH u0(t )))
=B ′pi(t ;u0(t )−u0,Hpi (t ),∂t u0,Hpi (t )−IH∂t u0(t ))
+Bpi(t ;∂t u0(t )−IH∂t u0(t ),∂t u0,Hpi (t )−IH∂t u0(t )),
from where the estimate (iii) is derived using the boundedness of Bpi,B ′pi, estimate (i) and
bound (6.28).
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(iv) For v = ∂t (u0,Hpi (t )−u0(t )), we consider the dual problem
find ϕv ∈H 10 (Ω) such that Bpi(t ; w,ϕv )= 〈v, w〉L2(Ω), ∀w ∈H 10 (Ω),
where 〈·, ·〉L2(Ω) denotes the L2(Ω) inner product. Using the nodal interpolantIHϕv , the H 2
regularity of ϕv (due to the regularity ofA0 and the convexity of Ω) and equation (6.36) yields∥∥∂t (u0,Hpi (t )−u0(t ))∥∥2L2(Ω) = 〈∂t (u0,Hpi (t )−u0(t )), v〉L2(Ω) =Bpi(t ;∂t (u0,Hpi (t )−u0(t )),ϕv )
=Bpi(t ;∂t (u0,Hpi (t )−u0(t )),ϕv −IHϕv )−B ′pi(t ;u0,Hpi (t )−u0(t ),IHϕv −ϕv )
−B ′pi(t ;u0,Hpi (t )−u0(t ),ϕv ). (6.39)
Integrating by parts the last term of (6.39) and using ∂tA0(·, t ) ∈W 1,∞(Ω) leads to
B ′pi(t ;u
0,H
pi (t )−u0(t ),ϕv )≤C
∥∥u0,Hpi (t )−u0(t )∥∥L2(Ω)∥∥ϕv∥∥H 2(Ω). (6.40)
Finally, combining identity (6.39) and inequality (6.40) with the estimates (i), (ii), (iii) and the
error bound (6.28) concludes the proof.
For the proof of the optimal convergence rate in the discreteC 0(L2) norm we need an estimate
of u0,Hpi (·, t )−u0(·, t ) in the W 1,∞(Ω) norm. Such maximum norm estimates are provided in [52,
Chapter 8].
Lemma 6.5.6. Assume that A 0 satisfies (A1−2) and A 0(x, ·) ∈ C 1(Rd ;Rd ) for a.e. x ∈ Ω.
Let u0 be the solution of the homogenized problem (6.7), u0,Hpi its elliptic projection (6.32),
A0(x, t ) be given by (6.33) and u0,∗(·, t ) ∈H 10 (Ω) be solving the dual problem Bpi(t ; w,u0,∗(·, t ))=
Bpi(t ;u0(·, t ), w) for all w ∈H 10 (Ω). Assume
u0 ∈C 0([0,T ],W 2,∞(Ω)), A0i j ∈C 0([0,T ],W 1,∞(Ω)), 1≤ i , j ≤ d ,
and the ”elliptic regularity”, for t ∈ [0,T ] and 1< p <σ with some σ> d,∥∥u0(·, t )∥∥W 2,p (Ω)+∥∥u0,∗(·, t )∥∥W 2,p (Ω) ≤C∥∥div(A0(·, t )∇u0(·, t ))∥∥Lp (Ω). (6.41)
If {TH }H>0 is a family of quasi-uniform meshes, e.g., see [62, Condition (3.2.28)], then there
exists an H0 > 0 such that for every t ∈ [0,T ] and H <H0∥∥u0,Hpi (·, t )∥∥W 1,∞(Ω) ≤C∥∥u0(·, t )∥∥W 1,∞(Ω), ∥∥u0(·, t )−u0,Hpi (·, t )∥∥W 1,∞(Ω) ≤C H∥∥u0(·, t )∥∥W 2,∞(Ω),
where C is independent of H.
Proof. We recall that the elliptic projection u0,Hpi is the finite element solution to a linear elliptic
problem, see (6.32). We can thus apply the maximum norm error estimates provided by [52,
Theorem 8.1.11 and Corollary 8.1.12].
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6.5.2 Error propagation formula
LetU H (·, t ) ∈ S10(Ω,TH ) be defined for any t ∈ [0,T ] andU Hn =U H (·, tn) for 0≤ n ≤N . Further,
assume that u0,∂t u0 ∈ C 0([0,T ],L2(Ω)). The fundamental tool to derive a priori error esti-
mates using the energy method is the error propagation formula for the error θHn = uHn −U Hn ,
0≤ n ≤N , given by∫
Ω
∂¯tθ
H
n w
H d x+B H (uHn+1; w H )−B H (U Hn+1; w H )
=
∫
Ω
f w H d x−
∫
Ω
∂¯tU
H
n w
H d x−B H (U Hn+1; w H )
=
∫
Ω
[
∂t u
0(x, tn+1)− ∂¯tU Hn
]
w H d x+B 0(u0(·, tn+1); w H )−B H (U Hn+1; w H )
=
∫
Ω
[
∂t u
0(x, tn+1)− ∂¯t u0(x, tn)
]
w H d x (6.42a)
+
∫
Ω
[
∂¯t u
0(x, tn)− ∂¯tU Hn
]
w H d x (6.42b)
+B 0(u0(·, tn+1); w H )−B 0(U Hn+1; w H ) (6.42c)
+B 0(U Hn+1; w H )− Bˆ 0(U Hn+1; w H ) (6.42d)
+ Bˆ 0(U Hn+1; w H )−B H (U Hn+1; w H ), (6.42e)
where w H ∈ S10(Ω,TH ) is arbitrary, u0 is the exact solution to the homogenized problem (6.7)
and the forms B 0, Bˆ 0 and B H are given by (6.17), (6.18) and (6.11), respectively.
In the error propagation formula (6.42) we already performed the error decomposition into
different components. While the term (6.42a) accounts for the error due to the time dis-
cretization scheme, the terms (6.42b) and (6.42c) consists of the finite element error at the
discrete time levels tn . Further, the influence of quadrature formula (6.9) is captured by the
difference (6.42d). While the components (6.42a) – (6.42d) are independent of the multi-
scale nature of the method (6.10), i.e., they represent temporal and macro spatial errors, the
last term (6.42e) is solely due to the upscaling strategy consisting of micro simulations and
averaging techniques. Thus we call term (6.42e) the HMM error.
In our subsequent analysis, we first estimate in Section 6.5.3 the different components of the
temporal and macro spatial errors, for eitherU H (·, t )=IH u0(·, t ) orU H (·, t )= u0,Hpi (·, t ), and
secondly we derive explicit estimates for the HMM error consisting of modeling and micro
errors in Section 6.5.4.
6.5.3 Temporal and macro spatial errors
In this section, we provide explicit error bounds for the terms (6.42a) – (6.42d).
Time discretization error. We start by estimating the error due to the discretization in time
by the backward Euler method, i.e., by estimating term (6.42a).
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Lemma 6.5.7. Let u0 the solution of the homogenized problem (6.7) satisfy u0,∂t u0,∂2t u
0 ∈
C 0([0,T ],L2(Ω)). Then, for w H ∈ S10(Ω,TH ) and 0≤ n ≤N −1, we obtain for term (6.42a)∣∣∣∣∫
Ω
[
∂t u
0(x, tn+1)− ∂¯t u0(x, tn)
]
w H d x
∣∣∣∣≤C∆t∥∥∂2t u0∥∥C 0([0,T ],L2(Ω))∥∥w H∥∥L2(Ω),
where C is independent of ∆t and H.
Proof. Let w H ∈ S10(Ω,TH ). As u0,∂t u0 ∈C 0([0,T ],L2(Ω)) we have∫
Ω
∂¯t u
0(x, tn)w
H d x = 1
∆t
∫ tn+1
tn
∫
Ω
∂t u
0(x, s)w H d x d s. (6.43)
Further, due to the regularity ∂t u0,∂2t u
0 ∈ C 0([0,T ],L2(Ω)), similar results hold if ∂t u0 and
∂2t u
0 is substitute to u0 and ∂t u0, respectively. Hence, combining that with (6.43) yields∫
Ω
[
∂t u
0(x, tn+1)− ∂¯t u0(x, tn)
]
w H d x = 1
∆t
∫ tn+1
tn
∫ tn+1
s
∫
Ω
∂2t u
0(x,τ)w H d x dτd s,
from where the result of Lemma 6.5.7 follows.
Macro finite element error. Next, in Lemma 6.5.8 and Lemma 6.5.9, we estimate the spatial
macro error terms (6.42b) and (6.42c), respectively.
Lemma 6.5.8. Let u0 be the solution of the homogenized problem (6.4) and let eitherU Hn =
IH u0(·, tn) be its nodal interpolant orU Hn = u0,Hpi,n its elliptic projection (6.32), for 0≤ n ≤N −1.
Assume that u0,∂t u0 ∈C 0([0,T ], H 2(Ω)) and additionally, ifU Hn = u0,Hpi,n , thatA0 given by (6.33)
satisfies (6.24b). Then,∣∣∣∣∫
Ω
[
∂¯t u
0(x, tn)− ∂¯tU Hn
]
w H d x
∣∣∣∣≤C H 2∥∥u0∥∥C 0([0,T ],H 2(Ω))∥∥w H∥∥L2(Ω),
for every w H ∈ S10(Ω,TH ) with a constant C independent of ∆t and H.
Proof. As IH u0,∂tIH u0 ∈C 0([0,T ],S10(Ω,TH )) and u0,Hpi ,∂t u0,Hpi ∈C 0([0,T ],S10(Ω,TH )), see
Remark 6.5.1 and Lemma 6.5.4, respectively, equation (6.43) holds analogously for u0 substi-
tuted byU H . Thus, for w H ∈ S10(Ω,TH ), we obtain∣∣∣∣∫
Ω
[
∂¯t u
0(x, tn)− ∂¯tU Hn
]
w H d x
∣∣∣∣≤ 1∆t
∫ tn+1
tn
∥∥∂t u0(x, s)−∂tU H (x, s)∥∥L2(Ω)∥∥w H∥∥L2(Ω)d s,
and the estimate from Remark 6.5.1 and Lemma 6.5.5 conclude the proof.
While in Lemma 6.5.8 optimal quadratic convergence of order O (H 2) is obtained for both
choicesU Hn =IH u0(x, tn) andU Hn = u0,Hpi,n , in Lemma 6.5.9 the optimal convergence rate is
only obtained forU Hn = u0,Hpi,n (due to its particular definition (6.32)).
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Lemma 6.5.9. Let u0 be the solution of the homogenized problem (6.7),IH u0 its nodal inter-
polant, u0,Hpi its elliptic projection (6.32) and B
0 be given by (6.17). Assume thatA 0 satisfies (A1)
and u0 ∈C 0([0,T ], H 2(Ω)). Further, let w H ∈ S10(Ω,TH ) and 0≤ n ≤N −1.
(i) IfU Hn+1 =IH u0(·, tn+1), then∣∣B 0(u0(·, tn+1); w H )−B 0(U Hn+1; w H )∣∣≤C H∥∥u0∥∥C 0([0,T ],H 2(Ω))∥∥∇w H∥∥L2(Ω),
where C is independent of ∆t and H.
(ii) IfU Hn+1 = u0,Hpi,n+1, we additionally assume (A2), hypotheses (6.24a) for u0 andA 0, quasi-
uniformity and elliptic regularity (6.24c) as well as regularityA0i j ∈C 0([0,T ],W 1,∞(Ω))
(for 1 ≤ i , j ≤ d) with A0 given in (6.33). Then, there exists an H0 > 0 such that for all
H <H0 we have∣∣B 0(u0(·, tn+1); w H )−B 0(U Hn+1; w H )∣∣≤C LA 0 H 2∥∥u0∥∥2C 0([0,T ],W 2,∞(Ω))∥∥∇w H∥∥L2(Ω),
where LA 0 = esssupx∈Ω ‖DξA 0(x, ·)‖W 1,∞(Rd ;Rd ) and C is independent of ∆t and H.
Proof. In the case thatU Hn+1 =IH u0(·, tn+1), the Lipschitz continuity (A1) ofA 0 yields∣∣B 0(u0(·, tn+1); w H )−B 0(IH u0(·, tn+1); w H )∣∣
≤ L∥∥∇u0(·, tn+1)−∇IH u0(·, tn+1)∥∥L2(Ω)∥∥∇w H∥∥L2(Ω).
Then, the interpolation estimate (6.28) leads to the estimate (i).
We turn now to the caseU Hn+1 = u0,Hpi,n+1. Using the Taylor formula (6.30) and the definition of
the elliptic projection (6.32) we derive
B 0(u0(·, tn+1); w H )−B 0(u0,Hpi,n+1; w H )=
∫
Ω
[
A 0(x,∇u0(x, tn+1))−A 0(x,∇u0,Hpi,n+1)
]
·∇w H d x
=
∫
Ω
DξA
0(x,∇u0(x, tn+1))(∇u0,Hpi,n+1−∇u0(x, tn+1)) ·∇w H d x︸ ︷︷ ︸
Bpi(tn+1;u0,Hpi,n+1−u0(·,tn+1),w H )=0
+
∫
Ω
∫ 1
0
{
DξA
0
(
x,∇u0(x, tn+1)+τ
[
∇u0,Hpi,n+1−∇u0(x, tn+1)
])
−DξA 0
(
x,∇u0(x, tn+1)
)}
dτ
[
∇u0,Hpi,n+1−∇u0(x, tn+1)
]
·∇w H d x
≤ LA 0
∥∥∥u0(·, tn+1)−u0,Hpi,n+1∥∥∥2W 1,4(Ω)∥∥∇w H∥∥L2(Ω),
where we used the estimate (6.31). To conclude, we use the W 1,∞ bounds of Lemma 6.5.6.
Quadrature error. Estimating the effect of the barycentric quadrature (6.9) used in the multi-
scale method (6.10) is achieved by comparing the maps B 0 and Bˆ 0 given by (6.17) and (6.18),
respectively. To estimate the term (6.42d) we first derive the following result.
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Lemma 6.5.10. Assume thatA 0 satisfies the hypothesis (6.23b) for µ= 1 or µ= 2. Let B 0 and
Bˆ 0 be given by (6.17) and (6.18), respectively. Then, the error due to the quadrature (6.9) is
bounded by ∣∣B 0(v H ; w H )− Bˆ 0(v H ; w H )∣∣≤C Hµ(L0+∥∥∇v H∥∥L2(Ω))∥∥∇w H∥∥L2(Ω),
for any v H , w H ∈ S10(Ω,TH ) and where C is independent of H.
Proof. Let v H , w H ∈ S10(Ω,TH ) and consider first µ= 1. As the gradients ∇v H and ∇w H are
piecewise constant, we have from (6.17) and (6.18) that
B 0(v H ; w H )− Bˆ 0(v H ; w H )= ∑
K∈TH
∫
K
[
A 0(x,∇v H (xK ))−A 0(xK ,∇v H (xK ))
] ·∇w H (xK )d x.
The uniform Lipschitz continuity (6.23b) ofA 0 in the space variable x then yields the result.
For µ= 2, an application of [63, Theorem 6] yields∣∣B 0(v H ; w H )− Bˆ 0(v H ; w H )∣∣≤C H 2∥∥A 0(x,∇v H )∥∥H¯ 2(Ω)∥∥∇w H∥∥L2(Ω),
where ‖ · ‖2
H¯ 2(Ω)
=∑K∈TH ‖ · ‖2H 2(K ) denotes a broken Sobolev norm. Let the k-th coordinate
function ofA 0 be denoted byA 0(k), for 1≤ k ≤ d . Then, for 1≤ i , j ,k ≤ d and a.e. x ∈Ω, the
(weak) derivatives ofA 0(x,∇v H ) are given by
∂xi
[
A 0(k)(x,∇v H (x))
]
= ∂xiA 0(k)(x,∇v H (x)), ∂x j xi
[
A 0(k)(x,∇v H (x))
]
= ∂x j xiA 0(k)(x,∇v H (x)),
as ∇v H is piecewise constant. We conclude the proof by observing that for any K ∈TH we
have ‖A 0(x,∇v H (xK ))‖H 2(K ) ≤C (L0+|∇v H (xK )|) due to (6.23b).
Remark. For a linear problemA 0(x,ξ)= a0(x)ξ, with a0 ∈ (L∞(Ω))d×d , the regularity assump-
tion of (6.23b) becomes a0 ∈W 2,∞(Ω), which is used for FEM based on numerical integration
for linear problems, see [153]. Then, the bounds of (6.23b) are valid for L0 = 0.
With the Lemma 6.5.10 at hand, the term (6.42d) can be estimated immediately.
Corollary 6.5.11. Let u0 be the solution of the homogenized problem (6.7), IH u0 its nodal
interpolant, u0,Hpi its elliptic projection (6.32) and consider the maps B
0 and Bˆ 0 given by (6.17)
and (6.18), respectively. Let 0≤ n ≤N −1. IfU Hn+1 =IH u0(·, tn+1), let µ= 1. IfU Hn+1 = u0,Hpi,n+1,
let µ = 2 and assume that A 0 satisfies (A0−2) as well as A 0(x, ·) ∈ C 1(Rd ;Rd ) for a.e. x ∈Ω.
Then, if A 0 satisfies the hypothesis (6.23b) (depends on µ) and u0 ∈ C 0([0,T ], H 3−µ(Ω)), we
have for every w H ∈ S10(Ω,TH ) that∣∣B 0(U Hn+1; w H )− Bˆ 0(U Hn+1; w H )∣∣≤C Hµ(L0+∥∥u0∥∥C 0([0,T ],H 3−µ(Ω)))∥∥∇w H∥∥L2(Ω),
where C is independent of ∆t and H.
168
6.5. Proof of the main results
HMM upscaling error rH M M . The last term (6.42e) in the error propagation formula (6.42)
quantifies the HMM error, which is only due to the upscaling procedure intrinsically built into
the multiscale method (6.10) and which can be bounded using rH M M introduced in (6.22).
Let w H ∈ S10(Ω,TH ) and 0≤ n ≤N −1. Let eitherU Hn+1 =IH u0(·, tn+1) orU Hn+1 = u0,Hpi,n+1, we
obtain ∣∣Bˆ 0(U Hn+1; w H )−B H (U Hn+1; w H )∣∣≤ rH M M (∇U Hn+1)∥∥∇w H∥∥L2(Ω). (6.44)
Explicit error estimates for rH M M are derived in Section 6.5.4.
Proof of Theorem 6.4.1. Recall that θHn = uHn −U Hn for 0≤ n ≤N . First, we provide the proof
of Theorem 6.4.1 for µ= 2 andU Hn = u0,Hpi,n , for all 0≤ n ≤N . Let 0≤ n ≤N −1 and use the error
propagation formula (6.42) with the test function θHn+1. Combining that with the inequality
1/2 ∂¯t‖θHn ‖2L2(Ω) ≤
∫
Ω ∂¯tθ
H
n θ
H
n+1d x and the monotonicity of B
H , see Lemma 6.3.3, leads to
1
2
∂¯t
∥∥θHn ∥∥2L2(Ω)+λ∥∥∇θHn+1∥∥2L2(Ω) ≤ ∫
Ω
∂¯tθ
H
n θ
H
n+1d x+B H (uHn+1;θHn+1)−B H (u0,Hpi,n+1;θHn+1)
≤C (∆t +H 2+ rH M M (∇u0,Hpi,n+1))
∥∥∇θHn+1∥∥L2(Ω)
≤C (∆t 2+H 4+ rH M M (∇u0,Hpi,n+1)2)+
λ
2
∥∥∇θHn+1∥∥2L2(Ω),
where the terms (6.42a), (6.42b), (6.42c), (6.42d) and (6.42e) are estimated using the results of
Lemmas 6.5.7, 6.5.8, 6.5.9, Corollary 6.5.11, and inequality (6.44), respectively, and rH M M is
defined in (6.22). Then, subtracting λ/2‖∇θHn+1‖2L2(Ω) on both sides and multiplying by 2∆t
yields∥∥θHn+1∥∥2L2(Ω)−∥∥θHn ∥∥2L2(Ω)+λ∆t∥∥∇θHn+1∥∥2L2(Ω) ≤C∆t (∆t 2+H 4+ rH M M (∇u0,Hpi,n+1)2). (6.45)
Summing the inequality (6.45) from n = 0 to n =N −1 and combining that with Lemma 6.5.5
concludes the proof for µ = 2 and U Hn = u0,Hpi,n . For µ = 1 and U Hn = IH u0(·, tn), the result
follows analogously using (6.28).
6.5.4 Explicit estimates for the HMM upscaling error rH M M
We recall, that the nonlinear error functional rH M M given in (6.22) can be decomposed using
the micro error functional rmi c and the modeling error functional rmod defined in (6.25)
and (6.26). First, the micro error rmi c , due to the finite element approximation of the micro
problems (6.13), is estimated in Lemmas 6.5.13 and 6.5.14. Secondly, the modeling error rmod
for (spatially) locally periodic mapsA ε(x,ξ) is studied in Lemmas 6.5.16, 6.5.17 and 6.5.18. We
emphasize that the estimates for the modeling error are the only results that rely on specific
assumptions about the spatial heterogeneities ofA ε(x,ξ).
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Micro error
Under classical regularity assumptions on χ¯ξK , which is the exact solution to the micro prob-
lem (6.15), see (H1), we derive robust linear convergence, i.e., a convergence rate independent
of the small scale ε, see Lemma 6.5.13. Introducing an auxiliary adjoint problem (6.46) and
assuming regularity (H1∗) of its solution, a quadratic convergence is shown in Lemma 6.5.14.
First, we derive a preparatory result used later on in Lemma 6.5.13 and Lemma 6.5.14.
Lemma 6.5.12. Assume that A ε satisfies (A0−2). Let ξ ∈ Rd , K ∈ TH and χ¯ξK ∈ W (Kδ) and
χ
ξ,h
K ∈ S1(Kδ,Th) be the solutions of (6.15) and (6.14), respectively, with the same coupling
condition (either W (Kδ)=H 1per (Kδ) or W (Kδ)=H 10 (Kδ)). If χ¯ξK satisfies (H1), then we have the
a priori error estimate ∥∥∥∇χ¯ξK −∇χξ,hK ∥∥∥L2(Kδ) ≤C hε (L0+|ξ|)√|Kδ|,
where C is independent of H ,h,δ and ε.
Proof. We recall, that the micro problems (6.15) and (6.14) can be reformulated using the map
aξK introduced in (6.19), which is strongly monotone and Lipschitz continuous in the first
variable as well as linear and continuous in the second variable. Thus, the analysis of FEM for
monotone elliptic problems applies, e.g., see [62, Theorem 5.3.5].
Without any additional tools we can derive a first estimate for the micro error rmi c .
Lemma 6.5.13. Assume thatA ε satisfies (A0−2) and (H1) holds. For any v H ∈ S10(Ω,TH ) and
either periodic coupling W (Kδ)=H 1per (Kδ) or Dirichlet coupling W (Kδ)=H 10 (Kδ) for the micro
problems (6.13), the micro error rmi c (∇v H ) defined in (6.25) can be estimated by
rmi c (∇v H )≤C h
ε
(
L0+
∥∥∇v H∥∥L2(Ω)),
where C is independent of H ,h,δ and ε.
Proof. Due to the definition (6.25) of rmi c , we estimate the difference A¯ 0K (ξ)−A 0,hK (ξ) given
by (6.16) for ξ ∈Rd and K ∈TH . Let χξ,hK and χ¯ξK be the solutions to the micro problems (6.14)
and (6.15), respectively, with the same coupling condition (either periodic or Dirichlet cou-
pling) on the sampling domain Kδ associated to K .
Then, the definition (6.16), the Lipschitz continuity (A1) ofA ε and Lemma 6.5.12 yield∣∣∣A¯ 0K (ξ)−A 0,hK (ξ)∣∣∣≤ 1|Kδ|
∫
Kδ
∣∣∣A ε(x,ξ+∇χ¯ξK )−A ε(x,ξ+∇χξ,hK )∣∣∣d x
≤ L 1√|Kδ|
∥∥∥∇χ¯ξK −∇χξ,hK ∥∥∥L2(Kδ) ≤C hε (L0+|ξ|),
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from where the result follows by using the definition (6.25) of rmi c .
In [3, 6, 34] a quadratic convergence of the order (h/ε)2 has been shown for linear micro
problems (6.13), i.e., for data A ε(x,ξ) = aε(x)ξ. Thus, the estimate of Lemma 6.5.13 is in
general non-optimal. We note that an adjoint micro problem was used to prove the quadratic
convergence for non-symmetric tensors aε(x), see [34, Lemma 4.6] for a short proof. In this
view, we introduce the following linear auxiliary micro problems: for ξ ∈ Rd , 1 ≤ j ≤ d and
K ∈TH , find X¯ ξ, jK ∈W (Kδ) such that∫
Kδ
(
DξA
ε(x,ξ+∇χ¯ξK )
)T
(e j +∇X¯ ξ, jK ) ·∇z d x = 0, ∀z ∈W (Kδ), (6.46)
where Kδ is the sampling domain associated to K and χ¯
ξ
K solves the cell problem (6.15).
We note that problem (6.46) admits a unique solution if A ε satisfies (A0−2) and A ε(x, ·) ∈
C 1(Rd ;Rd ), as then the Jacobian DξA
ε is uniformly bounded and elliptic, see Lemma 6.5.2.
Remark. We note, that for a linear mapA ε(x,ξ)= aε(x)ξ the derivative DξA ε is simply given
by DξA
ε(x,ξ)= aε(x). Thus, the auxiliary micro problem (6.46) reduces to∫
Kδ
aε(x)T (e j +∇X¯ ξ, jK ) ·∇z d x = 0, ∀z ∈W (Kδ), (6.47)
which is independent of the corrector χ¯ξK and ξ ∈ Rd . Indeed, we recover the adjoint micro
problem used to analyze linear homogenization problems, e.g., see [34].
Lemma 6.5.14. Assume thatA ε satisfies (A0−2),A ε(x, ·) ∈W 2,∞(Rd ;Rd ) and (H1), (H1∗) hold.
For any v H ∈ S10(Ω,TH ) and either periodic coupling W (Kδ)=H 1per (Kδ) or Dirichlet coupling
W (Kδ)=H 10 (Kδ) for the micro problems (6.13), the micro error rmi c (∇v H ) defined in (6.25) can
be estimated by
rmi c (∇v H )≤C
(
h
ε
)2(
L0+L20+
∥∥∇v H∥∥L2(Ω)+∥∥∇v H∥∥2L4(Ω)),
where C is independent of H ,h,δ and ε.
Proof. Again, like in Lemma 6.5.13, we estimate the differenceA 0,hK (ξ)− A¯ 0K (ξ) for ξ ∈Rd and
K ∈TH (with associated sampling domain Kδ), where A¯ 0K (ξ) andA 0,hK (ξ) are given by (6.16).
They are based on the solutions χ¯ξK and χ
ξ,h
K to the micro problems (6.15) and (6.14), respec-
tively, solved with the same coupling condition. Let 1≤ j ≤ d , then
A 0,hK (ξ)− A¯ 0K (ξ) ·e j ·e j =
1
|Kδ|
∫
Kδ
[
A ε(x,ξ+∇χξ,hK )−A ε(x,ξ+∇χ¯ξK )
]
·e j d x
= 1|Kδ|
∫
Kδ
[
A ε(x,ξ+∇χξ,hK )−A ε(x,ξ+∇χ¯ξK )
]
·
(
e j +∇Ih X¯ ξ, jK
)
d x,
where the Galerkin orthogonality for monotone FEM is used andIh X¯
ξ, j
K ∈ S1(Kδ,Th) is the
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nodal interpolant of X¯ ξ, jK on Kδ. Further, we apply the Taylor formula (6.30) and use that X¯
ξ, j
K
solves (6.46)
[A 0,hK (ξ)− A¯ 0K (ξ)] ·e j =
1
|Kδ|
∫
Kδ
DξA
ε(x,ξ+∇χ¯ξK )(∇χξ,hK −∇χ¯ξK ) · (e j +∇Ih X¯
ξ, j
K )d x
+ 1|Kδ|
∫
Kδ
∫ 1
0
DξA
ε(x,ξ+∇χ¯ξK +τ(∇χξ,hK −∇χ¯ξK ))−DξA ε(x,ξ+∇χ¯ξK )dτ
× (∇χξ,hK −∇χ¯ξK ) · (e j +∇Ih X¯
ξ, j
K )d x
= 1|Kδ|
∫
Kδ
DξA
ε(x,ξ+∇χ¯ξK )(∇χξ,hK −∇χ¯ξK ) · (∇Ih X¯
ξ, j
K −∇X¯
ξ, j
K )d x
+ 1|Kδ|
∫
Kδ
∫ 1
0
DξA
ε(x,ξ+∇χ¯ξK +τ(∇χξ,hK −∇χ¯ξK ))−DξA ε(x,ξ+∇χ¯ξK )dτ
× (∇χξ,hK −∇χ¯ξK ) · (e j +∇Ih X¯
ξ, j
K )d x.
Then, the uniform boundedness and the Lipschitz continuity of DξA
ε(x, ·) yield
∣∣∣A 0,hK (ξ) ·e j − A¯ 0K (ξ) ·e j ∣∣∣≤ L|Kδ|
∥∥∥∇χξ,hK −∇χ¯ξK ∥∥∥L2(Kδ)
∥∥∥∇Ih X¯ ξ, jK −∇X¯ ξ, jK ∥∥∥L2(Kδ)
+ C|Kδ|
∥∥∥∇χξ,hK −∇χ¯ξK ∥∥∥2L2(Kδ)
(
1+
∣∣∣Ih X¯ ξ, jK ∣∣∣W 1,∞(Kδ)
)
(6.48)
≤C
(
h
ε
)2
(L0+L20+|ξ|+ |ξ|2)
(
1+
∣∣∣Ih X¯ ξ, jK ∣∣∣W 1,∞(Kδ)
)
,
where we applied Lemma 6.5.12 (using assumption (H1)) and the standard H 1 interpola-
tion error estimate (6.28) for the nodal interpolation operator Ih on Kδ (using assump-
tion (i) from (H1∗)). Further, the bound (6.29) for Ih and hypothesis (ii) from (H1∗) yield
|Ih X¯ ξ, jK |W 1,∞(Kδ) ≤C . Then, the result follows from the definition (6.25) of rmi c .
Proof of Theorem 6.4.2. We combine the results of Theorem 6.4.1 with the estimates derived
in Lemma 6.5.13 and Lemma 6.5.14, with v H =U Hn for 1 ≤ n ≤ N , for linear and quadratic
micro convergence, respectively. We note that ‖∇U Hn ‖L2(Ω) and ‖∇U Hn ‖L4(Ω) are bounded for
bothU Hn =IH u0(·, tn) the nodal interpolant of the homogenized solution u0 andU Hn = u0,Hpi,n
the elliptic projection (6.32). In particular, we have ‖∇IH u0(·, tn)‖L4(Ω) ≤ C‖u0(·, tn)‖H 2(Ω),
from classical interpolation results, see [62, Theorem 3.1.6], and the bound of Lemma 6.5.6
yields ‖∇u0,Hpi,n ‖L4(Ω) ≤C‖u0(·, tn)‖W 1,∞(Ω).
Modeling error
In this section, we assume that A ε has locally periodic spatial heterogeneities. With this
structural assumption, an explicit representation ofA 0 can be derived. This representation
allows to estimate the modeling error rmod explicitly including the influence of the bound-
ary conditions chosen for W (Kδ) in (6.12), the sampling domain size δ and the absence of
collocation ofA (x, x/ε,ξ) in the slow variable x.
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Periodic homogenization. As we are considering locally periodic mapsA ε independent of the
time variable t , we can use the representation ofA 0 derived in the case of monotone elliptic
problems −div(A ε(x,∇uε)) = f in Ω, see [159, Theorem 8.1]. In particular, let A ε satisfy
conditions (A0−2) uniformly for ε> 0 and assume thatA ε(x,ξ)=A (x, x/ε,ξ), whereA (x, y,ξ)
is Y -periodic in y , i.e., A ε is locally periodic. Then, see [110, Section 3], the homogenized
mapA 0 is explicitly given by
A 0(x,ξ)=
∫
Y
A (x, y,ξ+∇χξ(x, y))d y, (6.49)
where x ∈ Ω, ξ ∈ Rd and χξ(x, ·) ∈H 1per (Y ) solves the cell problem: find χξ(x, ·) ∈H 1per (Y )
such that ∫
Y
A (x, y,ξ+∇χξ(x, y)) ·∇z d y = 0, ∀z ∈H 1per (Y ). (6.50)
Collocation in the slow variable. If the explicit decomposition between macro and micro
scales is known for a locally periodic mapA ε, we can collocate the mapA (x, x/ε,ξ) in the
slow variable x at the quadrature nodes xK . Then, for K ∈TH and ξ ∈Rd , the collocated micro
problem reads as: find χ˜ξK ∈W (Kδ) such that∫
Kδ
A (xK ,
x
ε ,ξ+∇χ˜ξK ) ·∇z d x = 0, ∀z ∈W (Kδ), (6.51)
and, analogously to (6.16), the approximated homogenized map A˜ 0K can be defined
A˜ 0K (ξ)=
1
|Kδ|
∫
Kδ
A (xK ,
x
ε ,ξ+∇χ˜ξK )d x. (6.52)
First, we show the boundedness of the solutions to micro problems (6.15) and (6.51).
Lemma 6.5.15. Assume that A ε satisfies (A0−2). Let χ¯ξK be the solution to the micro prob-
lem (6.15), then, ∥∥∥∇χ¯ξK ∥∥∥L2(Kδ) ≤ Lλ (L0+|ξ|)√|Kδ|, for any ξ ∈Rd ,K ∈TH .
If additionallyA ε is locally periodic, i.e.,A ε(x,ξ)=A (x, x/ε,ξ), the same bound holds for χ˜ξK
solving the collocated micro problem (6.51).
Proof. This result is obtained by combining the monotonicity of A ε, the definition of the
micro problem (6.15) and the growth estimate (6.5) forA ε derived in Lemma 6.5.2.
If a locally periodic map A ε is not collocated in the slow variable to solve the micro prob-
lems (6.13), an error of order O (δ) is introduced.
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Lemma 6.5.16. Assume thatA ε satisfies (A0−2) and (H2). Let ξ ∈Rd , K ∈TH and the approx-
imated homogenized maps A¯ 0K and A˜
0
K be given in (6.16) and (6.52), respectively. Then, for
every δ≥ ε and independently of the coupling conditions imposed by the choice of W (Kδ) (either
periodic or Dirichlet coupling) we have∣∣A˜ 0K (ξ)− A¯ 0K (ξ)∣∣≤Cδ(L0+|ξ|),
where C is independent of ξ,δ and ε.
Proof. Let ξ ∈ Rd , K ∈TH and the functions χ¯ξK and χ˜ξK be the solutions of the micro prob-
lems (6.15) and (6.51), respectively. We use the monotonicity of A (x, y, ·) and the formu-
las (6.15) and (6.51) to obtain
λ
∥∥∥∇χ˜ξK −∇χ¯ξK ∥∥∥2L2(Kδ) ≤
∫
Kδ
[
A (x, xε ,ξ+∇χ˜ξK )−A (x, xε ,ξ+∇χ¯ξK )
]
· (∇χ˜ξK −∇χ¯ξK )d x
=
∫
Kδ
[
A (x, xε ,ξ+∇χ˜ξK )−A (xK , xε ,ξ+∇χ˜ξK )
]
· (∇χ˜ξK −∇χ¯ξK )d x
≤Cδ(L0+|ξ|)
√
|Kδ|
∥∥∥∇χ˜ξK −∇χ¯ξK ∥∥∥L2(Kδ), (6.53)
where we used the Lipschitz continuity from (H2) and Lemma 6.5.15. Then, the result is
obtained by combining the definitions of A¯ 0K and A˜
0
K with the Lipschitz continuity from (H2),
Lemma 6.5.15 and estimate (6.53).
Periodic boundary conditions. We next show that periodic coupling with a sampling domain
size δ taken as an integer multiple of ε is optimal for locally periodic data.
Lemma 6.5.17. Assume that A ε satisfies (A0−2) and (H2). Let K ∈ TH and the maps A˜ 0K
andA 0(xK , ·) be given by (6.52) and (6.49), respectively. Then, for periodic coupling W (Kδ)=
H 1per (Kδ) and a sampling domain size δ such that δ/ε ∈N>0 it holds thatA 0(xK ,ξ)= A˜ 0K (ξ)
for all ξ ∈Rd .
Proof. We first assume δ= ε. Using the periodicity of χξ(xk , ·) andA (x, ·,ξ) we observe that
A 0(xK ,ξ)− A˜ 0K (ξ)=
∫
Y
A (xK , y,ξ+∇χξ(xK , y))d y − 1|Kε|
∫
Kε
A (xK ,
x
ε ,ξ+∇χ˜ξK (x))d x
= 1|Kε|
∫
Kε
A (xK ,
x
ε ,ξ+∇χξ(xK , xε ))−A (xK , xε ,ξ+∇χ˜ξK (x))d x.
Thus, it is sufficient to show that ∇χξ(xK , x/ε)=∇χ˜ξK (x). Indeed, we observe that the function
η
ξ
K (x)= εχξ(xK , x/ε) ∈H 1per (Kε) is a solution of (6.51) and the claim follows by uniqueness
of such solutions. In the case of δ/ε ∈N>1, the proof is totally analogous by using periodic
extensions of χξ(xK , ·) to Knε, for some n ∈N.
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Dirichlet boundary conditions. In contrast to the optimal coupling from Lemma 6.5.17, using
Dirichlet coupling leads to resonance errors due to the artificial boundary conditions.
Lemma 6.5.18. Assume thatA ε satisfies (A0−2) and (H2). Let ξ ∈ Rd , K ∈TH and the maps
A˜ 0K andA
0(xK , ·) be given by (6.52) and (6.49), respectively. Further, assume that the exact cor-
rector χξ(xK , ·) solving the cell problem (6.50) satisfies χξ(xK , ·) ∈W 1,∞(Y ). Then, for Dirichlet
coupling W (Kδ)=H 10 (Kδ) and a sampling domain size δ> ε it holds
∣∣A 0(xK ,ξ)− A˜ 0K (ξ)∣∣≤C( εδ
)1/2(
L0+|ξ|+
∥∥∥χξ(xK , y)∥∥∥
W 1,∞(Y )
)
,
where C is independent of ξ, δ and ε.
Proof. We use the techniques used to analyze the resonance error for linear homogenization
problems, see [81, Theorem 1.2] and Section 3.5.3.
Let n ∈N be given by n = bδ/εc (if δ/ε ∉N), or n = δ/ε−1 (if δ/ε ∈N>0). Further, we define KΓ =
Kδ\Knε and we observe that |KΓ| ≤Cεδd−1. Then we decompose the difference A˜ 0K −A 0(xK ,ξ)
into two terms according to
A˜ 0K (ξ)−A 0(xK ,ξ)=
1
|Kδ|
∫
Kδ
A (xK ,
x
ε ,ξ+∇χ˜ξK )−A (xK , xε ,ξ+∇χξ(xK , xε ))d x
+ 1|Kδ|
∫
Kδ
A (xK ,
x
ε ,ξ+∇χξ(xK , xε ))d x−
1
|Knε|
∫
Knε
A (xK ,
x
ε ,ξ+∇χξ(xK , xε ))d x,
where χξ(xK , y) is extended periodically to Rd and the first and second line are denoted by I1
and I2, respectively.
First, we estimate I2 similarly as for the linear case in Section 3.5.3
I2 = 1|Kδ|
∫
KΓ
A (xK ,
x
ε ,ξ+∇χξ(xK , xε ))d x+
(
1
|Kδ|
− 1|Knε|
)∫
Knε
A (xK ,
x
ε ,ξ+∇χξ(xK , xε ))d x
≤C
( |KΓ|
|Kδ|
+ |KΓ||Kδ||Knε|
|Knε|
)
(L0+|ξ|+ |χξ(xK , y)|W 1,∞(Y ))
≤C ε
δ
(L0+|ξ|+ |χξ(xK , y)|W 1,∞(Y )), (6.54)
using the estimate (6.5) forA (x,ξ) and the assumption χξ(xK , ·) ∈W 1,∞(Y ).
To estimate the term I1 we define the function θξ(x)= χ˜ξK (x)−εχξ(xK , x/ε) on Kδ (using the
periodic extension of χξ(xK , ·)). As χ˜ξK |∂Kδ = 0 (in the sense of traces), we decompose θξ into
θξ(x)= θξ0(x)−εχξ(xK , xε )(1−ρε(x)), x ∈Kδ, (6.55)
where θξ0 ∈ H 10 (Kδ) and ρε : Kδ→R is a smooth cut-off function satisfying ρε ≡ 1 in Knε,
ρε|∂Kδ ≡ 0 and |∇ρε| ≤ Cε−1 in KΓ (where C is independent of δ and ε). Using the mono-
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tonicity (A2) ofA and the decomposition (6.55) of θξ we obtain
λ
∥∥∥∇χ˜ξK (x)−∇χξ(xK , xε )∥∥∥2L2(Kδ)
≤
∫
Kδ
[
A (xK ,
x
ε ,ξ+∇χ˜ξK (x))−A (xK , xε ,ξ+∇χξ(xK , xε ))
]
·
(
∇χ˜ξK (x)−∇χξ(xK , xε )
)
d x
=
∫
Kδ
A (xK ,
x
ε ,ξ+∇χ˜ξK (x)) ·∇θξ0d x−
∫
Kδ
A (xK ,
x
ε ,ξ+∇χξ(xK , xε )) ·∇θξ0d x
+
∫
Kδ
[
A (xK ,
x
ε ,ξ+∇χ˜ξK (x))−A (xK , xε ,ξ+∇χξ(xK , xε ))
]
·∇[εχξ(xK , xε )(1−ρε(x))]d x
=: J1+ J2+ J3. (6.56)
First, as χ˜ξK solves the cell problem (6.51) in the space W (Kδ) = H 10 (Kδ) we have J1 = 0. To
show that the second term J2 vanishes as well we define θ
ξ
per ∈H 1per (K(n+1)ε) by
θ
ξ
per (x)= θξ0(x)− cξθ, (if x ∈Kδ), θ
ξ
per (x)=−cξθ, (if x ∈K(n+1)ε \ Kδ),
with cξ
θ
= 1|K(n+1)ε|
∫
Kδ
θ
ξ
0(x)d x. Thus, we observe that ∇θξper = ∇θξ0 on Kδ and ∇θξper = 0 on
K(n+1)ε \ Kδ. Hence,
J2 =
∫
K(n+1)ε
A (xK ,
x
ε ,ξ+∇χξ(xK , xε )) ·∇θξper (x)d x = 0,
is obtained by following the proof of Lemma 6.5.17. Further, using the Lipschitz continuity
(A1) ofA , we estimate the term J3 as
|J3| ≤ L
∥∥∥∇χ˜ξK (x)−∇χξ(xK , xε )∥∥∥L2(Kδ)
∥∥∥∇χξ(xK , xε )(1−ρε(x))+ε∇ρε(x)χξ(xK , xε )∥∥∥L2(KΓ)
≤C
√
|KΓ|
∥∥∥∇χ˜ξK (x)−∇χξ(xK , xε )∥∥∥L2(Kδ)
∥∥∥χξ(xK , y)∥∥∥
W 1,∞(Y )
, (6.57)
where we used the properties of ρε, in particular, 1−ρε(x)≡ 0 on Knε and ∇ρε ≤Cε−1. Com-
bining that J1 = J2 = 0 and the estimate (6.57) of J3 with the inequality (6.56) leads to∥∥∥∇χ˜ξK (x)−∇χξ(xK , xε )∥∥∥L2(Kδ) ≤C√|KΓ|
∥∥∥χξ(xK , y)∥∥∥
W 1,∞(Y )
. (6.58)
Thus, I1 can be estimated by the previous estimate (6.58) and the Lipschitz continuity (A1)
|I1| ≤ L√|Kδ|
∥∥∥∇χ˜ξK (x)−∇χξ(xK , xε )∥∥∥L2(Kδ) ≤C
( ε
δ
)1/2∥∥∥χξ(xK , y)∥∥∥
W 1,∞(Y )
. (6.59)
Combining the estimates (6.59) and (6.54) for I1 and I2, respectively, concludes the proof.
Proof of Theorem 6.4.3. The Theorem 6.4.3 is proved by combining Theorem 6.4.2 with the
estimates obtained in Lemma 6.5.16 (collocation error), Lemma 6.5.17 (periodic coupling)
and Lemma 6.5.18 (Dirichlet coupling).
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6.6 Implementation and numerical results
In this section, we comment on the implementation of the multiscale method (6.10) and
present numerical studies of the convergence rates as well as the modeling error (for periodic
and Dirichlet coupling).
6.6.1 Implementation
In this section, we briefly discuss an implementation of the multiscale method (6.10). As the
macroscopic equation (6.10) and the micro problems (6.13) are both nonlinear and coupled
together, some care is needed. Note first that solving the entire nonlinear system (involving
macro and micro states) using one single global Newton scheme is computationally not
feasible for practical problems due to the large total number of microscopic degrees of freedom.
Thus macro and micro equations are split in practice. In what follows, we describe how
uHn+1 ∈ S10(Ω,TH ) solving (6.10) is obtained for given uHn ∈ S10(Ω,TH ) and n ∈N.
At the macro level, the unknown uHn+1 is approximated by a sequence {u
H ,( j )
n+1 } j∈N obtained
by a Newton iteration for the macro equation (6.10) with the initial guess uH ,(0)n+1 = uHn . As the
macro equation involves the nonlinear map B H given in (6.11), a set of constrained micro
problems (6.13) has to be solved (at each macro iteration) and the Fréchet derivative of
B H (v H ; w H ) with respect to v H has to be computed. We follow the ideas from [105].
Newton’s method for micro problems. Let v H ∈ S10(Ω,TH ) be a macro function and K ∈TH
with associated sampling domain Kδ. The solution v
h
K to the micro problem (6.13) is then
computed by a Newton’s method at microscopic level. In particular, for a given initial guess
vh,(0)K , the micro solution v
h
K is approximated by the sequence {v
h,( j )
K } j∈N with v
h,( j )
K − v H ∈
S1(Kδ,Th) solving
N hK (v
h,( j )
K ; v
h,( j+1)
K − v
h,( j )
K , w
h)=−B hK (vh,( j )K ; wh), ∀wh ∈ S1(Kδ,Th), j ∈N, (6.60)
where the linear map B hK (z
H +qh ; ·) and the bilinear mapN hK (zH +qh ; ·, ·) are given by
B hK (z
H +qh ; wh)=
∫
Kδ
A ε(x,∇zH +∇qh) ·∇whd x, (6.61)
N hK (z
H +qh ; wh1 , wh2 )=
∫
Kδ
DξA
ε(x,∇zH +∇qh)∇wh1 ·∇wh2 d x, (6.62)
for zH ∈ S10(Ω,TH ) and qh , wh , wh1 , wh2 ∈ S1(Kδ,Th).
Further, the local contribution to the Fréchet derivative of B H is computed via an auxiliary
micro problem, see [105]. For zH ∈ S10(Ω,TH ) and zhK its associated micro solution to (6.13),
the auxiliary micro function vh,z
H
K solves: find v
h,zH
K − v H ∈ S1(Kδ,Th) such that
N hK (z
h
K ; v
h,zH
K , w
h)= 0, ∀wh ∈ S1(Kδ,Th), (6.63)
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whereN hK is defined in (6.62). As the auxiliary micro problem (6.63) is linear it only leads to
additional computational cost, which are comparable to one iteration of the micro Newton’s
method (6.60). Finally, both problems (6.60) and (6.63) admit a unique solution, as DξA
ε is
uniformly bounded and elliptic, see Lemma 6.5.2.
Newton’s method for macro scheme. For j ∈ N, the ( j +1)-th iterate uH ,( j+1)n+1 of the macro
Newton’s method to approximate uHn+1 solves
∫
Ω
uH ,( j+1)n+1 −uHn
∆t
w H d x+N H (uH ,( j )n+1 ;u
H ,( j+1)
n+1 −u
H ,( j )
n+1 , w
H )
=
∫
Ω
f w H d x−B H (uH ,( j )n+1 ; w H ), ∀w H ∈ S10(Ω,TH ),
where B H is given by (6.11) andN H is defined for v H , w H , zH ∈ S10(Ω,TH ) by
N H (zH ; v H , w H )= ∑
K∈TH
|K |
|Kδ|
∫
Kδ
DξA
ε(x,∇zhK )∇vh,z
H
K d x ·∇w H (xK ), (6.64)
where zhK is the micro solution to (6.13) associated to z
H and vh,z
H
K is the solution to the
auxiliary micro problem (6.63) constrained by v H . Again, a unique solution uH ,( j+1)n+1 to (6.64)
exists as DξA
ε is uniformly bounded and elliptic.
6.6.2 Convergence rates
The aim of this section is to validate the theoretical convergence rates given in Section 6.4.
Setting. We construct a test problem similar to Hoang [110]. The model problem (6.4) is
considered on the time interval [0,2] with homogeneous Dirichlet boundary conditions on
the spatial domain Ω= (0,1)2. The dataA ε and source term f are chosen such that
u0(x, t )=Φ(t )(x21 −x1)(x22 −x2), Φ(t )= 21 · (10cos(pi2 t )+11)−1, (6.65)
is the exact solution to the homogenized problem (6.7). In particular, we consider locally
periodic dataA ε(t ; x,ξ)=A (t ; x, x/ε,ξ)=A (t ; x, y,ξ) with Y -periodic (with respect to y) map
A decomposed asA (t ; x, y,ξ)=Ap (x, y,ξ)+ c(t ; x, y). We then takeAp as
Ap (x, y,ξ)=
[
1+ sin(2pi(y1+ y2))+ ( 98 + sin(2piy1+ pi3 ))( 98 +cos(2piy2))(1+|ξ|2)−1/2
]
ξ, (6.66)
which indeed satisfies assumptions (A0−2). Further, we derive (using Maple) that
f (x, t )=Φ′(t )(x21 −x1)(x22 −x2), c(t ; x, y)=−Ap (x, y, [e1(t ; x, y),e2(t ; x, y)]T ), (6.67)
where Φ′(t ) is the derivative ofΦ(t ) from (6.65) and ei (t ; x, y), for i = 1,2, is given by
ei (t ; x, y)=Φ(t )[(2xi −1)(x23−i −x3−i )+ (x1+x2)cos(2piyi )sin(2piy3−i )].
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We note that the mapA ε(t ; x,ξ) and the source term f depend on the time t , while the results
of Section 6.4 assumes time-independentA ε and f . AsA ε and f are smooth with respect to
t , the analysis can however be extended to time-dependent data.
For the numerical method (6.10), we choose periodic coupling for the micro problems (6.13),
take δ= ε= 10−4 as size of the sampling domains Kδ and collocateA (t ; x, x/ε,ξ) in the slow
variable x at the barycenters xK . Thus, the modeling error is identical to zero and we expect
the convergence rates (6.27). Further, we discretize the macro domain Ω = (0,1)2 and the
sampling domains Kδ by uniform triangular meshes with Nmac and Nmi c macro and micro
elements in each spatial dimension, respectively.
Error measure. To measure the error between the exact homogenized solution u0 and the
numerical solution uHn obtained by (6.10), we use the relative error measures
eC 0(L2) = max
0≤n≤N
(∑
K∈TH
∥∥u0(·, tn)−uHn ∥∥2L2(K ))1/2∥∥u0∥∥−1C 0(0,T,L2(Ω)), (6.68a)
eL2(H 1) =
(
∆t
∑′ N
n=0
∑
K∈TH
∥∥∇u0(·, tn)−∇uHn ∥∥2L2(K ))1/2∥∥u0∥∥−1L2(0,T ;H 10 (Ω)), (6.68b)
where the L2(K ) norms are evaluated using a higher order quadrature formula and
∑′ indicates
that the first and the last term of the sum are divided by two (trapezoidal rule).
Numerical results. In Figure 6.1.(a) we study the space discretization errors from macro and
micro FEM. Thus, we take a small time step ∆t = 10−3 and we plot the error measures eC 0(L2)
and eL2(H 1) versus Nmac behaving like H ∼ 1/Nmac , where H is the macro mesh size. For a
fixed micro mesh, with Nmi c = 4,8,16 or 32 micro elements in each spatial dimension, we
observe quadratic and linear convergence of eC 0(L2) and eL2(H 1), respectively, for small Nmac
and an error saturation for Nmac large enough. The saturation levels depend on the micro
meshesTh and, in particular, those level decrease by a factor around 4 when Nmi c is doubled,
i.e., a quadratic convergence in h/ε∼ 1/Nmi c of the micro error is observed. Thus the spatial
convergence rates of Theorem 6.4.2 are confirmed.
In Figure 6.1.(b) we plot the error measures eC 0(L2) and eL2(H 1) versus the number of time
steps N while using fine spatial macro and micro discretizations with Nmac = Nmi c = 128.
We observe that the error eC 0(L2) clearly converges linearly in ∆t , while for the eL2(H 1) already
for N > 16 a saturation of the error can be found. Further numerical tests show that the
spatial macro error is responsible for the saturation of eL2(H 1) observed in Figure 6.1.(b). The
observations are however still in good agreement with the linear convergence in ∆t derived in
Theorem 6.4.2.
6.6.3 Influence of the sampling domain size δ
In this section, we study the influence of the sampling domain size δ for a nonlinear monotone
parabolic test problem of type (6.4) for Dirichlet and periodic coupling.
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(a) Space discretization errors. The different
lines correspond to a constant micro mesh
Nmi c = 4,8,16,32. Number of time steps
N = 2000. Macro meshes with Nmac =
4,6,8,11,16,23,32,45,64,91,128.
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(b) Time discretization error. Macro and mi-
cro space discretization with constant meshes
Nmac = Nmi c = 128. Number of time steps
N = 4,6,8,11,16,23,32,45,64.
Figure 6.1: Test problem of Section 6.6.2. Relative error measures eC 0(L2) (solid line) and eL2(H 1)
(dashed line), see (6.68), as a function of Nmac (in part (a)) and N (in part (b)), respectively.
For many practical applications, even for periodic dataA ε, the exact value of the micro period
ε is not known exactly. A common strategy is to use Dirichlet coupling W (Kδ)=H 10 (Kδ) and a
sampling domain size δ> ε, which is larger than some available upper bound of ε. We recall
that in this case the modeling error can be estimated (with respect to δ) for locally periodic
mapsA ε, see Theorem 6.4.3. Further, oversampling techniques can be used to reduce the
influence of the wrong boundary conditions, see [98] for an overview. Even for unknown value
of ε, one might however still opt to use periodic coupling. While it has not been rigorously
proved yet, experimental studies show that periodic coupling yields good results for general
δ> ε (usually better than Dirichlet coupling), see [171, 28, 20].
Setting. We modify the test problem of Section 6.6.2 by replacing Φ(t) and Ap in (6.65)
and (6.66), respectively, by
Φ(x, t )= cos(pi2 t x2), Ap (x, y,ξ)=
[
1+ (2+ sin(2pi(y1+ y2)))(1+|ξ|2)−1/2
]
ξ.
The expressions for c(t ; x, y) and f (x, t ) in (6.67) are then derived analogously to Section 6.6.2.
While the same behavior can be observed for the test problem from Section 6.6.2 this modifi-
cation of the data allows a better illustration of the effects.
We take N = 40 as number of time steps and Nmac = 32 macro elements in each spatial
dimension to discretize Ω. We collocateA (x, x/ε,ξ) in the slow variable and choose ε= 10−4.
To keep the micro error constant for different sampling domain sizes δ we adapt the micro
discretization in space such that the micro mesh size h ∼ δ/Nmi c is constant. For instance we
take Nmac =Nmi c for δ= ε.
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Numerical results. In Figure 6.2.(a), we plot the error measures eC 0(L2) and eL2(H 1) from (6.68)
versus the normalized size δ/ε of the sampling domain Kδ for Dirichlet coupling W (Kδ) =
H 10 (Kδ) and sampling domain sizes δi = (10+ i )/10 · ε for i = 1, . . . ,40. Globally, both error
measures decrease for increasing δ, but locally, an oscillatory behavior with peaks at the
resonance values δ/ε ∈N can be discovered. Further, the envelopes of order O (δ−1) for eC 0(L2)
suggest that the modeling error decays as O (ε/δ) (which is known to be optimal for linear
homogenization problems, see [81]) rather than O (
p
ε/δ) as predicted in Theorem 6.4.3. The
result from Theorem 6.4.3 might thus be non-optimal.
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(a) Dirichlet coupling W (Kδ)=H 10 (Kδ) and 1.1≤
δ/ε≤ 5.
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(b) Periodic coupling W (Kδ)=H 1per (Kδ) and 1≤
δ/ε≤ 5.
Figure 6.2: Test problem of Section 6.6.3. Relative error measures eC 0(L2) (solid line) and eL2(H 1)
(dotted line), see (6.68), as a function of the sampling domain size δ. Constant number of time
steps N = 40 and Nmac = 32 macro elements per spatial dimension. Microscopic mesh size h
chosen such that h/ε=H , i.e., remains constant for different sampling domain sizes δ.
Next, in Figure 6.2.(b), we present the results for periodic coupling W (Kδ)=H 1per (Kδ) and
sampling domain size δi = (10+ i )/10 ·ε for i = 0, . . . ,40. Again, like for the Dirichlet coupling,
we discover an oscillating behavior coupled to a global decrease (which is again O (δ−1) for
eC 0(L2)). In contrast, for periodic coupling, we get optimal accuracy for δ/ε ∈ N (which is
consistent with Theorem 6.4.3) and the peaks with a locally maximal modeling error at δ=
(k +1/2)ε for k ∈ N. Further, comparing the accuracy of the solution obtained for a given
δi using Dirichlet and periodic coupling reveals that the periodic coupling produces better
results for every δi , for 1 ≤ i ≤ 40. Thus, we observe similar results like for linear elliptic
homogenization problems as reported in [171].
6.7 Summary
We have developed and analyzed a multiscale method for nonlinear monotone parabolic ho-
mogenization problems by combining the implicit Euler integrator (in time) with a numerical
homogenization procedure (in space) coupling macro and micro finite element simulations.
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Without any structural assumptions on the microscopic heterogeneities, we derived optimal
a priori error estimates in the L2(H 1) setting quantifying the influence of time and space
discretization on both macro and micro scales. Further, if we assume local periodicity of the
micro structure of the dataA ε, the modeling error has been explicitly estimated as well. We
note that the error analysis can be generalized without any difficulties to different boundary
conditions imposed in (6.4) as well as mapsA ε and source terms f smoothly varying in time.
Further, we have shown that the computational cost of the multiscale method is independent
of the small characteristic size of the micro structure. Thus, the method is well-suited for
practical engineering problems. However, the implementation of the proposed multiscale
method still involves systems of nonlinear equations, see Section 6.6.1. For further develop-
ments, we refer to Chapter 7, where we study a linearized variant of the proposed multiscale
method for problems (6.3) with maps A ε that can be decomposed as A ε(x,ξ) = aε(x,ξ)ξ,
where aε(x,ξ) ∈Rd×d , and to Chapter 8 for an extension of the analysis to the general Lp (W 1,p )
setting with 1< p <∞.
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In the second part of this chapter, we introduce the FE-HMM for the nonlinear monotone
elliptic multiscale problems (6.1) given by
−div(A ε(x,∇uε))= f , inΩ, (6.69)
and show fully discrete a priori error estimates. We study the problem (6.69) in the classical
H 1(Ω) setting and consider mapsA ε that have not necessarily an associated scalar potential.
To approximate the effective behavior of the solution uε to (6.69) we solve an effective problem
(ensured by homogenization theory) using a finite element method (at macro scale) and
estimate the generally unknown coefficients of the effective problem by numerical upscal-
ing. Therefore, constrained micro simulations to sample the finescale behavior of A ε are
performed using a finite element method (at micro scale). Note that the upscaling strategy is
identical to the one used in the FE-HMM proposed in Section 6.3. However, we now consider
macro and micro finite element spaces of general polynomial degrees l and q , respectively,
while we set l = 1, q = 1 for the numerical homogenization method for parabolic problems
proposed in Section 6.3
As pointed out in Section 2.4, the FE-HMM uses a standard FEM with numerical quadrature
on the macroscopic scale. Hence, a rigorous analysis of standard FEM based on quadrature
formula is a prerequisite to formulate and analyze FE-HMM for the elliptic problem (6.69).
Literature overview for singlescale FEM. Let us therefore first review the results available in
literature for FEM with and without quadrature for nonlinear monotone elliptic singlescale
problems −div(A (x,∇u))= f inΩ, i.e., whereA does not have multiscale features. Solving
such nonlinear monotone elliptic problems numerically by a finite element method (FEM)
with general polynomial degree l ≥ 1 is a standard technique, see [62, Sect. 5] and references
therein. While optimal a priori error estimates in the H 1 norm can be proved following the
arguments used for linear elliptic problems, see [62, Theorem 5.3.4], sharp estimates in the
L2 norm are harder to derive. In [70], Dendy showed a convergence rate min{l +1,2l −d/2},
see [70, Theorem 2.2], assuming that the numerical solution is bounded in the W 1,∞ norm, that
the meshes are quasi-uniform and that the regularity u ∈H l+1(Ω)∩W 1,∞(Ω),A ∈C 2(Ω×Rd )
holds. This result however is non-optimal for low polynomial degree l . For l = 1, Frehse
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and Rannacher obtained in [95] the optimal quadratic convergence as a byproduct of error
estimates in the L∞ norm (the main goal of [95]). They assumed u ∈C 2+α(Ω),A ∈C 2(Rd×Rd )
(but mentioned that less regularity is sufficient forA ), quasi-uniformity of the meshes and
used weighted norm techniques (adapted to the nonlinear problem). For two-dimensional
problems (d = 2), Xu derived in [168] sharp L2 error estimates for general l ≥ 1 assuming
u ∈H l+1(Ω)∩W 2,2+²(Ω), for some ²> 0, andA sufficiently smooth. The essential ingredients
in [168] are a linear projection of the exact solution and logarithmic bounds for a discrete
Green function. These bounds are however only valid for d = 2.
For practical implementation of the FEM and numerical homogenization methods, as pointed
out in Section 2.4.1, numerical integration is used in general, i.e., variational crimes are
committed. It is thus important to estimate the effect of the use of quadrature rules on
the convergence of the numerical solution – see [63], [62, Sect. 4.1] and Section 2.2.1 for
linear elliptic problems and [32] for nonlinear nonmonotone problems. For FEM applied to
nonlinear monotone elliptic problems, we are only aware of [94], where the effect of numerical
integration on the convergence rate in the H 1 norm has been studied for d = 2 and polynomial
degree l = 1.
Main contributions of Sections 6.8 – 6.10. On one hand, we derive new results for FEM for
nonlinear monotone elliptic singlescale problems. First, we prove optimal convergence rates
in the L2 norm for FEM with general polynomial degree l ≥ 1 (thus improving the results
from [70]). In contrast to [168], our results are valid for d = 3, and do not use weighted norm
techniques as in [95] thanks to the use of a linear elliptic projection – the projection introduced
in Section 6.5.1 for parabolic problems. Second, we prove optimal convergence rates in the
H 1 and L2 norms of the finite element method with arbitrary polynomial degree l and based
on a quadrature formula for nonlinear monotone elliptic singlescale problems.
On the other hand, we introduce the FE-HMM based on higher order finite element methods
on macro and micro scales for elliptic nonlinear monotone multiscale problems and we derive
fully discrete a priori error estimates in the H 1 and L2 norms accounting for macro and micro
spatial discretization errors. Those are obtained by combining the new bounds for FEM with
quadrature with estimates for the upscaling error, which we generalize to higher order micro
FEM (compared to Section 6.5.4).
Outline of Sections 6.8 – 6.10. First, in Section 6.8, we consider nonlinear monotone elliptic
singlescale problems. We introduce the FEM (without and with numerical quadrature) and
prove optimal H 1 and L2 error estimates for FEM without and with numerical quadrature.
Second, in Section 6.9, we consider nonlinear monotone elliptic multiscale problems. We
define the FE-HMM for elliptic nonlinear monotone problems, show existence and uniqueness
of its solution and derive fully discrete a priori error estimates. Finally, we summarize the
results for nonlinear monotone elliptic problems in Section 6.10.
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6.8 FEM for nonlinear monotone elliptic PDEs
In this section, we consider a finite element approximation with polynomial degree l ∈N≥1 of
the nonlinear monotone elliptic singlescale problem
−div(A (x,∇u))= f (x) inΩ, u(x)= 0 on ∂Ω, (6.70)
with Ω ⊂ Rd (for d ≤ 3) a convex polygonal domain, f ∈ L2(Ω) and A : Ω×Rd →Rd . We
assume that A (·,ξ) : Ω→Rd is Lebesgue measurable for every ξ ∈ Rd and that there exist
C0,L,λ> 0 such that for almost every (a.e.) x ∈Ω:
(A0) boundedness in ξ= 0: |A (x,0)| ≤C0;
(A1) Lipschitz continuity: |A (x,ξ1)−A (x,ξ2)| ≤ L |ξ1−ξ2|, for all ξ1,ξ2 ∈Rd ;
(A2) strong monotonicity: [A (x,ξ1)−A (x,ξ2)] · (ξ1−ξ2)≥λ|ξ1−ξ2|2, for all ξ1,ξ2 ∈Rd .
Note that in this section, we consider numerical methods for the problem (6.70) with mapsA
without multiscale characteristics, while numerical schemes for multiscale problems will be
studied in the subsequent Section 6.9.
6.8.1 FEM with numerical integration
In this section, we first introduce the weak solution of (6.70) and then formulate the FEMs –
without and with numerical integration – to solve (6.70) numerically.
Exact solution. We recall that the weak solution of (6.70) solves the variational problem:
find u ∈H 10 (Ω) such that B(u; w)=
∫
Ω
f w d x, ∀w ∈H 10 (Ω), (6.71)
with the map B (nonlinear in the first argument, linear in the second argument) given by
B(v ; w)=
∫
Ω
A (x,∇v) ·∇w d x, for v, w ∈H 10 (Ω). (6.72)
Note that (A0) yields the continuity of B in the second variable and (A1−2) ensure that B is
strongly monotone and Lipschitz continuous in the first variable. Thus from the nonlinear
Lax-Milgram theorem [173, Theorem 25.B] we have that a unique solution u ∈H 10 (Ω) exists.
FEM without numerical integration. Let TH be a simplicial mesh of Ω consisting of open
elements K ∈TH with straight edges. We assume that TH is conformal and shape-regular,
see [62], and we denote its maximal element diameter by H =maxK∈TH diamK . For l ∈N≥1,
we define the finite element space
Sl0(Ω,TH )= {v H ∈H 10 (Ω) | v H|K ∈P l (K ),∀K ∈TH }, (6.73)
whereP l (K ) is the set of polynomials of total degree at most l on the element K ∈TH .
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We next define the Galerkin finite element solution uH of (6.70):
find uH ∈ Sl0(Ω,TH ) such that B(uH ; w H )=
∫
Ω
f w H d x, ∀w H ∈ Sl0(Ω,TH ). (6.74)
Again, the well-posedness of the problem (6.74) is shown by [173, Theorem 25.B] using (A0−2).
FEM with numerical integration. Next, we consider the formulation of the finite element
method (6.74) with numerical integration used to evaluate the integral in (6.72).
Let Kˆ be the simplicial, d-dimensional reference element and {ωˆ j , xˆ j }
J
j=1 a quadrature formula
on Kˆ for J ∈N≥1 (with weights ωˆ j and nodes xˆ j ). Assume the conditions:
(Q1) ωˆ j > 0 for j = 1, . . . , J ;∑Jj=1 ωˆ j |∇pˆ(xˆ j )|2 ≥ λˆ‖∇pˆ‖2L2(Kˆ ) onP l (Kˆ ) for some λˆ> 0;
(Q2)
∫
Kˆ pˆ(xˆ)d xˆ =
∑J
j=1 ωˆ j pˆ(xˆ j ) for all pˆ ∈P σ(Kˆ ) with σ=max{1,2l −2+µ}, µ ∈ {0,1}.
Remark 6.8.1. For FEM with numerical integration applied to linear elliptic problems optimal
L2 convergence rates have been derived assuming (Q2) for µ= 0, see Section 2.2.1 and [63]. We
require the more restrictive assumption (Q2) for µ= 1 in our analysis for nonlinear problems
to derive optimal L2 error bounds.
The quadrature formula on Kˆ induces a quadrature formula {ωK j , xK j }
J
j=1 on each element K ∈
TH (via the affine parametrization FK : Kˆ →K ). For v H , w H ∈ Sl0(Ω,TH ), we thus introduce
the map B˜ H by
B˜ H (v H ; w H )= ∑
K∈TH
J∑
j=1
ωK jA (xK j ,∇v H (xK j )) ·∇w H (xK j ), (6.75)
and the FEM with numerical integration for the problem (6.70) then reads as:
find u˜H ∈ Sl0(Ω,TH ) such that B˜ H (u˜H ; w H )=
∫
Ω
f w H d x, ∀w H ∈ Sl0(Ω,TH ). (6.76)
Due to condition (Q1) and the hypotheses (A0−2) the form B˜ H is continuous in the second
variable and Lipschitz continuous as well as strongly monotone in the first variable, hence a
unique numerical solution u˜H exists.
6.8.2 A linear elliptic projection
Our analysis is based on the elliptic projection uHpi solving the linear variational problem:
find uHpi ∈ Sl0(Ω,TH ) such that Bpi(uHpi , w H )=Bpi(u, w H ), ∀w H ∈ Sl0(Ω,TH ), (6.77)
where the bilinear form Bpi, for v, w ∈H 10 (Ω), is given by
Bpi(v, w)=
∫
Ω
A(x)∇v ·∇w d x, withA(x)=DξA (x,∇u(x)) for a.e. x ∈Ω. (6.78)
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We emphasize that the variational problem (6.77) is a linear elliptic problem and we thus
call uHpi a linear elliptic projection. The existence and uniqueness of the elliptic projection
are summarized in the following Lemma (for details see Lemma 6.5.3, where this elliptic
projection is used in the context of parabolic problems).
Lemma 6.8.2. Assume thatA : Ω×Rd →Rd satisfies (A1−2) andA (x, ·) ∈C 1(Rd ;Rd ) for a.e.
x ∈Ω. Then, DξA (x,ξ) is uniformly elliptic and bounded. The problem (6.77) thus admits a
unique solution uHpi .
As (6.77) is a linear elliptic problem, classical finite element error bounds are valid for uHpi , e.g.,
see [62].
Lemma 6.8.3. Assume thatA satisfies (A1−2) andA (x, ·) ∈C 1(Rd ;Rd ) for a.e. x ∈Ω. Let u be
the solution of (6.71) and uHpi its elliptic projection (6.77). If u ∈H l+1(Ω), then∥∥∇u−∇uHpi ∥∥L2(Ω) ≤C H l |u|H l+1(Ω), ∥∥u−uHpi ∥∥L2(Ω) ≤C H l+1|u|H l+1(Ω),
where C is independent of H and where elliptic regularity for the adjoint problem of (6.77) is
needed for the L2 estimate (available if, e.g.,A defined in (6.78) satisfiesA ∈ (W 1,∞(Ω))d×d ).
We first show that uHpi is bounded in several higher order broken norms (see [32, Lemma 1] for
a proof).
Lemma 6.8.4. Let {TH }H>0 be quasi-uniform (see [62, Condition (3.2.28)]). Under the condi-
tions of Lemma 6.8.3, we have∥∥uHpi ∥∥H¯ l+1(Ω)+∥∥uHpi ∥∥W¯ l ,6(Ω)+∥∥uHpi ∥∥W¯ l−1,∞(Ω) ≤C‖u‖H l+1(Ω), (6.79)
where C is independent of H.
For k ∈N and 1≤ p ≤∞, the broken norms ‖ ·‖W¯ k,p (Ω) are given by
‖v‖W¯ k,p (Ω) =
( ∑
K∈TH
‖v‖p
W k,p (K )
)1/p
, if p <∞, ‖v‖W¯ k,∞(Ω) = max
K∈TH
‖v‖W k,∞(K ),
where W k,p (K ) and ‖ ·‖W k,p (K ) denote the usual Sobolev spaces and norms on K , respectively,
and W¯ k,2(Ω) is written as H¯ k (Ω).
Remark 6.8.5. Let u ∈H l+1(Ω) andIH u ∈ Sl0(Ω,TH ) be its nodal interpolant. Then, it follows
from the interpolation estimate [62, Theorem 3.1.6] and the Sobolev embedding H l+1(Ω) ,→
W l ,6(Ω),W l−1,∞(Ω), which are valid for d ≤ 3, that the bound (6.79) holds for IH u without
any additional assumptions.
Next, we recall the maximum norm error estimate for linear FEM from [52, Sect. 8].
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Lemma 6.8.6. Assume thatA satisfies (A1−2) andA (x, ·) ∈C 1(Rd ;Rd ) for a.e. x ∈Ω. Let u be
the solution of (6.70) and uHpi its elliptic projection (6.77). Further, suppose that
‖u‖W 2,p (Ω)+
∥∥u∗∥∥W 2,p (Ω) ≤C‖div(A∇u)‖Lp (Ω), for 1< p <σ with some σ> d , (6.80)
holds, whereA is given by (6.78) and u∗ ∈H 10 (Ω) solves the dual problem Bpi(w,u∗)=Bpi(u, w)
for all w ∈ H 10 (Ω). If u ∈ W 2,∞(Ω) and Ai j ∈ W 1,∞(Ω), for 1 ≤ i , j ≤ d, then for any family
{TH }H>0 of quasi-uniform meshes (see [62, Condition (3.2.28)]), there exists H0 > 0 such that
for all H <H0 ∥∥u−uHpi ∥∥W 1,∞(Ω) ≤C H‖u‖W 2,∞(Ω),
where C is independent of H.
If additionally u ∈W l+1,∞(Ω), for l ≥ 1, the higher order estimate ‖u−uHpi ‖W 1,∞(Ω) ≤C H l holds.
The linear convergence stated in Lemma 6.8.6 is however sufficient for our analysis.
6.8.3 Optimal L2 error estimate for FEM without quadrature formula
In this section, we prove sharp convergence rates in the L2 norm for FEM without numerical
integration. The ingredients of the proof are Lemma 6.8.8 and the a priori error bounds for the
elliptic projection uHpi .
Theorem 6.8.7. Let u be the exact solution of (6.70) and uH its finite element approximation
given by (6.74). Assume thatA satisfies (A0−2), the elliptic regularity (6.80) holds and that
A (x, ·) ∈W 2,∞(Rd ;Rd ) with ∥∥DξA (x, ·)∥∥W 1,∞(Rd ;Rd×d ) ≤ LA for a.e. x ∈Ω,
u ∈H l+1(Ω)∩W 2,∞(Ω), Ai j ∈W 1,∞(Ω), for 1≤ i , j ≤ d ,
(6.81)
for some LA > 0 and A(x)=DξA (x,∇u(x)). If {TH }H>0 is a family of quasi-uniform meshes,
then there exists an H0 > 0 such that for all H <H0∥∥u−uH∥∥L2(Ω) ≤C H l+1,
where C is independent of H.
Proof. We use the triangle inequality ‖u −uH‖L2(Ω) ≤ ‖u −uHpi ‖L2(Ω) +‖uHpi −uH‖L2(Ω) and
combine Lemma 6.8.3, the Poincaré inequality and Lemma 6.8.8, which is shown below.
We next prove that the elliptic projection uHpi is close (with respect to the H
1 norm) to the
numerical solution uH .
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Lemma 6.8.8. Under the conditions of Theorem 6.8.7, there exists H0 > 0 such that for H <H0∥∥∇uH −∇uHpi ∥∥L2(Ω) ≤C LA H l+1‖u‖W 2,∞(Ω)|u|H l+1(Ω),
where LA is the Lipschitz constant of DξA (x, ·) from (6.81) and C is independent of H.
Proof. Let w H ∈ Sl0(Ω,TH ). Applying a first order Taylor expansion toA (x, ·) and using the
definition (6.77) of the elliptic projection uHpi as well as the following Galerkin orthogonality∫
Ω
[
A (x,∇u)−A (x,∇uH )] ·∇w H d x = 0, ∀w H ∈ Sl0(Ω,TH ),
yields∫
Ω
A (x,∇uHpi ) ·∇w H d x =
∫
Ω
[
A (x,∇u)+DξA (x,∇u)(∇uHpi −∇u)
] ·∇w H d x+P (u,uHpi ; w H )
=
∫
Ω
A (x,∇uH ) ·∇w H d x+P (u,uHpi ; w H ), (6.82)
where P (u,uHpi ; w
H ) represents the remainder of the Taylor expansion
P (u,uHpi ; w
H )=
∫
Ω
∫ 1
0
DξA (x,∇u+τ(∇uHpi −∇u))−DξA (x,∇u)dτ (6.83)
× (∇uHpi −∇u) ·∇w H d x.
Using the Lipschitz continuity of DξA (x, ·) the term P (u,uHpi ; w H ) can be estimated by
P (u,uHpi ; w
H )≤ LA
∥∥u−uHpi ∥∥W 1,∞(Ω)∥∥∇u−∇uHpi ∥∥L2(Ω)∥∥∇w H∥∥L2(Ω). (6.84)
Combining (A2), the identity (6.82), the estimate (6.84) and Lemmas 6.8.3 and 6.8.6 we con-
clude
λ
∥∥∇uHpi −∇uH∥∥2L2(Ω) ≤ ∫
Ω
[
A (x,∇uHpi )−A (x,∇uH )
] · (∇uHpi −∇uH )d x
= P (u,uHpi ;uHpi −uH )
≤C LA H l+1‖u‖W 2,∞(Ω)|u|H l+1(Ω)
∥∥∇uHpi −∇uH∥∥L2(Ω).
(6.85)
6.8.4 A priori error estimate for FEM with quadrature formula
While Theorem 6.8.7 holds for FEM without numerical integration, we now show optimal
convergence rates in the H 1 and L2 norms taking into account the variational crimes due to
quadrature formulas. At the end of the section, we present numerical results to illustrate the
convergence results of Theorem 6.8.9.
Theorem 6.8.9. Let u be the exact solution of (6.70) and u˜H ∈ Sl0(Ω,TH ) be its approximation
obtained by the FEM with numerical integration, see (6.76). Let µ ∈ {0,1}. Assume either that
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u ∈H l+1(Ω) (if µ= 0) or the hypotheses of Theorem 6.8.7 (if µ= 1). If the quadrature formula
satisfies (Q1), (Q2) for the given µ andA has the regularity
A (·,ξ) ∈W 1+µ,∞(Ω;Rd ), ‖A (·,ξ)‖W 1+µ,∞(Ω;Rd ) ≤C (L0+|ξ|), ∀ξ ∈Rd , if l = 1,
A ∈W l+µ,∞(Ω×BR (0);Rd ), ‖A ‖W l+µ,∞(Ω×BR (0);Rd ) ≤C (L0+R), ∀R > 0, if l ≥ 2,
(6.86)
for some L0 ≥ 0, then, we have the a priori error estimates∥∥u− u˜H∥∥H 1(Ω) ≤C H l , if µ= 0, ∥∥u− u˜H∥∥L2(Ω) ≤C H l+1, if µ= 1,
where C is independent of H.
We first estimate the quadrature error – a key ingredient for the proof of Theorem 6.8.9.
Lemma 6.8.10. Let µ ∈ {0,1}. Assume (Q2) and the regularity (6.86) ofA for the given µ. Then,
we have∣∣B(v H ; w H )− B˜ H (v H ; w H )∣∣≤C H l+µQ(v H )∥∥∇w H∥∥L2(Ω), ∀v H , w H ∈ Sl0(Ω,TH ),
where C is independent of H andQ(v H ) is given by
Q(v H )= L0+
∥∥∇v H∥∥L2(Ω), if l = 1,
Q(v H )=
(
L0+
∣∣∇v H ∣∣L∞(Ω))(1+∥∥v H∥∥l+µW¯ l−1,∞(Ω))
(
1+
κl∑
κ=1
∣∣v H ∣∣κW¯ l ,2κ(Ω)), if l ≥ 2,
where L0 is the constant from (6.86) and κ2 = 2+µ, κ3 = 1+µ and κl = 1 for l ≥ 4.
Proof. As the proof for l = 1 can be found in Lemma 6.5.9, we only consider l ≥ 2. For
v H , w H ∈ Sl0(Ω,TH ), we define the local (componentwise) quadrature error
E iK (A , v
H , w H )=
∫
K
A(i )(x,∇v H )∂xi w H d x−
J∑
j=1
ωK jA(i )(xK j ,∇v H (xK j ))∂xi w H (xK j ),
for K ∈ TH and 1 ≤ i ≤ d , where A(i )(x,ξ) =A (x,ξ) · ei on Ω×Rd . As v H , w H ∈ P l (K ), we
consider from now on
E iK (A ,p, q)=
∫
K
A(i )(x,p(x))q(x)d x−
J∑
j=1
ωK jA(i )(xK j ,p(xK j ))q(xK j ),
with p(x)= (p1(x), . . . , pd (x))T ∈ (P l−1(K ))d and q ∈P l−1(K ). We further define R = |p|L∞(K ).
Transferring the local quadrature error E iK back onto the reference element Kˆ via the affine
parametrization FK : Kˆ →K one gets
E iK (A ,p, q)= |det∂FK |Eˆ(Aˆ(i ), pˆ, qˆ), (6.87)
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with Aˆ(i )(xˆ,ξ)=A(i )(FK (xˆ),ξ) (for ξ ∈Rd ), pˆ(xˆ)= p(FK (xˆ)), qˆ(xˆ)= q(FK (xˆ)) and
Eˆ(Aˆ(i ), pˆ, qˆ)=
∫
Kˆ
Aˆ(i )(xˆ, pˆ(xˆ))qˆ(xˆ)d xˆ−
J∑
j=1
ωˆ j Aˆ(i )(xˆ j , pˆ(xˆ j ))qˆ(xˆ j ).
By construction we have that pˆ ∈ (P l−1(Kˆ ))d and qˆ ∈P l−1(Kˆ ). In what follows, we omit the
index i forA(i ) and Aˆ(i ). From (Q2) and the Bramble-Hilbert Lemma, see [62, Theorem 4.1.3],
we obtain that ∣∣Eˆ(Aˆ , pˆ, qˆ)∣∣≤C ∣∣Aˆ (·, pˆ(·))∣∣W l+µ,∞(Kˆ )∥∥qˆ∥∥L2(Kˆ ). (6.88)
Using the multivariate Faà-di-Bruno formula, we obtain that |Aˆ (·, pˆ(·))|W l+µ,∞(Kˆ ) is bounded
by a sum of terms of the type
∥∥∥∂ηxˆ∂νξAˆ (·, pˆ(·))∥∥∥L∞(Kˆ ) |ν|∏k=1
∣∣pˆ jk ∣∣W rk ,∞(Kˆ ), where 1≤ rk ≤ l −1 and ∣∣η∣∣+ |ν|∑
k=1
rk = l +µ, (6.89)
with multi-indices η,ν ∈Nd and integers jk ∈ {1, . . . ,d}, rk ∈N, for 1≤ k ≤ |ν| (without loss of
generality, we assume that rk ≥ rk+1).
Some care is needed for the terms in (6.89) with rk = l −1, the highest order derivative. Let us
denote by κ ∈N the number of factors in (6.89) with rk = l −1 and by κl ∈N the maximal value
of κ attained for a given l ≥ 2.
When setting η= 0, one derives from (6.89) that κl = b(l +µ)/(l −1)c, i.e., κ2 = 2+µ, κ3 = 1+µ
and κl = 1 for l ≥ 4. We then bound the terms of (6.89) by
∥∥∥∂ηxˆ∂νξAˆ ∥∥∥L∞(Kˆ×BR (0))×

∏|ν|
k=1
∣∣pˆ∣∣W rk ,∞(Kˆ ), if κ= 0,
C
∣∣pˆ∣∣κW l−1,2κ(Kˆ )∏|ν|k=κ+1∣∣pˆ∣∣W rk ,∞(Kˆ ), if 1≤ κ≤ 3, (6.90)
where we used |pˆ|L∞(Kˆ ) =R and the equivalence of norms on (P l−1(Kˆ ))d . Next, we recall the
bounds∥∥∥∂ηxˆ∂νξAˆ ∥∥∥L∞(Kˆ×BR (0)) ≤C H |η|K
∥∥∥∂ηx∂νξA ∥∥∥L∞(K×BR (0)), for 0≤ ∣∣η∣∣+|ν| ≤ l +µ,
|vˆ |W j ,q (Kˆ ) ≤C H jK |det∂FK |−1/q |v |W j ,q (K ), for v ∈W j ,q (K ), j ∈N,
(6.91)
where vˆ(xˆ)= v(FK (xˆ)) on Kˆ and 1≤ q ≤∞ (with 1/q set to 0, if q =∞), see [62, Theorem 3.1.2].
Estimating (6.90) by using (6.91) and the equality from (6.89) then yields
(6.89)≤C H l+µK
∥∥∥∂ηx∂νξA ∥∥∥L∞(K×BR (0))
×

∏|ν|
k=1
∣∣p∣∣W rk ,∞(K ), if κ= 0,
|det∂FK |−1/2
∣∣p∣∣κW l−1,2κ(K )∏|ν|k=κ+1∣∣p∣∣W rk ,∞(K ), if 1≤ κ≤ 3.
(6.92)
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Next, we observe that
∏|ν|
k=κ+1
∣∣p∣∣W rk ,∞(K ) ≤ ∥∥p∥∥|ν|−κW l−2,∞(K ) ≤ 1+∥∥p∥∥l+µW l−2,∞(K ). (6.93)
As from (6.91) it holds that ‖qˆ‖L2(Kˆ ) ≤C |det∂FK |−1/2‖q‖L2(K ), using (6.88), (6.92) and (6.93) we
obtain ∣∣Eˆ(Aˆ , pˆ, qˆ)∣∣≤C H l+µK |det∂FK |−1‖A ‖W l+µ,∞(K×BR (0))(1+∥∥p∥∥l+µW l−2,∞(K ))
×
(
|det∂FK |1/2+
κl∑
κ=1
∣∣p∣∣κW l−1,2κ(K ))∥∥q∥∥L2(K ). (6.94)
Let us then take q = ∂xi w H |K , p=∇v H |K and R = |∇v H |L∞(Ω). We note that |det∂FK | =C |K |
and combine (6.87) and (6.94) to estimate |E iK (A , v H , w H )|. The proof is then concluded by
summing over K ∈TH and 1≤ i ≤ d and using the bound (6.86) for the derivatives ofA .
Proof of Theorem 6.8.9. We use the bound ‖u− u˜H‖H 1−µ(Ω) ≤ ‖u−U H‖H 1−µ(Ω)+C‖∇θH‖L2(Ω),
whereU H ∈ Sl0(Ω,TH ), θH = u˜H −U H and the constant C depends on the Poincaré constant.
To estimate the second term we apply the bound (used for both µ= 0,1)
λ
∥∥∇θH∥∥2L2(Ω) ≤ B˜ H (u˜H ;θH )− B˜ H (U H ;θH )
=B(u;θH )−B(U H ;θH )+B(U H ;θH )− B˜ H (U H ;θH ),
(6.95)
where we used the strong monotonicity of B˜ H (valid due to (Q1)) and the variational prob-
lems (6.70) and (6.76).
Consider first µ= 0 and letU H =IH u ∈ Sl0(Ω,TH ) be the nodal interpolant of u ∈ H l+1(Ω).
We thus have ‖u−U H‖H 1(Ω) ≤C H l |u|H l+1(Ω), see [62, Theorem 3.2.1]. Combining the inequal-
ity (6.95), the Lipschitz continuity of B and Lemma 6.8.10 yields
λ
∥∥∇θH∥∥2L2(Ω) ≤ L‖∇u−∇IH u‖L2(Ω)∥∥∇θH∥∥L2(Ω)+|B(IH u;θH )− B˜ H (IH u;θH )|
≤C H l (|u|H l+1(Ω)+Q(IH u))∥∥∇θH∥∥L2(Ω).
Using Remark 6.8.5 the termQ(IH u) from Lemma 6.8.10 can be bounded by C‖u‖H l+1(Ω) for
l ≥ 1. We thus have the desired estimate ‖∇θH‖L2(Ω) ≤C H l .
Consider now the case µ= 1 and letU H = uHpi be the elliptic projection (6.77). Using the Taylor
remainder P from (6.83), we obtain from (6.95)
λ
∥∥∇θH∥∥2L2(Ω) ≤ |P (u,uHpi ;θH )|+ |B(uHpi ;θH )− B˜ H (uHpi ;θH )|
≤C H l+1(‖u‖W 2,∞(Ω)|u|H l+1(Ω)+Q(uHpi ))∥∥∇θH∥∥L2(Ω), (6.96)
where we used the estimate (6.85) and Lemma 6.8.10. Using Lemma 6.8.4 to boundQ(uHpi )
yieldsQ(uHpi )≤C‖u‖H l+1(Ω) for any l ≥ 1. We conclude the proof by using Lemma 6.8.3.
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Numerical results. To illustrate the convergence rates from Theorem 6.8.9 we consider the
model problem (6.70) on Ω= (0,1)2 with data
A (x,ξ)=
(
1+ 1
x31 +0.05
+ 1+x1x2
(1+|ξ|2)1/4
)
ξ,
and a right-hand side function f (x) chosen such that u(x)= 8sin(pix1)x2(1−x2) is the exact
solution of (6.70). We then discretize Ω by uniform simplicial meshes TH with NF E M = 2k
elements in each spatial dimension (with k = 2, . . . ,9) and use FE spaces (6.73) with polynomial
degree l = 1,2,3. For the implementation we apply a quadrature formula satisfying (Q2) with
µ = 0 (the right-hand side functional ∫Ω f w H d x is evaluated using the same quadrature
formula). The nonlinear algebraic equations are solved by a Newton method. For our test,
around 6 iterations are sufficient for convergence up to machine precision. The relative error
measured in the L2 and H 1 norms are plotted in Figure 6.3.(a) and 6.3.(b), respectively.
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(a) Relative error measured in L2 norm.
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(b) Relative error measured in H 1 norm.
Figure 6.3: Convergence test for FEM with numerical integration. Relative error as a function
of NF E M (the number of elements per spatial dimension of the mesh) for different polynomial
degrees l of the FE space; l = 1 (dotted line), l = 2 (dashed line) and l = 3 (solid line).
In Figure 6.3, we observe that for a given polynomial degree l the errors in the L2 and H 1
norms decrease at rates l +1 and l , respectively, with respect to H ∼ 1/NF E M as predicted by
Theorem 6.8.9. Note that although the applied quadrature rule satisfies (Q2) only for µ= 0,
instead of µ = 1 assumed for the L2 estimate in Theorem 6.8.9, it still leads to the optimal
convergence rate in the L2 norm for the considered test problem.
6.9 FE-HMM for nonlinear monotone elliptic multiscale problems
In this section we consider a problem of type (6.70) with a small scale ε> 0
−div(A ε(x,∇uε))= f in Ω, uε = 0 on ∂Ω, (6.97)
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whereA ε(x,ξ) satisfies (A0−2) uniformly in ε and varies rapidly in x at the small scale ε. Using
homogenization theory the multiscale problem (6.97) can be upscaled, see [162, 61]. For ε→ 0,
the solutions uε converge in the sense of G-convergence to the homogenized solution u0
solving the effective problem (with homogenized map satisfying again (A0−2))
−div(A 0(x,∇u0))= f in Ω, u0 = 0 on ∂Ω. (6.98)
6.9.1 Multiscale method
We study a numerical homogenization method that aims at approximating the homogenized
solution u0 by numerically solving (6.98), for which the unknown mapA 0 is locally approxi-
mated by numerical upscaling.
LetTH be a macroscopic mesh ofΩ, i.e., with mesh size H À ε, and consider the finite element
space Sl0(Ω,TH ), see (6.73), for l ∈N≥1. For K ∈TH , let {ωK j , xK j }Jj=1 be quadrature weights and
nodes induced by a quadrature formula on the reference element satisfying (Q1) and (Q2), see
Section 6.8.1. For δ≥ ε, we define the microscopic sampling domains Kδ j = xK j +δ(−1/2,1/2)d
centered around the quadrature nodes xK j of the macro element K ∈TH . For q ∈ N≥1, we
then consider on Kδ j the micro FE space S
q (Kδ j ,Th)⊂W (Kδ j ) on a microscopic simplicial
meshTh , see (6.73), with boundary conditions prescribed by W (Kδ j ). For the space W (Kδ j )
we either choose W (Kδ j )=H 1per (Kδ j )= {v ∈H 1per (Kδ j ) |
∫
Kδ j
v d x = 0} for periodic coupling or
W (Kδ j )=H 10 (Kδ j ) for Dirichlet coupling.
FE-HMM. The FE-HMM approximation uH of the homogenized solution u0 is defined by:
find uH ∈ Sl0(Ω,TH ) such that B H (uH ; w H )=
∫
Ω
f w H d x, ∀w H ∈ Sl0(Ω,TH ), (6.99)
where the modified macroscopic map B H (v H ; w H ) for v H , w H ∈ Sl0(Ω,TH ) – nonlinear in v H
and linear in w H – is defined as
B H (v H ; w H )= ∑
K∈TH
J∑
j=1
ωK j
|Kδ j |
∫
Kδ j
A ε(x,∇vhK j )d x ·∇w H (xK j ), (6.100)
with the micro function vhK j solving the constrained nonlinear micro problem: find v
h
K j
−
v Hli n, j ∈ Sq (Kδ j ,Th) such that∫
Kδ j
A ε(x,∇vhK j ) ·∇zhd x = 0, ∀zh ∈ Sq (Kδ j ,Th), (6.101)
where v Hl i n, j = v H (xK j )+ (x−xK j ) ·∇v H (xK j ) is the linearization of v H at quadrature point xK j .
Remark. Note that in this section, uH denotes the HMM solution defined by (6.99), while in
the previous Section 6.8 we used uH to denote the standard FE approximation given by (6.74).
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Existence and uniqueness of HMM solution. Note that the following energy equivalence
holds, see Lemma 6.3.2,∥∥∥∇v Hli n, j∥∥∥L2(Kδ j ) ≤
∥∥∥∇vhK j ∥∥∥L2(Kδ j ) ≤
(
L
λ
+1
)(√
|Kδ j |
C0
L
+
∥∥∥∇v Hli n, j∥∥∥L2(Kδ j )
)
. (6.102)
Similarly to B˜ H , we obtain from (Q1), (A0−2) and the energy equivalence (6.102) that the
form B H is continuous in the second variable and Lipschitz continuous as well as strongly
monotone in the first variable (arguments analogous to the linear case, see [7, Prop. 2]). Thus,
due to the nonlinear Lax-Milgram theorem[173, Theorem 25.B], there exists a unique FE-HMM
approximation uH defined by (6.99).
A reformulation of FE-HMM. As in Section 6.3.2, we reformulate FE-HMM in a way, which is
suitable for the analysis. Let K ∈TH , 1≤ j ≤ J and ξ ∈Rd . We define χξ,hK j ∈ Sq (Kδ j ,Th) by∫
Kδ j
A ε(x,ξ+∇χξ,hK j ) ·∇z
hd x = 0, ∀zh ∈ Sq (Kδ j ,Th), (6.103)
and χ¯ξK j ∈ W (Kδ j ) as the exact solution to (6.103) formulated on the entire space W (Kδ j ).
Based on χξ,hK j and χ¯
ξ
K j
we introduce
A 0,hK j
(ξ)= 1|Kδ j |
∫
Kδ j
A ε(x,ξ+∇χξ,hK j )d x, A¯
0
K j
(ξ)= 1|Kδ j |
∫
Kδ j
A ε(x,ξ+∇χ¯ξK j )d x, (6.104)
and we observe that the FE-HMM macro form B H given in (6.100) can be written as
B H (v H ; w H )= ∑
K∈TH
J∑
j=1
ωK jA
0,h
K j
(∇v H (xK j )) ·∇w H (xK j ), v H , w H ∈ Sl0(Ω,TH ),
which has the form of the FEM with quadrature formula from (6.75) applied to a modified
macroscopic problem, where the exact homogenized mapA 0(xK j ,ξ) is replaced byA
0,h
K j
(ξ).
6.9.2 Fully discrete a priori error estimates.
In this section, we present the a priori error analysis for the FE-HMM based on higher order
macro and micro finite element methods.
HMM error. Let us define the error contributions due to the HMM upscaling error decom-
posed into modeling error rmod and micro error rmi c
rmod (∇v H )=
( ∑
K∈TH
J∑
j=1
ωK j
∣∣∣A 0(xK j ,∇v H (xK j ))− A¯ 0K j (∇v H (xK j ))∣∣∣2
)1/2
,
rmi c (∇v H )=
( ∑
K∈TH
J∑
j=1
ωK j
∣∣∣A¯ 0K j (∇v H (xK j ))−A 0,hK j (∇v H (xK j ))∣∣∣2
)1/2
,
(6.105)
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evaluated at v H ∈ Sl0(Ω,TH ), whereA 0 is the exact homogenized map and its approximations
A¯ 0K j andA
0,h
K j
are defined in (6.104).
Remark 6.9.1. We note that instead of the rmod and rmi c defined in (6.105) one could alterna-
tively consider (as proposed in [21]) the functionals
emod (v
H )= sup
w H∈Sl0(Ω,TH )
∣∣B˜ H (v H ; w H )− B¯ H (v H ; w H )∣∣∥∥∇w H∥∥−1L2(Ω),
emi c (v
H )= sup
w H∈Sl0(Ω,TH )
∣∣B¯ H (v H ; w H )−B H (v H ; w H )∣∣∥∥∇w H∥∥−1L2(Ω),
for v H ∈ Sl0(Ω,TH ), with the form B˜ H given as above in (6.75) but withA replaced byA 0 and
the form B¯ H obtained by replacing the numerical micro solutions vhK j in (6.100) by the exact
micro solutions v¯K j solving (6.101) in the Sobolev space W (Kδ j ).
We have chosen to use rmod and rmi c defined in (6.105) to be consistent with the approach
followed for parabolic problems, see (6.26) and (6.25), respectively. However, the a priori error
estimates are independent of this choice.
Macro error. The estimates for FEM from Section 6.8 at hand, we prove the following result.
Theorem 6.9.2. Let u0 be the exact homogenized solution and uH its FE-HMM approxima-
tion given by (6.99). Assume that the conditions of Theorem 6.8.9 hold with µ ∈ {0,1} for the
homogenized problem (6.98). Then, we have∥∥u0−uH∥∥H 1(Ω) ≤C (H l + rmod (∇IH u0)+ rmi c (∇IH u0)), if µ= 0,∥∥u0−uH∥∥L2(Ω) ≤C (H l+1+ rmod (∇u0,Hpi )+ rmi c (∇u0,Hpi )), if µ= 1,
with C independent of H, h, δ and ε and where the modeling and micro errors rmod and rmi c
from (6.105) are evaluated at either the nodal interpolantIH u0 or the elliptic projection u
0,H
pi
of u0 solving (6.77) withA(x)=DξA 0(x,∇u0(x)), see (6.109).
To get fully discrete a priori error estimates, explicit bounds for both rmi c and rmod are given
in the next two paragraphs.
Micro error. Let K ∈TH , 1 ≤ j ≤ J and ξ ∈ Rd . Recall that χ¯ξK j are the exact solutions to the
micro problems (6.103). Further, we introduce the micro functions X¯ ξ,iK j solving the auxiliary
linear micro problems: for 1≤ i ≤ d , find X¯ ξ,iK j ∈W (Kδ j ) such that∫
Kδ j
(DξA
ε(x,ξ+∇χ¯ξK j ))
T (ei +∇X¯ ξ,iK j ) ·∇z d x = 0, ∀z ∈W (Kδ j ). (6.106)
If the micro solutions χ¯ξK j and X¯
ξ,i
K j
are smooth enough we can give an error bound with explicit
decay rates for the micro error. We assume that
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(H1) χ¯ξK j ∈H q+1(Kδ j ) and
∣∣∣χ¯ξK j ∣∣∣H q+1(Kδ j ) ≤Cε−q (L0+|ξ|)
√
|Kδ j |,
(H1∗)

(i ) X¯ ξ,iK j ∈H q+1(Kδ j ) and
∣∣∣X¯ ξ,iK j ∣∣∣H q+1(Kδ j ) ≤Cε−q
√
|Kδ j |,
(i i ) X¯ ξ,iK j ∈W 1,∞(Kδ j ) and
∣∣∣X¯ ξ,iK j ∣∣∣W 1,∞(Kδ j ) ≤C ,
for all K ∈TH , 1≤ j ≤ J , ξ ∈Rd and 1≤ i ≤ d . For q = 1 we recover the assumptions (H1), (H1∗)
used in the analysis of FE-HMM for parabolic nonlinear monotone problems, see Section 6.4.
Theorem 6.9.3. Assume the hypotheses of Theorem 6.9.2. If A ε(x, ·) ∈W 2,∞(Rd ;Rd ) for a.e.
x ∈Ω and (H1), (H1∗) hold, then we have for the micro error that
rmi c (∇U H )≤C
(
h
ε
)2q
,
where rmi c given in (6.105) is evaluated at either the nodal interpolant U H = IH u0 or the
elliptic projectionU H = u0,Hpi of u0 solving (6.77) withA(x)=DξA 0(x,∇u0(x)), see (6.109).
Note that without introducing the auxiliary problems (6.106) only micro convergence rates of
order q can be proved. Further, for piecewise linear micro FE (q = 1 in (6.101)), we recover the
bound rmi c (∇U H )≤C ( hε )2 from Lemma 6.5.14.
Modeling error. Estimates of the modeling error are independent of both macro and micro
finite element spaces and thus no adaptation of the results derived in Section 6.4 for the
parabolic FE-HMM is required.
The modeling error rmod can be estimated ifA
ε is locally periodic, i.e.,A ε(x,ξ)=A (x, x/ε,ξ),
whereA (x, y,ξ) is (0,1)d -periodic in y and sufficiently smooth. If we further replaceA ε(x,ξ)
byA (xK j , x/ε,ξ) in (6.100) and (6.101), we have, see Theorem 6.4.3,
rmod (∇U H )= 0, if W (Kδ j )=H 1per (Kδ j ), δε ∈N≥1,
rmod (∇U H )≤C ( εδ )1/2, if W (Kδ j )=H 10 (Kδ j ),δ> ε,
for bothU H =IH u0 the nodal interpolant andU H = u0,Hpi the elliptic projection of u0 defined
in (6.109).
6.9.3 Proof of the error estimates
In this section, we prove the macro and micro error estimates of Theorems 6.9.2 and 6.9.3.
Proof of Theorem 6.9.2. The proof follows along the lines of the proof of Theorem 6.8.9.
For µ ∈ {0,1}, we have that ‖u0−uH‖H 1−µ(Ω) ≤ ‖u0−U H‖H 1−µ(Ω)+C‖∇θH‖L2(Ω), where C de-
pends on the Poincaré constant, u0 ∈ H 10 (Ω) is the homogenized solution, U H ∈ Sl0(Ω,TH )
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and θH = uH −U H . Let us further introduce
B 0(v ; w)=
∫
Ω
A 0(x,∇v) ·∇w d x, B˜ 0,H (v H ; w H )= ∑
K∈TH
J∑
j=1
ωK jA
0(xK j ,∇v H (xK j )) ·∇w H (xK j ),
for v, w ∈ H 10 (Ω) and v H , w H ∈ Sl0(Ω,TH ), respectively. Note that B˜ 0,H is the form of the
singlescale FEM with quadrature defined in (6.75) applied to the homogenized problem.
Using the strong monotonicity of the HMM form B H , we get
λ
∥∥∇θH∥∥2L2(Ω) ≤B H (uH ;θH )−B H (U H ;θH )
≤B 0(u0;θH )− B˜ 0,H (U H ;θH )+ B˜ 0,H (U H ;θH )−B H (U H ;θH ), (6.107)
where we used the definition of the FE-HMM given in (6.99) and the identity B 0(u0; w) =∫
Ω f w d x for w ∈ H 10 (Ω). The first difference in (6.107) is estimated as in the proof of The-
orem 6.8.9, whereas the second difference in (6.107) is new, as it accounts for the HMM
upscaling errors. Using rmi c and rmod defined in (6.105) we get∣∣B˜ 0,H (U H ;θH )−B H (U H ;θH )∣∣≤C (rmod (∇U H )+ rmi c (∇U H ))∥∥∇θH∥∥L2(Ω). (6.108)
Let now either µ= 0 andU H =IH u0 be the nodal interpolant of u0 or µ= 1 andU H = u0,Hpi
be the elliptic projection defined by: find u0,Hpi ∈ Sl0(Ω,TH ) such that∫
Ω
DξA
0(x,∇u0(x))(∇u0,Hpi −∇u0) ·∇w H d x = 0, ∀w H ∈ Sl0(Ω,TH ), (6.109)
which is the elliptic projection introduced in (6.77) applied to the homogenized problem.
Combining (6.107) with (6.108) we get (analogously to (6.96))∥∥∇uH −∇U H∥∥L2(Ω) ≤C (H l+µ+ rmod (∇U H )+ rmi c (∇U H )),
from where we conclude the proof by using classical interpolation estimates (if µ = 0) or
Lemma 6.8.3 (if µ= 1).
Proof of Theorem 6.9.3. The proof of the micro error estimates for higher order micro FEM
(with piecewise polynomials of degree q) follows along the lines of the proof of Lemma 6.5.14,
where estimates for q = 1 have been derived.
Let 1≤ i ≤ d , K ∈TH , 1≤ j ≤ J and ξ ∈Rd . Analogously to (6.48) in the case of q = 1, we get∣∣∣A¯ 0K j (ξ) ·ei −A 0,hK j (ξ) ·ei ∣∣∣≤ L|Kδ j |
∥∥∥∇χξ,hK j −∇χ¯ξK j ∥∥∥L2(Kδ j )
∥∥∥∇Ih X¯ ξ,iK j −∇X¯ ξ,iK j ∥∥∥L2(Kδ j )
+ C|Kδ j |
∥∥∥∇χξ,hK j −∇χ¯ξK j ∥∥∥2L2(Kδ j )
(
1+
∣∣∣Ih X¯ ξ,iK j ∣∣∣W 1,∞(Kδ j )
)
, (6.110)
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where we used the Taylor expansion of A ε(x,ξ) with respect to ξ, the variational prob-
lems (6.103) (with numerical and exact solutions χξ,hK j and χ¯
ξ
K j
, respectively) and the auxiliary
micro problem (6.106) with solution X¯ ξ,iK j whose nodal interpolant in S
q (Kδ j ,Th) is denoted
byIh X¯
ξ,i
K j
.
Combining the finite element estimate in the H 1 norm from [62, Theorem 5.3.4] for nonlinear
monotone problems and the classical interpolation estimates for the operator Ih , see [62,
Theorem 3.1.6], with the regularity hypotheses (H1) and (H1∗) then yields
∣∣∣A¯ 0K j (ξ) ·ei −A 0,hK j (ξ) ·ei ∣∣∣≤C
(
h
ε
)2q
(L0+L20+|ξ|+ |ξ|2),
from where we immediately obtain that for every v H ∈ Sl0(Ω,TH ) it holds
rmi c (∇v H )≤C
(
h
ε
)2q(
L0+L20+
∥∥∇v H∥∥L2(Ω)+∥∥∇v H∥∥2L4(Ω)).
To conclude the proof, we observe that for v H = IH u0 (the nodal interpolant of u0) and
v H = u0,Hpi (the elliptic projection of u0 defined in (6.109)) the W 1,4(Ω) and H 1(Ω) norms can
be bounded by applying Remark 6.8.5 and Lemma 6.8.6, respectively.
6.10 Summary
In this second part of Chapter 6, we studied the standard finite element method and a nu-
merical homogenization method for singlescale and multiscale nonlinear monotone elliptic
problems, respectively.
First, in Section 6.8, we derived new optimal convergence results in the H 1 and L2 norms
for the singlescale FEM with quadrature formulas. Second, in Section 6.9, we defined the
FE-HMM for nonlinear monotone elliptic multiscale problems and derived fully discrete a
priori error estimates. The bounds for the macroscopic FE error are in particular based on
the FE error estimates proved in Section 6.8. For the FE-HMM, we use the same upscaling
procedure in space like for the numerical homogenization method introduced in Section 6.3
for parabolic problems, but we considered finite element spaces of arbitrary polynomial order
on both macro and micro scales.
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7 A linearized FE-HMM for nonlinear
monotone parabolic problems
In this chapter, we propose a linearized numerical homogenization method for the efficient
approximation of multiscale parabolic problems of the form
∂t u
ε−div(aε(x,∇uε)∇uε)= f , inΩ× (0,T ), (7.1)
where the d ×d tensor aε(x,ξ) rapidly fluctuates in the space variable x at a small scale ε and
is both elliptic and bounded uniformly with respect to ε. We assume throughout this chapter
that the equation (7.1) is of monotone type to guarantee the well-posedness of the problem.
We therefore assume that the mapsA ε(x,ξ)= aε(x,ξ)ξ are strongly monotone and Lipschitz
continuous with respect to ξ ∈Rd with constants independent of ε, i.e., we work in the L2(H 1)
setting as in the previous Chapter 6.
Main contributions of this chapter. The aim of this chapter is to analyze the convergence
of a linearized version of the nonlinear homogenization method proposed in Chapter 6,
which was introduced to approximate the effective solution to the multiscale problem ∂t uε−
div(A ε(x,∇uε))= f , which includes the class of problems (7.1) forA ε(x,ξ)= aε(x,ξ)ξ. The
method of Chapter 6 combines a nonlinear FE-HMM (coupling macro and micro finite el-
ement methods) with the implicit Euler method in time. Although the computational cost
of the nonlinear method in Chapter 6 is independent of the small scale ε, its upscaling pro-
cedure however relies on nonlinear elliptic cell problems, which is computationally costly
for practical simulations. The linearized version presented in this chapter permits to avoid
Newton iterations, which considerably improves the computational efficiency of the method.
This is achieved by combining the spatial macro solver with a new linearized implicit Euler
scheme for the time integration, which leads to linear micro simulations. In turn, the resulting
multiscale scheme does not involve any nonlinear equation to be solved, neither at the macro
scale nor on the micro scale.
In the main results of this chapter, we establish the stability of the method and derive optimal
fully discrete a priori error estimates, which hold without structural assumptions (like peri-
odicity) on the tensor aε. The a priori estimates consist of explicit convergence rates for the
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time discretization error as well as the spatial finite element errors on both macro and micro
scales. Further, we derive error bounds that account for the modeling error depending on the
parameters of the upscaling strategy, i.e., boundary conditions for micro simulations and size
of the micro sampling domains.
Literature overview for linearization strategies. In the literature, many strategies to linearize
numerical methods for stiff ordinary differential equations (ODEs) and time-dependent sin-
glescale PDEs are available. In particular, we mention Rosenbrock methods (only one Newton
iteration per timestep) and W -methods (only one Newton iteration with inexact Jacobian
per timestep), see [101, Section IV.7] for an overview. We emphasize that simply applying
such linearized time integrators to the effective model associated to (7.1) does not yield the
linearized multiscale scheme proposed in this chapter. Indeed, due to the nonlinearities
arising at the microscopic level, the resulting scheme would remain nonlinear.
For parabolic singlescale PDEs, already in the work [75] by Douglas and Dupont an extrap-
olated Crank-Nicolson time stepping scheme has been considered to avoid large nonlinear
algebraic systems. Then, Nie and Thomée proposed in [140] linearized numerical schemes
for singlescale problems of the form ∂t u−div(a(x,u)∇u)= f (in space dimension two) where
a(x, s), for s ∈ R, is a strictly positive scalar function. Their results consist of optimal space-
time a priori error estimates for numerical methods constructed by coupling a finite element
method (with numerical quadrature) and linearized time integrators. Further, Makridakis
studied in [133] a class of linearized space-time discrete methods (one linear system to solve
per timestep) for a system of nonlinear hyperbolic PDEs from elastodynamics and derived
optimal a priori error estimates (in both time and space). In [131], Lubich and Ostermann
presented a semi-discrete analysis (in time) of linearly implicit integrators used for the time
discretization of nonlinear parabolic PDEs, seen as evolution problems posed in Hilbert spaces.
Finally, we mention the discussions about linearization techniques for nonlinear monotone
multiscale problems given in [83, 105].
Outline. The chapter is organized as follows. In Section 7.1, we recall the homogenization
results for the model problem (7.1) and discuss conditions for the tensor aε that are sufficient
to ensure the monotonicity of the model problem. Next, we introduce the linearized multiscale
scheme in Section 7.2, prove the well-posedness of the numerical method and present the fully
discrete a priori error estimates. The proofs of the error bounds are provided in Section 7.4.
Further, in Section 7.5, we present several numerical experiments to illustrate the convergence
results, the efficiency as well as the robustness of the method. The chapter ends with a
summary in Section 7.6.
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7.1 Model problem and homogenization
LetΩ×(0,T ) be a space-time domain, whereΩ⊂Rd (with d ≤ 3) is a convex polygonal domain
and T > 0 is the final time. We study the parabolic quasilinear homogenization problem
∂t u
ε(x, t )−div(aε(x,∇uε(x, t ))∇uε(x, t ))= f (x), inΩ× (0,T ),
uε(x, t )= 0, on ∂Ω× (0,T ),
uε(x,0)= g (x), inΩ,
(7.2)
where f ∈ L2(Ω) models the source term and g ∈ L2(Ω) prescribes the initial conditions. The
parameter ε > 0 denotes the characteristic length of the smallest scale in the PDE (7.2). In
particular, the tensors aε vary rapidly in space at this microscopic scale ε.
We use homogeneous Dirichlet boundary conditions in (7.2) for simplicity. However, our
analysis could be extended to other types of boundary conditions (as Neumann or mixed
boundary conditions).
Assumptions on the tensor. We assume that the family of tensors aε(x,ξ) ∈ (L∞(Ω×Rd ))d×d
(indexed by ε) is uniformly elliptic and bounded, i.e., there exist 0<λa ≤Λa such that
λa
∣∣η∣∣2 ≤ aε(x,ξ)η ·η, ∣∣aε(x,ξ)η∣∣≤Λa∣∣η∣∣, ∀ξ,η ∈Rd , a.e. x ∈Ω,ε> 0. (7.3)
While the uniform ellipticity and boundedness in (7.3) are sufficient for the well-posedness
of our algorithm, they are not sufficient in general to ensure the well-posedness of the exact
problem (7.1). We therefore make the following standard hypotheses of strong monotonicity
and Lipschitz continuity on the maps A ε : Ω×Rd →Rd defined by A ε(x,ξ) = aε(x,ξ)ξ for
(x,ξ) ∈Ω×Rd and ε> 0. We assume that there exist L ≥λ> 0 (independent of ε) such that for
a.e. x ∈Ω
(A1) Lipschitz continuity: |A ε(x,ξ1)−A ε(x,ξ2)| ≤ L |ξ1−ξ2|, for ξ1,ξ2 ∈Rd ;
(A2) Strong monotonicity: [A ε(x,ξ1)−A ε(x,ξ2)] · (ξ1−ξ2)≥λ|ξ1−ξ2|2, for ξ1,ξ2 ∈Rd .
Under the assumptions (A1−2), the well-posedness of monotone parabolic problems of the
type (7.2) is classical, see [173, Theorem 30.A]: there exists a unique solution uε ∈ E in the
Banach space E with norm ‖uε‖E bounded independently of ε, where
E = {v ∈ L2(0,T ; H 10 (Ω)) |∂t v ∈ L2(0,T ; H−1(Ω))}, ‖v‖E = ‖v‖L2(0,T ;H 10 (Ω))+‖∂t v‖L2(0,T ;H−1(Ω)).
Discussion of the assumptions on the tensor. Note that neither the assumptions (7.3) on the
tensor aε(x,ξ) imply the hypotheses (A1−2) onA ε(x,ξ)= aε(x,ξ)ξ nor do (A1−2) imply (7.3)
– except if (7.2) is linear, i.e., aε(x,ξ) = aε(x). Recall, that (A1−2), which are the classical
assumptions for monotone PDEs, were used to show the well-posedness of the nonlinear
FE-HMM introduced in Chapter 6, see Theorem 6.3.5. As the linearized method introduced in
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this chapter exploits that the mapsA ε are given by the productA ε(x,ξ)= aε(x,ξ)ξ, it however
turns out that assumptions on aε(x,ξ) are natural to show the well-posedness of the method.
Hence, both sets of assumptions are needed – the hypotheses (A1−2) for the well-posedness
of the exact problem (7.2) and the hypotheses (7.3) for the well-posedness of the linearized
method.
In the following remark we further show, that the assumptions (A1) and (A2) can be deduced
from ellipticity and boundedness of the tensor aε when an additional growth estimate for the
derivative of aε(x,ξ) with respect to ξ holds.
Remark 7.1.1. Assume that aε is uniformly elliptic and bounded, i.e., satisfies (7.3). If aε(x, ·) ∈
(W 1,∞(Rd ))d×d for a.e. x ∈Ω and the following estimate from Babuška [44, Assumption 3.3
and 3.4] holds
(
d∑
i , j ,k=1
∣∣∣∣∣∂a
ε
i j (x,ξ)
∂ξk
∣∣∣∣∣
2)1/2
≤ La
1+|ξ| , ∀ξ ∈R
d , a.e. x ∈Ω, ε> 0, (7.4)
with La <λa , where λa is the ellipticity constant from (7.3), then the mapsA ε(x,ξ)= aε(x,ξ)ξ
defined on Ω×Rd are Lipschitz continuous and strongly monotone uniformly in ε> 0, i.e.,
they satisfy (A1) and (A2).
For example, in the context of singlescale monotone elliptic problems, see [94, 115], one
considers tensors of the form
aε(x,ξ)=µε(x, |ξ|)I d , with µε : Ω× [0,∞)→R and (x,ξ) ∈Ω×Rd ,
where I d ∈Rd×d is the identity matrix, µε is a continuous function on Ω× [0,∞) and µε(x, ·) is
continuously differentiable for a.e. x ∈Ω. If there exist Mµ ≥mµ > 0 such that
mµ(t − s)≤µε(x, t )t −µε(x, s)s ≤Mµ(t − s), for t ≥ s ≥ 0, x ∈Ω,
then it is shown in [130, Lemma 2.1] that (A1) and (A2) hold. This is satisfied in particular if
µε(x, s) is bounded and there exists λµ,Lµ > 0 such that Lµ <λµ ≤µε(x, s) and∣∣∣∣dµεd s (x, s)
∣∣∣∣≤ Lµ1+ s , ∀ s ∈ [0,∞), x ∈Ω,ε> 0.
Examples similar to the ones numerically investigated in [115] and fulfilling these assumptions
are in particular µ(x, s)= 2+ (1+ s)−1 and µ(x, s)= 2+exp(−s2).
Proof of Remark 7.1.1. For ξ ∈Rd and a.e. x ∈Ω, the derivative DξA ε can be represented by
DξA
ε(x,ξ)= aε(x,ξ)+∂ξaε(x,ξ)[ξ], with (∂ξaε(x,ξ)[ξ])i k =
d∑
j=1
∂aεi j
∂ξk
(x,ξ)ξ j , 1≤ i ,k ≤ d .
(7.5)
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Using the Cauchy-Schwarz inequality and condition (7.4), we derive that (a.e. x ∈Ω, ξ ∈Rd )
∥∥∂ξaε(x,ξ)[ξ]∥∥2F ≤ d∑
i , j ,k=1
∣∣∣∣∣∂a
ε
i j
∂ξk
(x,ξ)
∣∣∣∣∣
2
|ξ|2 ≤ L2a
|ξ|2
(1+|ξ|)2 ≤ L
2
a , i.e.,
∥∥∂ξaε(x,ξ)[ξ]∥∥F ≤ La .
(7.6)
First, we show thatA ε satisfies (A1). For a.e. x ∈Ω, ξ1,ξ2 ∈Rd , the representation (7.5) yields
A ε(x,ξ1)−A ε(x,ξ2)=
∫ 1
0
DξA
ε(x,ξ2+ t (ξ1−ξ2))(ξ1−ξ2)d t
=
∫ 1
0
aε(x,ξ2+ t (ξ1−ξ2))+∂ξaε(x,ξ2+ t (ξ1−ξ2))[ξ2+ t (ξ1−ξ2)]d t (ξ1−ξ2)
≤ (Λa +La)|ξ1−ξ2|,
where we used the boundedness (7.3) of aε and bound (7.6) for ∂ξa
ε. Thus, the map A ε
satisfies (A1). Similarly, using the ellipticity of aε stated in (7.3) we obtain that (for a.e. x ∈Ω)[
A ε(x,ξ1) −A ε(x,ξ2)
] · (ξ1−ξ2)≥ (λa −La)|ξ1−ξ2|2,
i.e., the mapA ε is indeed strongly monotone if La <λa .
Homogenization for parabolic monotone problems. Recall that, in [159, 148], the following
homogenization result has been derived for (7.2): there exists a subsequence {uε} (again
indexed by ε), a mapA 0 : Ω×Rd →Rd and u0 ∈ E such that
uε* u0 in L2(0,T ; H 10 (Ω)), ∂t u
ε* ∂t u
0 in L2(0,T ; H−1(Ω)),
aε(x,∇uε)∇uε*A 0(x,∇u0) in L2(0,T ; (L2(Ω))d ),
where u0 ∈ E can be characterized as the unique solution of the homogenized problem
∂t u
0(x, t )−div(A 0(x,∇u0(x, t )))= f (x), inΩ× (0,T ),
u0(x, t )= 0, on ∂Ω× (0,T ),
u0(x,0)= g (x), inΩ.
(7.7)
The existence and uniqueness of the solution u0 of (7.7) are deduced using (A1) and (A2),
which can be shown to hold also for the effective problem (7.7) (possibly with different con-
stants).
Remark 7.1.2. An explicit representation of the mapA 0 is only available for tensors aε with
a particular structure (like periodicity or ergodicity), analogously to the linear case. In the
case of locally periodic tensors aε(x,ξ) = a(x, xε ,ξ), where a(x, y,ξ) is Y -periodic in y , it is
shown in [110] for elliptic monotone problems, that the homogenized mapA 0(x,ξ) can be
represented by
A 0(x,ξ)=
∫
Y
a
(
x, y,ξ+∇χξ(x, y))(ξ+∇χξ(x, y))d y, (7.8)
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where χξ(x, ·) ∈H 1per (Y ) solves∫
Y
a
(
x, y,ξ+∇χξ(x, y))(ξ+∇χξ(x, y)) ·∇q(y)d y = 0, ∀q ∈H 1per (Y ). (7.9)
This representation is true also in our context of parabolic problems because the homogenized
map A 0(x,ξ) is identical to the elliptic case, see [159]. Further, we note that for spatially
periodic tensors aε, the homogenized mapA 0 can be decomposed followingA 0(ξ)= a0(ξ)ξ,
where a0(ξ) ∈Rd×d is the homogenized tensor, see [44].
7.2 Nonlinear and linearized multiscale methods
In this section, we recall the nonlinear multiscale method introduced in Chapter 6 and propose
a new linearized method. Both methods rely on micro and macro FE spaces.
7.2.1 Micro and macro finite element spaces
Macroscopic spatial discretization. LetTH be a shape-regular triangulation of the polygonal
domain Ω consisting of open simplices K ∈ TH with straight edges. The index H of the
macroscopic triangulation TH denotes the macro mesh size H = maxK∈TH diamK , where
diamK denotes the diameter of a simplex K ∈TH . Further, for K ∈TH , the measure and the
barycenter of K are denoted by |K | and xK , respectively.
Associated to the macro triangulation TH we introduce the finite element space S10(Ω,TH )
consisting of piecewise affine functions
S10(Ω,TH )= {v H ∈H 10 (Ω) |v H |K ∈P 1(K ) for all K ∈TH }, (7.10)
whereP 1(K ) denotes the space of affine polynomials on K ∈TH .
Microscopic spatial discretization. Let K ∈TH be a macroscopic element. To perform local-
ized microscopic simulations we introduce sampling domains Kδ of microscopic size centered
at the barycenter xK of the macro element given by Kδ = xK +δ (−12 , 12 )d , with δ≥ ε. The sam-
pling domain Kδ is discretized by a microscopic triangulationTh of open simplices T ∈Th with
straight edges. Here, the parameter h denotes the microscopic mesh size h =maxT∈Th diamT .
Further, let W (Kδ)⊂H 1(Kδ) be a Hilbert space. Then, the microscopic finite element space
S1(Kδ,Th) is defined by
S1(Kδ,Th)= {vh ∈W (Kδ) |vh |T ∈P 1(T ) for all T ∈Th}, (7.11)
whereP 1(T ) is the set of affine polynomials on T ∈Th .
Time discretization. The time domain (0,T ) is discretized into N subintervals (tn−1, tn) of
identical length ∆t = T /N , where ∆t is called the time step size and tn = n∆t .
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7.2.2 Nonlinear FE-HMM
We recall here for convenience the nonlinear FE-HMM proposed and analyzed in Chapter 6.
Nonlinear macro method. Let uH0 ∈ S10(Ω,TH ) be an approximation of the initial conditions
g (x). The sequence of numerical approximations {uHn }⊂ S10(Ω,TH ) generated by the nonlinear
multiscale method proposed in Chapter 6, solves the nonlinear recursion∫
Ω
1
∆t
(uHn+1−uHn )w H d x+
∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε(x,∇uˆhn+1,K )∇uˆhn+1,K d x ·∇w H (xK )=
∫
Ω
f w H d x,
∀w H ∈ S10(Ω,TH ), (7.12)
where 0 ≤ n ≤ N −1 and uˆhn+1,K is the solution to the nonlinear micro problem (7.13) con-
strained by the macro state v H = uHn+1. In the analysis, we shall use the compact notation
∂¯t uHn = 1∆t (uHn+1−uHn ) for the backward difference quotient in (7.12).
Nonlinear micro problems. For K ∈ TH and v H ∈ S10(Ω,TH ) fixed, consider the nonlinear
micro problem: find vˆhK such that vˆ
h
K − v H ∈ S1(Kδ,Th) and∫
Kδ
aε(x,∇vˆhK )∇vˆhK ·∇qhd x = 0, ∀qh ∈ S1(Kδ,Th). (7.13)
We recall that the nonlinear micro problem (7.13) is well-defined becauseA ε(x,ξ)= aε(x,ξ)ξ
is assumed to satisfy (A1) and (A2).
7.2.3 Linearized FE-HMM
In contrast to the nonlinear FE-HMM described above, the idea of the linearized FE-HMM is
to represent the solution at the macro and micro scales using the product of FE spaces
S H ,h = S10(Ω,TH )×
∏
K∈TH
S1(Kδ,Th), (7.14)
where S10(Ω,TH ) and S
1(Kδ,Th) are defined in (7.10) and (7.11), respectively. An element
zˆ = (zH , {zhK }) ∈S H ,h thus consists of a macroscopic finite element function zH ∈ S10(Ω,TH )
and a family of microscopic functions {zhK }K∈TH , where z
h
K ∈ S1(Kδ,Th) for every sampling
domain Kδ. Further, for x ∈ Kδ, we define zˆhK (x) = zH (x)+ zhK (x). We emphasize that this
notation is not necessarily related to the solution of the nonlinear micro problem (7.13). This
will be specified in the text.
Modified macro bilinear form. For a given zˆ = (zH , {zhK }) ∈S H ,h we introduce the bilinear
form B H (zˆ; ·, ·) for macroscopic functions v H , w H ∈ S10(Ω,TH ) by
B H (zˆ; v H , w H )= ∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε
(
x,∇zˆhK (x)
)∇vˆh,zˆK (x)d x ·∇w H (xK ), (7.15)
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where vˆh,zˆK (x) = v H (x)+ vh,zˆK (x), with vh,zˆK (x) ∈ S1(Kδ,Th), is the solution of the micro prob-
lem (7.16) with parameter zˆhK and macro constraint v
H .
Micro problems. The proposed multiscale strategy is driven by simulations at the microscopic
scale. To upscale the microscopic behavior linked to a given macroscopic state we introduce
constrained micro problems on the sampling domains. For K ∈ TH , zˆ ∈ S H ,h and v H ∈
S10(Ω,TH ) fixed, we introduce the micro problem: find vˆ
h,zˆ
K (x)= v H (x)+ vh,zˆK (x) with vh,zˆK ∈
S1(Kδ,Th) such that∫
Kδ
aε
(
x,∇zˆhK (x)
)∇vˆh,zˆK (x) ·∇qh(x)d x = 0, ∀qh ∈ S1(Kδ,Th). (7.16)
Notice that problem (7.16) is linear, in contrast to problem (7.13). The coupling between the
macroscopic state v H and the solution vˆh,zˆK to the micro problem (7.16) is imposed by the
choice of the subspace W (Kδ)⊂H 1(Kδ) implicitly encoded into the micro finite element space
S1(Kδ,TH ) defined in (7.11). We consider two different coupling conditions
• periodic coupling: W (Kδ)=H 1per (Kδ)= {v ∈H 1per (Kδ) |
∫
Kδ
v(x)d x = 0} and δ/ε ∈N>0;
• Dirichlet coupling: W (Kδ)=H 10 (Kδ) and δ> ε.
We next explain here the construction of the linearized FE-HMM solution uHn approximating
the homogenized solution u0 in (7.7) at time t = n∆t . We first describe the scheme starting
from uˆ1 given at time t1 =∆t . The procedure to construct uˆ1 is discussed afterward.
Linearized macro method. Let uˆ1 = (uH1 , {uh1,K }) ∈S H ,h be given, then the sequence {uˆn} is
defined by the following linear recursion. For 1≤ n ≤N −1, each time step of the multiscale
method corresponds to the map uˆn 7→ uˆn+1 = (uHn+1, {uhn+1,K }) ∈S H ,h defined as
(i) evolution of the macroscopic state: find uHn+1 ∈ S10(Ω,TH ), solving the linear problem∫
Ω
1
∆t
(uHn+1−uHn ) w H d x+B H (uˆn ;uHn+1, w H )=
∫
Ω
f w H d x, ∀w H ∈ S10(Ω,TH );
(7.17)
(ii) update the microscopic states: for K ∈TH , compute
uhn+1,K := vh,uˆnK , (7.18)
where vˆh,uˆnK = uHn+1+ vh,uˆnK is the solution to the micro problem (7.16) with parameter
zˆ = uˆn and macro constraint v H = uHn+1.
Initialization procedure. We next discuss how to define uˆ1 for the linearized scheme (7.17).
Let uH0 ∈ S10(Ω,TH ) be an approximation of the initial state g (x). For instance, a natural
choice is uH0 = IH g , where IH is the nodal interpolant (7.41), but our analysis is valid for
general initial conditions uH0 . To be able to start the linearized multiscale method (7.17) an
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element uˆ1 = (uH1 , {uh1,K }) ∈S H ,h with micro functions uh1,K ∈ S1(Kδ,Th) is required. A trivial
initialization would be to set uˆ0 = (uH0 , {0}) and to calculate uˆ1 using the linearized multiscale
method (7.17) with n = 0, but this would cause the accuracy to deteriorate. We thus propose
to use one single time step of the fully nonlinear multiscale method (7.12), which allows to
prove optimal convergence of the temporal error. Let uH1 be the numerical solution of (7.12)
at time t1 =∆t and uˆh1,K (x) the associated solutions to the nonlinear micro problems (7.13).
We then initialize the linearized multiscale method at time t1 =∆t with
uˆ1 = (uH1 , {uˆh1,K −uH1 }) ∈S H ,h . (7.19)
Remark 7.2.1. We emphasize once again that in the linearized FE-HMM defined above, both
the macroscopic state equation (7.17) and the independent micro problems (7.16) are linear,
in contrast to the nonlinear FE-HMM (7.12), which involves nonlinear and coupled problems
at both the macro and micro scales. Indeed, observe in (7.17) that the form B H is evaluated
with B H (uˆn ;uHn+1, w
H ) instead of B H (uˆn+1;uHn+1, w
H ), where the nonlinear parameter uˆn
is already known. Since B H (uˆn ; ·, ·) is a bilinear form, this means that the cost of solving
(7.17) is analogous to that of the implicit Euler method applied to a linear parabolic finite
element problem. In terms of memory storage, notice that the spaceS H ,h used to represent
the numerical solution of the linearized FE-HMM uˆn 7→ uˆn+1 is the macro state uHn and a
vector ∇uˆn for each sampling domain Kδ, whereas only the macro state uHn is needed for the
nonlinear FE-HMM (7.12).
7.3 Main results
In this section, we derive the well-posedness and a priori convergence estimates of the pro-
posed linearized FE-HMM.
7.3.1 Well-posedness of the numerical method
The well-posedness of the linearized FE-HMM relies on the following lemma.
Lemma 7.3.1. Assume that (7.3) holds. Then, the form defined in (7.15) satisfies for all zˆ ∈S H ,h
and v H , w H ∈ S10(Ω,TH )
B H (zˆ; v H , v H )≥λa
∥∥∇v H∥∥2L2(Ω), ∣∣B H (zˆ; v H , w H )∣∣≤ Λ2aλa ∥∥∇v H∥∥L2(Ω)∥∥∇w H∥∥L2(Ω),
with the constants λa andΛa from (7.3). Thus, B H (zˆ; ·, ·) is elliptic and bounded on S10(Ω,TH )×
S10(Ω,TH ) uniformly in zˆ.
Proof. First, the existence and uniqueness of a solution to the constrained linear micro prob-
lems (7.16) is clear as the tensor aε is uniformly elliptic and bounded, see (7.3). Further,
we note that Lemma 7.3.1 is a generalization of a result known for FE-HMM applied to lin-
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ear elliptic problems, see [3, Proposition 3.2]. The proof relies on the fundamental energy
equivalence
∥∥∇v H∥∥L2(Kδ) ≤ ∥∥∥∇vˆh,zˆK ∥∥∥L2(Kδ) ≤ Λaλa ∥∥∇v H∥∥L2(Kδ),
where vˆh,zˆK solves the linear micro problem (7.16) with parameter zˆ and constraint v
H .
Lemma 7.3.2. Let uH0 ∈ S10(Ω,TH ), f ∈ L2(Ω) and assume that (7.3) and (A1−2) hold. Then,
for all H ,h and ∆t the sequence {uHn }1≤n≤N defined by the linearized method (7.17) using the
nonlinear initialization (7.19) exists, is unique and satisfies the a priori bound
max
1≤n≤N
∥∥uHn ∥∥L2(Ω)+min{λ,λa}
(
N∑
n=1
∆t
∥∥∇uHn ∥∥2L2(Ω)
)1/2
≤C (∥∥ f ∥∥L2(Ω)+∥∥uH0 ∥∥L2(Ω)),
where C depends on the ellipticity constant λa of aε, the monotonicity constant λ ofA ε, the
final time T and the Poincaré constant CP of the domain Ω.
Proof. First, we note that the existence, uniqueness and boundedness of the nonlinear initial-
ization (7.19) have been proved in Theorem 6.3.5 using the hypotheses (A1−2). In particular,
we have the bound∥∥uH1 ∥∥2L2(Ω)−∥∥uH0 ∥∥2L2(Ω)+λ∆t∥∥∇uH1 ∥∥2L2(Ω) ≤ 1λ∆tC 2P∥∥ f ∥∥2L2(Ω). (7.20)
Next, for zˆ ∈S H ,h and v H , w H ∈ S10(Ω,TH ), we introduce the bilinear form AH ,∆t (zˆ; ·, ·) and
the linear form F H ,∆t (zˆ; ·) by
AH ,∆t (zˆ; v H , w H )= 1
∆t
∫
Ω
v H w H d x+B H (zˆ; v H , w H ),
F H ,∆t (zˆ; w H )= 1
∆t
∫
Ω
zH w H d x+
∫
Ω
f w H d x.
Thus, for 1≤ n ≤N −1, the evolution of the macroscopic state (7.17) is equivalent to
AH ,∆t (uˆn ;u
H
n+1, w
H )= F H ,∆t (uˆn ; w H ), ∀w H ∈ S10(Ω,TH ).
The ellipticity and boundedness of AH ,∆t (zˆ; ·, ·) and the continuity of F H ,∆t (zˆ; ·) follow from
Lemma 7.3.1. Thus, the variational problem (7.17) has a unique solution for every 1≤ n ≤N−1.
Next, we prove the boundedness of the numerical solution {uHn }. First, we observe that for
0≤ n ≤N −1 it holds∫
Ω
∂¯t u
H
n u
H
n+1d x ≥
1
2∆t
(∥∥uHn+1∥∥2L2(Ω)−∥∥uHn ∥∥2L2(Ω)), where ∂¯t uHn = 1∆t (uHn+1−uHn ). (7.21)
Thus, for 1 ≤ n ≤ N − 1, the inequality (7.21) and the uniform ellipticity of B H derived in
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Lemma 7.3.1 lead to
1
2∆t
(∥∥uHn+1∥∥2L2(Ω)−∥∥uHn ∥∥2L2(Ω))+λa∥∥∇uHn+1∥∥2L2(Ω) ≤ ∫
Ω
∂¯t u
H
n u
H
n+1d x+B H (uˆn ;uHn+1,uHn+1)
(7.22)
=
∫
Ω
f uHn+1d x ≤
C 2P
2λa
∥∥ f ∥∥2L2(Ω)+ λa2 ∥∥∇uHn+1∥∥2L2(Ω),
where we used the definition of the method (7.17), the Poincaré inequality (with constant CP )
and Young’s inequality. We conclude by combining the inequalities (7.20) and (7.22) summed
from n = 1 to n =N −1.
7.3.2 A priori error estimates
In this section, we derive rigorous a priori error estimates for the proposed linearized FE-HMM
with two different sets of assumptions. In the first case, we assume directly the monotonicity
and Lipschitz continuity of the mapA ε and we make a smallness assumption on the size of
the nonlinearity of the problem. We note that such type of smallness assumption is commonly
used in the numerical analysis of nonlinear PDEs, e.g., see [32, Theorem 4] or [52, Section
8.7]. In the second case, under the conditions on the tensor aε(x,ξ) derived in Remark 7.1.1
error estimates are shown without this smallness assumption. However, the result in the
second case is obtained at the expense of assuming that a certain linearization error denoted
by en,K , see (7.33), is small enough. In Section 7.5.1 we illustrate with numerical tests that this
hypothesis is indeed satisfied for sufficiently fine discretizations of the space-time domain.
To estimate the error introduced by the numerical upscaling procedure built into the multiscale
strategy (7.17), we define
rH M M (∇v H )=
( ∑
K∈TH
|K |
∣∣∣A 0(xK ,∇v H (xK ))−A 0,hK (∇v H (xK ))∣∣∣2
)1/2
, for v H ∈ S10(Ω,TH ),
(7.23)
whereA 0 is the exact homogenized map from the homogenized equation (7.7) andA 0,hK is the
numerically homogenized map defined in (7.37). In particular, in the a priori error estimates
of Theorems 7.3.3 and 7.3.4 the upscaling error is quantified by eH M M given by
eH M M = max
1≤n≤N
rH M M (∇U Hn ), (7.24)
where U Hn ∈ S10(Ω,TH ) is a finite element approximation of the homogenized solution u0
at time tn , for 1 ≤ n ≤ N . In the analysis, we consider either U Hn = IH u0(·, tn) the nodal
interpolant (7.41) orU Hn = u0,Hpi,n the elliptic projection (7.43), as detailed in Section 7.4.1.
Error estimates using a smallness assumption on the nonlinearity. To derive our first a
priori error estimate, we assume additionally that the tensor aε(x,ξ) is uniformly Lipschitz
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continuous in the second variable ξ, i.e., there exists a constant L˜a > 0 such that∥∥aε(x,ξ1)−aε(x,ξ2)∥∥F ≤ L˜a |ξ1−ξ2|, ∀ξ1,ξ2 ∈Rd , a.e. x ∈Ω. (7.25)
For ξ ∈ Rd and K ∈ TH , we introduce the exact micro function χ¯ξK solving the variational
problem: find χ¯ξK ∈W (Kδ) such that∫
Kδ
aε(x,ξ+∇χ¯ξK )(ξ+∇χ¯ξK ) ·∇q d x = 0, ∀q ∈W (Kδ), (7.26)
and find its finite element approximation χξ,hK ∈ S1(Kδ,Th) satisfying∫
Kδ
aε(x,ξ+∇χξ,hK )(ξ+∇χξ,hK ) ·∇qhd x = 0, ∀qh ∈ S1(Kδ,Th). (7.27)
Note that for v H ∈ S10(Ω,TH ), ξ=∇v H (xK ) we recover ξ+∇χξ,hK = vˆhK , where vˆhK solves (7.13).
Analogously to linear elliptic problems, the exact solution χ¯ξK satisfies the a priori bound
‖∇χ¯ξK ‖L2(Kδ) ≤C
√|Kδ||ξ|, where C is independent of ε and ξ. Under additional regularity of
the data of the nonlinear micro problem (7.26) the Lipschitz continuity of its solution χ¯ξK can
be shown, e.g., see [129, Theorem 4.1]. For our analysis it is necessary to know the explicit
dependence of the Lipschitz constant of χ¯ξK with respect to ε and ξ. We assume that
(R1)
∥∥∥∇χ¯ξK ∥∥∥L∞(Kδ) ≤C∗|ξ| for K ∈TH , ξ ∈Rd .
Further, we use the affine bijection GKδ : Y →Kδ between the micro cell domain Kδ and the
unit cell Y = (0,1)d , and define χξ,hˆK ,Y =χξ,hK ◦GKδ and χ¯ξK ,Y = χ¯ξK ◦GKδ , where hˆ is the mesh size
of the rescaled partitionThˆ on Y obtained fromTh via the bijection GKδ . If the partitionThˆ
is quasi-uniform1 and the rescaled micro problems (with solution χ¯ξK ,Y ) are regular enough,
then the maximum norm estimates for nonlinear monotone elliptic problems derived in [95]
combined with an inverse inequality, see [62, Theorem 3.2.6], yield∥∥∥χξ,hˆK ,Y − χ¯ξK ,Y ∥∥∥W 1,∞(Y ) ≤C hˆ−1∥∥∥χξ,hˆK ,Y − χ¯ξK ,Y ∥∥∥L∞(Y ) ≤C hˆ∣∣log hˆ∣∣ d4+1, (7.28)
where C is independent of hˆ and ε, but with unknown explicit dependence on |ξ|. Analogously
to (R1) we postulate that C scales linearly2 with |ξ|. By transferring the bound (7.28) back to
the sampling domain Kδ and observing that δ=O (ε) we obtain that
(R2)
∥∥∥∇χξ,hK −∇χ¯ξK ∥∥∥L∞(Kδ) ≤C? hε |ξ| for K ∈TH , ξ ∈Rd ,
where C? =C ∣∣log(h/ε)∣∣ d4+1 is weakly depending on h/ε.
1Precisely, there exists a constant C > 0 such that hˆT ≥C hˆ for all sizes hˆT of the finite elements T ∈Thˆ .
2Observe that linear growth is natural asA ε(x,ξ)= aε(x,ξ)ξ grows linearly with respect to |ξ|.
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We may now state our first a priori error estimate on the linearized FE-HMM based on the
smallness assumption (7.30) on the nonlinearity.
Theorem 7.3.3. Let u0 be the solution to the homogenized problem (7.7) and uHn the approxima-
tions defined by the linearized multiscale method (7.17) using the nonlinear initialization (7.19).
Assume that the tensor aε satisfies the assumptions (7.3), (7.25) and that the mapA ε given by
A ε(x,ξ)= aε(x,ξ)ξ satisfies assumptions (A1) and (A2). Let the following conditions be valid
for µ= 1 and some constant L0 > 0,
u0,∂t u
0 ∈C 0([0,T ], H 2(Ω)), ∂2t u0 ∈C 0([0,T ],L2(Ω)),
A 0(·,ξ) ∈W µ,∞(Ω;Rd ) with ∥∥A 0(·,ξ)∥∥W µ,∞(Ω;Rd ) ≤C (L0+|ξ|), ∀ξ ∈Rd . (7.29)
Assume further that χ¯ξK and χ
ξ,h
K given by (7.26) and (7.27), respectively, satisfy (R1) and (R2). If
the exact solution u0 verifies
u0 ∈C 0([0,T ],W 2,∞(Ω)),
p
2(1+C∗)L˜a max
t∈[0,T ]
∣∣u0(·, t )∣∣W 1,∞(Ω) <λa , (7.30)
(where C∗ is the constant from (R1)) then there exist H0,h0 > 0 such that for any H <H0,h < h0,
we have the a priori error estimates
max
1≤n≤N
∥∥uHn −u0(·, tn)∥∥L2(Ω) ≤C (∆t +Hµ+eH M M +‖uH0 − g‖L2(Ω)) , (7.31a)(
∆t
∑N
n=1
∥∥∇uHn −∇u0(·, tn)∥∥2L2(Ω))1/2 ≤C (∆t +H +eH M M +‖uH0 − g‖L2(Ω)) , (7.31b)
where µ= 1, the upscaling error eH M M (evaluated at the nodal interpolantU Hn =IH u0(·, tn),
see (7.41)) is given by (7.24), and C is independent of ∆t , H and eH M M .
Further, the estimate (7.31a) holds with µ = 2 and eH M M evaluated at the elliptic projection
U Hn = u0,Hpi,n , see (7.43), if additionally (7.29) holds for µ= 2 and conditions (7.44) are satisfied.
Error estimates without the smallness assumption on the nonlinearity. We note that con-
ditions (7.3) and (7.25) together do not imply (A1) or (A2) in general for the mapA ε(x,ξ)=
aε(x,ξ)ξ. For our second error estimate, we make the assumptions
aε(x, ·) ∈ (W 1,∞(Rd ))d×d with
(
d∑
i , j ,k=1
∣∣∣∣∣∂a
ε
i j (ξ)
∂ξk
∣∣∣∣∣
2)1/2
≤ La
1+|ξ| and La <
λa
2
p
2
,
∀ξ ∈Rd , a.e. x ∈Ω.
(7.32)
We recall that condition (7.32) combined with (7.3) is sufficient to imply (A1) and (A2) for
A ε(x,ξ)= aε(x,ξ)ξ, as shown in Remark 7.1.1.
For 0≤ n ≤N and K ∈TH , we consider the error term en,K ∈ (L∞(Kδ))d×d given by
en,K (x)= aε(x,∇uˆhn,K )−
∫ 1
0
aε(x,∇uˆhn,K −τ∇θˆhn,K )dτ, a.e. x ∈Kδ, (7.33)
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where uˆn = (uHn , {uhn,K }) ∈S H ,h is obtained from the linearized numerical method (7.17) and
θˆn = (θHn , {θhn,K }) denotes the difference θˆn = uˆn − Uˆn between the numerical solution uˆn
and an approximation Uˆn of the homogenized solution u0 (and its associated first order
correctors), see (7.49) for details. Thus, if uˆn is a good approximation to u0 one can expect
that en,K is small.
Theorem 7.3.4. Let u0 be the solution to the homogenized problem (7.7) and uHn the approxima-
tions defined by the linearized multiscale method (7.17) using the nonlinear initialization (7.19).
Assume that the tensor aε satisfies (7.3) and (7.32). Further, let the homogenized solution u0
and the homogenized mapA 0 satisfy the regularity assumptions (7.29) for µ= 1. If
max
K∈TH
1≤n≤N−1
∥∥en,K ∥∥(L∞(Kδ))d×d < λa2p2 , (7.34)
then we have the a priori error estimates
max
1≤n≤N
∥∥uHn −u0(·, tn)∥∥L2(Ω) ≤C (∆t +Hµ+eH M M +‖uH0 − g‖L2(Ω)) , (7.35a)(
∆t
∑N
n=1
∥∥∇uHn −∇u0(·, tn)∥∥2L2(Ω))1/2 ≤C (∆t +H +eH M M +‖uH0 − g‖L2(Ω)) , (7.35b)
where µ= 1, the upscaling error eH M M (evaluated at the nodal interpolantU Hn =IH u0(·, tn),
see (7.41)) is given by (7.24), and C is independent of ∆t , H and eH M M .
If additionally u0 ∈C 0([0,T ],W 2,∞(Ω)), conditions (7.29) hold for µ= 2 and hypotheses (7.44)
are satisfied then there exists H0 > 0 such that for any H <H0 the estimate (7.35a) holds with
µ= 2 and eH M M evaluated at the elliptic projectionU Hn = u0,Hpi,n , see (7.43).
Remark 7.3.5. We observe that the monotonicity of the model problem allows us to avoid the
smallness assumption (7.30) in the above theorem. The alternative condition (7.34) assumes
that the quantity en,K defined in (7.33) is small enough. We note that this assumption auto-
matically holds for linear problems. For nonlinear problems however
∥∥en,K ∥∥(L∞(Kδ))d×d can be
bounded by C‖∇uˆhn,K −∇Uˆ hn,K ‖L∞(Kδ), for which convergence results are difficult to derive.
However, in Section 7.5.1, we provide numerical evidence that the condition (7.34) is verified
for spatial and temporal discretizations that are fine enough. In practice, a posteriori estimates
for en,K could be used to check condition (7.34) and to drive temporal and spatial mesh
adaptation to obtain numerical approximations uHn satisfying (7.34).
Fully discrete a priori error estimates. To derive fully discrete estimates taking into account
the finescale discretization and upscaling errors, it remains to bound the error eH M M defined
in (7.24) and involved in Theorems 7.3.3 and 7.3.4.
Explicit estimates for eH M M rely on a decomposition of the total upscaling error into modeling
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and microscopic errors denoted by emod and emi c , respectively,
eH M M ≤ max
1≤n≤N
( ∑
K∈TH
|K |∣∣A 0(xK ,∇U Hn (xK ))− A¯ 0K (∇U Hn (xK ))∣∣2
)1/2
(= emod )
+ max
1≤n≤N
( ∑
K∈TH
|K |
∣∣∣A¯ 0K (∇U Hn (xK ))−A 0,hK (∇U Hn (xK ))∣∣∣2
)1/2
, (= emi c )
(7.36)
withA 0 the exact homogenized map and the approximated maps A¯ 0K andA
0,h
K given by
A¯ 0K (ξ)=
1
|Kδ|
∫
Kδ
aε(x,ξ+∇χ¯ξK )(ξ+∇χ¯ξK )d x, A 0,hK (ξ)=
1
|Kδ|
∫
Kδ
aε(x,ξ+∇χξ,hK )(ξ+∇χξ,hK )d x,
(7.37)
where χ¯ξK and χ
ξ,h
K solve the micro problems (7.26) and (7.27), respectively, for K ∈TH , ξ ∈Rd .
For explicit convergence rates of the micro error emi c with respect to the micro mesh size h ap-
propriate regularity of the exact solution χ¯ξK of the nonlinear micro problem (7.26) is required,
e.g., see [7]. Linear convergence in h of emi c then follows straightforwardly from standard
finite element estimates for χξ,hK in the H
1 norm. However, to obtain optimal convergence
rates for emi c , i.e., quadratic convergence in h, the adjoint micro problems (7.38) have to be
introduced. Such adjoint problems have already been crucial for linear multiscale problems
with non-symmetric tensors, see [77].
In view of those results, we assume that χ¯ξK solving the nonlinear micro problems (7.26) satisfy
(H1) χ¯ξK ∈H 2(Kδ) and
∣∣∣χ¯ξK ∣∣∣H 2(Kδ) ≤Cε−1|ξ|√|Kδ| for K ∈TH , ξ ∈Rd ,
and introduce the linear variational problem: find X¯ ξ, jK ∈W (Kδ) such that∫
Kδ
(
DξA
ε(x,ξ+∇χ¯ξK )
)T
(e j +∇X¯ ξ, jK ) ·∇z d x = 0, ∀z ∈W (Kδ), (7.38)
where χ¯ξK solves the nonlinear micro problem (7.26), 1≤ j ≤ d , K ∈TH and ξ ∈Rd . Note that
the micro problem (7.38) is well-defined as the Jacobian DξA
ε(x,ξ) is uniformly elliptic and
bounded ifA ε satisfies (A1), (A2) and is smooth enough. We assume further that the solution
X¯ ξ, jK of the adjoint micro problem (7.38) fulfills
(H1∗)
 X¯
ξ, j
K ∈H 2(Kδ) and
∣∣∣X¯ ξ, jK ∣∣∣H 2(Kδ) ≤Cε−1√|Kδ|, for K ∈TH ,ξ ∈Rd , j = 1, . . . ,d ;
X¯ ξ, jK ∈W 1,∞(Kδ) and
∣∣∣X¯ ξ, jK ∣∣∣W 1,∞(Kδ) ≤C , for K ∈TH ,ξ ∈Rd , j = 1, . . . ,d .
We note that the micro error emi c can be estimated independently of the structure of the spatial
variations of the tensor aε(x,ξ). In contrast, to derive explicit estimates for the modeling error
emod structural assumptions on the spatial heterogeneities of the tensor a
ε(x,ξ) are necessary.
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For linear multiscale problems, i.e., with tensors aε(x,ξ) independent of ξ ∈Rd , such results
have been derived assuming local periodicity or random stationarity of the tensor, see [81]. In
this chapter, we present explicit estimates for
(H2) locally periodic tensor aε(x,ξ) = aε(x, xε ,ξ) = a(x, y,ξ), which is Y -periodic in y and
satisfies ∥∥a(x1, y,ξ)−a(x2, y,ξ)∥∥F ≤C |x1−x2|, ∀x1, x2 ∈Ω,ξ ∈Rd , a.e. y ∈ Y .
Theorem 7.3.6. Let u0 and uHn be the exact homogenized solution and the numerical solu-
tion defined by the linearized multiscale method (7.17) with nonlinear initialization (7.19),
respectively. Assume the hypotheses of Theorem 7.3.3 and Theorem 7.3.4 such that optimal error
estimates in the L2(H 1) and C 0(L2) norms hold for the time discretization and macroscopic
spatial errors.
If additionally aεi j (x, ·) ∈W 2,∞(Rd ) for 1≤ i , j ≤ d and assumptions (H1) and (H1∗) are satisfied
then we obtain the optimal fully discrete error estimates
max
1≤n≤N
∥∥u0(·, tn)−uHn ∥∥L2(Ω) ≤C [∆t +H 2+ (hε )2+emod +‖uH0 − g‖L2(Ω)] ,(
∆t
∑N
n=1
∥∥∇u0(·, tn)−∇uHn ∥∥2L2(Ω))1/2 ≤C [∆t +H + (hε )2+emod +‖uH0 − g‖L2(Ω)] ,
where emod is the modeling error and C is independent of ∆t , H, h, ε and δ. Further, if a
ε
satisfies (H2), aε(x,ξ) is replaced by a(xK , x/ε,ξ) in (7.15) and (7.16), and if χξ(xK , ·) ∈W 1,∞(Y )
in (7.9), then
emod ≤
0, W (Kδ)=H 1per (Kδ),δ/ε ∈N>0,C( εδ )1/2, W (Kδ)=H 10 (Kδ),δ> ε,
where C is independent of ε and δ.
7.4 Analysis
This section is devoted to the proofs of our main results stated in the previous section.
7.4.1 Preliminaries
We introduce two semi-norms on the product space S H ,h defined in (7.14). For elements
vˆ = (v H , {vhK }) ∈S H ,h , we define (recall that vˆhK = v H + vhK )
‖∇vˆ‖S H ,h =
( ∑
K∈TH
|K |
|Kδ|
∥∥∥∇vˆhK ∥∥∥2L2(Kδ)
)1/2
, ‖∇vˆ‖
S H ,h∞
= max
K∈TH
∥∥∥∇vˆhK ∥∥∥L∞(Kδ).
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We observe that for all K ∈TH it holds∥∥∥∇vˆhK ∥∥∥2L2(Kδ) = ∥∥∇v H (xK )∥∥2L2(Kδ)+
∥∥∥∇vhK ∥∥∥2L2(Kδ), (7.39)
because
∫
Kδ
∇vhK d x ·∇v H (xK )= 0 due to canceling and vanishing values of vhK on the boundary
∂Kδ for micro spaces S
1(Kδ,Th) with periodic and Dirichlet boundary conditions, respec-
tively. Combining that with the Poincaré inequality (for H 10 (Ω) and W (Kδ)=H 10 (Kδ)) and the
Poincaré-Wirtinger inequality (if W (Kδ) =H 1per (Kδ) instead) proves that ‖·‖S H ,h is a norm.
Further, we note that the identity (7.39) yields∥∥∇v H∥∥L2(Ω) ≤ ‖∇vˆ‖S H ,h , for all vˆ = (v H , {vhK }) ∈S H ,h . (7.40)
We shall use in our analysis the nodal interpolant
IH : C
0(Ω)→ S1(Ω,TH ), see [62, Section 2.4], (7.41)
where S1(Ω,TH ) is the space of continuous, piecewise affine functions on the macro meshTH
(compared to S10(Ω,TH ) we do not impose Dirichlet boundary conditions on the boundary
∂Ω). We recall that the choiceU Hn =IH u0(·, tn) (for 0≤ n ≤N ) combined with the regularity
assumptions (7.29) forµ= 1 is sufficient to derive optimal error estimates in the L2(0,T ; H 10 (Ω))
norm.
However, to obtain sharp error estimates in the C 0([0,T ],L2(Ω)) norm, more involved tech-
niques have been used in Chapter 6. In particular, an appropriate elliptic projection u0,Hpi has
been introduced. Herein, we just recall its definition and refer to Chapter 6 for the details, see
Section 6.5.1. For t ∈ [0,T ] and v, w ∈H 10 (Ω), let the bilinear form Bpi be given by
Bpi(t ; v, w)=
∫
Ω
A0(x, t )∇v ·∇w d x, withA0(x, t )=DξA 0(x,∇u0(x, t )), (7.42)
where the homogenized mapA 0 and the homogenized solution u0 are assumed to be regular
enough. Let t ∈ [0,T ], the elliptic projection u0,Hpi (·, t ) of u0(·, t ) solves the variational problem:
find u0,Hpi (·, t ) ∈ S10(Ω,TH ) such that
Bpi(t ;u
0,H
pi (·, t ), w H )=Bpi(t ;u0(·, t ), w H ), ∀w H ∈ S10(Ω,TH ). (7.43)
Choosing U Hn = u0,Hpi,n = u0,Hpi (·, tn) in (7.49) and under appropriate regularity assumptions,
optimal a priori error estimates in the C 0([0,T ],L2(Ω)) norm have been derived in Chapter 6
for the nonlinear FE-HMM. Those estimates are based on the following lemma summarizing
Lemmas 6.5.5 and 6.5.6.
Lemma 7.4.1. Let u0 be the exact homogenized solution and u0,Hpi its elliptic projection (7.43).
Assume thatA 0 satisfies (A1−2) and consider Bpi and A0 defined in (7.42). If u0 satisfies u0 ∈
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C 0([0,T ],W 2,∞(Ω)), ∂t u0 ∈C 0([0,T ], H 2(Ω)) and the following holds,
A 0(x, ·) ∈W 2,∞(Rd ;Rd ), a.e. x ∈Ω, A0i j ,∂tA0i j ∈C 0([0,T ],W 1,∞(Ω)), 1≤ i , j ,≤ d ,
quasi-uniformity of meshesTH , e.g., see [62, Eq. (3.2.28)], and elliptic regularity (7.46),
(7.44)
then for all t ∈ [0,T ] and k ∈ {0,1}, s ∈ {1,2}, we have the optimal error estimates∥∥∥∂kt u0(·, t )−∂kt u0,Hpi (·, t )∥∥∥H 2−s (Ω) ≤C H s , ∥∥u0(·, t )−u0,Hpi (·, t )∥∥W 1,∞(Ω) ≤C H∥∥u0(·, t )∥∥W 2,∞(Ω),
(7.45)
where C is independent of H and the W 1,∞ estimate is valid for H <H0 for some H0 > 0.
Note that the elliptic regularity assumed in (7.44) reads as: for 1< p <σ with some σ> d we
have∥∥u0(·, t )∥∥W 2,p (Ω)+∥∥u0,∗(·, t )∥∥W 2,p (Ω) ≤C∥∥div(A0(·, t )∇u0(·, t ))∥∥Lp (Ω), ∀ t ∈ [0,T ], (7.46)
where u0,∗(·, t) ∈ H 10 (Ω) solves the dual problem Bpi(t ; w,u0,∗(·, t)) = Bpi(t ;u0(·, t), w) for all
w ∈H 10 (Ω).
We now recall several estimates on the nonlinear FE-HMM (7.12) from Chapter 6 that will be
useful for the analysis of the proposed linearized version of the method.
Lemma 7.4.2. Consider v H , w H ∈ S10(Ω,TH ) and K ∈ TH . Assume that A ε satisfies (A1)
and (A2). Let vˆhK and wˆ
h
K be the solutions to the nonlinear micro problem (7.13) associated to
v H and w H , respectively. Further, let the mapA 0,hK : R
d →Rd be given by (7.37), then
∥∥∥∇vˆhK −∇wˆhK ∥∥∥L2(Kδ) ≤ Lλ√|Kδ|∣∣∇v H (xK )−∇w H (xK )∣∣,∣∣∣A 0,hK (∇v H (xK ))−A 0,hK (∇w H (xK ))∣∣∣≤ L2λ ∣∣∇v H (xK )−∇w H (xK )∣∣,
where L and λ are the Lipschitz and monotonicity constants of the map A ε(x,ξ), see (A1)
and (A2), respectively.
Proof. The monotonicity (A2), the definition of the nonlinear micro problems (7.13) and the
Lipschitz continuity (A1) of the mapA ε lead to
λ
∥∥∥∇vˆhK −∇wˆhK ∥∥∥2L2(Kδ) ≤
∫
Kδ
[
A ε(x,∇vˆhK )−A ε(x,∇wˆhK )
]
· (∇vˆhK −∇wˆhK )d x
=
∫
Kδ
[
A ε(x,∇vˆhK )−A ε(x,∇wˆhK )
]
· (∇v H (xK )−∇w H (xK ))d x
≤ L
√
|Kδ|
∥∥∥∇vˆhK −∇wˆhK ∥∥∥L2(Kδ)∣∣∇v H (xK )−∇w H (xK )∣∣,
from where the first inequality follows. Further, combining the definition (7.37) and the
Lipschitz continuity ofA ε with the first part of Lemma 7.4.2 concludes the proof.
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The following lemma summarizes Lemmas 6.5.7, 6.5.8, 6.5.9 and Corollary 6.5.11.
Lemma 7.4.3. Let u0 be the homogenized solution andU Hn be given either by the nodal inter-
polant IH u0(·, tn) or the elliptic projection u0,Hpi,n , see (7.43). Further, assume that (7.3) holds
for the tensor aε and that the mapA ε(x,ξ)= aε(x,ξ)ξ satisfies (A1) and (A2). Then, under the
regularity assumptions (7.29) for µ= 1, we have for all 0≤ n ≤N that∥∥∇U Hn+1−∇U Hn ∥∥L2(Ω) ≤C∆t , (7.47)
where C is independent of ∆t and H. Further, for all 0 ≤ n ≤ N −1 and w H ∈ S10(Ω,TH ), the
following estimates hold with µ= 1,∣∣∣∣∫
Ω
[
∂t u
0(x, tn+1)− ∂¯tU Hn
]
w H d x
∣∣∣∣≤C (∆t +H 2)∥∥w H∥∥L2(Ω), (7.48a)∣∣∣∣∣
∫
Ω
A 0(x,∇u0(x, tn+1)) ·∇w H d x−
∑
K∈TH
|K |A 0,hK (∇U Hn+1(xK )) ·∇w H (xK )
∣∣∣
≤C (Hµ+ rH M M (∇U Hn+1))
∥∥∇w H∥∥L2(Ω), (7.48b)
where rH M M is defined in (7.23),U Hn is given by the nodal interpolantIH u
0 and C is indepen-
dent of ∆t , H and rH M M .
If alternativelyU Hn is given by the elliptic projection u
0,H
pi,n , assume that hypotheses (7.29) hold
for µ= 2 and additionally u0 ∈C 0([0,T ],W 2,∞(Ω)) as well as hypotheses (7.44) are satisfied.
Then, the estimates (7.47) and (7.48a) still hold and there exists some H0 > 0 such that for
H <H0 the estimate (7.48b) holds for µ= 2.
Optimal convergence rates for the error between the upscaled mapsA 0,hK (ξ) and A¯
0
K (ξ) were
first presented in [3] for linear elliptic problems and generalized to higher order micro FEM
in [6, Lemma 10],[8, Corollary 10]. It was extended to the case of non-symmetric tensors in
[77] introducing appropriate adjoint cell problems (see also [34, Lemma 4.6] in the context of
nonlinear nonmonotone problems). For the class of nonlinear problems (7.1), the following
lemma estimates the modeling error emod and the micro error emi c defined in (7.36). The
estimates on emod and emi c are shown in Section 6.5.4. The proof of Lemma 7.4.4 is thus
omitted.
Lemma 7.4.4. Let emod and emi c be the modeling and micro errors introduced in (7.36). Assume
that the tensor aε satisfies (7.3) and the mapA ε(x,ξ)= aε(x,ξ)ξ satisfies the conditions (A1)
and (A2). Further, if eH M M is evaluated at the nodal interpolant U Hn = IH u0(·, tn) of the
homogenized solution u0 we assume the regularity u0 ∈C 0([0,T ], H 2(Ω)). However, if eH M M is
evaluated at the elliptic projectionU Hn = u0,Hpi,n , see (7.43), then we assume that u0,Hpi,n is uniformly
bounded in the W 1,∞ norm.
If the multiscale tensor aε satisfies aεi j (x, ·) ∈ W 2,∞(Rd ) for 1 ≤ i , j ≤ d (for a.e. x ∈ Ω) and
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hypotheses (H1) and (H1∗) hold then the micro error emi c can be explicitly estimated by
emi c ≤C
(
h
ε
)2
,
where C is independent of h and ε. Further, assume that aε(x,ξ) satisfies (H2) and is replaced by
a(xK , x/ε,ξ) in (7.15) and (7.16). If χξ(xK , ·) ∈W 1,∞(Y ) in (7.8), it holds for the modeling error
emod ≤
0, W (Kδ)=H 1per (Kδ),δ/ε ∈N>0,C( εδ )1/2, W (Kδ)=H 10 (Kδ),δ> ε,
where C is independent of ε and δ.
Proof of Theorem 7.3.6. Combining Lemma 7.4.4 with Theorems 7.3.3 and 7.3.4, we immedi-
ately deduce Theorem 7.3.6. It remains to prove Theorems 7.3.3 and 7.3.4, this is the purpose
of the next section.
7.4.2 Proof of the a priori error estimates
For 0 ≤ n ≤ N , let uˆn = (uHn , {uhn,K }) ∈ S H ,h be the numerical solution obtained by the lin-
earized multiscale method (7.17),(7.18). In our analysis, we shall first consider the case, where
the nonlinear initialization (7.19) is not used, i.e. for a given uˆ0 = (uH0 , {uh0,K }) ∈S H ,h at time
t0 = 0, the sequence {uˆn} is defined using (7.17) for all n ≥ 0, including the first step uˆ1 with
n = 0 in (7.17),(7.18). We shall derive our a priori error estimates in terms of an initializa-
tion error ei ni t defined below. Then, we will show how to take advantage of the nonlinear
initialization defined in (7.19) to derive the claimed error estimates.
Consider the elements Uˆn = (U Hn , {U hn,K }) ∈ S H ,h such that Uˆ hn,K is the FE solution to the
nonlinear micro problem (7.13) constrained by the macro functionU Hn . We define θˆn ∈S H ,h
θˆn = uˆn − Uˆn , i.e., θHn = uHn −U Hn , θˆhn,K = uˆhn,K − Uˆ hn,K , 0≤ n ≤N ,K ∈TH . (7.49)
Using notation (7.49), we define the initialization error ei ni t ,
ei ni t =
∥∥θH0 ∥∥L2(Ω)+p∆t∥∥∇θˆ0∥∥S H ,h . (7.50)
Our analysis will show in particular that the
p
∆t term in (7.50) can be removed from the a
priori error estimates when the nonlinear initialization (7.19) is used. In what follows, we take
U Hn as either the nodal interpolantU
H
n =IH u0(·, tn) defined in (7.41) or the elliptic projection
U Hn = u0,Hpi (·, tn) defined in (7.43).
Lemma 7.4.5. Assume that aε satisfies (7.3) and that conditions (7.29), which depend on
µ ∈ {1,2}, hold. Let eitherU Hn =IH u0(·, tn) be the nodal interpolant (7.41) and µ= 1 orU Hn =
u0,Hpi,n be the elliptic projection (7.43) and µ = 2 (when additionally u0 ∈ C 0([0,T ],W 2,∞(Ω))
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and (7.45) hold). Then, for any 0≤ n ≤N −1 and wˆ ∈S H ,h , we have∫
Ω
∂¯tθ
H
n w
H d x+ ∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε(x,∇uˆhn,K )∇θˆhn+1,K ·∇wˆhK d x
≤C (∆t +Hµ+ rH M M (∇U Hn+1))‖∇wˆ‖S H ,h +Ln(∇wˆ), (7.51)
where the constant C is independent of H and ∆t , the upscaling error rH M M is defined in (7.23)
and the linearization error functional Ln : S H ,h →R is given by
Ln(∇wˆ)=
∑
K∈TH
|K |
|Kδ|
∫
Kδ
[
aε(x,∇Uˆ hn,K )−aε(x,∇uˆhn,K )
]
∇Uˆ hn,K ·∇wˆhK d x. (7.52)
Proof. As first step, we derive an error propagation formula for the sequence {θˆn}. Let 0 ≤
n ≤N −1 and wˆ ∈S H ,h . Using the definition of the multiscale method (7.17) and the weak
formulation of the effective equation (7.7) at time tn+1 we obtain∫
Ω
∂¯tθ
H
n w
H d x+ ∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε(x,∇uˆhn,K )∇θˆhn+1,K ·∇wˆhK d x
=
∫
Ω
∂¯t u
H
n w
H d x+B H (uˆHn ;uHn+1, w H )
−
∫
Ω
∂¯tU
H
n w
H d x− ∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε(x,∇uˆhn,K )∇Uˆ hn+1,K ·∇wˆhK d x
=
∫
Ω
[
∂t u
0(x, tn+1)− ∂¯tU Hn
]
w H d x (7.53a)
+
∫
Ω
A 0(x,∇u0(x, tn+1)) ·∇w H d x−
∑
K∈TH
|K |A 0,hK (∇U Hn+1(xK )) ·∇w H (xK ) (7.53b)
+ ∑
K∈TH
|K |
[
A 0,hK (∇U Hn+1(xK )) ·∇w H (xK )−
1
|Kδ|
∫
Kδ
aε(x,∇uˆhn,K )∇Uˆ hn+1,K ·∇wˆhK d x
]
,
(7.53c)
where the numerically homogenized nonlinear mapA 0,hK is given by (7.37). We note that the
terms (7.53a) and (7.53b) can be bounded using Lemma 7.4.3.
Next, we estimate the term (7.53c), which is due to the linearization applied in the proposed
multiscale method (7.17). Decomposing the error term (7.53c) yields
(7.53c)= ∑
K∈TH
|K |
[
A 0,hK (∇U Hn+1(xK ))−A 0,hK (∇U Hn (xK ))
]
·∇w H (xK )
+ ∑
K∈TH
|K |
|Kδ|
∫
Kδ
[
aε(x,∇Uˆ hn,K )−aε(x,∇uˆhn,K )
]
∇Uˆ hn,K ·∇wˆhK d x
+ ∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε(x,∇uˆhn,K )
[
∇Uˆ hn,K −∇Uˆ hn+1,K
]
·∇wˆhK d x
≤ L
λ
(L+Λa)
∥∥∇U Hn+1−∇U Hn ∥∥L2(Ω)‖∇wˆ‖S H ,h +Ln(∇wˆ),
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where Ln(∇wˆ) is defined in (7.52) and where we combined the results of Lemma 7.4.2 as well as
the boundedness of the tensor aε postulated in (7.3). Further, in both casesU Hn =IH u0(·, tn)
andU Hn = u0,Hpi,n , see (7.41) and (7.43), respectively, the estimate
∥∥∇U Hn+1−∇U Hn ∥∥L2(Ω) ≤C∆t
holds due to the estimate (7.47) from Lemma 7.4.3 and the regularity assumptions (7.29)
and (7.45).
The following lemma states a priori error estimates analogous to those of Theorem 7.3.3 in the
case, where the nonlinear initialization (7.19) is not used.
Lemma 7.4.6. Under the hypotheses of Theorem 7.3.3, consider the linearized FE-HMM (7.17),
where in contrast to the nonlinear initialization (7.19), for a given uˆ0 = (uH0 , {uh0,K }) ∈S H ,h at
time t0 = 0, the value uˆ1 = (uH1 , {uh1,K }) ∈S H ,h at time t1 =∆t is defined using (7.17),(7.18) with
n = 0. Then, the conclusion of Theorem 7.3.3 holds, with ‖uH0 −g‖L2(Ω) replaced by ei ni t defined
in (7.50).
Proof. Let 0≤ n ≤N −1 and wˆ ∈S H ,h . We first estimate the linearization error Ln , see (7.52),
|Ln(∇wˆ)| ≤ L˜a
∑
K∈TH
|K |
|Kδ|
∫
Kδ
∣∣∣∇θˆhn,K ∣∣∣∣∣∣∇Uˆ hn,K ∣∣∣∣∣∣∇wˆhK ∣∣∣d x ≤ L˜a∥∥∇Uˆn∥∥S H ,h∞ ∥∥∇θˆn∥∥S H ,h‖∇wˆ‖S H ,h ,
where we used the Lipschitz continuity (7.25) of aε(x, ·). Thus,
|Ln(∇wˆ)| ≤Ln
∥∥∇θˆn∥∥S H ,h‖∇wˆ‖S H ,h , withLn = L˜a∥∥∇Uˆn∥∥S H ,h∞ . (7.54)
Then, we follow along the lines of the proof of Theorem 6.4.1. Let us choose wˆ = θˆn+1 in
inequality (7.51). Due to (7.21), (7.40) and the uniform ellipticity of the tensor aε we obtain
1
2∆t
(∥∥θHn+1∥∥2L2(Ω) − ∥∥θHn ∥∥2L2(Ω))+λa∥∥∇θˆn+1∥∥2S H ,h
≤
∫
Ω
∂¯tθ
H
n θ
H
n+1d x+
∑
K∈TH
|K |
|Kδ|
∫
Kδ
aε(x,∇uˆhn,K )∇θˆhn+1,K ·∇θˆhn+1,K d x
≤C (∆t +Hµ+ rH M M (∇U Hn+1))
∥∥∇θˆn+1∥∥S H ,h +Ln∥∥∇θˆn∥∥S H ,h∥∥∇θˆn+1∥∥S H ,h
≤C (∆t 2+H 2µ+ rH M M (∇U Hn+1)2)+
L 2n
λa
∥∥∇θˆn∥∥2S H ,h + λa2 ∥∥∇θˆn+1∥∥2S H ,h , (7.55)
where we used Young’s inequality for the last estimate. Let 1≤K ≤N , then summing inequal-
ity (7.55) from n = 0 to n =K −1 yields
∥∥θHK ∥∥2L2(Ω)+λa∆t K∑
n=1
∥∥∇θˆn∥∥2S H ,h ≤C (∆t 2+H 2µ+ max1≤n≤K rH M M (∇U Hn )2)+∥∥θH0 ∥∥2L2(Ω) (7.56)
+ 2
λa
∆t
K−1∑
n=0
L 2n
∥∥∇θˆn∥∥2S H ,h .
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As inequality (7.56) holds for any 1≤K ≤N we derive
max
1≤n≤N
∥∥θHn ∥∥2L2(Ω)+(λa − 2λa max1≤n≤N−1L 2n
)
∆t
N∑
n=1
∥∥∇θˆn∥∥2S H ,h (7.57)
≤C
(
∆t 2+H 2µ+ max
1≤n≤N
rH M M (∇U Hn )2+
∥∥θH0 ∥∥2L2(Ω)+∆tL 20 ∥∥∇θˆ0∥∥2S H ,h),
which proves the convergence under the condition that
λa − 2
λa
max
1≤n≤N−1
L 2n > 0 ⇔
p
2L˜a max
1≤n≤N−1
∥∥∇Uˆn∥∥S H ,h∞ <λa , (7.58)
where the explicit expression forLn is given in (7.54).
Next, we have to relate the condition (7.58) (a smallness assumption on L˜a and the micro
solutions to the nonlinear cell problem (7.13) constrained byU Hn ) to the condition (7.30) (a
smallness assumption on L˜a and the exact effective solution u0). As (R1), (R2) and (7.45) hold
we apply the result of Corollary 7.4.8. Thus, for every η> 0 there exist H0 > 0 and h0 > 0 such
that for H <H0 and h < h0 it holds
p
2L˜a max
1≤n≤N−1
∥∥∇Uˆn∥∥S H ,h∞ ≤p2L˜a(1+C∗+η) supt∈[0,T ] ∣∣u0(·, t )∣∣W 1,∞(Ω), (7.59)
where C∗ is the constant from (R1). Thus, for η> 0 small enough the condition (7.58) follows
from the smallness assumption (7.30).
Further, for the same parameters η, H0 and h0 as above one can show analogously thatL0 is
bounded by the right-hand side of (7.59). Thus, using the boundedness ofL0 the terms of the
right-hand side of (7.57) depending on θˆ0 can be estimated by∥∥θH0 ∥∥2L2(Ω)+∆tL 20 ∥∥∇θˆ0∥∥2S H ,h ≤Ce2i ni t , (7.60)
where the initialization error ei ni t is defined in (7.50).
Combining the estimates ‖u0(·, tn)−U Hn ‖H 2−s (Ω) ≤ C H s for s = 1,2, which hold due to the
regularity (7.29) (forU Hn =IH u0(·, tn)) and the additional assumption (7.45) (forU Hn = u0,Hpi,n ),
and estimate (7.57) concludes the proof of Lemma 7.4.6.
Lemma 7.4.7. For K ∈ TH , ξ ∈ Rd , let χξ,hK and χ¯ξK be the solutions to the nonlinear micro
problems (7.27) and (7.26), respectively. If (R1) and (R2) hold then for every η> 0 there exists
some h0 > 0 such that for all h < h0 we have∥∥∥ξ+∇χξ,hK ∥∥∥L∞(Kδ) ≤ (1+C∗+η)|ξ|,
where C∗ is the constant from (R1).
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Proof. The result follows by applying assumptions (R1) and (R2) to the decomposition∥∥∥ξ+∇χξ,hK ∥∥∥L∞(Kδ) ≤ |ξ|+
∥∥∥∇χ¯ξK ∥∥∥L∞(Kδ)+
∥∥∥∇χξ,hK −∇χ¯ξK ∥∥∥L∞(Kδ).
Corollary 7.4.8. Let 0 ≤ n ≤ N and U Hn be given by either the nodal interpolant (7.41) of
u0(·, tn) or the elliptic projection (7.43). Assume that (7.45) additionally holds ifU Hn = u0,Hpi,n .
If (R1), (R2) hold and u0 ∈C 0([0,T ],W 2,∞(Ω)), then for every η> 0 there exist some H0,h0 > 0
such that for H <H0 and h < h0 it holds that
max
1≤n≤N−1
∥∥∇Uˆn∥∥S H ,h∞ ≤ (1+C∗+η) supt∈[0,T ] ∣∣u0(·, t )∣∣W 1,∞(Ω),
where C∗ is the constant from (R1).
Proof. If u0 ∈ C 0([0,T ],W 2,∞(Ω)) we have that ∥∥U Hn −u0(·, tn)∥∥W 1,∞(Ω) ≤ C H for the nodal
interpolant U Hn = IH u0(·, tn) (see [62, Theorem 3.1.6]) as well as for the elliptic projec-
tion U Hn = u0,Hpi,n (if additionally (7.45) is satisfied, see Lemma 7.4.1). Combining that with
Lemma 7.4.7 (for ξ=∇U Hn (xK ) and h small enough) yields
max
1≤n≤N−1
∥∥∇Uˆn∥∥S H ,h∞ ≤ (1+C∗+ η2 ) max1≤n≤N−1∥∥∇U Hn ∥∥L∞(Ω)
≤ (1+C∗+ η2 ) max1≤n≤N−1
[∣∣U Hn −u0(·, tn)∣∣W 1,∞(Ω)+ ∣∣u0(·, tn)∣∣W 1,∞(Ω)]
≤ (1+C∗+η) sup
t∈[0,T ]
∣∣u0(·, t )∣∣W 1,∞(Ω),
where the last step holds if H is small enough.
Analogously to Lemma 7.4.6, we have the following lemma in the case, where, in contrast to
Theorem 7.3.4, the nonlinear initialization procedure (7.19) is not applied.
Lemma 7.4.9. Under the hypotheses of Theorem 7.3.4, consider the linearized FE-HMM (7.17),
where in contrast to the nonlinear initialization (7.19), for a given uˆ0 = (uH0 , {uh0,K }) ∈S H ,h at
time t0 = 0, the value uˆ1 = (uH1 , {uh1,K }) ∈S H ,h at time t1 =∆t is defined using (7.17),(7.18) with
n = 0. Then, the conclusion of Theorem 7.3.4 holds, with ‖uH0 −g‖L2(Ω) replaced by ei ni t defined
in (7.50).
Proof. Compared to the proof of Lemma 7.4.6, this proof relies on a different estimate of the
linearization functional Ln defined in (7.52). Let 0≤ n ≤N −1 and wˆ ∈S H ,h . Instead of the
estimate (7.54) we use the result of the technical Lemma 7.4.10, i.e.,
|Ln(∇wˆ)| ≤Ln
∥∥∇θˆn∥∥S H ,h‖∇wˆ‖S H ,h , withLn = La + maxK∈TH ∥∥en,K ∥∥(L∞(Kδ))d×d , (7.61)
where La is the constant from (7.32) and en,K is given by (7.33).
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Following along the lines of the proof of Lemma 7.4.6 the convergence result can be shown
again (cf. condition (7.58)) under the condition that
λa − 2
λa
max
1≤n≤N−1
L 2n > 0 ⇔ La + maxK∈TH
1≤n≤N−1
∥∥en,K ∥∥(L∞(Kδ))d×d < λap2 , (7.62)
where the right-hand side of the equivalence (7.62) is due to the definition (7.61) ofLn . Then,
it is easily seen that condition (7.62) holds due to the hypothesis La < λa/(2
p
2) (ensuring
monotonicity) from (7.32) and assumption (7.34). Finally, we observe thatL0 is bounded due
to the boundedness (7.3) of aε, i.e., ‖e0,K (x)‖F ≤CΛa for K ∈TH and a.e. x ∈ Kδ. Thus, the
error terms depending on θˆ0 can again be bounded by ei ni t , cf. (7.60).
Lemma 7.4.10. Let wˆ ∈S H ,h and 0≤ n ≤N −1. If the tensor aε satisfies (7.32) then
|Ln(∇wˆ)| ≤
(
La + max
K∈TH
∥∥en,K ∥∥(L∞(Kδ))d×d
)∥∥∇θˆn∥∥S H ,h‖∇wˆ‖S H ,h ,
where La is the constant from (7.32) and en,K is defined in (7.33).
Proof. Let wˆ ∈S H ,h and 0≤ n ≤N −1, we recall that the explicit representation of Ln(∇wˆ) is
given in (7.52). Then, for 1≤ i , j ≤ d , K ∈TH and a.e. x ∈Kδ, we have
aεi j (x,∇Uˆ hn,K )−aεi j (x,∇uˆhn,K )= −
∫ 1
0
(∇ξaε(x, dˆn,K (τ))[∇θˆhn,K ])i j dτ,
where dˆn,K (τ)=∇Uˆ hn,K +τ∇θˆhn,K (for 0≤ τ≤ 1) and ∇ξaε(x,ξ)[η] ∈Rd×d is defined by
(∇ξaε(x,ξ)[η])i j =∇ξaεi j (x,ξ) ·η, ξ,η ∈Rd , a.e. x ∈Kδ. (7.63)
Thus, the integral in (7.52) can be expressed as∫
Kδ
[
aε(x,∇Uˆ hn,K ) − aε(x,∇uˆhn,K )
]
∇Uˆ hn,K ·∇wˆhK d x
= −
∫
Kδ
∫ 1
0
∇ξaε(x, dˆn,K (τ))[∇θˆhn,K ]∇Uˆ hn,K dτ ·∇wˆhK d x (7.64)
= −
∫
Kδ
∫ 1
0
In,K (x,τ)dτ ·∇wˆhK d x+
∫
Kδ
∫ 1
0
I˜n,K (x,τ)dτ ·∇wˆhK d x, (7.65)
where in the last line we decompose (7.64) into two parts with In,K , I˜n,K : Kδ× (0,1)→Rd given
by
In,K (x,τ)=∇ξaε(x, dˆn,K (τ))[∇θˆhn,K ]dˆn,K (τ), I˜n,K (x,τ)=∇ξaε(x, dˆn,K (τ))[∇θˆhn,K ]τ∇θˆhn,K ,
(7.66)
which is well-defined for a.e. τ ∈ (0,1) and a.e. x ∈Kδ.
Recalling the definition (7.63) of∇ξaε and applying repeatedly the Cauchy-Schwarz inequality
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leads to
∣∣In,K (x,τ)∣∣≤ d∑
i , j ,k=1
∣∣∣∣∣∂a
ε
i j
∂ξk
(x, dˆn,K (τ))
∣∣∣∣∣
2∣∣dˆn,K (τ)∣∣2∣∣∣∇θˆhn,K ∣∣∣2 ≤ L2a
∣∣dˆn,K (τ)∣∣2(
1+ ∣∣dˆn,K (τ)∣∣)2
∣∣∣∇θˆhn,K ∣∣∣2
≤ L2a
∣∣∣∇θˆhn,K ∣∣∣2, (7.67)
for a.e. τ ∈ [0,1], x ∈Kδ, where the assumption (7.32) yields the second-to-last last inequality.
Finally, we study the term I˜n,K defined in (7.66). Let 1≤ i , j ≤ d we observe that for a.e. τ ∈ (0,1)
∂
∂τ
[aεi j (x, dˆn,K (τ))]=
d∑
k=1
∂aεi j
∂ξk
(x, dˆn,K (τ))
∂
∂τ
[dˆn,K (τ) ·ek ]= (∇ξaε(x, dˆn,K (τ))[∇θˆhn,K ])i j ,
(7.68)
a.e. in Kδ. Thus, the definitions of I˜n,K and ∇ξaε, see (7.66) and (7.63), respectively, and
identity (7.68) yield
I˜n,K (x,τ) ·ei = τ
d∑
j=1
(∇ξaε(x, dˆn,K (τ))[∇θˆhn,K ])i j (∇θˆhn,K ·e j )
=
d∑
j=1
τ
∂
∂τ
[aεi j (x, dˆn,K (τ))](∇θˆhn,K ·e j ). (7.69)
By combining (7.69), integrating by parts and using the variable s = 1− τ, we obtain the
representation
∫ 1
0
I˜n,K (x,τ) ·ei dτ=
d∑
j=1
[
aεi j (x,∇uˆhn,K )−
∫ 1
0
aεi j (x,∇uˆhn,K − s∇θˆhn,K )d s
]
(∇θˆhn,K ·e j )
= en,K∇θˆhn,K ·ei , (7.70)
for a.e. x ∈Kδ, where the definition (7.33) of en,K is used in the last line.
Thus, we conclude the proof by combining the definition (7.52), the decomposition (7.65), the
estimate (7.67) for In,K and the exact representation (7.70) of I˜n,K .
Using Lemma 7.4.6 and Lemma 7.4.9 involving the initialization error ei ni t , we may now prove
Theorem 7.3.3 and Theorem 7.3.4 by taking advantage of the nonlinear initialization (7.19).
Proof of Theorem 7.3.3 and Theorem 7.3.4. Consider the sequence {uˆn} generated by the lin-
earized multiscale scheme (7.17) for all n ≥ 2 and where uˆH1 is defined using the nonlinear
initialization (7.19). For the error analysis, we define in view of (7.49)
θH0 = uH0 −U H0 , θˆn = uˆn − Uˆn , for 1≤ n ≤N . (7.71)
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Since the first step uˆH1 is defined using the nonlinear FE-HMM, the error propagation formula
for the first step of the nonlinear scheme, see (6.45), yields∥∥θH1 ∥∥2L2(Ω)−∥∥θH0 ∥∥2L2(Ω)+λ∆t∥∥∇θH1 ∥∥2L2(Ω) ≤C∆t(∆t 2+H 2µ+ rH M M (∇U H1 )2), (7.72)
where λ is the monotonicity constant ofA ε. In particular we observe that
∆t
∥∥∇θH1 ∥∥2L2(Ω) ≤C∆t (∆t 2+H 2µ+ rH M M (∇U H1 )2)+C∥∥θH0 ∥∥2L2(Ω). (7.73)
From (7.55), we have that for 1≤ n ≤N−1 (where 1≤ n instead of 0≤ n due to the initialization)∥∥θHn+1∥∥2L2(Ω)−∥∥θHn ∥∥2L2(Ω)+λa∆t∥∥∇θˆn+1∥∥2S H ,h ≤C∆t(∆t 2+H 2µ+ rH M M (∇U Hn+1)2)
+ 2
λa
∆tL 2n
∥∥∇θˆn∥∥2S H ,h , (7.74)
where λa is the ellipticity constant of the tensor aε andLn is the linearization error defined
in the proofs of Lemma 7.4.6 and Lemma 7.4.9. Analogously to the proof of Lemma 7.4.6,
summing (7.74) from n = 1 to n =N −1 and adding (7.72) yields
max
1≤n≤N
∥∥θHn ∥∥2L2(Ω)+λ∆t∥∥∇θH1 ∥∥2L2(Ω)+(λa − 2λa max2≤n≤N−1L 2n
)
∆t
N∑
n=2
∥∥∇θˆn∥∥2S H ,h (7.75)
≤C
(
∆t 2+H 2µ+ max
1≤n≤N
rH M M (∇U Hn )2
)
+∥∥θH0 ∥∥2L2(Ω)+ 2λa ∆tL 21 ∥∥∇θˆ1∥∥2S H ,h .
Next, analogously to the boundedness ofL0 in the proofs of Lemma 7.4.6 and Lemma 7.4.9,
we deduce thatL1 is bounded. However, in contrast to case of a general initialization of the
linearized multiscale method (see (7.57), where ‖∇θˆ0‖S H ,h cannot be estimated), we are now
able to bound the term ‖∇θˆ1‖S H ,h explicitly. Let K ∈TH and Kδ be its associated sampling
domain. Then, according to (7.71), we have that θˆh1,K = uˆh1,K −Uˆ h1,K , where uˆh1,K and Uˆ h1,K are
the solutions to the nonlinear micro problem (7.13) constrained by uH1 andU
H
1 , respectively.
Thus, Lemma 7.4.2 yields∥∥∥∇θˆh1,K ∥∥∥L2(Kδ) ≤ Lλ√|Kδ|∣∣∇uH1 (xK )−∇U H1 (xK )∣∣, i.e., ∥∥∇θˆ1∥∥S H ,h ≤ Lλ∥∥∇θH1 ∥∥L2(Ω). (7.76)
Finally, by combining inequalities (7.73), (7.75) and (7.76) we obtain
max
1≤n≤N
∥∥θHn ∥∥2L2(Ω)+λ∆t∥∥∇θH1 ∥∥2L2(Ω)+(λa − 2λa max2≤n≤N−1L 2n
)
∆t
N∑
n=2
∥∥∇θˆn∥∥2S H ,h
≤C
(
∆t 2+H 2µ+ max
1≤n≤N
rH M M (∇U Hn )2
)
+∥∥θH0 ∥∥2L2(Ω)+C∆t∥∥∇θH1 ∥∥2L2(Ω)
≤C
(
∆t 2+H 2µ+ max
1≤n≤N
rH M M (∇U Hn )2
)
+C∥∥θH0 ∥∥2L2(Ω).
Estimating the initialization error by combining
∥∥θH0 ∥∥L2(Ω) ≤ ∥∥uH0 − g∥∥L2(Ω)+∥∥g −U H0 ∥∥L2(Ω)
with the error bound
∥∥g −U H0 ∥∥L2(Ω) ≤C Hµ concludes the proof.
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7.5 Numerical results
In this section, we compare the performances of the nonlinear multiscale method (7.12) whose
upscaling procedure relies on nonlinear micro problems, and the linearized version (7.17),
which is based on linear micro problems. Using various test problems in 2D, we show that this
linearized version yields analogous numerical errors compared to the nonlinear version, but it
is much faster because it avoids Newton iterations.
To measure the quality of the numerical solution {uHn }, we calculate the relative error measures
eC 0(L2) and eL2(H 1) given by
3
eC 0(L2) =
(
max
0≤n≤N
∥∥∥ur e f (·, tn)−uHn ∥∥∥L2(Ω)
)(
max
0≤k≤Nr e f
∥∥∥ur e f (·, t r e fk )∥∥∥L2(Ω)
)−1
, (7.77a)
eL2(H 1) =
(
∆t
N∑′
n=0
∥∥∥∇ur e f (·, tn)−∇uHn ∥∥∥2L2(Ω)
)1/2(
∆t r e f
Nr e f∑′
k=0
∥∥∥∇ur e f (·, t r e fk )∥∥∥2L2(Ω)
)−1/2
, (7.77b)
where ur e f denotes a reference solution for the homogenized equation (7.7) and t r e fk denotes
the discrete times t r e fk = k∆t r e f with ∆t r e f = T /Nr e f , 0≤ k ≤Nr e f . Since in general it is not
available in analytical form, an algorithm to obtain an accurate reference solution ur e f is
discussed below.
7.5.1 Convergence rates and performance comparisons
Test problem. We consider the square domain Ω= (0,1)2 and the final time T = 2. To inves-
tigate first the spatial (on macro and micro scales) and temporal discretization errors, we
choose a test problem with a periodic tensor, which yields a modeling error emod = 0 when
using a periodic coupling. We consider the multiscale problem (7.2) with the periodic tensor
aε given by
aε(x,ξ)= a( xε ,ξ)= a(y,ξ)=
[
8
5
+ 1
3
· 1
( 14 +|ξ|2)γ
]
I d +

9
8+sin(2piy1)
9
8+cos(2piy2)
0
0
9
8+sin(2piy2)
9
8+sin(2piy1)
 , (7.78)
for (x,ξ) ∈Ω×Rd and we choose ε = 10−4 as period of the micro oscillations. Throughout
Section 7.5.1 we use γ= 1/2 with a single exception specified in the text (here, the condition of
monotonicity is γ≤ 1/2). We note that (7.78) satisfies the assumption (7.32) of Theorem 7.3.4.
Further, the right-hand side term in (7.2) is defined by
f (x, t )= 1
2
(1+2sin(2pix1t ))(2+10x22 +cos(pit )), (x, t ) ∈Ω× (0,2). (7.79)
3The prime in
∑′ indicates the use of the trapezoidal rule for the quadrature in time, i.e., the first and the last
terms of the sums are multiplied by 1/2.
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Although our analysis is presented for a time independent f , it could be generalized straight-
forwardly to the case of a time dependent source term f ∈W 1,∞(0,T ;L2(Ω)). Observe that
in practical implementations, an approximation of the right-hand side
∫
Ω f w
H d x at time
tn = n∆t is required in (7.17), using e.g. the quadrature rule ∑K∈TH |K | f (xK , tn)w H (xK ). In
this case, a sufficient assumption with more space regularity is f ∈W 1,∞(0,T ;W µ,q (Ω)), where
q > d and µ= 1,2, analogously to [153] in the context of linear parabolic problems.
Reference solution computation. The reference solution ur e f is obtained by homogenizing
the multiscale problem (7.2) following an iterative approach. First, we precompute the ho-
mogenized mapA 0(ξ) given by (7.8) for ξ within some bounded box Q ⊂Rd . We note that the
homogenized mapA 0 from (7.8) and the cell problems (7.9) are independent of the spatial
variable x ∈Ω because the tensor (7.78) is periodic. The box Q has to be adjusted such that the
gradient ∇ur e f of the reference solution lies in Q. Within Q we choose uniformly distributed
points ξi ∈Q, for which the nonlinear cell problems (7.9) are solved by a finite element method
using piecewise affine basis functions. Using the numerical solutions to (7.9), an approxima-
tion ofA 0(ξi ) is then calculated following the formula (7.8). For a general ξ ∈Q we use bilinear
interpolation of the valuesA 0(ξi ) at the uniformly distributed points ξi . In Figure 7.1.(a) the
nonlinearity of homogenized mapA 0(ξ) is illustrated. For ξ= (ξ1,0)T with −65 ≤ ξ1 ≤ 65 , we
plot the entry a011(ξ) of the homogenized tensor a
0(ξ) satisfyingA 0(ξ)= a0(ξ)ξ.
Using this precomputed approximation of A 0(ξ) we solve the effective equation (7.7) by
combining the implicit Euler method in time (with Nr e f time steps) and a finite element
method (again with piecewise affine functions) in space. In Figure 7.1.(b)–(d) the reference
solution ur e f at time t = 0,1,2 is plotted. We note that the evolution of the local maxima of
ur e f over time is mainly driven by the time-dependency of the right-hand side function f (x, t )
while the nonlinearity ofA 0(ξ) leads to edge sharpening effects.
Initial conditions. To avoid regularity issues for the initial condition, which are a classical issue
already for linear parabolic singlescale problems, see [165, Chapter 3], we apply the following
methodology. We calculate the reference solution ur e f on the extended time interval (−1/2,2)
with initial conditions at t =−1/2 given by u0(x,−1/2)= (x1−x21)(x2−x22). Then, we use g (x)=
ur e f (x,0) as initial conditions for the test problem (7.2). Thus, the effects of incompatible or
non-smooth initial data are negligible as the linearized multiscale scheme (7.17) is studied on
(0,2), i.e., on a time interval safely bounded away from t =−1/2.
Convergence rates. We study the convergence of the linearized multiscale method (7.17)
when solving the multiscale problem (7.2),(7.78),(7.79) with the initial condition at t = 0
defined above. We perform the tests for the microscopic period ε= 10−4 and we choose the
periodic coupling W (Kδ)=H 1per (Kδ) and sampling domain size δ= ε to obtain a vanishing
modeling error emod = 0. For the discretization of the spatial macro domain Ω and the
sampling domains Kδ we use uniform triangular meshes with Nmac and Nmi c the number of
elements in each spatial dimension, respectively. Further, we note that the mesh sizes of the
macro and micro triangulations behave like H ∼N−1mac and h/ε∼N−1mi c , respectively.
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(a) Entry a011(ξ1,0) of the homogenized tensor.
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(b) Reference solution ur e f at t = 0.
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(c) Reference solution ur e f at t = 1.
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(d) Reference solution ur e f at t = 2.
Figure 7.1: Reference solution ur e f for the homogenized solution u0 of the test problem of
Section 7.5.1. Reference solution ur e f obtained as described in Section 7.5.1. Homogenized
map approximated at 601×601 uniformly distributed points ξi within the box Q = [−65 , 65 ]2. Cell
problems (7.9) solved on uniform triangular mesh with 1282 degrees of freedom. Reference
solution ur e f calculated at Nr e f = 4096 equidistant times on uniform triangulation ofΩwith
5122 degrees of freedom.
First, we study the convergence with respect to the spatial discretizations. The influence of
the time discretization is made negligible by choosing a fine time grid with N = 1024 uniform
time steps. The error measures (7.77) are plotted in Figure 7.2.(a) in dependence of Nmac
while the micro discretizations are kept fixed with Nmi c = 4,8 or 16. We observe that the error
measures (7.77) indicate a saturation of the error for fine macro discretizations (with some
additional effects for Nmi c = 4,8, see the experiment of Figure 7.5 for an explanation). However,
the saturation levels clearly depend on the micro discretization Nmi c . Thus, we conclude
that for small macroscopic error, i.e., large Nmac , the microscopic error gets dominant as
predicted by Theorem 7.3.6. We note that the micro error decreases superlinearly in h/ε (the
rescaled micro mesh size). Further, the convergence rates with respect to the macro mesh size
H ∼ 1/Nmac are in coincidence with Theorem 7.3.6.
In Figure 7.2.(b), we take fine spatial macro and micro meshes with Nmac = 256 and Nmi c = 32,
respectively, and analyze the dependence of the error measures (7.77) with respect to the
time step size ∆t ∼ N−1. While the error measure eC 0(L2) shows a linear convergence, the
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error measured by eL2(H 1) quickly approaches a constant value. Thus, despite the (relatively)
fine spatial macro discretization the macroscopic error is still dominant (the micro error
can be excluded as eC 0(L2) does not get saturated at a comparable level). In summary, the
numerical tests presented in Figure 7.2 largely corroborate the fully discrete a priori bounds of
Theorem 7.3.6.
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(a) Space discretization error. The different lines
correspond to a constant micro mesh Nmi c =
4,8,16. Number of time steps N = 1024. Macro
meshes with Nmac = 4,8,16,32,64,128,256.
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(b) Time discretization error. Macro and mi-
cro space discretization with constant meshes
Nmac = 256, Nmi c = 32. Number of time steps
N = 4,8,16,32,64,128,256.
Figure 7.2: Convergence tests for linearized multiscale scheme applied to test problem of
Section 7.5.1. Relative error measured by eC 0(L2) (solid line) and eL2(H 1) (dashed line) as a
function of Nmac (in part (a)) and N (in part (b)). Comparison to the reference solution ur e f
defined in Section 7.5.1.
Refinement strategies for spatial discretization. As proved in Theorem 7.3.6 and observed
in Figure 7.2.(a) the spatial meshes have to be refined simultaneously to obtain an overall
convergence of the spatial errors. Therefore, optimal refinement strategies of the spatial
meshes are essential for achieving an optimal computational cost, analogously to the linear
case, see Section 2.5. Using H ∼ N−1mac and h/ε ∼ N−1mi c (where Nmac and Nmi c denote the
number of elements in each spatial dimension for the macro and micro meshes, respectively)
we recall the two L2(H 1) and C 0(L2) refinement strategies, which yield linear and quadratic
error decays with respect to H , respectively ,
error in L2(H 1) norm: H ∼
(
h
ε
)2 =⇒ Nmi c ∼√Nmac as H 1 refinement strategy,
error in C 0(L2) norm: H 2 ∼
(
h
ε
)2 =⇒ Nmi c ∼Nmac as L2 refinement strategy.
(7.80)
In Figure 7.3, the convergence rates of the spatial discretization errors are shown when using
the linearized multiscale method (7.17) in the setting of the previous paragraph with macro
and micro meshes simultaneously refined according to the refinement strategies (7.80). If
the time discretization error is small (ensured by a fine time grid with N = 1024 uniform time
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steps), we indeed observe that the L2 refinement strategy yields quadratic convergence with
respect to H of the error measure eC 0(L2), while the H
1 refinement strategy is already sufficient
to retain linear convergence of the error measure eL2(H 1).
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(a) H 1 refinement strategy. Macro and micro
meshes with Nmac = 8,16,32,64,128,256 and
Nmi c = 3,4,6,8,11,16.
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(b) L2 refinement strategy. Macro and micro
meshes with Nmac = 4,8,16,32,64 and Nmi c =
4,8,16,32,64.
Figure 7.3: Convergence test for linearized multiscale scheme applied to test problem of
Section 7.5.1. Simultaneously refined macro and micro meshes according to the refinement
strategies (7.80). Constant number of time steps N = 1024. Relative error measured by eC 0(L2)
(solid line) and eL2(H 1) (dashed line) as a function of Nmac . Comparison to the reference
solution ur e f defined in Section 7.5.1.
Study of the linearization error. In view of Theorem 7.3.4 and Remark 7.3.5 it is important to
study the error term en,K (0≤ n ≤N , K ∈TH ) given in (7.33) by
en,K (x)= aε(x,∇uˆhn,K )−
∫ 1
0
aε(x,∇uˆhn,K −τ∇θˆhn,K )dτ, a.e. x ∈Kδ, (7.81)
where uˆn ∈S H ,h is the approximation obtained by the linearized multiscale method (7.17)
and θˆn ∈S H ,h denotes the difference θˆn = uˆn − Uˆn ∈S H ,h between the numerical solution
and an approximation of the exact solution u0 and its associated first order oscillations. In
particular, we have that Uˆn = (U Hn , {U hn,K }), where the macro functionU Hn is an approximation
of the homogenized solution u0 at time tn (either the nodal interpolant IH u0(·, tn) or the
elliptic projection u0,Hpi,n defined in (7.43)) and Uˆ
h
n,K is the solution of the nonlinear micro
problem (7.13) constrained byU Hn . We chooseU
H
n =IH ur e f (·, tn) the nodal interpolant of
the reference solution ur e f . The integral in (7.81) is evaluated using the Gauss quadrature
formula with 10 nodes (to ensure a negligible quadrature error).
In what follows, we study numerically the term max
∥∥en,K ∥∥ given by
max
∥∥en,K ∥∥= max
K∈TH
0≤n≤N
∥∥en,K ∥∥(L∞(Kδ))d×d .
We apply the linearized multiscale method (7.17) to the test problem with tensor aε given
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in (7.78). For the spatial discretizations, we use the optimal simultaneous refinement of macro
and micro grids derived in (7.80), denoted as H 1 or L2 refinement. For the explicit choice of
the parameters Nmac and Nmi c we refer to Table 7.1.
Nmac 4 8 16 32 64
H 1 refinement Nmi c − 3 4 6 8
L2 refinement Nmi c 4 8 16 32 64
Table 7.1: Discretization parameters for the refinement strategies of H 1 and L2 refinement.
The parameters Nmac and Nmi c denote the number of elements in each spatial dimension
when discretizing the macro domainΩ and the sampling domains Kδ, respectively, by uniform
triangular meshes.
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γ = 1/2, H1 refine γ = 1/5, H1 refine
γ = 1/2, L2 refine γ = 1/5, L2 refine
Figure 7.4: Tests for linearization error en,K , see (7.33), for test problem of Section 7.5.1 using
tensor aε with γ = 1/2 (circle marks) and γ = 1/5 (square marks). Error term measured by
max
∥∥en,K ∥∥ as a function of Nmac . Constant number of time steps N = 1024. Macro and micro
meshes according to Table 7.1 using H 1 refinement (dashed line) and L2 refinement (solid
line).
In Figure 7.4 we plot the linearization error max
∥∥en,K ∥∥ under H 1 and L2 refinement strategy
in space for a given fine time grid with N = 1024. To gain insights on the linearization error
max
∥∥en,K ∥∥ for different test problems we study the tensor aε given in (7.78) for γ= 1/2 and
γ= 1/5. First, we note in both cases that the linearization error converges with respect to Nmac
(at a rate less than linear) and that the linearization error is comparable for both refinement
strategies. Thus for this test setting, the linearization error is dictated by the spatial macro
discretization. Further, we observe that the absolute value of the linearization error is (roughly)
three times smaller for γ= 1/5 than for γ= 1/2. This is reasonable as the tensor aε with γ= 1/5
has a weaker nonlinearity than for γ = 1/2 (smaller Lipschitz constant). In summary, the
tests of Figure 7.4 suggest that the smallness assumption (7.34) for the linearization error is
numerically satisfied for tensors aε given in (7.78) for 0≤ γ≤ 1/2 if the spatial and temporal
discretization parameters are fine enough.
Performance comparisons. The improved computational efficiency of the linearized mul-
tiscale method (7.17) compared to the nonlinear multiscale method (7.12) of Chapter 6 is
the main feature of the proposed linearized method, and is thus carried out carefully. The
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methods are implemented as similarly as possible in MATLAB (version R2013b, 64-bit) and are
run on one single thread of an Intel Xeon E5620 @2.4GHz CPU (with hyperthreading disabled
in MATLAB). We apply both methods to the test problem of Section 7.5.1 for a given set of
spatial and temporal discretizations. Further, for each set of parameters the reported CPU
time t is obtained as the mean of the measured CPU time for 10 runs.
First, we consider the eL2(H 1) refinement strategy ∆t ∼ H ∼ (h/ε)2 for a set of discretization
parameters N , Nmac and Nmi c . We report the obtained errors and CPU time in Table 7.2 for
both the nonlinear and the linearized method. As expected by our convergence analysis, we
obtain analogous errors for both methods. More interesting is the CPU time t, which is smaller
by a factor up to 10 for the linearized method.
N Nmac Nmi c
linearized method nonlinear method
t eC 0(L2) eL2(H 1) t eC 0(L2) eL2(H 1)
8 8 3 0.06 0.0560 0.2794 0.25 0.0563 0.2793
16 16 4 0.35 0.0618 0.1501 2.23 0.0559 0.1495
32 32 6 2.56 0.0189 0.0734 19.65 0.0138 0.0731
64 64 8 20.25 0.0131 0.0374 165.75 0.0111 0.0372
Table 7.2: Performance comparison between the linearized multiscale method and nonlinear
multiscale method for test problem of Section 7.5.1. Simultaneous refinement of ∆t , H and h
according to ∆t ∼H ∼ph/ε. CPU time t measured in minutes. Error measures (7.77).
Analogously, we consider an overall refinement of spatial and temporal discretizations such
that eC 0(L2) converges quadratically with respect to H . Thus, we choose ∆t ∼ H 2 and use
the L2 refinement in space, see Table 7.1. In Table 7.3, we observe that the error measures
eC 0(L2) and eL2(H 1) show quadratic and linear convergence, respectively. Further, both error
measures indicate a comparable accuracy of the linearized and nonlinear method for the
given set of parameters. However, the computational costs for the linearized scheme are again
significantly smaller. We conclude, that for the test problem of this section, the linearized
method needs 4-9 times less execution time.
N Nmac Nmi c
linearized method nonlinear method
t eC 0(L2) eL2(H 1) t eC 0(L2) eL2(H 1)
4 4 4 0.01 0.2220 0.5042 0.04 0.2220 0.5044
16 8 8 0.11 0.0697 0.2807 0.74 0.0646 0.2805
64 16 16 2.07 0.0174 0.1440 19.95 0.0159 0.1439
256 32 32 76.59 0.0043 0.0724 789.70 0.0040 0.0724
Table 7.3: Performance comparison between the linearized multiscale method and nonlinear
multiscale method for test problem of Section 7.5.1. Simultaneous refinement of ∆t , H and h
according to ∆t ∼H 2 ∼ (h/ε)2. CPU time t measured in minutes. Error measures (7.77).
Finally, we perform a series of tests, where we search parameters N , Nmac , Nmi c for both
linearized and nonlinear methods such that a given accuracy measured by eC 0(L2) is obtained at
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minimal computational cost. As set of possible parameters we take N ≥ 2, Nmac ∈ {4,8,16,32}
and Nmi c = Nmac (according to L2 refinement in (7.80)). The results are given in Table 7.4.
While the spatial parameters Nmac and Nmi c are identical for both methods, the linearized
scheme requires roughly twice as many timesteps to obtain a given precision. This observation
reveals that for the considered example, the error constant C in the a priori estimate of
Theorem 7.3.6 for the linearized method is slightly larger compared to the constant in the
error estimates for the nonlinear method, see Theorem 6.4.2. We emphasize that this factor is
independent of the spatial discretizations. However, this still leads to computational savings
of a factor 3-6 for the linearized scheme. Thus, for the test problem studied in this section,
the linearized multiscale method (7.17) indeed is drastically more efficient than the nonlinear
multiscale scheme (7.12).
precision
linearized method nonlinear method
N Nmac Nmi c t eC 0(L2) N Nmac Nmi c t eC 0(L2)
0.1000 4 8 8 0.06 0.0792 4 8 8 0.19 0.0792
0.0750 6 8 8 0.07 0.0722 6 8 8 0.29 0.0722
0.0500 4 16 16 0.46 0.0410 4 16 16 1.48 0.0410
0.0250 26 16 16 1.06 0.0248 12 16 16 4.34 0.0240
0.0100 49 32 32 18.86 0.0099 21 32 32 91.21 0.0100
0.0075 73 32 32 25.55 0.0075 34 32 32 139.75 0.0074
0.0050 157 32 32 48.88 0.0050 87 32 32 293.01 0.0049
Table 7.4: Performance comparison between the linearized multiscale method and non-
linear multiscale method for test problem of Section 7.5.1. Given precision (measured in
eC 0(L2)) attained at optimal computational cost. CPU time t measured in minutes. Error
measures (7.77).
Spatial convergence rates on non-uniform macro meshes. In the convergence tests pre-
sented in Figure 7.2.(a), we observed some additional effects for fine macro meshes but coarse
micro meshes (with Nmi c = 4,8). In particular, the overall error suddenly decreased despite
some first signs of saturation for the overall error.
In this paragraph, we redo the numerical simulations of Figure 7.2.(a) but with different macro
meshes. Instead of the uniform triangular macroscopic meshes with isosceles, right-angled
triangles, we build a family of macro meshesTH by uniformly refining an initial mesh with
Nmac = 8 elements in each spatial dimension, which we obtained by randomly perturbing the
location of the vertices of a uniform mesh, see Figure 7.5.(a).
In Figure 7.5.(b), we study the spatial convergence rates in dependence of Nmac for different
values of Nmi c = 4,8,16 for the micro discretization and fine temporal discretization N = 1024.
We plot again the error measured by eC 0(L2) and eL2(H 1) defined in (7.77). We see that the overall
error now gets saturated for large Nmac at values, which depend on Nmi c , but compared to
the results of Figure 7.2.(a), we do not have additional effects for large Nmac . Hence, those
additional effects observed in Figure 7.2.(a) are probably caused by canceling effects due to
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the uniform macro meshes. Further, we observe that the saturation levels decrease by a factor
between 3 and 3.5 if the micro mesh size is decreased by a factor 2.
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(a) Initial mesh for Nmac = 8 obtained by ran-
domly perturbing the vertices of a uniform
mesh.
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(b) Space discretization error. The different lines
correspond to a constant micro mesh Nmi c =
4,8,16. Number of time steps N = 1024. Macro
meshes with Nmac = 8,16,32,64,128,256.
Figure 7.5: Convergence tests for linearized multiscale scheme applied to test problem of
Section 7.5.1. Macroscopic meshes obtained by uniformly refining the initial mesh with
Nmac = 8 plotted in part (a). Relative error measured by eC 0(L2) (solid line) and eL2(H 1) (dashed
line) as a function of Nmac in part (b). Comparison to the reference solution ur e f defined in
Section 7.5.1.
7.5.2 Case of a degenerated problem
Many physical applications, e.g., non-Newtonian fluids, problems in elasticity and magneto-
dynamics, are modeled as monotone nonlinear parabolic problems (7.2) with a tensor aε(x,ξ)
degenerated in ξ ∈ Rd (typically ‖aε(x,ξ)‖F → 0 or ∞ for either ξ→ 0 or |ξ| →∞). A widely
studied example is the p-Laplacian, on which we now focus in a multiscale context. Such
degenerated parabolic problems are particularly challenging numerically and for the analysis,
due to the poor regularity of the exact solutions, see e.g. [49, 71].
However, the homogenization results of [148, 159] cited in Section 7.1 (for monotone operators
on H 1(Ω)) hold as well for monotone operators on W 1,p (Ω) for p ≥ 2, e.g., for operators with
nonlinearities similar to the p-Laplacian. In this general Lp (W 1,p ) setting, convergence of the
numerical approximations obtained by the nonlinear multiscale method (7.12) toward the
weak homogenized solution will be proved in Theorem 8.3.2.
To study the applicability of the linearized numerical homogenization method (7.17) for
homogenization problems (7.2) with a degenerated multiscale tensor aε(x,ξ) we consider the
problem of a multiscale p-Laplacian on the space-time domain Ω× (0,T )= (0,1)2× (0,1/2).
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For p > 2, we introduce the periodic tensor aε(x,ξ) given by
aε(x,ξ)= a( xε ,ξ)= a(y,ξ)=
(
11
10
+ sin(2pi(x1+x2))+
9
8 + sin(2piy1)
9
8 +cos(2piy2)
+
9
8 + sin(2piy2)
9
8 + sin(2piy1)
)
|ξ|p−2I d ,
(7.82)
which is equal to the zero matrix for ξ = 0 and unbounded for |ξ| →∞. In this section, we
consider the tensor aε for p = 3. Further, we choose ε= 10−4, the right-hand side function
f ≡ 1 and the initial condition uε(x,0) = 12 x2(1− x2)cos(pix1). We employ mixed boundary
conditions on the spatial boundary ∂Ω
uε(x, t )= 0, on ΓD × (0, 12 ), aε(x,∇uε(x, t ))∇uε(x, t ) ·n = 0 on ΓN × (0, 12 ),
where ΓD = [0,1]× {x2 = 0,1}, ΓN = ∂Ω\ΓD and n is the outer normal vector.
Numerical studies. We apply the linearized multiscale method (7.17) to the degenerated
parabolic multiscale problem with the tensor aε(x,ξ) given in (7.82) for p = 3. The solutions
obtained by the linearized scheme are compared to a numerical solution computed by using
the nonlinear multiscale method (7.12). For both methods, we choose an optimal coupling
of macro and micro solvers, i.e., periodic coupling W (Kδ)=H 1per (Kδ) and sampling domain
size δ= ε. Further, to avoid singular linear systems due to degenerated (linear and nonlinear)
micro problems we regularize the tensor (7.82) by replacing |ξ| by (|ξ|2+η)1/2 with η= 10−10
(see Figure 7.8 for numerical results for alternative values of η).
The spatial points x ∈Ω, where ∇u0(x, t) = 0 for some t ∈ (0,1/2), are of particular interest
due to the degeneracy of the tensor aε(x,ξ) in ξ = 0. As ΓD ∩ {uε(x,0) < 0} is a set of points,
where degeneracy occurs, we present the profiles of the numerical solutions at x1 = 1 at times
t = 0,1/8,1/4,3/8,1/2. The plot of Figure 7.6.(d) shows the numerical solution given by the non-
linear multiscale scheme calculated with N = 256 time steps and Nmac =Nmi c = 64 elements
in each spatial dimension of the uniform macro and micro meshes. Then, in Figure 7.6.(a–c)
the solutions obtained by the linearized scheme for parameters N =Nmac =Nmi c = 8,16,64
are presented. We recall that in view of Theorem 7.3.6, a simultaneous refinement of tempo-
ral and spatial discretization parameters is needed to obtain robust convergence at optimal
computational cost.
We observe that the numerical solutions obtained by the linearized scheme approximate
well the reference solution calculated by the nonlinear scheme. Further, we note that in
Figure 7.6.(b) small oscillations can be noticed for values of x2 close to the boundary. Thus, at
the points (in space), where the tensor aε degenerates, stability issues may appear. However,
these become small when appropriately refining the temporal and spatial discretization.
Dirichlet coupling. Since for practical problems the exact period ε of the spatial micro os-
cillations often cannot be determined exactly, one might use coupling conditions with non-
periodic boundary conditions for micro sampling. A popular choice are Dirichlet boundary
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(a) Linearized scheme. Nmac =Nmi c =N = 8.
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(b) Linearized scheme. Nmac =Nmi c =N = 16.
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(c) Linearized scheme. Nmac =Nmi c =N = 64.
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(d) Nonlinear scheme as reference. Nmac =
Nmi c = 64 and N = 256.
Figure 7.6: Degenerated parabolic multiscale problem of Section 7.5.2. Numerical solutions
obtained by linearized multiscale method (7.17) and nonlinear multiscale method (7.12).
Profiles of numerical solution as a function of x2 at x1 = 1 for times t = 0,1/8,1/4,3/8,1/2
(from bottom to top: solid black, dashed blue, solid blue, dashed blue, solid red). Simulta-
neous refinement of temporal and spatial discretization for linearized scheme. To facilitate
comparisons, the bullets indicate the solutions for x2 = 1/8,3/8,5/8,7/8 and t = 0,1/4,1/2.
conditions W (Kδ)=H 10 (Kδ) for the micro problems and a sampling domain size δ larger than
the actual period ε. Herein, we present numerical results illustrating how the modeling error
due to those non-optimal coupling conditions behaves when the sampling domain size δ is
increased.
For all tests of this paragraph, we use the linearized multiscale method (7.17), take a fixed
number of time steps N = 160 and use a spatial macro mesh with Nmac = 32 (the number
elements in each spatial dimension). First, we compute a reference solution {uˆpern } by using
optimal periodic coupling, i.e., W (Kδ)=H 1per (Kδ) and sampling domain size δ= ε. For the
micro discretization, we use Nmi c = 32 elements in each spatial dimension. We emphasize that
this solution {uˆpern } is free of any modeling error, i.e., satisfies the estimates of Theorem 7.3.6
with emod = 0. Then, we apply the linearized multiscale scheme (7.17) with Dirichlet boundary
conditions W (Kδ)=H 10 (Kδ) and sampling domain size δ= 2k log(3)ε for k = 0, . . . ,4 (solutions
denoted by {uˆδ,kn }). The micro domain discretization is adapted to the sampling domain size δ
238
7.5. Numerical results
such that the micro mesh size h is constant, i.e., the micro error is constant. In particular we
take Nmi c = 35,70,141,281,562.
As the time step size ∆t as well as the macro and micro mesh sizes H ,h used for the solutions
{uˆδ,kn } (with Dirichlet coupling) and the reference solution {uˆ
per
n } (with periodic coupling)
are identical, the difference uˆδ,kn − uˆpern is solely due to the modeling error. In Figure 7.7, we
compare the numerical solutions {uˆδ,kn } to the reference solution {uˆ
per
n } using the relative error
measures (7.77).
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Figure 7.7: Degenerated parabolic multiscale problem of Section 7.5.2. Effect of sampling
domain size δ for linearized multiscale method (7.17) using Dirichlet coupling W (Kδ) =
H 10 (Kδ). Sampling domain size δ taken as δ= 2k log(3)ε for k = 0, . . . ,4. Temporal and spatial
macro and micro discretization errors kept constant. Comparison to solution obtained by the
linearized multiscale scheme (7.17) with optimal periodic coupling.
In Figure 7.7 we observe a convergence of eC 0(L2) of linear order O (ε/δ). A similar trend
can be identified for eL2(H 1). This suggests that the modeling error for the studied nonlinear
and degenerated test problem behaves like for linear homogenization problems, see [81].
Further, the estimate from Theorem 7.3.6 predicting a convergence of order O (
p
ε/δ) (for
non-degenerated tensors aε) seems to be non-optimal for the studied test problem.
Influence of the regularization parameter η. Up to this point, all numerical experiments of
this section (for both nonlinear and linearized scheme) have been obtained for a tensor (7.82)
regularized by replacing |ξ| by (|ξ|2+η)1/2 with the value η= 10−10. In this paragraph, we inves-
tigate the robustness of the numerical approximations obtained by the linearized multiscale
method (7.17) with respect to the value of η.
We therefore compute the numerical solution obtained by the linearized scheme (7.17) for
fixed temporal and spatial discretizations given by Nmac = Nmi c = N = 64 but for various
values of η ∈ [10−10,1] and compare it to the numerical solution obtained by the nonlinear
scheme (7.12) with the same discretization parameters Nmac = Nmi c = N = 64, but fixed
regularization parameter η= 10−10. In Figure 7.8, we plot the relative errors computed with
the error measures eC 0(L2) and eL2(H 1) defined in (7.77).
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Figure 7.8: Relative error measured for different regularization parameters η ∈ [10−10,1] used
in the linearized multiscale method with Nmac = Nmi c = N = 64. Comparison to reference
solution obtained by nonlinear multiscale scheme with Nmac = Nmi c = N = 64 and fixed
regularization parameter η= 10−10.
We observe that for η < 10−4 the computed error remains constant. Hence, for sufficiently
small η the numerical results are stable with respect to η. For η> 10−1, we see that the relatively
large parameter η considerably alters the multiscale problem solved by the linearized scheme.
Interestingly, minimal errors are achieved for η ∼ 10−2. To determine the location of the
”optimal“ value of η and to study its dependence on the discretization parameters, additional
numerical tests are required. Further, the influence of the value of η used to compute the
reference solution by the nonlinear scheme (7.12) should be investigated too in such a study.
7.6 Summary
We presented a new linearized multiscale method to solve a class of nonlinear monotone
parabolic homogenization problems and we derived fully discrete a priori error estimates (in
time and space) in the classical L2(H 1) setting. The assumptions for the convergence results
are twofold. Either we make a smallness assumption for the strength of the nonlinearity,
or we suppose that the linearization error itself is small enough. Numerical results show
that the linearization error is indeed small for sufficiently fine discretizations in time and
space. The main feature of the proposed approach is that the upscaling strategy is based
only on linear micro problems, which makes the implementation of the method efficient and
straightforward, as demonstrated in the numerical experiments.
Since the nonlinearity of the studied problem possibly leads to a low regularity of the exact
solution, a combination of the proposed method with adaptivity techniques in time and
space would be of practical interest. In view of the recent work [90], where a posteriori
estimates for linearization errors in nonlinear solvers have been derived, one might aim to
control the linearization error en,K , see (7.33), by some a posteriori error indicators. Thus,
the hypothesis (7.30) in Theorem 7.3.4, assuming that en,K is small enough, could possibly be
ensured by using an appropriate adaptive refinement.
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8 The FE-HMM for nonlinear mono-
tone parabolic problems in the W 1,p
setting
In this chapter, we consider the FE-HMM defined in Chapter 6 for the nonlinear monotone
parabolic multiscale problems
∂t u
ε(x, t )−div(A ε(x,∇uε(x, t )))= f (x) inΩ× (0,T ),
uε(x, t )= 0 on ∂Ω× (0,T ), uε(x,0)= g (x) inΩ,
(8.1)
in the general Lp (W 1,p ) setting for p ∈Rwith 1< p <∞ and p > 2d/(d +2). We assume that
the mapsA ε : Ω×Rd →Rd (indexed by ε) satisfy the following conditions uniformly in ε> 0
(A0) there is some C0 ≥ 0 such that |A ε(x,0)| ≤C0 for almost every (a.e.) x ∈Ω;
(A1) there exist κ1 ≥ 0, L > 0 and 0<α≤min{p−1,1} such that∣∣A ε(x,ξ1)−A ε(x,ξ2)∣∣≤ L(κ1+|ξ1|+ |ξ2|)p−1−α|ξ1−ξ2|α, ∀ξ1,ξ2 ∈Rd , a.e. x ∈Ω;
(A2) there exist κ2 ≥ 0, λ> 0 and max{2, p}≤β<∞ such that(
A ε(x,ξ1)−A ε(x,ξ2)
) · (ξ1−ξ2)≥λ(κ2+|ξ1|+ |ξ2|)p−β|ξ1−ξ2|β, ∀ξ1,ξ2 ∈Rd , a.e. x ∈Ω.
Assumptions (A0−2) are among the most general hypotheses forA ε, under which homoge-
nization for the parabolic problem (8.1) is available ([148, 159]), see Remark 8.1.1 for a detailed
discussion. Observe that we recover the classical L2(H 1) setting of Chapter 6 for p = 2, α= 1
and β= 2.
Main contributions of this chapter. While the FE-HMM proposed in Chapter 6 can be straight-
forwardly formulated in the general Lp (W 1,p ) setting, its analysis consisting of well-posedness
and convergence results is more involved. As main contribution of this chapter, we prove for
general p that the numerical solution converges in the Lp (W 1,p ) and C 0(L2) norms towards
the weak homogenized solution u0 under a modeling assumption that can be proved to hold
in specific situations (e.g., for maps A ε(x,ξ) locally periodic in x). In establishing such a
convergence result, spatial errors coming from macro and micro meshes in the FE-HMM, the
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time discretization error and the error coming from the variational crimes (as the FE-HMM
relies on numerical quadrature) need to be controlled.
Review of multiscale methods in Lp (W 1,p ) setting. Let us briefly discuss the multiscale
methods for nonlinear monotone problems reviewed in Section 6.1 in view of the general
Lp (W 1,p ) setting. For elliptic problems, the sparse tensor FEM from [110] considers p ≥ 2 and
α= 1, β= p in (A1−2). For FE-HMM, the a posteriori analysis and the a priori error estimates
derived in [106] and [97], are restricted to p = 2 and α = 1, β = 2 in (A1−2), i.e., the setting
of Chapter 6. For parabolic multiscale PDEs, the method proposed in [161] and the MsFEM
introduced in [85] assume both p ≥ 2 and 0<α≤ 1, β= p in (A1−2).
Relation to singlescale results in quasi-norms. We close this introduction by putting our
results in contrast to existing FE approximation results of singlescale parabolic monotone
problems. In the Lp (W 1,p ) setting, optimal explicit convergence rates in terms of the discretiza-
tion parameters for singlescale parabolic monotone problems have been derived in literature
for maps with a p-structure 1, e.g., the parabolic p-Laplacian, using quasi-norms in space,
see [49, 71]. Note however that under the assumptions (A1−2) the mapsA ε have p-structure
if and only if α= 1 and β= 2. As we assume 0<α≤min{p−1,1} and max{2, p}≤ β<∞, we
have in addition that p = 2 if we want both a p-structure and the homogenization setting
(A1−2). For this set of parameters, the quasi-norm (in space) from [49, 71] collapses to the
standard H 1(Ω) norm. For all other values of p, homogenization theory seems not to exist for
mapsA ε with p-structure and thus studying numerical homogenization methods makes no
sense. Therefore, convergence rates with a p-structure are derived for p = 2 and α= 1, β= 2
in (A1−2) for our numerical homogenization method, which has already been accomplished
in Chapter 6.
Outline. The outline of this chapter is as follows. In Section 8.1, we introduce the effective
model associated to the model problem (8.1) and, in Section 8.2, we define the multiscale
method. Note that both Section 8.1 and Section 8.2 closely follow the corresponding sections
of Chapter 6. In Section 8.3 we present our main result: the convergence of the FE-HMM in
the Lp (W 1,p ) setting. The proof of our main result is given in Section 8.4 and in Section 8.5 we
provide numerical tests for an applied problem. The chapter then ends with a summary given
in Section 8.6.
8.1 Homogenization of the model problem
In this section we adapt the homogenization results given in Section 6.2 for the problem (8.1)
to the general Lp (W 1,p ) setting.
We recall first that (8.1) is considered with given source f and initial condition g on a convex
polygonal domainΩ⊂Rd , d ≤ 3, and a finite time interval (0,T ). The variable ε> 0 represents
a small scale in the problem, at which the mapsA ε(·,ξ) highly oscillate. Note that our results
1
∣∣A (ξ)−A (η)∣∣≤ L(κ1+|ξ|+ |η|)p−2|ξ−η|, (A (ξ)−A (η)) · (ξ−η)≥λ(κ2+|ξ|+ |η|)p−2|ξ−η|2, ∀ξ,η ∈Rd .
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can be straightforwardly extended to problems (8.1) with time dependent sources f (x, t ) and
different boundary conditions.
Recall next that we assume p ∈ R with 1 < p <∞ such that p > 2d/(d +2), i.e., W 1,p (Ω) ,→
L2(Ω) is a compact embedding. The problem (8.1) then has a weak formulation (in time and
space) in the W 1,p setting if f ∈ Lp ′(Ω), g ∈ L2(Ω) and A ε have the property that the map
A ε(·,ξ) : Ω→Rd is Lebesgue measurable for every ξ ∈ Rd . Existence and uniqueness of a
solution to problem (8.1) is studied in the Banach space
E = {v ∈ Lp (0,T ;W 1,p0 (Ω)) |∂t v ∈ Lp
′
(0,T ; (W 1,p0 (Ω))
′)}, (8.2)
endowed with the norm ‖v‖E = ‖v‖Lp (0,T ;W 1,p0 (Ω))+‖∂t v‖Lp′ (0,T ;(W 1,p0 (Ω))′) and which satisfies the
continuous embedding E ,→C 0([0,T ],L2(Ω)). Under the assumptions (A0−2) the problem (8.1)
has a unique solution uε ∈ E for ε > 0, e.g., see [173, Theorem 30.A], which are uniformly
bounded (with respect to ε)∥∥uε∥∥p
Lp (0,T ;W 1,p0 (Ω))
+∥∥∂t uε∥∥p ′
Lp′ (0,T ;(W 1,p0 (Ω))′)
≤C ((L0+κ1+κ2)p +
∥∥ f ∥∥p ′
Lp′ (Ω)
+∥∥g∥∥2L2(Ω)),
with L0 defined in (8.21). Thus, {uε} is a bounded sequence in E and by compactness there
exists a subsequence, still denoted by {uε}, and some u0 ∈ E , such that
uε* u0 in Lp (0,T ;W 1,p0 (Ω)) and ∂t u
ε* ∂t u
0 in Lp
′
(0,T ; (W 1,p0 (Ω))
′), for ε→ 0. (8.3)
For the problem (8.1) with (A0−2), homogenization is studied in terms of PG-convergence,
see [159, 148]. It can be shown that there exists a subsequence of {uε}, still denoted by {uε},
and a map A 0 : Ω×Rd →Rd , such that uε weakly converges to u0 in the sense of (8.3) and
A ε(x,∇uε) *A 0(x,∇u0) weakly in Lp ′(0,T ; (Lp ′(Ω))d ), where u0 ∈ E is the solution of the
homogenized or effective problem
∂t u
0(x, t )−div(A 0(x,∇u0(x, t )))= f (x) inΩ× (0,T ),
u0(x, t )= 0 on ∂Ω× (0,T ), u0(x,0)= g (x) inΩ,
(8.4)
whereA 0 satisfies (A0−2) with Hölder exponent γ=α/(β−α) in (A1) and with possibly differ-
ent constants C0,κ1,κ2,λ and L. Note that the class of mapsA ε given by assumptions (A0−2)
is closed under PG-convergence, i.e., γ = α, if and only if p = 2, α = 1, β = 2. For maps A ε
with additional structure, e.g.,A ε(x,ξ)=A (x/ε,ξ) withA (y,ξ) a Y -periodic function in y , an
explicit representation ofA 0 can be derived and thus the whole sequence {uε} converges to
u0 in the sense of (8.3).
Examples forA ε. Recall first that for p = 2 and α= 1, β= 2 in (A1−2), we obtain the class of
strongly monotone and globally Lipschitz continuous mapsA ε considered in Chapter 6, which
already contains relevant problems for applications, see Examples 6.2.2 and 6.2.3. Next, as
considered in Example 6.2.3, a subclass of problems is given by mapsA ε(x,ξ)= aε(x,ξ)ξ with
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aε(·,ξ) ∈ (L∞(Ω))d×d (for ξ ∈Rd ) depending on ξ. The multiscale p-Laplacian is a particular
example in the general Lp (W 1,p ) setting: Let bε(x) ∈ L∞(Ω) with 0<λ≤ bε(x)≤Λ a.e. x ∈Ω
and every ε> 0 for some λ,Λ ∈R. Then,
A ε(x,ξ)= bε(x)|ξ|p−2ξ, x ∈Ω,ξ ∈Rd , (8.5)
satisfies (A0−2) with C0 = 0, α=min{p−1,1} and β=max{2, p}, see [61, Section 7] and [148,
Section 2.1.3].
Remark 8.1.1. The most general results for homogenization of nonlinear monotone parabolic
equations have been established in [148, Chapter 4], where problems of the form
∂t u
ε−div(A ε(x, t ,uε,∇uε))+aε0(x, t ,uε,∇uε)= f , inΩ× (0,T ), (8.6)
withA ε : Ω× (0,T )×R×Rd →Rd and aε0 : Ω× (0,T )×R×Rd →R are studied. In [148, Theo-
rem 4.1.1], the homogenization result in the sense of PG-convergence is proved for prob-
lems (8.6) under appropriate coercivity, monotonicity and continuity assumptions forA ε and
aε0, see [148, Equations (4.1.2), (4.1.3) and (4.1.7)]. We note, that those assumptions collapse to
(A0−2) if we consider (8.6) with mapsA ε =A ε(x,ξ) and aε0 ≡ 0, i.e., the class of problems (8.1)
we consider in this chapter.
For the sake of completeness, we discuss the hypotheses (A1−2) for elliptic nonlinear mono-
tone problems −div(A ε(x,∇uε)) = f in the W 1,p setting for 1 < p <∞. The most general
homogenization results for those elliptic problems can be found in [61] and [148, Section 2],
where maximally monotone multi-valued mapsA ε are considered, i.e., more general maps
than for parabolic problems.
Two classes of single-valued mapsA ε : Ω×Rd →Rd fitting into this framework are given as
examples in [61, Section 7] and [148, Section 2.3]. First, a class of mapsA ε, whose “energies”
A ε(x,ξ) ·ξ satisfy monotonicity and continuity properties, is introduced. It can be shown that
this class is closed under G-convergence. Second, the class of mapsA ε satisfying (A1−2) –
hypotheses directly on the mapA ε(x,ξ) and not on a related energy – are defined. While, as
seen above in (8.4), this class is not closed under G-convergence, this is the usual class, for
which corrector results have been derived, see [67, 160].
8.2 Multiscale method
The formulation of the multiscale method and its reformulation given in Section 6.3 can be
generalized to the general Lp (W 1,p ) setting by adapting the involved functional spaces.
For convenience, we repeat the entire Sections 6.3.1 and 6.3.2 in this more general setting. In
contrast, the results about existence, uniqueness and boundedness of the numerical solution
proved in 8.2.3 require substantial changes.
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8.2.1 FE-HMM for nonlinear monotone parabolic problems
To define the multiscale method a macro spatial discretization ofΩ is needed.
Macro discretization. Let TH be a family of macro partitions of Ω consisting of conformal,
shape-regular meshes with simplicial elements. We assume that the elements K ∈TH are
open and satisfy ∪K∈TH K =Ω (recall that Ω is polygonal). The macro mesh size H is defined
by H =maxK∈TH diamK , where diamK denotes the diameter of K ∈TH . Then, we consider
the macro finite element space
S10(Ω,TH )= {v H ∈C 0(Ω)∩W 1,p0 (Ω) |v H |K ∈P 1(K ),∀K ∈TH }, (8.7)
whereP 1(K ) is the space of affine polynomials on K ∈TH . Further, the multiscale method is
based on barycentric quadrature∫
Ω
ϕ(x)d x ≈ ∑
K∈TH
|K |ϕ(xK ), ϕ ∈C 0(Ω), (8.8)
where xK and |K | denote the barycenter and the measure of K ∈TH , respectively,. We note that
the quadrature formula (8.8) is exact for affine functions ϕ. Further, for any macro element
K ∈TH we define the sampling domain Kδ located at the quadrature point xK
Kδ = xK +δ I , where I = (−1/2,1/2)d and δ≥ ε.
Within the sampling domains, micro simulations are performed to recover the upscaled data.
Multiscale method. Let the time interval (0,T ) be uniformly divided into N subintervals of
length ∆t = T /N and define tn = n∆t for 0 ≤ n ≤ N and N ∈ N>0. Let uH0 ∈ S10(Ω,TH ) be
a given approximation of the initial condition g (x). To compute an approximation of the
effective solution of problem (8.1) we propose the multiscale method given by the recursion:
for 0≤ n ≤N −1, find uHn+1 ∈ S10(Ω,TH ) such that∫
Ω
uHn+1−uHn
∆t
w H d x+B H (uHn+1; w H )=
∫
Ω
f w H d x, ∀w H ∈ S10(Ω,TH ), (8.9)
with the nonlinear macro map B H given by
B H (v H ; w H )= ∑
K∈TH
|K |
|Kδ|
∫
Kδ
A ε(x,∇vhK )d x ·∇w H (xK ), v H , w H ∈ S10(Ω,TH ), (8.10)
where the micro functions vhK solve the constrained micro problems (8.12) on the sampling
domains Kδ.
Micro solver. Each sampling domain Kδ, associated to a macro element K ∈TH , is discretized
by micro meshes Th consisting of simplicial elements T ∈ Th . The micro mesh size h is
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defined by h =maxT∈Th diamT and we consider the micro finite element space
S1(Kδ,Th)= {vh ∈C 0(Kδ)∩W (Kδ) |vh |T ∈P 1(T ),∀T ∈Th}, (8.11)
where P 1(T ) is the space of affine polynomials on T ∈ Th and W (Kδ) ⊂W 1,p (Kδ) is some
Sobolev space. We note that the choice of the space W (Kδ) determines the coupling condition
between the macro and micro finite element methods. We consider
• periodic coupling: W (Kδ)=W 1,pper (Kδ)= {v ∈W 1,pper (Kδ) |
∫
Kδ
v d x = 0};
• Dirichlet coupling: W (Kδ)=W 1,p0 (Kδ).
Let v H ∈ S10(Ω,TH ) and Kδ be a sampling domain, we then define the micro function vhK by
the micro problem: find vhK − v H ∈ S1(Kδ,Th) such that∫
Kδ
A ε(x,∇vhK ) ·∇zhd x = 0, ∀zh ∈ S1(Kδ,Th). (8.12)
We note that vhK is the finite element solution to an elliptic nonlinear monotone PDE.
8.2.2 A useful reformulation of the FE-HMM
First, in what follows, we write the difference quotient with respect to time, like in (8.9), as
∂¯t vn =∆t−1(vn+1− vn), for a sequence {vn}n≥0 ⊂ L2(Ω) and n ≥ 0.
For the analysis of the FE-HMM it is convenient to reformulate the nonlinear map B H as a
standard finite element method applied to a modified macro problem. Let ξ ∈Rd and K ∈TH ,
we introduce the function χξ,hK as the solution to the variational problem: find χ
ξ,h
K ∈ S1(Kδ,Th)
such that ∫
Kδ
A ε(x,ξ+∇χξ,hK ) ·∇zh d x = 0, ∀zh ∈ S1(Kδ,Th). (8.13)
Similarly, we define χ¯ξK by the variational problem: find χ¯
ξ
K ∈W (Kδ) such that∫
Kδ
A ε(x,ξ+∇χ¯ξK ) ·∇z d x = 0, ∀z ∈W (Kδ). (8.14)
Then, based on the functions χξ,hK and χ¯
ξ
K we define the maps
A 0,hK (ξ)=
1
|Kδ|
∫
Kδ
A ε(x,ξ+∇χξ,hK )d x, A¯ 0K (ξ)=
1
|Kδ|
∫
Kδ
A ε(x,ξ+∇χ¯ξK )d x, (8.15)
and the nonlinear map B H given in (8.10) can then be reformulated usingA 0,hK
B H (v H ; w H )= ∑
K∈TH
|K |A 0,hK (∇v H (xK )) ·∇w H (xK ), v H , w H ∈ S10(Ω,TH ).
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Thus, the modified macro form B H is obtained by replacing elementwisely the exact effective
mapA 0(x,ξ) from the homogenized equation (8.4) by the approximationA 0,hK (ξ).
Further, using the effective mapA 0 we introduce B 0 : W 1,p0 (Ω)×W
1,p
0 (Ω)→R by
B 0(v ; w)=
∫
Ω
A 0(x,∇v(x)) ·∇w(x)d x, v, w ∈W 1,p0 (Ω), (8.16)
and, ifA 0(·,ξ) has a continuous representative for every ξ ∈ Rd (later on ensured by (8.38)),
we define the nonlinear map Bˆ 0 as its discrete counterpart
Bˆ 0(v H ; w H )= ∑
K∈TH
|K |A 0(xK ,∇v H (xK )) ·∇w H (xK ), v H , w H ∈ S10(Ω,TH ). (8.17)
8.2.3 Existence and uniqueness of the numerical solution
The macro scheme (8.9) and the micro problems (8.12) are variational problems of the type
G(u; w) = F (w) on Banach spaces (with G(u; ·) and F bounded linear functionals). In this
section, we show local Hölder continuity of G(·; w), strict monotonicity G(v ; v −w)−G(w ; v −
w) > 0 and coercivity limv→∞G(v ; v)/‖v‖ = ∞ using the hypotheses (A0−2). The Browder-
Minty theorem [173, Theorem 26.A] then ensures existence and uniqueness of a solution.
First, we introduce in Remark 8.2.1 and Lemma 8.2.2 two important inequalities.
Remark 8.2.1. Let ω⊂ Rd be an open and bounded domain. For K , M ∈N≥1, let 1≤ rk ≤∞
satisfying
∑K
k=1 1/rk = 1 (with the usual convention 1/rk = 0 if rk =∞) and fk ∈ Lrk (ω) as well
as x(m)k ∈ R for 1≤ k ≤ K , 1≤m ≤ M . Whenever using the Hölder inequalities (either in the
continuous or the discrete setting)
∫
ω
∣∣∣∣∣ K∏
k=1
fk (x)
∣∣∣∣∣d x ≤ K∏
k=1
∥∥ fk∥∥Lrk (ω), M∑
m=1
∣∣∣∣∣ K∏
k=1
x(m)k
∣∣∣∣∣≤ K∏
k=1
(
M∑
m=1
∣∣∣x(m)k ∣∣∣rk
) 1
rk
, (8.18)
we simply refer to (8.18) without giving the explicit values of rk as the values of rk are always
either (i) r1 = p, r2 = p ′ = p/(p −1), (ii) r1 = β/p, r2 = β/(β−p), (iii) r1 = (p −1)/(p −1−σ),
r2 = (p − 1)/σ if K = 2 or (iv) r1 = p/(p − 1−σ), r2 = p/σ, r3 = p if K = 3, with β ≥ p and
0<σ≤min{p−1,1}. Note that on the right-hand side of the discrete Hölder inequality given
in (8.18) the terms (
∑M
m=1 |x(m)k |rk )1/rk for rk =∞ are replaced by max1≤m≤M |x(m)k |.
The Hölder inequality yields the following technical estimate, see [67, Lemma 3.1].
Lemma 8.2.2. Let ω⊂Rd be an open and bounded domain, 1< p <∞, β≥ p and κ≥ 0. Then,
for v, w ∈W 1,p (ω) it holds
‖∇v −∇w‖Lp (ω) ≤
[
κ|ω| 1p +‖∇v‖Lp (ω)+‖∇w‖Lp (ω)
] β−p
β
(∫
ω
(κ+|∇v |+ |∇w |)p−β|∇v −∇w |βd x
) 1
β
.
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We next analyze the existence and uniqueness of a solution to the micro problem (8.12).
Lemma 8.2.3. Assume thatA ε satisfies (A0−2). Let K ∈TH , v H ∈ S10(Ω,TH ) and ξ ∈ Rd . For
both coupling conditions, i.e., either W (Kδ) = W 1,pper (Kδ) or W (Kδ) =W 1,p0 (Kδ), there exists a
unique solution vhK −v H ,χξ,hK ∈ S1(Kδ,Th) and χ¯ξK ∈W (Kδ) to the micro problems (8.12), (8.13)
and (8.14), respectively.
Proof. We prove the result for the micro problem (8.12). Consider the map aξK given by
aξK (z; w)=
∫
Kδ
A ε(x,ξ+∇z) ·∇w d x, z, w ∈W (Kδ), (8.19)
which is nonlinear in z and linear in w . Then, taking ξ=∇v H (xK ), the micro problem (8.12)
reads as
find vhK − v H ∈ S1(Kδ,Th) such that aξK (vhK − v H ; wh)= 0, ∀wh ∈ S1(Kδ,Th). (8.20)
We show that the Browder-Minty theorem [173, Theorem 26.A] can be applied to prove the ex-
istence and uniqueness of vhK − v H ∈ S1(Kδ,Th). The results for the problems (8.13) and (8.14)
are proved analogously.
Let v, w, z ∈W (Kδ). First, note that (A0−1) imply thatA ε grows at rate p−1 with respect to ξ∣∣A ε(x,ξ)∣∣≤ L(Lp−10 + (κ1+|ξ|)p−1), where L0 = (C0/L) 1p−1 , ∀ξ ∈Rd ,ε> 0, a.e. x ∈Ω. (8.21)
The growth estimate (8.21) and (8.18) yield that the linear map aξK (v ; ·) is bounded∣∣∣aξK (v ; w)∣∣∣≤ 2L [(L0+κ1+|ξ|)|Kδ| 1p +‖∇v‖Lp (Kδ)]p−1 ‖∇w‖Lp (Kδ). (8.22)
Next, using (A1) and (8.18) we get that a
ξ
K is locally Hölder continuous in its first argument as∣∣∣aξK (v ; w)−aξK (z; w)∣∣∣≤ L [(κ1+2|ξ|)|Kδ| 1p +‖∇v‖Lp (Kδ)+‖∇z‖Lp (Kδ)]p−1−α
×‖∇v −∇z‖αLp (Kδ)‖∇w‖Lp (Kδ).
Combining Lemma 8.2.2 with (A2) we obtain that a
ξ
K is strictly monotone as
‖∇v −∇w‖Lp (Kδ) ≤λ−
1
β
[
(κ2+2|ξ|)|Kδ|
1
p +‖∇v‖Lp (Kδ)+‖∇w‖Lp (Kδ)
] β−p
β
× (aξK (v ; v −w)−aξK (w ; v −w))
1
β .
(8.23)
Further, for v ∈W (Kδ), we first assume ‖∇v‖Lp (Kδ) ≥ (κ2+2|ξ|)|Kδ|1/p and derive from (8.23)
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and (8.22)
aξK (v ; v)≥ aξK (v ; v)−aξK (0; v)−
∣∣∣aξK (0; v)∣∣∣
≥ 2p−βλ‖∇v‖pLp (Kδ)−2L
[
(L0+κ1+|ξ|)|Kδ|
1
p
]p−1 ‖∇v‖Lp (Kδ)
≥ 2p−β−1λ‖∇v‖pLp (Kδ)−C (L0+κ1+κ2+|ξ|)
p |Kδ|, (8.24)
where Young’s inequality is used in the last step and C only depends on p, β, λ and L.
It remains to consider v ∈W (Kδ) with ‖∇v‖Lp (Kδ) < (κ2+2|ξ|)|Kδ|1/p . In this case, the lower
bound (8.24) (with possibly different constant C ) can be directly derived from (8.22). Hence,
the lower bound (8.24) for aξK (v ; v) holds for any v ∈W (Kδ) and, in particular, aξK is coercive
on W (Kδ) for both periodic and Dirichlet coupling.
For the analysis of the macro-micro coupling, the following energy equivalence is essential.
Lemma 8.2.4. Assume thatA ε satisfies (A0−2). Let Kδ be the sampling domain associated to
a macro element K ∈TH and vhK be the solution of the micro problem (8.12) constrained by
v H ∈ S10(Ω,TH ). Then,∥∥∇v H∥∥Lp (Kδ) ≤ ∥∥∥∇vhK ∥∥∥Lp (Kδ) ≤Ce ((L0+κ1+κ2)|Kδ| 1p +∥∥∇v H∥∥Lp (Kδ)),
where L0 is defined in (8.21) and Ce ≥ 1 only depends on p, β, λ and L.
Proof. Due to the convexity of | · |p on Rd it holds that ∣∣η∣∣p ≥ |ξ|p + p|ξ|p−2ξ · (η− ξ) for all
ξ,η ∈Rd . Applying this inequality pointwise for η=∇vhK (x) and ξ=∇v H (xK ) yields∥∥∥∇vhK ∥∥∥pLp (Kδ) ≥
∫
Kδ
∣∣∇v H (xK )∣∣p d x+p∣∣∇v H (xK )∣∣p−2∇v H (xK ) ·∫
Kδ
∇vhK −∇v H d x
= ∥∥∇v H∥∥pLp (Kδ),
where in the last step we use that
∫
Kδ
∇vhK −∇v H d x = 0 due to the Dirichlet or periodic
boundary conditions of vhK − v H ∈W (Kδ).
The upper bound is obtained by using ‖∇vhK ‖Lp (Kδ) ≤ ‖∇vhK −∇v H‖Lp (Kδ)+‖∇v H‖Lp (Kδ) and
setting ξ=∇v H (xK ) in (8.24)
2p−β−1λ
∥∥∥∇vhK −∇v H∥∥∥pLp (Kδ) ≤ aξK (vhK − v H ; vhK − v H )+C (L0+κ1+κ2+ ∣∣∇v H (xK )∣∣)p |Kδ|,
where aξK (v
h
K − v H ; vhK − v H )= 0 as vhK − v H ∈ S1(Kδ,Th) solves the micro problem (8.20).
Using Lemma 8.2.4 we prove several properties of the map B H defined in (8.10).
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Lemma 8.2.5. Assume thatA ε satisfies (A0−2). Let v H , w H , zH ∈ S10(Ω,TH ) and the nonlinear
map B H be given by (8.10). Then B H satisfies the bound
∣∣B H (v H ; w H )∣∣≤Cb [L0+κ1+κ2+∥∥∇v H∥∥Lp (Ω)]p−1∥∥∇w H∥∥Lp (Ω), (8.25)
where Cb depends on p, β, λ, L and the measure of Ω. Further, B
H is locally Hölder continuous
in its first argument with exponent γ=α/(β−α), strictly monotone and coercive, as we have
∣∣B H (v H ; zH )−B H (w H ; zH )∣∣≤C [L0+κ1+κ2+∥∥∇v H∥∥Lp (Ω)+∥∥∇w H∥∥Lp (Ω)]p−1−γ
×∥∥∇v H −∇w H∥∥γLp (Ω)∥∥∇zH∥∥Lp (Ω), (8.26)
λ
1
β
c
∥∥∇v H −∇w H∥∥Lp (Ω) ≤ [(L0+κ1+κ2)|Ω| 1p +∥∥∇v H∥∥Lp (Ω)+∥∥∇w H∥∥Lp (Ω)] β−pβ
× (B H (v H ; v H −w H )−B H (w H ; v H −w H )) 1β , (8.27)
B H (v H ; v H )≥λc
∥∥∇v H∥∥pLp (Ω)−Cc (L0+κ1+κ2)p , (8.28)
with λc > 0 depending only on p, β, λ and Ce from Lemma 8.2.4, where C only depends on p, β,
α, λ, L as well as the measure of Ω and Cc depends on the same quantities like C except α.
Remark 8.2.6. If γ = p − 1 the constant C in (8.26) has the value Lp /λp−1 and if p = β the
inequalities (8.27) and (8.28) hold with constant λc =λ and λc =λ/2, respectively.
Proof. The bound (8.25) is derived from the growth estimate (8.21), (8.18) and the upper
bound of Lemma 8.2.4. To prove the Hölder continuity (8.26), let vhK , w
h
K solve the micro
problem (8.12) constrained by v H and w H , respectively. We first observe that Lemma 8.2.2,
hypotheses (A1−2), the micro problems (8.12) and (8.18) yield
λ
∥∥∥∇vhK −∇whK ∥∥∥βLp (Kδ) ≤R(vhK , whK )β−p
∫
Kδ
[
A ε(x,∇vhK )−A ε(x,∇whK )
]
· (∇vhK −∇whK )d x
=R(vhK , whK )β−p
∫
Kδ
[
A ε(x,∇vhK )−A ε(x,∇whK )
]
· (∇v H −∇w H )d x (8.29)
≤ LR(vhK , whK )β−α−1
∥∥∥∇vhK −∇whK ∥∥∥αLp (Kδ)∥∥∇v H −∇w H∥∥Lp (Kδ), (8.30)
where R(vhK , w
h
K ) = (κ1+κ2)|Kδ|1/p +‖∇vhK ‖Lp (Kδ)+‖∇whK ‖Lp (Kδ) can be bounded applying
Lemma 8.2.4
R(vhK , w
h
K )≤ 3Ce (L0+κ1+κ2+
∣∣∇v H (xK )∣∣+ ∣∣∇w H (xK )∣∣)|Kδ| 1p , (8.31)
where Ce is from Lemma 8.2.4. Hence, using inequalities (8.30) and (8.31) we get∥∥∥∇vhK −∇whK ∥∥∥Lp (Kδ) ≤C [L0+κ1+κ2+ ∣∣∇v H (xK )∣∣+ ∣∣∇w H (xK )∣∣] β−α−1β−α
× ∣∣∇v H (xK )−∇w H (xK )∣∣ 1β−α |Kδ| 1p , (8.32)
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where C only depends on p, β, α, λ, L. Combining estimate (8.32) with (A1) and (8.18) to
bound B H (v H ; zH )−B H (w H ; zH ) then proves (8.26).
Next, using the lower bound of Lemma 8.2.4, inequality (8.29), Lemma 8.2.2, hypothesis (A2)
and (8.18) leads to
∥∥∇v H −∇w H∥∥pLp (Ω) ≤ ∑
K∈TH
|K |
|Kδ|
∥∥∥∇vhK −∇whK ∥∥∥pLp (Kδ)
≤λ−
p
β
∑
K∈TH
|K |
|Kδ|
R(vhK , w
h
K )
(β−p)p
β
(∫
Kδ
[
A ε(x,∇vhK )−A ε(x,∇whK )
]
· (∇v H (xK )−∇w H (xK ))d x
) p
β
≤λ−
p
β
( ∑
K∈TH
|K |
|Kδ|
R(vhK , w
h
K )
p
) β−p
β (
B H (v H ; v H −w H )−B H (w H ; v H −w H )) pβ ,
which combined with (8.31) proves (8.27). The estimate (8.27) at hand, we prove the coercivity
bound (8.28) analogously to the coercivity bound (8.24) shown in Lemma 8.2.3.
The existence and uniqueness of the numerical solution obtained by the method (8.9) follows
from the Browder-Minty theorem.
Lemma 8.2.7. Assume thatA ε satisfies (A0−2). Let zH ∈ S10(Ω,TH ),∆t > 0 as well as f ∈ Lp
′
(Ω)
be given and let B H be defined in (8.10). Then, there exists a unique uH ∈ S10(Ω,TH ) such that∫
Ω
uH − zH
∆t
w H d x+B H (uH ; w H )=
∫
Ω
f w H d x, ∀w H ∈ S10(Ω,TH ). (8.33)
Proof. For fixed zH ∈ S10(Ω,TH ), let the bilinear form B∆t and the linear map l∆tzH be given by
B∆t (v H , w H )= 1
∆t
∫
Ω
v H w H d x, l∆tzH (w
H )=
∫
Ω
(
f + 1
∆t
zH
)
w H d x,
for v H , w H ∈ S10(Ω,TH ). Then, the problem (8.33) can be written as: find uH ∈ S10(Ω,TH ) such
that
B∆t (uH , w H )+B H (uH ; w H )= l∆tzH (w H ), ∀w H ∈ S10(Ω,TH ).
Observe that B∆t (v H , v H ) ≥ 0 for any v H ∈ S10(Ω,TH ) and that the embedding W 1,p (Ω) ,→
L2(Ω) yields∣∣B∆t (v H , w H )∣∣≤C∆t−1∥∥∇v H∥∥Lp (Ω)∥∥∇w H∥∥Lp (Ω), ∀v H , w H ∈ S10(Ω,TH ).
Combining that with Lemma 8.2.5 shows that B∆t +B H is linear and bounded in its second
argument, hemicontinuous in its first argument, strictly monotone and coercive. As the linear
map l∆t
zH
(·) is continuous, the Browder-Minty theorem [173, Theorem 26.A] concludes the
proof.
251
Chapter 8. The FE-HMM for nonlinear monotone parabolic problems in the W 1,p setting
Finally, the boundedness of the numerical approximations (8.9) is proved.
Theorem 8.2.8. Assume that (A0−2) hold and that f ∈ Lp ′(Ω) as well as uH0 ∈ S10(Ω,TH ) are
given. Then, for periodic or Dirichlet coupling and any parameter ∆t , H ,h,δ> 0, there exists
a unique numerical solution defined by the multiscale method (8.9). Further, the numerical
solution {uHn }
N
n=1 satisfies the bound
max
1≤n≤N
∥∥uHn ∥∥2L2(Ω)+ N∑
n=1
∆t
∥∥∇uHn ∥∥pLp (Ω) ≤C ((L0+κ1+κ2)p +∥∥ f ∥∥p ′Lp′ (Ω)+∥∥uH0 ∥∥2L2(Ω)),
where C only depends on p, β, λ, L, the measure ofΩ and the Poincaré constant CP onΩ and
where L0 is defined in (8.21).
Proof. The existence and uniqueness of the numerical solution defined by (8.9) follows from
Lemma 8.2.7. To derive the a priori bound we set w H = uHn+1 in (8.9), use the bound (8.28)
and (8.18) to obtain∫
Ω
∂¯t u
H
n u
H
n+1d x+λc
∥∥∇uHn+1∥∥pLp (Ω) ≤ ∫
Ω
f uHn+1d x+Cc (L0+κ1+κ2)p
≤CP
∥∥ f ∥∥Lp′ (Ω)∥∥∇uHn+1∥∥Lp (Ω)+Cc (L0+κ1+κ2)p , (8.34)
where CP is the Poincaré constant on Ω and λc , Cc are the constants from Lemma 8.2.5. As
1
2
∂¯t
∥∥uHn ∥∥2L2(Ω) ≤ ∫
Ω
∂¯t u
H
n u
H
n+1d x, for 0≤ n ≤N −1, (8.35)
multiplying (8.34) by 2∆t and using Young’s inequality, we get that for any 0≤ n ≤N −1∥∥uHn+1∥∥2L2(Ω)−∥∥uHn ∥∥2L2(Ω)+λc∆t∥∥∇uHn+1∥∥pLp (Ω) ≤C∆t (∥∥ f ∥∥p ′Lp′ (Ω)+ (L0+κ1+κ2)p ),
where C only depends on p, the Poincaré constant CP as well as λc and Cc from Lemma 8.2.5.
Summing the last inequality from n = 0 to n =N −1 concludes the proof.
8.3 Main results
In this section we present the convergence results for the difference between the numerical so-
lution uHn defined by the multiscale strategy (8.9) and the exact homogenized solution u
0(x, t )
solving the homogenized problem (8.4). In particular, we prove convergence of the numerical
solution towards the homogenized solution in the Lp (0,T ;W 1,p0 (Ω)) and the C
0([0,T ],L2(Ω))
norms for general p.
Remark 8.3.1. In the model problem (8.1) we consider homogeneous Dirichlet boundary
conditions and source terms f independent of time. We emphasize that our results can be
generalized straightforwardly for a right-hand side of the form f (x, t ). They also remain valid
for other type of boundary conditions.
252
8.3. Main results
Notation for HMM error. For the analysis, we denote by rH M M the overall upscaling error
rH M M (∇v H )=
( ∑
K∈TH
|K |
∣∣∣A 0(xK ,∇v H (xK ))−A 0,hK (∇v H (xK ))∣∣∣p ′
) 1
p′
, (8.36)
which, if necessary, is split into the contributions of micro and modeling errors rmi c and rmod
defined as
rmi c (∇v H )=
( ∑
K∈TH
|K |
∣∣∣A¯ 0K (∇v H (xK ))−A 0,hK (∇v H (xK ))∣∣∣p ′
) 1
p′
, (8.37a)
rmod (∇v H )=
( ∑
K∈TH
|K |∣∣A 0(xK ,∇v H (xK ))− A¯ 0K (∇v H (xK ))∣∣p ′
) 1
p′
, (8.37b)
where v H ∈ S10(Ω,TH ), A 0 is the exact homogenized map and A¯ 0K and A 0,hK are defined
in (8.15). Note that the Minkowski inequality yields rH M M (∇v H )≤ rmi c (∇v H )+rmod (∇v H ) for
every v H ∈ S10(Ω,TH ).
Convergence of the multiscale method. For general 1 < p <∞ (with the usual restriction
p > 2d/(d + 2)), we show that the numerical solution obtained by the HMM scheme (8.9)
converges to the solution of the homogenized problem (8.4) if the numerical discretization
parameters (micro and macro mesh sizes h and H , respectively, and time step size ∆t ) tend to
zero and upscaling parameters (coupling conditions and sampling domain size δ) exist such
that the modeling error rmod from (8.37b) is arbitrarily small. We emphasize that the order of
the limits as stated in Theorem 8.3.2 cannot be interchanged in general.
Upscaling parameters such that rmod is small exist if for the given mapsA
ε an explicit for-
mula for the homogenized map A 0 is available (like for periodic or randomly stationary
spatial heterogeneities of A ε). Note for instance, that for locally periodic maps A ε, i.e.,
A ε(x,ξ)=A (x, x/ε,ξ), whereA (x, y,ξ) is Y -periodic in y , we get rmod = 0 on S10(Ω,TH ) when
replacingA ε(x,ξ) byA (xK , x/ε,ξ) in (8.10) as well as (8.12), taking periodic boundary condi-
tions for (8.12) and setting δ= ε. The multiscale method (8.9), being defined for general maps
A ε, is however reasonable ifA ε exhibits scale-separation and its good performance is known
for stationary data.
Theorem 8.3.2. Assume thatA ε satisfies (A0−2). Let u0 ∈ E be the solution to the homogenized
problem (8.4) and uHn be the HMM solution obtained from (8.9) with initial conditions u
H
0
satisfying ‖g −uH0 ‖L2(Ω) → 0 for H → 0. LetA 0 be Hölder continuous in space, i.e., there exists
0< γ˜≤ 1 such that (with constant L0 from (8.21))∣∣A 0(x1,ξ)−A 0(x2,ξ)∣∣≤C |x1−x2|γ˜(Lp−10 + (κ1+|ξ|)p−1), ∀x1, x2 ∈Ω,∀ξ ∈Rd . (8.38)
If for any given H > 0 and R > 0, the coupling condition for the micro problems (8.12) and the
sampling domain size δ can be chosen such that rmod (∇v H ) from (8.37b) is arbitrarily small
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(written as rmod → 0) for all v H ∈ S10(Ω,TH ) with ‖∇v H‖L∞(Ω) ≤R, then we have
lim
(∆t ,H)→0
lim
rmod→0
lim
h→0
max
1≤n≤N
∥∥u0(·, tn)−uHn ∥∥L2(Ω)+
(
N−1∑
n=0
∫ tn+1
tn
∥∥∇u0(·, s)−∇uHn+1∥∥pLp (Ω)d s
) 1
p
= 0.
Following along the lines of the proof of Theorem 8.3.2, explicit convergence rates (stated in
Remark 8.3.3) with respect to the time step size ∆t , the macro and micro mesh sizes H and h,
respectively, can be derived if sufficient regularity of the homogenized solution u0 is assumed.
Note however that for p 6= 2, higher regularity of u0 (especially in space) is not realistic even
for smooth data, see Remark 8.3.4 for more details.
Remark 8.3.3. For simplicity, assume that p > d/2 and that the modeling error rmod vanishes
(e.g., ifA ε(x,ξ) is locally periodic in x). Assume thatA ε satisfies (A0−2) and that the Hölder
continuity (8.38) holds for the homogenized mapA 0. If the exact homogenized solution u0
to (8.4) has the regularity
u0 ∈C 0([0,T ],W 2,p (Ω)), ∂t u0 ∈C 0([0,T ],W 2,p˜ (Ω)), ∂2t u0 ∈C 0([0,T ],L2(Ω)),
with p˜ =min{p,2} and the solutions χ¯ξK to the micro problems (8.12) for ξ ∈Rd , K ∈TH satisfy∣∣∣χ¯ξK ∣∣∣W 2,p (Kδ) ≤Cε−1(L0+κ1+κ2+|ξ|)|Kδ| 1p ,
then, the HMM solution uHn from (8.9) converges toward the homogenized solution u
0 at rates
(
N−1∑
n=0
∫ tn+1
tn
∥∥∇u0(·, s)−∇uHn+1∥∥pLp (Ω)d s
) 1
p
≤C
(
∆t +H min{γ,γ˜}+
(
h
ε
)γ) 1β−1
+C∥∥g −uH0 ∥∥ 2βL2(Ω),
where C is independent of ∆t , H ,δ,ε and h.
Remark 8.3.4. Based on [47, 48], we comment on regularity issues for degenerate problems.
Consider the elliptic nonlinear monotone singlescale problem −div(A (x,∇u))= f in Ω with
zero Dirichlet boundary conditions and a mapA satisfying (A0−2) for some 1< p <∞. Due
to the degeneracy of the problem for p 6= 2, the solution u ∈W 1,p0 (Ω) has limited regularity
even for analytical dataA ε, f and smooth domainsΩ. For instance, consider the p-Laplacian
A (ξ)= |ξ|p−2ξ for p > 2 (note thatA (0)= 0). Recall thatA then satisfies (A0−2) with C0 = 0,
α= 1 and β= p, see (8.5). Then, see [47, Section 4], ifΩ=B1(0)⊂R2 is the two-dimensional
unit ball and f ≡ 1, the exact solution is given by u(x)=C (1−|x|p/(p−1)), which has a singularity
at the origin. Further, u ∈ W 2,s(Ω) holds only for s < 2(p − 1)/(p − 2) and thus the spatial
regularity u ∈W 2,p (Ω) required for the classical finite element analysis (as assumed for the
rates given in Remark 8.3.3) is only available for p < 2+p2.
As a remedy for the finite element error analysis, quasi-norms in space (instead of the usual
W 1,p norm) have been used in [47, 130] to derive optimal convergence rates requiring less
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regularity of the solution u. Recently, optimal convergence rates have been shown in [82]
under the condition that
∫
Ω |∇u|p−2|D2u|2d x <∞, which indeed can be proved for the elliptic
p-Laplacian with smooth data.
Note that for parabolic problems in the Lp (W 1,p ) setting for p 6= 2, again quasi-norms in space
are necessary to have realistic assumptions on the regularity of the exact solution, see [49, 71].
Thus, we observe that the situation for p 6= 2 is completely different to the situation for p = 2,
α= 1, β= 2, i.e., the classical H 1(Ω) setting considered in Chapter 6, where the exact solution
can attain arbitrarily high regularity if the data is sufficiently smooth, e.g., see [129] and [128]
for elliptic and parabolic problems, respectively.
8.4 Proof of the main results
In this section, we prove Theorem 8.3.2. Like in Chapter 6, we split the total error according to
‖u0−uHn ‖ ≤ ‖u0−U Hn ‖+‖U Hn −uHn ‖, whereU Hn is an approximation of the exact solution u0
in S10(Ω,TH ). We chooseU
H
n to be close to u
0 using the density of smooth functions in the
space E given in (8.2) and the nodal interpolant.
8.4.1 Error propagation formula
Let U ∈ E with U ∈ C 0([0,T ],W 1,p0 (Ω)) and ∂tU ∈ C 0([0,T ],L2(Ω)). Further, let U H (·, t) ∈
S10(Ω,TH ) be an approximation ofU (·, t ) for t ∈ [0,T ] and defineU Hn =U H (·, tn) for 0≤ n ≤N .
The fundamental tool to derive a priori error estimates using the energy method is the error
propagation formula for the error θHn = uHn −U Hn , 0≤ n ≤N , given by
∆t
∫
Ω
∂¯tθ
H
n w
H d x+∆t [B H (uHn+1; w H )−B H (U Hn+1; w H )]
=
∫ tn+1
tn
∫
Ω
f w H d x d s−∆t
∫
Ω
∂¯tU
H
n w
H d x−∆t B H (U Hn+1; w H )
=
∫ tn+1
tn
〈∂t u0(·, s), w H 〉d s−∆t
∫
Ω
∂¯tU
H
n w
H d x+
∫ tn+1
tn
B 0(u0(·, s); w H )d s−∆t B H (U Hn+1; w H )
=
∫ tn+1
tn
〈∂t u0(·, s)−∂tU (·, tn+1), w H 〉d s (8.39a)
+
∫ tn+1
tn
B 0(u0(·, s); w H )−B 0(U (·, tn+1); w H )d s (8.39b)
+∆t
∫
Ω
[
∂tU (x, tn+1)− ∂¯tU (x, tn)
]
w H d x (8.39c)
+∆t
∫
Ω
[
∂¯tU (x, tn)− ∂¯tU Hn
]
w H d x (8.39d)
+∆t [B 0(U (·, tn+1); w H )−B 0(U Hn+1; w H )] (8.39e)
+∆t [B 0(U Hn+1; w H )− Bˆ 0(U Hn+1; w H )] (8.39f)
+∆t [Bˆ 0(U Hn+1; w H )−B H (U Hn+1; w H )] , (8.39g)
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where w H ∈ S10(Ω,TH ) is arbitrary, u0 is the exact solution to the homogenized problem (8.4)
and the forms B 0, Bˆ 0 and B H are given by (8.16), (8.17) and (8.10), respectively.
In the error propagation formula (8.39) we already decomposed the overall error into its
different components. The terms (8.39a) and (8.39b), which are new compared to Chapter 6,
arise from the difference between the weak and the strong formulation in time of (8.4). The
error terms (8.39c) – (8.39g) are due to the numerical discretization used for the multiscale
method (8.9) and for p = 2, α= 1 and β= 2 we recover the error terms of the error propagation
formula (6.42) from Chapter 6. While the term (8.39c) accounts for the error due to the time
discretization scheme, the terms (8.39d) and (8.39e) consists of the finite element error at the
discrete time levels tn . Further, the influence of quadrature formula (8.8) is captured by (8.39f).
The components (8.39c) – (8.39f) are independent of the multiscale nature of the method (8.9),
i.e., they account for temporal and macro spatial errors, whereas the last term (8.39g) is solely
due to the upscaling strategy consisting of micro simulations and averaging techniques. Thus
we call term (8.39g) the HMM upscaling error.
In our subsequent analysis we first estimate the different error terms from (8.39), see Sec-
tions 8.4.2, 8.4.3 and 8.4.4 for estimates of the difference between the weak and strong formu-
lation in time of (8.4), the temporal and macro spatial errors and the HMM upscaling error,
respectively. Those bounds at hand we then prove Theorem 8.3.2 in Section 8.4.5.
8.4.2 Estimates for the difference between weak and strong formulation in time
In this section, we estimate the terms (8.39a) and (8.39b).
Lemma 8.4.1. Let u0,U ∈ E withU ,∂tU ,∂2tU ∈C 0([0,T ],L2(Ω)). Then, for w H ∈ S10(Ω,TH )∣∣∣∣∫ tn+1
tn
〈∂t u0(·, s)−∂tU (·, tn+1), w H 〉d s
∣∣∣∣≤ ∫ tn+1
tn
∥∥∂t u0(·, s)−∂tU (·, s)∥∥(W 1,p0 (Ω))′∥∥∇w H∥∥Lp (Ω)d s
+C∆t 2∥∥∂2tU∥∥C 0([0,T ],L2(Ω))∥∥w H∥∥L2(Ω),
for 0≤ n ≤N −1 and where C is independent of ∆t and H.
Proof. Let w H ∈ S10(Ω,TH ). We decompose the term into the two parts∫ tn+1
tn
〈∂t u0(·, s)−∂tU (·, s), w H 〉d s−
∫ tn+1
tn
∫
Ω
[∂tU (x, tn+1)−∂tU (x, s)] w H d x d s,
where the first part is bounded straightforwardly. Next, for the inner integral of the second
term we have∫
Ω
[∂tU (x, tn+1)−∂tU (x, s)] w H d x =
∫ tn+1
s
∫
Ω
∂2tU (x,τ)w
H d x dτ, ∀ s ∈ [tn , tn+1], (8.40)
as ∂tU ,∂2tU ∈C 0([0,T ],L2(Ω)). The claimed result is then directly obtained.
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The second term (8.39b) is bounded using the Hölder continuity of the mapA 0.
Lemma 8.4.2. Let u0,U ∈ E withU ,∂tU ∈C 0([0,T ],W 1,p (Ω)). Assume thatA 0 satisfies (A1)
with exponent γ = α/(β−α) and constants L˜ > 0, κ˜1 ≥ 0. Then, for w H ∈ S10(Ω,TH ) and
0≤ n ≤N −1∣∣∣∣∫ tn+1
tn
B 0(u0(·, s); w H )−B 0(U (·, tn+1); w H )d s
∣∣∣∣
≤ L˜
∫ tn+1
tn
(κ˜1+
∥∥∇u0(·, s)∥∥Lp (Ω)+‖∇U (·, s)‖Lp (Ω))p−1−γ∥∥∇u0(·, s)−∇U (·, s)∥∥γLp (Ω)∥∥∇w H∥∥Lp (Ω)d s
+C∆t 1+γ(κ˜1+‖∇U ‖C 0([0,T ],Lp (Ω))+‖∂t∇U ‖C 0([0,T ],Lp (Ω)))p−1
∥∥∇w H∥∥Lp (Ω),
where C is independent ∆t and H.
Proof. Let w H ∈ S10(Ω,TH ). We then use the decomposition of the error term into∫ tn+1
tn
B 0(u0(·, s); w H )−B 0(U (·, s); w H )d s−
∫ tn+1
tn
B 0(U (·, tn+1); w H )−B 0(U (·, s); w H )d s,
where the first integral is estimated using the Hölder continuity ofA 0 and (8.18). To bound
the second term we first note that sinceU ,∂tU ∈C 0([0,T ],W 1,p (Ω)) it holds for tn ≤ s ≤ tn+1,
similarly to (8.40), that
‖∇U (·, tn+1)−∇U (·, s)‖Lp (Ω) =
∥∥∥∥∫ tn+1
s
∂t∇U (·,τ)dτ
∥∥∥∥
Lp (Ω)
≤∆t‖∂t∇U ‖C 0([0,T ],Lp (Ω)), (8.41)
which combined with the Hölder continuity ofA 0 and (8.18) yields the final bound.
8.4.3 Temporal and macro spatial errors
In this section, we provide explicit error bounds for the terms (8.39c) – (8.39f).
Time discretization error. We start by estimating the error due to the discretization in time
by the backward Euler method, i.e., by estimating term (8.39c).
Lemma 8.4.3. LetU ,∂tU ,∂2tU ∈C 0([0,T ],L2(Ω)). For w H ∈ S10(Ω,TH ) and 0≤ n ≤N −1, we
have that∣∣∣∣∫
Ω
[
∂tU (x, tn+1)− ∂¯tU (x, tn)
]
w H d x
∣∣∣∣≤C∆t∥∥∂2tU∥∥C 0([0,T ],L2(Ω))∥∥w H∥∥L2(Ω),
where C is independent of ∆t and H.
Proof. Let w H ∈ S10(Ω,TH ). As U ,∂tU ∈ C 0([0,T ],L2(Ω)) results similar to (8.40) hold if
U and ∂tU is substitute to ∂tU and ∂2tU , respectively, in particular,
∫
Ω ∂¯tU (x, tn)w
H d x =
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∆t−1
∫ tn+1
tn
∫
Ω∂tU (x, s)w
H d x d s. Combining that with the result from (8.40) yields
∫
Ω
[
∂tU (x, tn+1)− ∂¯tU (x, tn)
]
w H d x = 1
∆t
∫ tn+1
tn
∫ tn+1
s
∫
Ω
∂2tU (x,τ)w
H d x dτd s,
from where the result of Lemma 8.4.3 follows.
Macro finite element error. In Lemma 8.4.5 and Lemma 8.4.7, we estimate the spatial macro
error terms (8.39d) and (8.39e), respectively. We therefore introduce the nodal interpolant.
Nodal interpolant. LetIH : C 0(Ω)→ S1(Ω,TH ) be the usual nodal interpolant, where the FE
space S1(Ω,TH ) is defined like S10(Ω,TH ) in (8.7), but without zero boundary conditions. Then,
for k ∈ {1,2} and q , q∗ with 1≤ q ≤ q∗ and q∗ > d/2, we have the bounds, see [62, Theorem
3.1.6],
‖IH z‖W 1,q (Ω) ≤C‖z‖W 2,q∗ (Ω), ‖IH z− z‖W 2−k,q (Ω) ≤C H k‖z‖W 2,q∗ (Ω), ∀z ∈W 2,q
∗
(Ω),
(8.42a)
‖IH z‖W 1,∞(Ω) ≤C‖z‖W 1,∞(Ω), ∀z ∈W 1,∞(Ω). (8.42b)
We note that for z ∈C 0(Ω)∩W 1,p0 (Ω) it holds thatIH z ∈ S10(Ω,TH ).
Remark 8.4.4. Let q , q∗ be as in (8.42a). If U ,∂tU ∈ C 0([0,T ],W 2,q∗(Ω)), then the interpo-
lation operatorIH and the differentiation ∂t with respect to the time variable can be inter-
changed, i.e., ∂t (IHU (x, t ))=IH (∂tU (x, t )) onΩ× [0,T ] and thus the estimate ‖∂tU (·, t )−
∂t (IHU (·, t ))‖W 1,q (Ω) ≤C H‖∂tU (·, t )‖W 2,q∗ (Ω) holds.
Lemma 8.4.5. Let either p˜ = 2 (if p ≥ 2) or p ≤ p˜ ≤ 2 with p˜ > d/2 (if p < 2). Let U ,∂tU ∈
C 0([0,T ],W 2,p˜ (Ω)) andU Hn =IHU (·, tn) be its nodal interpolant for 0≤ n ≤N −1. Then, it
holds ∣∣∣∣∫
Ω
[
∂¯tU (x, tn)− ∂¯tU Hn
]
w H d x
∣∣∣∣≤C H‖∂tU ‖C 0([0,T ],W 2,p˜ (Ω))∥∥w H∥∥L2(Ω),
for any w H ∈ S10(Ω,TH ) and with a constant C independent of ∆t and H.
Proof. AsU ,∂tU ∈C 0([0,T ],W 2,p˜ (Ω)) and IHU ,∂tIHU ∈C 0([0,T ],S10(Ω,TH )), for details
see Remark 8.4.4, equation (8.40) holds analogously if ∂tU is substituted byU orU H . Thus,
for w H ∈ S10(Ω,TH ), we obtain∣∣∣∣∫
Ω
[
∂¯tU (x, tn)− ∂¯tU Hn
]
w H d x
∣∣∣∣≤ 1∆t
∫ tn+1
tn
∥∥∂tU (x, s)−∂tU H (x, s)∥∥L2(Ω)∥∥w H∥∥L2(Ω)d s
(8.43)
≤C 1
∆t
∫ tn+1
tn
∥∥∂tU (x, s)−∂tU H (x, s)∥∥W 1,p˜ (Ω)∥∥w H∥∥L2(Ω)d s,
and the estimate from Remark 8.4.4 concludes the proof.
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Remark 8.4.6. If p˜ = 2 a convergence of order O (H 2) can be shown in Lemma 8.4.5 by applying
the interpolation estimate (8.42a) directly to (8.43), i.e., without first using the embedding
W 1,p˜ (Ω) ,→ L2(Ω). Quadratic convergence is however not needed in the analysis given here.
Lemma 8.4.7. Assume thatA 0 satisfies (A1) with γ= α/(β−α) and constants L˜ > 0, κ˜1 ≥ 0.
LetU ∈C 0([0,T ],W 2,p∗(Ω)) for some p∗ with p ≤ p∗ and p∗ > d/2 and letU Hn =IHU (·, tn)
be its nodal interpolant. Then, for 0≤ n ≤N −1, it holds∣∣B 0(U (·, tn+1); w H )−B 0(U Hn+1; w H )∣∣≤C Hγ(κ˜1+‖U ‖C 0([0,T ],W 2,p∗ (Ω)))p−1∥∥∇w H∥∥Lp (Ω),
for any w H ∈ S10(Ω,TH ) and with C independent of ∆t and H.
Proof. Let w H ∈ S10(Ω,TH ). The Hölder continuity (A1) ofA 0 and (8.18) yield∣∣B 0(U (·, tn+1); w H )−B 0(U Hn+1; w H )∣∣≤ L˜(κ˜1+‖∇U (·, tn+1)‖Lp (Ω)+∥∥∇U Hn+1∥∥Lp (Ω))p−1−γ
×∥∥∇U (·, tn+1)−∇U Hn+1∥∥γLp (Ω)∥∥∇w H∥∥Lp (Ω),
which is estimated using the bounds (8.42a).
Quadrature error for Hölder continuous A 0. Estimating the effect of barycentric quadra-
ture (8.8) used in the method (8.9) is achieved by comparing the maps B 0 and Bˆ 0 given by (8.16)
and (8.17), respectively.
Lemma 8.4.8. Assume thatA 0 satisfies the hypothesis (8.38) for some 0< γ˜≤ 1. Let B 0 and Bˆ 0
be given by (8.16) and (8.17), respectively. Then, the error due to the quadrature (8.8) can be
bounded by ∣∣B 0(v H ; w H )− Bˆ 0(v H ; w H )∣∣≤C H γ˜(L0+∥∥∇v H∥∥Lp (Ω))p−1∥∥∇w H∥∥Lp (Ω),
for any v H , w H ∈ S10(Ω,TH ) and where C is independent of H.
In particular, ifU ∈C 0([0,T ],W 2,p∗(Ω)) for some p∗ such that p∗ > d/2 andU Hn =IHU (·, tn),
whereIH denotes the nodal interpolant, then we have for 0≤ n ≤N −1 that∣∣B 0(U Hn+1; w H )− Bˆ 0(U Hn+1; w H )∣∣≤C H γ˜(L0+‖U ‖C 0([0,T ],W 2,p∗ (Ω)))p−1∥∥∇w H∥∥Lp (Ω),
for any w H ∈ S10(Ω,TH ) and where C is independent of H.
Proof. Let v H , w H ∈ S10(Ω,TH ). As ∇v H and ∇w H are piecewise constant, we get from (8.16)
and (8.17) that
B 0(v H ; w H )− Bˆ 0(v H ; w H )= ∑
K∈TH
∫
K
[
A 0(x,∇v H (xK ))−A 0(xK ,∇v H (xK ))
] ·∇w H (xK )d x.
The Hölder continuity (8.38) ofA 0(x,ξ) in x, (8.18) and (8.42a) then yield the results.
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8.4.4 Abstract estimates for the HMM upscaling error
The last term (8.39g) in the error propagation formula (8.39) quantifies the HMM error, which
is only due to the upscaling procedure intrinsically built into the multiscale method (8.9) and
can be bounded using rH M M introduced in (8.36). Let v H , w H ∈ S10(Ω,TH ), we obtain∣∣Bˆ 0(v H ; w H )−B H (v H ; w H )∣∣≤ rH M M (∇v H )∥∥∇w H∥∥Lp (Ω). (8.44)
Recall that rH M M (∇v H ) ≤ rmi c (∇v H )+ rmod (∇v H ) with rmi c and rmod from (8.37). While
structural assumptions about the spatial heterogeneities ofA ε are necessary to estimate the
modeling error rmod (see Section 6.5.4 for estimates if p = 2, α= 1, β= 2), an abstract error
estimate for the micro error rmi c holds for general mapsA ε.
Lemma 8.4.9. LetA ε satisfy (A0−2). For both periodic coupling W (Kδ)=W 1,pper (Kδ) or Dirichlet
coupling W (Kδ)=W 1,p0 (Kδ) in the micro problems (8.12), the micro error rmi c (∇v H ) defined
in (8.37a) is bounded by
rmi c (∇v H )≤C
[
L0+κ1+κ2+
∥∥∇v H∥∥Lp (Ω)]p−1−γ
×
( ∑
K∈TH
|K |
|Kδ|
inf
zh∈S1(Kδ,Th )
∥∥∥∇χ¯∇v H (xK )K −∇zh∥∥∥pLp (Kδ)
) γ
p
,
for any v H ∈ S10(Ω,TH ), where χ¯ξK solves (8.14) and C is independent of H, h, δ and ε.
Proof. For given ξ ∈ Rd and K ∈ TH , let χ¯ξK and χξ,hK be the solutions of (8.14) and (8.13),
respectively. Using aξK defined in (8.19) we get from (8.23) and the micro problems (8.20) that
for arbitrary zh ∈ S1(Kδ,Th) we have
λ
∥∥∥∇χ¯ξK −∇χξ,hK ∥∥∥βLp (Kδ) ≤R(ξ,K )β−p
(
aξK (χ¯
ξ
K ; χ¯
ξ
K − zh)−aξK (χξ,hK ; χ¯ξK − zh
)
,
withR(ξ,K )= (κ2+2|ξ|)|Kδ|1/p +‖∇χ¯ξK ‖Lp (Kδ)+‖∇χξ,hK ‖Lp (Kδ). Analogously to (8.32) we get∥∥∥∇χ¯ξK −∇χξ,hK ∥∥∥Lp (Kδ) ≤C
[
(L0+κ1+κ2+|ξ|)|Kδ|
1
p
] β−α−1
β−α
∥∥∥∇χ¯ξK −∇zh∥∥∥ 1β−αLp (Kδ). (8.45)
Combining this estimate with (A1) and (8.18) we obtain for A¯ 0K andA
0,h
K given in (8.15)∣∣∣A¯ 0K (ξ)−A 0,hK (ξ)∣∣∣≤C [L0+κ1+κ2+|ξ|]p−1−γ ( 1|Kδ|
∥∥∥∇χ¯ξK −∇zh∥∥∥pLp (Kδ)
)γ
, (8.46)
where γ=α/(β−α). Setting ξ=∇v H (xK ) for K ∈TH and using (8.46) and (8.18), we obtain
the result as zh can be chosen arbitrarily in S1(Kδ,Th).
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8.4.5 Proof of the general convergence result
In this section, we prove the convergence result of Theorem 8.3.2. We start by establishing the
convergence of the micro error in Lemma 8.4.10
Lemma 8.4.10. Assume thatA ε satisfies (A0−2). Let the time step size ∆t > 0, the macro mesh
size H > 0, the sampling domain size δ > 0 and the coupling conditions for (8.12) be given.
Then, for any set {U Hn }1≤n≤N ⊂ S10(Ω,TH ) with
∑N−1
n=0 ∆t‖∇U Hn+1‖
p
Lp (Ω) bounded independently
of the micro mesh size h, the micro error rmi c from (8.37a) satisfies
lim
h→0
(
N−1∑
n=0
∆t rmi c (∇U Hn+1)p
′
) 1
p′
= 0.
Proof. Let 0 < η < 1 be given. Let ξ ∈ Rd , K ∈ TH and χ¯ξK ∈W (Kδ) solving (8.14). First, we
observe that for sufficiently small h we have infzh∈S1(Kδ,Th ) ‖χ¯
ξ
K − zh‖W (Kδ) < η. Indeed, as
C∞(Kδ)∩W (Kδ) is dense in W (Kδ) (for both periodic and Dirichlet coupling), there exists
zη ∈ C∞(Kδ)∩W (Kδ) such that ‖χ¯ξK − zη‖W (Kδ) < η/2. Setting zh = Ih zη and applying the
interpolation estimate (8.42a) to the nodal interpolant Ih on Kδ (for some p
∗ satisfying
p ≤ p∗ and p∗ > d/2) we get∥∥∥χ¯ξK − zh∥∥∥W (Kδ) ≤
∥∥∥χ¯ξK − zη∥∥∥W (Kδ)+
∥∥∥zη− zh∥∥∥
W (Kδ)
< η
2
+C h∥∥zη∥∥W 2,p∗ (Kδ),
i.e., in particular, there exists h0(η)> 0 such that ‖χ¯ξK − zh‖W (Kδ) < η for all h ≤ h0(η).
Using this result for ξ=∇U Hn+1(xK ) and any K ∈TH , 0≤ n ≤N−1, i.e., a finite set of parameters
independent of h, we obtain with Lemma 8.4.9 and (8.18) that
lim
h→0
(
N−1∑
n=0
∆t rmi c (∇U Hn+1)p
′
) 1
p′
≤C
L0+κ1+κ2+
(
N−1∑
n=0
∆t
∥∥∇U Hn+1∥∥pLp (Ω)
) 1
p
p−1−γ |Kδ|− γp ηγ,
and thus, as 0< η< 1 can be chosen arbitrarily small, the micro error vanishes.
Proof of Theorem 8.3.2. Step 1: General error bound. LetU ∈ E withU ∈C 0([0,T ],W 2,p∗(Ω)),
∂tU ∈C 0([0,T ],W 1,p (Ω))∩C 0([0,T ],W 2,p˜ (Ω)) and ∂2tU ∈C 0([0,T ],L2(Ω)), where p˜ is given
by p˜ =min{p∗,2} with some p∗ satisfying p ≤ p∗ and p∗ > d/2. We then set θHn = uHn −U Hn
withU Hn =IHU (·, tn) for 0 ≤ n ≤ N . Summing (8.27) from n = 0, . . . , N −1, using (8.18) (for
v H = uHn+1, w H =U Hn+1) and the error propagation formula (8.39) yields
λ
p
β
c
N−1∑
n=0
∆t
∥∥∇θHn+1∥∥pLp (Ω) ≤R(uHn ,U Hn ) p(β−p)β
(
N−1∑
n=0
∆t
[
B H (uHn+1;θ
H
n+1)−B H (U Hn+1;θHn+1)
]) pβ
=R(uHn ,U Hn )
p(β−p)
β
(
−
N−1∑
n=0
∆t
∫
Ω
∂¯tθ
H
n θ
H
n+1d x+
N−1∑
n=0
Btotn
) p
β
, (8.47)
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whereBtotn denotes the sum of the terms (8.39a)–(8.39g) with test function chosen as θ
H
n+1
andR(uHn ,U
H
n ) is given by
R(uHn ,U
H
n )= (L0+κ1+κ2)(T |Ω|)
1
p +
(
N−1∑
n=0
∆t
∥∥∇uHn+1∥∥pLp (Ω)
) 1
p
+
(
N−1∑
n=0
∆t
∥∥∇U Hn+1∥∥pLp (Ω)
) 1
p
.
(8.48)
Using the bound (8.35) analogously for θHn , estimating the terms (8.39a) – (8.39g) by applying
Lemmas 8.4.1, 8.4.2, 8.4.3, 8.4.5, 8.4.7, 8.4.8 and inequality (8.44) and using (8.18) we obtain
λ
p
β
c
N−1∑
n=0
∆t
∥∥∇θHn+1∥∥pLp (Ω) ≤R(uHn ,U Hn ) p(β−p)β
[
− 1
2
∥∥θHN ∥∥2L2(Ω)+ 12∥∥θH0 ∥∥2L2(Ω) (8.49a)
+C
{∥∥u0−U∥∥E + [κ˜1+∥∥u0∥∥E +‖U ‖E ]p−1−γ∥∥u0−U∥∥γE (8.49b)
+
[
‖∂tU ‖C 0([0,T ],W 2,p˜ (Ω))+
∥∥∂2tU∥∥C 0([0,T ],L2(Ω))] (∆t +H) (8.49c)
+ [L0+κ1+‖U ‖C 0([0,T ],W 2,p∗ (Ω))+‖∂tU ‖C 0([0,T ],W 1,p (Ω))]p−1 (∆tγ+Hγ+H γ˜)
(8.49d)
+
(
N−1∑
n=0
∆t rH M M (∇U Hn+1)p
′
) 1
p′
}(
N−1∑
n=0
∆t
∥∥∇θHn+1∥∥pLp (Ω)
) 1
p
] p
β
, (8.49e)
For the rest of the proof, the term −12‖θHN ‖2L2(Ω) ≤ 0 in (8.49a) can be omitted.
Step 2: Density in E. Let 0 < η < 1 be given. To show the convergence of (8.49) we choose
U ∈C∞(Ω× [0,T ]) such thatU (·, t) ∈C∞0 (Ω) for any t ∈ [0,T ] and ‖u0−U ‖E < η/2. This is
possible as the polynomials
∑
i t
i vi with vi ∈W 1,p0 (Ω) are dense in E , see [172, Proposition
23.23], and C∞0 (Ω) is dense in W
1,p
0 (Ω). Note that suchU further satisfies ‖U ‖E < ‖u0‖E +1/2.
We then setU Hn =IHU (·, tn) as above in (8.49). Using the interpolation estimate (8.42a) in
space and a bound analogous to (8.41) in time we get that for s ∈ [tn , tn+1] and 0≤ n ≤N −1∥∥∇U (·, s)−∇U Hn+1∥∥Lp (Ω) ≤C (∆t +H)(‖U ‖C 0([0,T ],W 2,p∗ (Ω))+‖∂t∇U ‖C 0([0,T ],Lp (Ω))).
Hence, combining that with the properties of U , there exists D0(η) > 0 such that for all
∆t , H ≤D0(η) it holds(
N−1∑
n=0
∫ tn+1
tn
∥∥∇u0(·, t )−∇U Hn+1∥∥pLp (Ω)d t
) 1
p
< η,
(
N−1∑
n=0
∆t
∥∥∇U Hn+1∥∥pLp (Ω)
) 1
p
≤ ∥∥u0∥∥E +1. (8.50)
Further, by possibly taking a smaller value for D0(η) we simultaneously get that for H ≤D0(η)
max
1≤n≤N
∥∥u0(·, tn)−U Hn ∥∥L2(Ω) ≤CE∥∥u0−U∥∥E +C H‖U ‖C 0([0,T ],W 2,p∗ (Ω)) <CE η2 + η2 , (8.51)
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where we used the embedding E ,→ C 0([0,T ],L2(Ω)) (with operator norm CE ), W 1,p (Ω) ,→
L2(Ω) and the interpolation estimate (8.42a).
Step 3. Bound forR. Next, we boundR(uHn ,U
H
n ) from (8.48). From Theorem 8.2.8 and the
convergence ‖g −uH0 ‖L2(Ω) → 0 for H → 0 we have that there exists H0 > 0 such that for all
H ≤H0 it holds(
N−1∑
n=0
∆t
∥∥∇uHn+1∥∥pLp (Ω)
) 1
p
≤C ((L0+κ1+κ2)+
∥∥ f ∥∥ 1p−1
Lp′ (Ω)
+∥∥g∥∥ 2p
L2(Ω)
+1),
i.e., independent of the initial approximation uH0 . Combining that with (8.50) we get that
R(uHn ,U
H
n ) is bounded independently ofU , η, ∆t and H for all ∆t , H ≤min{D0(η), H0}. Ad-
ditionally, the same bound is valid for the last term in (8.49e) as (
∑N−1
n=0 ∆t‖∇θHn+1‖
p
Lp (Ω))
1/p ≤
R(uHn ,U
H
n ).
Step 4. Convergence of HMM error. By decomposing rH M M in (8.49e) into micro error rmi c and
modeling error rmod , see (8.37), we obtain from Lemma 8.4.10 and the convergence of the
modeling error assumed in Theorem 8.3.2 that for given ∆t and H
lim
rmod→0
lim
h→0
(
N−1∑
n=0
∆t rH M M (∇U Hn+1)p
′
)1/p ′
= 0.
Step 5. Convergence in Lp (W 1,p ) norm. Using first the embedding E ,→C 0([0,T ],L2(Ω)) (again
with operator norm CE ) and the interpolation estimate (8.42a), the initial error θH0 in (8.49a)
can be bounded by∥∥θH0 ∥∥L2(Ω) ≤ ∥∥g −uH0 ∥∥L2(Ω)+CE∥∥u0−U∥∥E +C H‖U ‖C 0([0,T ],W 2,p∗ (Ω)). (8.52)
Combining then (8.49) with (8.52) and using the properties ofU derived in Step 2 and 3, there
exists 0<D1(η)≤min{D0(η), H0} such that for ∆t , H ≤D1(η)
lim
rmod→0
lim
h→0
(
N−1∑
n=0
∆t
∥∥∇θHn+1∥∥pLp (Ω)
) 1
p
≤C (η+ηγ), (8.53)
where C is independent of η,U as well as H , ∆t , δ and h. The convergence in the discrete
Lp (W 1,p ) norm then follows from (8.53) and (8.50) as η is arbitrarily small.
Step 6. Convergence in C 0(L2) norm. Let 1≤ K ≤N . Summing the error formula (8.39) with
w H = θHn+1 for n = 0, . . . ,K −1, using (8.35) and the monotonicity of B H from Lemma 8.2.5 we
get
1
2
∥∥θHK ∥∥2L2(Ω)− 12∥∥θH0 ∥∥2L2(Ω) ≤ K−1∑n=0∆t
[∫
Ω
∂¯tθ
H
n θ
H
n+1d x+B H (uHn+1;θHn+1)−B H (U Hn+1;θHn+1)
]
,
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which can be bounded by
∑K−1
n=0 B
tot
n withB
tot
n used in (8.47). Then, analogously to Step 5,
estimating Btotn like in (8.49) and combining that with (8.51) proves the convergence of
max1≤n≤N ‖u0(·, tn)−uHn ‖L2(Ω).
8.5 Numerical results: Simulation of a laminated iron core
In this section, we use the multiscale method (8.9) for a test problem inspired by laminated
iron cores, i.e., a layered material. We refer to [141, 142] for more details about the application,
where the magnetostatics and magnetodynamics of such laminated cores are studied using a
multiscale method based on HMM.
Setting. We consider a layered material in the spatial domain Ω= (0,0.2)2 and on the time
interval [0,2]. The layered material consists of 51 lamination and 50 insulation layers and is
modeled by the locally periodic mapA ε(x,ξ)=µε(x,ξ)ξ=µ(x, x/ε,ξ)ξ, see Figure 8.1.(a), with
µ(x, y,ξ)=
5000µ0(1.03−cos( 5pi4 x1))(1+|ξ|2)(p−2)/2, y ∈ [0, 34 ],µr , y ∈ ( 34 ,1), (8.54)
with p = 1.03 and where µ0 = 4pi ·10−7 and µr = 0.05 represent the permeability of the vacuum
and insulation, respectively, and the period is given by ε= 1/5 · (50+3/4)−1. Thus, we have
constant magnetic permeability µr in the insulation layers and a nonlinear constitutive law in
the lamination layers. The mapA ε is discontinuous in space and satisfies (A0−2) for p = 1.03,
α= 0.03, β= 2, see [50, Remark 2.1 and Lemma 2.1].
0 0.05 0.1 0.15 0.2
0
0.05
0.1
0.15
0.2
x1
x
2
0.5
1
1.5
2
·10−3
(a) µε(x,ξ) for ξ = (1/5,1/5). Insulation layers
depicted as white areas.
0
0.1
0.2
0
0.05
0.1
0.15
0.2
−5
0
5
·10−3
x1
x2
u
r
e
f
(b) Finescale solution at T = 2. 106 spatial de-
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Figure 8.1: Test problem with layered material of Section 8.5. Finescale solution obtained by
standard FEM combined with implicit Euler method.
We then solve the model problem (8.1) with Dirichlet conditions on ΓD = [0,0.2]× {x2 = 0,0.2}
and homogeneous Neumann conditions on ΓN = ∂Ω \ΓD . The (time-dependent) Dirichlet
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data uD (x1, x2, t ) and the initial conditions g (x1, x2) are given by
uD (x1,0.2, t )= 1100 (cos(pi4 t )− 12 ), uD (x1,0, t )=−uD (x1,0.2, t ), g (x1, x2)= 1100 (5x2− 12 ).
Reference solution. We compare the results obtained by the multiscale method (8.9) for the
test problem of Section 8.5 to a reference solution ur e f calculated by standard FEM combined
with the implicit Euler integrator. We note that the spatial mesh to compute the reference
solution has to resolve the finescale details of the mapA ε, i.e., the mesh size has to be smaller
than the period ε, while the multiscale method (8.9) solves the problem at cost independent of
ε. To compute the reference solution we use a spatial mesh with 106 degrees of freedom and
160 equidistant time steps, see Figure 8.1.(b) for ur e f at final time T = 2.
We calculate the error in the spatial L2 norm (known to be of order O (ε) for linear homoge-
nization problems, see Section 2.1) and compare the energies, for t ∈ [0,T ], 1≤ n ≤N ,
∥∥∥ur e f (·, t )∥∥∥2
E
= 1
2
∥∥∥ur e f (·, t )∥∥∥2
L2(Ω)
+
∫ t
0
∫
Ω
A ε(x,∇ur e f (x,τ)) ·∇ur e f (x,τ)d xdτ,
∥∥uHn ∥∥2E = 12∥∥uHn ∥∥2L2(Ω)+
′n∑
k=0
∆t
∑
K∈TH
|K |A 0,hK (∇uHk (xK )) ·∇uHk (xK ),
where
∑′ indicates that the first and the last term of the sum are divided by two (trapezoidal
rule). In particular, we use the error measures eC 0(L2) and eener g y defined by
eC 0(L2) = max
0≤n≤N
( ∑
K∈TH
∥∥∥ur e f (·, tn)−uHn ∥∥∥2L2(K )
)1/2∥∥∥ur e f ∥∥∥−1
C 0([0,T ],L2(Ω))
, (8.55)
eener g y =
(
max
0≤n≤N
∣∣∣∥∥∥ur e f (·, tn)∥∥∥
E
−∥∥uHn ∥∥E ∣∣∣)( max0≤n≤N
∥∥∥ur e f (·, tn)∥∥∥
E
)−1
, (8.56)
where the L2(K ) norms are evaluated using a higher order quadrature formula.
We note, that for linear parabolic homogenization problems, the energy of the finescale
solution uε converges uniformly on [0,T ] to the energy of the homogenized solution, see [65,
Section 11.3], while the error in the spatial H 1 norm is at least of order O (1) due to the small
oscillations in uε.
Numerical results. We use the multiscale method (8.9) on a macro mesh with Nmac = 32
number of macro elements in each spatial dimension and N = 160 equidistant time steps. As
A ε(x,ξ) used in Section 8.5 is locally periodic, we collocate the data (8.54) in the slow variable
x at the quadrature points. We employ Dirichlet coupling W (Kδ) =W 1,p0 (Kδ) for the micro
problems (8.12) for different sampling domain sizes δ≥ ε. We note that the micro mesh sizes
h are chosen such that h ∼ δ/Nmi c (where Nmi c is the number of micro elements per spatial
dimension) is constant for the different values δ. For a discussion of the implementation we
refer to Section 6.6.1.
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In Table 8.1 we compare the FE-HMM solutions (obtained with Dirichlet coupling and δ=
2kε, 0 ≤ k ≤ 5) to the reference solution ur e f using eC 0(L2) and eener g y , introduced in (8.55)
and (8.56), respectively. Both error measures decrease monotonically when the sampling
domain size δ is increased (the error eener g y converges at rate O (δ−1)). Thus, a sufficiently
large sampling domain size δ is required for reliable results.
δ= ε δ= 2ε δ= 4ε δ= 8ε δ= 16ε δ= 32ε
eC 0(L2) 0.4832 0.3224 0.1971 0.1150 0.0682 0.0435
eener g y 0.2411 0.1274 0.0657 0.0334 0.0169 0.0083
Table 8.1: Comparison of the FE-HMM solutions to the standard FEM finescale solution
ur e f for the test problem of Section 8.5. Study of the influence of the size δ of the sampling
domains Kδ for Dirichlet coupling. Error measured by eC 0(L2) and eener g y , see (8.55) and (8.56),
respectively.
For comparison, we then use periodic coupling W (Kδ) = W 1,pper (Kδ) and optimally chosen
sampling domain size δ= ε. In Figure 8.2, we plot the numerical solutions at final time T = 2
for Dirichlet coupling with sampling domain size δ= 32ε and for periodic coupling with δ= ε.
Both solutions in Figure 8.2 capture the effective behavior of the reference solution ur e f , see
Figure 8.1.(b). The calculation with periodic coupling however already provides qualitatively
good approximations with much less microscopic degrees of freedom.
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(a) FE-HMM with Dirichlet coupling, δ = 32ε
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(b) FE-HMM with periodic coupling, δ= ε and
Nmi c = 32.
Figure 8.2: Test problem with layered material of Section 8.5. FE-HMM solutions at final
time T = 2 computed with multiscale method (8.9) using Dirichlet or periodic coupling.
Simulations with N = 160 time steps, Nmac = 32 macro elements per spatial dimension and
constant micro error.
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8.6 Summary
In this Chapter, we extended the analysis of the nonlinear numerical homogenization method
introduced in Chapter 6 to nonlinear monotone parabolic homogenization problems in the
general Lp (W 1,p ) setting for 1< p <∞with the usual restriction p > 2d/(d +2).
In this general setting, we have proved that the multiscale approximations converge towards
the exact homogenized solution, for which only minimal regularity is assumed, if the effective
model is well-approximated by the upscaling strategy and the mesh sizes of the macro and
micro spatial discretizations as well the time step size tend to zero.
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9 Conclusion and Outlook of Part II
In Part II of this thesis, we studied numerical homogenization methods for nonlinear mono-
tone multiscale problems.
For parabolic nonlinear monotone multiscale problems, a first numerical homogenization
method has been built by combining the FE-HMM (based on nonlinear micro problems) with
the implicit Euler integrator and optimal fully discrete a priori error estimates in the L2(H 1) and
the C 0(L2) norms have been derived. In the same L2(H 1) setting, we then studied a linearized
version (based on linear micro problems) which is much more efficient for many practical
problems, but still retains similar accuracy. Finally, in the general Lp (W 1,p ) setting, we proved
the well-posedness of the non-linearized multiscale method and we showed convergence of
the numerical solutions towards the weak homogenized solution .
For elliptic nonlinear monotone multiscale problems, we introduced the FE-HMM based
on higher order finite element spaces on macro and micro scales (in contrast all methods
investigated for parabolic problems used the lowest order FE space, i.e., piecewise affine
functions). As important ingredient for its a priori error analysis, we further derived new
optimal estimates for the standard FEM with quadrature formulas.
9.1 Outlook
Let us comment on possible directions for further development of the multiscale methods for
nonlinear monotone problems.
Adaptive FE-HMM. The a priori error estimates with optimal convergence rates that we have
derived for the different schemes in the spatial H 1 setting prove that the proposed schemes
are accurate. Further, in the context of multiscale methods, they provide a priori rules to
equilibrate the discretizations at the different scales. To obtain explicit convergence rates,
sufficient global regularity of the exact solutions to macro and micro problems has to be
assumed. Such higher regularity can be proved in the spatial H 1 setting with appropriate
smoothness assumptions for the data and the spatial domain, which are however not satisfied
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for many practical problems, e.g., due to discontinuous coefficients or re-entrant corners.
Furthermore, in the general spatial W 1,p setting, exact solutions typically have low regularity
even for smooth data, see Remark 8.3.4 (this is the reason why we only assumed minimal
regularity for our analysis in Chapter 8). Hence, adaptive discretizations are needed to prevent
the deterioration of the optimal convergence rates with respect to the number of degrees
of freedom. As for the time discretization adaptive Runge-Kutta methods using embedded
methods are well established, see [100, 101], especially spatial adaptivity for FE-HMM applied
to nonlinear monotone problems has to be developed.
In [29], an adaptive FE-HMM for linear diffusion problems has been introduced, where the
macroscopic mesh is adapted using local error estimates at macro scale (for the micro meshes,
refinement strategies derived from a priori error estimates are used). As for the considered
nonlinear monotone problems the involved sampling problems are nonlinear as well (unless
they are linearized, e.g., see Chapter 7) adaptivity is as well needed on micro scale. Error
estimates coupling macro and micro a posteriori estimates have recently been derived for
FE-HMM applied to Stokes problems in porous media, see [15]. We think, that formulating
such strategy for the nonlinear monotone problems could be beneficial. Further, hp-adaptive
DG methods in space could be used to exploit local higher regularity, see [117] for singlescale
methods.
For the linearized numerical homogenization method a posteriori error control of the lin-
earization error is of high interest, see Section 7.6 for more details. For singlescale problems,
such results can be found, e.g., in [90].
Reduced order modeling for FE-HMM. To reduce the computational cost due to the large
number of microscopic sampling problems in FE-HMM, reduced order modeling could be
used. In [12], the methodology of the reduced basis method has been applied to FE-HMM
for linear elliptic equations (see [14, 13] for an extension to elliptic and parabolic nonlinear
nonmonotone problems). The main idea is to adaptively build a highly accurate basis of the
manifold of micro solutions using a greedy algorithm during an offline phase, which then is
used to solve the micro problems involved in FE-HMM with high efficiency during the online
phase. This is particularly important when solving 3D problems or using higher order finite
elements for macro discretization. As already mentioned in the outlook of [46], the extension
to the nonlinear monotone problems studied in this thesis is however not straightforward, as
our micro problems are nonlinear.
FE-HMM for electromagnetics. As mentioned in the introduction of Chapter 6, nonlinear
monotone problems can be found in magnetodynamics, where not only nonlinear constitutive
laws are involved, but hysteresis effects have to be considered as well. For applications
like power transformers, Maxwell equations in composite materials have to be solved, e.g.,
see [141], where numerical homogenization techniques are used. It would be interesting to
see, if linearization techniques for multiscale methods as developed in Chapter 7 would still
be possible in such applied problems.
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