Single-cell RNA-seq (scRNA-seq) revolutionizes the traditional profiling of gene expression, 1 5 making it able to fully characterize the transcriptomes of individual cells at the unprecedented 1 6 throughput. A major problem for scRNA-seq is the sparsity of the expression matrix with a 1 7 tremendous number of zero values. Most of these zero or near-zero values are artificially 1 8 caused by technical defects including but not limited to low capture rate, insufficient sequencing 1 9 depth, or other technological factors such that the observed zero does not reflect the underlying 2 0 true expression level, which is called dropout [1] . A pressing need in scRNA-seq data analysis 2 1 remains identifying and handling the dropout events that, otherwise, will severely hinder 2 2 downstream analysis and attenuate the power of scRNA-seq on a wide range of biological and 2 3 biomedical applications. Therefore, applying computational approaches to address problems of 2 4 missingness and noises is very important and timely, particularly considering the increasingly 1 popular and large amount of scRNA-seq data. 2 Several methods have been recently proposed to address the challenges resulted from excess 3 zero values in scRNA-seq. MAGIC [2] imputes missing expression values by sharing 4 information across similar cells, based on the idea of heat diffusion. ScImpute [3] learns each 5 gene's dropout probability in each cell and then imputes the dropout values borrowing 6 information from other similar cells selected based on the genes unlikely affected by dropout 7 events. SAVER [4] borrows information across genes using a Bayesian approach to estimate 8 unobserved true expression levels of genes. DrImpute [5] impute dropouts by simply averaging 9
the expression values of similar cells defined by clustering. VIPER [6] borrows information from 1 0 a sparse set of local neighborhood cells of similar expression patterns to impute the expression 1 1 measurements in the cells of interest based on nonnegative sparse regression models. 1 2
Meanwhile, some other methods aim at the same goal by denoising the scRNA-seq data. DCA 1 3
[7] uses a deep count autoencoder network to denoise scRNA-seq datasets by learning the 1 4 count distribution, overdispersion, and sparsity of the data. ENHANCE [8] recovers denoised 1 5 expression values based on principal component analysis on raw scRNA-seq data. During the 1 6 preparation of this manuscript, we also noticed another imputation method DeepImpute [9], 1 7 which uses a deep neural network with dropout layers and loss functions to learn patterns in the 1 8 data, allowing for scRNA-seq imputation. 1 9
While existing studies have adopted varying approaches for dropout imputation and yielded 2 0 promising results, they either borrow information from similar cells or aggregate (co-expressed 2 1 or similar) genes of the observed data, which will lead to oversmoothing (e.g. MAGIC) and 2 2 remove natural cell-to-cell stochasticity in gene expression (e.g. scImpute). Moreover, the 2 3 imputation performance will be significantly reduced for rare cells, which have limited 2 4 information and are common for many scRNA-seq studies. Alternatively, SCRABBLE [10] 2 5 attempt to leverage bulk data as a constraint on matrix regularization to impute dropout events. 1 However, most scRNA-seq studies often lack matched bulk RNA-seq data and thus limit its 2 practicality. Additionally, due to the non-trivial distinction between true and false zero counts, 3 imputation and denoising need account for both the intra-cell-type dependence and inter-cell-4 type specificity. In view of the above concerns, a deep generative model would be a better 5 choice to learn the true data distribution and then generate new data points with some variations, 6 which are then independently used to impute the missing values and avoid overfitting. 7
Deep generative models have been widely used for missing value imputation in fields [11] [12] [13] , 8 however, other than scRNA-seq. Although a deep generative model was used for scRNA-seq 9 analysis [14], it's not explicitly designed for dropout imputation. Among deep generative models, 1 0 generative adversarial networks (GANs) have evoked increasing interest in the computer vision 1 1 community since its first introduction in 2014 [15] . GANs has become an active area of research 1 2 with multiple variants developed [16] [17] [18] [19] [20] and holds promising in data imputation [21] because of 1 3 its capability of learning and mimicking any distribution of data. Given the great success of 1 4
GANs in inpainting, we hypothesize that similar deep neural net architectures could be used to 1 5 impute dropouts in scRNA-seq data. 1 6
In this study, we propose a GANs framework for scRNA-seq imputation (scIGANs). Inspired by 1 7 its established applications in inpainting, we convert the expression profile of each individual cell 1 8
to an image, wherein the pixels are represented by the normalized gene expression. And then 1 9 dropout imputation becomes the process of inpainting an image by recovering the missing 2 0 pieces that represent the dropout events. Because of the inherent advantages of GANs, 2 1 scIGANs does not impose an assumption of specific statistical distributions for gene expression 2 2 levels and dropout probabilities. It also does not force the imputation of genes that are not 2 3 affected by dropout events. Moreover, scIGANs generates a set of realistic single cells instead 2 4 of directly borrowing information from observed cells to impute the dropout events, which can 2 5 (1) and (2) as Dconcat1, which is a tensor of the dimension 1 7 (32, 32, 32 Figure S1B) :
Data processing and normalization 3
The data of a scRNA-seq study are usually organized as a read count matrix with ܰ rows 4 representing genes and ‫ܯ‬ columns representing cells, which is the input of scIGANs. Since 5 scIGANs is trained similarly to the training for image processing, we need to transfer the 6 expression profile of each cell to a grayscale image (Supplementary Figure S1A ). To this end, 7 scIGANs firstly normalizes the raw count matrix by the maximum read count of each sample 8 (cell) so that all genes of each sample will have the expression values in a [0,1] range. scIGANs 9 then reshapes the expression profile of each cell to a square image in a column-wise manner, 1 0 with the normalized gene expression values representing the pixels of the image. Qantitative measurments of single cell clusters 1 1
We use 11 numeric metrics to quantitate the clustering of single cells. RI, the Rand index, is a 1 2 measure of the similarity between two data clusterings. ARI, the adjusted Rand index, is 1 3 adjusted for the chance grouping of elements. MI, mutual information, is used in determining the 1 4 similarity of two different clusterings of a dataset. As such, it provides some advantages over 1 5 the traditional Rand index. AMI, adjusted mutal information, is a variation of mutual information 1 6 used for comparing clusterings. VI, variation of information, is a measure of the distance 1 7 between two clusterings and a simple linear expression involving the mutual information. NVI 1 8 the normalized VI. ID and NID refer to the information distance and normalized information 1 9 distance. All these metrics are computed using clustComp() from R package 'aricode' 2 0 (https://cran.r-project.org/web/packages/aricode/). F score (also F1-score or F-measure) is the 2 1 harmonic mean of precision and recall. AUC, area under the receiver operating characteristic 2 2 (ROC) curve, is the probability that a classifier will rank a randomly chosen positive instance 2 3 higher than a randomly chosen negative one. ACC, accuracy. The above three classification 2 4 metrics are defined by compare the independent clustering of cells to the true cell lables.
5
Clustering was done using prediction() from the R package SC3 [50] . The in-house R scripts for 1 these metrics are provided in the codes for reproducibility. 
Competing interests 8
The authors declare that they have no competing interests. 9
Author's Contributions 1 0 YX, ZZ, and XZ conceived the study. ZZ developed the scIGANs model and YX wrapped it up to 1 1 a package. YX analyzed all scRNA-seq datasets, interpreted the results and wrapped up the 1 2 reproducibility codes on GitHub (https://github.com/xuyungang/scIGANs_Reproducibility). ZZ, 1 3 LY, JL, and ZF helped to test the method and reproduce the analyses. YX wrote the manuscript 1 4 and all authors revised it. All authors read and approved the final version of the manuscript. 1 5
Materials and Correspondence 1 6
The correspondence and material request should be addressed to Yungang Xu 1 7 (yungang.xu@uth.tmc.edu). 1 8 The expression profile of each cell is reshaped to a square image, which is fed to the GANs (Supplementary Figure S1A) . The trained generator is used to generate a set of realistic cells, of which the k-nearest neighbors (KNN) are used to impute the raw scRNA-seq expression matrix (Supplementary Figure S1B) 
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Figure 2. ScIGANs recovers single-cell gene expression from dropouts without extra noise. A.
The UMAP plots of the CIDR simulated scRNA-seq data for Full, Dropout, and imputed matrix by 10 methods. Multiple clustering measurements are provided in Supplementary Figure S2A and Table S1 . B. The adjusted rand index (ARI), a representative clustering measurement to indicate performance and robustness of all methods on the Splatter simulated data with three different dropout rates (71%, 83%, 87%) and 100 replicates for each. The plots of other selected measurements are provided in Supplementary Figures S3A-F and the full list of clustering measurements provided in Supplementary Table S3 . C. The selected UMAP plots of real scRNA-seq data for human Brain; the plots of all other imputation methods are provided in Supplementary Figures S3G. D. The selected clustering measurements for scRNA-seq data of human Brian. AUC, area under the ROC curve; ARI, adjusted rand index; F score, the harmonic mean of precision and recall; NMI, normalized mutual information. Full list of all considered clustering measurements are provided in Supplementary Table S4 . E. The evaluation of robustness in avoiding extra noise using scRNA-seq data of spike-in RNAs. All UMAP plots are provided in Supplementary Figure S3H . Figure  S4A and Table S6 . B. Cells are projected to the cell-cycle phase spaces based on collections of cell-cycle genes. The plots for all other methods are provided in Supplementary Figure S4B . C. Cell cycle dynamics shown as the hierarchical clustering of 44 cell-cycle-regulated genes across 6.8k mouse ESCs. Full dynamic cell-cycle profiles from before and after imputation by different methods are provided in Supplementary Figure S4C -L. The bar charts show the quantitative concordance between the assigned cell-cycle phases by hierarchical clustering and the true phases for which these genes serve as markers. F score, the harmonic mean of precision and recall; AUC, area under the ROC curve; ACC, accuracy.
Also see Figure S4 . Figure 4 . ScIGANs increases the correspondence of differential expression between single-cell and bulk RNA-seq. A. The correspondence of differentially expressed genes (DEGs) between bulk and single-cell RNA-seq with different imputation approaches. B. The correlations between log fold changes of differentially expressed genes from bulk and single-cell RNA-seq. Detailed legends and the plots of all considered imputation methods are provided in Supplementary Figure S5 . C. The expression for one of five selected signature genes of H1 and DEC cells, respectively. All plots of other genes with different imputation methods are provided in Supplementary Figure  S6 . D-E. The UMAP plots of the single cells overlaid by the expression of SOX2 and CECR4, which is the marker of H1 and DEC, respectively. Raw (D) and scIGANs imputed (E) matrix are shown and all other methods are provided in Supplementary Figure S7 .
Also see Figure S5 -S7. Also see Figure S8 . Figure 6 . ScIGANs is robust to small set of genes with very low expression or cell-to-cell variance. A-B. The UMAP visualizations of H1 and DEC cells using only 1024 genes from raw (A) or scIGANs imputed (B) expression matrix based on three different sampling strategies. The sampling strategies are described in Methods. C-D. The boxplots show the mean (C) or standard deviation (sd, D) of the 1024 sampled genes before and after scIGANs imputation; p, the p-value of the Student's t-test (two-side). The same series of plots for all other imputation methods are provided in Supplementary Figure S9. 
