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Direct reprogramming makes use of transcription factors (TFs) that induce the identity 
of specific cell types. These TFs often are restricted in most cell types by inhibitory 
mechanisms. In order to identify these barriers in C. elegans, we used the previously described 
zinc-finger TF CHE-1 that is required to induce the glutamatergic ASE neuron fate. Upon 
ectopic expression of CHE-1 and removal of barrier genes by RNAi, induction of the ASE 
neuronal fate marker can be seen in a variety of cell types. In this study, we identified and 
characterized a candidate barrier for reprogramming germ cells into neurons, the NAD+ 
dependent mitochondrial isocitrate dehydrogenase 3 (IDH3). RNAi knockdown of alpha 
(IDHA-1) or gamma (IDHG-1) subunit of this complex gave a consistent and reliable 
phenotype of the expression of ASE reporter in the germ line upon ectopic expression of CHE-
1. Furthermore, we assessed pan-neuronal and neuron-type specific gene/protein expression, 
and morphological changes to determine the neuron like identity of the converted germ cells. 
This study shows that idha-1 depletion-mediated reprogramming of germ cells to 
neurons is partially repressed in animals that lack the hypoxia-induced factor, TF HIF-1. HIF-
1 has been implicated in regulating induced pluripotent stem cell (iPSC) reprogramming, a 
process that is triggered by changes in the level of the metabolite produced by IDH3- alpha-
ketoglutarate (a-KG). 
It has been shown that mitochondrial dynamics change during differentiation. This 
suggests that disturbing mitochondrial function may feed-back to chromatin thus altering gene 
expression and allowing reprogramming. We were able to identify that knock down of idha-1 
leads to global histone modification changes; and by performing a genetic screen we identified 
members of the Jumonji proteins, the a-KG dependent histone demethylases, involved in this 
conversion phenotype. However, transcriptome analysis in IDH3 depleted worms showed 
minor differences compared to the control suggesting that although chromatin becomes more 
accessible, no appreciable transcriptional changes occur by IDH3 depletion alone. 
By performing Mass Spectrometry and genetic screens, we have identified that cells 
utilize glutamine anaplerosis to replenish a-KG levels and display a partially active citric acid 
cycle upon IDH3 depletion; and these processes are required for the TF- mediated 
reprogramming to occur. Furthermore, the IDH3 depletion mediated germ cell reprogramming 
is not tissue autonomous. We identified that signals from the somatic gonad enable the 
reprogramming process.  
Overall, this study identifies the role of the conserved Isocitrate Dehydrogenase 3 in 
cell fate safeguarding and thus as a barrier to reprogramming. In a broader context, these 
findings highlight the role of mitochondria and metabolism in the maintenance of cell fate.  






















Direkte Zellreprogrammierung basiert auf Transkriptionsfaktoren (TFs), die die 
Identität bestimmter Zelltypen induzieren. Diese TF vermittelte Zellreprogrammierung ist in 
den meisten Zelltypen häufig durch hemmende Mechanismen limitiert. Um solche Barrieren 
in C. elegans zu identifizieren, verwendeten wir den zuvor charakterisierten Zinkfinger-TF 
CHE-1, der erforderlich ist, um glutamaterge ASE-Neuronen zu induzieren. Nach ektopischer 
Expression von CHE-1 und Entfernung von bestimmten Barrieregenen durch RNAi, kann die 
Induktion des neuronalen ASE Markers in einer Vielzahl von Zelltypen beobachtet werden. In 
dieser Studie haben wir eine mögliche Barriere für die Reprogrammierung von Keimzellen zu 
Neuronen identifiziert und charakterisiert: die NAD+ abhängige mitochondriale 
Isocitratdehydrogenase 3 (IDH3). Der RNAi-Knockdown der Alpha (IDHA-1) - oder Gamma 
(IDHG-1) -Untereinheit dieses Komplexes ergab in Kombination mit ektopischer Expression 
von CHE-1 einen konsistenten Phänotyp hinsichtlich der Expression des neuronalen ASE-
Reporters in der Keimbahn. Darüber hinaus untersuchten wir die pan-neuronale und 
neuronentypspezifische Gen- bzw. Proteinexpression sowie morphologische Veränderungen, 
um die neuronale Identität der konvertierten Keimzellen zu bestimmen. 
Diese Studie zeigt, dass die durch IDH3-Entfernung vermittelte Reprogrammierung 
von Keimzellen zu Neuronen bei Tieren, denen der Hypoxie-induzierte Faktor HIF-1 fehlt, 
teilweise unterdrückt wird. HIF-1 ist an der Regulierung der Reprogrammierung induzierter 
pluripotenter Stammzellen (iPSC) beteiligt, ein Prozess, der durch Änderungen des IDH3-
alpha-Ketoglutarat (a-KG) abhängigen Metabolitenspiegels ausgelöst wird. 
Es konnte des Weiteren gezeigt werden, dass sich die metabolische Dynamik während 
der Zelldifferenzierung ändert. Dies deutet darauf hin, dass eine Störung der 
Mitochondrienfunktion sich auf den Chromatinstatus auswirken kann, wodurch die 
Genexpression verändert und eine Reprogrammierung ermöglicht wird. Wir konnten 
feststellen, dass IDH3-Knockdowns zu globalen Veränderungen der repressiven 
Histonmodifikationen führen. Mittels genetischer Untersuchungen identifizierten wir 
Mitglieder der Jumonji-Proteine sowie die a-KG-abhängigen Histon-Demethylasen, die an 
diesem Reprogammierungsphänotyp beteiligt sind. Die Transkriptomanalyse bei Tieren mit 
IDH3-Depletion zeigte jedoch nur geringfügige Beeinträchtigungen der Genexpression, was 
darauf hindeutet, dass Chromatin zwar leichter zugänglich wird, jedoch keine nennenswerten 
Transkriptionsänderungen allein durch IDH3-Mangel auftreten. 
Durch Massenspektrometrie und weiterführenden genetische Untersuchungen haben 
wir festgestellt, dass Zellen bei IDH3-Mangel eine sogenannte Glutamin-Anaplerose 
verwenden, um den a-KG-Spiegel wieder aufzufüllen und somit einen teilweise aktiven 
Zitronensäurezyklus beizubehalten. Des Weiteren sind diese Prozesse erforderlich, damit die 
TF vermittelte Zellreprogrammierung stattfinden kann. Wir haben außerdem festgestellt, dass 
Signale von Zellen der somatischen Gonade diesen durch IDH3-Mangel vermittelten 
Zellreprogrammierungsprozess von Keimzellen ermöglichen. Daher ist anzunehmen, dass  der 
Reprogrammierungsphänotyp in der Keimbahn nicht gewebsautonom ist. 
Zusammengefasst identifiziert diese Studie die Rolle der evolutionär konservierten 
Isocitrat-Dehydrogenase 3 (IDH3) bei der Aufrechterhaltung der Zellidentität und damit auch 
als Barriere für die Zellreprogrammierung. Im erweiterten Kontext unterstreichen die 
Ergebnisse die allgemeine Rolle von Mitochondrien sowie des Stoffwechsels hinsichtlich 
epigenetischer Kontrolle der Genexpression und Schutz von Zellidentitäten. 
Schlüsselwörter: Zellreprogrammierung, C. elegans, Mitochondrien, Stoffwechsel 
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1.1 Cellular reprogramming  
1.1.1 Reprogramming to pluripotency   
The development of a multicellular organism begins after the fertilization of the oocyte 
with a sperm to form a zygote. The zygote is totipotent in nature and hence has the potential to 
form all lineages of the organism (Smith et al., 2016; Yamanaka and Blau, 2010). Diverse 
tissues with specific cell types are formed by the uncommitted cells in the zygote by undergoing 
differentiation. This process of differentiation is tightly regulated by complex exogenous and 
endogenous mechanisms that ensure the precise timing and generation of the required cell types 
(Ladewig et al., 2013; Smith et al., 2016). These diverse cells generated during development 
have distinctive fates both in terms of function and morphology; and are marked by cell type-
specific gene expression profile. Once established, the states of these cells are remarkably 
stable and such differentiated cells do not switch fates under normal circumstances (Yamanaka 
and Blau, 2010).  
Based on the ‘apparent’ fixed committed state of the differentiated cells, it was widely 
accepted that terminally differentiated cells lose chromosomes or permanently inactivate genes 
that are not required. However, this idea was challenged by the experiments of Gurdon and 
later by Wilmut & colleagues which suggested that cell fates can be plastic in a different 
environment (Gurdon et al., 1958; Campbell et al., 1996). By transplantation of the nucleus 
from fully differentiated frog somatic cells into unfertilized oocytes, Gurdon successfully 
obtained tadpoles and adult frogs (Gurdon et al., 1958). This use of somatic cell nuclear transfer 
(SCNT) or cloning was eventually employed by Campbell to clone Dolly the sheep (Campbell 
et al., 1996). Since then, more than 20 mammalian species including monkeys have been cloned 
using SCNT (Figure 1.1) (Matoba & Zhang, 2018). However, SCNT is limited due to its 
inefficiency and abnormalities observed in extraembryonic tissues and cloned animals 
including obesity, immunodeficiency and early death (Loi et al., 2016; Ogura et al., 2013).  
An alternative method employed to achieve nuclear reprogramming involves the fusion 
of two or more cell types to form a single entity. This can result in fusion of nuclei to create 
hybrids, or non-proliferating heterokaryons that retain multiple nuclei (Figure 1.1) (Yamanaka 
and Blau, 2010; Vierbuchen and Wernig, 2012). Hybrids created by the fusion of somatic and 
embryonic cells exhibit properties of the parental embryonic cells due to the activation of silent 
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pluripotency genes and reactivation of the inactive X chromosome (Foshay et al., 2012; 
Jaenisch and Young, 2008; Yamanaka and Blau, 2010). Although this method is not dependent 
on nuclear transfer to create pluripotent cells, generation of polyploids can lead to aberrant 
chromosome segregation and aneuploidy (Alvarez-Dolado, 2007). In order to be used for 
transplant therapy, selective elimination of chromosomes has been attempted from the hybrid 
to generate diploid customized cells (Matsumura et al., 2007). However, this poses a risk of 
large-scale genomic instability and thus limits the applications of this technique for research 
and therapy (Hochedlinger & Jaenisch, 2006; Jaenisch and Young, 2008). 
 
Figure 1.1: Experimental approaches for cell fate reprogramming. In SCNT, a nucleus of an adult 
cell is transferred into an enucleated oocyte. The somatic cell nucleus is reprogrammed to totipotency 
by the action of zygotic factors. An alternative approach is by cell fusion. In this method, two cells are 
fused to generate a multinucleated heterokaryon. Nuclear fusion gives rise to a tetraploid hybrid cell 
that is able to proliferate. Cell fate conversion can also be achieved by defined factors, including cell 
type specific transcription factors, epigenetic modifiers, microRNAs and small molecules acting 
together to induce pluripotency or a different somatic identity (Adopted from Pires et al., 2019). 
The discovery in 2006 by Takahashi and Yamanaka that cell fates can be reversed to 
pluripotency completely changed the field of cellular reprogramming. Takahashi and 
Yamanaka showed that expression of transcription factors (TFs) OCT4 (octamer- binding TF, 
also known as POU5F1), SRY-box 2 (SOX2), Krüppel-like factor 4 (KLF4) and c-MYC proto-
oncogene protein (collectively referred to as OSKM) converted mouse fibroblasts to embryonic 
stem cell (ESC)-like pluripotent cells (Takahashi and Yamanaka, 2006). These generated cells, 
termed induced pluripotent stem cells (iPSCs), displayed similar morphology, gene expression 
profiles and other characteristics of ESCs. Notably, the transgene expression of these OSKM 
 3 
TFs is needed only during the generation of iPSCs (Wernig et al, 2007; Takahashi et al., 2007). 
Once the cells have established pluripotency, their self-renewal abilities and maintenance of 
their pluripotent state is self-regulated by the endogenous gene expression suggesting that these 
iPSCs have undergone robust reprogramming (Yamanaka & Blau, 2010). Subsequently, 
human iPSCs have been generated using the same, different, or overlapping set of TFs in 
fibroblasts, keratinocytes, hepatocytes as well as pancreatic ß cell for example (Wernig et al, 
2007; Okita et al., 2007). However, the reprogramming efficiency of differentiated cells into 
pluripotent cells is variable and depends on the cell type, age, physiological state and its tissue 
of origin; thereby highlighting the context dependency of the ability to reprogram differentiated 
cells (Yamanaka and Blau, 2010).  
 
Figure 1.2 Waddington’s model for cellular reprogramming. Waddington described cell fate using 
the model in which a pluripotent cell is depicted as a marble rolling downhill into one of several grooves 
that represent the fully differentiated cell type. In this model, cellular reprogramming can be represented 
as a cell can rolling back up the hill to achieve a pluripotent state, or jumping from one groove to another 
by direct reprogramming (Reprinted from Srivastava and DeWitt, 2016). 
These studies involving the generation of iPSCs relied on the classical concept that a 
cell fate hierarchy exists, where the pluripotent cells lie above the differentiated or committed 
cells on the developmental landscape in the Waddington model and that lineage commitment 
and differentiation of cells is unidirectional. This concept of lineage specification was 
described by Conrad Hal Waddington in an epigenetic landscape model (Figure 1.2) 
(Waddington, 1957). This model by Wallington proposes that the cells are progressively 
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restricted in terms of differentiation potential during the course of development. This is 
illustrated by a marble rolling down a landscape, segregating into different groves on the slope 
and in doing so, determining its final fate (Ladewig et al., 2013). The model implies that in 
order to convert a differentiated cell into a distinct, differentiated cell, it is necessary to first 
bring it back to a pluripotent state. Nevertheless, cell fates are also interchangeable outside the 
context of pluripotency and dedifferentiation.  
1.1.2 Direct reprogramming 
Early clues of direct reprogramming or transdifferentiation were provided by the 
experiments performed by Hadorn and Schläpfer in Drosophila melanogaster (D. 
melanogaster) who demonstrated for the first time that the fully committed cells are plastic and 
their fate can be changed upon exposure to a different microenvironment (Hadorn, 1963; 
Schläpfer, 1963). Notably, it was shown that when cells from the imaginal discs of the fly 
pupae were serially transplanted into the abdomen of an adult, cells that were originally 
destined to form genital structures instead gave rise to leg or antennae and eventually to wings 
(Hadorn, 1963; Schläpfer, 1963; Gehring, 1966). Although this ‘transdetermination’ was 
triggered by surgical manipulation, the resulting fate change was an entirely endogenous 
phenomenon (Gehring, 1966). This demonstration of ‘trans determination’ thus paved the way 
for the idea that trans differentiation or direct reprogramming could also be possible.  
An example of naturally occurring transdifferentiation was later discovered in 
Caenorhabditis elegans (C. elegans), where a specialized rectal epithelial cell converts to 
neuron during larval development. This occurs after the first larval stage L1, during which the 
rectal epithelial cell Y retracts from the rectum and converts to PDA neuron without dividing 
(Jarriault et al., 2008; Richard et al., 2011). Members of the NODE-like (Nanog and Oct4-
associated deacetylase) complex, sox-2 gene as well as histone modification enzymes were 
shown to be involved during this conversion event (Kagias et al., 2012; Zuryn et al., 2014). 
In the reprogramming field, a major development was made following experiments in 
D. melanogaster, in which Gehring et al. showed that overexpression of a single transcription 
factor in somatic cells activated gene programs that were normally expressed in other somatic 
cells (Gehring et al., 1966). This study showed for the first time that a given cell type can be 
converted directly into another. This was followed by similar observations in mammals where 
forced expression of a transcription factor resulted in changes of the cell fate. Davis et al. 
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demonstrated that expression of the muscle helix–loop–helix transcription factor MyoD 
resulted in phenotypic conversion of fibroblasts into contracting myoblasts (Davis et al., 1987) 
(Figure 1.3).  MyoD was later shown to be able to induce conversion of other cell types 
including fat and liver cells into muscle-like cells. However, this occurred at a very low 
frequency and the resulting muscle cells looked aberrant (Weintraub et al., 1989). Studies by 
Graf and colleagues showed conversion between different cell types of the haemopoietic 
system (Graf et al., 1995) (Figure 1.3). Their studies demonstrated the conversion of fully 
differentiated B and T cell progenitors into functional macrophages upon ectopic expression of 
basic leucine zipper transcription factor C/EBPα or β (CCAAT/enhancer binding proteinα or 
β) (Xie et al., 2004).  
A significant advancement in therapeutic applications of direct reprogramming was 
made when a cocktail of TFs (Ngn3, Pdx1, and Mafa) was shown to convert exocrine cells of 
the pancreas into insulin-producing β-islet cells in vivo (Zhou et al., 2008). Zhou and colleagues 
demonstrated that the newly reprogrammed β-islet cells were functional and could alleviate the 
hyperglycemia caused by insulin deficiency in a type 1 diabetes mouse model (Zhou et al., 
2008) (Figure 1.3). Later studies also showed the conversion of liver and intestinal cells into 









Figure 1.3: Examples of TF-induced trans differentiation. Davis et al demonstrated conversion of 
fibroblasts into muscle cells using TF MyoD (Davis et al., 1987); TF GATA-1 can be used to convert 
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myeloblasts to megakaryocytes (Kulessa et al., 1995); Overexpression of  C/EBPα or β  leads to 
conversion of B and T cell progenitors into macrophages (Xie et al., 2004); Exocrine cells of the 
pancreas can be converted to insulin-producing β-islet cells by using a cocktail of Ngn3, Pdx1, and 
Mafa (Zhou et al., 2008); Cocktail of TF Gata4, Mef2c and Tbx5-based conversion of mouse fibroblasts 
into cardiomyocytes (Ieda et al., 2010); Mouse and human fibroblast conversion into functional neurons 
by cocktail of Brn2, Ascl1 and Myt1l (Vierbuchen et al., 2010). (Reprinted from Graf, 2011).  
Similarly, cardiac and dermal fibroblasts have been shown to be converted to beating 
cardiomyocytes upon the expression of Gata4, Mef2c and Tbx5 (Figure 1.3) (Ieda et al., 2010). 
Interestingly, in vivo delivery of this cocktail of TFs directly into the heart converted 
endogenous mouse fibroblasts into functional cardiomyocytes with even greater quality than 
in vitro (Inagawa et al., 2012; Qian et al., 2012; Srivastava and DeWitt, 2016). 
Studies carried out by Vierbuchen et al. and Pang et al. demonstrated the conversion of 
mouse and human fibroblasts into functional neurons by the expression of Brn2, Ascl1 and 
Myt1l, as well as NeuroD1 (Vierbuchen et al. 2010; Pang et al. 2012) (Figure 1.3). Recently, 
direct in vivo reprogramming to neurons in rodent models of brain injury have also been 
attempted (Guo et al., 2014; Pereira et al., 2017). Recently Ascl1 alone was shown to be 
sufficient for in vivo reprogramming of astrocytes into induced neurons (Liu et al., 2015). In 
addition, NeuroD1 has also been demonstrated to reprogram cortical glial cells to glutamatergic 
and GABAergic neurons after brain injury and in Alzheimer’s disease model (Guo et al., 2014).  
Despite great progresses in the reprogramming field, the efficacy and context 
dependency of the conversion remain major challenges. Studies focusing on the mechanisms 
that safeguard cell fate and counteract reprogramming can help us to understand how cell fate 
is maintained and thereby, help us to overcome these limitations in reprogramming. 
1.1.3 Cell fate safeguarding mechanisms 
The field of reprogramming has challenged the concept of terminal differentiation. This 
concept is useful but biologically inaccurate. Instead, the differentiated cells can be viewed as 
stable cellular states that are maintained by mechanisms that safeguard their identity and pose 
a barrier to conversion by reprogramming factors (Blau and Baltimore, 1991; Sánchez 
Alvarado and Yamanaka, 2014). These safeguarding mechanisms are employed during the 
course of development and prevent changes to cell type-specific transcription programs. 
Interestingly, a balance of repressors and activators of this cell memory maintains the cellular 
identity by sustaining identity-specific gene expression, but also allowing the possibility of 
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switching to a different fate. The context dependency that is observed for a transcription factor 
to convert a given cell type underscores these cell fate safeguarding mechanisms and the ability 
of the transcription factor to overcome them. The presence of these safeguard mechanisms thus 
underlies the overall low efficacy in reprogramming as well as the slow kinetics of the process 
(Wang et al., 2011; Polo et al., 2010). 
Studies have demonstrated that this memory of cellular identity operates during its 
establishment and maintenance by employing chromatin modifications, non-coding RNAs, as 
well as blocking the activity of RNA polymerase II (Brumbaugh et al., 2019). Furthermore, 
cellular metabolism also plays a role in the regulation of cell fate (Chang & Ng, 2017).  
Collectively, these cell fate mechanisms silence the expression of a specific set of genes when 
and where it must be repressed. Recent studies have demonstrated the role of chromatin 
modifiers including members of the conserved Polycomb group (PcG) as well as trithorax 
group (trxG) in maintaining the transcription patterns and thus cellular identity. The PcG and 
trxG comprise of multi-protein complexes which have been shown to modify chromatin to 
repress and activate transcription across genes involved in various processes including 
development and cell cycle regulation (Kuzmichev et al., 2002; Milne et al., 2002, Nakamura 
et al., 2002; Müller et al., 2002). Moreover, they have been shown to operate in the early stages 
of embryonic life, development and in adulthood (Orlando et al., 2003). This modification and 
accessibility in chromatin structure form the molecular imprint of the cellular identity. 
Interestingly, components of the polycomb repressive complex LIN-53, CAF-1p48 
(mammalian ortholog of LIN-53) and Bmi1, have been shown to be barriers in reprogramming 
in C. elegans and mice, respectively (Tursun et al. 2011; Cheloufi et al., 2015; Zhou et al., 
2016). Similarly, members of the FACT (Facilitates Chromatin Transcription) complex of 
chromatin regulators comprising Spt16/SUPT16H and Pob3/SSRP1, have been shown to 
maintain cellular identities and prevent reprogramming to neurons in C. elegans, as well as to 
iPSCs in human fibroblasts. Furthermore, Onder et al described the role of a histone 
methyltransferase DOT1L, which upon knockdown, increases the reprogramming efficiency 
by modifying the DNA and histone methylation patterns (Onder et al., 2012). Recently, the 
role of chromodomain-containing chromatin regulator MRG-1 in preventing germ cell 
conversion to neurons has also been described in C. elegans reflecting a prevalence of 
epigenetic regulation in cell fate safeguarding (Hajduskova et al., 2019). 
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Various microRNAs (miRNAs) are highly expressed in specialized cells and post-
transcriptionally regulate gene expression. A number of studies have identified the role of short 
hairpin RNAs (shRNAs) in enhancing as well as suppressing the process of reprogramming 
(Onder et al., 2012; Qin et al., 2014; Cheloufi et al., 2015; Miles et al., 2017). Knock down of 
members of the miR-34 family of miRNAs have been shown to result in enhanced 
reprogramming efficiency due to posttranscriptional derepression of pluripotency-associated 
genes, Nanog, Sox2 and N-Myc (Choi et al., 2011; Lee et al., 2012). Similarly, Melton et al. 
depleted the miRNA let-7 in Mouse Embryonic Fibroblasts (MEFs) which resulted in 
dramatically increased reprogramming efficiency (Melton et al., 2010). It also acts as a 
reprogramming barrier to human iPSC generation by stimulating the expression of pro-
differentiation genes (Worringer et al., 2014). Another study used the model in which the 
human fibroblasts were converted to iPSCs. Using a whole genome knock-down screen by 
shRNAs, a number of reprogramming barriers were identified including genes involved in 
ubiquitination, as well as novel pathways like cell adhesion, motility and endocytosis (Buckley 
et al., 2012; Qin et al., 2014). In addition to ubiquitylation, another post-translational 
modification that involves the addition of SUMOs (small ubiquitin-like modifiers) termed 
Sumoylation has been implicated in cell fate maintenance. Borkent et al. showed the depletion 
of SUMO2 resulted in enhanced and accelerated reprogramming during iPSC generation 
(Borkent et al., 2016). 
Furthermore, cellular signaling pathways including glycogen synthase kinase-3ß 
(GSK-3ß) and SMAD signaling have been implicated in conversion of neonatal human 
fibroblasts into functional neuron-like cells (Ladewig et al., 2012). Several studies have 




 in reprogramming to 
neurons as well as generation of iPSCs through control of cellular senescence (Banito et al., 
2009; Li et al., 2009; Utikal et al., 2009). Furthermore, a similar inhibitory role of apoptosis 
during direct reprogramming to neurons has also been described. Gascon et al. demonstrated 
that upon overexpression of the anti-apoptotic protein Bcl2 together with TF Ascl1, the glial-
to-neuron conversion efficiency is increased (Gascon et al., 2016). In addition, recent studies 
have also demonstrated the role of metabolism and the metabolic state of cells to be involved 
in maintaining cell identity (Tatapudy et al., 2017; Cliff et al., 2017).  
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However, significant gaps still exist to better understand how cellular processes such 
as metabolism maintain cell fates. Also, it is unclear whether they act as reprogramming 
barriers in a cell specific way and how well they are conserved across species. 
 
1.2 Mitochondria, metabolism and reprogramming 
 
1.2.1 Mitochondrial dynamics during development, cell differentiation and 
reprogramming 
Since its initial discovery about a hundred years ago, mitochondria as an organelle and 
its functions have been extensively studied. Widely described as the power house of the cell, 
the function of mitochondria however is not limited to energy generation. In addition to its role 
of producing energy by oxidative phosphorylation and beta oxidation of lipids, mitochondria 
are involved in regulation of intracellular levels of calcium, iron-sulfur protein assemblage, 
apoptosis and innate immunity cell signaling pathways (Jacobson & Duchen, 2004; Stehling et 
al., 2014; Tait & Green, 2010; Cloonan & Choi, 2013). Unlike other organelles, mitochondria 
contain their own DNA content and are not formed by de novo synthesis. Mitochondrial content 
in the cell is balanced by fusion and fission of the pre-existing mitochondria and allows them 
to form different structures (Chan, 2012; Otera et al., 2013). The morphology of the 
mitochondria is influenced by both extracellular and intracellular signals, and can range from 
tubular and networked to fragmented and isolated depending on the rate of these fusion and 
fission processes; and differs in different cell types, cell division stages and through 
development (Smirnova et al., 2001; Taguchi et al., 2007).   
During fertilization, the mitochondria are provided by the oocytes and are therefore of 
maternal origin. In the early developmental phases of the embryo, mitochondria do not undergo 
biogenesis and its number is reduced to one half upon each round of replication (Blerkom et 
al., 2009). In addition, these cells typically consist of mitochondria with a poorly developed 
cristae network and a low mitochondrial DNA (mtDNA) copy number. In contrast, the 
differentiated somatic cells comprise of mitochondria consisting of a complex, cristae-rich and 
tubular structure characterized by a dense matrix and a high mtDNA number (John et al., 2005; 
Suhr et al., 2010; Folmes & Nelson., 2011). This structural complexity arises during the process 
of cell differentiation during embryogenesis.  
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Lineage commitment and cell differentiation is characterized by a progressive increase 
in complexity, mass and size of the mitochondria (Chung et al., 2007) (Figure 1.4). This 
corresponds with an increase in the cellular dependence on energy driven by biochemical 
reactions occurring in the organelle in order to support its differentiation and specialized 
cellular functions. Since energy demands vary between different cell types depending on 
function, the adaptation of energy production based on the physiological requirement forms the 
basis of cell identity (Harvey, 2019). Specialized cell types including, for example, 
cardiomyocyte and adipocytes display an increase in matrix complexity and hence increased 
functionality of the mitochondria, reflecting the cellular needs to perform their respective 
function (Chung et al., 2007; Hom et al., 2011; Tormos et al., 2011). In addition, mitochondrial 
functions including energy generation, ROS signaling and Ca2+ storage play an important role 
during the development and maintenance of fully differentiated neurons (Flippo & Strack, 
2017). A number of neurodegenerative diseases including Parkinson’s and ataxias are 
characterized by genetic mutations coding for genes associated with mitochondrial function 
highlighting the role of mitochondria in maintaining neuronal homeostasis (Bertholet et al., 
2016).  
 
Figure 1.4: Schematic representation of mitochondrial dynamics in stem cells and differentiated 
cells. Stem cells and iPSCs are characterized by spherical shaped mitochondria, localized in the nuclear 
periphery and with poorly developed cristae. In differentiated cells, mitochondria are enlarged, with a 
dense matrix and complex cristae network. (Adapted from Fu et al., 2019).    
Similar to embryonic development, the switch to differentiation in stem cells is 
characterized by increased mitochondrial content and complexity, and respiration by oxidative 
phosphorylation (OXPHOS), contrasting the poorly developed mitochondria and reliance on 
glycolysis as the main energy source in stem cells (Folmes et al., 2011). The reliance on 
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glycolysis instead of OXPHOS for energy generation (termed the Warburg effect) is also a 
characteristic of cancer cells which thereby retain their rather undifferentiated state and 
increased proliferation status. This is characterized by a poorly developed, isolated 
mitochondrial structure (Craene & Berx, 2013). 
During somatic cell reprogramming of fibroblasts to pluripotent state by the Yamanaka 
factors, cells undergo a sequence of events eventually attaining plasticity (Stadtfelt et al., 2008) 
(Figure 1.4). It starts with the downregulation of somatic cell markers followed by cell 
proliferation and induction of metabolic switch from OXPHOS to glycolysis and eventually 
mesenchymal to epithelial transition (Mikkelsen et al., 2008; Folmes et al., 2011; Li et al., 
2010; Tehrani et al., 2010). This results in the attainment of pluripotency and also actively 
erases the somatic epigenetic signature (Figure 1.5). During this process, mitochondrial 
dynamics follow the reverse path as compared to embryonic development; they become 
fragmented, show reduced mtDNA content and exhibit decreased functionality (Suhr et al., 
2010; Prigione & Adjaye, 2010; Kelly et al., 2013; Folmes et al., 2011; Choi et al., 2015). The 
work of Preito et al. describes the role of proteins involved in mitochondrial fission and shows 
that they play an important role in this cell reprogramming process (Preito et al., 2016). They 
demonstrated a decreased reprogramming efficiency upon knock down of Mid51 and Gdap1, 
knockout of the latter being responsible for the phenotype due to the failure in mitochondrial 
fragmentation resulting in G2/M arrest (Preito et al., 2016; Qian et al., 2012). 
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Figure 1.5: Mitochondrial metabolism and its regulation of cell functions. Schematic representation 
of the metabolites generated by the the tricarboxylic acid (TCA) cycle and the electron transport chain 
occurring in mitochondria act as signaling molecules to regulate several aspects of stem cell function. 
The different coloured boxes represent stem cell regulatory mechanisms mediated by mitochondrial 
ATP (purple), ROS (yellow), TCA cycle intermediates (blue) and NAD+ (green). αKG, α-ketoglutarate. 
(Reprinted from Khacho et al., 2018). 
Recent studies have also highlighted the role of mitochondrial function and its linked 
metabolism in specifying the cell fate and actively maintaining cellular identity (Chung et al., 
2007). Studies by Mandel et al. and Preira et al. illustrate the failure of embryonic stem cells 
(ESCs) to differentiate upon inhibition of mitochondrial function by treatment with antimycin 
A or carbonyl cyanide m-chlorophenyl hydrazine (CCCP) (Mandal et al., 2011; Preira et al., 
2013). This challenges the previous understanding whereby mitochondrial development 
dynamics were considered to be the result of commitment to cellular identity, and instead 
places mitochondrial functionality as one of the drivers that shape it (Chung et al., 2007). 
Recent studies show that various mitochondrial metabolites previously considered to be by-
products of metabolic reactions, act as signaling molecules, and are co-factors to the enzymes 
that modify the epigenetics of the cell and thus alter gene expression. In addition, metabolites 
such as alpha ketogluterate (a-KG), acetyl coenzyme A (acetyl coA), citrate, NADH/NAD+, 
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as well as other citric acid cycle intermediates are important substrates for these epigenetic 
modifications (Figure 1.5). The change in the global gene expression profile as a result of these 
modifications can have important implications in cell fate decisions (Shyh-Chang et al. 2013a; 
Folmes & Terzic 2014; Harvey et al. 2016).  
1.2.2 Metabolic remodeling during cell fate specification  
Metabolic reactions serve various purposes in the cell with the most well recognized 
being the generation of ATP that allows the cells to carry out energetically unfavorable 
anabolic reactions. In addition, metabolic reactions generate carbon precursors including 
phospholipids, amino acids and nucleotides that are needed for the generation of biomass 
required for the cell division to occur (Ly et al., 2020; Lunt and Vander Heiden, 2011).  
A number of inputs influence and define the given metabolic state of a cell. These 
include nutrient and oxygen availability, cell signaling, as well as energetic and biomass 
demands of the cell. These inputs and demands collectively affect the energy generation 
through glycolysis in the cytoplasm, versus OXPHOS (occurring in the mitochondria), as well 
as the side reactions that produce anabolic intermediates. During the process of cell 
differentiation, changes occur in the inputs that influence metabolism and thus result in the 
change in the metabolic state of the cell. However, in addition to the changes in metabolic state 
(termed as metabolic reprogramming) as a result of differentiation, metabolic shifts in the cells 
can have permissive and sometimes instructive roles in promoting cellular differentiation 
(Shyh-Chang et al., 2013). An increasing number of recent studies including self-renewal in 
muscle stem cells and haemopoietic stem cells provided evidence in shaping the perspective 
on this role of metabolism as the driver and regulator of cell fate transitions (Theret et al., 2017; 
Ito et al., 2012) (Figure 1.6). 
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Figure 1.6: Factors affecting cell fate decisions. The conventional dogma of molecular biology 
describes a hierarchy from DNA to RNA to protein. However, understanding of this view has expanded 
to include the epigenome and the metabolome as important determinants of cellular fate and function. 
Recent works have not only included the above mentioned (and other) additional determinants, but also 
demonstrated the complex relationship between them: instead of the feed forward hierarchy, there are 
feedback mechanisms as well. Together, these form complex relationships that eventually regulate cell 
fate decisions. (Reprinted from Ly et al., 2020). 
In the context of pluripotent cells, cellular reliance on metabolism is different based on 
cell type as well as differentiation status. In adult stem cell lineages, the less active long-term 
progenitors including the stem cells of skeletal muscle - the satellite cells as well as the 
quiescent pluripotent stem cells, predominantly employ glycolysis. However, stem cell 
populations that undergo active proliferation display bivalent metabolic state utilizing 
OXPHOS in addition to glycolysis (Simsek et al., 2010; Suda et al., 2011; Almada et al., 2016). 
ESCs exhibit transitions through several metabolic states during differentiation. In the naïve 
state, these ESCs show high levels of OXPHOS although these cells still consume high 
amounts of glucose and glutamine (Zhau et al., 2012; Carey et al., 2015). Differentiation of 
these ESCs towards a more primed state is characterized by an increased dependence on 
glycolysis for energy and biomass generation. As the process of differentiation proceeds 
beyond this primed state, cellular energy demands are again met predominantly by OXPHOS. 
Similarly, the reprogramming of somatic cells into induced pluripotent stem cells (iPSCs) 
necessitates the shift from reliance of the bivalent metabolic program of glycolysis and 
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OXPHOS towards predominantly glycolytic state resembling the metabolism of ESCs (Folmes 
et al., 2012; Folmes et al., 2011). Interestingly, recent studies have demonstrated that this 
metabolic shift precedes the changes in gene expression, highlighting the metabolic 
reprogramming as the driver rather than the consequence of this cell fate change (Hansson et 
al., 2012) (Figure 1.6). 
In most cases, however, changes in cellular metabolism are the result of cell signaling 
molecules including 5' AMP-activated protein kinase (AMPK), Hypoxia Inducible Factor 
alpha (HIF1a), Serine Thionine protein kinase (AKT) and V-Myc Avian Myelocytomatosis 
Viral Oncogene Homolog (Myc). A cellular stress response program is activated by AMPK 
upon high [Adenosine monophosphate (AMP)]/[Adenosine triphosphate (ATP)] ratios 
resulting from low nutrient availability and metabolic stress. Upon activation, AMPK increases 
cellular energy generation through glycolysis, induces the expression of antioxidants as well 
as cellular growth restriction though mammalian target of Rapamycin (mTOR) (Mihaylova et 
al., 2011; Ito et al., 2014). This stress response program operates in cell self-renewal as well as 
differentiation owing to its important role in regulating cellular homeostasis. Under conditions 
of low oxygen concentration, the transcription factor HIF-1a is active and steers cellular energy 
generation towards glycolysis over OXPHOS during periods of low activity in quiescent and 
slow dividing adult stem cells including HSCs, MSCs as well as satellite cells (Takubo et al., 
2010). This HIF-1a mediated change is more suited to the quiescent stem cell niches that are 
in hypoxic environments and reduces mitochondrial reactive oxygen species (ROS) mediated 
damage. In stem cells, Akt promotes differentiation by increased production of ROS. Similarly, 
differentiation in HSC and epidermal stem cells is characterized by the activity of Myc (Wilson 
et al., 2004). In addition, activity of Myc and/or mTOR signaling is needed for reprogramming 
into iPSCs (Cao et al., 2015; Ryall et al., 2015). Overall, during differentiation, these changes 
in metabolic environment of the cells are essential to meet the energetic and anabolic demands 
of the new cell state (Tatapudy et al., 2017).  
Apart from the above described passive role of metabolism in the context of 
differentiation, it can also act as the driver for the change in cell fate through changes in cell 
signaling and gene expression. One of such examples is mammalian target of Rapamycin 
(mTOR) signaling, which is one of the key regulators of cell growth and proliferation. In ESCs, 
TOR has been shown to be involved in maintenance of pluripotency and repression of genes 
involved in differentiation (Hsu et al., 2016). Furthermore, activation of mTOR in quiescent 
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HSCs leads to differentiation by inducing mitochondrial biogenesis (Vannini et al., 2016). In 
addition, changes in pyruvate metabolism have also been shown to regulate proliferation and 
differentiation in epidermal and intestinal cell lineages (Flores et al., 2017; Schell et al., 2017). 
Pyruvate is produced in the cell by glycolysis, and can then be converted to lactate in the 
cytoplasm; or can enter mitochondria where it is converted to acetyl coA and enters the citric 
acid cycle. Studies carried out by Schell et al. and Sandoval et al. demonstrated that increased 
conversion of pyruvate to lactate drives proliferation, whereas increased mitochondrial 
oxidation of pyruvate promotes differentiation in epidermal and intestinal stem cells 
respectively (Schell et al.; 2017; Sandoval et al.; 2017). Overall, these studies demonstrate that 
changes in metabolism influence cell fate decisions by influencing cell signaling and gene 
expression (Tatapudy et al., 2017).                    
1.2.3 The role of metabolites in epigenetic regulation and cell fate 
Recent studies on metabolism have highlighted its previously underrated role in 
influencing cell fate decisions by regulating the epigenetics and ultimately gene expression. 
This includes provision of the metabolites needed for chromatin modifications by the histone 
and DNA modifying enzymes (Ryall et al., 2015a; Stewart et al., 2018). DNA and histone 
modifications including the phosphorylation, crotonylation, succinylation, butyrylation, 
acetylation and methylation result in changes in chromatin accessibility and gene expression 
(Figure 1.6) (Ly et al., 2020).  
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Figure 1.7: Metabolites as Essential Cofactors in the Epigenetic Regulation of Transcription. (A) 
Acetylation of histones occurs by the actions of histone acetyl- transferases (HATs), which attach an 
acetyl group to lysine residues and release co-enzyme A. In contrast, histone deactylation is performed 
by HDAC proteins, including the Sirtuin family. Activity of sirtuins is dependent on the availability of 
NAD+ for their deacetylase activity. (B–D) Methylation of either histone proteins or DNA occurs via 
the attachment of a methyl group (from SAM) to either lysine or arginine residues in a reaction mediated 
via HMTs (B and C) or DNMT (D). Enzymes that perform histone demethylation belong to (B) the 
LSD family of demethylases, which require FAD as a cofactor, or (C) the JHDM family, which require 
aKG as a cofactor. The TET family of DNA demethylases also require aKG for their activity (D) 
(Reprinted from Ryall et al., 2015). 
Histone acetylation: 
Cellular enzymes termed histone acetyl transferases (HATs) can transfer the acetyl 
groups from acetyl CoA to the histone tails (Sabari et al., 2015). The acetylation of histones 
predominantly increases the chromatin accessibility and hence the gene transcription 
(Shahbazian and Grunstein, 2007). This reaction is reversed by the activity of histone 
deacetylases (HDACs) and are classified into four major classes in humans and require Zn2+ 
and NAD+ for their activity (Figure 1.7). The acetylation of the histones is therefore dependent 
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on the availability of acetyl-CoA and the cofactors of deacetylases demonstrating global gene 
expression changes regulated by the availability of these metabolites. Acetyl-coA is produced 
in various metabolic reactions in the cell including fatty acid oxidation, amino acid breakdown 
and glycolysis. Interestingly, it has been shown that cells use glycolysis derived citrate to form 
acetyl-coA to utilize for histone acetylation (Figure 1.7) (Wellen et al., 2009). This link 
between glycolysis and histone acetylation has also been observed in ESCs, MuSCs and tumor 
cells (Moussaieff et al., 2015b; Ryall et al. 2015). In addition to histone acetylation, histones 
can be subjected to an interlinked modification of acylation involving the addition of short 
chain fatty acids including butyrylation, crotonylation, and succinylation. While this process 
shares the same machinery (enzymes HATs and HDACs) for the histone modifications, 
decrease in the levels of acetyl-coA, which results in decreased histone acetylation, results in 
increased crotonylation and vice versa (Wellen et al, 2009; Sabari et al., 2015). These studies 
demonstrate epigenetic effects resulting from the changes in the balance of metabolites derived 
from mitochondrial metabolism (acetylation) versus beta oxidation (crotonylation).  
DNA and histone methylation/demethylation: 
Methyl group can be added to both histones and DNA; and while methylation of DNA 
generally results in transcriptional repression, histone methylation can result both in increased 
and decreased gene expression (Bird, 2002; Kouzarides, 2002; Zhang and Reinberg, 2001). 
This methylation of DNA and histones utilizes the methyl group donated by SAM which is 
produced through the condensation of methionine and ATP; with the carbon backbone coming 
from threonine, glycine, and serine via the folate metabolism pathway (Kaelin and McKnight, 
2013). This methyl group is added to a lysine or arginine amino acid on the histones or on 
cytosines of the DNA and is carried out by histone and DNA methyltransferases (HMTs and 
DNMTs), respectively. Methylation of DNA and histones is reversible and the removal of 
methyl group occurs by the activity of another set of enzymes- the Lysine specific demethylase 
(LSD1) and Jumonji family of histone demethylases; and members of TET family of DNA 
demethylases (DNMTs) (Figure 1.7). LSD1 requires FAD to carry out the demethylation and 
its activity is known to inhibit key metabolic enzymes and transcription factors thus influencing 
the cellular metabolic state (Hino et al., 2012). While a-KG is required by the DNMTs and 
Jumonji dioxygenases as a cofactor, succinate and fumarate inhibit this demethylation by acting 
as antagonists of a-KG (Figure 1.7, 1.8). Collectively, the activity of these methyl transferases 
and demethylases is therefore dependent on the intracellular levels of different metabolites 
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including SAM, serine, glycine and a-KG & its antagonists’ (succinate and fumarate). Taken 
together, this links the cellular metabolism to histone and DNA modification (Shi et al., 2004; 
Tsukada et al., 2006). 
a-KG is produced in the cell primarily during the TCA cycle and the glutamine 
metabolism. As mentioned earlier, it acts as a cofactor for a number of dioxygenases (Lunt and 
Vander Heiden, 2011). In order to be utilized by these enzymes, it is transported out of the 
mitochondria, into the cytoplasm where it can be converted to other metabolites including 
citrate, or for the generation of various non- essential amino acids (Ryall et al., 2015). In murine 
embryonic stem cells (mESCs), a-KG has been shown to promote self-renewal by maintaining 
demethylation of histones and DNA (Carey et al., 2015).  However, in human pluripotent stem 
cells (hPSCs), increased levels of a-KG primed the cells towards differentiation (TeSlaa et al., 
2016). In addition, decreased levels of a-KG compared to its antagonists’ succinate and 
fumarate have been shown to promote metabolic switch to glycolysis in cancer associated 
fibroblasts (Zhang et al., 2015). Taken together, these studies show conflicting effects of the 
levels of the metabolite a-KG but demonstrate its role in regulating and influencing the cell 




Figure 1.8: The connections between metabolism and cell fate decisions. Metabolic inputs regulate 
epigenetics and cell signaling that affect changes in cell fate. Metabolites generated by glycolysis feed 
into the folate and one carbon metabolism cycle to produce S-adenosylmethionine (SAM), which is a 
cofactor for DNA methyltransferases (DNMTs) and histone methyltransferases (HMTs). AMP and 
NAD+ are cofactors of AMPK and sirtuins respectively, and are also utilized during glycolysis and 
OXPHOS. Acetyl CoA produced after glycolysis and enters the TCA cycle to form citrate. This 
generated citrate can be converted back to acetyl CoA and contributes to the histone acetylation by 
histone acetyltransferases (HATs). A-KG, the intermediate of the TCA cycle, is a cofactor for TET and 
Jumonji C enzymes, which demethylate DNA and histones, respectively. Increased OXPHOS also 
generates reactive oxygen species (ROS), which promote oxidation, carbonylation, and hydroxylation 









1.3 C. elegans as a model to study reprogramming   
In the context of reprogramming, the model organism C. elegans has emerged as a 
powerful system to study cell fate conversion in vivo, and the genetic and microenvironmental 
factors that influence it. Tursun et al. and Patel et al. previously identified a conserved 
chromatin regulator LIN-53 (CAF-1p48/RBBP7) that acts as barrier of reprogramming of germ 
cells to neurons and muscle like cells (Tursun et al., 2011; Patel et al., 2012). Interestingly, in 
a later study by Cheloufi et al., CAF-1 (mouse ortholog of LIN-53), was shown to be involved 
in maintaining the somatic cell identity during reprogramming to neurons and iPSCs (Cheloufi 
et al., 2015). Furthermore, another study in C. elegans identified the chromatin regulator FACT 
complex involved in maintaining identities of intestinal and germ cells. FACT acts as a 
reprogramming barrier for their conversion to neuronal fate and this function of the FACT 
complex was shown to be conserved in human cells where its depletion enhanced the 
reprogramming of fibroblasts (Kolundzik et al., 2018). These findings highlight the potential 
of C. elegans in studying the process of reprogramming and identification of the conserved 
barriers that prevent it.  
The nematode C. elegans is a free living, soil dwelling organism that is non-pathogenic 
and is found across the world. The nematode feeds on bacteria and is commonly found in rotten 
food that harbors their food source. In 1963, the Nobel Laureate Sydney Brenner introduced 
them as a genetic model to study development and neurobiology (Brenner, 1974; Corsi et al., 
2015). Since then, extensive research has been carried out on the organism to answer questions 
related to basic cellular functions and interactions between eukaryotic cells, aging and 
evolution.  
The features that make C. elegans a suitable system to study these processes is its short 
size, rapid life cycle, transparent body and a well annotated genome which shares conserved 
genes across species. Since the body of the worm is translucent, it allows the visualization of 
individual cells and sub-cellular components using the Nomarski imaging (Differential 
Interference Contrast, DIC). The transparent body also allows the use of florescent protein-
based markers that can be used to tag sub-cellular compartments or proteins of interest. This 
florescent tagging of proteins has allowed the study of cell cycle, developmental processes, cell 
isolation, screens to identify mutants for cell development and function, and protein 
interactions in vivo (Corsi et al., 2015; Chalfie et al., 1994; Boulin et al., 2006).  
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C. elegans has a rapid life cycle of approximately 3 days in favorable conditions and 
exists primarily as a self-fertilizing hermaphrodite; although male arise at a frequency of <0.2 
%. The animal has distinct tissues including the intestine, muscle, hypodermis, germ line, 
neurons and excretory system. In addition, owing to the fact the worm has an invariant number 
of somatic cells, researchers have been able to track the fate of each cell between fertilization 
and adulthood in live animals and generated a complete cell lineage (Sulston and Horvitz, 1977; 
Kimble and Hirsh, 1979; Sulston et al., 1983). Furthermore, the shape of each cell has been 
constructed from electron micrographs, including all the 302 neurons that the animal possesses 
in the adult hermaphrodite (White et al., 1986).  
The life cycle of the worm consists of embryogenesis, four larval stages and adulthood. 
After fertilization, the embryos are retained inside the hermaphrodite until they reach the 24-
cell stage after which they are laid. The laid egg has a virtually impermeable eggshell that 
allows the embryo to develop independent of the mother. After hatching, the animal passes 
through four larval stages (L1-L4) eventually reaching adulthood (Figure 1.9). Each of the 
larval stage ends with a period of inactivity in which a new cuticle is made (Raizen et al., 2008). 
The reproductive system gradually develops during the course of larval development, and is 
fully functional once adulthood is reached. Under unfavorable conditions such as starvation, 
the L2 larvae enter an alternative life cycle and molt into an alternative state- the dauer.  In this 
state the animal can survive for several months and is characterized by an arrest in feeding and 
reduced locomotion (Golden and Riddle, 1984).  
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Figure 1.9: Life cycle of C. elegans. C. elegans has a rapid life cycle that consists of four larval stages 
and adulthood. At the L4 stage, hermaphrodites have a tapered tail and the developing vulva appears as 
a half circle in the mid body part of ventral side (white arrow). In contrast, the males have a wider tail 
(black arrow) but no obvious fan at this stage. In adults, the hermaphrodites and males can be 
distinguished by the wider girth and tapered tail of the hermaphrodite and slimmer girth and fan-shaped 
tail (black arrow) of the male. The dauer larvae are slimmer than all of the other larval stages. Bar: 0.1 
mm (Reprinted from Corsi et al., 2015).  
C. elegans was the first multicellular organism to have its genome sequenced. (C. 
elegans Sequencing Consortium 1998). This made possible the forward genetics-that rely on a 
genome wide mutagenesis in which unknown genes involved in a biological process are sought; 
as well as reverse genetics that works by knockdown of target genes (Kutscher and Shaham, 
2014). This has enabled the identification and study of genes that play important roles in 
various developmental and cell biological processes. Remarkably, approximately 60 % of the 
C. elegans genes have homologs within the human genome (Sonnhammer and Durbin, 1997). 
In addition, molecular pathways that have been implicated in human diseases such as Notch, 
Wnt and insulin signaling are well conserved in C. elegans (Baumeister and Ge, 2002). 
Together these features make it an excellent model to study epigenetics, aging and cellular 
reprogramming. 
In the field of reprogramming, C. elegans has been studied as an in vivo multicellular 
system since over two decades. One of the earliest studies by Jin et al. mis expressed 
transcription factor UNC-30, the terminal selector required for the specification of GABAergic 
neurons (Jin et al., 1994). It was shown that the upon the ectopic expression of the transcription 
factor, somatic cells displayed GABAergic neuronal characteristics. Subsequently, a number 
of other transcription factors have been shown to induce reprogramming. In developing 
embryos, the muscle fate inducing transcription factor MyoD homolog HLH-1 was shown to 
have reprogramming potential. However, this activity was limited only to the embryonic 
development, and was shown to be diminished or decreased in the later developmental stages 
(Fukushige and Krause, 2005). Similar to these findings, the reprogramming ability was shown 
to be restricted during the early development stages for the pharynx fate inducing transcription 
factor PHA-4, which is an ortholog of the vertebrate HNF-3 (Horner et al., 1998; Mango et al., 
1994). Furthermore, expression of transcription factors END-1, END-2 and the downstream 
factor ELT-2, responsible for inducing endodermal fate also showed decreased reprogramming 
potential during later developmental stages (Zhu et al., 1998; Fukushige et al., 1998). 
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These findings highlighted the loss in cellular plasticity upon the establishment of 
differentiated cellular states. Yuzyuk et al. showed the role of Polycomb group complex 2 
(PRC2) protein MES-2/E(Z) in this loss in plasticity (Yuzyuk et al., 2009). In the developing 
embryos, PRC2 performs chromatin structure reorganization that restricts the plasticity during 
the course of development. In addition, ubiquitous expression of HLH-1 was shown to not 
result in higher reprogramming efficiency in pha-4 and end-1 mutants, suggesting that this loss 
of plasticity is uncoupled from the cell fate specification (Yuzyuk et al., 2009). 
Studies carried out by Tursun et al. made use of another transcription factor induced 
reprogramming system which employed the gustatory glutamatergic ASE neuron-specifying 
terminal selector TF CHE-1 (Tursun et al., 2011; Uchida et al., 2003; Etchberger et al., 2007). 
This system employed transgenic worm strains that carried a heat shock inducible promoter 
that drives che-1 overexpression (CHE-1oe), and a GFP reporter of a CHE-1 target gene, gcy-
5, that is normally expressed in the right ASE neuron (Figure 1.10) (ASER; gcy-5::GFP) (Yu 
et al., 1997; Tursun et al., 2011; Patel et al., 2012).  
Broad mis-expression of CHE-1 in early gastrula stage embryos results in the activation 
of ASE neuronal fate broadly (based on gcy-5::GFP) and the developmentally arrested 
embryos with deformations. However, during later developmental stages, the activation of the 
fate reporter upon CHE-1oe becomes increasingly more restricted and eventually at the L4 and 
adult stages, when all tissues have differentiated, the only cells that express gcy-5::GFP are 
some anterior neurons (Patel and Hobert, 2017; Tursun et al., 2011). These are the RIS, CEP, 
ASK, and ASI neurons and suggest that these differentiated neurons provide some molecular 
context which allows the CHE-1-mediated reprogramming. However, it still unclear why these 
neurons are responsive to CHE-1 since they do not bear any obvious relationship to ASE (Patel 
and Hobert, 2017). 
Using this CHE-1
oe 
system, a small-scale RNAi knock down-based screen was carried 
out to identify genes whose knock down allowed the CHE-1-based conversion to ASE-like 
neuronal cells in other cellular contexts. This screen identified a conserved histone chaperone 
LIN-53 (CAF-1p48/RBBP4/7 in mammals) and later, other members of the Polycomb 
repressive complex (PRC2) including mes- 2, mes-3 and mes-6 that act as barriers for 
conversion of germ cells into neuron- or muscle-like cells (Figure 1.10) (Tursun et al., 2011; 
Patel et al., 2012). Seelk et al. showed that this Polycomb mediated barrier to reprogramming 
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is antagonized by GLP-1/Notch signaling pathway (Seelk et al., 2016). Using the same system, 
the chromatin regulator FACT was identified to be a reprogramming barrier for the conversion 
of intestinal and germ cells to ASE neuron like cells; and human fibroblasts to iPSCs 
(Kolundzic et al., 2018). 
 
Figure 1.10: C. elegans as a model for reprogramming. (A) Schematic representation of transgenic 
animals expressing gcy-5::GFP reporter for ASE neuron fate induced by the zinc-finger TF CHE-1. 
Ubiquitous mis-expression of TF CHE-1 in the adult animals does not induce ectopic gcy-5::GFP 
except in some other head-neurons. (B) However, when a barrier, for example, lin-53 is removed by 
RNAi, induction of ASE neuron fate in germ cells can be observed. Thus, upon overexpression of CHE-
1, and knockdown of lin-53, germ cells convert to neuronal cells.  
These findings demonstrate the role of histone modifiers and chromatin regulators in 
preventing cell fate conversion. In addition, since these reprogramming barriers are conserved 
across species, this highlights the potential of using C. elegans as a model organism to identify 




1.4 Aim of the project 
 
Reprogramming barriers that have been identified and studied previously are in general 
proteins involved in chromatin regulation; and therefore, have a direct impact on chromatin 
accessibility for the fate inducing transcription factor. In order to identify additional factors 
that safe guard cell identity to TF- induced cell fate conversion, a whole genome RNAi screen 
in C. elegans was carried out and it identified 50 factors having function in mitochondria and/or 
metabolism. The aim of this project was to identify and characterize these factors that are 
involved in the mitochondrial and metabolic function as well as regulation of cell fate identities 
in vivo. 
Mitochondrial function and its associated metabolism not only provide energy to drive 
cellular processes, but also metabolites that influence the activity of enzymes. Disturbances in 
cellular metabolic homeostasis can therefore have an impact on the functionality of proteins 
involved in various processes in the cell including chromatin modification and protein 
degradation. My work focuses on a conserved mitochondrial enzyme isocitrate dehydrogenase 
3 (IDH3), which upon depletion, allows reprogramming of germ cells to neurons. The 
identified candidate functions in the mitochondria in the citric acid cycle which is the central 
metabolic hub of the cell. One part of my work focuses to characterize this IDH3 depletion 
mediated reprogramming with regard to the degree to which the germ cells are converted to 
neurons; as well as the cell types into which the germ cells can be converted. In a larger part 
of the study, I sought to understand the mechanistic basis of this IDH3 depletion mediated 
reprogramming event. I performed genetic screens to identify the potential players involved 
and carried out metabolic studies to understand the metabolic changes and compensatory 








2.1 Depletion of mitochondrial isocitrate dehydrogenase allows ASE fate marker 
expression in the germ cells 
 
A whole genome RNAi screen was carried out in the lab previously to identify novel 
genes that safeguard the cell fate and pose a barrier to reprogramming. This was done in C. 
elegans using the previously described transgenic animals carrying the TF CHE-1 under a heat 
shock promoter, and the ASE neuronal fate marker gcy-5prom::GFP  (Tursun et al., 2011). The 
animals were fed with bacteria from the Ahringer RNAi feeding library (SourceBioscience) 
and CHE-1 expression was induced at L3/L4 stage followed by the screening for the ectopic 
expression of the ASE fate marker gcy-5prom::GFP  in the animals after 24 hours (Kolundzic et 
al., 2018). This whole genome RNAi screen identified approximately 170 candidate barriers 
out of which 50 were involved in mitochondrial function and/or metabolism. Since 
mitochondrial function has been shown to be involved in cell fate maintenance, pluripotency 
and differentiation (Xu et al., 2013), we decided to focus on these candidates.  
Importantly, these candidates needed further validation as they were derived from a 
whole genome RNAi screen and could represent false-positive hits due to high-throughput 
procedures in handling around 20.000 bacterial RNAi clones. Out of the 50 candidates tested, 
(Table 2.1) idha-1 gave a consistent and reliable phenotype. Depletion of this gene led to gcy-
5prom::GFP  induction in up to 40% of the animals in the germline upon overexpression of 
CHE-1 (CHE-1oe) similar to the previously described germ cell to neuron reprogramming upon 
depletion of lin-53 and FACT complex members (Figure 2.1.1 B).  
lpd-5 mrpl-24 rab-10 gas-1 idha-1 
pyk-1 cco-1 F59C6.5 pry-1 spg-7 
mrpl-17 T02H6.11 T14B4.2 mrpl-10 bcs-1 
C18E9.4 R53.4 plc-3 sfxn-1.2 C34C12.8 
gop-3 ucr-1 C16A3.5 mrps-17 mrpl-32 
mrpl-11 mrpl-12 wah-1 cco-2 ant-1.1 
Y82E9BR.3 M70.4 mrps-21 ogdh-1 yars-1 
cyc-2.1 C06G3.5 asb-2 mrps-33 mrpl-51 
hsp-1 CD4.3 dlst-1 gfm-1 plc-1 
R04F11.2 mrps-5 eft-4 eef-2 mrps-28 
 
Table 2.1: List of genes identified by the genome wide RNAi screen that upon knockdown allow 
expression of ASE neuronal marker reporter gcy5prom::GFP. 
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The gene idha-1 codes for the alpha subunit of mitochondrial isocitrate dehydrogenase 
(IDH3). This enzyme functions in the citric acid cycle (TCA) and catalyzes the conversion of 
isocitrate to alpha-ketoglutarate (a-KG) (Figure 2.1.1 C). The human homolog of the gene 
(IDH3A) shares a striking 96% nucleotide and amino acid homology (WormBase). In humans, 
the enzyme is a heterotetrametric complex, consisting of two alpha (IDH3A), one beta (IDH3B) 
and one gamma (IDH3G) subunit (Figure 2.1.1 D). Homologues of all three subunits (IDHA-
1, IDHG-1, IDHB-1) exist in the worm and share >85% homology with the human counterparts 
(WormBase).  
 
Since the knockdown of the alpha subunit idha-1 gave a consistent phenotype, we 
knocked down other members of the complex to check if it resulted in the same effect (Figure 
2.1.1 E). Knockdown of the gamma subunit idhg-1 also showed similar gcy-5prom::GFP 
induction in the germ line upon CHE-1oe. However, we did not see reprogramming upon 
knockdown of IDHB-1 knockdown. This is possibly due to the fact that IDHB-1 plays a 
structural role in enzyme assembly, and the enzyme has been reported to have considerable 
basal activity in its absence, with alpha and gamma subunits (Ma et al., 2017). Interestingly, 
knockdown of the isozyme IDH-1 (functional in the cytoplasm) or IDH-2 (also operates in the 














Figure 2.1.1 Depletion of the mitochondrial isocitrate dehydrogenase complex subunits allow TF induced 
ASE fate marker expression in the germ line. A) Schematic representation: idha-1 or idhg-1 RNAi allow TF 
CHE-1 mediated induction of ASE neuron fate in the germ line. B) Representative image of idha-1 depletion 
mediated CHE-1 induced ASE marker expression in the germ line. Scale bar: 50 μm. C) Schematic drawing of 
the TCA cycle in the mitochondria; IDHA-1 mediates conversion of isocitrate to a-KG. D) Schematic 
representation of the isocitrate dehydrogenase complex consisting of two alpha, one beta and one gamma subunit. 
E) Quantification of the CHE-1oe mediated ASE marker induction in the germ line upon depletion of putative 
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Knockdown of the subunits of the isocitrate dehydrogenase resulted in the ASE 
neuronal marker expression only in the germ line.  Since no expression data is available for the 
proteins, we next analyzed the expression of the two subunits IDHA-1 and IDHG-1 by 
generating CRISPR strains whereby we tagged the two proteins at the C terminus with Human 
Influenza Hemagglutinin (3xHA) and 3xFLAG tag respectively (Figure 2.1.2 A). We next 
performed immunostainings and studied the expression of these proteins. Both the alpha and 
gamma subunit showed mitochondrial localization (Figure 2.1.2 D), as expected and show an 
overlap in expression (Figure 2.1.2 C). However, interestingly they were expressed throughout 
the worm body (Figure 2.1.2 B); although the conversion phenotype observed upon knockdown 
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Figure 2.1.2 Expression patterns of IDHA-1 and IDHG-1. A) Schematic representation of endogenously tagged 
IDHA-1 and IDHG-1 using CRISPR mediated gene editing. B) Immunoflorescent stainings of the tagged IDHA-
1 and IDHG-1 proteins showing their expression in C. elegans larvae. Scale bar: 50 μm. C) Immunoflorescent 
stainings of the tagged IDHA-1 and IDHG-1 proteins in a single worm showing co expression of the two subunits. 
White lines represent the outline of the worm. D) Immunoflorescent staining of the germ line region of a worm 
with tagged IDHA-1. White arrows indicate the mitochondrial expression in the cells.  
IDHA-1 and IDHG-1 are homologs of the IDH3 complex subunits, which has not been 
characterized in C. elegans but is highly conserved. Given this unexpected role as a barrier for 
cell fate conversion, we further focused on characterizing IDH3 in worms in detail, as an in 
vivo model to understand the role of mitochondria in cell fate maintenance.  
2.2 Converted germ cells express ASE-specific and pan-neuronal markers 
 
Our first focus was to analyze the specificity and extent of this germ cell to neuronal 
conversion upon depletion of the IDH3 subunits. In order to study the extent of reprogramming, 
we examined the morphology of the converted cells and expression of other neuronal genes. 
Analysis of the gcy-5prom::GFP-positive cells revealed that these cells underwent 
morphological changes exhibiting axo-dendritic like projections which are reminiscent of 
neuronal features (Figure 2.2.1 A).  
In addition to gcy-5prom::GFP, the germ cells also expressed the ASE/AWC-specific 
gene reporter ceh-36prom::RFP (Hobert, 2016). Also, the marker ift-20prom::NLS::RFP is 
activated which is specific for ciliated neurons such as ASE neurons (Inglis, 2006). In addition, 
we also detected the expression of a pan-neuronal reporter gene rab- 3prom::NLS::RFP in the 
germ cells upon treatment with idha-1 RNAi (Figure 2.2.1 B, C) - overall demonstrating an 
extensive conversion of the cells into neuron-like cells.  
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Figure 2.2.1 IDH3 depletion allows germ cell conversion to neurons. A) gcy-5prom::GFP positive germ cells 
of idha-1RNAi animals show axo-dendrite like projections after CHE-1oe. B) Expression of ASE/AWC marker ceh-
36, sensory neuronal marker ift-20; and pan neuronal fate marker rab-3 can be detected in animals displaying gcy-
5prom::GFP in the germ line. Dashed boxes represent magnified area. Scale bars: 50 μm. C) Quantification of 
neuronal markers rab-3prom::NLS::RFP, ceh-36prom::RFP, ift-20prom::NLS::RFP in germ line of idha-1RNAi animals 
showing gcy-5prom::GFP. Ordinary one-way ANOVA was used for statistical comparison, ** p<0.01. At least 150 
animals were counted for each condition. Error bars represent SEM. 
In order to test whether the expression of the transgene reporters also reflected the 
endogenous gene expression, we performed single molecule Florescent In Situ Hybridization 
(smFISH). We analyzed the expression of the endogenous neuronal genes gcy-5, rab-3, unc-
119 and conserved synaptic protein coding gene unc-10 (RIM) using smFISH. Expression of 
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RNAi treatment (Figure 2.2.2 A) providing evidence that expression of the reporter transgenes 
reflect expression of the endogenous neuronal genes. Furthermore, by performing 
immunostaining, we were able to detect the expression of the conserved pre-synaptic protein 
UNC-10 (RIM) in the converted germ cells (Figure 2.2.2 B). 
 
Figure 2.2.2 Converted germ cells endogenously express neuronal genes. A) smFISH based visualization of 
transcripts derived from endogenous neuronal genes gcy-5, rab-3, unc-119 and unc-10 in germ cells of  idha-1RNAi 
CHE-1oe animals. mRNAs are visualized by red dots. Controls were treated with mock hybridizations. Dashed 
boxes represent magnified area. smFISH probes used in the study are listed in Table 4.9. B) Immunostaining of 
neuronal synaptic protein UNC-10 (RIM) in gcy-5prom::GFP expressing converted germ cells upon idha-1RNAi and 
CHE-1oe. Scale bar: 50 μm. 
Taken together, these results indicate that germ cells become neuron-like cells at the 
morphological and molecular level since the converted cells displayed neuron-like 









































































2.3 idha-1 depletion allows germ cell conversion to GABAergic neurons 
 
Given that the depletion of idha-1 allowed the conversion of the germ cells to neurons, 
and since the CHE-1 TF used to drive this conversion specifies the identity of a specific type 
of Glutamatergic neurons, we next wondered whether idha-1 played a general role in 
safeguarding the germ cell identity; or whether this was specific for conversion to neurons by 
CHE-1. In order to study this, we made use of another TF UNC-30 which controls terminal 
differentiation of GABAergic motor neurons (Jin et al., 1994) and was shown previously to 
convert germ cells to GABAergic neurons upon depletion of the reprogramming barrier lin-53 
(Tursun et al., 2011). We studied the conversion of the germ cells based on the expression of 
the marker unc-25prom::GFP in a strain expressing the TF UNC-30 under control of a heat 
shock inducible promoter (Figure 2.3 A). Upon depletion of idha-1 and ectopic expression of 
UNC-30, approximately 50% of the animals expressed the marker expression in the germ cells 
(Figure 2.3 B, D). 
Further, we asked whether it is possible to convert germ cells into fates other than the 
neuronal fate upon depletion of idha-1. To this end, we mis-expressed the basic helix loop helix 
(bHLH) TF HLH-1 (MyoD homolog) (Harfe et al., 1998) in the animals and studied the 
expression of the reporter myo-3 in the germ line (Figure 2.3 A, C). However, we failed to 
observe any reprogramming to muscle cells upon depletion of idha-1 and expression of the TF 
HLH-1 (Figure 2.3 C, D). These results hint towards specificity of IDHA-1-mediated 
restriction of germ cell reprogramming to other cell types as its depletion appears to create 
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Figure 2.3 Depletion of IDHA-1 allows conversion to GABAergic neuronal fate but not to muscle fate in 
germ cells. A) Schematic representation of TFs UNC-30 and HLH-1 mediated induction of GABAergic neuron 
fate and muscle fate in the animals respectively visualized by the respective reporters. B) Representative images 
of induction of GABAergic neuronal fate reporter unc-25prom::GFP upon TF UNC-30oe in control and idha-1RNAi 
treated animals. C) Overexpression of muscle fate inducing TF HLH-1 does not convert germ cells in idha-1RNAi 
animals. C) Quantification of germ cell conversion to other fates upon induction of respective TFs. Neuronal 
induction can be achieved in 30-35% of the animals after CHE-1oe and 45-50% of the animals after UNC-30oe but 
no muscle induction is observed upon HLH-1oe. Ordinary one-way ANOVA was used for statistical comparison, 
**** p<0.0001, ns not significant. At least 600 animals were counted for each condition. Error bars represent 
SEM. Scale bar: 50 μm 
2.4 HIF-1 plays a role in IDHA-1 mediated germ cell conversion phenotype 
IDH3 is a mitochondrial enzyme, and the germ cell conversion upon its depletion 
suggests its involvement in safeguarding the cell fate of germ cells. We reasoned that depletion 
of this mitochondrial protein results in signaling events from the mitochondria to the nucleus, 
that allow TF CHE-1 to initiate the transcription of neuronal gene program, eventually leading 
to the conversion of the germ cell to neuronal cell (Figure 2.4 A). We next sought to elucidate 
the mechanistic basis of this idha-1 depletion mediated germ cell reprogramming.  
The transcription factor hypoxia inducible factor (HIF-1) has been described to have a 
role in the attainment of plasticity in cancer associated fibroblasts which have depletion of 
IDH3a (homolog of IDHA-1); as well as in gliomas with IDH1 depletion (Zhang et al., 2015; 
Zhau et al., 2009) (Figure 2.4 B). We next asked if HIF-1 has a role in this context of IDH3 
depletion mediated germ cell reprogramming. For this, we studied the effects on the germ cell 
conversion (GeCo) penetrance in hif-1(ia4) null mutants. Interestingly, in the hif-1 mutant 
background, the phenotype penetrance dropped to about a half (approx. 13%) compared to the 
wild type. This is indicative of the involvement of HIF-1 in the germ cell conversion (Figure 
2.4 B). 
In order to rule out the possibility that this drop in the number of animals showing germ 
cell conversion is due to decrease in the levels of CHE-1, we performed western blots to 
analyze the levels of ectopic CHE-1 expression (Figure 2.4 C). The levels of ectopic CHE-1 
are comparable between the wildtype and hif-1 mutants indicating that mutation in hif-1 does 
not affect the ectopic CHE-1 expression. 
 37 
               
 
Figure 2.4 Underlying events of IDHA-1 depletion mediated germ cell conversion. A) Schematic model 
outlining the events leading to germ cell to neuronal reprogramming upon idha-1
RNAi
. Depletion of mitochondrial 
TCA cycle enzyme IDH3 subunit IDHA-1 leads to retrograde signaling from the mitochondria to the nucleus 
leading to changes in nuclear chromatin accessibility. This allows CHE-1
oe
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neuronal fate. B) Previously described role of TF HIF-1 in cancer associated fibroblasts where it is shown to be 
stabilized upon IDH3 depletion and leads to the transcription of genes that favor glycolysis in the cell, and promote 
stemness (Modified from Zhang et al., 2015). C) Quantifications shows 13% of hif-1 mutants compared to 30% 
of wildtype in gcy-5
prom




. Ordinary one-way ANOVA was used for 
statistical comparison, **** p<0.0001, ** p<0.01, * p<0.05. At least 1000 animals were counted for each 
condition. Error bars represent SEM. D) Western blot analysis reveals no differences in heat shock inducible 
ectopic CHE-1 induction in HIF-1 mutants and the wildtype animals. 
 
Together, these results implicate involvement of HIF-1 in the mitochondrial to nuclear 
signaling upon depletion of idha-1. However, the partial drop in germ cell conversion 
phenotype observed in HIF-1 mutants suggests the involvement of additional pathways. 
Since the identified factor HIF-1 is actively degraded in the cell and is stabilized under 
low oxygen (<1%) conditions (hypoxia), we next asked if it is possible to achieve increased 
reprogramming under hypoxic conditions due to increased HIF-1 stability. Furthermore, 
identification of HIF-1 as an enabling factor raises the possibility that hypoxia response 
pathways underlie the IDH3 depletion mediated reprogramming. In order to test this, we 
exposed the worms to hypoxic conditions (in a hypoxia chamber). However, exposing the 
animals of different larvae and adult stages for varying time points resulted in death. The 
experimental setup thus did not allow us to study this, and the answers remain inconclusive. 
2.5 Altered histone methylation upon idha-1 depletion and role of Jumanji proteins of 
histone demethylases 
Since the drop observed in germ cell conversion phenotype penetrance in the hif-1 
mutants was partial, we sought to find the additional players in the IDH3 depletion mediated 
conversion process. a-KG, which is the product of IDH3, acts as a co-factor in the functioning 
of various dioxygenase enzymes, which are proteins including Jumanji family of histone 
demethylases. In mammalian system, depletion of IDH3a (Homolog of IDHA-1) have been 
shown to affect the activity of these proteins due to alterations in effective a-KG levels (Zhang 
et al., 2015). We next undertook a suppressor/enhancer screen in which together with idha-1, 
we depleted members of the Jumanji protein family. If upon co-depletion of any candidate, the 
phenotype is decreased, it is indicative of the requirement of the candidate for the conversion 
to occur. Whereas candidates which upon depletion allow enhanced reprogramming, act to 
inhibit the reprogramming process. We found that co-depletion of idha-1 together with jmjd-
3.3 or jmjd-4 resulted in a reliable decrease in the levels of germ cell conversion phenptype 
penetrance (Figure 2.5.1 A). 
 39 
Further, to validate the results obtained from the screen, we created RNAi plasmids 
whereby we stitched these identified candidates individually with idha-1. This allows for 
simultaneous knockdown of idha-1 with each of the identified Jumanji members to study 
double knockdown effects in a more reliable manner. By using these RNAi plasmids and the 
resulting double knockdown of idha-1 with either jmjd-3.3 or jmjd-4, we were able to detect a 
decrease in the penetrance of the conversion phenotype which is consistent with the results 
obtained previously (Figure 2.5.1 B). 
 
Figure 2.5.1 Members of Jumanji protein of histone demethylases are implicated in IDHA-1 depletion 
mediated germ cell reprogramming. A) Quantification of animals showing gcy-5prom::GFP induction upon 
CHE-1oe in the germ line upon double RNAi knockdown with idha-1 and candidate Jumanji protein coding genes. 
Ordinary one-way ANOVA was used for statistical comparison, **** p<0.0001, *** p<0.001, ** p<0.01, * 
p<0.05, ns non-significant. At least 1000 animals were counted for each condition. Error bars represent SEM. B) 
Quantification shows 12% of the idha-1::jmjd-3.3RNAi and 8% of the idha-1::jmjd-4RNAi (stitched RNAi plasmids 
for simultaneous knockdown) animals are positive for gcy-5prom::GFP in the germ line upon CHE-1oe compared 
to 22% in control. idha-1 and Rluc RNAi treated animals were used as control. Ordinary one-way ANOVA was 
used for statistical comparison, **** p<0.0001, *** p<0.001. At least 1500 animals were counted for each 
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Furthermore, we tested mutants for the candidate Jumanji members jmjd-3.3 and jmjd-
4 obtained from Japanese Consortium (partial deletion) as well as created in the lab using 
CRISPR (complete gene deletion). Results from jmjd-4 mutants confirmed the suppression 
observed in the germ cell conversion as seen previously. However, we failed to observe such 
suppression effects for the jmjd.3.3 mutants (Figure 2.5.2 A, B, C).  
Figure 2.5.2 Members of Jumanji protein of histone demethylases are implicated in IDHA-1 depletion 
mediated germ cell reprogramming. A) Schematic illustration of the deleted genomic regions in the jmjd-3.3 
and jmjd-4 mutants obtained from the Japanese consortium (tm3104, tm965) and null mutants created by CRISPR 
in the lab. B,C) Quantification of jmjd-3.3 mutants shows no difference and jmjd-4 mutants show reduced 
expression compared to wildtype for number of animals showing gcy-5prom::GFP induction upon CHE-1oe in the 
germ line. Mutants were obtained B) from Japanese Consortium and C) generated by CRISPR in the lab. Ordinary 
one-way ANOVA was used for statistical comparison, ** p<0.01, * p<0.05, ns non-significant. At least 400 and 
700 animals were counted for each condition respectively. Error bars represent SEM. 
Results obtained from the depletion of JMJD-4 by RNAi knockdown and mutants 
consistently show suppression in the germ cell conversion phenotype in idha-1RNAi treated 
animals. Taken together, these results strongly indicate that JMJD-4 is required for the idha-1 
depletion mediated reprogramming to occur. The function of JMJD-4 remains unknown in C. 
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Depletion of IDH3 in jmjd-3.3, jmjd-4 or previously identified candidate hif-1 mutant 
background resulted in a partial suppression of the conversion phenotype. We next exposed the 
hif-1 mutant to RNAi mediated co-depletion of idha-1 with either jmjd-3.3 or jmjd-4 to study 
the effects on the suppression of germ cell conversion phenotype (Figure 2.5.3). We observed 
no change in the penetrance of the phenotype compared to HIF-1 mutant alone.  
Figure 2.5.3 HIF-1 and candidate Jumanji members are involved in the same pathway. Quantification of 
wildtype and hif-1 mutant animals treated with double RNAi plasmids of idha-1 and jmjd-3.3; and idha-1 and 
jmjd-4 shows no difference in the number of animals showing gcy-5prom::GFP induction upon CHE-1oe in the 
germ line. idha-1 and Rluc double RNAi treated animals were used as control. Ordinary one-way ANOVA was 
used for statistical comparison, *** p<0.001, * p<0.05, ns not significant. At least 600 animals were counted for 
each condition. Error bars represent SEM.  
These results point towards the possibility of the previously identified candidate HIF-1 
and candidate Jumanji proteins operating in the same pathway. 
In context of TF mediated reprogramming, chromatin state of the given cell type and 
accessibility of the target genes of the fate inducing TF are deterministic of the reprogramming 
potential of the cell. One of the mechanisms that control chromatin accessibility is the 
methylation of histones; and since the Jumanji proteins are involved in histone demethylation, 
we next asked what happens to the chromatin methylation state upon knockdown of IDH3. In 
order to study this, we performed whole worm western blots and immunostaining analysis of 
germ lines to analyze histone methylation levels (Figure 2.5.4 A, B, C). Western blot analysis 
showed that upon depletion of idha-1, the levels of repressive histone marks histone 3 lysine 9 
trimethylation (H3K9me3) and histone 3 lysine 27 trimethylation (H3K27me3) are decreased; 
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unaltered (Figure 2.5.4 A). Such decrease in H3K9me3 was also observed in the germ line 
immunostainings (Figure 2.5.4 B, C). 
 
Figure 2.5.4 idha-1 depletion alters histone methylation status. A) Western blot analysis of H3K4me3 and 
H3K9me3 levels of whole worms treated with control and idha-1RNAi. B) Immunostaining of germ lines against 




























































with an asterisk. C) Quantification of fluorescence intensities of germlines immunostained for H3K9me3. Paired 
t-test was used for statistical comparison, **** p<0.0001; n:9. Error bar represents SEM. Scale bar: 50 μm 
These results not only strongly suggest the involvement of Jumanji proteins but also 
demonstrate the general increase in the permissiveness of the chromatin upon IDH3 depletion. 
Since the ability of a TF to initiate transcription is dependent on the accessibility of its target 
genes, such increase in chromatin permissiveness sets the landscape for the TF mediated 
conversion.  
In IDH3 depleted worms, the suppression effects observed upon co-depletion of 
Jumanji genes (in the RNAi screen) and in particular jmjd-4 indicate that the Jumanji proteins 
are not only active, but also required for the reprogramming to occur. Furthermore, the 
increased histone demethylation observed upon idha-1RNAi treatment is also supportive of 
increased Jumanji activity. This is unanticipated, since knockdown of IDH3 is expected to 
decrease the levels of its product a-KG, and therefore result in decreased functionality of the 
Jumanji enzymes that require a-KG as a cofactor.  
2.6 Exogenously provided metabolites enhance germ cell reprogramming  
Since a-KG is the product of IDH3, we hypothesized that upon knockdown of IDH3 
the levels of a-KG drop, and this is the underlying cause of the changes that eventually allow 
CHE-1-mediated reprogramming. Interestingly, a-KG levels influence the stability of the 
identified factor HIF-1, since it is actively degraded by the a-KG dependent prolyl-
hydroxylases (EGLN) (Kaelin and Ratcliffe, 2008; Klimova and Chandel, 2008). However, the 
increased activity of the Jumanji proteins (that require a-KG as a co-factor) observed in our 
previous results was in contradiction of this hypothesis. Therefore, we sought to understand if 
the levels of a-KG are causative for the germ cell conversion upon IDH3 depletion.   
Based on this concept, we fed the animals with exogenously provided a-KG and studied 
the effects on the germ cell conversion (Figure 2.6 A). Surprisingly, such feeding resulted in 
increased conversion in idha-1 depleted animals (Figure 2.6.1 C). Germ cell                                                                                  
conversion by lin-53 depletion was chosen as control to test for specificity of the effects and 
these animals fed with a-KG did not show the increase in germ cell reprogramming as observed 
for idha-1 depletion. This increased reprogramming efficiency observed upon a-KG feeding in 
idha-1 depleted animals was unexpected and suggested that a-KG levels are not decreased upon 
IDH3 depletion; and/or decreased level of a-KG is not the underlying cause of the phenotype. 
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The former prospect raises the possibility that even upon IDH3 knockdown, the TCA cycle is 
active and hence its functionality and levels of its other metabolites may also have implications 
on the reprogramming phenotype. 
 In order to explore this aspect further, we performed additional feeding experiments of 
metabolites belonging to the TCA cycle including succinate, fumarate, malate and citrate 
(Figure 2.6.1 C). Furthermore, we co-depleted idha-1 with additional enzymes functioning in 
the TCA cycle, including aconitase (aco-2) which catalyzes citrate to citric acid conversion; 
oxoglutarate dehydrogenase (ogdh-1) which converts a-KG to succinate; succinate to fumarate 
converting enzyme succinate dehydrogenase (sdhb-1) as well as fumarate hydratase (fum-1) 
which is responsible for fumarate to malate catalysis (Figure 2.6.2 A, D). Upon IDH3 depletion, 
if the TCA cycle is indeed functional and required for the reprogramming phenotype, 
alterations in levels of its metabolites and disruption in its functioning caused by depletion of 
its enzymes is expected to influence the reprogramming potential of cells. While we observed 
no reprogramming upon these treatments without idha-1 depletion, fumarate and malate 
feeding resulted in a significant increase in the number of animals showing the germ cell 
conversion phenotype upon co-depletion with idha-1 (Figure 2.6.1 B, C). Correspondingly, 
knockdown of TCA cycle enzymes ogdh-1, sdhb-1 and fum-1 did not show any effects, while 
upon co-depletion with idha-1 showed a significant suppression in conversion phenotype 
(Figure 2.6.2 C, D). Taken together, these results suggest that the TCA cycle is functional and 
parts of the cycle are required for the germ cell reprogramming upon idha-1 depletion. 
Furthermore, we did not observe any reprogramming upon exogenous metabolite feeding or 
depletion of TCA cycle enzymes without idha-1 depletion, thus suggesting that upon these 




Figure 2.6.1 Exogenously provided TCA cycle metabolites enhance germ cell to neuronal conversion. A) 
Design of the metabolite feeding experiments. Animals were fed with the respective metabolite and treated with 
idha-1RNAi; and gcy-5prom::GFP induction in the germ line was observed upon CHE-1oe. B,C) Quantification of 
animals showing gcy-5prom::GFP induction upon CHE-1oe in the germ line after feeding on exogenously provided 
metabolites relative to the control B) alone C) and with co-depletion of idha-1. At least 600 animals were counted 
for each condition. Ordinary one-way ANOVA was used for statistical comparison, ** p<0.01, * p<0.05, ns not 
significant. Error bars represent SEM.  
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Ordinary one way ANOVA was used for statistical comparison, **  p<0.01, * p<0.05, ns not significant. At 
least 600 animals were counted for each condition.
mM
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Figure 2.6.2 Effects of knock down of TCA cycle and glyoxylate shunt enzymes on germ cell to neuronal 
conversion. A) Schematic diagram showing reactions and their enzymes of TCA cycle and the shortcut glyoxylate 
shunt. B,C,D) Quantification of animals showing gcy-5prom::GFP induction upon CHE-1oe in the germ line upon 
RNAi knockdown of B) glyoxylate shunt enzyme icl-1 with co-depletion of idha-1; and TCA cycle enzyme 
coding genes C) alone D) and with co-depletion of idha-1. Ordinary one-way ANOVA was used for statistical 
comparison, ***p<0.001, ** p<0.01, * p<0.05, ns not significant. At least 200 animals were counted for each 
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IDH3 catalyzes one of the earliest chemical reactions in the TCA cycle and its depletion 
is expected to block the cycle. Since our results suggested that the cycle is functional, we next 
asked how cells are able to by-pass the block in the cycle caused upon IDH3 depletion. Under 
certain conditions such as desiccation, C. elegans employ a biochemical shortcut of the TCA 
cycle, called the glyoxylate shunt that allows production of malate directly from isocitrate; 
thereby by-passing multiple steps in the cycle; including the IDH3 mediated conversion of 
isocitrate to a-KG. (Erkut et al., 2016) (Figure 2.6.2 A). It is thus likely that upon IDH3 
depletion, cells utilize this shortcut and keep the TCA cycle functional this way. In order to test 
this, we next depleted the enzyme responsible for catalyzing this reaction, the isocitrate lyase 
(icl-1), together with idha-1. If the cells indeed utilize the glyoxylate shunt as means to evade 
the TCA cycle block posed by IDH3 depletion, and this underlies the reprogramming 
phenotype, co-depletion of the enzyme icl-1 with idha-1 is expected to decrease the conversion 
efficiency. However, we did not observe any such effects in the idha-1 depletion mediated 
reprogramming phenotype (Figure 2.6.2 B). 
Taken together, these results suggest that the cells are able to by-pass the IDH3 
depletion mediated disturbance in the TCA cycle by means other than the glyoxylate shunt, 
and likely keep the cycle functioning; at least partially. In addition, at least part of the TCA 
cycle (from a-KG to malate production) is required for the IDH3 depletion mediated 
reprogramming to occur. 
2.7 GC-MS based metabolomic analysis shows altered metabolism upon idha-1 
depletion 
Previous experiments with metabolite feeding upon idha-1 depletion showed 
unexpected outcomes regarding the germ cell reprogramming efficiencies, and suggested an, 
at least, partially functional TCA cycle. Furthermore, our data indicated seemingly 
counterintuitive results of increased activity of a-KG dependent Jumanji proteins upon idha-1 
depletion. In order to understand how cells are able to by-pass the block upon depletion of 
IDH3, we investigated the metabolic changes resulting from the depletion of IDH3. For this, 
we collaborated with the Kempa lab at the BIMSB to perform Gas Chromatography-Mass 
Spectrometry (GC-MS) based metabolomic studies. Analysis of the metabolome of animals of 
both P0 and F1 RNAi revealed changes in the levels of a number of metabolites (Figure 2.11 
A).  
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The levels of citric acid were significantly higher in both P0 and F1 idha-1 RNAi-
treated animals compared to the controls (Figure 2.11 B). This suggests a block in the TCA 
cycle at this point, which is expected since the step of isocitrate conversion to a-KG is disrupted 
upon idha-1 depletion. Surprisingly, the levels of a-KG showed no significant difference in the 
levels of the metabolite in the treated vs control fraction (Figure 2.11 B). Further, other than 
malate, levels of no other TCA cycle metabolite were detected to be altered. This outcome was 
not anticipated since the disruption of the TCA cycle at the level of idha-1 was expected to 









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2.7 Metabolomic analysis reveals altered metabolite levels upon idha-1 depletion. A) Overview of the 
metabolite changes in P0 and F1 idha-1RNAi treated animals compared to control. B) Analysis of TCA cycle 
metabolites reveals high citrate levels indicating cycle blockade; whereas a-KG, fumarate and succinate levels 
remain unaltered in P0 and F1 idha-1RNAi. Graph represents fold change compared to control.  
These results indicate that the TCA cycle is blocked (based on the high citrate levels) 
upon knockdown of idha-1, and alternative metabolic side reactions are feeding into the TCA 
cycle thus making it partially functional and resulting in unaltered levels of a-KG and the 
ensuing metabolites.  
2.8 Glutamine anaplerosis may contribute to germ cell reprogramming 
Results from the metabolic analysis revealed no significant differences in the levels of 
a-KG upon depletion of idha-1. In addition, the results explained in section 2.6 suggested that 
part of the TCA cycle is not only functional, but also required for the IDH3 depletion-mediated 
reprogramming to occur. This is possible only when the cells, upon IDH3 depletion, are able 
to by-pass the block in a-KG production by IDH3 and are able to replenish a-KG levels by 
alternative reactions to keep the cycle functional beyond this point.  
In the cell, glutamine is metabolized to glutamate by the action of glutaminases (glna-
1; glna-2 and glna-3). The glutamate generated can then be converted to a-KG by the action of 
enzyme glutamate dehydrogenase (gdh-1). However, the reverse reaction of glutamate to 
glutamine can also be carried out and is catalyzed by the enzyme glutamine synthase (gln-2) 
(Xiao et al., 2016). This breakdown of glutamine to generate a-KG is called glutamine 
anaplerosis or glutaminolysis and is utilized extensively by cancer cells (Bott et al., 2019). In 
addition to glutamine, 2-Hydroxyglutarate can also be utilized to produce a-KG by the action 
of D2HG dehydrogenase (F54D5.12, Y45G12B.3).  
We next explored the involvement of these reactions that can regenerate a-KG levels to 
maintain the TCA cycle and are known as anaplerotic pathways. To this end, we performed an 
RNAi screen in which we depleted enzymes responsible for metabolic reactions related to the 
a-KG metabolism together with idha-1 (Figure 2.8 A, C). We found that knockdown of D2HG 
dehydrogenase (F54D5.12 or Y45G12B.3) involved in 2-Hydroxyglutarate to a-KG production 
did not result in a change in the germ cell conversion phenotype. However, knockdown of 
glutaminases (glna-1 or glna-3); or glutamate dehydrogenase (gdh-1) together with idha-1 
leads to a suppression in the reprogramming phenotype compared to the control (Figure 2.8 A, 
C). This means that these enzymes are required by the cells to generate a-KG upon IDH3 
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knockdown and are involved in germ cell reprogramming; and upon their depletion, cells are 
no longer able to undergo conversion. On the other hand, depletion of glutamine synthetase 
(gln-2), which catalyzes the reverse reaction of glutamate to glutamine production, leads to 
increased reprogramming efficiency; providing further evidence that glutamine breakdown is 
indeed utilized by the IDH3 depleted cells. Furthermore, the levels of glutamate were reduced 
as revealed in the metabolomic analysis suggesting its metabolism to a-KG in the absence of 
IDH3 (Figure 2.8 B). To further analyze the role of glutamine anaplerosis in IDH3 depletion 
mediated reprogramming, we fed the idha-1 depleted animals with exogenously provided 
glutamine. However, we did not observe any further increase in the reprogramming penetrance 
upon such treatment (Figure 2.8 C). This points towards the possibility that in addition to 
glutamine anaplerosis, an additional factor/pathway is required for the germ cell conversion. 
Alternatively, intracellular a-KG levels and/or signaling events resulting from the glutamine 
breakdown upon depletion of IDH3 alone are sufficient to allow reprogramming and any 




Figure 2.8 Glutamine anaplerosis replenishes a-KG levels. A) Schematic diagram showing anaplerotic 
reactions and their enzymes feeding into the TCA cycle by forming a-KG. B) Metabolomic Analysis shows 
significantly decreased glutamate levels upon idha-1RNAi indicating increased metabolism. C) Quantification of 




















































































Ordinary one way ANOVA, Dunnett’s Multiple comparisons test
n:200 **p<0.001 **p<0.01 
2 bio repeats
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idha-1 together with genes coding for glutamine (gln-2, glna-1, glna-3, gdh-1) and hydroxyglutarate (F54D5.12, 
Y45G12B.3) metabolism . D) Quantification of animals showing gcy-5prom::GFP induction upon CHE-1oe in the 
germ line after feeding on exogenously provided glutamine relative to the control. Ordinary one-way ANOVA 
was used for statistical comparison, *** p<0.001 ** p<0.01, ns not significant. At least 200 animals were counted 
for each condition. Error bars represent SEM.  
Taken together these results indicate that the intracellular levels of a-KG are 
replenished by the glutamine anaplerosis upon depletion of IDH3. It also raises the possibility 
that this pathway of metabolic reactions can contribute towards the IDH3 depletion mediated 
germ cell to neuron reprogramming. Although it cannot be ruled out that the cells also utilize 
a-hydroxyglutarate to produce a-KG upon depletion of IDH3; our results suggest that it does 
not contribute to the reprogramming phenotype. 
2.9 Metabolic Flux analysis using stable isotopes 
To further investigate the possibility that anaplerotic pathways such as glutamine 
breakdown contribute to the observed germ cell reprogramming phenotype upon IDH3 
depletion, we started performing metabolic flux analysis (MFA). For flux analysis studies, 
stable isotopes such as carbon-13 (13C) is utilized. When a compound such as glucose 
containing 13C isotopes is taken up by the cells, it is metabolized and the enzymatic reactions 
incorporate the carbon units. This results in specific labelling patterns in downstream 
metabolites that can be measured by Mass Spectrometry (MS) (Antoniewicz et al., 2018) 
(Figure 2.9). In this way, the isotopic tracer 13C-containing glucose is used to both trace 
metabolic pathways as well as quantification of flux through these pathways (Dieuaide-
Noubhani et al., 2007).  
Since metabolomic flux analysis has not been performed in C. elegans before, we first 
needed to establish a protocol for these studies. We decided to inactivate the bacteria by Ultra 
violet radiation (UV) on which the worms feed in order to prevent the metabolization of the 
13C labelled glucose by the bacteria itself; and make it available exclusively for the worms. In 
addition, in order to encourage the worms to ingest the 13C glucose solution, we introduced a 
brief starvation step just before glucose feeding. However, we optimized to keep the starvation 
window short since it may induce metabolic changes in the animal. Furthermore, we performed 
metabolomic analysis before and after the starvation; in order to evaluate any changes in the 
metabolome caused due to starvation (Figure 2.9 A).  
We fed the animals with the 13C and control (12C) glucose solution for different time 
points including 60, 180, 360 and 840 minutes. This allows for the increasing assimilation of 
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13C units into the metabolites of the animals over the given time period to later trace the flux 
of the labelled metabolites. This was followed by metabolic analysis by GC-MS carried out by 
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Figure 2.9.1 Metabolic Flux Analysis (MFA) in C. elegans A) Schematic diagram of the method developed to 
study MFA in C.elegans. Animals are exposed to the RNAi mediated knockdown by growing on bacterial food. 
At the desired stage, animals are washed off in M9 buffer (explained in methods section) and starved for one hour. 
After starvation, animals are fed on 12C or 13C containing glucose solution containing UV treated dead bacteria. 
At the respective time points, samples are collected and the worm pellet is immediately flash frozen in liquid 
nitrogen to preserve the metabolomic content. Asterisks represent time points before and after starvation where 
samples are collected in order to later analyse and eliminate the effects of starvation on the metabolism profile of 
the worms. B) The frozen samples are subjected to GC-MS based metabolomic analysis and the data is analyzed 
to determine the 13C labelled metabolite profile compared to unlabeled control (12C). Analysis is carried out by 
Tobias Opialla from the Stephan Kempa group at the BIMSB. (Figure modified from prodigy scientific). 
Glucose enters the cells and undergoes a series of reactions called glycolysis whereby 
energy and metabolic precursors for various processes are generated. The end product of 
glycolysis, pyruvate is converted to acetyl Co-A and enters the TCA cycle, which is the central 
hub of cellular metabolism involved in energy production and biosynthesis (Figure 2.9.2 A). 
For the initial analysis, we therefore focused on the flux through these two major metabolic 
pathways glycolysis and TCA cycle and their related metabolites.  
We treated the animals with the control and idha-1 RNAi and collected the samples at 
the abovementioned time points. Overall, we detected a decrease in 13C labelled metabolites 
associated with glycolysis including fructose 6 phosphate, glycerate and phosphoenolpyruvate 
in worms with IDH3 depletion compared to control; thereby suggesting a decreased glycolysis 
flux (Figure 2.9.2 B). This is also consistent with decreased 13C labelled detected in lactate and 
the amino acids alanine and serine in IDH3 depleted worms (Figure 2.9.2 B). Lactate and 
alanine are produced by the glycolysis intermediate pyruvate; whereas serine is generated by 
metabolism through glycerate (Figure 2.9.2 A). Overall, these results suggest that metabolic 
flux through glycolysis and its linked pathways is reduced in animals with IDH3 depletion. 
This is in contrast to the findings for the TCA cycle, where we detected increased 13C-labelled 
metabolites such as citrate, fumarate, malate and succinate in IDH3 depleted worms (Figure 
2.9.2 C). While the difference observed in IDH3 treated versus controls in 13C-labelled 
metabolites of TCA cycle is not as pronounced as observed for the glycolysis, it nonetheless 
points towards comparable, if not increased, TCA cycle flux in IDH3 depleted animals.  
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Figure 2.9.2 Metabolic Flux Analysis (MFA) reveals decreased glycolysis flux upon IDH3 depletion A) 
Schematic diagram of the analyzed glycolysis and TCA cycle. Glucose undergoes a series of metabolic reactions 
to generate pyruvate which is converted to acetyl co-A and enters the TCA cycle. Both of these processes generate 
energy and metabolic precursors for various processes of the cell. Strength of the line represents the 
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metabolites represent the glutamine metabolism pathway to generate a-KG. B) Fold change in 13C labelled 
glycolysis and its associated metabolites in idha-1 depleted animals compared to control. Glycolysis intermediates 
glucose 6 phosphate, fructose 6 phosphate, glycerate and phosphoenol pyruvate; and metabolites derived through 
glycolysis show decreased 13C labelling upon IDH3 depletion. 
 
Figure 2.9.3 Metabolic Flux Analysis (MFA) reveals a functioning TCA cycle upon IDH3 depletion A) Fold 
change in 13C labelled TCA cycle and glutamine anplerosis associated metabolites in idha-1 depleted animals 
compared to control. 13C labelling is increased in TCA cycle metabolites and glutamine anaplerosis related 
metabolites glutamate and aspartate.  
Taken together, our metabolomic flux analysis revealed a decreased glycolysis and 
slightly increased TCA cycle based on the 13C -labelled metabolites detected for the respective 
processes. These results are consistent with our previous findings whereby we determined that 
TCA cycle is active in worms with IDH3 depletion and is required for the reprogramming to 
occur (Section 2.6).  
We previously identified that cells utilize glutamine metabolism as the alternative 
source of a-KG production when IDH3 is depleted. In order to validate these results, we next 
analyzed the levels of metabolites involved in glutamine to a-KG production. In the cells, 
glutamine is metabolized to glutamate, which is converted to a-KG while generating aspartate. 
Interestingly, we were able to detect increased 13C-labelled glutamate as well as aspartate in 














IDH3 depletion, an increased metabolic flux exists for glutamine metabolism; and it can be 
concluded that the a-KG produced is then utilized to overcome the block in TCA cycle. 
Furthermore, in these preliminary results with this method that we developed for the 
flux analysis in C. elegans, we detected comparable TCA cycle function in the IDH3 depleted 
and control worms despite decreased glycolysis occurring in IDH3 depleted animals. Since the 
TCA cycle is itself fueled with pyruvate, the end product of glycolysis, this raises the question 
of how IDH3 depleted cells with reduced glycolysis are able to sustain a TCA cycle flux that 
is slightly elevated than the control. A detailed analysis of other metabolic side reactions is 
required to answer this question.  Another interesting observation is the increased 13C -labelling 
of aspartate in idha-1 depleted animals as a possible acute response, but the levels become 
comparable to the control in the later time points (Figure 2.9.2). As this analysis is ongoing, 
detailed result of this part of the study will be presented in the near future in a manuscript. 
2.10 Trans tissue effects 
 
The CHE-1 mediated cellular conversion observed upon knockdown of IDH3 is observed only 
in the germ line. Based on the results obtained from immunostainings of IDHA-1 and IDHG-
1 (Figure 2.1.2), we were able to determine that these proteins are expressed in multiple tissues 
of the animal. We next asked if knockdown of these IDH3 subunits in the germ line alone is 
sufficient to allow reprogramming (cell type autonomous). In order to study this, we made use 
of RNA dependent RNA polymerase 1 (rrf-1) mutant background which is permissive for 
RNAi predominantly in the germ line (Kumsta and Hansen, 2012). We used lin-53 RNAi 
treated animals as controls since the germ cell conversion occurring upon knockdown of lin-
53 is known to be cell type autonomous (Figure 2.10.1). We found that while the percentage 
of animals showing germ cell conversion remained unaltered in the control lin-53 RNAi treated 
animals, the numbers dropped significantly upon idha-1 RNAi treatment. This suggests that 
knockdown of IDH3 in the germ line alone is not sufficient for the germ cells to reprogram. 
Furthermore, we used the mutants for Piwi like protein 1 (ppw-1) which are resistant to RNAi 
knockdown in the germ line. Using this strain, the lin-53 treated animals showed a significant 
drop in the percentage of animals showing germ cell conversion. Although the phenotype 
penetrance in the idha-1 RNAi treated animals was lower compared to the control, this decrease 
was not significant. Taken together these results illustrate that the germ cell conversion 
observed upon drop of idha-1 is not cell type autonomous.   
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Figure 2.10.1 Soma and germ line RNAi mutants reveal cell- non autonomous nature of the germ cell 
conversion. A,B) Quantification of animals showing CHE-1oe mediated gcy-5prom::GFP induction in the germ 
line in mutants with RNAi depletion predominantly in the A) germ line and B) soma. Suppression in germ line 
specific RNAi mutants rrf-1 provides indication that idha-1RNAi depletion mediated germ cell reprogramming is 
cell non- autonomous. Previously described germ cell reprogramming barrier lin-53 was used as control. Ordinary 
one-way ANOVA was used for statistical comparison, **** p<0.0001, * p<0.05, ns not significant. At least 300 
animals were counted for each condition. Error bars represent SEM.  
We further sought to identify the tissue responsible for contribution in the IDH3 
depletion mediated germ cell conversion. Since the mutant of idha-1 or idhg-1 is not viable, 
we opted for the tissue specific Auxin inducible degradation system. For this, we tagged the 
endogenous IDHA-1 with the Auxin inducible degron (AID) and Human Influenza 
Hemagglutinin (3xHA). The auxin inducible degron makes the protein subject to degradation 
by the plant-based protein TIR1 in the presence of auxin (Figure 2.10.2 A). When such degron 
tagged worms are combined with transgenic strains expressing TIR1 in specific tissues, the 
effects of knockdown of the protein of interest can be observed in that particular tissue (Zhang 
et al., 2015).  
Since IDH3 is localized to the mitochondria, and the TIR1 mediated proteasomal 
degradation occurs in the cytoplasm, we first analyzed the degradation of the degron tagged 
IDHA-1 by the AID system. Western blot analysis in the strain expressing TIR1 under a soma 
specific promoter revealed depletion of IDHA-1 upon treatment with 4mM auxin (Figure 2.9.2 
B).   
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Figure 2.10.2 Tissue specific knockdown by Auxin Inducible Degradation system. A) Schematic diagram 
showing CRISPR mediated tagging of endogenous IDHA-1 locus with AID degron and HA tag. This strain is 
combined with strains expressing AID recognizing TIR1 E3 ubiquitin ligase expressed under tissue specific 
promoters to achieve protein degradation in a specific tissue. B) Western Blot analysis shows depleted IDHA-1 
levels upon treatment with 4mM Auxin.  
In order to validate the results obtained previously that showed cell non-autonomous 
nature of the idha-1 depletion mediated phenotype, we next tested the AID tagged IDHA-1 
strain with soma specific and germ line specific TIR1 expressing worm strains. However, the 
auxin mediated depletion of IDHA-1 in somatic tissue was not sufficient to induce 
reprogramming. We next exposed these worms to idha-1 RNAi (systemic knockdown) and 
auxin treatment (tissue specific knockdown) together. When exposed to 4mM auxin and idha-
1 RNAi, soma expressing TIR1 animals show enhanced germ cell conversion phenotype 
penetration; whereas no significant differences were observed in animals expressing TIR1 in 
the germ line alone (Figure 2.10.3 A, B). These results are in line with the ones obtained from 
the rrf-1 and ppw-1 mutants and demonstrate the cell non- autonomous nature of IDH3 
depletion mediated reprogramming phenotype.  
The enhancement observed upon auxin mediated depletion of IDH3 in the soma 
(together with idha-1 RNAi) demonstrates not only the requirement of the IDH3 depletion in 
the soma, but also its strong contribution for the germ cell reprogramming to occur. We next 
sought to identify the specific somatic tissue(s) involved. In C. elegans, inter-tissue 
communication, involving intestine and germ line has been known to occur to regulate stress 
resistance in the animal (Nono et al., 2020). We therefore asked if intestine is also involved in 
this IDH3 depletion mediated germ cell conversion. To test this, we combined AID tagged 
idha-1 strain with intestine specific TIR1 expressing worms, to study the effects of IDHA-1 
knockdown in the intestine. However, no significant differences could be observed in the 
phenotype penetrance upon treatment of the worms with auxin (Figure 2.10.3 C).  
A





Another probable cell-type that could be involved in soma to germ line signaling is 
gonadal sheath cells since they are somatic in nature, are in close contact with the germ line 
and involved in several aspects of its development. Therefore, we created worm strains with 
somatic gonad expressing TIR1 in the lab (lim-7prom::TIR1). Interestingly, by using this strain 
that allowed auxin mediated depletion of IDHA-1::AID in the somatic gonad, significant 
increase in germ cell conversion phenotype was observed (Figure 2.10.3 D). 
Figure 2.10.3 Cell non-autonomous effects using Auxin Inducible Degradation system. A,B,C,D) 
Quantification of animals showing CHE-1oe mediated gcy-5prom::GFP induction in the germ line upon idha-1RNAi, 
and AID mediated IDHA-1 depletion in A) soma, B) germ line, C) intestine and D) somatic gonad indicates 
possible involvement of somatic tissue esp. somatic gonad. Ordinary one-way ANOVA was used for statistical 
comparison, **** p<0.0001, ns not significant. At least 300 animals were counted for control and 1mM auxin 
treatments, and 100 animals were counted for 4mM auxin treatments. Error bars represent SEM.  
Overall, the reprogramming phenotype upon IDH3 knockdown is observed in the germ 
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demonstrate that this germ cell conversion phenotype observed upon IDH3 depletion is not cell 
type autonomous and simultaneous knockdown in germ line as well as somatic tissue is 
required for the germ cells to reprogram. Furthermore, results from the AID mediated tissue 
specific depletion indicate possible involvement of somatic gonad in signaling to the germ line 
to enable the reprogramming upon IDH3 depletion. 
2.11 Enhanced glucose transport inhibits reprogramming 
The results from section 2.10 indicated that upon IDH3 depletion, there is a signaling 
event from somatic gonad to the germ line. Furthermore, the results also demonstrated that this 
signaling between tissues enables the germ cell to neuronal reprogramming upon IDH3 
depletion.  
We next sought to understand the nature of this cross tissue signaling that occurs upon 
depletion of IDH3. Signaling between cells can occur from direct interaction of a cell with its 
neighbor or by secreted signaling molecules (Cooper, 2000). In both of these cases, a number 
of different agents including hormones, neurotransmitters, amino acids as well as small 
molecules function to signal between cells. We therefore performed a suppressor/enhancer 
RNAi screen in which we co-depleted idha-1 with transporters and receptors of different 
signaling molecules and scored the germ cell conversion phenotype penetrance compared to 
the control. If upon co-depletion of any candidate, the phenotype is decreased, it is indicative 
of the requirement of the candidate for the conversion to occur. Whereas candidates which 
upon depletion allow enhanced reprogramming, act to inhibit the reprogramming process. 
Since IDH3 is an important metabolic enzyme, its depletion is expected to alter the 
metabolomic processes of the cell. This was also demonstrated in the metabolomic analysis 
carried out on idha-1RNAi treated worms as explained in section 2.7 & 2.9. Based on this, we 
hypothesized that the signaling resulting due to depletion of this important metabolic enzyme 
IDH3 could also involve a metabolite. This is likely in an event in which cells try to 
‘compensate’ the disturbance of metabolism and can involve import of a metabolite that is 
needed or depleted; or export of ones that are produced in excess. Our metabolomic analysis 
revealed very high intracellular citrate levels. We therefore depleted the enzymes nac-1, nac-
2, nac-3 as well as B0285.6 that are homologs to the human Na+ coupled dicarboxylate 
transporters (NADC) and belong to the SLC13 family of solute carriers involved in citrate and 
succinate transport. Another interesting candidate is the transmembrane Solute carrier family 
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6 (SLC6) that is involved in the transport of multiple amino acids including alanine, serine and 
tryptophan. We therefore co-depleted members of the amino acid transporters aat-1 and aat-2 
together with idha-1. In addition, since we detected decreased levels of malate in the 
metabolomic analysis in idha-1 depleted worms, we also co-depleted mdh-1 & mdh-2 which 
code for malate dehydrogenase and work with amino acid transporter aat-1 and aat-2 as part 
of the aspartate/malate shuttle. However, depletion of any of these enzymes belonging to the 
SLC13 and SLC6 family of transporters did not cause significant change in the phenotype 
penetrance (Figure 2.11). While these results do not rule out the possibility that aberrant 
transport of any of these metabolites can occur upon IDH3 depletion, it does demonstrate that 
such transport does not have an effect on the ability of the cells to be reprogrammed.  
Another interesting candidate and one of the main metabolites that fuels the energy 
generating pathways in the cell is glucose. Multiple families of transmembrane transporters are 
involved in the transport of glucose across the plasma membrane. We selected F14E5.1 
(homolog of human GLUT1) that is one of the most abundantly expressed glucose transporters 
and has been reported to be altered in conditions of cellular differentiation and transformation 
(Jun et al., 2011). Interestingly, we observed more than 2-fold increase in the phenotype 
penetrance upon co-depletion of F14E5.1 with idha-1 (Figure 2.11). These results suggest that 
upon depletion of idha-1, the cells utilize increased glucose transport possibly in order to 
overcome the effects of defective metabolism. This increased glucose transport is able to 
‘rescue’ the disturbances created in the metabolism by the IDH3 depletion. However, upon co-
depletion of idha-1 and F14E5.1, the rescue effect of glucose is alleviated, possibly resulting 
in increased and/or further alterations in the cellular metabolic environment thus enabling 
efficient reprogramming. 
Since we observed increased reprogramming upon the depletion of the glucose 
transporter, the results obtained from co-depletion of idha-1 and F14E5.1 suggested that the 
glucose transport inhibits cellular reprogramming. Our initial motivation was to identify the 
signaling between tissues (somatic gonad and germ line) that enables reprogramming; we 
therefore continued exploring possible signaling mediators. Since we detected no change in 
reprogramming phenotype in any tested metabolite (other than glucose) we made an attempt to 
understand if signaling other than metabolite in nature is involved.  For this, we depleted 
member of SLC6 dopamine transporter (dat-1), which is involved in transmission of 
neurotransmitters including dopamine. No change was observed in the phenotype penetrance 
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upon its co-depletion with idha-1 (Figure 2.11). Another possible candidate is the family of 
receptor tyrosine kinases that are involved in cell-to-cell communication for a variety of 
cellular processes including growth, differentiation and metabolism (Du & Lovly, 2018). We 
co-depleted tdc-1 (tyrosine decarboxylase), tph-1 (tryptophan hydroxylase) and tyramine 
receptor tyra-3 together with idha-1. As depicted in figure 2.11, we did not detect any change 
in penetrance of reprogramming phenotype upon any of these treatments. 
Figure 2.11 Double RNAi screen of IDHA-1 depletion and candidate members of metabolite transporters 
and receptors. A) Quantification of animals showing gcy-5prom::GFP induction upon CHE-1oe in the germ line 
upon double RNAi knockdown with idha-1 and genes coding for the indicated metabolites’ transporter and 
receptor proteins. Ordinary one-way ANOVA was used for statistical comparison, *** p<0.001, ns non-
significant. At least 200 animals were counted for each condition. Error bars represent SEM. 
Taken together, the RNAi screen results suggest that increased glucose transport occurs 
upon IDH3 depletion. This glucose transport, however, acts to rescue the effects of IDH3 
depletion which causes limited germ cell reprogramming. Furthermore, in the conducted 
experiments, the RNAi knockdown of the identified glucose transporter F14E5.1(as well as 
idha-1) was in the entire animal; therefore, additional experiments that allow tissue specific 
knockdown are required to identify the tissues involved in the putative transport of glucose 
among tissues. Overall, the nature and mechanism of the signaling event that occurs between 
somatic gonad and germ line (described in the previous section) remains to be elucidated and 
is subject to continued research.  
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 2.12 Changes in transcriptome upon IDH3 depletion 
We found changes in the metabolome of the animals upon depletion of IDH3. This is 
expected since the enzyme is functional in a central metabolic pathway. In context to 
reprogramming, these metabolic changes are eventually expected to alter the epigenetic state 
of the cell that primes the cell towards reprogramming. Our results from histone methylation 
analysis also revealed decreased levels of repressive histone marks H3K9me3 and H3K27me3. 
Additionally, this alteration in chromatin accessibility may also result in transcriptional 
changes which could contribute to the reprogramming potential of the cell. 
Keeping this in view, we next asked if IDH3 depletion also results in changes in gene 
expression in the animals. For this, we performed RNA sequencing (RNA-seq) on animals 
treated with control and idha-1 RNAi without the induction of CHE-1 overexpression in order 
to determine if the depletion of idha-1 leads to transcriptional changes that may prime the cells 
towards TF mediate reprogramming. The number of reads mapping to the genome was highly 
concordant between the replicates, indicating reproducibility and good quality of the 
experiment. (Figure 2.12.1 A). Surprisingly, principial component analysis (PCA) of the 
normalized read counts obtained from RNA-seq revealed that the samples clustered based on 
the biological repeats (BR) (Figure 2.12.1 B). Consistently, based on differential expression 
analysis, heatmap of unsupervised hierarchical clustering of the top 100 genes with most 
variant gene expression across control and idha-1 RNAi also revealed that control and idha-1 
RNAi samples of the same biological replicates clustered together and are similar to each other 





Figure 2.12.1 Transcriptome analysis of C.elegans upon IDH3 depletion A) Principal component analysis 
(PCA plot) showing the clustering of samples based on biological repeats. B) Plot showing number of reads 
obtained from each sample that were assigned to genes. C) A heatmap of unsupervised hierarchical clustering of 
the top 100 genes with most variant gene expression across control and idha-1 RNAi samples shows that samples 
in each biological repeat (BR) are similar to each other. Independently generated biological replicates clustered 
together and are indicated. D) The MA plot showing the difference in log2 fold-change compared to the average 
normalized expression values per gene. Genes showing significant differential expression between idha-1 vs 
control RNAi samples are indicated in red. Data analysis was performed by Mr. Alexander Blume. 
 
Based on the differential gene expression analysis, we did not observe substantial 
differences upon idha-1 depletion compared to control (Figure 2.12.1 D) suggesting that idha-
1 depletion does not cause drastic or apparent changes in gene expression. Yet, four candidate 
gene changes expression levels: infection response gene irg-5, amino methyltransferase amt-
1, dietary restriction down regulated gene drd-50, and a gene of unknown function C07G1.7 
that were detected based on the differential expression criteria of adjusted p-value below 0.1 
and a log2 fold-change increase of at least +/-1, which corresponds to a two-fold increase or 
decrease in expression levels. However, analysis of the differential transcript usage based on 
the same criteria resulted in identification of 25 genes with one or more transcripts 

























































   
Figure 2.12.2 Analysis of differential transcript usage upon IDH3 depletion A) A heatmap of unsupervised 
hierarchical clustering of the top 100 genes with most variant transcript expression across control and idha-1 
RNAi samples. Independently generated biological replicates clustered together and are indicated. B) The MA 
plot showing the difference in log2 fold-change compared to the average normalized expression values per 
transcript. Genes showing significant differential transcript expression between idha-1 vs control RNAi samples 
are indicated in red. Data analysis was performed by Mr. Alexander Blume. 
                   
                     A) Up-regulated                                                                           B) Down-regulated 
 
Sr. # Gene name log2 Fold Change p value  Sr. # Gene name log2 Fold Change p value 
1 K07E3.4 2.52582516 0.01092086  1 rpt-1 -0.2322007 0.03471189 
2 T11G6.2 2.43611315 0.02076246  2 rab-14 -0.4229317 0.07578946 
3 bcl-11 2.33732269 0.06364359  3 hmp-1 -0.4551586 0.09256189 
4 daf-15 1.40633809 0.02076246  4 cka-1 -0.699182 0.00346514 
5 rskn-1 1.23037577 0.08091884  5 dars-1 -0.6999074 0.00013413 
6 T19B10.2 1.22941234 0.00040666  6 D1086.11 -0.7018181 0.00011673 
7 sec-16 1.12344942 0.01114727  7 F55B11.3 -0.7262073 0.0098674 
8 Y43F8C.7 1.0113895 0.0098674  8 pst-2 -0.7509261 0.0001405 
9 C18B2.3 0.92366665 0.00054505  9 itr-1 -0.8605617 0.0098674 
10 T12G3.2 0.78575166 0.00576241  10 C42C1.19 -1.2246697 0.02367485 
11 pst-2 0.75442824 0.09155299  11 pcp-3 -1.9535202 0.09155299 
12 T04F3.1 0.60772396 0.00348777      
13 Y43F8B.1 0.27908035 0.07578946      
14 mup-2 0.2205277 0.0063605      
Table 2.2 A,B) List of genes with differential transcript usage upon idha-1 depletion detected based on the 
differential expression criteria of adjusted p-value below 0.1 and a log2 fold-change increase of at least +/-1. 
Genes coding for transporters/receptors are highlighted in yellow; and for enzymes in grey. 
Candidates that show differential transcript usage include genes coding for enzymes 
(10 out of 25) including K07E3.4 involved in formate-tetrahydrofolate ligase activity; 
methenyltetrahydrofolate cyclohydrolase activity; and methylenetetrahydrofolate 
dehydrogenase (NADP+) activity; as well as transporters (6 out of 25) such as T11G6.2 from 
the solute carrier family (SLC) 37 involved in phosphosugar/phosphate transport, and 
C42C1.19 belonging to solute carrier family SLC 34 involved in transport of glucose 6 

















to biological consequences by for example skipping a functional domain in enzymes. These 
candidates are needed to be analyzed in further detail and validated to understand their possible 
role in IDH3 depletion mediated reprogramming.  
Overall, we did not detect drastic transcriptome changes upon IDH3 depletion. This 
suggests that although chromatin changes occur upon IDH3 depletion, this does not lead to 
changes in gene expression. It can be proposed that this poised chromatin is available and 
utilized upon the induction of the fate inducing TF CHE-1 which initiates transcription of 





















3.1 Mitochondrial Isocitrate Dehydrogenase safeguards germ cell identity 
 
Cellular reprogramming has great potential for cellular replacement therapies and for 
disease modelling, however, it suffers from low efficiency. Tursun et al. demonstrated the 
presence of ‘barriers’; safeguarding mechanisms that prevent cellular conversion to other 
identities, and described the role of histone chaperone LIN-53 in this context (Tursun et al., 
2011). Since then, a number of other studies have identified additional cell fate 
safeguarding factors in C. elegans but also in other species and cell types (Reviewed by 
Ebrahimi et al., 2015; Kolundzic et al., 2018; Hajduskova et al., 2019). While the studies 
focusing on identification of fate safeguarding mechanisms have extensively explored the role 
of epigenetic regulation, our knowledge of other cellular functions and processes in cell fate 
maintenance is relatively limited. In an effort to identify further mechanisms involved in the 
protection of cell fate, a whole genome RNAi screen was carried out in the lab, that employed 
the transcription factor (TF) CHE-1 mediated direct reprogramming system described before 
(Figure 2.2.1) and identified a number of genes related to mitochondrial function and cellular 
metabolism. A follow up screen on these identified candidates revealed that knock down of 
alpha subunit of the mitochondrial isocitrate dehydrogenase coding gene idha-1 gave a 
consistent germ cell conversion (GeCo) phenotype upon ectopic expression of the TF CHE-1. 
Identification of this key mitochondrial and metabolic enzyme subunit IDHA-1 as a cell fate 
safeguarding factor gave a unique opportunity to explore and study the role of mitochondria 
and metabolism using this TF CHE-1 mediated direct reprogramming system. Furthermore, 
knock down of other mitochondria and metabolism related genes did not allow germ cell 
reprogramming (Table 2.1). This highlights the specificity of cell fate protecting function of 
IDHA-1 in germ cells, and negates the possibility that the conversion occurred due to an overall 
general disturbance of mitochondrial function or metabolic state of the cell.  
 
The identified reprogramming barrier IDHA-1 is the alpha subunit of isocitrate 
dehydrogenase 3 (IDH3) that belongs to a highly conserved family of enzymes isocitrate 
dehydrogenases (IDH) and has two other isoforms IDH1 and IDH2. Interestingly, we observed 
no reprogramming phenotype upon depletion of IDH1 or IDH2 (Figure 2.1.1). Together, these 
two isoforms share multiple differences from IDH3 and that provides possible explanations to 
this failure to achieve reprogramming upon their knockdown. One possibility is that depletion 
of a-KG is the main driver of reprogramming; and depletion of IDH1 or IDH2 does not result 
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in sufficient disturbance in the a-KG levels. Furthermore, unlike IDH3, IDH1 and IDH2 
catalyze the reverse reaction of a-KG to isocitrate conversion as well, it is thus likely that their 
depletion results in increased levels of a-KG (as opposed to expected decrease in a-KG levels 
upon IDH3 depletion) and hence does not allow reprogramming (Kaminska et al., 2019). 
However, levels of a-KG have been shown to reduce upon depletion of IDH1 and IDH2 thus 
suggesting an alternative prospect (Calvert et al., 2017). 
 
 Another possibility is the co-factor requirement of these different isoforms. While 
IDH1 and IDH2 are NADPH+ dependent, IDH3 uses NAD+ as a co-factor and reduces it to 
NADH. NAD+ also acts as a co-factor for a number of other enzymes in the cell including 
histone deacetylases such as sirtuins and its intracellular levels and availability thus affect the 
chromatin state (Imai et al., 2014). Furthermore, NADH acts as a competitive inhibitor of 
sirtuins and thus the disturbance in the balance of NAD+/NADH due to IDH3 depletion could 
therefore result in altered activity of other cellular processes and may contribute to 
reprogramming (Lin et al., 2014). Another possible explanation to the reprogramming observed 
upon knockdown of IDH3 and not by IDH1 or IDH2 is the differences in their downstream 
effectors. Since IDH3 functions in the TCA cycle, depletion of this isoform and the resulting 
disruption of the TCA cycle and its related pathways/processes could be responsible for the 
reprogramming to occur. Our results favor this role of IDH3 in the TCA cycle to be underlying 
the germ cell reprogramming (explained in later sections). However, it is also likely that a 
combination of changes (involving for example NAD+/NADH levels) that occur only when 
IDH3 is depleted are responsible for mediating germ cell reprogramming.  
 
 
Figure 3.1 Isocitrate Dehydrogenases in the cell. IDH1 occurs predominantly in the cytoplasm; whereas IDH2 









3.2 Cellular safeguard mechanisms may be cell type-specific and protect against specific 
fates 
IDH3 depletion in the entire worm allowed reprogramming only in germ cells. Such 
phenotype is also seen upon depletion of the previously reported histone chaperone LIN-53 
and FACT complex members (Tursun et al., 2011; Kolundzic et al., 2018). Together, these 
observations point to possible tissue-specific cell fate maintenance mechanisms that have 
developed in the organism. However, it cannot be ruled out that additional cell fate protection 
pathways operate in other tissues and thus depletion of IDH3 alone is not sufficient to overcome 
the cell fate barriers. Alternatively, it could be a result of the inherent plasticity of the germ 
cells that allows them to be reprogrammed, upon perturbation, relatively easier compared to 
other cell types. This notion is further supported by the results from the whole genome RNAi 
screen carried out by Ena Kolundzic in the lab (Kolundzic et al., 2018). It showed the tissue 
that exhibited highest percentage of conversion phenotype is the germ line which accounted 
for about 58% of the total number of reprogramming events observed.  
 
Our results suggest that IDH3 safeguards cell fate against conversion to at least 
neuronal fates (ASE, GABAergic neuron). However, we failed to observe TF HLH-1 mediated 
reprogramming to muscle fate. These results are similar to ones reported from depletion of 
FACT complex members, which allows reprogramming to neuronal fates, but not to muscle 
(Kolundzic et al., 2018). This failure to achieve reprogramming to muscle could be due to 
reasons including the stability, or the pioneering ability of the TF HLH-1 for muscle fate 
induction. However, this seems unlikely since HLH-1 has been shown to successfully convert 
germ cells to neurons upon lin-53 depletion. Furthermore, the mammalian homolog of HLH-
1, MyoD was one of the earliest shown TF that achieved direct reprogramming and has been 
extensively used for this purpose since then (Tursun et al., 2012; Davis et al., 1987). The 
negative results thus raise the possibility that IDH3 may only restrict the reprogramming 
trajectory towards a neuronal developmental program while other factors may prevent the 
induction of non-neuronal differentiation programs. 
 
3.3 Role of IDH and a-KG in reprogramming and cell fate 
 
Isocitrate dehydrogenases have been extensively described for their role in cancer 
development and progression (Reviewed by Dang et al., 2016). Since cancer development is 
associated with the loss of original cell fate, cellular reprogramming and cancer exhibit 
 72 
similarities in terms of erasure of existing cellular identity. Gain of function mutations in IDH1 
and IDH2 isoforms have been associated with various cancers especially gliomas, secondary 
glioblastomas and acute myeloid leukemias; and have been extensively studied (Parsons et al., 
2008; Yan et al., 2009; Kang et al., 2009; Madal et al., 2018). Interestingly, however, although 
mutations in IDH3 subunits have been identified in some cancers, they are not as recurrent and 
were previously considered to be the consequence rather than the cause of cancers (Krell et al., 
2011). Recent studies, however have increasingly identified the role of IDH3 mutations in 
cancer development and progression (Molenaar et al., 2015; Stegh., 2017; Du et al., 2018; Lui 
et al., 2020). A recent analysis of the data from cBioPortal for Cancer Genomics revealed that 
the mRNA levels of IDH3a (homolog of IDHA-1) are upregulated in multiple types of cancers 
including colorectal, adenocarcinoma, hepatocellular carcinoma and lung adenocarcinoma 
among others. (Liu et al., 2020).	Furthermore, studies have also reported correlation between 
IDH3a levels and poor outcomes in breast and lung cancer patients, thus highlighting its tumor 
promoting properties (Zeng et al., 2015). However, while the association of IDH1 and IDH2 
with cancer is largely linked to gain of function mutation in these enzymes that generates the 
oncometabolite a-hydroxyglutarate, IDH3 and its role in cancer is defined by the alterations of 
its product a-KG or its metabolic analogs. 
Intermediate of TCA cycle and product of IDH3, a-KG has been described to have an 
important role in the context of reprogramming and differentiation. This impact of a-KG on 
cell fate is related to its function as a co-factor for dioxygenases, which are involved in different 
cellular functions ranging from DNA and histone demethylation to targeting proteins for 
degradation (Markolovic et al., 2015; Walport et al., 2012). However, the exact effect of a-KG 
as an enabler or inhibitor of reprogramming has been found to be conflicting and dependent 
mainly on cellular context: in primed pluripotent stem cells, a-KG has been found to both 
accelerate differentiation as well as support the undifferentiated state (TesLaa et al., 2016; Zhu 
et al., 2017); whereas in naïve pluripotent stem cells, a-KG has been shown to be required to 
maintain pluripotency (Carey et al., 2014; Hwang et al., 2016). Interestingly, in both naïve and 
primed stem cells, the same mechanism of a-KG to succinate (metabolic homolog and inhibitor 
of dioxygenases) ratio is proposed to be responsible; which however, results in different 
outcomes in cell fate (Reviewed by Haniuda et al., 2020). Similarly, for induced 
reprogramming, a-KG dependent DNA and histone demethylation have been shown to be 
required for the acquisition of pluripotency, maintenance of pluripotent state as well as 
differentiation in vitro (reviewed by Tran et al., 2018).  
 73 
A number of studies describe the role of IDH3 in cancer due to alterations of its product 
a-KG or its metabolic analogs. Diminished IDH3 activity in fibroblasts has been shown to 
result in slightly elevated a-KG levels. However, due to overall reduced a-KG to succinate 
ratio, the activity of dioxygenases is inhibited and promotes the transformation of these 
fibroblasts to cancer associated fibroblasts (Zhang et al., 2015). Further, in cervical epithelial 
carcinoma cells, downregulation of IDH3 has also shown to increase a-KG levels, however this 
results in delayed tumor growth (Zeng et al., 2014). However, our IDH3 depletion based direct 
reprogramming system represents one fundamental difference from these reports. While these 
previous studies on cancer directly link levels of a-KG or its antagonists’ succinate/ fumarate 
to downstream effector function and cellular outcomes, we detected no severe changes in the 
levels of these metabolites upon IDH3 depletion (Figure 2.7). The possible explanation for this 
difference could be that these studies focusing on involvement of a-KG in cell fate and cancer 
are predominately carried out in cell culture systems. In vivo models including C. elegans 
exhibit cross tissue communication and compensatory and/or signaling mechanisms that add 
to the complexity and may therefore result in different outcomes. It should however be noted 
that our metabolomic analysis was carried out on whole worms. Therefore, while levels of 
metabolites such as a-KG overall show no significant difference in the animals, it is possible 
that changes occur in specific tissues such as the germ line. Tissue specific metabolomic 
analysis is required to address this possibility. However, current applications do not allow 
collection of sufficient number of cells that can be analyzed for metabolic content and therefore 
pose limitations to such studies at present. 
Overall, our finding of maintained a-KG levels observed upon IDH3 depletion raise 
two questions: first, how is the cellular a-KG levels replenished to near normal levels in the 
absence of IDH3 activity? Secondly, given that the levels of these metabolites (a-KG, fumarate, 
succinate) do not change - what underlies the IDH3 depletion mediated conversion? Our results 
of enhancer/suppressor RNAi screen and isotope labelled metabolomic studies suggest the 
glutamine breakdown pathway as an alternative a-KG generating mechanism employed by the 
cells upon IDH3 depletion (Results section 2.8). Similar mechanism of glutamine break down 
has also been proposed to occur in cervical epithelial carcinoma where a-KG levels are not 
decreased, as would be expected upon depletion of IDH3 (Zeng et al., 2014). In an attempt to 
answer the second question, our experiments demonstrated that while a-KG levels are 
replenished by alternative means, the effects of glutamine anaplerosis itself, as well as a 
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number of other metabolic and epigenetic changes that result upon IDH3 depletion (will be 
discussed later in detail) provide possible mechanisms that prime germ cells to reprogramming.  
 
3.4 Transcription Factor HIF-1 enables IDH3 depletion mediated reprogramming 
 
The identification of the TF HIF-1 as an enabling factor for the IDH3 depletion 
mediated reprogramming is in line with the reports from reprogramming of dermal fibroblasts 
to iPSCs. Similar function of HIF-1 has been described early during the reprograming process, 
thus making it an enabling regulator during cell fate conversion (Prigione et al., 2014).  
 
In cells, HIF-1 activity is regulated at multiple levels including transcriptional and 
translational regulation as well as proteasomal degradation (Reviewed by Nagao et al., 2019). 
Proteasomal degradation of HIF-1 is brought about by enzymes that require a-KG. Since a-KG 
is the product of IDH, the activity of IDH is therefore directly linked to the HIF-1 stability 
(Semenza et al., 2003). While a number of studies report HIF-1 activation upon depletion of 
IDH1 and IDH2 and show mixed results; the relationship between IDH3 activity and HIF-1 
activation is relatively less studied, but follows a trend of HIF-1 activation (Reviewed by Liu 
et al., 2020). In these cases, the underlying cause of this increased HIF-1 stability is the overall 
reduction in a-KG levels, or decreased a-KG levels compared to its structural metabolic 
analogs’ succinate and fumarate (effective a-KG) (Zeng et al., 2015; Zhang et al., 2015). 
Keeping this view, while the decreased a-KG or increased succinate/ fumarate levels upon 
IDH3 depletion appear to be the most obvious underlying cause of this identified HIF-1 
activity, in our system, no such differences in the levels of these metabolites were observed, 
thus suggesting an alternative model of HIF-1 activation upon IDH3 depletion. 
 
A recent study described activation of HIF-1 upon IDH2 depletion in prostate cancer 
(Wang et al., 2020). The described mechanism of HIF-1 activation and activity by perturbance 
of IDH2 shares similarities with our IDH3 depletion mediated HIF-1 dynamics based on the 
following reasons: First, this activation of HIF-1 was shown to be dependent on Reactive 
Oxygen Species (ROS) and not a-KG levels. Previously, similar activation of ROS has been 
reported upon depletion of IDH3 in mammalian systems (May et al., 2019). Second, this ROS 
mediated activation of HIF-1 was observed only upon perturbation of mitochondrial IDH2 and 
not of cytosolic IDH1. We also did not observe any reprogramming upon depletion of IDH1. 
More Importantly, this increased HIF-1 levels by ROS were shown to result in pseudo-hypoxia 
response; whereby there was no detectable increase in mRNA as well as protein levels of a 
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number of established HIF-1 target genes. These included enzymes such as hexokinase 
functional in glycolysis; as well as pyruvate dehydrogenase kinase which inhibits conversion 
of pyruvate to acetyl-coA for entry into the TCA cycle. In our results, while we observed 
increased activity of some established HIF-1 targets including Jumonji proteins as well as 
glucose transporter F14E5.1 (homolog of GLUT1); we also noted decreased glycolysis and 
increased mitochondrial TCA cycle flux (the reverse of which is established to be a hallmark 
of HIF-1 mediated hypoxia response; but is consistent with the observations in IDH2 depletion 
mediated pseudo-hypoxia response) (Results section 2.9). This model therefore explains not 
only the activation of HIF-1, but also its functionality, which is distinct from its described 
function under hypoxic conditions and in cancer. However, it cannot be ruled out that other 
known mechanism(s) of HIF-1 activation including microRNAs or Phosphoinositide 3-kinase 
pathway (PI3k) may underlie its activation upon IDH3 depletion (Kilic et al., 2013; Serocki et 
al., 2018). 
 
3.5 Increased Jumonji activity as an enabler of IDH3 depletion mediated 
reprogramming 
 
Results of the RNAi suppressor enhancer screen revealed requirement of Jumonji 
proteins for the reprogramming process (Figure 2.5.1). Furthermore, the decreased histone 
methylation observed does not only further confirm the involvement of these histone 
demethylases but also point to their increased activity upon depletion of IDH3 (Figure 2.5.4). 
a-KG acts as a co-factor for the Jumonji enzymes, and therefore these results are surprising 
since upon depletion of IDH3, levels of its product a-KG are expected to decrease, which 
should in return lead to a decrease in the activity of Jumonji enzymes.  
 
A number of studies have reported the altered functionality of Jumonji proteins linked 
to IDH1 and 2 mutations in various cancer types (Reviewed by Madala et al., 2018). However, 
to our knowledge, only one study on IDH3 and its direct link to Jumonji protein activity has 
been conducted, and shows contradictory results to IDH1 and IDH2 depletion effects. IDH3a 
(IDHA-1 in worms) downregulation in primary fibroblasts increases the activity of Jumonji 
proteins as seen by increased demethylation of histone 3 lysine 4 trimethylation marks. (Zhang 
et al., 2015). This IDH3 depletion-mediated increase in Jumonji activity has been attributed to 
relative increased levels of succinate or fumarate (structural metabolic analogs of α-KG) 
compared to a-KG, which inhibits a-KG dependent enzymes. Our metabolomic analysis 
revealed comparable levels of a-KG as well as succinate and fumarate with and without IDH3 
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depletion. This finding thus provides explanation to the ‘normal’ functioning of the Jumonji 
proteins. However, it still fails to explain the increased Jumonji based demethylation observed 
upon IDH3 depletion.  
One possible model has been described previously during embryonic development in 
mice, where increased histone demethylation by Jumonji proteins is achieved by the transport 
of mitochondrial enzymes to the nucleus (Nagaraj et al., 2017). Furthermore, multiple studies 
in mammalian systems have reported the transcriptional activation of the Jumonji genes 
including JMJD3 (jmjd-3.3 in worms) in a HIF-1 dependent manner (Bayer et al., 2008; Pollard 
et al., 2008; Xia et al., 2009; Lee et al., 2014). The former prospect seems unlikely due to the 
following reasons: the increased Jumonji activity observed necessitates the requirement of 
transport of mitochondrial IDH3 in the nucleus to provide a-KG. However, our reprogramming 
model is based on the depletion of IDH3. Furthermore, this transport of IDH3 to the nucleus is 
dependent on high pyruvate levels whereas our metabolomic analysis revealed no detectable 
differences in the levels of pyruvate. Of these two possibilities, the latter seems more likely, 
since we also identified HIF-1 to be required for the IDH3 depletion mediated reprogramming; 
and our results suggested their functioning in the same pathway (Figure 2.5.3). It can therefore 
be suggested that IDH3 dependent activation of HIF-1 leads to increased Jumonji activity, 
resulting in increased histone demethylation. 
One of the identified Jumonji candidates jmjd-3.3 (JMJD3 in mammals) codes for 
conserved Jumonji protein, which is involved in H3K27-specific histone demethylation and is 
decreased upon IDH3 depletion as shown in Figure 2.5.3. In mammalian systems, JMJD3 
regulates the transcriptional activation of genes involved in various processes including 
development, reprogramming and cancer (Burchfield et al., 2015). In mice, it has been shown 
that JMJD3 removes the H3K27me3 mark from promoters involved in reprogramming of bone 
marrow progenitor cells to hepatocytes (Kochat et al., 2014). Decreased expression of JMJD3 
has been associated with the decreased H3K27 demethylation at the INK4A–ARF tumor 
suppressor locus leading to development of several human cancers including lung, liver and 
hematopoietic malignancies (Agger et al., 2009). Together with histone methyltransferase 
EZH2 and demethylase UTX, it has been shown to regulate hepatic plasticity and proliferation 
of liver cells (Pediconi et al., 2019). A recent study has shown the role of JMJD3 in activation 
of epithelial and pluripotency genes in mouse reprogramming with the Yamanaka TFs (Huang 
et al., 2020). In line with previous reports, the decreased H3K27 tri-methylation levels that we 
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observed upon idha-1 depletion further confirms its involvement in this direct reprogramming 
system (Figure 2.5.3).  
 
Another identified Jumonji candidate JMJD-4 (JMJD4 in mammals) is relatively less 
studied and is proposed to be involved in regulation of mRNA translation (Feng et al., 2014). 
JMJD4 was found to be overexpressed in human colon adenocarcinomas and this increase 
correlated with reduced survival (Ho et al., 2018). Interestingly, downregulation of JMJD4 in 
mouse fibroblasts resulted in decreased proliferation in cell culture, but gave contradictory 
results in vivo in mouse and drosophila where it was found to be dispensable for development 
(Hu et al., 2016; Shalaby et al., 2017; Yoo et al., 2016). Recently, IDH3a depletion in liver 
cancer cells has been shown to significantly upregulate gene expression of JMJD4 and overall, 
this IDH3a depletion was shown to promote hepatocellular carcinoma migration and invasion 
(Lui et al., 2020). Our finding that JMJD-4 is involved in germ cell to neuronal reprogramming 
could be related to its suggested function of mRNA translation regulation or possible unknown 
roles. However, the exact nature of its functions and role in reprogramming remains to be 
determined. 
 
3.6 IDH3 depletion leads to altered histone methylation levels 
 
We argued that in order to make a cell permissive for TF-mediated reprogramming, 
changes in cellular processes and metabolism may eventually lead to the accessibility of the 
chromatin for the transcription factor to initiate the reprogramming process. Our identification 
of decreased epigenetic marks associated with transcriptional repression (histone 3, lysine 9 
[H3K9] and lysine 27 [H3K27] tri-methylation) provides a link between the metabolism 
change occurring upon IDH3 knockdown with chromatin changes. The conserved repressive 
H3K9me3 mark plays important regulatory role during development, sex determination, and 
tumorigenesis among others (Benevento et al., 2015; Casciello et al., 2015; Kuroki and 
Tachibana, 2018). Enzymes that deposit these marks have been known to repress pluripotency-
related genes and H3K9me3 has been shown to be a barrier of somatic cell reprogramming into 
iPSCs (Epsztejn-Litman et al., 2008; Chen et al., 2013). Moreover, generation of human and 
mouse iPSCs is facilitated by reducing the H3K9me3 levels, achieved by interfering the 
activity of H3K9 methyltransferases including Setdb1; or by the activation of the respective 
histone demethylases such as Kdm4b and Jhdm1 (Mattout et al., 2011; Liang et al., 2012; Tran 
et al., 2015; Wei et al., 2017, Wang et al., 2011, Chen et al., 2012).  
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Similar to H3K9, H3K27me3 is a prominent repressive chromatin mark that is 
important during cell cycle, stem cell pluripotency and cancer (Hubaux et al., 2007; Shen et 
al., 2009; Bracken et al., 2003). It has been shown that a key feature that distinguishes fibroblast 
from iPSC epigenome is the abundance of H3K27me3 (Maherali et al., 2007). This shows that 
cells undergo an intensive epigenetic change in H3K27 methylation marks during the process 
of reprogramming.  
 
In addition, it is possible that different chromatin changes occur at specific genomic 
loci that are important to unleash the cellular reprogramming potential. Yet, the overall levels 
of H3K4me3, which marks the active chromatin do not change. Furthermore, since these 
studies were carried out in idha-1 depleted animals without the TF CHE-1 induction, it is also 
possible that while idha-1 depletion leads to decrease in the repressive chromatin marks, 
binding of the TF CHE-1 triggers deposition of active marks on genomic sites. Together, the 
loss of repressive and attainment of active epigenetic marks may underlie the reprogramming 
process. Further experiments such as ChIP-seq for H3K4me3 and other histone modifications 
with and without IDHA-1 depletion are needed to address this possibility. 
 
Figure 3.2 Increased chromatin accessibility upon IDH3 depletion. Jumonji proteins show increased activity 
upon IDH3 depletion possibly induced by HIF-1 activation. a-KG is utilized by the Jumonji proteins to mediate 
histone demethylation. The resulting changes in the chromatin accessibility prime the cells towards TF-mediated 
reprogramming.  
 
3.7 IDH3 depletion does not result in drastic transcriptional changes 
 
Our analysis of the transcriptome based on RNA sequencing did not reveal drastic 
differences in gene expression in IDH3 depleted animals (Figure 2.12.1). These results appear 








based on their demethylation function (Reviewed by Wu and Zhang, 2014). Furthermore, a 
recent study reported significant gene expression changes in IDH3a knocked down liver cancer 
cells including JMJD4 and HIF1a, which we also identified to be required for IDH3 depletion 
mediated reprogramming (Liu et al., 2020). However, it should be noted that there are two key 
differences in these cases: First, this study was carried out in a cancer cell line and therefore 
provides a different cellular context. Secondly, in mammalian systems, IDH3 mutations and 
the resulting a-KG changes have been shown to result in changes in DNA as well as histone 
demethylation and therefore gene expression. However, C. elegans lacks DNA methylation, 
and hence represents a model with a lesser degree of a-KG mediated transcriptional control 
(Soojin et al., 2012). In addition, the use of an in vivo model like C. elegans is intimately linked 
to cross tissue communication and compensatory mechanisms that possibly resulted in the 
observed lack of differences in a-KG levels upon IDH3 depletion. It is therefore 
comprehensible that such drastic gene expression changes do not occur as observed in cancer 
cells. It is also important to note that the RNA-seq was carried out on animals with partial idha-
1 depletion (RNAi based knock down), and the effects may therefore be different/severe upon 
the complete loss of the gene. 
 
Furthermore, since IDH3 is an important metabolic enzyme, its depletion is expected 
to result in changes in the metabolic environment of the cell. This is also visible in our 
metabolite measurement experiments as well as metabolomic flux analysis (results section 2.7 
& 2.9). However, increased/decreased activity of a metabolomic enzyme is not directly 
correlated to its rate of transcription. Many factors including the availability of substrates, co-
factors, inhibitors as well as the stability of enzyme complexes themselves directly influence 
their activity (Nikinmaa et al., 2013). Seen in this perspective, the metabolic changes occurring 
upon depletion of IDH3 may be triggered by the metabolic requirements of the cells with IDH3 
depletion, and can occur with limited changes in the transcriptional status of the cell.  
 
Importantly, in order to understand the transcriptional changes that prime the cells 
towards reprogramming, the RNA-seq analysis was performed upon knockdown of idha-1 
only, without the induction of the fate inducing TF. The conversion of these idha-1 depleted 
primed cells into neuronal fate is brought about by the induction of TF that initiates the 
expression of neuronal gene program distinct from the original fate. It can be thus speculated 
that while IDH3 depletion does not result in strong transcriptional changes, it modifies the 
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chromatin accessibility landscape that can then be utilized by the fate inducing TF to initiate 
the neuronal gene program.   
 
Our analysis of differential transcript expression, however, revealed differential 
transcript expression for 25 genes. Furthermore, most of these genes showing differential 
transcript usage either code for proteins with enzymatic activities (such as cka-1 coding for 
choline kinase) or transporter proteins. Interestingly, transporter T11G6.2 from the solute 
carrier family (SLC) 37 involved in transport of glucose 6 phosphate shows increased isoform 
expression; whereas transcript expression of an isoform of candidate C42C1.19 belonging to 
the same family of transporters was decreased (Table 2.2). While it remains to be determined, 
if and how this differential isoform transcription affects biological function of the proteins, 
these results nonetheless support our findings of metabolic rewiring and transport of 
metabolites (glucose) occurring in animals upon IDH3 depletion.  
 
3.8 Glutamine anaplerosis as a mechanism to replenish a-KG levels upon IDH3 
depletion 
 
Based on an suppressor / enhancer RNAi screen and metabolomic studies, we identified 
that the cells utilize glutamine breakdown to replenish a-KG levels upon depletion of IDH3 
(Results section 2.9).  Such glutamine anaplerosis has been described as a hall mark for cancer 
with some cancer cells reported to generate up to 50% of ATP by oxidizing glutamine-derived 
a-KG (Reitzer et al., 1979). The activation of this glutamine breakdown pathway has been 
reported by multiple factors including mTOR signaling as well as proto-onco gene myc (Duvel 
et al., 2010; Yecies and Manning, 2011). Furthermore, in cancer, HIF-2 alpha (Homolog of 
HIF-1) has been shown to induce the cellular uptake of glutamine, as well as modulation of 
cellular metabolism towards glutamine breakdown (including activation of glutaminase GLS, 
homolog of GLNA-1 & GLNA-3) to generate a-KG for sustaining the TCA cycle (Li et al., 
2017). 
 
Furthermore, our results also indicate that not only is glutamine breakdown utilized to 
generate a-KG, but is also required for the IDH3 depletion-mediated germ cell reprogramming 
to occur. This raises the possibility that signaling mediated through the by-products of these 
glutaminolytic reactions, such as glutamate, ammonia or aspartate released during this process, 
may trigger changes required for this cellular conversion. Glutamine breakdown to a-KG has 
been shown to activate the autophagy pathway important for metabolic adaptations for cell 
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survival (Heiden et al., 2009). Additionally, glutaminolysis has also been reported to activate 
mammalian Target of Rapamycin Complex 1 (mTORC1) pathway involved in decision 
processes of cellular metabolism (Menon & Manning, 2008; Villar et al., 2015).  Both of these 
pathways are shown to be upregulated in multiple cancers (Reviewed by Nguyen & Duran, 
2018). Furthermore, it has been reported that epithelial cancer cells also employ such increased 
glutamine anaplerosis, and the additionally produced ammonia diffuses into the 
microenvironment and induces glutamine production in the cancer associated fibroblasts. This 
glutamine is then used by the cancer cells to fuel their growth (Ko et al., 2011). The effects of 
aspartate, which is generated during glutamine breakdown, involving citrate production and 
the resulting metabolic consequences are discussed in the next section. Altogether, these 
downstream signaling events resulting from glutamine to a-KG breakdown represent possible 
mechanisms that contribute to priming cells towards IDH3 depletion-mediated reprogramming, 
and remain to be explored for their involvement.  
 
3.9 High intracellular citrate upon IDH3 depletion 
 
The highest detected change upon depletion of IDH3 in our metabolomic analysis is for 
the TCA cycle intermediate citrate (Figure 2.7). These high citrate levels are indicative of the 
block in the cycle due to the depletion of its key enzyme IDH3. However, our additional results 
also reveal a TCA cycle that is partially active (at least in the latter half) (Results section 2.6). 
Together, these results suggest a model in which an ongoing TCA cycle produces citrate that 
cannot be utilized further due to the absence of IDH3. Under these conditions, glutamine 
metabolism generates a-KG to feed into the cycle and keeps it functional. This overall results 
in high citrate accumulation. Furthermore, aspartate produced during this glutamine 
anaplerosis reaction can also be converted to citrate. An alternative way of citrate production 
is the reductive TCA cycle which runs in the reverse direction, whereby a-KG is used to 
produce isocitrate by IDH2, which is then catalyzed by aconitase hydratase to form citrate and 
is extensively employed by cancer cells (Feng et al., 2020). However, cancer systems are 
associated with increased glycolysis and reduced flux through TCA cycle; the opposite of 
which is found true upon IDH3 depletion in our system. Therefore, since a-KG is required for 
the downstream TCA cycle reactions (which we found to be functional and required for 
reprogramming), it can be estimated that such reverse a-KG to citrate production is negligible, 
if occurring at all.  
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The highly increased citrate levels observed upon IDH3 depletion pose the question of 
their physiological effect and possible involvement in mediating cellular reprogramming. It has 
been reported that high citrate levels negatively regulate the process of glycolysis by inhibition 
of the enzyme phosphofructokinase 1 (PFK1); phosphofructokinase 2 (PFK2) and indirectly 
pyruvate kinase (PKM) (Reviewed by Lcard et al., 2012). Given that we observed decreased 
glycolysis flux upon depletion of IDH3, it can be assumed that these high intracellular citrate 
levels affect the cellular metabolism in this manner (Results section 2.9). Additionally, in the 
cell, citrate can be transported out of the mitochondria, converted to acetyl coenzyme A (Acetyl 
CoA) and utilized for protein modifications including acetylation of histones (Wellen et al., 
2009). However, we did not observe any effects on reprogramming upon depletion of histone 
acetyltransferases (HATs) or histone deacetylases (HDACs) (Data not shown). While it cannot 
be excluded that aberrant histone acetylation may occur upon IDH3 depletion, these results 
suggest that it does not affect the reprogramming process. Furthermore, intracellular citrate 
levels also regulate the fatty acid synthesis by the activity of the enzyme Acetyl CoA 
Carboxylase which is activated by citrate binding (Berg, 2002) (Figure 3.4). Cancers including 
renal cell carcinoma are characterized by high intracellular fatty acid content produced due to 
increased citrate levels, interestingly in a HIF-1 dependent manner (Du et al., 2017). At present, 
it remains to be elucidated if this high citrate observed upon IDH3 depletion also results in such 
increased fatty acid synthesis; and if that plays a role in the reprogramming process. 
 
Figure 3.3 Possible high citrate induced changes upon IDHA-1 depletion. Schematic diagram showing the 
TCA cycle. Green arrow represents high citrate levels revealed by the GC-MS. Citrate can be exported out of the 
mitochondria to produce acetyl-CoA which is utilized for histone acetylation and to generate fatty acids. 









3.10 IDH3 depletion results in metabolic flux changes 
Our isotope labelling experiments revealed an overall decreased flux through glycolysis 
and slightly increased flux of the TCA cycle upon IDH3 depletion (Results section 2.9). 
Previous studies on isocitrate dehydrogenases in cancer systems have extensively described the 
correlation of IDH1/IDH2 mutations and glycolysis; and the underlying mechanism is a matter 
of continuous debate: one proposed mechanism is that gain-of-function mutation in IDH1 and 
IDH2 that results in production of 2-hydroxyglutarate underlie the metabolic reprogramming 
towards glycolysis. However, an alternative explanation is the loss of the isocitrate 
dehydrogenase activity that is responsible for this metabolic shift (Reviewed by Losman and 
Kaelin, 2013). Since the latter rationale relates to the enzyme activity itself, it can therefore be 
extended to IDH3 as well. Indeed, studies have reported the depletion of IDH3 and the resulting 
effect on cellular metabolism in context to cancer, but with conflicting outcomes. Depletion of 
IDH3 has been shown to induce a switch from oxidative phosphorylation towards glycolysis 
in glioma (May et al., 2019) as well as in fibroblasts where it promotes their transformation 
into cancer-associated fibroblasts (Zhang et al., 2015). Conversely, depletion of IDH3 in breast 
and lung cancer systems show significantly delayed tumor growth by suppressing the HIF-1-
mediated induction towards glycolysis and angiogenesis (Zeng et al., 2014). While these 
studies report different outcomes on cancer progression, they highlight a direct link of IDH3 
and cellular metabolism involving, but not limited to, HIF-1 activity. 
We have previously identified HIF-1 to be required for IDH3 depletion mediated 
reprogramming. However, an established hallmark of HIF-1 is steering cellular metabolism 
towards glycolysis (Reviewed by Nagao et al., 2019). Keeping this in view, our results seem 
to be in contradiction to these established metabolic outcomes associated with HIF-1 activity. 
Interestingly, a recent study which describes activation of HIF-1 upon IDH2 depletion in 
prostate cancer shows that even upon activation of HIF-1, a number of its known targets are 
not increased; and includes glycolysis related enzymes (Wang et al., 2019). It is thus possible 
that such pseudo-hypoxic response (whereby selective activation of HIF-1 targets occurs) is 
activated upon depletion of IDH3 in our reprogramming system as well, and therefore no 
increase in glycolysis is observed.  
Additionally, it cannot be ruled out that alternative mechanisms might operate upon 
IDH3 depletion that are responsible for the observed metabolic changes. Reflecting to the 
central role of IDH3 and its associated TCA cycle in cellular metabolism; and given that a 
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number of metabolic changes have been detected upon depletion of IDH3, it can be assumed 
that these changes in metabolism themself are responsible for the alterations in observed 
metabolic fluxes. This argument can be supported by results obtained from metabolomic 
analysis and RNA-seq: high intracellular citrate levels (as observed by our metabolomic 
analysis) have been shown to negatively regulate glycolytic enzymes (Reviewed by Lcard et 
al., 2012). Furthermore, our results of RNA-seq show no appreciable transcriptional changes 
upon depletion of idha-1. It can therefore be proposed that activity of metabolic enzymes 
(regulated by metabolite levels) rather than their expression levels results in changes of existing 
metabolic pathways. 
Our identification of these flux changes places our reprogramming model in a distinct 
metabolic space than cancer systems; where increased glycolysis and decreased dependence 
on mitochondrial TCA cycle-based energy metabolism is considered to be a hallmark 
(reviewed by Derberardinis & Chandel, 2016). It is however important to note that these flux 
studies are preliminary, and currently ongoing. Furthermore, while we explored the roles of 
specific metabolites and their metabolism (for example citrate and a-KG explained in 
respective sections); it remains to be determined how the overall change in metabolic flux 
through glycolysis and TCA cycle affects the reprogramming potential of a cell. Further 
metabolomic and flux analysis studies, also focusing on other metabolic processes, will shed 
light on this question and possibly also in determination of the proposed mechanisms that 
underlie these changes. 
3.11 Enhanced glucose transport upon IDH3 depletion 
The suppressor / enhancer RNAi screen identified that putative glucose transporter 
F14E5.1 (GLUT1 in mammals) upon co-depletion with idha-1 enhances the phenotype 
penetrance (Figure 2.9.4). This suggests that increased glucose transport exists upon IDH3 
depletion and acts to stabilize cellular metabolism thereby counteracting the reprogramming 
process. Similar upregulation of transporters of glucose has been shown to occur in cancer 
systems, in order to increase glucose uptake to support cellular proliferation (Jones et al., 2009). 
Specifically, the expression of GLUT1 has been reported in multiple cancers including breast 
cancer, gastric adenocarcinoma, prostate cancer and others. Interestingly, such increase in 
GLUT1 expression has been suggested as a biomarker for cancer detection (Reviewed by 
Zambrano et al., 2019). In these systems GLUT1 expression is regulated by c-myc, the 
phosphatidylinositol 3-kinase/protein kinase B (PI3K/Akt) pathway as well as transcription 
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factors including HIF-1. (Reviewed by Zambrano et al., 2019; Semenza et al., 2012). Our 
results demonstrating HIF-1 activity upon IDH3 depletion suggest that HIF-1 may mediate 
F14E5.1 expression as a possible mechanism. However, further studies are needed to confirm 
this notion. Furthermore, since we did not observe activation of some known HIF-1 targets, it 
cannot be ruled out that a HIF-1-independent mechanism might be involved in this context.  
Our work at present tested F14E5.1 as a representative glucose transporter for 
understanding effects on IDH3 depletion-mediated reprogramming. However, given that 
multiple families are involved in glucose transport, it will be interesting to study members of 
additional glucose transporters to test whether IDH3 depletion causes a general increase in 
glucose transporters, or if this effect is specific to F14E5.1. Furthermore, the mechanisms 
underlying the effect of this glucose transport, as well as its effect on reprogramming are 
needed to be studied in detail. Additionally, given that we identified cross-tissue signaling 
involving soma and germ line in the context of IDH3 mediating reprogramming, it is possible 
that this glucose transport might also occur between germ line and soma. Since our RNAi-
based knock down was in whole worm, tissue-specific knock down experiments are needed to 
address this possibility. Results from our RNA-seq analysis also identified differential 
transcript expression of multiple transporter genes. While these results need to be validated, 
they hint towards altered transport of additional metabolites including glucose 6 phosphate, 
among others.  
 
3.12 An interplay of tissues is involved in promoting IDH3 depletion-mediated germ cell 
conversion 
Our results from RNAi mutants and tissue-specific protein degradation revealed that 
the germ cell to neuronal reprogramming phenotype is not tissue-autonomous (Results section 
2.10). Furthermore, we identified that depletion of IDH3 in somatic gonad is required for the 
germ cell reprogramming to occur. Signaling between the germ line and somatic tissues has 
been identified in different processes in C. elegans. This includes germ line to intestinal 
signaling that affects lifespan as well as regulation of inflammatory pathways (Spanier et al., 
2010; Lees et al., 2008) and neuron to germ line signaling that affects transgenerational gene 
silencing (Devanapally et al., 2015). Specifically, extensive signaling occurs between somatic 
gonad and germ line in worms. Examples of these include oocyte production in the germ line 
which requires Gαs-adenylate cyclase signaling in the gonadal sheath cells as well as promotion 
of cell death in germ line through VAB-1/Eph receptor signaling (Govinden et al., 2009; Li et 
al., 2012).  
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Despite our attempt to identify the mechanism of cross tissue signaling between the 
somatic gonad and the germ line, we have not yet been able to identify the nature of this 
signaling event. Based on the known communication between the two tissues (mentioned 
above), it is possible that these known signaling pathways might also operate in the context of 
germ cell reprogramming. However, it is also possible that germ cell reprogramming occurs 
due to disruption of an existing signaling event between the germ line and soma. An interesting 
candidate can also be ammonia which is released during the process of glutamine metabolism 
(which is utilized upon IDH3 depletion), and has been shown to be transported between cells 
and trigger autophagy responses (Eng et al., 2010). In this context, increased glutamine 
transport between the two tissues to support the anaplerotic pathway for a-KG generation also 
serves as a possible signaling candidate. Furthermore, since we performed tissue-specific 
knock down studies in intestine and somatic gonad only, it cannot be ruled out that other tissues 
may also be involved in IDH3 depletion mediated germ line reprogramming. 
 Overall, the identification of cross tissue signaling highlights the importance of an in 
vivo model system such as C. elegans that represent complex interactions between tissues that 





Figure 3.4. Putative cellular events upon IDH3 depletion in C. elegans. In C. elegans, depletion of 
mitochondrial IDH3 leads to activation of the TF HIF-1 that induces increased JMJD activity and histone 
demethylation. Glutamine anaplerosis (possibly induced by HIF-1) replenishes a-KG levels to keep the TCA cycle 
functional. Cells utilize increased glucose transport by GLUT1 homolog F14E5.1 (possibly induced by HIF-1) in 
order to sustain the metabolic processes, however overall glycolysis flux is reduced; in contrast to increased TCA 
cycle. Possible events such as increased ammonia induced autophagy and/or mTOR pathway in the cell, and 
increased citrate can lead to increased intracellular fatty acid production, histone acetylation and/or inhibition of 
glycolytic enzymes. Cross tissue communication from somatic gonad possibly involving glutamine and/or other 
signals also mediate cellular changes that eventually allow germ cell to neuron conversion upon ectopic CHE-1oe 







































Figure 3.5. IDH3 safeguards germ cell identity in C. elegans. In C. elegans, depletion of mitochondrial IDH3 
leads to cellular events involving TF HIF-1 and Jumonji proteins, as well as metabolic rewiring and transport 
involving glucose and possibly glutamine or ammonia. This eventually allows the TF CHE-1 mediated conversion 









3.13 Conclusions and future directions 
 
Mitochondrial isocitrate dehydrogenase is a key metabolic enzyme functional in the 
citric acid cycle. In addition to its known role in cellular metabolism, this study demonstrates 
that IDH3 also plays an important role in safeguarding cell fate in C. elegans. IDH3 is an 
unexpected barrier of reprogramming since it has been associated with metabolism and energy 
generation in the cell. Most of the recently identified reprogramming barriers are chromatin 
regulators, and thus directly influence the accessibility of genes, which is required for the 
transcription factors to achieve reprogramming (Tursun et al., 2011; Cheloufi et al., 2015; 
Kolundzic et al., 2018). In this context, identification of a specific mitochondrial enzyme that 
has important implications on the maintenance of cell fate broadens the scope of understanding 
how cell fate protection mechanisms work. Furthermore, understanding of cellular identity 
safeguarding mechanisms are also relevant in the context of cancer; since cancer development 
might also utilize the same pathways in order to erase the existing cellular identity.  
 
Our identification of the TF HIF-1, Jumonji proteins, and changes in the histone 
methylation levels provide a possible mechanistic understanding of how IDH3 carries out its 
barrier function. Upon depletion of the enzyme, the overall levels of the repressive chromatin 
marks H3K9 and H3K27 tri-methylation are decreased, thus making the chromatin accessible 
for binding of the fate-inducing transcription factor. However, further characterization of the 
genomic loci that change in terms of their accessibility and binding of fate-inducing factors by 
ATAC-seq, ChIP-seq and RNA-seq will provide a deeper understanding of cell fate protection 
and reprogramming mechanisms. In addition, more studies are needed to understand the exact 
role of TF HIF-1 and its downstream gene transcription pool to decipher the mechanisms that 
prime the cells towards reprogramming. 
 
Our analysis of the metabolome of worms with depleted IDHA-1 revealed a number of 
metabolic changes. Strikingly however, levels of most of the TCA cycle metabolites including 
IDH3 product a-KG were not altered. We identified that the cells use glutamine anaplerosis 
pathway in order to bypass the block in the TCA cycle caused by the depletion of IDH3, and 
thereby keep the cycle functional. However, the question of how this alternative use of energy 
affects the cell fate protection still remains. Glucose tracing studies identified that TCA cycle 
is the preferred pathway of cellular metabolism utilized upon IDH3 depletion, whereas 
glycolysis is reduced. Further metabolic flux studies will shed light on possible alternative 
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pathways that enable this rewiring of cellular metabolism; and to determine their effects in 
priming the cells for reprogramming in this context.  
 
The IDH3 depletion mediated germ cell reprogramming is not cell-autonomous. We 
identified the somatic gonadal sheath cells as contributors to the phenotype. However, the exact 
nature of this communication between the two tissues remains to be explored. In addition, our 
identification of the glucose transporter in the reprogramming of the germ cells provides a 
possible candidate that could be responsible for additional signaling between tissues in order 
to compensate the effects of IDH3 depletion, but needs to be studied in further detail. 
 
This identification of the non-cell autonomous nature of the IDH depletion-mediated 
germ cell reprogramming highlights the importance of using an in vivo system to study 
reprogramming barriers. It also serves to emphasize C. elegans as a powerful model organism 
to study biological questions and processes within the context of the dynamics displayed by 
multicellular organisms including complex inter-tissue communications and compensatory 
mechanisms. 
 
In a broader context, the identification of a mitochondrial enzyme as a cell fate 
safeguarding factor provides insight into the relatively lesser-known role of mitochondria and 
metabolism in the fate maintenance. As shown previously for programmed cell death and RNA 
interference, this knowledge of mechanisms that act as roadblocks for cell identity changes 
studied in C.elegans could be translatable to human cells; and can have important implications 








The details of the chemicals, regents and kits used are given in the relevant section.  
The equipment used was purchased from Bio-Rad Laboratories, Thermo Fisher Scientific and 
Eppendorf, unless stated otherwise.  
Ultra pure water was produced using Millipore Super-Q System.  
Sanger sequencing and oligonucleotide synthesis was performed by Eurofins Genomics, 
Ebersberg.  
Repair templates for CRISPR were synthesized from Integrated DNA Technologies (IDT). 
Genome-wide C. elegans RNAi collection (Ahringer) was purchased from Source BioScience.  
 
4.1 C. elegans strains used in the study 
 
Table 4.1 Worm strains generated by crossing 
 
Name Genotype 
N2  C. elegans wildtype variant Bristol 
BAT028 otIs305 (hsp::che-1::3xHA) V; ntIs1 (gcy-5::GFP) V 
BAT326 otIs263 [ceh-36p::tagRFP]; otIs305 [hsp::che-1::3xHA]; ntIs1 [gcy-5::GFP] 
V 
BAT527 otIs355 [rab-3::NLS::TagRFP]; otIs305 [hsp-16.2p::che-1::3xHA, rol-
6(su1006)] ntIs1 [gcy-5p::GFP, lin-15(+)] V. 
BAT522 otIs305 [hsp::che-1::3xHA] ntIs1 [gcy-5::GFP] V.; otis393 [ift-
20::NLS::tagRFP] 
BAT684 juIs8 [unc-25::GFP]; barEx147 [hsp-16.2/4::unc-30] 
BAT068 otEX4945 [hs:hlh-1, rol-6]; mgIs25 [unc-97::gfp] 
BAT770 otIs305[hsp16-2p::che-1::3xHA::BLRP + rol-6(su1006)] ntIs1[gcy-5p::GFP 
+ lin-15(+)] hif-1(ia4) V 
BAT1897 jmjd-3.3(tm3104; otIs305 (hsp::che-1::3xHA) V; ntIs1 (gcy-5::GFP) V 
BAT1898 jmjd-4(tm965); otIs305 (hsp::che-1::3xHA) V; ntIs1 (gcy-5::GFP) V 
BAT1987 jmjd-3.3 mutant (CRISPR KO) X; otIs305 (hsp::che-1::3xHA) V; ntIs1 (gcy-
5::GFP) V 
BAT1992 jmjd-4 mutant (CRISPR KO) X; otIs305 (hsp::che-1::3xHA) V; ntIs1 (gcy-
5::GFP) V 
BAT1812 glp-4(bn4); otIs305 [hsp-16.2p::che-1::3xHA::BLRP + rol-6(su1006)] 
BAT058 otIs305 ntIs1; rrf-1 
BAT2052 ppw-1(pk1425) I; otIs305 (hsp::che-1::3xHA) V; ntIs1 (gcy-5::GFP) V 
BAT1994 ieSi57 [eft-3p::TIR1::mRuby::unc-54 3'UTR + Cbr-unc-119(+)] II; otIs305 
(hsp::che-1::3xHA) V; ntIs1 (gcy-5::GFP) V; barSi30 (idha-1::AID 
degron::3xHA I) 
BAT1995 ieSi38 [sun-1p::TIR1::mRuby::sun-1 3'UTR + Cbr-unc-119(+)] IV. otIs305 
(hsp::che-1::3xHA) V; ntIs1 (gcy-5::GFP) V; barSi30 (idha-1::AID 
degron::3xHA I) 
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BAT1997 ieSi61 [ges-1p::TIR1::mRuby::unc-54 3'UTR + Cbr-unc-119(+)] II; otIs305 




barSi41[lim-7 prom::TIR-1:mRuby:unc-54 3'UTR, unc-18(+)] II rol-6, 
otIs305(hsp-prom-che-1::FLAG); ntIS1 (gcy-5prom::gfp), barSi30 (idha-
1::AID degron::3xHA I) 
  
BAT483 ogt-1(ok430) III; ntIs1 [gcy-5p::GFP, lin-15(+)] otIs305 [hsp-16.2p::che-
1::3xHA, rol-6(su1006)] V. 
 
 
Table 4.2 Worm strains generated by CRISPR 
 
Strain name Genotype Purpose 
BAT1971 idha-1(barSi25[idha-1::3xHA]) I Tagged IDHA-1 
BAT1984 barSi28 (jmjd-3.3) JMJD-3.3 mutant 
BAT1985 barSi29 JMJD-4 mutant 
BAT1986 barSi30 (idha-1::AID degron::3xHA I) IDHA-1 tagged with Degron 
BAT1944 idhg-1(barSi24[idhg-1::3xFLAG]) III Tagged IDHG-1 
BAT2149 F14E5.1.1::aptamer Aptazyme tagged F14E5.1.1 
 
 
4.2 Bacterial Strains used in the study 
 
Table 4.3 Bacterial strains 
 
Strain Genotype Purpose 
Escherichia coli: OP50  uracil auxotroph E. coli bacteria  Food source for C.elegans  
Escherichia coli: 
MACH1  
F– Φ80lacZΔM15 ΔlacX74 
hsdR(rK–, mK+) ΔrecA1398 





F-, mcrA, mcrB, IN(rrnD-rrnE)1, 
rnc14::Tn10(DE3 lysogen: 
lavUV5 promoter -T7 polymerase  
Transformation into RNAi 
bacteria (express dsRNA)  
Escherichia coli: HB101  
 
F- mcrB mrr hsdS20(rB- mB-) 
recA13 leuB6 ara-14 proA2 lacY1 
galK2 xyl-5 mtl-1 rpsL20(SmR) 
glnV44 λ-  






Table 4.4 List of oligos used for genotyping 
 
Name Sequence Application 
hif-1_F TCGCTCTTTTTAGACACAAC
TC 
To genotype hif-1(ia4) mutation 




To genotype hif-1(ia4) mutation 




To genotype ppw-1(pk1425) 
mutation 
TIR1_F GTCTCCATGGGATGCCCAAA To genotype TIR1 
TIR1_R CTTACGGAGGGAGTCGCATC To genotype TIR1 












To genotype jmjd-3.3(tm3104) 
mutation 
jmjd-3.3_M_R TGTCCAAGCCCGCGAATAAT To genotype jmjd-3.3(tm3104) 
mutation 
jmjd-4_M_F GTCATCCACAAACCCCGACT To genotype jmjd-4(tm965) 
mutation 






























To genotype idha-1 CRISPR 
insertion 























































To genotype hif-1 CRISPR 
insertion 
 
Table 4.5 List of oligos used for cloning 




Plim-7_TIR1_primer2 tcttttgcatTTTTTCTACCGGTACCCTC Gibson cloning 















Table 4.6 List of sgRNAs and their sequences 
 
Targeted Gene sgRNA name Sequence 
idha-1 gBT19 gagcattgagcatttattcg 
idha-1 gBT20 gtattcgaggtctttaacac 
idhg-1 gBT7 gaaattagacacggtagttg 
jmjd-3.3 gBT22 gaacagtaactgaaagatta 
jmjd-3.3 gBT23 gagacacacgattaacgaat 
jmjd-4 gBT28 gtcgatggatcagaaattcg 
jmjd-4 gBT29 gaaaattcctgggaaaaaat 
4.5 Antibodies 
Table 4.7 Primary antibodies used in the study  
 
    Name Target/Type Species Company 
PA2 Anti-FLAG mono; mouse Sigma – Aldrich 
PA8 Anti-trimethyl-Histone H3K27 poly; rabbit Millipore 
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PA9 Anti H3K27me3  mono; mouse Dr. Hiroshi Kimura; 
Graduate School of 
Frontier Biosciences 
Osaka University 
PA20 anti-alpha-Tubulin mouse; mono Sigma 
PA23 anti-HA-HRP Rat Roche 
PA24 anti-H3K9me3 poly; rabbit Abcam 
PA45 Anti-Histone H3 ab1791 poly; rabbit Abcam 
PA47 Anti-Histone H3K4me3 ab8580  poly; rabbit  Abcam 
PA48 Anti-Histone H3 (acetyl K9) poly; rabbit  Abcam 
PA49 Anti-Histone H3 (acetyl K14) 
ab52946 
mono; rabbit Abcam 
PA54 Anti-lin-53 C-term Tier 1 mono; giunea pig Pineda 
 
PA82 RIM-s mono; mouse  Hybridoma Bank 
PA165 anti-14-3-3 (H-8) sc-1657 mono;mouse  
PA117 !-H2A.Z #8 (HTZ-1) poly; mouse Bill Kelly lab 
PA132 GFP antibody-NB600-308 poly; rabbit Novus bio 
PA179 Anti-HA High Affinity rat/mono Roche 
Table 4.8 Secondary antibodies used in the study  
 
Name Target/Type Species Company 
SA2 IgG-HRP anti-mouse   Santa Cruz  
SA4 IgG-HRP anti-rabbit  Santa Cruz  
SA7 AlexaFluor488 anti-mouse  Mol. Probes  
SA8 AlexaFluor488 anti-rabbit  Mol. Probes  
SA9 AlexaFluor568 anti-rabbit  Mol. Probes  
SA10 AlexaFluor568 anti-mouse  Mol. Probes  
SA11 AlexaFluor488 Anti-Guinea pig Mol. Probes  
SA12 AlexaFluor568 Anti-Guinea pig Mol. Probes  
 
4.6 smFISH probes   
Table 4.9 smFISH probes used in the study     

























































































































































































































































































Table 4.10 Kits used in the study 
Name Company 
Expand Long Template PCR System Roche 
GeneJET PCR Purification Kit GeneJET PCR Purification Kit 
MinElute Gel Extraction Kit (50) Qiagen  
Zymo DNA Clean & ConcentratorTM-5  Zymo 
Nextera DNA Library Preparation Kit (24 
reactions)  
Illumina  
GeneJET RNA Cleanup and concentration 
MicroKit  
Thermo Scientific  
TruSeq RNA Sample Preparation Kit v2 Set A  Illumina  
HiPure Plasmid Midiprep Kit Invitrogen  
Invisorb Spin Plasmid Mini Two Stratec molecular  
NucleoBond Xtra Midi Macherey-Nagel  






Table 4.11 Plasmids used in the study 
 
Plasmid name Genotype 
pLZ31 pCFJ151_Peft-3prom::TIR1::linker::mRuby::unc-54 3'UTR 
pGC361 lim-7prom::mCherry 
dBT825 L4440 with idha-1 & jmjd-3.3 target sequence 
dBT827 L4440 with idha-1 & jmjd-4 target sequence 
dBT829 L4440 with idha-1 & Rluc target sequence 
dBT865 lim-7 prom::TIR-1:mRuby:unc-54 3'UTR in dBT384 
pCFJ151  ttTi5605 targeting region 
 
 
4.9 Repair templates for CRISPR 
 





























































































4.10 Chemicals and reagents 
Table 4.13 Chemicals and reagents used in the study 
Name of chemical Company 
2-Mercaptoethanol Carl Roth GmbH + Co. KG 
2-Propanol Sigma Aldrich 
Acetic acid Carl Roth GmbH + Co. KG 
Acetone Sigma Aldrich  
Agar-Agar, Kobe I Kobe I Carl Roth GmbH + Co. KG 
Agarose NEEO Ultra-Quality Roti®garose R Carl Roth GmbH + Co. KG 
Alpha ketogluterate Sigma 
Ammonium peroxydisulphate ≥98 %, p.a., ACS Carl Roth GmbH + Co. KG 
Amphotericin B (Fungizone) USBiological 
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Bacto Peptone, BD Difco A. Hartenstein GmbH 
Boric acid ≥99,8 %, p.a., ACS, ISO Carl Roth GmbH + Co. KG 
Bovine Serum Albumin Sigma Aldrich 
Calcium chloride, Dihydrate Carl Roth GmbH + Co. KG 
Chloroform Carl Roth GmbH + Co. KG 
Cholesterol Carl Roth GmbH + Co. KG 
Citrate Sigma Aldrich 
Dipotassium phosphate Carl Roth GmbH + Co. KG 
DMSO  Carl Roth GmbH + Co. KG 
EDTA (Ethylenediaminetetraacetic acid) Carl Roth GmbH + Co. KG 
EGTA (ethylene glycol-bis(β-aminoethyl ether)-
N,N,N′,N′-tetraacetic acid 
Carl Roth GmbH + Co. KG 
Ethanol unvergällt 99% MDC 
Ethanol vergällt 99% MDC 
Ethidium bromide (EtBr) Carl Roth GmbH + Co. KG 
Floxuridine (5-fluorodeoxyuridine) Abcam 
Formaldehyde 37 % p.A. Sigma Aldrich 
Fumaric acid Sigma Aldrich 
Gelatin Carl Roth GmbH + Co. KG 
Gelatine 2% solution from bovine skin cell Sigma Aldrich 
Glucose Carl Roth GmbH + Co. KG 
Glycerol 98% Carl Roth GmbH + Co. KG 
Glycin PUFFERAN® Carl Roth GmbH + Co. KG 
HEPES Buffer Applichem 
Hydrochloric acid 37 % Carl Roth GmbH + Co. KG 
Hydrogen Peroxide 30 % p.A. Carl Roth GmbH + Co. KG 
Hydroxyurea 98 % Sigma Aldrich 
Indole-3-acetic acid, 98+% (Auxin) Alfa Aesar 
 
IPTG Carl Roth GmbH + Co. KG 
IS Mounting medium Dianova 
IS Mounting medium (DAPI) Dianova 
L- Malic acid Th. Geyer 
L-Glutamine Fischer Scientific 
LB-Agar (Luria/Miller) Carl Roth GmbH + Co. KG 
LB-Medium (Luria/Miller) Carl Roth GmbH + Co. KG 
Magnesium chloride hexahydrate Carl Roth GmbH + Co. KG 
Magnesium sulphate  Carl Roth GmbH + Co. KG 
Methanol Carl Roth GmbH + Co. KG 
Polyvinylpyrrolindone Sigma Aldrich 
Potassium chloride Carl Roth GmbH + Co.KG 
RNase A Invitrogen 
RNase away M&P Molecular Bio Products 
Rotiphorese Gel 30 (37,5:1) Carl Roth GmbH + Co. KG 
Sodium acetate Carl Roth GmbH + Co. KG 
Sodium azide Fluka-Sigma 
Sodium chloride Carl Roth GmbH + Co. KG 
Sodium deoxycholate Applichem 
Sodium dodecyl sulfate Carl Roth GmbH + Co. KG 
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Sodium hydroxide solution 4 N Carl Roth GmbH + Co. KG 
Sodium hypochlorite solution Carl Roth GmbH + Co. KG 
Spermidine Sigma Aldrich 
Succinic acid Sigma Aldrich 
TEMED 99% Carl Roth GmbH + Co. KG 
TRIS PUFFERAN® Carl Roth GmbH + Co. KG 
Triton® X-100  Sigma Aldrich 
Trizol® Reagent life technologies 















C. elegans strains were maintained on plates with Nematode Growth Medium (NGM) 
agar (3 g NaCl, 20 g Agar, 2,5 g Peptone for 1L ddH2O, supplemented with 5μg/mL 
Cholesterol, 1 mM MgSO4, 1 mM CaCl2, 25 mM K2PO4, 2.5 μg/mL Amphotericin B) and 
OP50 bacteria for food at 15 degrees as described before (Brenner, 1974). Temperature 
sensitive (ts) and strains containing heat shock promoter were kept exclusively at 15°C. Worms 
were transferred on fresh plate for maintenance every two weeks. Males occur in the population 
at a low frequency of 0.1%. In order to maintain males, hermaphrodites were cross fertilized 
with males of the same genotype every week. 
 
C. elegans strains used and generated in the study are listed in the table 4.1 and 4.2. 
 
5.1.2 Animal synchronization: 
 
Animals were synchronized by bleach treatment. Gravid adult worms were exposed to 
the bleaching solution containing 4% NaClO, 2M NaOH in ddH2O. Since worms are sensitive 
to the bleach, they burst open thereby releasing eggs. Eggs survive the bleach treatment due to 
the eggshell which protects the larvae. The egg pellet was obtained by centrifugation and was 
washed three times with M9 buffer (22 mM KH2PO4, 42 mM Na2HPO4, 86 mM NaCl, 1 mM 
MgSO4 in ddH2O) and the eggs were then place on fresh NGM plates seeded with OP50 
bacteria to hatch.  
 
5.1.3 Transgenic crossing 
 
C. elegans strains can be crossed together to obtain animals with genetic compositions 
of different strains together. For mating, 11 males and 3 hermaphrodites were places on a plate 
containing a drop of OP50 overnight. This restricts the animals to the limited space containing 
food and increase the probability of mating. Single hermaphrodites were then transferred to 
fresh plates and allowed to lay progeny. SuccessfµLmating was identified by occurrence of 50 
% male population in the F1 progeny. This heterozygous cross progeny was then singled and 
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the homozygous F2 progeny worms were identified by reported expression, roller phenotype 




For genotyping, 1-10 worms were places into 20 µL of lysis buffer (50 mM KCl, 10 
mM Tris pH 8.3, 2,5 mM MgCl2, 0,45% Tween20 (v/v), 0,01% Gelatin (v/v) in ddH2O) 
containing 1 mg/mL of proteinase K. Worms were then freeze cracked by placing at -80°C for 
an hour in order to break the cuticle. The tubes containing the worms were then placed in the 
thermocycler for 1 hour at 65 degrees followed by an inactivation of the proteinase K for 30 
min at 95°C. The lysate thus obtained was stored at -20°C until further used, or 1-2 µL was 




In order to identify the presence of a mutation or transgenic sequence after crossing, 
CRISPR injection or transgenesis, genotyping of the worms was performed. 1-2 µL of the 
worm lysate was used as a template in the PCR reaction using Mango Taq (Bioline), Expand 
long template (Roche) or Taq Polymerase (NEB). Deletions and insertions were detected by 
the difference in size of the PCR band compared to the wildtype control. Sequences of 
insertions and point mutations were confirmed by Sanger sequencing.  N2 worms were used as 
the wild type control for CRISPR and transgenic genotyping.  
 
Details of the primers used for genotyping are given in table 4.4. 
 
5.1.6 RNAi treatment 
 
For RNAi knockdown of genes, animals were grown on NGM agar plates containing 
1mM IPTG and 50 μg/mL Carbenicilin. These plates were seeded with RNAi bacteria grown 
overnight at 37 degrees from Ahringer library (Source Bioscience) (Kamath et al., 2003). For 
negative control, RNAi against Renilla luciferase (Rluc) was used. 
 
For P0 experiments, worms were bleached and eggs were placed onto the RNAi plates 
and grown at 15 °C until most of the P0 animals reached L4 stage. At this stage, the plates were 
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heat shocked 37°C for 30 min followed by an overnight incubation at 25°C as described before 
(Seelk et al., 2016). The following day, animals were screened for ectopic GFP under a 
dissecting scope. 
 
For F1 RNAi treatment, worms were synchronized by bleaching and allowed to hatch 
and reach L4 stage at normal food. They were then transferred to the RNAi plates and gown at 
15°C until most of the F1 progeny reached L4 stage. The plates were then heat shocked at 37°C 
for 30 minutes and transferred to 25°C incubator overnight as described above. Animals were 
then screened for ectopic GFP under a dissection scope the following day. Unless stated 
otherwise, all reprogramming experiments were carried out with F1 RNAi. 
 
For double RNAi, bacterial cultures were grown overnight and OD600 was measured 
to ensure that the bacteria were mixed in 1:1 ratio. These cultures were then seeded onto the 
RNAi plates. For double RNAi experiments, mixed cultures of Rluc and the gene of interest 
were used as a control. 
 
5.1.7 Metabolite and Auxin Feeding 
 
For the metabolite and Auxin feeding, 400mM stock solution was prepared and diluted 
into the NGM agar. PH of the MGM media was adjusted to 6 as described by Chin et al., (2014) 
and Edwards et al., (2015). The plates were then seeded with RNAi bacteria and the worms 
were subjected to the F1 RNAi as described. 
 
5.1.8 Generation of CRISPR alleles 
 
Mutants and tagged versions of genes listed in table 4.2 were generated by CRISPR. 
For this, a mixture of the sgRNAs, Cas9 protein, DNA sequence with homology arms to the 
site of insertion, and plasmid containing a florescent marker (myo-2:RFP) was injected in the 
animals as described by Dokshin et al, (2018). F1 progeny was then screened for the RFP in 
the pharynx and genotyped for the presence of mutation as described before (Arribere et al., 
2014). Positive animals were homozygoused by singling and the sequence of the inserted 
sequence was confirmed by Sanger sequencing.  
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5.1.9 Dissection of C. elegans gonads 
 
To perform gonad specific ATAC-seq, gonads of adult worms were dissected. Animals 
were washed off from the plates and washed three times with M9 to get rid of the bacteria. The 
worms were then placed on a glass coverslip in a drop of gonad buffer (118 mM NaCl, 48 mM 
KCl, 2 mM CaCl2, 2 mM MgCl2, 10 mM HEPES in ddH2O, pH 7.3) supplemented with 0.1% 
Tween20 and 0.25 mM levamisole and the gonad dissection was carried out as described before 
(Memar et al., 2017). The heads of the worms were cut off near the pharynx using two 26 G 
hypodermic needles (Sterican). This resulted in the extrusion of the gonad arms. The gonads 
were then transferred to a 1.5 ml tube and processed.  
 
5.1.10 Freezing worms for long-term storage 
 
Worms can be stored for long term by freezing L1 larvae at -80°C as described by 
Brenner et al., (1974). For freezing the worms for long term storage, worms were grown on 
NGM plates until a lot of L1 larvae were found. The worms were the washed off the plates 
with M9 and washed three times with the M9 buffer to remove the bacteria. After the washing, 
the worms were then resuspended in 1 ml M9 and freezing solution (100 mM NaCl; 20 mM 
KH2PO4 (pH 6); 4 % glycerol (v/v) and 300 mM MgSO4) was added in 1:1 ratio. The solution 
containing worms were then transferred to CryoTubes and frozen at -80°C in Styrofoam boxes 
to freeze slowly. One tube of the frozen stock was thawed and tested for the worm survival 














5.2 Biochemical methods 
5.2.1 DNA isolation 
Invisorb plasmid mini kit (Stratec) was used according to manufacturer’s instructions 
to isolate DNA for molecular cloning and other applications. In order to obtain high quality 
DNA for injections of transgenes into the animals, HiPure Plasmid Midiprep Kit (Invitrogen) 
was used according to manufacturer’s instructions.  
5.2.2 RNA isolation 
Whole transcriptome sequencing was carried out on the worms to analyze changes in 
the gene expression. For this, a pellet of 100 µL of F1 generation of worms grown on RNAi 
was collected at the L4 stage. Guanidinium thiocyanate-phenol-chloroform extraction method 
was used to isolate the RNA (Chomczynski and Sacchi, 1987). Addition of chloroform in the 
worm sample suspended in TRIzol® (Life Technologies) results in the separation of phases 
consisting of an aqueous phase containing RNA, an inter phase and an organic phase containing 
DNA and proteins. RNA is extracted from the aqueous phase by isopropanol. 
 
In brief, worms were harvested into the 1.5 ml tubes. The collected worms were washed 
three times with M9 to remove bacteria and TRIzol® was added in the washed worm pellet to 
make the volume of 500 µL in total. The sample was then frozen in the liquid nitrogen for 15 
minutes to crack the cuticle followed by incubation for 15 minutes at 65°C to inactivate 
nucleases. The sample containing tubes were then incubated for 5 minutes at room temperature 
and chloroform was added followed by vortexing and centrifugation for 15 minutes at 13.000 
g at 4°C. This resulted in the separation of the phases. The aqueous phase containing the RNA 
was separated and isopropanol was added to precipitate it. The sample was incubated for 10 
minutes at -20 degrees, and centrifuged for sixty minutes at 13.000 g at 4 degrees to pellet the 
RNA. The RNA was washed with 1ml of ice cold 75 % ethanol and centrifuged again for 10 
minutes at 13.000 g at 4 degrees. The dry RNA pellet was dissolved in nuclease-free ddH2O. 
The sample was treated with DNAses for 30 minutes to remove any DNA contamination, and 
GeneJET RNA Cleanup and Concentration Micro Kit (ThermoFisher Scientific) was used 
according to the manufacturers protocol to purify the RNA. Agilent 2100 Bioanalyzer (Agilent) 
was used to measure the final RNA concentration.  
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5.2.3 cDNA synthesis 
GoScript Reverse Transcriptase (Promega) was used according to the manufacturers 
instructions to synthesize the cDNA  using the oligo dT primers that bind to the poly-A-tail of 
RNA. Briefly, 1 μg of RNA, 1 μL of oligo dT primer and 2 μL of random hexamer primer were 
added together to make a final volume of 5 ul. The tube containing the mixture was incubated 
for 5 minutes at 70°C and 5 minutes at 4°C to remove the secondary structures in the RNA. 
This was followed by the addition of 1 μL of 0.5 mM dNTps, 1 μL of GoScript Reverse 
Transcriptase, 4 μL of 5x GoScript reaction buffer and 1.5 μL of 1.74 mM MgCl2. The mixture 
was incubated for 10 minutes at 25°C for annealing and 60 minutes at 42°C for extension. This 
was followed by an incubation at 70°C for 15 minutes to denature the reverse transcriptase.  
The cDNA synthesis was performed by Mr. Sergej Herzog. 
5.2.4 Worm protein lysates  
Whole cell protein extraction was done on the animal samples for analysis by western 
blotting. For this, animals were treated with RNAi and F1 generation was collected at L4 stage 
by washing off with M9. The worm pellet was washed with M9 three times to remove bacteria 
and 5XSDS sample buffer (10% w/v SDS, 10 mM dithiothreitol (DTT), 20% v/v glycerol, 0,2 
M Tris-HCl pH 6.8, 0,05% w/v bromophenolblue) was added to the worms. This treatment 
with SDS leads to a denaturation of proteins, disables protein-protein-interactions and confers 
a negative charge. The samples were then incubated at 96°C for 10 minutes and stored at -20 
degrees.   
5.2.5 SDS polyacrylamide gel electrophoresis  
The protein lysate samples were separated by SDS polyacrylamide gel electrophoresis 
(SDS-PAGE). The samples were loaded in 4–20% Mini-PROTEAN Precast Protein Gels 
(BioRad) and the separation was carried out in a vertical Mini-PROTEAN Tetra 
Electrophoresis system (BioRad) containing using 1x SDS Running buffer (24,8 mM Tris-HCl, 
192 mM Glycin, 0,01 % SDS (w/v)). 10 mA current was applied per gel until the samples ran 
from stacking gel to the separating gel and was increased to 20 mA per gel afterwards. 
PageRuler Plus Prestained protein ladder (Thermo Scientific) was used as a marker.  
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5.2.6 Western Blot 
The proteins separated by the SDS-PAGE were transferred to the nitrocellulose 
membrane for immunological detection by antibodies. For this, wet blotting chambers were 
used containing the Tankblot transfer buffer (25 mM Tris, 192 mM glycine pH 8.3, 20% 
MeOH) at 100 V constant for 60 minutes.  
 
The nitrocellulose membrane was then blocked in 3% BSA in 1xTBST (25 mM Tris 
pH 7.5, 150 mM NaCl, 0.1% v/v Tween20) for 1 hour at room temperature with gentle shaking. 
After blocking, the membrane was incubated with primary antibodies for 4 hours at room 
temperature or overnight at 4°C. The membrane was washed three times for 15 minutes with 
the washing buffer (1xTBST). This was followed by the incubation with the secondary 
antibody linked to HRP for 1 hour at room temperature. The antibody-antigen complexes were 
detected using the Lumi-Light Western Blotting substrate (Roche Applied Science) according 
to the manufacturers instruction. The detection was done at the Luminescent Image Analyzer 
(GE Heathcare) with the ImageQuant LAS4000 software. Primary antibodies coupled to 
peroxidase-coupled were washed 3x for 10 min in wash buffer and immediately detected as 
described above.  
 
Antibodies used in this study are listed in table 4.7 and 4.8. 
5.2.7 Antibody staining 
For detection of FLAG and UNC-10 in whole worms, animals were fixed and 
permeabilized according the method described by Bettinger et al., (1996). Briefly, animals 
were washed off with M9 and resuspended in RFB (160 mM KCl, 40 mM NaCl, 20 mM EGTA, 
10 mM Spermidine) supplemented with 2% formaldehyde followed by three freeze-thaw 
cycles. The samples were then incubated for 30 minutes at 25°C and washed with TTE (100 
mM Tris pH 7.4, 1 % Triton, 1mM EDTA). This was followed by incubation in TTE 
supplemented with 1% beta-Mercaptoethanol for 4 hours at 37 °C. The samples were then 
washed with BO3 buffer (10 mM H3BO3, 10 mM NaOH, 2 % Triton) and incubated with BO3 
buffer supplemented with 10 mM DTT for 15 minutes at 37°C. This was followed by another 
was with the BO3 buffer after which the samples were added with BO3 buffer supplemented 
with 0.3 % H2O2 and incubated for 15 minutes at 25°C. The sample was then washed again 
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with BO3 and blocked with 0.2 % gelatin + 0.25 % Triton in PBS for one hour and stained 
with antibodies.  
Worms were incubated with primary antibodies (diluted in PBS with 0,25 % Triton + 
0,2 % gelatin) overnight at 4°C with gentle shaking. This was followed by washing for five 
times with PBS + 0.25 % Triton and addition of secondary antibodies (Alexa Fluor dyes at 
1:1500 dilution) in PBS with 0,25 % Triton + 0,2 % gelatin and incubation overnight at 4°C 
with gentle shaking. Samples were washed five times with PBS + 0.25 % Triton and mounted 
on glass slides with DAPI-containing mounting medium (Dianove, #CR-3448).     
                                         
For HA, anti-H3K4me3, anti-H3K9me3 and anti-H3K27me3 stainings, worms were 
sheared by slide crack and processed as described before (Jones et al., 1996). Briefly, Glass 
slides were placed on metal tray on dry ice. Drop of worms suspended in M9 were pipetted 
onto the slide and another slide was placed on top of it. The two slides were then split apart 
placed in 4% paraformaldehyde (Methanol for HA) solution for 10 minutes for fixation. This 
was followed by washing with PBST (0.1% Tween20 in 1xPBS) 3 times. The samples were 
then blocked with 0.2% gelatin in PBST for 1 hour and stained with primary and secondary 
antibodies as described above.  
 
Antibodies used in this study are listed in table 4.7 and 4.8. 
5.2.8 Single molecule florescence in situ hybridization (smFISH): 
smFISH was performed using Custom Stellaris FISH probes, purchased from Biosearch 
Technologies and the staining was done according to the manufacturers protocol. Briefly, 
worms were treated with idha-1 and control RNAi and washed off the plates with M9. This 
was followed by five washing steps with nuclease free water. The animals were then fixed in 
4% PFA for 45 minutes. After fixation, the worms were washed with 1xPBS treated with DEPc 
twice and permeabilized by rotating in 70% EtOH overnight at 4°C. The worms were then 
washed with Wash buffer (2 mL deionized formamide, 2 mL 20x SSC (RNase-free), 100 
µLTriton X-100, 16 mL DEPC-treated nuclease-free H2O) and resuspended in Hybridization 
buffer containing the probe (125 µLof 20% dextran sulfate, , 25 µLdeionized formamide, 37.5 
µLEthylene Carbonate, H2O up to 50 uL) and incubated in the dark at 37°C for 16 hours. After 
incubation, the worms were washed with Wash buffer in the dark at 37°C for 30 minutes. This 
was followed by a 30 min incubation with DAPI to counterstain the nuclei. After 
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counterstaining, worms were resuspended in a small drop of Vectashield Mounting Medium 
and mounted on glass slides.  
Sequences of all the smFISH probes used are listed in table 4.9.  
5.2.9 Fluorescent microscopy  
 
Worms were imaged with using Zeiss Axio Imager 2 fluorescent microscope connected 
to a digital camera (Sensicam, PCO) and Fluorescent Microscope DM6B (Leica). Animals 
were mounted on 2 % agarose pads on glass slides in M9 containing 20 mM tetramisole to 
anesthetize.  
5.2.10 Metabolomic analysis of the worms 
 
The analysis of the metabolome was carried out in collaboration with the Kempa 
laboratory at the BIMSB. Jenny Grobe supported the sample preparation and carried out the 
measurement at the GC-MS and Tobias Opialla performed the analysis.  
 
Gas-chromatography coupled to mass spectrometry (GC-MS) was used for the 
metabolomic analysis. Ident-mixes for the identification were added to the samples during 
processing. Quant mixes were added in the dilution of 1:1, 1:2, 1:5, 1:10, 1:20, 1:50, 1:100, 
1:200 for the quantification of the identified compounds (Pietzke et al., 2014).  
 
5.2.10.1 Sample preparation for metabolomics 
 
Worm strains with the endogenously tagged idha-1 with 3xHA were subjected to F1 
and P0 RNAi, and 15 mM fumarate feeding. Animals were collected at L4 stage and washed 3 
times with M9 to remove the bacteria. After this, the worm pellet was weighed and flash frozen 
in liquid nitrogen. For the analysis, worm pellet of up to 50 mg was used.  
 
Sample extraction was performed by adding methanol:chloroform:water (5:2:1, MCW) 
of 1 mL per 50 mg of sample. The worm sample was then transferred to a new tube containing 
silica beads and was lysed mechanically by tissue lyser. at 6.500 m/s, 2x20 sec ON, 5 sec OFF 
for three times. This was followed by sonication for 10 min in an ultrasound bath. After 
sonication, the supernatant was taken off and the left over MCW (x – 500 µL) was added, 
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vortexed and shortly incubated on dry ice. The samples were then shaken for 15 minutes, 
centrifuged for 1400 rpm at 4°C and 0.5 volume of water was added for phase separation. After 
this, the samples were vortexed and shaken for 15 min, at 1400 rpm at 4 °C. Vortexing was 
repeated and the sample was centrifuged at 20,000 g, 4°C for 10 min to ensure phase separation. 
The polar phase at the top was collected and dried in speed vacuum overnight. This was 
followed by derivatization and the Kempa lab used a slightly modified protocol from Roessner-
Tunali et al., (2003) as indicated in Kempa et al. (2009). Briefly, 10 µL of 40 mg/mL 
methoxyamine hydrochloride (MeOx) solution in pyridine is added and incubated for 90 min 
at 30 °C with shaking. 30 µL N-Methyl-N-(trimethylsilyl) trifluoroacetamide (MSTFA) spiked 
with alkanes as retention index markers is then added to the sample and incubated 60 min at 
37 °C. The samples were then centrifuged for 10 minutes at room temperature at 20,000 g and 
transferred to the glass vials for the GC-MS analysis.  
 
The GC-MS measurement was carried out by Jenny Grobe and Tobias Opialla using a 
standard procedure established in the Kempa laboratory (Pietzke et al., 2014). The data analysis 




















5.3 Molecular biology methods 
5.3.1 Molecular Cloning 
In order to make plasmids for RNAi against two genes simultaneously (Stitched RNAi), 
the sequence of the gene was amplified from an existing RNAi plasmid using PCR. To remove 
unwanted nucleotides, salts and primers from the PCR product, GeneJET PCR purification kit 
(Thermo Scientific) was used to purify it. This gene sequence was then cloned into the RNAi 
plasmid containing the other gene using Gibson Assembly (Gibson et al., 2009). The correctly 
cloned plasmid was identified by Sanger sequencing. This plasmid was then transformed in 
competent HT115 E. coli bacterial strain.  
Details of the bacterial strain are described in detail in table 4.3. 
To generate the strain containing TIR1 expressed under the somatic gonad specific 
promoter (lim-7prom::TIR1::mRuby), the promoter sequence of lim-7 was amplified from the 
plasmid pGC361 (from Hubbard Lab) and TIR1::mRuby::unc-54 3’UTR sequence was 
amplified from pLZ31 (from Addgene). The two fragments were cloned into the plasmid 
pCFJ151 (restricted with Spe1/Xho1) for MosSCI (single copy) integration. The correct 
plasmid was identified by Sanger sequencing and transformed into competent Mach1 cells and 
allowed to from colonies. The plasmid was purified from the bacteria using NucleoBond Xtra 
MidiPrep Kit (Macherey-Nagel) and was then injected into worm strain EG8079 for single 
copy insertion by MosSCI (Frokjaer-Jensen et al., 2008).  
 
Details of the primers used for cloning are given in table 4.5. 
5.3.2 Whole Transcriptome Sequencing (RNA-seq) 
RNA for transcriptome analysis was isolated from wildtype and glp-4 (bn2) animals 
treated with control and idha-1 P0 RNAi as described above.  
The library preparation was done using the TruSeq RNA Library Prep Kit v2 (Illumina) 
according to the manufacturer’s instructions. The protocol consisted of fragmentation, end-
repair, phosphorylation of the 5’ ends and A-tailing of the 3’ ends to facilitate adapter ligation. 
Briefly, total RNA was extracted and purified and polyA selection was done using RNA-
purification beads. The RNA was then eluted in a step that involved priming for adapter ligation 
and fragmentation of RNA to pieces in 200-300 bp to make them suited for the range of the 
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read-length of the sequencer. This was followed by reverse transcription of the RNA into 
cDNA using SuperScriptII reverse transcriptase (Invitrogen). The cDNA fragments were made 
blunt and phosphorylated at the 5’ by incubation with an End Repair Mix (Illumina) at 30°C 
for 30 minutes. Free 3’ adenine was added to the cDNA to facilitate the ligation of adapters. 
These adapters provide the unique sequence for the later identification of the reads belonging 
to the same library in a pooled sample. This was followed by the amplification and purification 
of the libraries and was done according to the manufacturer’s instructions. Libraries were 
sequenced on a HiSeq4000 machine (Illumina) using single end sequencing length of a 75 
nucleotides. 
 
5.4 Computational Analysis 
 
5.4.1 Statistics 
Student’s t-test or one-way ANOVA was used for data analysis unless indicated 
otherwise. 
 
5.4.2 RNA-seq Analysis 
 
Analysis of the RNAseq data was done using the PiGx RNAseq pipeline version 0.0.10 
with the mapping part of the star aligner adjusted to account for a higher number of collapsed 
junctions and increased buffers size ("--limitOutSJcollapsed 20000000 --
limitIObufferSize=600000000") using genome assembly and transcript annotation data from 
Ensembl (Ricardo et al., 2018) (WBcel235, Release 97). 
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