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1. Introduction
Residual stress and plastic strain distributions in the machined
surface and subsurface are two key surface integrity parameters
used to evaluate the functional performance and life of compo-
nents [1]. Traditionally, much attention is paid to the experimental
measurement (quantiﬁcation) of residual stresses in machined
components, which is conﬁrmed by the large number of scientiﬁc
publications on residual stress distributions for a wide range of
work materials and cutting conditions (including tool geometry,
tool material and cooling conditions). So far, less attention has
been paid to the plastic strain distribution in the machined surface
and subsurface of components, which is mainly due to the lack of
scientiﬁc techniques suitable for measuring (quantifying) such
plastic strains. However, the rapid rise of new techniques based on
high-speed/high-resolution imaging devices opens new possibili-
ties for analysing not only the plastic strain but also the strain-rate
distributions generated in metal cutting. This information is very
useful for validating metal-cutting numerical models and to
understand the fundamental mechanisms of the plastic deforma-
tion of machined surfaces [2].
High-speed/high-resolution imaging techniques, such as the
Digital Imaging Correlation (DIC) and Particle Image Velocimetry
(PIV), are commonly used to measure the strain and strain-rate ﬁelds
generated in the chip formation process (primary and secondary
deformation zones) [3]. However, increased requirements in terms
of the complete characterisation of the machined surface integrity
have led to the application of such techniques to the analysis of the
residual plastic strain distribution in the machined surface and
subsurface, too. One example is the work performed by Guo et al. [4],
where the DIC technique was applied to study the deformation
history of the machined surface of brass and Oxygen Free High
Conductivity (OFHC) copper. It is worth noting that an extremely low
cutting speed (0.6 m/min) was used when compared to suitable
cutting speeds for machining this work material (around 120 m/
min). A conclusion of this study was that the magnitude of
equivalent plastic strain in the machined surface is identical to
that observed in the chip.
In this paper, residual plastic strain distributions in the
machined surface and subsurface, induced by the orthogonal
cutting of OFHC copper under practical machining conditions
(including high cutting speeds), were investigated using both
numerical modelling and experimental DIC techniques, including a
similar imaging device to that used by Hijazi and Madhavan [5].
The numerical results were ﬁnally compared to those obtained
experimentally in terms of forces, chip compression ratio, residual
plastic strain and hardness distributions.
2. Experimental and numerical procedures
2.1. Work material, cutting tools and cutting parameters
Orthogonal cutting tests on ﬂat specimens of OFHC copper
(annealed, average grain size of 50 mm and average hardness of
46 HB) with a size of 40 (L) mm  15 (H) mm  4 (W) mm were
performed in planing conﬁguration. The uncoated cemented
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Strain distributions in the machined surface and subsurface of OFHC copper workpieces were determined
experimentally and through numerical simulations. An experimental setup, comprising a double frame
camera and a pulsed laser, was developed to measure the displacement ﬁelds using the digital image
correlation (DIC) technique; strain distributions were then calculated. A numerical orthogonal cutting
model was also developed and applied in order to predict such distributions. Comparison between
simulated and measured results enabled an understanding of the fundamental mechanisms of plastic
deformation of the machined surface of OFHC copper.
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tungsten carbide cutting tools had an edge radius (rn) of 8  2 mm,
a ﬂank angle (a) of 108 and two rake angle values (g = 208 and 308). To
minimise lateral burr formation and its consequences on strain
distribution, a weak inclination angle (ls) of 28 was used in the
experiments. The cutting speed (vc) and width of cut (ap) were
maintained constant, equal to 90 m/min and 4 mm (ap = W),
respectively. In order to evaluate the inﬂuence of cutting conditions
on the strain distributions induced in the machined subsurface, three
values of uncut chip thickness (h) were used (0.05, 0.1 and 0.2 mm).
The combination of these h and g values enabled us to vary the
severity of the cutting process and its consequences on strain
distribution. Low temperature pressurised air (3  2 8C, 6 bar) was
applied to minimise the adhesion phenomenon between the tool and
the work material. For each set of cutting conditions, ﬁve tests were
performed.
2.2. Experimental set-up and parameters
The above-mentioned orthogonal cutting tests using a planing
conﬁguration were performed on a DMG DMC85V milling machine
(linear motor drive system), equipped with a specially-designed
experimental set-up for measuring the displacement ﬁelds on the
lateral specimen faces during cutting. The cutting speed was
applied to the tool (attached to the milling head), while the
workpiece was maintained static (attached to the milling table). A
LaVision Imager sCMOS double-frame camera (2560  2160 pixel
sensor with a dynamic range of 16 bits) and a Litron NS30-15
(Nd:YAG) dual-pulsed laser were used to capture the images used
afterwards for the Digital Image Correlation (DIC). Using a
Mitutoyo ML 10 telecentric lens, the ﬁeld of view size was
1.7 mm  1.4 mm, with a resolution of 0.66 mm/pixel. This
equipment enables image pairs to be captured with a frequency
of 15 Hz, precluding any continuous acquisition during cutting.
Therefore four image pairs (denoted P0, P1, P2 and P3) were
acquired for each test. Each pair contains two frames (f0 and f1),
with an inter-frame time of 15 ms. The acquisition procedure was
based on the following:
 Two pairs before the cutting test, denoted P0{f0, f1} and P1{f0,
f1}, allowing measurement uncertainties to be evaluated.
 One pair during the cutting test, denoted P2{f0, f1}, enabling the
chip formation to be analysed.
 One pair after the end of the cutting test, denoted P3{f0, f1}.
When DIC is performed between images P1f0 and P2f0, the total
strains induced by cutting can be measured. However, the
objective of the present research is to determine the residual
plastic strains in the workpiece after cutting. Therefore, DIC was
performed between images P1f0 and P3f0. The displacement ﬁelds
were measured using CorreliQ4 software [6], with an uncertainty of
around 0.16 mm (evaluated by DIC calculations performed using
images P0f0 and P1f0), or 8  103 in strain for an element size of
32 pixels. Then the residual plastic strain components (exx, eyy, exy
and eyx) and the equivalent (von Mises) residual plastic strain (eeq)
distributions were calculated. A Kistler 9119AA2 dynamometer,
with a 5019A charge ampliﬁer, was also used to measure the
forces.
Before the orthogonal cutting tests, the lateral specimen faces
under observation by the camera were blasted with glass micro-
beads, and all the specimens were annealed (450 8C during 2 h). As
a consequence, a surface roughness suitable for DIC was obtained,
corresponding to Sa, Spd and Spc equal to 2.24 mm, 401 peaks/mm
2
and 358 mm1, respectively. These parameters were measured
using a Veeco Wyko NT1100 interferometer.
2.3. Numerical models and parameters
A numerical model based on the Arbitrary Lagrangian–Eulerian
(ALE) formulation was developed and applied to simulate the
surface and subsurface plastic deformation, induced by orthogonal
cutting process of OFHC copper. The commercial FEA software
ABAQUS/Explicit and a plane-strain mechanical analysis were
used. To model the viscoplastic behaviour of OFHC copper, the
Johnson-Cook constitutive model was employed [7], which is
represented by Eq. (1), where s¯ is the equivalent stress (MPa), e¯ is
the equivalent plastic strain, ˙¯e is the equivalent plastic strain rate
(s1), ˙¯e0 is the reference equivalent plastic strain rate (0.01 s1), T is
the temperature (8C), Tm is the melting temperature of the work
material (1083 8C) and Troom is the room temperature (20 8C). A, B,
C, n and m are material parameters, which were obtained from
experimental quasi-static and dynamic compression tests at
different strain rates and temperatures. They are equal to
90 MPa, 500 MPa, 0.022, 0.52 and 0.83, respectively.
s¯ ¼ ðA þ Be¯nÞ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
Strain hardening effect
1 þ C ln ˙¯e
˙¯e0
  
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Strain-rateðviscosityÞ effect
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Tm  Troom
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|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Thermal softening effect
(1)
The elastic and thermal properties of the work material were
obtained from experimental tests on the same work material as
that used in the machining tests. The tool was modelled as elastic,
its thermal and elastic properties being obtained from literature
[8]. Concerning the tribological characteristics of the tool–chip and
tool–workpiece interfaces, Zorev’s model was used [9]. The value
of the friction coefﬁcient was determined from tribological tests
described in [10]. These tests enabled the determination of the
apparent friction coefﬁcient (mapp), which includes both contri-
butions of interfacial (local) adhesive phenomena (madh) and
macroscopic plastic deformation (mplast). For the numerical
simulation, madh should be used; for the range of sliding velocities
and contact pressures applied in the machining tests, this
coefﬁcient can be represented as a function of the sliding velocity
(vs), given by the following equation:
madh ¼ c1 þ
c2
1 þ ½ðvs  c3Þ=c42
(2)
where the coefﬁcients ci (i = 1,. . ., 4) are equal to 0.787, 0.185,
0.764 and 0.362, respectively. It is worth noting that the proposed
equation follows the general trend of the friction coefﬁcient with
respect to the sliding velocity found by Zorev [9]. Concerning the
limit shear stress (tlimit), this is equal to the yield shear stress
ðty ¼ sy=
ﬃﬃﬃ
3
p
Þ and was calculated based on the estimated yield
stress (sy) of the deformed superﬁcial layers of the chip and
machined surface. This estimation was based on the relation
between the Vickers hardness (HV) and the yield stress (sy), which
was proposed by Krishna et al. [11] and given by the following
equation:
sy ¼ 1:97  HV (3)
3. Results and discussion
3.1. Chip compression ratio and cutting force
Chip compression ratio (CCR) is a quantitative measurement of
the total plastic deformation reached in the cutting process and is
usually given by the ratio between the chip thickness (hch) and h
[12]. However, due to the irregular chip thickness and slightly
larger chip width when compared to the width of cut, the CCR was
calculated by dividing the chip cross-section by the uncut chip
cross-section. Fig. 1a shows both the measured and predicted CCR
for two rake angles and two uncut chip thickness values. For the
same cutting conditions, the CCR predicted by the ALE model is
similar to that measured, except for g being equal to 208 and h
equal to 0.05 mm. Moreover, for the range of g and h used in this
study, the most important parameter affecting the CCR is g.
Therefore, it is expected that the deformation in the machined
surface will be more intense and will affect deeper material layers
as g is decreased.
The cutting force applied to the cutting tool was also
experimentally measured and numerically predicted. Fig. 1b
shows both measured and predicted cutting force (Fc) for two
rake angles and two uncut chip thickness values. For the same
cutting conditions, the Fc predicted by the ALE model is similar to
that measured. Fc increases as g is decreased and as h is increased,
with the other cutting conditions remaining constant.
Although the ALE model predicts the cutting forces and CCR
reasonably well, for a complete validation of this model a
comparison between predicted and measured machined surface
integrity features (including plastic deformation) is required.
3.2. Residual plastic strain distribution in the machined surface and
subsurface
Fig. 2 shows an example of eeq distribution in the machined
subsurface, calculated from the residual plastic strain components,
assuming plane strain conditions [12]. For the range of cutting
conditions used in this study, it was not possible to obtain the
plastic strain distribution in a layer closer to the surface without an
excessive distortion of the global DIC technique mesh, induced by
the high strain values. Depending on the cutting conditions, the
thickness of this layer varied from 40 to 300 mm.
From these strain distributions, in-depth proﬁles were calcu-
lated by averaging the strains for each subsurface layer. Fig. 3
shows an example of the in-depth proﬁles of the plastic strains
obtained experimentally and by numerical simulation. This ﬁgure
shows a good qualitative agreement between measured and
predicted results. In particular, the predicted in-depth strain
proﬁles follow the general trend of those measured for depths
greater than 100 mm. This ﬁgure also shows that the shear strain
component (exy) is much higher than the others, suggesting that
shear is the principal deformation mode of the machined surface.
Moreover, since for the range of cutting conditions investigated the
shear strain component eyx is zero and the normal strain
components are very low (exx and eyy), the predominant deforma-
tion mode seems to be simple shear.
Fig. 4 shows both predicted and measured in-depth proﬁles of
eeq for g equal to 308 and h varying from 0.05 to 0.2 mm. Although
experimentally no strain distribution is known closer to the
surface, the predicted in-depth proﬁles of eeq capture quite well the
in-depth evolution of the measured eeq, for depths higher than
100 mm. Indeed, these predicted in-depth proﬁles of eeq pass
through the lower boundary of each plastic strain domain, which
corresponds to a given value of h. As also shown in this ﬁgure, the
magnitude of eeq and the thickness of the deformed layer increase
with h. At the surface, the equivalent plastic strains predicted by
the ALE numerical model can reach values of around 2 to 3,
depending on the cutting conditions, and they also increase with h.
The predicted high plastic strain values at the machined surface
support the hypothesis of the severe plastic deformation (SPD) of
the machined surface. Although this hypothesis cannot be veriﬁed
using the present DIC technique, the plastic strains found
experimentally by Guo et al. [4] for the same work material
and similar cutting conditions (except the cutting speed), are
similar to those predicted using the present ALE numerical model.
Fig. 5 shows the same measured in-depth proﬁles of eeq
represented in Fig. 4, but with respect to the normalised depth,
which was obtained by dividing the depth (d) by h. The dots shown
in Fig. 5 represent the experimental eeq values for each level of h,
while the black line represents a ﬁtting curve for all the data,
obtained using the equation detailed in the ﬁgure. This means that
for the same cutting conditions but for a different h, the eeq
Fig. 2. Subsurface distribution of the equivalent residual plastic strain for g = 308
and h = 0.1 mm.
Fig. 3. In-depth proﬁles of the plastic strain components for g = 308 and h = 0.1 mm.
Fig. 1. Measured and predicted (a) CCR and (b) cutting force (Fc) as a function of the
tool rake angle and uncut chip thickness.
Fig. 4. Measured and predicted in-depth plastic strain distributions with respect to
the uncut chip thickness.
distribution is controlled by the non-dimensional parameter, d/
h. Identical results were also obtained by Guo et al. [4] at a very low
cutting speed (0.6 m/min).
As far as the inﬂuence of g is concerned, Fig. 6 shows both
predicted and measured in-depth proﬁles of eeq for h equal to
0.05 mm and g varying from 208 to 308. As shown in this ﬁgure, eeq
increases as g is decreased from 308 to 208. At the surface, the
equivalent plastic strains predicted by the ALE numerical model
can reach values of around 3.4 for the severest cutting conditions
(lowest g = 208, and highest h = 0.2 mm), which conﬁrms the
severity of the plastic deformation of the machined surface.
In order to compare the thickness of the deformed layer
measured by DIC with that measured using another technique,
micro-hardness measurements were also performed. Fig. 7 shows
an in-depth proﬁle of Vickers micro-hardness for g equal to 308 and
h equal to 0.2 mm. The hardness is greater at the machined surface,
reaching 110  5 HV, and decreases as the depth is increased,
stabilising around a value of 70  4 HV. Since hardness is related to
strain hardening, this means that strains should follow the same
variations as hardness. Therefore, depending on the hardness
measurement, the thickness of the deformed layer (tEXP-HV) is in
this case about 1000 mm. As shown in Fig. 4, a similar value was also
obtained using the DIC technique, which means that this technique
captures the plastic deformation ﬁeld quite well.
4. Conclusions and outlook
A DIC experimental technique and numerical modelling were
applied to evaluate the residual plastic strain distribution in the
machined surface and subsurface of OFHC copper, machined at
practical cutting speeds. The predicted equivalent plastic strain is
higher at the machined surface, reaching values between 1.8 and
3.4, which conﬁrms the severe plastic deformation of the machined
surface. Moreover, based on the distribution of the plastic strain
components, the predominant deformation mode seems to be
simple shear. Both the plastic strain and the thickness of the
deformed layer increase when the uncut chip thickness increases
and when the rake angle decreases.
Although the DIC technique requires only two images to
capture the plastic deformation with good accuracy, further
improvements are required in order to determine the strains
closer to the surface.
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