[1] Aftershock models are usually based either on purely empirical relations ignoring the physical mechanism or on deterministic calculations of stress changes on a predefined receiver fault orientation. Here we investigate the effect of considering more realistic fault systems in models based on static Coulomb stress changes. For that purpose, we perform earthquake simulations with elastic half-space stress interactions, rate-and-state dependent frictional earthquake nucleation, and extended ruptures with heterogeneous (fractal) slip distributions. We find that the consideration of earthquake nucleation on multiple receiver fault orientations does not influence the shape of the temporal Omoritype aftershock decay, but changes significantly the predicted spatial patterns and the total number of triggered events. So-called stress shadows with decreased activity almost vanish, and activation decays continuously with increasing distance from the main shock rupture. The total aftershock productivity, which is shown to be almost independent of the assumed background rate, increases significantly if multiple receiver fault planes exist. The application to the 1992 M7.3 Landers, California, aftershock sequence indicates a good agreement with the locations and the total productivity of the observed directly triggered aftershocks.
Introduction
[2] Aftershocks are commonly seen as the delayed response to static Coulomb stress changes DCFS induced by a main shock [see, e.g., King et al., 1994; Harris, 1998; Stein, 1999; Steacy et al., 2005a] . In combination with the rate-and-state frictional response of fault populations [Dieterich, 1994] , coseismic static stress changes can, in general, explain not only spatial distributions of aftershocks but also their temporal decay according to the Omori-Utsu law [Utsu et al., 1995] :
where t indicates the elapsed time since the main shock, c is a constant typically much less than 1 day, and the p value is between 0.8 and 1.2 in most cases of natural seismicity. For a population of faults in the nucleation regime, a sudden stress jump leads to a nonlinear response of earthquake nucleation times which matches the Omori-Utsu law until the seismic activity returns to the background seismicity [Dieterich, 1994] . In the Coulomb stress based rate-andstate dependent frictional response model, the Omori-Utsu parameters depend on the main shock magnitude, if the main shock slip is fractal, in agreement with recent observations [Hainzl and Marsan, 2008] . Several applications of this stress-triggering model to empirical data yield a good resemblance of the observations [Dieterich et al., 2000; Toda et al., , 2005 Hainzl et al., 2006 Hainzl et al., , 2009 , as well as reasonable estimations for the regional stressing rate [Gross and Kisslinger, 1997; Gross, 2001] .
[3] In contrast to the temporal decay, the spatial aftershock patterns are less understood. Recent studies of stacked aftershock activity from small to intermediate sized events suggest a power law decay ∼d −h of the aftershock density with distance d from the main shock rupture. Felzer and Brodsky [2006] found an exponent of h ≈ 1.3-1.5 for the decay over distances from the near to the far field. However, this observation has been recently questioned by RichardsDinger and Stein [2009] because of the inappropriate consideration of the background activity. Such a small exponent would indicate dynamic rather than static stress triggering. Furthermore, regions of reduced activity, as predicted by the static stress triggering model in the stress shadows, i.e., in regions where the calculated stress change becomes negative, DCFS < 0 have been identified only in a few cases (as, e.g., in the Parkfield-Cholame section of the San Andreas Fault ) and might even not exist in other cases [Hardebeck et al., 1998; Marsan, 2003] . However, it has been recently demonstrated that accounting for the small-scale slip variability that might not be accessible to direct measurements could explain the absence of regions of quiescence in the first part of the aftershock activity [Helmstetter and Shaw, 2006; Marsan, 2006] . For the 1992 Landers, California, aftershock sequence, Hainzl et al. [2009] showed that the static stress-triggering model fits, if uncertainties of stress computations are taken into account, the observations well and scales, apparently, with an exponent h = 1.3 within approximately the first 50 km. Whether static or dynamic or both types of stress changes are the driving forces is therefore still an open scientific issue.
[4] All applications of the stress-triggering model rely on the reliable determination of the induced stress changes. However, the stress calculation consists of large uncertainties because of first, the nonunique inversion results for the slip models [Steacy et al., 2004; Hainzl et al., 2009] and spatial inhomogeneities of material and prestress, which are ignored. Second, most aftershock investigations ignore the effect of aftershock interactions (i.e., secondary stress changes), which are expected to be important from a theoretical point of view [Helmstetter et al., 2005] . Third, earthquakes, and in particular aftershock mechanisms, usually show a large variability [Steacy et al., 2005b] , but stresses are typically calculated only for two idealized cases: (1) a fixed receiver fault mechanism which assumes perfect knowledge or (2) optimally oriented fault planes where it is assumed that all fault planes exist but that subsequent earthquakes will be only triggered on those planes with maximum total Coulomb stress. However, more realistically, earthquakes will be able to nucleate with some probability on all faults existing in the rock volume, where the average nucleation rate will depend on the fault-specific stressing rate. In this paper, we will thus investigate the impact of earthquake nucleation on distributions of receiver fault orientations for the spatiotemporal aftershock patterns assuming a rate-and state-dependent frictional response. In particular, we analyze model simulations where fractal slip of the main shock rupture triggers aftershocks in the seismogenic crustal volume and address the question to what extent constraints from structural geology or a direct control of the expected faulting mechanisms affect the resulting (forecasted) temporal and spatial aftershock decay as well as the occurrence of zones with suppressed earthquake activity. Finally, we apply the model framework to the 1992 M7.3 Landers earthquake and compare the model forecasts with the actual aftershock observations.
Model
[5] The model simulation consists of three steps: First, a main shock slip distribution is calculated; second, the induced Coulomb stress changes are calculated at grid points in the seismogenic volume for different earthquake mechanisms; and finally, the resulting earthquake activity is calculated assuming rate-and state-dependent frictional properties.
Main Shock
[6] For a given main shock magnitude M, we calculate the size of the rupture area by means of the empirical relation of Wells and Coppersmith [1994] : A = 10 −3.49+0.91 M (km 2 ). We assume square ruptures as long as the down-dip end of the rupture fits into the seismogenic depth, i.e., A (z max / sin(dip)) 2 . For larger ruptures, as analyzed here, the strike extension L is set to L = A · sin(dip)/z max . Finally, using the magnitude-moment relation of Kanamori and Anderson [1975] , we get the mean slip on this rupture area.
[7] Slip inversions often show very heterogeneous slip patterns on faults. Although the slip inversions are not wellconstrained, scale-invariant slip models have been proposed by several authors [Andrews, 1980; Frankel, 1991; Herrero and Bernard, 1994; Mai and Beroza, 2002] . For a twodimensional fractal model, the slip u(k) is proportional to k −1−H g(k) with H the Hurst exponent related to the fractal dimension D = 3 − H, where g is a realization of a Gaussian white noise and k the wave number. In their extended analysis of the slip distributions of 44 earthquakes, Mai and Beroza [2002] found that H = 0.71 ± 0.23. In our simulations, we use random slip distributions with patch dimension of 1 km and a Hurst exponent of 0.7.
Static Coulomb Stress Changes
[8] Coulomb stress changes are defined according to
where Dt are the shear stress changes calculated along the slip direction (rake angle) on the assumed fault plane, Ds are the normal stress changes (positive for extension), m is the friction coefficient, and Dp indicates the pore pressure changes [see, e.g., Harris, 1998 ]. According to the constant apparent friction model, the pore pressure changes are connected to the normal stress changes by Dp = −BDs, where B is the Skempton coefficient which is between 0 and 1 [Beeler et al., 2000; Cocco and Rice, 2002] . Thus the Coulomb stress changes can be written as DCFS = Dt + m eff Ds with the effective coefficient of friction
Receiver Fault Distribution
[9] The calculation of Coulomb stress changes requires the knowledge of the geometry and the faulting mechanism of the target faults onto where stress perturbations are resolved. Two approaches are commonly adopted. The first approach relies on resolving stress changes onto a prescribed faulting mechanism (i.e., to assign strike, dip, and rake angles of the target faults) which could be set, e.g., by geological constraints [Stein and Lisowski, 1983] . The second approach relies on the calculation of the optimally oriented planes for Coulomb failure [Stein et al., 1992] . In this case, instead of assigning the strike, dip, and rake angles of the receiver faults, one has to know the magnitude and the orientation of the principal axes of the regional stress field s r [see King and Cocco, 2001 , and references therein]. Then it is assumed that, at each location, earthquakes will occur on that fault plane orientation which maximizes the Coulomb stress for the total stress tensor defined as s tot = s r + Ds, where Ds is the coseismic stress perturbation.
[10] In both cases, earthquake nucleation is only considered to occur on one particular fault orientation: either on a manually predefined (fixed) plane or on the fault plane where the local Coulomb stress is maximum (optimal oriented fault). Both cases are rather unrealistic because, first, large uncertainties are involved in the calculation of the relevant fault plane, and second, the seismogenic crust is typically fractured in a complex way and thus potential receiver faults will have, in general, a distribution of orientations where earthquakes are able to nucleate. Possible nucleation on all preexisting faults is in agreement with observations by McCloskey et al. [2003] , who showed that the distribution of aftershock focal mechanisms within the 1992 Landers earthquake sequence were consistent with the observed distribution of preexisting fault orientations.
[11] Instead of choosing a single value, we thus describe the orientation of receiver faults by a distribution function. In general, the distribution can change in space due to structural or rheological properties. Although the model implementation of such a space-dependence is straightforward, we assume for simplicity that the distribution of receiver fault orientations is everywhere the same and that it is separable with respect to the strike and dip angles of the receiver faults. In particular, the normalized density distribution is f(strike, dip) = f 1 (strike) · f 2 (dip) · sin(dip). Here it is taken into account that the dip orientations follow a sin (dip)-distribution for random fault plane orientations. For the strike and dip distributions f 1 , f 2 , we assume three cases: (1) fixed values, i.e., Dirac delta density functions; (2) Gaussian distributions; and (3) a uniform distribution. In practice, we consider all combinations (indexed with i) of equidistantly sampled strike and dip values (strike i , dip i ) (see Table 1 T1for the bin size) and calculate the corresponding relative frequency
[12] Thus the two end-member models are the case of fixed and uniform planes: In the former case, only one fault orientation exists (i.e., w i 0 = 1 and w i = 0 for i ≠ i 0 ), whereas in the latter case all possible plane orientations exist with the same rate (w i = const · sin(dip i ) for all i). The Gaussian distribution represents an intermediate case between these two end-member models.
Rate-and-State Frictional Rupture Nucleation Model
[13] To relate stress changes to earthquake rates, we use the framework of rate-and-state friction [Dieterich, 1994; Dieterich et al., 2000] , which properly takes into consideration the rate-and slip-dependence of frictional strength and time-dependent restrengthening observed in laboratory experiments. In this theory, the seismicity rate R is inversely proportional to the state variable g describing the creep velocities on the faults, namely,
where r is the stationary background rate and _ is the tectonic loading rate. The evolution of the state variable as a function of time t and shear stress t is given by
with A being a dimensionless fault constitutive parameter usually ∼0.01 [Dieterich, 1994; Dieterich et al., 2000] . Normal stress changes can be taken into account in the state evolution by an additional parameter a if they are small compared to the absolute value s. Then the same evolution law, i.e., dg = (dt − gdCFS)/As, holds for the equivalent Coulomb stress CFS = t + (m − a) (s + p). Here the nondimensional parameter a is usually set to 0.25 [Dieterich et al., 2000] . According to the constant apparent friction model (see section 2.2), CFS is the Coulomb stress calculated with an effective friction coefficient of m eff = (m − a) (1 − B). In our calculations, we assume typical values, m = 0.75, B = 0.5, and a = 0.25, leading to m eff = 0.25.
[14] For a single stress jump DCFS, the evolution law (equation (4)) yields the time-dependent earthquake rate
as a function of the elapsed time Dt after the stress step where t a is the aftershock relaxation time, t a ≡ As/ _ . In the case of a sequence of stress jumps, the evolution law (equation (4)) can be solved by iteration [Hainzl et al., 2009] .
[15] The total number of earthquakes in the time period T following a stress jump is given by integration of equation (5) yielding
Model Parameters
[16] The earthquake activity depends mainly on two parameters: (1) background rate r and (2) frictional resistance As. In principle, the tectonic loading rate _ , or alternatively, the aftershock relaxation time t a ≡ As/ _ , is an additional parameter. However, the tectonic loading rate is correlated with the background rate because the seismic moment released by the background activity has to equal the seismic moment induced by tectonic loading. Based on Kostrov [1974] , Catalli et al. [2008] deduced the following linear relation between the loading _ and the background rate r: Receiver fault distribution Gaussian distribution a in strike and dip with standard deviation: (discretization step 10)
(1) std = 0°(abbr.: fixed); (2) std = 10/30°(abbr.: 10/30°) (3) std = 1 (abbr. which is valid assuming that all earthquakes have the same mechanism and following a Gutenberg-Richter frequencymagnitude distribution (related to the b value and a minimum and maximum magnitude, M min and M max ). Here S is the area and W seis = z max − z min is the thickness of the seismogenic volume in which the seismicity rate r is computed. The unit of hDti is pascal if S · W seis is given in units of meter cubed.
[17] Thus, knowing the background seismicity rate and the frequency-size distribution as well as the seismogenic thickness, the tectonic loading is fixed and the rate-and-state model consists only of two independent parameters, r and As. Furthermore, taking the relation _ = hDti · r into account yields that the total number of aftershocks N(T) = hDti −1 [As log(exp − DCFS/As + exphDtirT/As − 1) + DCFS] is only weakly dependent on the background rate via the dependence on t a = As/(hDti · r).
[18] If multiple earthquake mechanisms are considered in a given crustal volume, the earthquake rate on faults with a certain orientation (index i) is assumed to be proportional to the loading rate _ i for this earthquake mechanism in order to balance the loading. Here the slip direction (rake vector) is assumed to be in the direction of maximum loading on each fault plane. Thus the rate is r i = rw i _ i /S i w i _ i = rw i g i /S i w i g i , where w i is the relative number of faults with orientation i (see section 2.3) and g i = _ i / _ 0 is the fraction of shear loading on plane i relative to the shear stress loading on the plane optimally oriented to the tectonic stressing _ 0 . The optimal orientation (strike 0 , rake 0 , dip 0 ) is assumed for the main shock rupture as well as for the mean orientation of the receiver faults. _ 0 is given by the condition that the unloading due to earthquakes on the different planes must compensate the tectonic loading, i.e., _ 0 = S i g i r i hDti = rhDti (S i w i g i 2 )/(S i w i g i ). Because the loading rate is always smaller or equal to the loading for the main shock mechanism, i.e., _ = g i _ 0 , the aftershock duration becomes larger on less preferably oriented planes, namely, t a,i = As/(g i _ 0 ), provided As = const. This is an important prediction of Dieterich's model, which could be, in principle, directly compared to observations. However, a statistical test would require a large number of long and complete catalogs of focal mechanisms which are not yet available.
Simulations
[19] Our synthetic case studies consider the aftershock activity following hypothetical M7.0 right-lateral strike slip main shocks. We analyze the aftershock rate R(x, y, z, t) in a 200 × 200 km box surrounding the main shock epicenter and a seismogenic depth interval from 5 to 15 km. Due to the weak dependence on the background rate (see section 2.4), we assume for simplicity a spatially uniform background rate (N events per year) according to a Gutenberg-Richter frequency-magnitude distribution (log[N(>M)] = a − bM) with b = 1. We perform simulations with a values of 3, 4, and 5 per 10 4 km 2 ; that is, we vary the background rate by a factor of 100. Previous observations of the As value fall mostly in the range from 0.01 to 0.1 MPa, e.g., As ≈ 0.017 MPa for the 1992 Landers M w 7.3 Landers earthquake [Hainzl et al., 2009] and As = 0.035 ± 0.015 MPa for the 1995 M w 6.9 Kobe earthquake [Toda et al., 1998 ]. Therefore we use the three different values As = 0.01, 0.05 and 0.1 MPa for our simulations. If not specified otherwise, our standard parameter choice is a = 4 and As = 0.05 MPa. In Table 1 , all model parameters are summarized.
[20] For a given uniform background rate r and friction parameter As, the simulation steps are then the following:
[21] 1. Choosing the receiver fault orientations, faults with (i) only one orientation (fixed), (ii) all possible orientations (uniform), or (iii) Gaussian-distributed strike-and diporientations (Gaussian) are assumed to exist in each rock volume.
[22] 2. For each receiver fault orientation, the aftershock duration time t a,i and the background rate r i are calculated (see section 2.4).
[23] 3. A main shock slip distribution is created according to section 2.1. An example of such a slip distribution is shown in Figure 1a .
[24] 4. At each grid node of the three-dimensional seismogenic crust, the Coulomb stress changes are calculated for the different receiver planes (see section 2.2) with the analytic formulas given by Okada [1992] . An example is shown in Figure 1b. [25] 5. The total earthquake rate R at each location is determined by summing over the activity on the different receiver fault planes, R(x k , y k , z k , t) = S i R(DCFS i , r i , As, ta i , t) (see equation (5)).
[26] 6. The resulting activity is analyzed by investigation of (i) the temporal decay of the total activity R(t) = S k R(x k , y k , z k , t), (ii) the activity map R(x, y) = S k R t 0 T R(x, y, z k , t)dt (see equation (6)), and (iii) the distance-dependent activity R(d) where d is the nearest three-dimensional distance of a rock volume (x k , y k , z k ) to the main shock rupture area. The time integration is performed from t 0 = 1 s to T = 1 year. The minimum time t 0 has been introduced to avoid counting aftershocks, which could not be separated from the main shock in practice.
Results

Spatiotemporal Pattern
[27] In Figure 2 , the results for the temporal decay of the overall aftershock rate are shown as a function of the time after the main shock. The decay is found to be a power law (Omori law) for all different receiver distributions. In particular, the p value (≈0.9) is the same. However, the aftershock productivity is significantly enhanced if broader distributions of receiver fault orientations are considered (more than a factor of 2). We also investigate the dependence of the temporal decay on the details of the slip distribution by repeating the calculation for the different stochastic slip distributions on the same fault plane and with the same main shock magnitude (see Figure 2b) . We find that the resulting variability is much smaller than the changes resulting from the different receiver fault distributions.
[28] The observed decay is found to be almost the same for the other values of the background rate r and friction parameter As. The variation of r by a factor of 100 and As by a factor of 10 does not influence the total rates in the first part of the aftershock decay (see Figures 2c and 2d) . This is important to emphasize because it seems to contradict the linear relation between R and r in equation (5). However, as a result of the above discussed linear relation between background rate and tectonic loading rate, the total activity becomes almost independent of the seismicity level (see section 2.4).
[29] As the next statistical distribution, we analyze the spatial decay of the aftershock density as a function of the 3-D-distance to the nearest point of the fault plane. The results plotted in Figure 3 show that considering broader distributions of receiver fault orientations leads to a smoother decay (see Figure 3a) . If a uniform distribution of receiver faults exist, the spatial decay is found to be close to an exponential function, while it is more power-law-like with an exponent h in the order of 1.4 for fixed receivers.
[30] The density-distance distribution is found to be more sensitive to the details of the main shock slip distribution than the temporal decay (see Figure 3b) . However, this variability is again smaller than that resulting from the different receiver fault distributions. Different levels of the background seismicity do not change the activity close to the main shock rupture, but affect significantly the shape of the decay at larger distances (see Figure 3c) . This is mainly due to the convergence of the earthquake activity to the different background levels in the far field. If only the deviation of the activity from the background level R − r is considered, the impact of the background rate becomes small again.
[31] While the details of the slip distribution as well as the background rate has only a minor impact on the spatial aftershock distribution, the frictional parameter As has a similar strong impact as the receiver fault distribution. This is shown in Figure 3d . The aftershock distribution becomes broader and the maximum density (in the vicinity of the main shock rupture) decreases for smaller As values. Both effects counterbalance each other such that the integration of the activity over all distances yields almost the same result, as shown in Figure 2d . [32] Furthermore, we calculated a map view of the activity within the first year of aftershocks. For this we sum over the activity in all 11 depth layers (from 5 to 15 km). Color coded activity maps are shown in Figure 4 for both endmember cases of fixed and uniformly distributed receiver faults. In both cases, even if all aftershocks have the same mechanism as the main shock, it can be clearly seen that earthquake activation occurs on and close to the main shock rupture. As already suggested previously [Helmstetter and Shaw, 2006; Marsan, 2006] , the underlying reason is the main shock (small-scale) slip variability on the rupture plane. The slip distribution with a Hurst exponent of 0.7, which is resolved on patch dimensions of 1 km, leads locally to a stress increase in the ruptured area, although the mean stress within the rupture plane dropped significantly. This can be seen in Figure 1b for the depth layer of 10 km. The effect becomes significant only if all relevant depth layers are taken into account. Restriction of the analysis artificially to one depth layer, e.g., to 10 km as shown in Figure 1b , would largely underestimate this predicted on-fault activation (see Figure 4a) . However, Figure 4a also shows that, already a few kilometers away from the fault, a significant zone of deactivation exists in the case of a unique receiver fault orientation (marked by the contour line which separates activated from deactivated regions). For more diverse receiver orientations, however, the activation belt around the fault becomes much larger and the zones of deactivation are moved more than 20 km away from the nearest point on the fault. In these regions, aftershock activity is anyway expected to be small and such a deactivation would be hardly recognizable in empirical aftershock data.
[33] To show corresponding spatial aftershock distributions, we also performed Monte Carlo simulation by the inverse transform method (see Appendix). Examples of resulting stochastic earthquake catalogs are shown in Figures 4a and 4b . It becomes clear that the presence of a large diversity of fault orientations leads to significantly higher on-fault activity and an earthquake activation in a broadened zone surrounding the main shock fracture.
Diversity of Focal Mechanisms
[34] Besides spatiotemporal characteristics, our modeling also allows the analysis of the variability of the focal mechanisms. In particular, we are interested in the potential rotation of the focal mechanisms due to the occurrence of a main shock.
[35] In practice, we calculated for each grid point the rateweighted average of the horizontal direction of the pressure axis. This direction can be identified with the direction of the apparent maximum horizontal stress S H which would be inverted from inversions of the focal mechanisms. Figure 5a shows the spatial plot of the rotation of the maximum horizontal stress S H averaged over the seismogenic depth interval in the case of a uniform distribution of receiver orientations. It can be clearly seen that this rotation is very heterogeneous in space. While locally, large rotations of about ±30°can be observed, the analysis of the whole region results in an average rotation which is insignificant. Figure 5b shows the minimum, maximum, and the spatially averaged rotation of S H as a function of the time after the main shock. While the average is always close to zero, the S H values at the location with minimum and maximum rotation goes back to its original value very slowly with time.
[36] This result is comparable to that obtained by Smith and Dieterich [2010] who observed a similar main shock induced rotation in the case of rate-and-state frictional earthquake nucleation in heterogeneous stress fields. In their model, stress changes are resolved on the optimally oriented fault planes. Our analysis which considers activation on a distribution of receiver fault orientations (instead of only one possible failure plane) and homogeneous (instead of heterogeneous) background stress field leads to consistent results. However, it is important to note that our result is independent of the absolute stress state while it depends on it in the previous analysis where failures are restricted to optimally oriented fault planes.
Application to the Landers Sequence
[37] We applied our model to the Landers earthquake (M7.3) that occurred on 28 June 1992 with an epicenter located at −116.44°longitude and 34.20°latitude. It triggered an intense aftershock activity of more than 1300 M ! 3 events recorded within the first year after the main shock (see the earthquake catalog of Shearer et al. [2005] ). We used the slip model of Wald and Heaton [1994] based on the inversion of strong motion and GPS data (available in the finite-source rupture model database maintained by Martin Mai; see http://www.seismo.ethz.ch/srcmod/) to determine the stress changes induced by the main shock. The coseismic stresses were calculated with the code of Wang et al. [2006] for the same layered velocity and density structure that has been used by Wald and Heaton [1994] to invert the slip model. We determined the stresses and the corresponding aftershock rates in the spatial box region −117.5°W to −115.5°W and 33.5°N to 35.5°N and the depth interval 3 to 13 km with a grid spacing of 0.01°in latitude and longitude and 1 km in depth. For the rate calculations, an a value of 4.25 was assumed for the background rate in the considered seismogenic volume, which results from declustering of the recorded earthquake activity in the period 1984-1991. [38] We compare our results with the observed earthquakes in the same seismogenic volume, which are recorded in the relocated earthquake catalog of Shearer et al. [2005] . To ensure a complete earthquake recording (after the first hours), we only use aftershocks with magnitudes M ! 3 [Woessner and Wiemer, 2005] . For a better comparison with our model calculations, we focus on the directly triggered aftershocks. For this purpose, we applied the model-independent stochastic declustering (MISD) method recently developed by Marsan and Lengliné [2008] . The comparison of model calculations and observations are Figure 5 . (a) Spatial dependence of the apparent rotation of the horizontal stress S H in response to the main shock in the case of uniformly distributed fault planes. The plot refers to the pattern 10 days after the main shock with the slip model given in Figure 1a . (b) The temporal variation of the minimum, maximum, and average rotation measured from earthquake mechanisms.
shown in Figure 6 . Our results show that the assumption of fixed receiver faults is not able to reproduce the observation either in its temporal nor in its spatial distribution. In particular, the forecasted total number of aftershocks is clearly smaller than the observed directly triggered aftershocks and many of the real aftershocks occurred in regions where the model predicts quiescence. However, if a Gaussian distribution of receiver orientations is assumed in accordance with the results of McCloskey et al. [2003] , the spatial as well as the temporal decay is in good agreement with the observations. First, the absolute number of triggered M ! 3 events is close to the observed ones. Note that the integrated activity is almost independent of the other model parameters, as shown before and cannot be tuned. Second, the predicted spatial activation is in much better accordance with the observations. In particular, the decay as a function of the nearest distance the Wald and Heaton slip patches is close to the observed one for As = 0.1 MPa, while a smaller value of As = 0.01 MPa mimics the decay of the total aftershock activity including aftershocks of aftershocks. Thus the As value of 0.017 MPa inverted by Hainzl et al. [2009] for the same sequence by fitting the stress-triggering model with a stochastic component is rather an effective fitting parameter (to reproduce the overall seismicity) than the true underlying physical value which is likely to be larger.
Discussion
[39] In earthquake models based on stress interactions, the preexisting fault structure has to be specified to calculate the Coulomb stress changes induced by preceding earthquakes. For simplicity, it is usually assumed that earthquakes can nucleate only on one particular fault orientation; either on a Figure 6 . Calculated spatial activation maps (integrated over the seismogenic depth interval 3-13 km) for the M7.3 Landers main shock in the case of (a) fixed receivers and (b) a Gaussian receiver distribution with standard deviation of 30°. The color code and lines are the same as in Figures 4a and 4b . The (c) predicted temporal aftershock decay and (d) spatial decay (for Gaussian distributed receiver faults) where the dashed lines refer to the difference between total and background seismicity. The results are compared with the observed M ! 3 aftershocks in the considered depth interval (black points and lines). The directly triggered aftershocks estimated by stochastic declustering [Marsan and Lengliné, 2008] are indicated by light points in Figures 6a and 6b and bold gray lines in Figures 6c and 6d. manually predefined (fixed) plane or on the fault plane where the local Coulomb stress is maximum (optimal oriented fault planes). In particular, it is assumed in the latter case that faults of all orientations exist, but that earthquakes can nucleate only on the plane with maximum Coulomb stress. The activation on other fault planes are ignored independent of the fact that, statistically, some of them are likely to be close to failure. Here we investigated the effect of allowing ruptures to nucleate on populations of preexisting faults with different orientations (as observed, e.g., by McCloskey et al. [2003] ), where we employed the linear relation between background activity and tectonic loading for each fault orientation required to balance seismic moment release [Kostrov, 1974; Catalli et al., 2008] .
[40] Our modeling shows that accounting for earthquake nucleation on more realistic distributions of receiver fault orientations has a major impact on the level and spatiotemporal pattern of the predicted aftershock activity. This was already suggested by Marsan [2006] , but demonstrated here for the first time by a more realistic 3-D modeling of interacting faults. Our observation is in general agreement with a recent study of Hainzl et al. [2009] , where it has been shown that the M7.3 1992 Landers aftershock sequence can be significantly better modeled if a stochastic component is taken into account by using, in each location, a stress distribution instead of a singular value. The preexistence of multiple fault orientations (as analyzed in this paper) will be one significant contribution to this variability. A number of other mechanisms and uncertainties will also add to such an effective distribution of stress values. In particular, deterministic stress calculations consist of large uncertainties because of poorly confined slip models. Furthermore, postseismic deformations, e.g., poroelastic effects and afterslip, as well as the heterogeneity of rheological properties and the prestress state will additionally increase the stress variability. In our study, we ignored most of them and concentrated on the effect of the preexisting fault structure. Thus our analysis can only be seen as one step in the direction to a more realistic earthquake interaction model. However, our investigations clearly show that the fault structure has a first-order impact on earthquake forecasts.
[41] One import result of our model is that the aftershock activity is almost independent of the level of background rate. This observation is surprising if the linear physical relation between the background rate r and the stressing rate _ is not taken into account to calculate the earthquake rate R = r/ _ g (equation (3)). This insensitivity is, in principle, good news for the predictive power of the model because ignoring the physical correlation between r and _ would lead to a strong dependence of the model forecasts on the spacedependent but observationally not well-constrained background rate [Cocco et al., 2010] . The correlation leads to an almost parameter-independent forecast of the total aftershock productivity. Our application to the Landers sequence shows that this model prediction clearly underestimates the observed activity if only one fixed receiver fault mechanism is assumed, but it becomes in agreement with the observations if a broad distribution of preexisting fault orientations is assumed.
[42] The application to the Landers sequence, however, also indicates two general problems of the model: First, in response to one single stress step, the rate-and statedependent frictional model can only explain Omoriexponents p 1 [Hainzl and Marsan, 2008] . The decay of the direct Landers aftershocks is steeper and can thus only be explained if postseismic processes such as afterslip are additionally taken into account [Helmstetter and Shaw, 2009] . Second, aftershocks triggered by aftershocks (so-called secondary aftershocks) are ignored in the model although they are expected to be important from a theoretical point of view [Helmstetter et al., 2005] . In principle, it is straightforward to consider the stress changes induced by large aftershocks which locally trigger secondary aftershocks [see Catalli et al., 2008; Hainzl et al., 2009] . However, an adequate modeling of all secondary activity (triggered by smaller magnitude events) would require a high resolution in space to take care of the self-similarity of the process. This is not feasible at the moment. Therefore, for practical applications, it is better to multiply the model forecasts (direct aftershocks) by a factor to get an estimate of the total activity. This factor might be taken from the ratio between total and declustered activity in the time preceding the main shock or from the comparison between recorded and predicted direct aftershocks in the beginning of the sequence.
[43] In the recent past, the spatial decay of the density of early aftershocks has been claimed to show a power law decay with an exponent close to 1.4 [Felzer and Brodsky, 2006] . However, Richards-Dinger and Stein [2009] demonstrated that the decay becomes much steeper if the background activity is appropriately taken into account. Our static stress triggering model shows a nonunique spatial decay which depends on the assumed receiver fault distribution as well as on the background level and the frictional parameter As. The results vary between an apparent power law decay in a certain distance scale and an exponential decay. For the observed aftershocks of the largest main shocks (M = 5-6) analyzed by Felzer and Brodsky [2006] , an exponential function seems to provide an even better fit than a power law of the stacked seismicity. In general, our modeling indicates for planar faults that the static stresstriggering model (assuming rate-and state-dependent friction) results in a distance-dependent aftershock activation, which is more similar to an exponential function than to a power law. For the nonplanar Landers rupture, however, a more power-law-type of activation is predicted, which is in good agreement with the observations in the first 20 km. Thus the geometry of the rupture surface may play an important role for the shape of the spatial decay. The Landers example also shows that the best-fitting static stress-triggering model cannot explain significant aftershock activation at distances larger than 20 km. At these larger distances, where the observed decay of Landers aftershocks changes its shape, the modeled activity is almost only related to background events. The deviation between the model and observation at >20 km is mainly related to seven events in the NW (white points in Figure 6 ) which have been identified to be directly triggered by the Landers main shock. As already previously suggested by Kilb et al. [2002] , this might indicate that the deviation is related to the missing additional effect of dynamic-triggering because the dynamic waves were enhanced in the NW direction due to the directivity effect of the main shock rupture.
Summary
[44] Earthquake generation and triggering is a complex process consisting of a large number of unknowns, e.g., the exact fault structure, frictional behavior, and prestress conditions. Therefore, deterministic simulations based only on one particular model setup are limited in their explanatory and predictive power. On the other hand, statistical models based purely on empirical relations (such as the well-known ETAS model) ignore important physical knowledge and constraints. To bridge the gap between purely statistical and deterministic models, we run earthquake simulations which are based, on the one hand, on realistic elastic half-space stress interactions, rate-and-state dependent frictional earthquake nucleation, and extended ruptures with heterogeneous (fractal) slip distributions. On the other hand, quantities like the local orientation of fault planes and the details of the small-scale slip variability are taken from predefined probability distributions.
[45] We explicitly consider that earthquakes cannot only nucleate on one predefined rupture plane, but on a distribution of fault plane orientations. As a result of multiple fault plane orientations, it is shown that quiet zones which are expected when resolving stresses on only one fixed orientation cannot be observed anymore in a broad belt around the main shock rupture. Activation occurs therefore in all places with significant static stress changes and deactivation is restricted to some more distant places. Thus our modeling indicates that regions of significant deactivation will only occur if the preexisting faults are mainly oriented in the same way. For more complex fault structures, such zones will be hardly detected in empirical data, which is in agreement with observations [Marsan, 2003] . Thus the missing observational evidence of stress shadows in several case studies is in no conflict with the static stress triggering mechanism if the fault structure is complex. Furthermore, our investigations show that the spatial decay of the aftershock density is not universal and depends on the model parameters as well as the fault geometry and can be partly explained better by a power law or an exponential function.
[46] Taking into account the linear relationship between tectonic stressing and background rate, we find that the predicted level and time-dependence of the aftershock activity are insensitive to the model parameters besides the assumptions about the receiver fault distribution. In spite of the fact that dynamic as well as postseismic deformations are neglected and large uncertainties are involved in the stress calculations, our application to the 1992 M7.3 Landers sequence shows that the model prediction is in agreement with the observations if a broad distribution of preexisting fault orientations is assumed. This indicates that the model can be used, in a first approximation, to estimate the integrated seismic activation occurring on the different depth layers and receiver fault orientations.
