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Abstract
In contrast to the infinite chain, the low-temperature expansion of a one-dimensional free-field
Ising model has a strong dependence on boundary conditions. I derive explicit formula for the
leading term of the expansion both under open and periodic boundary conditions, and show they
are related to different distributions of partition function zeros on the complex temperature plane.
In particular, when the periodic boundary condition is imposed, the leading coefficient of the
expansion grows with size, due to the zeros approaching the origin.
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I. INTRODUCTION
Ising model is a simplest model for describing the magnetic system, where a spin variable
that takes two possible values lives on each lattice site, which interact only with its nearest
neighbors[1, 2]. It is a well-known fact that the one-dimensional Ising model does not exhibit
phase transition at a finite temperature. In particular, only the magnetic susceptibility
diverges, and the specific heat remains finite as T → 0, giving rise to a peak with a finite
height called the Schottky anomaly [2, 3]. Although the partition function as well as average
values of various physical quantities of the one-dimensional Ising model can be obtained
analytically using transfer matrix formalism for an arbitrary lattice size N , usual focus of
analysis has been the thermodynamics limit, where existence or absence of phase transition
can be discussed. However, finite-size one-dimensional Ising model is interesting as a model
of a biopolymer, where the spin variable corresponds to the direction of each bond [1].
In this work, I will consider one-dimensional Ising models of finite sizes, in the absence of
the magnetic field. Especially, the focus will be on the dependence of the low-temperature
behavior on the boundary conditions. It has been shown for the Ising chain that the finite-
size scaling of the fluctuations and the distribution of magnetization depends on boundary
condition in the low temperature limit[4]. It has also been noted that the leading term in
the low-temperature expansion of free-field Ising chain is different from that of the infinite
chain[5, 6], if the periodic boundary condition is imposed. Here, I will explicitly derive the
explicit expression of the low-temperature expansion for a free-field finite Ising chain, which
exhibit a strong dependence on boundary conditions. I will then show that these distinct
behaviors are related to different distributions of the zeros of the partition function on the
complex temperature plane. In particular, I show that with periodic boundary, the size
scaling of the leading term is directly related to the approach of the zeros toward the origin.
This is in contrast to chains with open boundary where both partition function zeros and
the specific heat per bond do not have any size dependence. The results suggest that the
partition function zeros contain information on the system other than phase transition.
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II. THE MODEL
The one-dimensional Ising model with N lattices sites, in the absence of the magnetic
field, is described by the Hamiltonian[1]
H({σk}) = −J
N−1∑
i=1
N∑
j=i+1
σiσj (1)
for open boundary condition, where each σi takes the value of +1 or −1. Here, J >
0 corresponds to ferromagnet, and J < 0 corresponds to anti-ferromagnet. For periodic
boundary condition, there is an additional coupling between the last spin and the first spin,
so the Hamiltonian reads[2]
H({σk}) = −J
N−1∑
i=1
N∑
j=i+1
σiσj − JσNσ1. (2)
The partition function Z ≡
∑
{σk}}
exp(−βH({σk})) can be expressed in terms of transfer
matrix[1, 2]
Tσσ˜ ≡ e
βJσσ˜ (3)
as
Zopen = v
†TN−1v
Zperiodic = TrT
N . (4)
where the subscripts denote the corresponding boundary conditions, and v is the vector
whose components are all 1. The partition functions can be expressed in terms of the two
eigenvalues of T ,
λ± = e
βJ ± e−βJ = y1/2 ± y−1/2, (5)
where y ≡ e2βJ . Note that for ferromagnet (J > 0), the positive temperature region corre-
sponds to 1 < y <∞, whereas for antiferromagnet (J < 0), it is 0 < y < 1. The vector v is
the eigenvector of T for λ+, and the partition functions are
Zopen = 2λ+
N−1 = 2(y1/2 + y−1/2)N−1 = 2y−(N−1)/2(1 + y)N−1
Zperiodic = λ+
N + λ−
N = (y1/2 + y−1/2)N + (y1/2 − y−1/2)N
= y−N/2
[
(y + 1)N + (y − 1)N
]
(6)
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Note that the partition function is invariant under the transformation y ↔ y−1 for open
boundary condition, but the invariance holds only for even values of N for periodic boundary
condition. In the original Hamiltonian, this transformation corresponds to J ↔ −J , which
can be compensated by change of variable σ2j ↔ −σ2j . Obviously, such an operation cannot
be done on a periodic lattice with odd number of sites, where odd and even positions cannot
be defined consistently.
The energy is
〈E〉 = −
∂
∂β
lnZ = −2Jy
∂
∂y
lnZ =

 J [N − 1−
2(N−1)y
y+1
] (open),
J [N −
2Ny((y+1)N−1+(y−1)N−1)
(y+1)N+(y−1)N
] (periodic)
(7)
Since the numbers of inter-spin bonds are N − 1 and N with open and periodic boundary
conditions, the energies also scale with these quantities. In particular, we note that for open
boundary condition, the energy is strictly proportional to N − 1. Therefore we compare
〈Eopen〉
(N − 1)
= J [1 −
2y
y + 1
]
〈Eperiodic〉
N
= J [1 −
2y
(
(y + 1)N−1 + (y − 1)N−1
)
(y + 1)N + (y − 1)N
] (8)
The specific heat per bond is then
Copen
4J2(N − 1)
=
1
kBT 2(N − 1)
(y
∂
∂y
)2 lnZopen =
1
kBT 2
y
(y + 1)2
,
Cperiodic
4J2N
=
1
kBT 2N
(y
∂
∂y
)2 lnZperiodic
=
1
kBT 2
y
(
(y + 1)2N−2 − (y − 1)2N−2 + 4(N − 1)y(y2 − 1)N−2
)
[(y + 1)N + (y − 1)N ]2
(9)
Note that both energy per bond and specific heat per bond are independent of size with
the open boundary condition. This is because that this model is equivalent to N − 1
noninteracting Ising spins in a magnetic field. In fact, the elementary excitation in the free-
field one-dimensional Ising model is a kink, defined as the boundary between an anti-aligned
pair for ferromagnet and that between the aligned pair for the antiferromagnet, each of
them costing the energy of 2|J | (Fig.1). Since each kink can appear anywhere among N − 1
inter-spin bonds, and the total energy is simply the sum of energy of each kink, this model
can mapped into N −1 noninteracting Ising spins in a magnetic field, possessing two energy
states per site[31].
We also see that (y + 1) > |y − 1| for 0 < y < ∞, and consequently powers of y + 1
dominate over that of y−1 in the limit of N →∞ in the equations above. Therefore, we see
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(a) (b)
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FIG. 1: Kinks for open chains, for (a) a ferromagnet and (b) an antiferromagnet, shown as dashed
line. For periodic boundary condition the kinks appear in pairs, shown for (c) a ferromagnet and
(d) an antiferromagnet. (e) A periodic antiferromagnetic chain with odd number of sites has at
least one kink, so the total number of kinks is odd.
the intensive physical quantities such as energy per bond and specific heat per bond under
the periodic boundary condition converge to those under open boundary condition.
III. LOW TEMPERATURE BEHAVIOR
Assuming nonnegative temperature, T → 0 corresponds to y →∞ for J > 0 (ferromag-
net) and y → 0 for J < 0 (antiferromagnet). As y →∞, the leading behavior of the specific
heat is
CopenkBT
2
4J2(N − 1)
∼ y−1
CperiodickBT
2
4J2N
∼ 2(N − 1)y−2 (10)
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On the other hand, as y → 0,
CopenkBT
2
4J2(N − 1)
∼ y
CperiodickBT
2
4J2N
∼

 2(N − 1)y
2 (periodic, N even)
2
3
(N−1)(N−2)
N
y2 (periodic, N odd)
(11)
The results can be summarized as the as the limiting behavior as T → 0:
CkBT
2
4J2Nb
∼


exp(−2|J |β) (open),
2(N − 1) exp(−4|J |β) (periodic, J > 0 or N even)
2
3
(N−1)(N−2)
N
exp(−4|J |β) (periodic, J < 0 and N odd).
(12)
where the number bonds is Nb = N−1 for open boundary andNb = N for periodic boundary.
This means that as along as N is finite, even when the overall shape of intensive quantities
under periodic boundary condition look very similar to that under open boundary, it will
look different if we magnify the low-temperature region. An example is shown in Figure
2, where I show the specific heat per bond for periodic boundary for N = 10, 100, 500 and
compare with that for open boundary, corresponding to N = ∞. As shown in Fig.2 (a),
N = 100 approximates N = ∞ much better than N = 10, but the deviation from N = ∞
becomes severe as T → 0. As can be seen from the magnified figure, Fig.2(b), the specific
heat under the periodic boundary condition drops more abruptly than that for the open
boundary since it falls as e−4|J |β/T 2 instead of e−2|J |β/T 2. This is why its coefficients must
grow with size, in order to reduce the deviation. Divergence of this coefficient with O(N) in
the limit of N →∞ turns e−4|J |β/T 2 into e−2|J |β/T 2 [5]. On the other hand, in the case of the
spin-glass, the coefficient grows slower than this, leading to a different low-energy behavior
in the thermodynamic limit[6]. The specific heat for N = 500 is also shown in Fig.2 (b),
which is a much better approximation to N = ∞ in this temperature range. Again, the
deviation from N =∞ reappears if we zoom into the lower temperature region.
These distinct low-temperature behaviors can be understood from the viewpoint of gen-
eral theory of low-temperature behavior of specific heat[2, 3, 5, 6]. It is clear that if the
energy levels are discrete, then in the limit of T → 0 only the ground state and the next
excited state are relevant. Let us assume that the energy gap between the ground state and
the first excited state is ∆E, and their degeneracies are g(0) and g(1), respectively. We then
have in the limit of T → 0,
Z ∼ g(0)e−βE0 + g(1)e−β(E0+∆E) (13)
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FIG. 2: The specific heats under periodic boundary condition for N = 10, N = 100 and N = 500,
compared with N =∞ (open boundary).
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and
〈E〉 = −
∂
∂β
lnZ ∼ E0 +
ω(1)∆Ee−β∆E
1 + ω(1)e−β∆E
= E0 +
ω(1)∆E
eβ∆E + ω(1)
,
C = −
1
kBT 2
∂
∂β
〈E〉 ∼
ω(1)(∆E)2eβ∆E
kBT 2 (eβ∆E + ω(1))
2 ∼
ω(1)(∆E)2e−β∆E
kBT 2
(14)
where ω(1) ≡ g(1)/g(0). In case of the Ising chain, there are two ground states related by
reflection symmetry, where all the spins are aligned or anti-aligned depending on whether
J > 0 (ferromagnet) or J < 0 (antiferromagnet). Under open boundary condition, the first
excited states are generated from these ground states by creation of one kink, leading to
∆E = 2|J | (Fig.1 (a,b)). Since there are N − 1 places between N spins to create a kink,
ω(1) = N − 1. For periodic boundary conditions, again there are two ground states for
ferromagnet (J > 0) and for antiferromagnet (J < 0) with even N . However, this time the
kinks are always created by pairs in order to satisfy the boundary condition, so the first
excited state is generated by the creation of a kink pair, leading to ∆E = 4|J | (Fig.1 (c,d)).
There are N(N −1)/2 places to create such a pair, so ω(1) = N(N −1)/2. Antiferromagnet
(J < 0) with odd N in the presence of periodic boundary condition is quite distinct from
the other cases because it is impossible to construct a state where all the spins are anti-
aligned. Therefore there is at least one kink present, and since additional kinks are created
in pairs, the number of kinks is always odd(Fig.1(e)). Again the creation of a kink pair
costs ∆E = 4|J |. Counting the possible positions to place a kink, we easily see that the
number of the ground states is g(0) = 2N , and the that of the first excited states is g(1) =
2N(N − 1)(N − 2)/6, so we get ω(1) = (N − 1)(N − 2)/6. Substituting these results into
Eq.(14) and multiplying by kBT
2/4J2Nb, we reproduce Eq.(12).
IV. PARTITION FUNCTION ZEROS
The partition function zeros are a powerful tool for studying phase transition[7–30]. I will
consider the zeros in the complex temperature plane. For a system that undergoes phase
transition in the thermodynamic limit, the zeros approach the positive real axis as the system
size grows, which is usually related to the singularity of the specific heat. Defining z ≡ e−βǫ
with some energy scale ǫ and denoting the zeros in the complex z-plane as zi, the partition
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function can be written as
Z = A(z)
∏
i
(z − zi) (15)
where A(z) is a function that is nonvanishing everywhere on the complex plane. Then the
specific heat is obtained as
C =
ǫ2
kBT 2
(z
∂
∂z
)2 lnZ
=
ǫ2
kBT 2
(z
∂
∂z
)
(∑
i
z
z − zi
+
zA′(z)
A(z)
)
=
ǫ2
kBT 2
(
−
∑
i
zzi
(z − zi)2
+ z
∂
∂z
(
zA′(z)
A(z)
))
. (16)
Therefore we see that if the zeros approach the positive real axis fast enough as the system
size grows, the specific heat will blow up. To see this more clearly, we note that since the
coefficient of the equation Z(z) = 0 is real, any roots with nonzero imaginary values form
complex conjugate pairs. Writing them as z± = p± iq, their contribution to kBT
2C/ǫ2 can
be written as
−
zz+
(z − z+)2
−
zz−
(z − z−)2
=
z[−(z+ + z−)z
2 + 4z+z−z − z+z−(z+ + z−)]
(z − z+)2(z − z−)2
=
z(−2pz2 + 4z(p2 + q2)− 2p(p2 + q2)
(z2 − 2pz + p2 + q2)2
(17)
which becomes increasingly sharper near z = p. In particular, we see that at z = p, is
becomes 2p
2
q2
showing that the height of the specific heat per site C/N blows up if q vanishes
faster than 1/N1/2.
All these standard arguments are valid only for p > 0, and breaks down if p = 0. That
is, in contrast to zeros that approach positive real axis, those approaching the origin, z = 0
or equivalently T = 0, do not give rise to a singularity in the specific heat. However, as we
will see in the case of the free-field Ising chain, the zeros approaching the origin gives rise
to the N -dependence of the coefficients of the low-temperature expansion, Eq(12).
Let us first consider the free-field Ising chain under open boundary condition. We are
interested in 0 < y < 1 for the case of antiferromagnet, and 1 < y <∞ for ferromagnet, but
we note that since the partition function for open boundary condition in Eq.(6) is invariant
under the inversion y → 1/y, we may concentrate on 0 < y < 1 without loss of generality.
From Eq.(6) we see that the corresponding partition function has a pole at y = 0, which
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plays no role in the specific heat, since (y ∂
∂y
)2 ln y−N/2 = 0. On the other hand there are
zeros concentrated at y = −1. Their positions to not change, and only their multiplicity
increases with N − 1. Therefore they do not give rise to singularities of physical quantities.
They only give overall factor of N − 1 in front of energy and specific heat, since
y
∂
∂y
ln(y + 1)N−1 =
(N − 1)y
y + 1(
y
∂
∂y
)2
ln(y + 1)N−1 = −
(N − 1)y
(y + 1)2
(18)
This is to be expected, since the free-field Ising chain on N sites with open boundary
condition is equivalent to N−1 noninteracting two-state spins in a magnetic field. Extensive
quantities of such noninteracting particles are simply N −1 times those for a single particle,
and consequently intensive quantities have noN dependence, leaving no room for singularity.
Next we consider the free-field Ising chain under periodic boundary condition. Let us first
consider the ferromagnetic case. Since 1 < y <∞, it is convenient to consider the complex
plane of its inverse z ≡ y−1 so that the zeros in the region 0 < z < 1 can be investigated.
In terms of z, partition function is written as
Zperiodic = z
−N/2
[
(1 + z)N + (1− z)N
]
(19)
Again, the pole at z = 0 is irrelevant. Since the remaining factor is a polynomial of order
N , Zperiodic can be rewritten as
Zperiodic = 2z
−N/2
N∏
i=1
(z − zi) (20)
where zis (i = 1, · · · , N) denote the N zeros of the partition function. Therefore A(z)
dependent term in the expression Eq.(16) is absent and the specific heat is proportional to
the sum of the terms of the form Eq.(17) evaluated at the zeros zi. The zeros are obtained
by solving
(1 + z)N + (1− z)N = 0. (21)
which is equivalent to
(1 + z) = exp
(
(2j + 1)iπ
N
)
(1− z) (22)
with integer values of j, leading to
zj = i tan
(
(2j + 1)π
2N
)
(23)
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Utilizing the relation tan(−θ) = − tan θ, the roots can alternatively be expressed as conju-
gate pairs lying on the imaginary axis:
z±j = ±i tan(
(2j + 1)π
2N
) (24)
where j = 0 · · ·N/2 − 1 for an even value of N , and j = 0, · · · (N − 3)/2 for an odd value
of N . Note that there are only N − 1 zeros in the finite region when N is odd, since the
tangent function blows up for j = (N−1)/2. From Eq.(16) with A(z) = 2z−N/2 and Eq.(17)
with p = 0, we see that
kBT
2Cperiodic
4J2
= 4
∑
0≤j<(N−1)/2
z2 tan2((2j + 1)π/2N)
(z2 + tan2((2j + 1)π/2N))
2 (25)
The leading order term as z → 0 is
kBT
2Cperiodic
4J2
∼ 4z2
∑
0≤j<(N−1)/2
cot2
(2j + 1)π
2N
(26)
To find the zeros relevant for antiferromagnets, the partition function is expressed in terms
of y variables:
Zperiodic = y
−N/2
[
(y + 1)N + (y − 1)N
]
= 2y−N/2
N∏
i=1
(y − yi) (27)
where again, yis (i = 1, · · · , N) denote the N zeros of the partition function in the complex
y-plane. The zeros are obtained by solving[30]
(y + 1)N + (y − 1)N = 0. (28)
leading to
yj = i cot
(2j + 1)π
2N
(29)
with integer values of j. Utilizing the relations cot(θ) = tan(π/2−θ) and tan(−θ) = − tan θ,
we express them as conjugate pairs of zeros lying on the imaginary axis:
y±j = ±i tan
(2j + 1)π
2N
(j = 0, · · · , N/2− 1). (30)
for even values of N . On the other hand, for odd value of N , in addition to the pair of zeros
y±j = ±i tan
jπ
N
(j = 1, · · · , (N − 1)/2), (31)
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FIG. 3: The zeros for one-dimensional free-field Ising model under periodic boundary condition for
N = 7 and N = 8. Only the region with nonnegative imaginary values are shown, since there is a
reflection symmetry with respect to the real axis. FM and AF denote the zeros for a ferromagnet
and an antiferromagnet, respectively. The pattern of zeros for FM and AF are the same for an
even value of N .
there is an additional zero at the origin
y0 = 0. (32)
The zeros for N = 7 and N = 8 are shown in Figure 3 as examples, where it is to be
understood that the complex plane is the z-plane for ferromagnets and the y-plane for
antiferromagnets. The zeros approach the origin as the size increases, which causes the
coefficient of the low-energy expansion in Eq.(12) grow with size, as shown next.
From Eq.(17) with p = 0, we see that the specific heat can be written as
kBT
2Cperiodic
4J2
=


4(
∑N/2−1
j=0
y2 tan2((2j+1)π/2N)
(y2+tan2((2j+1)π/2N))2
(N even),
4
∑(N−1)/2
j=1
y2 tan2(jπ/N)
(y2+tan2(jπ/N))2
(N odd)
(33)
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Note that the zero at the origin for odd N has vanishing contribution to the specific heat.
The leading order term as y → 0 is
kBT
2Cperiodic
4J2
∼

 4y
2
∑N/2−1
j=0 cot
2 (2j+1)π
2N
(N even),
4y2
∑(N−3)/2
j=0 cot
2 (j+1)π
N
(N odd)
(34)
Summarizing Eq.(26) and (34) as behaviors near T → 0, we now get
kBT
2Cperiodic
4J2
∼


4e−4|J |β
(∑n−1
j=0 cot
2 (2j+1)π
4n
)
(N = 2n)
4e−4|J |β
(∑n−1
j=0 cot
2 (2j+1)π
(4n+2)
)
(N = 2n+ 1 and J > 0)
4e−4|J |β
(∑n−1
j=0 cot
2 (j+1)π
(2n+1)
)
(N = 2n+ 1 and J < 0).
(35)
where n is an integer. We again confirm that the leading term is proportional to e−4|J |β,
with its coefficients coming from the zeros. By comparing Eq.(35) with Eq.(12) for N = 2n
and N = 2n + 1, we prove the summation formula for the series of the cotangents:
n−1∑
j=0
cot2
(2j + 1)π
4n+ 2
= n(2n+ 1),
n−1∑
j=0
cot2
(2j + 1)π
4n
= 3
n−1∑
j=0
cot2
(j + 1)π
2n+ 1
= n(2n− 1). (36)
In particular, the growth of the coefficients of Cperiodic as O(N
2) as N → ∞ is seen to be
directly related to the approach of the zeros to the origin with O(1/N).
V. CONCLUSIONS
In this work, I explicitly derived the expressions for the low-temperature expansion of
one-dimensional free-field Ising models. The intensive physical quantities have no size depen-
dence under open boundary condition, related to the fact that the positions of the partition
function zeros are fixed in the complex temperature plane. Therefore, the intensive quanti-
ties are in exact agreement with those of the infinite chain, including their low-temperature
behavior. On the other hand, even the intensive quantities have size-dependence under pe-
riodic boundary condition. Although these quantities approach that of the open boundary
condition in the thermodynamic limit, the leading term of the low-temperature expansion
is quite distinct from that of the open boundary condition. I have shown that the size-
dependence of the leading coefficient comes from the partition zeros approaching the origin
on the complex temperature plane.
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