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Exploring the graph approach, we restate the extended definition of noncontextuality provided by
the contextuality-by-default framework. This extended definition avoids the assumption of nondis-
turbance, which states that whenever two contexts overlap, the marginal distribution obtained for
the intersection must be the same. We show how standard tools for characterizing contextuality can
also be used in this extended framework for any set of measurements and, in addition, we also pro-
vide several conditions that can be tested directly in any contextuality experiment. Our conditions
reduce to traditional ones for noncontextuality if the nondisturbance assumption is satisfied.
I. INTRODUCTION
Quantum theory provides a set of rules to pre-
dict probabilities of different outcomes in different
experimental settings. Quantum predictions match
with extreme accuracy the data from actually per-
formed experiments [1–7], nonetheless they exhibit
some peculiar properties deviating from the usual
probabilistic description of classical systems [8–10].
One of these “strange” characteristics is the phe-
nomenon of contextuality, which says that there may
be no global probability distribution over a set of
measurements consistent with the quantum theory
recovering the right prediction for each context, i.e.
subsets of compatible measurements. [9, 11–14].
A fundamental consequence of contextuality is
that the statistical predictions of quantum theory
cannot be obtained from models where measure-
ment outcomes reveal pre-existent properties that
are independent on other compatible measurements
that are jointly performed [9, 12]. This limitation
is related to the existence of incompatible measure-
ments in quantum systems and thus represents an
intrinsically non-classical phenomenon. Besides its
importance for a more fundamental understanding
of many aspects of quantum theory [15–20], con-
textuality has also been recognized as a potential
resource for quantum computing, [21–23], random
number certification [24], and several other informa-
tion processing tasks in the specific case of space-like
separated systems [25].
As a consequence, experimental verifications of
contextuality have attracted much attention [26–30]
over the past years. It is thus of utmost importance
to develop a robust theoretical framework for con-
textuality that can be efficiently applied to real ex-
periments. In particular, it is important to design
a sound theoretical machinery well-adapted to cases
in which the sets of measurements do not satisfy the
assumption of nondisturbance [15]. This strong as-
sumption demands that whenever the intersection of
two contexts is non-empty, then the marginal prob-
ability distributions for the intersection must be the
same, a restriction that will hardly be perfectly sat-
isfied in real experiments.
In Refs. [31–35], the authors propose an al-
ternative definition of noncontextuality, called
contextuality-by-default or extended contextuality,
that can be applied to any set of measurements. In
this alternative definition, a set of measurements is
said to be noncontextual (in the extended sense) if
there is an extended joint probability distribution
which is consistent with the joint distribution for
each context and, in addition, maximizes the prob-
ability of two realizations of the same measurement
in different contexts being equal. Such a treatment
reduces to the traditional definition of noncontextu-
ality if the nondisturbance property is satisfied and,
in addition, it can be verified directly from experi-
mental data. Finally, in Refs. [31, 36] the authors
provide necessary and sufficient conditions for ex-
tended contextuality in a broad class of scenarios,
namely the n-cycle scenarios.
Focusing on developing an experimentally-friendly
and robust theoretical framework for addressing
noncontextuality, this contribution explores the
graph approach to contextuality, developed in Refs.
[18, 37, 38] and further explored in Refs. [39–41],
to rewrite the definition of extended contextuality
in graph-theoretical terms. To this end, from the
compatibility graph G of a scenario Γ, we define an-
other graph G –the extended compatibility graph of
the scenario– and show that extended noncontex-
tuality is equivalent to noncontextuality in the tra-
ditional sense with respect to the extended graph
G . Within this graph-theoretical perspective, the
problem of characterizing extended noncontextual-
ity reduces to characterizing traditional noncontex-
tuality for the scenario defined by G , a difficult prob-
lem for general graphs [38, 42–44]. Nevertheless, the
graph-theoretic approach we employ here allows one
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2to use several tools already developed for the study
of contextuality also in the the characterization of
extended contextuality.
We have organized the paper as follows: in Sec. II
we review the definition of a compatibility scenario
and of noncontextuality in the traditional sense. In
Sec. III, we review the definition of extended non-
contextuality as given in Refs. [31–35, 45], stating
it in graph-theoretical terms. We define the corre-
sponding extended scenario and show that the no-
tion of contextuality is equivalent to traditional con-
textuality with respect to the extended scenario. In
Sec. IV we review several tools for the characteriza-
tion of contextuality that can also be applied to the
extended framework. In Sec. V we discuss differ-
ent approaches to extended contextuality and argue
why we believe the one proposed in Refs. [31, 36] is
more suitable. We finish this work with a discussion
in Sec. VI.
II. COMPATIBILITY SCENARIOS
A compatibility scenario is defined by a triple
Γ := (X, C, O) , (1)
where O is a finite set, X is a finite set representing
measurements in a physical system whose possible
outcomes lie in O, and C is a family of subsets of X.
The elements C ∈ C are called contexts and encode
the compatibility relations among the measurements
in X, that is, each set C ∈ C consists of a maximal
set of compatible, jointly measurable measurements
[14, 46].
Equivalently, the compatibility relations among
the elements of X can be represented by a hyper-
graph. The compatibility hypergraph associated with
a scenario (X, C, O) is a hypergraph
H := (X, C) (2)
whose vertices are the measurements inX and whose
hyperedges are the contexts C ∈ C.
When a particular set of compatible measure-
ments in a context C = {x1, x2, ..., x|C|} ∈ C is per-
formed jointly, a list a = (a1, a2, ..., a|C|) of outcomes
in OC := O × O × ... × O must be observed. The
probability of this list of outcomes, with respect to
this specific context, is denoted by
p (a|C) := p (a1, . . . , a|C| ∣∣x1, . . . , x|C| ) . (3)
The collection of all these joint probability distribu-
tions is usually called [47, 48] a behavior B for the
scenario (X, C, O).
In an ideal situation, it is generally assumed that
behaviors must satisfy the nondisturbance condi-
tion [20]. Such condition says that whenever two
contexts C and C ′ overlap, the marginals for C∩C ′,
computed either from the distribution for C or from
the distribution for C ′, must coincide. The set of
nondisturbing behaviors will be denoted by ND (Γ).
In the hypothetical situation where all measure-
ments in X are compatible, i.e. in the extreme sit-
uation where there is a unique context, it would be
possible to define a global probability distribution
p(a1a2...a|X||x1x2...x|X|) (4)
dictating the probability of outcomes a1a2...a|X| in
a joint measurement involving all measurements in
X.
It is in a less extreme situation that the concept
of (non)contextuality plays its role, though. A be-
havior B is noncontextual whenever the probabil-
ity distributions assigned by B to each context can
be recovered as marginals from a global probabil-
ity distribution p
(
a1a2 . . . a|X||x1x2...x|X|
)
[13, 14].
The set of noncontextual behaviors will be denoted
by NC (Γ). Notice that a noncontextual behavior
is necessarily nondisturbing, what left us with the
following inclusion
NC (Γ) ⊂ ND (Γ) . (5)
As an example, consider the scenario Γ containing
three dicotomic measurements {x, y, z} where only
one measurement, say {y}, is compatible with the
two others. Mathematically, Γ = (X, C, O) with O =
{−1, 1}, X = {x, y, z} and C = {{x, y}, {y, z}}. The
compatibility hypergraph of this scenario is a simple
graph [49], as depicted in Fig. 1.
x
y
z
FIG. 1: A compatibility scenario with three
measurements x, y, z and two contexts, {x, y} and
{y, z}.
In this scenario, a behavior consists in specifying
probability distributions
p(ab|xy), a, b ∈ {−1, 1} (6)
p(bc|yz), b, c ∈ {−1, 1}. (7)
The nondisturbance condition demands that
p (b|y) :=
∑
a
p (ab|xy) =
∑
c
p (bc|yz) . (8)
3A behavior is noncontextual if there is a global prob-
ability distribution p (abc|xyz) such that
p (ab|xy) =
∑
c
p (abc|xyz) (9)
p (bc|yz) =
∑
a
p (abc|xyz) . (10)
III. EXTENDED CONTEXTUALITY
To define noncontextuality in a scenario where the
nondisturbance property does not hold true, we shall
first consider extended global probability distributions
of the form
p
a11 . . . a1|C1|︸ ︷︷ ︸
C1
a21 . . . a
2
|C2|︸ ︷︷ ︸
C2
. . . am1 . . . a
m
|Cm|︸ ︷︷ ︸
Cm
∣∣∣∣∣∣∣x11 . . . x1|C1|︸ ︷︷ ︸
C1
x21 . . . x
2
|C2|︸ ︷︷ ︸
C2
. . . xm1 . . . x
m
|Cm|︸ ︷︷ ︸
Cm
 , (11)
where m = |C|, that gives the joint probability of ob-
taining outcomes ai1, . . . , a
i
|Ci| for each context Ci ={
xi1, . . . , x
i
|Ci|
}
. Notice that this extended global
probability distribution is, in general, not equal to
the probability distribution defined in Eq. (4), since
the same measurement may appear in more than one
context, and hence, in the list
x11 . . . x
1
|C1|︸ ︷︷ ︸
C1
x21 . . . x
2
|C2|︸ ︷︷ ︸
C2
. . . xm1 . . . x
m
|Cm|︸ ︷︷ ︸
Cm
(12)
the same measurement may be repeated several
times.
To make definitions in Eqs.(4) and (11) equivalent
in the case of nondisturbing behaviors, we demand
that, if in different contexts Ci1 , Ci2 , . . . , Cil there
exist coincident measurements xi1k1 , x
i2
k2
, . . . , xilkl ,
then the marginal probability distributions for
xi1k1 , x
i2
k2
, . . . , xilkl are perfectly correlated. It is then
equivalent to say that B is a noncontextual behavior
if there is a extended global probability distribution
satisfying this condition such that the marginals for
each context coincide with the probability distribu-
tions of B.
Consider the example framed in Fig.1. Tra-
ditionally, see Eq.(8), one says that a nondis-
turbing behavior for this scenario is noncontex-
tual if there is a global probability distribution
p(abc|xyz) such that p(ab|xy) = ∑c p(abc|xyz) and
p(bc|yz) = ∑a p(abc|xyz). An extended global
probability distribution is a probability distribution
p(ab1b2c|xy1y2z) such that
p(b1b2|y1y2) =
∑
a,c
p(ab1b2c|xy1y2z)
=
{
1 if b1 = b2
0 otherwise
, (13)
where y1 and y2 represent the two copies of mea-
surement y, one for each context. Then we say that
a behavior is noncontextual if there is an extended
global probability distribution satisfying condition
(13) such that
p(ab1|xy1) =
∑
b2,c
p(ab1b2c|xy1y2z) (14)
p(b2c|y2z) =
∑
a,b1
p(ab1b2c|xy1y2z). (15)
For nondisturbing behaviors, these two notions of
noncontextualtiy are equivalent [45].
To define noncontextuality in a scenario where the
nondisturbance property does not hold, we adopt
the strategy of Refs. [31–35]. That is to say, we
relax the requirement that marginals for variables
xi1k1 , x
i2
k2
, . . . , xilkl must be perfectly correlated when
they represent the same measurement. Instead, we
require that the probability of xi1k1 , x
i2
k2
, . . . , xilkl be-
ing equal is the maximum allowed by the individual
probability distributions of each xilkl .
We say that a behavior has a maximally non-
contextual description if there is an extended global
distribution (11) such that the distribution of each
context is obtained as a marginal and such that if
xi1k1 , x
i2
k2
, . . . , xilkl represent the same measurement,
the joint marginal distribution for xi1k1 , x
i2
k2
, . . . , xilkl
is such that
p
(
xi1k1 = . . . = x
il
kl
)
=
∑
a
p
(
a . . . a
∣∣xi1k1 . . . xilkl )
(16)
is the maximum consistent with the marginal distri-
butions p
(
a
ij
kj
∣∣∣xijkj ). In plain English, a behavior
is noncontextual in the extended sense if there is an
extended global distribution that gives the correct
marginal in each context and that maximizes the
probability of xi1k1 , x
i2
k2
, . . . , xilkl being equal if they
represent the same measurement in different con-
texts.
Given {xk1i1 , xk2i2 , . . . , xklil } representing the same
measurement, we call a distribution
p
(
ak1i1 a
k2
i2
. . . aklil
∣∣∣xk1i1 xk2i2 . . . xklil ) (17)
4that gives the correct marginals p
(
a
kj
ij
∣∣∣xkjij ) a cou-
pling for xk1i1 , x
k2
i2
, . . . , xklil . We say that such a
coupling is maximal if p
(
xk1i1 = x
k2
i2
= . . . = xklil
)
achieves the maximum value consistent with the
marginals p
(
a
kj
ij
∣∣∣xkjij ).
Although maximal couplings always exist, as
shown in Ref. [45], there is no guarantee that they
are unique. Nonetheless, there are specific scenarios
– such as scenarios with two variables with any num-
ber of outcomes and three variables each of which
with two outcomes– in which one can guarantee that
this is indeed the case [45].
Coming back once again to the example presented
in Fig. 1, we say that a behavior is noncontextual
in the extended sense if there is an extended global
distribution
p
(
ab1b2c|xy1y2z) (18)
such that
p
(
ab1|xy1) =∑
b2,c
p
(
ab1b2c|xy1y2z) (19)
p
(
b2c|y2z) =∑
a,b1
p
(
ab1b2c|xy1y2z) (20)
and
p
(
y1 = y2
)
:=
∑
b
p
(
bb|y1y2)
=
∑
a,b,c
p
(
abbc|xy1y2z) (21)
is maximal with respect to the marginals
p
(
b1|y1) =∑
a
p
(
ab1|xy1) (22)
p
(
b2|y2) =∑
c
p
(
b2c|y2z) . (23)
A. Extended compatibility scenario
To build a toolbox for extended contextuality, we
associate to any scenario Γ = (X, C, O) an extended
scenario
Υ := (X ,C , O) , (24)
constructed in the following way: to each vertex
x ∈ X, let Ci1 , . . . , Cil be all contexts containing
it. The set X consists of measurements denoted
by xi1 , . . . , xil , which represent different copies of
the measurement x, one for each context containing
it. For each x ∈ X the set {xi1 , . . . , xil} belongs
to C . The other contexts in C are in one-to-one
correspondence with the contexts in C: each context
Ci =
{
x1, x2, . . . , x|Ci|
}
in C corresponds the context{
xi1, x
i
2, . . . , x
i
|Ci|
}
in C . The extended compatibility
hypergraph H of the scenario is the compatibility
hypergraph of the extended scenario Υ.
Fig. 2 illustrates the extended compatibility hy-
pergraph of the scenario defined in Fig. 1. In
this scenario we have three measurements x, y, z and
two contexts, C1 = {x, y} and C2 = {y, z}. Mea-
surement x belongs only to context C1, measure-
ment z belongs only to context C2, while measure-
ment y belongs to both contexts. Hence, X ={
x1, y1, y2, z2
}
. The contexts in C are
{
y1, y2
}
,{
x1, y1
}
and
{
y2, z2
}
, the last two being the ones
corresponding to those of C. Since x and z have only
one copy in X we continue denoting these measure-
ments simply by x and z.
x
y
z
(a)
x
y1 y2
z
(b)
FIG. 2: (a) Compatibility hypergraph H of Fig. 1. (b)
The extended compatibility hypergraph H of H.
Given a behavior B for Γ, we construct an ex-
tended behavior B for B in the following way: for
each context
{
xi1x
i
2 . . . x
i
|Ci|
}
of C corresponding to
context Ci =
{
x1x2 . . . x|Ci|
}
of C the probability
distribution assigned by behavior B is equal to the
probability distribution assigned to Ci via the orig-
inal behavior B; for context xi1 , . . . , xil of C corre-
sponding to the different copies of a measurement
x ∈ X, the probability distribution assigned by be-
5havior B is any maximal coupling for the variables
xi1 , . . . , xil . Since, in general, maximal couplings are
not unique, B will also not be unique.
In the example of Fig. 1, a behavior B corre-
sponds to two probability distributions p (ab|xy) and
p (bc|yz). An extended behavior B corresponds
to three probability distributions p
(
ab1|xy1),
p
(
b2c|y2z) and p (b1b2|y1y2), such that the distri-
bution for xy1 is the same as the distribution for xy,
the distribution for y2z is the same as the distribu-
tion for yz and p
(
b1b2|y1y2) maximizes the proba-
bility of y1 and y2 being equal given the marginals
p
(
b1|y1) and p (b2|y2).
In Ref. [34], the authors define the notion of mul-
timaximal coupling and use this notion to give a dif-
ferent definition of extended contextuality. In this
work we prefer to adopt maximal couplings as our
starting point and by doing so we point out and
discuss in details the differences between both ap-
proaches in Sec. V. We notice, however, that the
tools used here apply to both cases, and, more gen-
erally, to any kind of coupling one imposes on the
sets xi1 , . . . , xil of C . Physical constraints shall ulti-
mately decide which couplings are more meaningful.
Once the relevant couplings are defined, the notion
of extended behavior will follow analogously and the
mathematics from this step forward is exactly the
same in all situations.
With these concepts in hands, we can rewrite the
definition of extended contextuality as the following
theorem:
Theorem 1. A behavior B for Γ has a maximally
noncontextual description if, and only if, there is an
extended behavior B for B which is noncontextual
in the traditional sense with respect to the extended
scenario Υ.
Thus, the problem of deciding whether a behavior
B is noncontextual in the extended sense is equiva-
lent to the problem of finding an extended behavior
B which is noncontextual in the extended scenario
Υ. Hence, the tools needed for the characterization
of extended contextuality in the contextuality-by-
default framework are exactly the same tools used
in the characterization of contextuality in the tra-
ditional definition, with the complication that the
scenario under study is more complex and that one
may have to look to several different extended be-
haviors.
This gives, as corollary, a complete characteriza-
tion of extended contextuality for the n-cycle sce-
nario [31, 36, 45]. In the n-cycle scenario, X =
{0, . . . , n− 1} and two measurements i and j are
compatible iff j = i + 1 mod n. The correspond-
ing hypergraph H is the cycle Cn with n vertices.
The extended hypergraphH is a 2n-cycle, with ver-
tices ii, ii+1 and egdes
{
ii, (i+ 1)i
}
,
{
ii, ii−1
}
, i =
0, . . . , n− 1 (see Fig. 3).
3 2
1
0
4
(a)
32 22
21
11
10
0004
44
43
33
(b)
FIG. 3: (a) The compatibility hypergraph H of the 5-cycle
scenario, which consists of five measurements 0, . . . , 4 and
five contexts {i, i+ 1}, i = 0, . . . , 4, the sum being taken
mod 5. (b) The extended compatibility hypergraph H of
the 5-cycle scenario, which is a 10-cycle with vertices ii−1, ii
and egdes
{
ii, (i+ 1)i
}
,
{
ii, ii−1
}
, i = 0, . . . , 4.
Corollary 2. A behavior B for the n-cycle scenario
is noncontextual in the extended sense iff
s
(〈
ii(i+ 1)i
〉
, 1− ∣∣〈ii〉− 〈ii−1∣∣〉)
i=0,...,n−1
≤ 2n− 2, (25)
where
s (z1, . . . , zk) = max
γi=±1,
∏
i γi=−1
k∑
i=1
γizi. (26)
In fact, the extended behavior is unique and, as
shown in Ref. [31], for every context
{
ii−1, ii
}
cor-
responding to i ∈ X we have that the maximal cou-
pling satisfy:〈
ii−1ii
〉
= 1− ∣∣〈ii−1〉− 〈ii〉∣∣ . (27)
As shown in Ref. [50], Eq. (25) is a necessary and
sufficient condition for membership in the noncon-
textual set of the scenario defined by C2n and the
result follows from Thm. 1.
6IV. NECESSARY AND SUFFICIENT
CONDITIONS FOR EXTENDED
CONTEXTUALITY
In this section we list several tools developed for
the characterization of traditional contextuality. As
a consequence of Thm. 1, these tools can also be
applied directly to the extended scenario to charac-
terize extended contextuality in the contextuality-
by-default framework.
A. Testing Noncontextuality with Linear
Programming
Noncontextuality of a behavior B is equivalent [51]
to the existence of a set of variables Λ and deter-
ministic probability distributions p (ai|xi, λ) for each
xi ∈ X and λ ∈ Λ such that
p
(
a1, . . . , a|C||x1, . . . , x|C|
)
=
∑
λ
p(λ)
|C|∏
i=1
p (ai|xi, λ) .
(28)
It is possible to show that it suffices to consider a set
Λ with the same number of elements as the extremal
points of the noncontextual set [52].
The most general way of deciding whether a be-
havior can be written in the form (28) is through
a linear program (LP) formulation [32]. Represent-
ing each probability distribution as a vector, Eq.(28)
can be written succinctly as
B = A · λ, (29)
with λ being a vector with components
λi = p(λ = i) (30)
and A being a matrix whose columns are the deter-
ministic distributions
|C|∏
j=1
p (aj |xj , λi) , (31)
that is, the columns of A are the extremal points of
the noncontextual set. Hence, checking whether B is
noncontextual amounts to solve a simple feasibility
problem written as the following LP :
min
λ∈Rm
v · λ
subject to B = A · λ (32)
λi ≥ 0∑
i
λi = 1,
where v represents an arbitrary vector with the same
dimension m = |O||X| as the vector representing the
variable λ.
As a consequence of Thm. 1, we have:
Theorem 3. A behavior B is noncontextual in the
extended sense if there is an extended behavior B in
the extended scenario such that the following linear
program
min
λ∈Rm
v · λ (33)
subject to B = A · λ
λi ≥ 0∑
i
λi = 1,
is feasible, where A is a matrix whose columns
are products of extremal points of the noncontextual
polytope of the extended scenario.
B. Noncontextuality Inequalities
In a scenario Γ = (X, C, O), given γs|C and b ∈ R
we say that the linear inequality∑
s∈O|C|,C∈C
γs|Cp (s|C) ≤ b, (34)
is a noncontextuality inequality if it is satisfied for
all B ∈ NC (Γ).
Every noncontextuality inequality gives rise to a
necessary condition for noncontextuality in the cor-
responding scenario. The noncontextual set is a
polytope and hence it is characterized by a finite
number of noncontextuality inequalities [20]. The
complete characterization of the noncontextual set
requires one to find all facet defining inequalities and
this is in general a hard problem, specially in the
extended framework where the number of measure-
ments is large. Nevertheless, there are algorithms
that can list all the facet-defining inequalities for
small graphs.
For scenarios where the contexts have at most
two measurements and each measurement has two
outcomes, we can explore the connection between
the noncontextual set and the cut polytope CUT (H)
[38, 41] of the corresponding compatibility hyper-
graph H. In this case H is nothing but a simple graph
and, if the nondisturbance condition is satisfied, de-
riving necessary conditions for extended contextu-
ality reduces to the traditional necessary conditions
for noncontextuality.
A detailed discussion of this connection is pre-
sented in Ref. [45]. There the authors have proven
that the extended compatibility hypergraph H can
be obtained from the compatibility hypergraph H
combining graph operations known as triangular
7elimination, vertex splitting and edge contraction
[44, 53, 54]. From valid inequalities for CUT (H) it
is possible to derive valid inequalities for any graph
obtained from H using a sequence of such operations.
In particular, for any valid inequality for CUT (H) it
is possible to derive valid inequalities for CUT (H ),
among which there is one that reduces to the origi-
nal inequality if the nondisturbance condition is sat-
isfied. Hence, for every noncontextuality inequality
in the traditional sense, we can derive a family of
inequalities in the extended sense. Any violation of
the inequalities obtained with this method implies
that the extended behavior is contextual in the ex-
tended sense.
C. Noncontextuality Quantifiers
Following the same reasoning we used above, ex-
tended noncontextuality of a behavior can also be
witnessed with noncontextuality quantifiers, i.e. in
order to define whether a given behavior is contex-
tual we can also explore those functions associating
each behavior B with a positive number Q (B) such
that Q (B) = 0 if and only if B is noncontextual.
Once again, as a consequence of Thm. 1, we have:
Theorem 4. A behavior B is noncontextual in the
extended sense if and only if there is an extended be-
haviorB such that Q (B) = 0 for some contextuality
quantifier Q.
In what follows we exhibit a number of monotones
of contextuality developed recently that can be used
to witness extended contextuality in any scenario.
1. Relative Entropy of Contextuality
The relative entropy of contextuality of a behavior
B [55, 56] is defined as
Emax (B) :=
min
BNC∈NC(Γ)
max
C
DKL
(
p(·|C)∥∥pNC(·|C)) , (35)
where p(·|C) is the probability distribution given
by the behavior B for context C, the minimum
is taken over all noncontextual behaviors BNC ={
pNC(·|C)} and the maximum is taken over all con-
texts C ∈ C.
On the other hand, the uniform relative entropy
of contextuality of B is defined as
Eu (B) :=
1
|C| minBNC∈NC(Γ)
∑
C∈C
DKL
(
p(·|C)∥∥pNC(·|C)) ,
(36)
where the minimum is taken over all noncontextual
behaviors BNC =
{
pNC(·|C)}.
Both Emax and Eu vanish if and only if B is non-
contextual. In addition, while Emax is a proper
monotone in a resource theory of contextuality with
noncontextual wirings as free-operations, the uni-
form relative entropy of contextuality is not. For
more detailes, see Refs. [51, 57].
2. Distances
In Refs. [41, 58], the authors define contextuality
monotones based on geometric distances, in contrast
with the previous defined quantifiers which are based
on entropic distances. Let D be any distance de-
fined in real vector space RK . The D-contextuality
distance of a behavior B is defined as
D (B) := min
BNC∈NC(Γ)
D
(
B,BNC
)
. (37)
We can also calculate the distance between the
behaviors B and BNC for each context C and then
average over the contexts. When the choice of con-
text is uniform, we have the D-uniform contextuality
distance of a behavior B, defined as
Du (B) :=
1
N
min
BNC∈NC(Γ)
∑
C∈C
D
(
p(·|C), pNC(·|C)) , (38)
where N = |C| is the number of contexts in C, p(·|C)
is the probability distribution given by the behavior
B for context C, and the minimum is taken over all
noncontextual behaviors BNC =
{
pNC(·|C)}.
If we allow for non-uniform choices of context, the
natural way of quantifying contextuality will be the
D-max contextuality distance of a behavior B, de-
fined as
Dmax (B) :=
min
BNC∈NC(Γ)
max
C
D
(
p(·|C), pNC(·|C)) , (39)
where the minimum is taken over all noncontextual
behaviors BNC =
{
pNC(·|C)} and the maximum is
taken over all contexts C ∈ C.
The quantifiers D, Du and Dmax vanish if and
only if B is noncontextual. The quantifier Dmax is
a proper monotone in a resource theory of contextu-
ality based on noncontextual wirings if the distance
d comes from a `p-norm in R
K . If we choose the
`1-norm, Du can be efficiently computed using lin-
ear programming [41]. A detailed discussion of this
quantifier for the special class of Bell scenarios can
be found in Ref. [58].
For the special class of n-cycle scenarios, the dis-
tance Du defined with the `1-norm is given by
8Du (B) := 1
N
min
BNC∈NC(Γ)
∑
C∈C,a∈OC
∣∣p(a|C)− pNC(a|C)∣∣
`1
=
1
2
max
s
[
s
(〈
ii(i+ 1)i
〉)− (n− 2)] , (40)
where s was defined in equation (26). This shows
that for n-cycle scenarios, the distance Du(B) de-
fined by the `1-norm is equal to the violation of the
only noncontextual inequality (25) violated by B.
In the extended n-cycle scenario, there is only one
extended behavior B for each behavior B. Hence,
the quantifier in the extended sense will also be given
by
Du (B) = 1
2
max
s
[
s
(〈
ii(i+ 1)i
〉
, 1− 〈ii〉− 〈ii−1〉)− (2n− 2)] (41)
and it will vanish if and only if B is noncontextual
in the extended sense.
3. Contextual Fraction
Broadly speaking, we may interpret the contex-
tual fraction of a behavior as a contextuality quan-
tifier based on the intuitive notion of which fraction
of it admits a noncontextual description. Such mea-
sure was introduced in Refs. [14, 59], and several
properties of this quantifier were further discussed
in Ref. [60].
More specifically, the contextual fraction of a be-
havior B is defined as
CF (B) = min{λ ∣∣B = λB′ + (1− λ)BNC } , (42)
where BNC is an arbitrary noncontextual behavior.
The contextual fraction vanishes if and only if B
is noncontextual and it can be efficiently computed
using linear programming.
In the n-cycle scenario, each behavior B violates
only one facet-defining inequality (25). This implies
that we can write
B = CF (B)B′ + (1− CF (B))BNC (43)
where BNC is a noncontextual behavior saturating
the inequality and B′ is the only contextual behavior
that maximally violates the inequality. The linearity
of the noncontextuality inequalities in turn implies
that B will violated this inequality by CF (B) times
the violation obtained with B′. Hence, we also have
that
CF (B) = 1
n
max
s
[
s
(〈
ii(i+ 1)i
〉
, 1− 〈ii〉− 〈ii−1〉)− (n− 2)] . (44)
Clearly, and analogously to what we have done for
the D-uniform contextuality distance, Eq. (44) will
also hold true in the extended scenario.
4. Negativity of global quasidistributions
A quasiprobability distribution is a set of real
numbers pi such that
∑
i pi = 1. If we relax the re-
striction that p
(
a1a2 . . . an|x1x2...x|X|
)
be a prob-
ability distribution and require only that it is be
a quasiprobability distribution, then every nondis-
turbing behavior has a global quasiprobability dis-
tribution consistent with it [14]. Noncontextuality
can be characterized in terms of these quasiproba-
bility distributions: a behavior in noncontextual if
and only if there is such global quasiprobability dis-
tribution with all p
(
a1a2 . . . an|x1x2...x|X|
) ≥ 0.
We can also use these distributions to derive a
contextuality quantifier
N (B) = min
∑
a,C
∣∣p (a1a2 . . . a|X||x1x2...x|X|)∣∣− 1
(45)
where the minimum is taken over all global
quasiprobability distributions consistent with B
and the sum is taken over all contexts C ={
x1, x2, . . . , x|X|
}
and all possible outcomes a =(
a1a2 . . . a|X|
) ∈ OC. We have that N (B) = 0 if
and only if there is a global probability distribution
consistent with B, and hence N is indeed a proper
contextuality quantifier. It can be calculated using
linear programming, since the sum can be formu-
9lated as
min
t∈Rn,λ∈Rm
〈1n, t〉 (46)
subjected to −t ≤ B−A · λ ≤ t∑
i
λi = 1,
where A is the matrix whose columns are the ex-
tremal points of the noncontextual polytope.
As a consequence of Thm. 1, B is noncontextual
in the extended sense if and only if there is an ex-
tended behavior B for B such that N (B) = 0. For
n-cycle scenarios N (B) is given by [32]
N (B) = 1
2
max
s
[
s
(〈
ii(i+ 1)i
〉
, 1− 〈ii〉− 〈ii−1〉)− (2n− 2)] . (47)
D. Difference between maximal couplings and
extended global distributions
In Refs. [34, 36] the authors define a specific con-
textuality quantifier for the contextuality-by-default
approach based on the fact that no extended global
probability distribution consistent with the original
behavior B can give a maximal coupling for the
copies of all measurements x ∈ X if B is contextual.
Let x1, . . . , xn be the different copies of a measure-
ment x ∈ X. We define
µ (x) = max p
(
x1 = x2 = . . . = xn
)
(48)
where the maximum is taken over all couplings of
x1, . . . , xn, that is, µ(x) gives the probability of
x1, . . . , xn being equal according to any maximal
coupling for x1, . . . , xn.
Given an extended global distribution q we com-
pute the probability of x1, . . . , xn being equal ac-
cording to q:
mq (x) = q
(
x1 = x2 = . . . = xn
)
. (49)
Combining these two quantities, we define
Mu (B) :=
∑
x∈X
µ (x)−max
q
∑
x∈X
mq (x) , (50)
where the maximum is taken over all extended
global distributions q consistent with B. Notice that
Mu (B) = 0 if and only if there is an extended global
distribution consistent with some extended behavior
B of B, that is, if and only if B is noncontextual in
the extended sense. This quantity can also be calcu-
lated using linear programming since it involves the
maximization of the linear function∑
x
mq(x) (51)
over the set of extended global distributions q con-
sistent with B in each context C.
It turns out that this quantifier is related to the
the violation of the noncontextuality inequalities
(25) for the n-cycle scenarios. In fact, it was shown
in Ref. [36] that
Mu (B) =
1
2
max
{
s
(〈
ii(i+ 1)i
〉
, 1− ∣∣〈ii〉− 〈ii−1∣∣〉)
i=0,...,n−1 − (2n− 2), 0
}
. (52)
This proves that, for n-cycle scenarios, the quanti-
fiers Mu, N , CF and Du defined with the `1-norm
are all equivalent. This is also true for Du defined
with any `p-norm, as shown in Ref. [41].
In references [51, 61] the authors show that the
quantifiers Eu and Du are not monotones under the
entire set of noncontextual wirings, as some prepro-
cessings of the measurement labels xi may increase
these quantifiers in an artificial way using only non-
contextual resources. This shows that taking sums
or means over the contexts generally do not lead
to proper contextuality quantifiers when the entire
class of noncontextual wirings is to be considered.
Although we still lack a resource theory for contex-
tuality that can be applied to the contextuality-by-
default framework, we expect the same problem to
happen with the quantifier Mu. It might be the use-
ful then to take the maximum over measurements x
instead of the sum:
M (B) = min
q
max
x∈X
[µ (x)−mq (x)] , (53)
where the minimum is taken over all extended prob-
ability distributions q consistent with B. Notice that
we also have that M (B) = 0 if and only if B is non-
contextual in the extended sense. Although possi-
bly more suitable from the point of view of resource
theories, this quantifier has the disadvantage of not
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being computed with linear programming. Never-
theless, for the special case of n-cycle scenario, Mu
and M coincide. In fact, it is always possible to find
an extended global distribution that agrees with B
for all contexts except one.
V. DIFFERENT COUPLINGS
Following Refs. [31, 33], we defined extended
contextuality using the notion of maximal coupling.
This kind of coupling has the property that a maxi-
mal coupling for a set of variables is not necessarily
a maximal coupling when we compute the marginal
for a subset of these variables. Hence, a noncontex-
tual behavior B might become contextual in the ex-
tended sense when some measurements are ignored
[34].
In Ref. [34] the authors regard this property as
a disadvantage of this kind of coupling and replace
the constraint of maximal coupling by the constraint
of multimaximal coupling. A multimaximal coupling
for a set of variables x1, . . . , xn is a maximal coupling
for x1, . . . , xn such that if we compute the marginal
distribution for every subset of x1, . . . , xn, the re-
sulting distribution is also a maximal coupling for
this subset. The main disadvantage of this kind of
constraint is that depending on the marginals for
x1, . . . , xn this kind of coupling may not exist.
Our main motivation to study extended contex-
tuality comes from the need of developing a formal
structure for contextuality that can be applied to
any experiment. Hence, the multimaximal coupling
constraint is not a good choice for this particular
application since there is no guarantee that such
a coupling exists for every experimental data. On
the other hand, the fact that a maximal coupling
for a set of variables is not necessarily a maximal
coupling when we compute the marginal for a sub-
set of these variables can be intuitively explained in
this situation. Imagine that a measurement x ap-
pears in four different contexts. In the extended
scenario this measurement will correspond to four
variables x1, x2, x3, x4. Suppose that the measure-
ment of the first two contexts is perfect and the
measurement of the last two contexts has a lot of
errors. It is possible that, even if you start with
a setting that should in theory exhibit contextual-
ity, the data will be noncontextual in the extended
sense if the measurements of the last two contexts
are really bad. Hence, discarding these contexts will
leave only the contexts where the measurement is
perfect, and hence the data may become contextual.
Errors contribute to make the experimental behav-
iors noncontextual and it might be the case that dis-
carding some measurements where the data is worse
will make the behavior contextual in the smaller sce-
nario.
We stress that the tools listed in Sec. IV will
work for any choice of coupling for the copies of
the same measurement one chooses. We believe that
this choice may depend on the application and it is
important to debate which choice is the most ap-
propriate in each situation. The generalization of
contextuality provided by this framework can lead
to a better comprehension of the data in contextu-
ality experiments without unreal idealizations, but
we believe that the kind of coupling one should im-
pose needs to be further discussed. Particularly,
we should investigate if it is possible to justify the
use of a specific coupling with experimental data.
Nevertheless, once the choice is made the notion of
extended behavior will follow analogously and the
mathematics from this step forward is exactly the
same in all situations.
VI. DISCUSSION
Apart from its primal importance in the founda-
tions of quantum physics, contextuality has been dis-
covered as a potential resource for quantum com-
puting [21–23], random number certification [24],
and several other tasks in the particular case of
Bell scenarios [25]. Within these both fundamen-
tal and applied perspectives, certifying contextuality
experimentally is undoubtedly an important primi-
tive. It is then crucial to develop a robust theoretical
framework for contextuality that can be easily ap-
plied to real experiments. This should include the
possibility of treating sets of measurements that do
not satisfy the assumption of nondisturbance, which
will be hardly satisfied in experimental implementa-
tions [31].
It is in the pursuing of such an endeavor that
the work we have presented here fits. On the one
hand, inspired on the findings of the authors in
Ref. [31–35] and aware that a robust and easy-to-
implement mathematical formalism should be es-
tablished, we further developed their extended def-
inition of noncontextuality, rewriting it in graph-
theoretical terms. It allowed us to explore geo-
metrical aspects of the graph approach to contex-
tuality to derive conditions for extended contextu-
ality that can be tested directly with experimen-
tal data in any contextuality experiment and which
reduce to traditional necessary conditions for non-
contextuality if the nondisturbance condition is sat-
isfied. In this sense, our proposal connects as-
pects of graph theory [43, 53] with foundations of
physics [18, 37, 40, 62, 63] and experimental certi-
fications [31].
In addition, we also have centred our attention
on how our formalism might be used in conjunction
with known quantifiers in order to witness, in an al-
ternative fashion, the notion of extended noncontex-
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tuality. In a nutshell, we have shown that the uni-
form relative entropy of contextuality, the uniform
distance, as well as the contextual fraction and the
negativity could all act as detectors, or witnesses for
the extended notion of contextuality (see Thm. 4).
Other common quantifiers as those based on robust-
ness, say the robustness of contextuality [41, 56],
could also have been approached and we believe sim-
ilar results would also have been found.
On another direction, it is known that the assump-
tion of noncontextuality imposes non-trivial condi-
tions on the Shannon entropies H (C), and that these
conditions can be written as linear inequalities [64],
also known as entropic noncontextuality inequalities.
Although in general they provide only necessary cri-
teria for membership in the noncontextual set, the
entropic framework reduces significantly the num-
ber of variables that have to be taken into account,
an advantage that may be not only important but
rather useful in the extended framework. We have
not explored this venue in here, but we would like
to point out that this connection should be explored
further though.
We believe that the contextuality-by-default
framework can lead to a better comprehension of the
data in contextuality experiments, but the restric-
tions of what kind of coupling one should impose in
the different copies of the same measurement in dif-
ferent contexts needs to be further discussed. It is
imperative that future works investigate whether it
is possible to justify the use of a specific coupling
given a certain set of experimental data.
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