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Resumo
Um elemento de grande importância na teoria de probabilidade é o passeio aleatório, o
qual pode ser descrito como a trajetória de uma partícula que move-se através de um
conjunto de vértices, tal que tendo chegado a uma posição num tempo determinado, sua
seguinte posição é escolhida de forma aleatória entre a vizinhança da posição atual. Um
grafo importante é o toro d-dimensional discreto, o qual pode ser entendido como uma
caixa de tamanho N contido no reticulado inteiro com fronteira periódica.
Um problema que tem sido estudado com grande ênfases nos últimos anos é o tempo de
recobrimento, o qual corresponde ao primeiro momento em que um passeio aleatório visita
todos os vértices de um grafo finito. Nesse contexto, numa primeira instancia, esta tese
esta orientada a estabelecer um principio de grandes desvios para o tempo de recobrimento
de um toro discreto de dimensão maior ou igual do que 3 por um passeio aleatório simples.
Um segundo resultado tem relação com os entrelaçamentos aleatórios. Este processo foi
introduzido para entender a estrutura dos pontos visitados pelo passeio aleatório no toro
discreto e, basicamente, pode ser definido como una nuvem de Poisson de trajetórias de
passeios aleatórios duplamente infinitas modulo deslocamento de tempo.
O análogo do tempo de cobertura no contexto dos entrelaçamentos aleatórios é o nível de
cobertura de um conjunto finito o que pode ser definido como o nível minimo tal que o
conjunto esteja completamente contido no entrelaçamento aleatório.
Nesse contexto, apresentamos um principio dos grandes desvios para o nível de recobrimento
de um subconjunto finito do reticulado inteiro pelos entrelaçamentos aleatórios.
Palavras-chave: Grandes desvios, tempo de recobrimento, nível de recobrimento.
Abstract
An element of great importance in probability theory is the random walk, which can be
described as the trajectory of a particle moving through a set of vertices, such that having
arrived at some position at a given time, its next position is chosen randomly from the
neighbourhood of the current position. An important graph is the discrete d -dimensional
torus, which can be understood as a box of size N contained in the discrete lattice with
periodic boundary.
A problem that has been studied with great emphasis in the last years are the cover times,
which corresponds to the first moment that a random walk visits all the vertices of a finite
graph. In this context, in a first instance, this thesis is oriented to establish a principle of
large deviations for the cover time a discrete torus of dimension larger or equal to 3 by a
simple random walk.
A second result is about random interlacements. This process was introduced to understand
the structure of the points visited by the random walk in the discrete torus and basically
can be defined as a Poisson cloud doubly infinite random walk path modulo shift time.
The analogue of the cover time in the context of random interlacements is the cover level
of a finite set, which can be defined as the minimum level such that the set is completely
contained in the random interlacements.
In this context, we present a principle of large deviations in the cover level of a finite
subset defined in the discrete lattice by random interlacements.
Keywords: Large deviation. Cover time. Cover level.
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Introdução
Um dos elementos estudados com maior ênfase na teoria de probabilidades
devido as suas aplicações em diferentes ramos da ciência tais como biologia, física, finanças
entre outras, são os passeios aleatórios. Um passeio aleatório é um processo estocástico
e consiste em uma sequência aleatória de passos realizados por uma partícula sobre
algum espaço. Este tipo de processo é utilizado para modelar uma grande quantidade de
fenômenos tais como a posição de uma partícula num espaço físico, a rota de pesquisa
de alimento por um animal, o preço de ações, etc. (veja por exemplo (STURM; SWART,
2015), (BARTUMEUS et al., 2005),(RYOO; SMITH, 2002), (DOYLE; SNELL, 1984)).
Nosso interesse é restrito ao estudo dos passeios aleatórios sobre um grafo
G “ pV,Eq, onde V é um conjunto de vértices e E é um conjunto de arestas. Neste
contexto a partícula se move através do conjunto de vértices V , tal que tendo chegado ao
vértice Xn ao tempo n, sua posição subsequente é escolhida de forma aleatória dentre os
pontos adjacentes a Xn.
Em particular, este trabalho se enfoca em passeios aleatórios definidos sobre
dois grafos específicos, o reticulado inteiro Zd e o toro discreto TdN “ pZ{NZqd, com
N ě 1. No reticulado inteiro, dois pontos estão conectados se sua distância euclideana é
exatamente igual a 1 enquanto o toro discreto pode ser entendido, informalmente, como
uma caixa contida em Zd com lados de tamanho N e com fronteira periódica, isto é, se o
passeio aleatório abandona a caixa por um lado qualquer, este reaparece no lado oposto
da caixa.
Nosso trabalho se centra no estudo dos passeios aleatórios definidos sobre
esses grafos em dimensão maior ou igual a três. A analise é quantitativamente diferente
dependendo da dimensão. Se d ď 2 então o passeio aleatório sobre Zd é recorrente, isto
é, o passeio aleatório visita quase certamente todos os vértices do grafo infinitas vezes.
Pelo contrário, se d ě 3 então o passeio aleatório é transiente, isto significa que o passeio
aleatório, depois de uma quantidade de tempo suficiente, escapa de um conjunto de vértices
para nunca mais voltar.
Esta propriedade também se pode refletir, de alguma forma, no grafo TdN , já
que o comportamento local do passeio aleatório sobre o toro discreto é similar ao passeio
aleatório sobre o reticulado discreto, isto tem como conseqüência que o passeio aleatório
sobre o toro herda localmente as propriedades do passeio definido sobre Zd.
Na tese se estuda um modelo fortemente relacionado com o passeio aleatório
definido sobre o toro discreto, este é o modelo de entrelaçamentos aleatórios. Este modelo
foi originalmente introduzido em (SZNITMAN, 2010) com o objetivo de estudar o com-
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portamento do passeio aleatório no toro e cilindro discreto e nasce naturalmente como a
imagem local deixada pelo passeio aleatório nesses grafos, em uma escala de tempo apropri-
ada. Hoje o estudo dos entrelaçamentos aleatórios se torna importante em si mesmo. (Para
trabalhos relacionados com o entrelaçamento aleatório em Zd, d ě 3 veja (TEIXEIRA;
WINDISCH, 2011), (BELIUS, 2012), (TEIXEIRA; ČERNÝ, 2012), (SZNITMAN, 2012)
ou (DREWITZ; RÁTH; SAPOZHNIKOV, 2014), em duas dimensões veja (COMETS;
POPOV; VACHKOVSKAIA, 2016), em outros grafos (TEIXEIRA, 2009)).
O modelo dos entrelaçamentos aleatórios pode ser descrito, basicamente, como
um processo pontual de Poisson no espaço de trajetórias duplamente infinitas de passeios
aleatórios definidos sobre Zd. A intensidade do processo possui um parâmetro u ě 0 o
qual, intuitivamente, regula a quantidade de trajetórias que constituem o processo e é
chamado de nível do conjunto de entrelaçamentos aleatórios.
O propósito de nosso trabalho está focado em dois assuntos intimamente
relacionados, o tempo de recobrimento e o nível de recobrimento. Em outras palavras, nos
centramos em estudar a quantidade de tempo que o passeio aleatório necessita para visitar
todos os pontos de um toro discreto e a quantidade de trajetórias duplamente infinitas de
passeios aleatórios que são necessárias para cobrir um subconjunto finito do reticulado
discreto.
Antes de descrever os resultados obtidos, introduzimos brevemente o tempo de
recobrimento, o modelo de entrelaçamentos aleatórios e o nível de recobrimento.
0.1 Tempos de recobrimento
O tempo de recobrimento de um grafo finito tem sido objeto de interesse por
mais de 30 anos e corresponde ao primeiro momento em que o passeio aleatório visita
todos os vértices do grafo. (veja (ALDOUS, 1991), (ALDOUS, 1983), (ALDOUS; FILL,
2002), (BRUMMELHUIS; HILHORST, 1991),(DEVROYE; SBIHI, 1990), (FEIGE, 1995),
(DING; LEE; PERES, 2011) ou (ALDOUS, 1991)).
Formalmente, seja pXnqně0 um passeio aleatório definido sobre um grafo finito
e conectado G “ pV,Eq . Se define o tempo de entrada, quer dizer, o primeiro momento
que o passeio aleatório visita o vértice x P V por,
Hx “ inf
ně0 tXn “ xu
e o tempo de recobrimento do grafo G por,
TG “ max
xPV Hx
ou equivalentemente,
TG “ inf
ně0 tV Ď X p0, nqu ,
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onde X p0, nq “ tX0, . . . , Xnu são os conjuntos de vértices visitados pelo passeio aleatório
até o tempo n.
Para uma grande quantidade de grafos, incluindo TdN com d ě 2, a distribuição
dos tempo de entrada escalados por sua esperança com distribuição inicial uniforme,
Hx
E pHxq , é aproximadamente exponencial com parâmetro 1 ((ALDOUS, 1989)).
Simplificando a análise, se supomos que
ˆ
Hx
E pHxq
˙
xPV
é uma coleção indepen-
dente e identicamente distribuída (i.i.d) com distribuição Exp p1q, então a esperança da
variável TG “ max
xPV Hx satisfaz,
E
ˆ TG
E pHxq
˙
“
|V |ÿ
k“1
1
k
„ log p|V |q , quando |V | Ñ 8.
Adicionalmente, a variável TG está concentrada em seu valor esperando, no
sentido da seguinte convergência,
TG
E pHxq log p|V |q Ñ 1, em probabilidade quando |V | Ñ 8. (1)
e o comportamento assintótico das caudas para γ ă 1
P pTG ď γE pHxq log p|V |qq “
`
1´ |V |´γ˘|V | „ e|V |1´γ , quando |V | Ñ 8. (2)
e para γ ą 1
P pTG ě γE pHxq log p|V |qq “ 1´
`
1´ |V |´γ˘|V | „ |V |1´γ , quando |V | Ñ 8. (3)
Além disso, a distribuição de TG
E pHxq ´ log p|V |q converge em lei a uma variável aleatória
com distribuição Gumbel G, isto é
TG
E pHxq ´ log p|V |q Ñ G, em lei quando |V | Ñ 8. (4)
Onde a função de distribuição acumulada da variável G é e´e´x , x P R.
Mas a distribuição dos tempos de entrada é só aproximadamente exponencial eˆ
Hx
E pHxq
˙
xPV
não é uma sequência independente, por exemplo no toro o tempo de entrada
de dois pontos vizinhos tem uma alta correlação, portanto a análise não pode ser tão
simples.
Para conhecer o comportamento assintótico de E
`TTdn˘, d ě 3, se utiliza o
método de Matthews e o comportamento assintótico do tempo esperado de entrada. O
método de Matthews (veja (MATTHEWS, 1988; LEVIN; PERES; WILMER, 2009))
basicamente consiste em estimar o tempo esperado de recobrimento pelo tempo esperado
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de entrada, o qual é obtido aleatorizando a ordem na qual o passeio aleatório visita os
pontos de TdN , com isto são obtidas as seguintes cotas
max
xPTdN
Ex
´
TTdN
¯
ď max
x,yPTdN
Ey pHxq
Ndÿ
n“1
1
n
,
min
xPTdN
Ex
´
TTdN
¯
ě min
x‰y Ey pHxq
Nd´1ÿ
n“1
1
n
.
E considerando que o tempo esperado de entrada é assintótico a gp0qNd
((ALDOUS; FILL, 2002), Pág. 28), onde gpxq é a função de Green a qual é definida como
o valor esperado do número de visitas ao vértice x de um passeio aleatório começando em
0, isto é,
gpxq “
8ÿ
n“0
P0pXn “ xq,
é possível provar que o tempo esperado de recobrimento do toro discreto com dimensão
pelo menos três, é assintótico a gp0qNd log `Nd˘, isto é,
E
ˆ TTdN
gp0qNd
˙
„ log `Nd˘ . (5)
Devido a um teorema general de J. Aldous (veja (ALDOUS, 1983; ALDOUS,
1991)) o tempo de recobrimento concentra-se em torno do seu valor esperado. Em particular,
para TdN , d ě 3, o tempo de recobrimento concentra-se em torno de gp0qNd log
`
Nd
˘
no
sentido da seguinte convergência em probabilidade,
TTdN
gp0qNd log pNdq Ñ 1, em probabilidade quandoN Ñ 8. (6)
Algumas propriedades distribucionais do tempo de cobertura foram estudadas
por D. Belius em (BELIUS, 2012). Utilizando acoplamentos entre o passeio aleatório
sobre o toro e entrelaçamentos aleatórios, foi provado que a lei da variável aleatória TTdN
devidamente centrada e padronizada converge em distribuição a uma variável aleatória G
com distribuição Gumbel, especificamente
TTdN
gp0qNd ´ log
`
Nd
˘Ñ G, em lei quandoN Ñ 8. (7)
O mesmo resultado foi obtido paralelamente por A. Prata em (PRATA, 2012)
utilizando estimativas nas probabilidades dos tempos de entrada para uma classe mais
ampla de grafos.
Assim, as magnitudes em (5), (6) e (7) coincidem com o caso hipotético que os
tempos de entrada são independentes com distribuição exponencial. O foco desta tese tem
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relação com as equações (2) e (3) no grafo TdN , isto é, com os grandes desvios no tempo de
recobrimento de um passeio aleatório no toro discreto com dimensão maior ou igual a três,
sendo coincidente com o caso hipotético.
A seguir, se entrega uma revisão sobre o tempo de recobrimento num toro de
dimensão 2 e o problema dos pontos tardios, os quais têm uma estreita relação com o
principal tópico da tese.
O problema do recobrimento do toro discreto bidimensional foi introduzido em
(WILF, 1989) com o nome de “o problema da tela branca” o qual consiste em determinar
o tempo que um passeio aleatório visite todos os pixels da tela do computador. Depois de
anos de esforços, utilizando aproximações do passeio aleatório pelo caminho Browniano foi
provado por A. Dembo, Y Peres, J. Rosen e O. Zeitouni em (DEMBO et al., 2004) que
TT2N
4
pi
pN log pNqq2 Ñ 1, em probabilidade, quandoN Ñ 8. (8)
A probabilidade de grandes desvios para a convergência anterior foi obtida por
F. Comets, C. Gallesco, S. Popov e M. Vachkovskaia no ano 2013. Utilizando o método de
tempos locais suaves e estimativas nas probabilidades dos tempos de entrada, os autores
mostram em (COMETS et al., 2013) que quando N tende a infinito os desvios por baixo
do tempo de recobrimento,
P
ˆ
TT2N ď γ
4
pi
pN log pNqq2
˙
“ exp
´
´N2p1´?γq`op1q
¯
, γ ă 1. (9)
e para os desvios por cima,
P
ˆ
TT2N ě γ
4
pi
pN log pNqq2
˙
“ N´2pγ´1q`op1q, γ ą 1. (10)
O tempo de entrada esperado do passeio aleatório no toro bidimensional é
assintótico a 2
pi
N2 log pNq (veja (ALDOUS; FILL, 2002), Pág 244), desta forma o tempo
de entrada a um ponto fixo é distribuído aproximadamente exponencial com média
2
pi
N2 log pNq, assim (10) concorda com a intuição que o tempo de entrada deveria ser
aproximadamente independente, em outras palavras os desvios por cima coincidem com
(3), porém (9) revela uma dependência entre os tempos de entrada do passeio aleatório a
pontos diferentes do toro, dado que o máximo de N2 pontos com distribuição exponencial
com média 2
pi
N2 log pNq seja no máximo γ 4
pi
pN log pNqq2 é da ordem exp `´N2p1´γq˘ o
qual não é a magnitude obtida no desvio por baixo do tempo de cobertura.
Um problema relacionado com o tempo de recobrimento em TdN é os pontos
tardios. A razão para utilizar o termo tardio é que a quantidade de tempo requerido pelo
passeio aleatório para atingir esses pontos é muito maior que o tempo máximo de entrada
médio. Formalmente o conjunto dos pontos α-tardios no toro discreto d-dimensional, d ě 2,
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é
L pαq “
!
x P TdN : Hx ą p1´ αqE
´
TTdN
¯)
Os pontos no conjunto L pαq não são uniformemente distribuídos sobre o toro
discreto bidimensional. Esses pontos estão fortemente concentrados em pontos descobertos,
no sentido que em uma vizinhança de um ponto tipico de L pαq se concentram uma grande
quantidade dos pontos α-tardios. Isto revela uma estrutura fractal do conjunto L pαq, este
importante resultado foi provado em (DEMBO et al., 2006a).
Ao contrário do passeio aleatório sobre o plano, em dimensões maiores ou iguais
do que três foi mostrado em (MILLER; SOUSI, 2016) que, o comportamento dos pontos
tardios é uniforme no sentido que a lei do conjunto de pontos não cobertos no primeiro
instante que a quantidade de sítios não visitados pelo passeio aleatório é exatamente igual
a Ndp1´αq, com α maior que uma constante que depende da dimensão, converge em lei,
quando o tamanho do toro tende para o infinito, para uma lei uniforme sobre todos os
subconjuntos de TdN com cardinalidade igual a Ndp1´αq.
Alem disso, também é provado que a variação total entre L pαq, novamente
para um α maior do que uma constante que depende da dimensão, e a lei de uma sequência
i.i.d. de variáveis aleatórias com distribuição Bernoulli com probabilidade de sucesso N´αd
indexadas pelos pontos de TdN tende a zero quando N Ñ 8.
0.2 Entrelaçamentos aleatórios e nível de recobrimento
O modelo dos entrelaçamentos aleatórios foi inicialmente introduzido em 2007
por A. Sznitman em (SZNITMAN, 2010) motivado pelo estudo de algumas propriedades
percolativas dos traços do passeio aleatório sobre o toro e o cilindro discreto. Nos últi-
mos anos este modelo têm sido de interesse em si mesmo, focando na pesquisa de suas
propriedades percolativas e também como ferramenta para o estudo dos passeios aleatórios.
Basicamente, o modelo dos entrelaçamentos aleatórios corresponde a uma
nuvem de Poisson sobre o espaço de trajetórias duplamente infinitas modulo deslocamento
de tempo de passeios aleatórios sobre o reticulado inteiro de dimensão maior ou igual a três.
Com o objetivo de representar esta nuvem, pode-se pensar num tecido de fios entrelaçados
aleatoriamente.
A intensidade do processo de Poisson possui um parâmetro u o qual é não
negativo e é chamado nível do entrelaçamento aleatório. Por construção o nível têm uma
estreita relação com os passeios aleatórios já que este processo nasce do limite local dos
pontos visitados em TdN pelo passeio aleatório até o tempo uNd quando N tende a infinito,
em outras palavras, o traço deixado pelo passeio aleatório até o tempo uNd sobre uma
caixa contida em TdN têm aparência do entrelaçamento aleatório ao nível u.
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O processo de entrelaçamentos aleatórios é frequentemente denotado por pIuquě0
e corresponde a uma família crescente de subconjuntos contidos no reticulado inteiro, quer
dizer, para v ď u verifica-se
Iv Ă Iu Ă Zd.
E a lei deste processo é unicamente caracterizada pela seguinte formula,
P pAX Iu “ Hq “ exp p´uCap pAqq , para todoA Ă Zd finito, (11)
onde, Cap pAq é a capacidade do conjunto A, e pode ser entendida a grosso modo como o
tamanho do conjunto A desde o ponto de vista do passeio aleatório.
Em analogia com o tempo de recobrimento é possível definir o nível de reco-
brimento. O nível de recobrimento corresponde ao nível minimo necessário para cobrir
completamente um subconjunto finito do reticulado inteiro com dimensão maior ou igual
a três pelo entrelaçamento aleatório nesse nível.
Formalmente, o nível de recobrimento é definido para A Ă Zd finito por,
T RIA “ infuě0 tA Ă I
uu
ou equivalentemente, em analogia com a definição do tempo de recobrimento usando
tempos de entrada,
T RIA “ max
xPA Ux,
onde Ux é o nível de recobrimento do ponto x P Zd, isto é
Ux “ inf
uě0 tx P I
uu .
Ao contrário do tempo de entrada, o nível de recobrimento de um ponto x P Zd
têm exatamente distribuição exponencial com parâmetro 1
gp0q , isto é, para todo u ě 0 e
x P Zd têm-se
P pUx ě uq “ exp
ˆ
´ u
gp0q
˙
.
O qual é conseqüência imediata do fato que a capacidade do conjunto unitário txu Ă Zd é
igual à 1
gp0q e a identidade (11).
Simplificando a analise, como foi feito na secção anterior, supondo que a
sequência de níveis de recobrimentos pUxqxPA for independente então o nível esperado de
recobrimento satisfaz,
E
ˆT RIA
gp0q
˙
„ log p|A|q , quando |A| Ñ 8.
Também, o nível de recobrimento esta concentrado em sua esperança, no
seguinte sentido
T RIA
gp0q log p|A|q Ñ 1, em probabilidade quando |A| Ñ 8. (12)
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E um principio dos grandes desvios para a convergência anterior seria,
P
`T RIA ď γgp0q log p|A|q˘ „ e´|A|1´γ , para γ ă 1, (13)
e
P
`T RIA ě γgp0q log p|A|q˘ „ |A|γ´1 , para γ ą 1, (14)
quando |A| Ñ 8.
Finalmente, a variável aleatória T RIA convenientemente centrada e padronizada
convergiria em lei para uma variável aleatória G com distribuição Gumbel, isto é,
T RIA
gp0q ´ log p|A|q Ñ G, em lei quando |A| Ñ 8. (15)
Mas a sequência pUxqxPA apresenta um grau de dependência que tem decaimento
polinomial com respeito a distancia (veja (SZNITMAN, 2010)), isto é
Cov
`
1tUxąuu,1tUyąuu
˘ „ cpuq}x´ y}d´2 , quando }x´ y} Ñ 8.
Onde }¨} é a distancia Euclideana e cpuq é uma constante que depende do nível u. O
anterior implica a necessidade de uma análise mais complexa.
Contudo, ao respeito das propriedades distribucionais, a convergência (15)
foi provada por D. Belius no ano 2012 em (BELIUS, 2012). Ele mostra que os pontos
descobertos a um nível um pouco menor do nível de recobrimento estão bem separados
dentro do conjunto A e, por conseqüência, eles são aproximadamente independentes com
distribuição exponencial com média gp0q.
Na tese definimos estrategias para mostrar resultados relacionados com as
equações (13), (14) e, em conseqüência, com a convergência (12), isto é, mostramos um
principio de grandes desvios para o nível de recobrimento no modelo de entrelaçamentos
aleatórios em dimensões maiores ou iguais a três.
0.3 Resultados
Nesta seção fazemos uma introdução aos resultados obtidos na tese, os quais
são enquadrados em duas categorias intimamente relacionadas, grandes desvios para o
tempo de recobrimento de um toro discreto de dimensão maior a três e grandes desvios
para o nível de recobrimento de um subconjunto finito do reticulado inteiro de dimensão
maior ou igual a três.
No contexto do passeio aleatório sobre o toro discreto é estabelecida, em uma
primeira instância, a seguinte identidade na probabilidade de grandes desvios para o tempo
de recobrimento por embaixo,
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Teorema 0.1. Seja γ ă 1, então para todo  ą 0
exp
`´Ndp1´γq`ε˘ ď P´TTdN ď γgp0qNd log `Nd˘¯ ď exp `´Ndp1´γq´ε˘ , (16)
para todo N suficientemente grande.
A ideia para determinar uma cota inferior para a probabilidade em (16) é
forçar ao passeio aleatório para cobrir o toro TdN num tempo menor a γgp0qNd log
`
Nd
˘
.
A estrategia utilizada para conseguir o objetivo é baseada em estimativas na probabilidade
dos tempos de entrada e pode ser resumida, a grosso modo, da forma seguinte.
Deixamos que o passeio aleatório se desenvolva livremente pelo toro discreto
até um pouco antes do tempo γgp0qNd log `Nd˘, digamos, até o tempo
p1´ qgp0qNd log `Nd˘ ,  P p1´ γ, 1q .
Logo, tendo o traço deixado pelo passeio aleatório ao tempo p1´qgp0qNd log `Nd˘,
obrigamos o processo a cobrir o toro num tempo menor ao tempo restante, quer dizer,
se força que o passeio aleatório visite todos os pontos descobertos em TdN ao tempo
p1´ qgp0qNd log `Nd˘ num tempo menor a
pγ ` ´ 1qgp0qNd log `Nd˘ .
Para conseguir isto, se fixa um parâmetro α P
ˆ
1´ ,min
"
1, 12dp1´ q
*˙
e
dividimos o toro TdN em Ndp1´αq caixas de tamanho Nα. A ideia, então, é cobrir os pontos
não visitados até o tempo p1 ´ qgp0qNd log `Nd˘ no toro, forçando o passeio aleatório
para cobrir as caixas B1, . . . , BNdp1´αq em uma ordem estabelecida.
Cada caixa é coberta impondo que o passeio aleatório visite um ponto descoberto
num tempo menor a N2α, como a quantidade de pontos não visitados e caixa é menor
a Ndpα`´1q (com probabilidade positiva) temos que o passeio aleatório cobre uma caixa
num tempo menor a Ndpα´`1q`2α.
Finalmente, repetindo o procedimento anterior em todas as caixas, o passeio
aleatório é obrigado a cobrir o toro num tempo menor a Nd`2α o qual é menor a
γgp0qNd log `Nd˘.
Utilizando desigualdades na probabilidade dos tempos de entrada e a proprie-
dade forte de Markov, obtemos
P
´
TTdN ď γgp0qNd log
`
Nd
˘¯ ě exp `´Ndp1´γq`β˘ ,
para todo β positivo e N suficientemente grande.
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Por outro lado, com o objetivo de estabelecer uma cota superior para a probabi-
lidade em (16), provamos que ao tempo γgp0qNd log `Nd˘ o toro não esta completamente
coberto pelo passeio aleatório com probabilidade pelo menos
1´ exp `´Ndp1´γq´cpγ,d,Nq˘ ,
onde cpγ, d,Nq é uma constante positiva que depende de γ, o tamanho, a dimensão do
toro e tende a zero quando N tende a infinito.
Especificamente, nos provamos que se o toro é dividido em Ndp1´αq caixas de
tamanho Nα, onde α é um parâmetro contido em pγ, 1q, então o traço deixado pelo passeio
aleatório até o momento γgp0qNd log `Nd˘ não cobre pelo menos c1pγ, d,NqNdp1´αq caixas
com probabilidade maior a
1´ exp `´cpγ, d,NqNdp1´αq˘ .
Onde c1pγ, d,Nq e cpγ, d,Nq são constantes positivas que dependem de γ, o tamanho e a
dimensão do toro.
A estrategia para provar a cota superior dos grandes desvios do tempo de
recobrimento de um toro discreto de dimensão maior ou igual a três pode ser resumida da
seguinte forma, como dissemos anteriormente, dividimos o toro em Ndp1´αq caixas disjuntas
de tamanho Nα, com α P pγ, 1q . Com o objetivo de determinar se uma caixa é coberta,
focamos nosso estudo nos traços deixados pelo passeio aleatório dentro da caixa, isto é,
estudamos as excursões que faze o passeio aleatório sobre esta.
Controlando o numero total de excursões que efetua o passeio aleatório até
o tempo γgp0qNd log `Nd˘ sobre as Ndp1´αq caixas, mostramos que existem pelo menos
c1N
dp1´αq caixas que não tem muitas excursões ao tempo γgp0qNd log `Nd˘.
Também, utilizamos o método dos tempos locais suaves (explicados em detalhe
no capitulo 2) para comparar o processo de excursões gerados pelo passeio aleatório com
um processo de excursões independentes e identicamente distribuídas, para provar que
existem pelo menos c2Ndp1´αq caixas que não estão completamente cobertas quando não
tem muitas excursões.
Finalmente, tendo em conta os dois resultados antes mencionados, ao tempo
γgp0qNd log `Nd˘ existem pelo menos pc2´c1qNdp1´αq caixas que não estão completamente
cobertas pelo traço do passeio aleatório até o tempo γgp0qNd log `Nd˘ com probabilidade
maior a 1´ exp `´cpγ, d,NqNdp1´αq˘. Escolhendo α perto de γ temos que o tempo de reco-
brimento TTdN é maior a γgp0qNd log
`
Nd
˘
com probabilidade maior a 1´exp `´Ndp1´γq´β˘,
isto é,
P
´
TTdN ď γgp0qNd log
`
Nd
˘¯ ď exp `´Ndp1´γq´β˘ ,
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para todo β positivo e N suficientemente grande.
A cota superior dos grandes desvios do tempo de recobrimento no continuo
foi obtida no Corolário 1.8 em (GOODMAN; HOLLANDER, 2014), com o objetivo de
mostrar uma generalização da lei dos grandes números obtido em (DEMBO; PERES;
ROSEN, 2003). Vale notar que é possível obter a cota superior no Teorema 0.1 utilizando
a versão multidimensional da aproximação KMT ((EINMAHL, 1989)) e os grandes desvios
do -tempo de recobrimento de um movimento Browniano num toro continuo, coincidindo
com nosso resultado. Mas os resultados de acoplamento de excursões utilizados para a
demonstração da cota superior nesta tese pode ser interessante para trabalhos posteriores.
Um segundo resultado no contexto dos grandes desvios do tempo de recobri-
mento, é o desvio de cima. Especificamente, provamos
Teorema 0.2. Seja γ ą 1, entoão para β ą 0,
N´dpγ´1q´β ď P
´
TTdN ě γgp0qNd log
`
Nd
˘¯ ď N´dpγ´1qp1` βq, (17)
para todo N suficientemente grande.
As estrategias utilizadas são resumidas como segue. A cota superior para a
probabilidade dos grandes desvios em (2.44) e obtida facilmente. Notando que a probabili-
dade que o toro não esteja coberto por completo ao tempo γgp0qNd log `Nd˘ é equivalente
à probabilidade que exista um ponto no toro que não tem sido atingido antes do tempo
γgp0qNd log `Nd˘ pelo passeio aleatório.
Assim, utilizando a desigualdade da união de eventos e uma cota superior para
a probabilidade do tempo de entrada, obtemos
P
´
TTdN ě γgp0qNd log
`
Nd
˘¯ ď N´dpγ´1qp1` βq,
para todo β positivo e N suficientemente grande.
Por outro lado, o esquema para mostrar uma cota inferior é forçar que o
passeio aleatório deixe pelo menos um ponto sem cobrir até o tempo γgp0qNd log `Nd˘.
Para isto deixamos que o passeio aleatório recorra o toro TdN livremente até o tempo
p1´ γ1qgp0qNd log `Nd˘, onde γ1 P p0, 1q. Neste tempo, com probabilidade positiva, existe
pelo menos um ponto que não tem sido atingido pelo passeio aleatório. Logo, se escolhe
um ponto descoberto qualquer e se força que o passeio aleatório evite este ponto até o
tempo restante, isto é, fazemos que o tempo de entrada no ponto descoberto ao tempo
p1´ γ1qgp0qNd log `Nd˘ seja maior a pγ ` 1´ γ1qgp0qNd log `Nd˘ .
Utilizando estimativas na probabilidade do tempo de entrada, provamos que
para N suficientemente grande
P
´
TTdN ě γgp0qNd log
`
Nd
˘¯ ě N´dpγ´1q´β,
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para todo β ą 0.
Um segundo resultado é enquadrado no modelo de entrelaçamentos aleatórios.
Aqui mostramos a probabilidade de grandes desvios no nível de recobrimento de um
subconjunto finito no reticulado inteiro de dimensão maior ou igual a três.
Teorema 0.3. Seja A Ă Zd finito e γ ă 1, então para todo  ą 0
exp
`´ |A|1´γ`ε˘ ď P `T RIA ď γgp0q log p|A|q˘ ď exp `´ |A|1´γ´ε˘ , (18)
para todo |A| suficientemente grande.
A ideia para provar uma cota inferior para a probabilidade em (18) é obrigar
que o conjunto finito A Ă Zd seja coberto por um subconjunto do entrelaçamento aleatório
no nível γgp0q log p|A|q, especificamente, forçamos que A seja coberto pelo entrelaçamento
aleatório num nível p1´ qgp0q log p|A|q ` CappAq´1, onde  é um parâmetro contido no
intervalo p1´ γ, 1q. Dado que p1´ qgp0q log p|A|q`CappAq´1 ď γgp0q log p|A|q, temos que
o entrelaçamento aleatório ao nível p1´ qgp0q log p|A|q ` CappAq´1 esta completamente
contido no entrelaçamento aleatório ao nível γgp0q log p|A|q .
Para garantir que o conjunto A esteja completamente contido no subconjunto do
entrelaçamento aleatório de nível γgp0q log p|A|q, provamos que ao nível p1´qgp0q log p|A|q
o conjunto A não é completamente coberto e a quantidade de pontos em A que não
pertencem a Ip1´qgp0q logp|A|q são no máximo |A| pontos, com boa probabilidade.
Logo, entre os níveis p1´ qgp0q log p|A|q e p1´ qgp0q log p|A|q ` CappAq´1 do
entrelaçamento aleatório forçamos que exista só uma trajetória do passeio aleatório que
entre no conjunto A. Finalmente, obrigamos que essa única trajetória visite os |A| pontos
descobertos.
Utilizando estimativas no tempo de entrada do passeio aleatório, o conjunto
finito A contido no reticulado inteiro de dimensão d ě 3 é completamente contido no
entrelaçamento aleatório de nível p1´ qgp0q log p|A|q`CappAq´1 com probabilidade maior
a exp
´
´ |A|`β
¯
, para todo β positivo e |A| suficientemente grande.
Escolhendo  perto de 1´ γ obtemos para todo β ą 0
P
`T RIA ď γgp0q log p|A|q˘ ě exp´´ |A|1´γ`β¯ .
Para estabelecer uma cota superior para a probabilidade de grandes desvios
(18), fazemos ao conjunto finito A Ă Zd suficientemente grande e definimos uma família
de |A|1´α bolas com centros x1 . . . , x|A|1´α P A de raio |A|α onde α é um parâmetro que
pertence ao intervalo pγ, 1q.
Estudando as excursões efetuadas sobre as |A|1´α bolas pelas trajetórias du-
plamente infinitas que compõem o entrelaçamento aleatório, mostramos que com boa
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probabilidade a quantidade de bolas que não tem muitas excursões ao nível γgp0 log p|A|q
são pelo menos cpγ, dq |A|1´α, onde cpγ, dq P p0, 1q é uma constante que depende de γ e a
dimensão de Zd.
Utilizando o método dos tempos locais suaves acoplamos as excursões geradas
pelas trajetórias dos passeios aleatórios subjacentes ao entrelaçamento aleatório com uma
sequência independente e identicamente distribuída, mostramos que a quantidade de bolas
que não tem muitas excursões, e as interseções dessas bolas com o conjunto A não são
completamente cobertas, são pelo menos c1pγ, dq |A|1´α, onde c1pγ, dq ă cpγ, dq é uma
constante positiva que depende da constante γ e da dimensão do espaço.
Com isto mostramos que a quantidade de interseções que não são completa-
mente contidas no entrelaçamento aleatório ao nível γgp0 log p|A|q são da ordem pcpγ, dq ´
c1pγ, dqq |A|1´α com probabilidade maior a
1´ exp `c2pγ, dq |A|1´α˘ , (19)
onde c2pγ, dq é uma constante que depende de γ e a dimensão d.
Todo isto implica que o nível de recobrimento de um subconjunto finito A
contido no reticulado inteiro é maior a γgp0 log p|A|q com probabilidade maior a (19).
Tomando α perto de γ e |A| suficientemente grande obtemos para todo β positivo,
P
`T RIA ď γgp0q log p|A|q˘ ď exp´|A|1´γ´β¯ .
Em relação à probabilidade de grandes desvios do nível de recobrimento de um
conjunto finito A Ă Zd por cima,
Teorema 0.4. Seja A Ă Zd finito e γ ă 1 então para todo para todo ε ą 0, se verifica
|A|1´γ`ε ď P `T RIA ě γgp0q log p|A|q˘ ď |A|1´γ ,
para todo |A| suficientemente grande.
A prova é facilmente obtida notando que a probabilidade que o nível de
recobrimento do conjunto A seja maior a γgp0q log p|A|q é equivalente à probabilidade que
exista um ponto x P A tal que seu nível de recobrimento Ux seja maior a γgp0q log p|A|q,
assim pela desigualdade da probabilidade da união de eventos e
P pUx ě γgp0q log p|A|qq “ |A|´γ ,
obtemos a desigualdade desejada.
Uma cota inferior para a desviação por cima obtida neste trabalho é a seguinte,
para qualquer γ ą 1 e |A| suficientemente grande, se verifica
P
`T RIA ě γgp0q log p|A|q˘ ě |A|1´γ´
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para todo  positivo.
Para provar a cota inferior, observamos que no nível p1´ qgp0q log p|A|q não é
completamente coberto com boa probabilidade, implicando que existe pelo menos um ponto
que não pertence ao conjunto de entrelaçamentos aleatório ao nível p1´ qgp0q log p|A|q.
Escolhemos x P A tal que não seja coberto nesse nível e evitamos que o ponto x seja
coberto pelas trajetórias duplamente infinitas dos passeios aleatórios que compõem o
entrelaçamento aleatório entre os níveis p1´ qgp0q log p|A|q e pγ ´ 1` qgp0q log p|A|q.
A apresentação deste trabalho é feita da seguinte maneira. No Capitulo 1, se
introduz alguns conceitos prévios dos elementos fundamentais para o desenvolvimento da
tese, no Capitulo 2, se desenvolve a prova dos grandes desvios para o tempo de recobrimento
de um toro d-dimensional pelo passeio aleatório e finalmente no Capitulo 3, se desenvolve
nosso segundo resultado referente aos grandes desvios para o nível de recobrimento de
um conjunto finito contido no reticulado d-dimensional pelo processo de entrelaçamentos
aleatórios.
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1 Conceitos Preliminares
Neste capitulo introduziremos de forma detalhada os conceitos fundamentais
para o desenvolvimento deste trabalho. Numa primeira instancia definimos o processo de
entrelaçamentos aleatórios, o qual é de muita importância para o entendimento do nível
de recobrimento de um subconjunto finito do reticulado inteiro.
Logo, numa segunda instancia, dedicamos uma seção para o desenvolvimento
de uma ferramenta de simulação chamada tempos suáveis locais, a qual é a chave para as
provas feitas na tese.
Antes, introduzimos alguns conceitos e notações básicas da teoria dos passeios
aleatórios. Denotamos pelo pSnqnPZ ao passeio aleatório simples no reticulado inteiro Zd,
com dimensão d ě 3. E para um subconjunto finito A de Zd, a fronteira (interna) é
denotada por,
BA “ tx P A : }x´ y} “ 1 para algum y R Au ,
onde }¨} é a distancia euclideana induzida em Zd.
O tempo de entrada ao conjunto A é o primeiro momento que o passeio aleatório
simples pSnqnPZ visita ao conjunto A, quer dizer,
HA “ min tn ě 0 : Sn P Au .
E o tempo de retorno do passeio aleatório pSnqnPZ é definido por,
H˜A “ min tn ě 1 : Sn P Au .
Também se define a medida harmônica eA sobre Zd, por
eApxq “ Px
`
H˜A “ 8
˘
1xPA, x P Zd,
onde Px p¨q é a lei do passeio aleatório simples iniciando em x P Zd e 1 a função indicadora.
A medida eA p¨q é chamada medida de equilíbrio do conjunto A e pode ser
entendida como a probabilidade que o passeio aleatório, começando num ponto na fronteira
de A, não retorne ao conjunto A ou, em outras palavras, como a probabilidade que o
passeio aleatório escape de A.
A massa total da medida de equilíbrio eA é conhecida como a capacidade do
conjunto A, e é denotada por
CappAq “
ÿ
xPZd
eApxq,
a qual pode ser entendida, a grosso modo, como o tamanho do conjunto A com respeito
ao passeio aleatório simples pSnqnPZd .
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1.1 Entrelaçamentos aleatórios
Nesta seção se descreve formalmente o processo de entrelaçamentos aleatórios,
introduzido originalmente por A. Sznitman em (SZNITMAN, 2010) no ano 2007 e pode ser
entendido como um processo pontual de Poisson sobre o espaço de trajetórias duplamente
infinitas de passeios aleatórios definidos sobre o reticulado inteiro de dimensão maior a
três.
Começamos descrevendo os espaços necessários para a definição dos entrela-
çamentos aleatórios. Considere o espaço de trajetórias duplamente infinitas de passeios
aleatórios sobre Zd
W “  w : ZÑ Zd : }wpn` 1q ´ wpnq} “ 1, para todon P Z
e |tn : wpnq “ yu| ă 8, para todo y P Zd( ,
onde |A|, neste contexto, denota a cardinalidade do conjunto A.
Note que a condição |tn : wpnq “ yu| ă 8 para todo ponto y P Zd é para
garantir que as trajetórias w P W satisfaçam a condição de trasiencia que o passeio
aleatório tem sobre Zd, isto é, o espaço W é composto pelas trajetórias duplamente
infinitas que gastam um tempo finito recorrendo subconjuntos finitos de Zd.
Também definimos o conjunto de trajetórias positivas de passeios aleatórios
que gastam um tempo finito em subconjuntos finitos do reticulado inteiro, quer dizer,
W` “  w : NÑ Zd : }wpn` 1q ´ wpnq} “ 1, para todon P N
e |tn : wpnq “ yu| ă 8, para todo y P Zd( .
Para definir uma sigma-álgebra nos espaços W e W` consideramos as co-
ordenadas canônicas de tais conjuntos, as quais são denotadas por pXnqnPZ e pXnqnPN,
respectivamente, e são definidas para n P Z por
Xnpwq “ wpnq.
Assim, é denotada por W a sigma-álgebra gerada pelas coordenadas canônicas pXnqnPZ de
W e por W` a sigma-álgebra gerada pelas coordenadas canônicas pXnqnPZ de W`.
Com o objetivo de criar classes de equivalência, é definido o operador de
deslocamento θk : W Ñ W , k P Z por
θkpwqpnq “ wpn` kq.
Com isso se define a seguinte relação de equivalência sobre W ,
w „ w1 se, e somente se w “ θkpw1q, para algum k P Z.
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Em outras palavras, duas trajetórias em W são relacionadas conforme „ se, e somente se
os pontos de Zd são visitados na mesma ordem exceto por um deslocamento temporal.
O conjunto de trajetórias duplamente infinitas modulo deslocamento de tempo
é obtido usando a relação „ a qual nos permite particionar o espaço das trajetórias
duplamente infinitas W em classes de equivalência. Este espaço quociente é denotado por
W ˚ “ W { „ .
E a sigma-álgebra de W ˚ é obtida naturalmente utilizando a projeção canônica
pi˚ : W Ñ W ˚, a qual mapeia as trajetórias pertencentes ao conjunto W dentro da sua
respectiva classe de equivalência. Assim, a sigma-álgebra para W ˚ é a sigma-álgebra
induzida pela projeção canônica, isto é,
W˚ “  A Ď W ˚ : ppi˚q´1pAq PW( .
Finalmente, definimos o conjunto de trajetórias que em algum momento visitam
um subconjunto finito do reticulado inteiro, quer dizer, para A Ă Z finito, se define
WA “ tw P W : Xnpwq P A, para algumn P Zu
e utilizando a projeção canônica da relação „ é obtido o conjunto de trajetórias duplamente
infinitas modulo deslocamento de tempo de passeios aleatórios que em algum momento
visitam ao conjunto finito A Ă Zd, este conjunto é denotado por
W ˚A “ ppi˚q´1pWAq PW˚.
Com o objetivo de definir uma medida sigma-finita sobre pW ˚,W˚q, se define
uma família de medidas finitas QA, A Ă Zd finito, sobre pW,Wq usando a seguinte
identidade,
QA ppX´nqně0 P B1, X0 “ x, pXnqně0 P B2q “ Px pB1|HK “ 8q eApxqPxpB2q,
para todo B1, B2 PW` e x P Zd.
Note que a sigma-álgebra W é gerada por aqueles eventos que descrevem o
comportamento da trajetória no passado pX´nqně0, pela posição do passeio aleatório no
tempo zero e pelo comportamento da trajetória no futuro pXnqně0. Desta forma, a medida
QA pode ser unicamente estendida para qualquer evento em W .
Assim, a medida sigma-finita ν sobre pW ˚,W˚q é definida utilizando as medidas
QA, transladando os eventos B P W para W˚ usando a projeção canônica pi˚, isto é, a
medida ν para todo subconjunto finito A do reticulado inteiro, é caraterizado pela seguinte
identidade,
νpBq “ QA
`ppi˚q´1pBq˘ ,
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para todo B PW˚ e B ĂW˚A.
O Teorema (1.1) em (SZNITMAN, 2010) prova que a medida ν é bem definida,
quer dizer, A. Sznitman prova a existência e unicidade da medida ν.
Considerando o espaço produto W ˚ ˆ R` dotado da sigma-álgebra produto
W˚ b BpR`q, onde BpR`q é a sigma-álgebra de Borel, definimos a medida sigma-finita
ν b λ, onda λ é a medida de Lebesgue sobre R`.
Finalmente, sobre W ˚ˆR` definimos o espaço de medidas pontuais localmente
finitas,
Ω “ t ω “
ÿ
ně0
δpwn˚ ,unq : pw˚n, unq P W ˚ ˆ R` paran ě 0, tal que
w pW ˚A ˆ r0, usq ă 8, para todoA Ă Zd finito eu ě 0 u ,
sobre o espaço de medidas pontuais localmente finitas Ω é definida uma sigma-álgebra A
a qual é a sigma-álgebra gerada pelo mapeamento
w Ñ wpDq “
ÿ
ně0
1tpwn˚ ,unqPDu,
onde D P W˚ b B pR`q. E sobre pΩ,Aq é definida a lei P de um processo puntual de
Poisson com intensidade ν b λ.
Desta maneira, é construído um processo pontual de Poisson sobre o espaço
produto entre o espaço de trajetória duplamente infinitas modulo deslocamento de tempo
e os números reais positivos com medida de intensidade ν b λ. Os elementos aleatórios de
pΩ,A,Pq são chamados processo pontual de entrelaçamentos aleatórios.
O entrelaçamento aleatório no nível u é definido por
Iupωq “
ď
unău
Rpw˚nq,
onde ω “
ÿ
ně0
δpwn˚ ,unq e Rpw˚q é a imagem de w˚, o qual é o conjunto de vértices em Zd
visitados pela trajetória w˚, em outras palavras,
Rpw˚q “  Xnpwq : w P ppi˚q´1pw˚q, n P Z( .
Notando que a quantidade de trajetórias que passam por um subconjunto finito
A de Zd no nível u é uma variável com distribuição Poisson com parâmetro
ν b λpW ˚A ˆ r0, usq “ uQApWAq “ u
ÿ
xPA
QApX0 “ xq “ u
ÿ
xPA
eApxq “ uCappAq
temos que a medida P é caracterizada pela seguinte fórmula
P pI X A “ Hq “ P pω pW ˚A ˆ r0, usq “ 0q “ e´uCappAq.
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Esta tese é restrita ao estudo do comportamento do conjunto aleatório de
entrelaçamentos aleatórios num subconjunto finito A Ă Zd, isto é, ao estudo de AX Iu.
Para isto, é possível decompor o entrelaçamento aleatório no passado e no futuro das
trajetórias que passam pelo conjunto A e um terceiro conjunto aleatório composto por
aquelas trajetórias que não visitam o conjunto A.
Considere o espaçoW 0A de trajetórias que entram ao conjunto finito A no tempo
0, quer dizer,
W 0A “ tw P W : HApwq “ 0u
e é definido o mapeamento sA : W ˚A Ñ W 0A, onde spw˚q “ w é o único elemento de W 0A
com pi˚pwq “ w˚, em outras palavras, o mapeamento sA associa uma trajetória em W ˚
que passa por A com aquele elemento da classe que entra ao conjunto A exatamente no
tempo 0.
Além disso, considere o espaço de medidas localmente finitas sobre W` ˆ R`,
Ω` “ t µ “
ÿ
iPI
δpwi,uiq : I Ă N, pw˚n, unq P W` ˆ R` para i P I, tal que
µ pW` ˆ r0, usq ă 8, para todou ě 0 u ,
sobre o espaço de medidas pontuais localmente finitas Ω` é definida uma sigma-álgebra
A` a qual é a sigma-álgebra gerada pelo mapeamento
µÑ µpDq “
ÿ
iPI
1tpwi,uiqPDu,
onde D PW` b B pR`q.
Definimos para w P W as trajetórias unilaterais. Si w “ pXnpwqqnPZ P W então
o futuro de w é o indexado pelas coordenadas não negativas, isto é,
w` “ pXnpwqqně0 P W`
e o passado de w é aquele indexado pelas coordenadas negativas de w, quer dizer,
w´ “ pX´npwqqně0 P W`.
Assim, é definido o mapeamento µ`A : Ω Ñ Ω` por
µ`Apωq “
ÿ
iPI
δpskpw˚i q`,uiq1twiPW˚Au P Ω
`
e o mapeamento µ`A : Ω Ñ Ω` por
µ`A,upωq “
ÿ
iPI
δpskpw˚i q`,uiq1twiPW˚A ,uiďuu P Ω
`,
para ω P Ω.
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Em palavras, o mapeamento µ`A coleta aquelas trajetórias de ω P Ω que visitam
ao conjunto A, mantendo as etiquetas ui, e só mantem aquela parte das trajetórias que
inicia na fronteira de A. Entanto µ`A,u agrupa aquelas trajetórias de µ`A com etiquetas
menores do que u.
Analogamente, é definido o mapeamento µ´K ; Ω Ñ Ω` por
µ´Kpωq “
ÿ
iPI
δpskpw˚i q´,uiq1twiPW˚Au P Ω
`
e o mapeamento µ`K : Ω Ñ Ω` por
µ`K,upωq “
ÿ
iPI
δpskpw˚i q´,uiq1twiPW˚A ,uiďuu P Ω
`
para ω P Ω.
Em palavras, de maneira semelhante aos mapeamentos µ`A e µ`A,u, o mapeamento
µ´A agrupa o passado de aquelas trajetórias que entram ao conjunto A, mantendo as
etiquetas ui, e esquece dos pedaços das trajetórias que ocorrem depois da primeira visita
ao conjunto A. Enquanto ao mapeamento µ´A,u mantem aquelas trajetórias em µ´A com
etiquetas menores do que u.
Algumas propriedades distribucionais dos mapeamentos anteriores são as
seguintes, a lei conjunta de pµ`A, µ´Aq sob P é um processo pontual de Poisson sob
pΩ` ˆ Ω`,A` bA`q com medida de intensidade caracterizada pela seguinte fórmula,
νK pB1 ˆ ra, bs ˆB2 ˆ rc, dsq “ ∆ ppa, bq ˆ pc, dqq
ÿ
xPA
eApxqPxpB1qPxpB2 |HK “ 8q,
para B1, B2 P W` e a ă b, c ă d P R, onde ∆ é a medida de Lebesgue sob R2. Isto é
conseqüência direta da definição das medidas QA e ν (veja Proposição 5.1 em (POPOV;
TEIXEIRA, 2015)).
As medidas µ`A,u e µ´A,u correspondem à restrição de ω “
ÿ
iPI
δpw˚i ,uiq ao conjunto
W ˚A ˆ r0, us, assim µ`A,u é um processo pontual de Poisson sob pΩ`,A`q com medida de
intensidade ucappAqPe¯Ap¨q, onde
Pe¯Ap¨q “
ÿ
xPA
e¯ApxqPxp¨q,
e µ´A,u é um processo pontual de Poisson sob pΩ`,A`q com medida de intensidade dada
por ucappAqPe¯Ap¨ | H˜A “ 8q.
Alem disso possuem a seguinte propriedade, para u1 ă u temos que µ`K,upωq ´
µ`K,u1 é um processo pontual de Poisson com medida de intensidade
pu´ u1qcappAqPe¯Ap¨q.
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Similarmente, µ´K,upωq´µ´K,u1 é um processo pontual de Poisson com intensidade
pu´ u1qcappAqPe¯Ap¨ | H˜A “ 8q.
Desta maneira, o par pµ`A,u, µ´A,uq pode ser simulado seguindo os seguintes passos
(veja proposição 5.1 em (POPOV; TEIXEIRA, 2015) ou exercício 6.9 em (DREWITZ;
RÁTH; SAPOZHNIKOV, 2014)).
• Considere uma variável aleatória ΘAu com distribuição Poisson com parâmetro
ucappAq.
• Simule uma sequência de pontos X01 , . . . , XΘ
A
u
0 na fronteira de A com distribuição e¯A.
• Em cada uno dos pontos X01 , . . . , XΘ
A
u
0 , simule duas trajetórias de passeios aleatórios
com leis PXi0 e PXi0p¨
ˇˇ
H˜A “ 8q, para i “ 1, . . . ,ΘuA.
Em outras palavras,
µ˜A,u “
ΘuAÿ
j“1
δwi
tem a mesma distribuição que µK,u, isto é, µ˜K,u é um processo de Poisson sob W` com
intensidade ucappAqPe¯Ap¨q.
Finalmente, é definida a decomposição dos entrelaçamentos aleatórios no nível
u em três conjuntos aleatórios. Primeiro, definimos o futuro de aquelas trajetórias que
compõem Iu que visitam o subconjunto A de Zd por,
Iu`,Apωq “ Iu
`
µ`Apωq
˘ “ ď
pw`,uqPsupppµ`A,uq
Rpw`q,
onde supppµq é o suporte de µ.
Assim mesmo, é definido o passado de aquelas trajetórias do entrelaçamento
aleatório no nível u que entram no subconjunto finito A do reticulado inteiro,
Iu´,Apωq “ Iu
`
µ´Apωq
˘ “ ď
pw´,uqPsupppµ´A,uq
Rpw´q,
e por último, o conjunto de trajetórias duplamente infinitas que não visitam o conjunto
A Ă Zd por,
IˆuApωq “ Iu p1 tW ˚zW ˚Auωq ,
onde 1 tW ˚zW ˚Auω é a restrição de ω ao conjunto W ˚zW ˚A, quer dizer,
1 tW ˚zW ˚Auω “
ÿ
iPI
δpwi,uiq1 twi P W ˚zW ˚Au .
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Figura 1 – Decomposição das trajetórias que compõem um entrelaçamento aleatório em
futuro, passado e aquelas trajetórias que não visitam o conjunto A.
Como foi mostrado na Proposição 5.2 em (POPOV; TEIXEIRA, 2015), esses
conjuntos possuem as seguintes propriedades. A união das trajetórias do passado, futuro
e as trajetórias que evitam o conjunto A, efetivamente correspondem à trajetórias que
compõem o entrelaçamento aleatório no nível u, isto é,
Iu “ Iu´,A Y Iu`,A Y Iˆu,
para todo ω P Ω.
Além disso, a restrição do entrelaçamento aleatório ao nível u em qualquer
conjunto finito A Ă Zd é quase certamente igual ao futuro das trajetórias que visitam A,
isto é,
Iu X A “ Iu`,A
P-quase certamente.
O conjunto composto por aquelas trajetórias que não visitam o conjunto A são
independentes de aquelas trajetórias que visitam o conjunto A, quer dizer
IˆuK é independente de pIu´,A, Iu`,Aq.
1.2 Tempos locais suaves
O método dos tempos locais suaves foi introduzido originalmente por S. Popov
e A. Teixeira em (POPOV; TEIXEIRA, 2015) para obter uma dominação estocástica
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aproximada dos traços deixados pelo processo de entrelaçamentos aleatórios em subcon-
juntos disjuntos de Zd. Muitas aplicações podem ser encontradas na literatura, veja por
exemplo, (BERNARDINI; POPOV, 2015), (COMETS; POPOV, 2016), (SIDORAVICIUS;
TEIXEIRA, 2017) ou (ALVES; POPOV, 2015). A técnica consiste, basicamente em simular
uma seqência de variáveis aleatórias definidas num espaço geral Σ usando um processo
pontual de Poisson sobre Σˆ R`.
Nesta seção apresentamos detalhadamente o método dos tempos locais suaves,
conforme à apresentação original em (POPOV; TEIXEIRA, 2015).
Começamos considerando o espaço mensurável pΣ,B pΣq , µq onde Σ é um espaço
separável, completamente metrizável e localmente compacto, B pΣq é a sigma-álgebra de
Borel e µ é uma medida tal que para todo K compacto em Σ a medida de K com relação
a µ é finita.
Além disso, considere o espaço de medidas pontuais sobre Σˆ R`, tais que a medida de
todo compacto em Σ é finita,
M “ t η “
ÿ
γPΓ
δpzγ ,vγq : pzγ, vγq P Σˆ R` e ηpKq ă 8 para todoK compacto u
e considere a sigma-álgebraM gerada pelo mapeamento de avaliação,
η Ñ ηpSq “
ÿ
γPΓ
1tpzγ ,vγqPSu,
para S pertencente à sigma-álgebra produto BpΣq b BpR`q.
E, por fim, considere a medida de probabilidade Q sobre pM,Mq tal que η é
um processo pontual de Poisson com medida de intensidade µb dx sobre Σˆ R` sob Q,
onde dx é a medida de Lebesgue sobre R`.
O resultado fundamental que descreve o método dos tempos locais suaves é
a proposição 4.1 em (POPOV; TEIXEIRA, 2015) e mostra uma forma de simular um
elemento aleatório de Σ utilizando o processo pontual de Poisson η “
ÿ
γPΓ
δpzγ ,vγq.
Para isto considere uma função mensurável g : Σ Ñ R` com
ż
gpzqµpdzq “ 1 e
ζ “ inf t t ě 0 : existe γ P Γ tal que tgpzγq ě vγ u
então sob a lei de η, existe quase certamente um γˆ P Γ tal que ζgpzγˆq “ vγˆ, o par pzγˆ, ζq
tem distribuição gpzqµpdzq b Expp1q, onde Expp1q denota a distribuição exponencial de
parâmetro 1, e η1 “
ÿ
γ‰γˆ
δpzγ ,vγ´ζgpzγˆqq tem a mesma distribuição que η e é independente de
pζ, γˆq.
Neste contexto é possível simular qualquer sequência de elementos aleatórios
pZkqkě1 de Σ tal que a distribuição de Z1 é absolutamente continua com respeito a µ
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e para n ą 1 a distribuição de Zn condicionada no evento tZ1 “ z1, . . . Zn´1 “ zn´1u é
também absolutamente continua em relação a µ.
Contudo, como em (POPOV; TEIXEIRA, 2015), para evitar complicações na
notação assumiremos que a sequência de elementos aleatórios pZkqkě1 é uma cadeia de
Markov.
Então, considere g : Σˆ Σ Ñ R` uma função positiva, mensurável em ambas
coordenadas e ż
gpZk, zqµpdzq “ 1
para k ě 1.
A distribuição de Z1 é absolutamente continua em relação à medida µ e tem
densidade de transição g, isto é,
Z1 ∼ gpZ0, zqµpdzq
e para k ą 1 as probabilidades de transição da cadeia de Markov são absolutamente
continuas com respeito a µ, isto é,
P pZk “ z |Zk´1q “ gpZk´1, zqµpdzq.
Assim, é possível, utilizando a proposição 4.1 em (POPOV; TEIXEIRA, 2015),
simular o primeiro elemento da cadeia pZkqkě1. Para isto são definidas as seguintes
quantidades,
ζ1 “ inf t t ě 0 : existe γ P Γ tal que tgpZ0, zγq ě vγ u
e a função,
G1pzq “ ζ1gpZ0, zq,
para z P Σ, pz1, v1q é o único par em tpzγ, vγquγPΓ com ζ1Gpz1q “ v1, z1 e Z1 são identica-
mente distribuídos e o processo pontual
η1 “
ÿ
pz1,v1q‰pzγ ,vγq
δpzγ ,vγ´G1pzγqq,
tem a mesma lei que o processo pontual η.
Começando em η1, são simulados os seguintes estados da cadeia de Markov
pZkqkě1. Supondo que tem simulado o vetor pz1, . . . , zn´1q, com n ą 1, a simulação da
variável aleatória Zn é obtida seguindo os seguintes passos.
É definida a quantia,
ζn “ inf t t ą 0 : existe pzγ, vγq R tpzk, vkqun´1k“1 tal que Gn´1pzγq ` tgpzn´1, zγq ě vγ u
e a função Gnp¨q por,
Gnpzq “ Gn´1pzq ` ζngpzn´1, zq.
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Figura 2 – Um exemplo da simulação da sequência pz1, . . . , znq utilizando o método dos
tempos locais suaves.
Assim, o par pzn, vnq é definido como o único elemento pzγ, vγq R tpzk, vkqun´1k“1 tal que
Gnpzγq “ vγ . Desta forma, os vetores pz1, . . . , znq e pZ1, . . . , Znq têm a mesma distribuição
e são independentes de pζ1, . . . , ζnq. Além disso, o processo pontualÿ
pzγ ,vγqRtpzk,vkqunk“1
δpzγ ,vγ´Gnpzγqq
e η tem a mesma distribuição (veja Figura 1.2).
Assim como é mostrado em (POPOV; TEIXEIRA, 2015) é possível fazer uma
extensão da metodologia anterior num contexto mais geral, a qual é a chave da prova dos
grandes desvios no nível de recobrimento.
Em resumo, é definida uma coleção de cadeias de Markov sobre Σ∆ o qual é
conformado pelo espaço Σ unido com um elemento particular ∆, chamado cemitério. O
elemento adicionado ao espaço Σ satisfaz que a medida com referencia a µ do conjunto
t∆u é exatamente 1, se as cadeias de Markov atingem o estado ∆ então ela morre e os
processos definidos em Σ∆ morrem quase certamente. Neste marco é possível definir o
método dos tempos locais suaves.
Formalmente, consideramos uma coleção de cadeias de Markov pZjkqj,kě1 tal
que para valores distintos de j as cadeias são independentes e para j ě 1 fixo existe
g : Σ∆ ˆ Σ∆ Ñ R` que satisfaz, ż
gpZjk, zqµpdzq “ 1,
g é uma função positiva, mensurável em ambas coordenadas e gp∆, ¨q “ 1t∆up¨q.
A distribuição de Zj1 é absolutamente continua com respeito a µ e tem densidade
de transição g, quer dizer,
Zj1 ∼ gpZj0 , zqµpdzq,
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e para k ą 1 as probabilidades de transição também são absolutamente continuas com
respeito a µ, isto é,
P `Zjk P dz ˇˇZjk´1 ˘ “ gpZjk´1, zqµpdzq.
Finalmente, definimos o tempo de absorção de pZjkqkě1 como o primeiro mo-
mento que a cadeia atinge o estado ∆, em outras palavras,
T j∆ “ inf
 
k ě 1 : Zjk “ ∆
(
e assumimos que o tempo de absorção é finito PZj0 -quase certamente, onde Pz é a lei da
cadeia de Markov começando no estado z.
Seguindo o espirito da metodologia anteriormente explicada, a simulação desta
coleção de cadeias de Markov é obtida desde um único processo pontual de Poisson η.
Em palavras, utilizando o método dos tempos locais suaves é simulada a
primeira cadeia pZ1kqkě1 até o tempo que a cadeia morra, isto é, até seu tempo de absorção.
Depois é simulada a segunda cadeia pZ2kqkě1, utilizando o mesmo processo pontual de
Poisson, até o tempo T 2∆ e assim para as seguintes cadeias de Markov pZnk qną2,kě1.
Formalmente, como a metodologia mostrada anteriormente, consideramos o
espaço de medidas pontuais sobre Σ∆ˆR`, tais que a medida para todo compacto é finita
com respeito a µ, quer dizer,
M∆ “ t η “
ÿ
γPΓ
δpzγ ,vγq : pzγ, vγq P Σ∆ ˆ R` e ηpKq ă 8 para todoK compacto u
considere a σ-álgebraM∆ gerada pelo mapeamento de avaliação
η Ñ ηpSq “
ÿ
γPΓ
1tpzγ ,vγqPSu,
para S P BpΣ∆q b BpR`q.
E, por fim, considere uma medida de probabilidade Q sobre pM∆,M∆q tal
que η “
ÿ
γPΓ
δpzγ ,vγq é um processo pontual de Poisson sobre Σ∆ ˆ R` com medida de
intensidade µb dx sob Q.
Tomando em conta η, começamos simulando o primeiro estado da cadeia
pZ1kqkě1. Como antes, são definidas as seguintes quantidades,
ζ11 “ inf t t ě 0 : existe γ P Γ tal que tgpZ10 , zγq ě vγ u
e a função,
G11pzq “ ζ11gpZ10 , zq,
para z P Σ∆ então pz11 , v11q é o único par em
 pz1γ, v1γq(γPΓ com ζ11Gpz11q “ v11, z1 e Z1 são
identicamente distribuídos.
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Iterativamente, para n ą 1 são definidas as seguintes quantidades,
ζ1n “ inf t t ą 0 : existe pzγ, vγq R
 pz1k, v1kq(n´1k“1 tal que G1n´1pzγq ` tgpz1n´1, zγq ě vγ u
e a função G1np¨q por,
G1npzq “ G1n´1pzq ` ζ1ngpz1n´1, zq.
Assim, o par pz1n, v1nq é definido como o único elemento pz1γ, v1γq R
 pz1k, v1kq(n´1k“1 tal que
G1npz1γq “ v1γ.
Denotando por T j∆ o primeiro instante que a cadeia obtida pelo método anterior
pz1kqkě1 atinge o estado ∆, pela proposição 4.3 em (POPOV; TEIXEIRA, 2015), se tem
que os vetores pz11 , . . . , z1T 1∆q e pZ
1
1 , . . . , Z
1
T 1∆
q são identicamente distribuídos e o processo
pontual
η1 “
ÿ
pzγ ,vγqRtpz1n,v1nqunďT1∆
δpzγ ,vγ´G1
T1∆
pzγqq
é distribuído como η e é independente das quantidades definidas anteriormente.
Procedendo iterativamente é possível simular as cadeias seguintes. Para m ą 1,
suponha que temos simuladas m ´ 1 cadeias e procedemos a simular a m-ésima cadeia
pZm1 qkě1.
Começamos simulando o primeiro elemento de pZm1 q, como antes são definidas
a seguintes quantidades,
ζm1 “ inf t t ě 0 : existe γ P Γ tal que
m´1ÿ
i“1
Gi
T j∆
pzγq ` tgpZm0 , zγq ě vγ u
e a função,
Gm1 pzq “ ζm1 gpZm0 , zq,
para z P Σ∆ então pzm1 , vm1 q é o único par em
 pzmγ , vmγ q(γPΓ que satisfaz ζm1 Gpzm1 q “ vm1 e
zm1 e Zm1 são identicamente distribuídos.
Antes de simular os estados restantes, temos que definir para 1 ď j ď m´ 1 o
tempo de absorção da j-ésima cadeia simulada pzm´1k qkě1 por
T j∆ “ inf
 
k ě 1 : zjk “ ∆
(
e a ordem lexicográfica ĺ, o qual é definida por
pj, kq ĺ pj1, k1q se, e somente se j ă j1, ou j “ j1 e k ď k1.
Assim, procedemos a simular iterativamente os seguintes estados da cadeia
pZm1 qkě1, definindo as seguintes quantidades para n ą 1
ζmn “ inf t t ě 0 : existe pzγ, vγq R t pzjk, vjkq upj,kqĺpm,n´1q ,
tal que
m´1ÿ
i“1
Gi
T j∆
pzγq `Gmn´1pzγq ` tgpzmn´1, zγq ě vγ u
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e a função Gmn p¨q por,
Gmn pzq “ Gmn´1pzq ` ζmn gpzmn´1, zq.
O par pzmn , vmn q é definido como o único elemento pzmγ , vmγ q R tpzmk , vmk qun´1k“1 tal que
m´1ÿ
j“1
Gj
T j∆
pzmγ q `Gmn pzmγ q “ vmγ .
Denotando por Tm∆ o tempo de absorção da cadeia obtida pzmk qkě1, pela Proposi-
ção 4.3 em (POPOV; TEIXEIRA, 2015), se tem que os vetores pz11 , . . . , z1T 1∆q e pZ
1
1 , . . . , Z
1
T 1∆
q
são identicamente distribuídos.
Finalmente, como é mostrado na proposição 4.10 em (POPOV; TEIXEIRA,
2015),
`
ζjk, j ě 1, k ď T j∆
˘
são variáveis aleatórias independentes e identicamente distribuí-
das exponencial com parâmetro 1 e os vetores pzjk, j ě 1, k ď T j∆q e pZjk, j ě 1, k ď T j∆q
são identicamente distribuídos.
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2 Grandes desvios do tempo de recobrimento
no toro d-dimensional
Neste capitulo apresentamos a prova do resultado sobre os grandes desvios
para o tempo de recobrimento de um toro discreto d-dimensional, com d ě 3 (Teorema
0.1). Iniciamos a prova estabelecendo uma cota inferior para a probabilidade que o tempo
de recobrimento seja menor do que um tempo proporcional ao tempo de recobrimento
esperado, a qual é obtida utilizando uma estratégia baseada na divisão do toro em caixas
e estimativas nos tempos de entrada. A cota inferior é obtida por meio de um acoplamento
das excursões feitas pelo passeio aleatório sobre bolas contidas no toro Td com excursões
independentes simuladas pelo método dos tempos locais suaves.
Por outro lado, para completar um principio dos grandes desvios, estabelecemos
uma estimativa dos grandes desvios por cima para o tempo de recobrimento de um toro
discreto por um passeio aleatório (Teorema 0.2).
Com o objetivo de não recargar a notação o tempo de recobrimento de um toro
d-dimensional TTdN será denotado simplesmente por TN .
A demonstração do Teorema 0.1 e apresentada nas seções 2.1 e 2.2, em tanto o
Teorema 0.2 é demonstrado na seção 2.3
2.1 Cota inferior
Nesta seção é apresentada a demonstração da cota inferior do Teorema 0.1, isto
é, para γ ă 1 tem-se para ε ą 0,
P
`TN ď γgp0qNd logpNdq˘ ě exp `´Ndp1´γq`ε˘
para todo N suficentemente grande.
A estrategia para atingir a cota inferior nos grandes desvios do tempo de
recobrimento do toro discreto d-dimensional pode ser descrita da forma seguinte:
O passeio aleatório simples é deixado que desenvolva-se livremente até o tempo
tpq “ p1´ qgp0qNd logpNdq,
onde a constante  pertence ao intervalo p1´ γ, 1q . O toro TdN é dividido em Ndp1´αq caixas
B1, . . . , BNdp1´αq de tamanho Nα, onde α P
ˆ
1´ ,min
"
1, 12dp1´ q
*˙
. Finalmente,
forçamos que o passeio aleatório X visite todos os pontos descobertos no toro discreto ao
tempo tpq nas caixas B1, . . . , BNdp1´αq durante o tempo restante.
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Com maior detalhe a estrategia pode ser resumida como segue, utilizando o
Lema 2.3 de (BELIUS, 2013) mostramos que uma caixa Bi ao tempo tpq tem no máximo
CNdpα´`1q pontos descobertos com probabilidade positiva, então forçamos que o passeio
aleatório visite os CNdpα´`1q pontos descobertos num tempo menor ou igual do que
C2Ndpα´`1q`2α. Portanto, o tempo que gasta o passeio aleatório em cobrir completamente
a caixa Bi é menor ou igual do que C2Ndpα´`1q`2α. Finalmente, como 2α ď dp1´ q, o
tempo total gastado pelo passeio aleatório X em cobrir as Ndp1´αq caixas B1, . . . , BNdp1´αq
será no máximo tpq ` C2Nd, isto é, o toro TdN será coberto num tempo menor ou igual
do que,
tpq ` C2Nd ď tpq ` pγ ` ´ 1qgp0qNd logpNdq “ γgp0qNd logpNdq,
para N suficientemente grande.
Vamos provar que num tempo menor ou igual do que tpq`CNdpα´`1q`2α uma
caixa Bi é completamente coberta pelo passeio aleatório com probabilidade maior do que
C exp
`´Ndpα`´1q log `C 1Nαpd´2q˘˘ .
E utilizando a propriedade forte de Markov provamos que o toro será coberto pelo passeio
aleatório num tempo menor ou igual do que tpq ` C2Nd com probabilidade maior do que
exp
´
´Ndp1´qN p1`δq logplogpNqqlogpNq
¯
.
Finalmente, escolhendo  suficientemente perto de γ, obtemos que o custo total da estrategia
é pelo menos
exp
`´Ndp1´γq`β˘ ,
para todo β ą 0.
Alguns comentários antes de começar com a prova da cota inferior, pela
transitividade do passeio aleatório simples sobre o toro, nós temos que para todo x P TdN ,
P
`TN ď γgp0qNd log `Nd˘˘ “ Px `TN ď γgp0qNd log `Nd˘˘ .
Começando com a demonstração da cota inferior dos grandes desvios no
tempo de recobrimento do toro pelo passeio aleatório, considere  P p1´ γ, 1q e α Pˆ
1´ ,min
"
1, 12dp1´ q
*˙
.
O toro TdN é dividido em
N 1 “
R
N
rNαs
Vd
caixas de tamanho rNαs e TdN é identificado com o intervalo inteiro p0, N sd Ă Zd.
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TdN
Figura 3 – A ordem que o passeio aleatório visita as N 1 caixas
Com o objetivo de descrever a ordem que o passeio aleatório visita as N 1 caixas,
essas são enumeradas indutivamente. Para simplificar a notação assume-se que o tamanho
do toro discreto N , é divisível por N1 “ rNαs e N0 “ N
N1
é par, o caso geral pode ser
tratado do mesmo jeito.
Consideramos que e1 “ p1, 0, . . . , 0q, . . . , ed “ p0, . . . , 0, 1q é a base padrão do
reticulado inteiro Zd e escrevemos para qualquer subconjunto B de Zd o traslado pelo
vetor ej da caixa B por
B ` ej “ tx` ej : x P Bu .
Começamos definindo a primeira caixa,
B1 “
 
x P Zd : }x´ c} ă N1
(
,
onde c “ N12
dÿ
j“1
ej e }¨} é a norma l8 em Zd.
A primeira capa de N0 caixas é definida por,
Bi1 “ B1 ` pi´ 1qe1,
para i P t1, . . . , N0u.
Seguindo, assuma-se que as primeiras Nk0 caixas, para algum k P t1, . . . , d´ 1u,
já foram enumeradas e as seguintes Nk0 pN0 ´ 1q caixas são definidas da seguinte maneira,
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• Defina BNk0`1, . . . , B2Nk0 por
B2Nk0`1´i “ Bi ` ek`1,
onde i P  1, . . . , Nk0 ( .
• E defina B2Nk0`1, . . . , BNk`10 por
BjNk0`i “ Bi ` jek`1,
onde i P  1, . . . , 2Nk0 ( e j P t2, 4, . . . , N0 ´ 2u .
O conjunto dos pontos que não tem sido visitados ao tempo tpq na caixa Bi é
definido por
Lipq “ tx P Bi : Hx ą tpqu .
Tendo estabelecido uma ordem na forma que o passeio aleatório cobre as caixas,
agora determinamos a ordem que o passeio aleatório visita os pontos descobertos das
caixas. Com o objetivo de enumerar os pontos descobertos num tempo tpq numa caixa,
ordenamos todos os pontos em Bi.
Por simplicidade só explicamos detalhadamente a ordem na caixa B1, a enume-
ração dos vértices nas caixas Bi, i P t2, . . . , N 1u pode ser feita seguindo a mesma ideia.
Fixamos j P  1, . . . , Nd1(, então existe i1, . . . , id P t0, 1, . . . N1 ´ 1u tal que j pode ser
escrito como
j “
dÿ
k“1
ikN
k´1
1 ` 1,
Assim, são ordenados os pontos da caixa B1 por,
x
p1q
j “
dÿ
k“1
ikek.
Os pontos das caixas restantes são denotados por xpiqj para j P t1, . . . , N1u.
Seja j0 “ 0 e para i P t1, . . . , |Lipq|u e k P t1, . . . , N 1u definimos a sequência
de indices
ji “ inf
!
j ą ji´1 : xpkqj P Lkpq
)
.
Então, o conjunto de pontos indexados no conjunto Lipq é denotado por
ζpiq “
!
ζ
piq
l “ xpiqjl , l “ 1, . . . , |Lipq|
)
.
Considerando σp1q0 “ tpq, é definido indutivamente para j P t1, . . . , |L1pq|u as
sequência crescente de tempos de parada,
σ
piq
j “ inf
!
n ą σpiqj´1 : Xn “ ζpiqj
)
,
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e para i P t1, . . . , N 1u é definido,
σ
pi`1q
0 “ inf
!
n ą σpiq|Lipq| : Xn “ vi
)
,
onde vi é escolhido arbitrariamente das 2d´1 esquinas que Bi e Bi`1 compartem.
Finalmente, é definida para todo i P t1, . . . , N 1u a seguinte sequência de eventos,
Mi “ t|Lipq| ď Ku X
!
σ
piq
j ´ σpiqj´1 ď CN2α, 0 ă j ď K
)
X
!
σ
pi`1q
0 ´ σpiqK ď CN2α
)
,
onde K “ 2tC2Ndpα`´1qu.
Notando que pela definição de Mi, em cada caixa o tempo gasto pelo pas-
seio aleatório para cobrir a caixa é menor do que tpq ` CpNdpα`´1q ` 1qN2α, assim a
desigualdade α ă 12dp1´ q implica
CNdpα`´1q`2α ă CNdα,
como o numero de caixas é N 1, o toro será coberto num tempo menor do que tpq ` CNd
e, para N suficientemente grande, temos CNd ă pγ ` ´ 1qgp0qNd logpNdq. Portanto,
tpq ` CNd`2α ă γgp0qNd logpNdq.
Então,
N 1č
i“1
Mi Ă
 
tpq ă TN ď γgp0qNd logpNdq
( Ă  TN ď γgp0qNd logpNdq( .
Assim, a estratégia definida no começo certamente força que o passeio aleatório cubra o
toro TdN antes do tempo γgp0qNd logpNdq.
Definimos a sequência de σ-álgebras geradas pelo passeio aleatório X entre os
tempos tpq e σpiq0 e os elementos aleatórios ζpjq, j ď i´ 1, quer dizer,
G
σ
piq
0
“ σ
´
Xn, tpq ă n ď σpiq0
¯
_ σ `ζpjq, j ď i´ 1˘ , i P t2, . . . , N 1u .
Condicionando em G
σ
p2q
0
, temos
P
˜
N 1č
i“1
Mi
¸
“ E
˜
1M1P
˜
N 1č
i“2
Mi
ˇˇˇ
G
σ
p2q
0
¸¸
.
Como
!
G
σ
piq
0
, i “ 2, . . . , N 1
)
é uma sequência crescente de σ-álgebras obtemos condicio-
nando iterativamente em G
σ
piq
0
,
P
˜
N 1č
i“1
Mi
¸
“ E
˜
1M1
N 1ź
i“2
P
´
Mi
ˇˇˇ
G
σ
piq
0
¯¸
. (2.1)
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Com o objetivo de estimar a equação (2.1), definimos
Fj “
!
σ
p1q
j ´ σp1qj´1 ă CN2α
)
, 0 ă j ď K
e
FK`1 “
!
σ
p2q
0 ´ σp1qK ă CN2α
)
.
Portanto, o evento M1 pode ser escrito como
M1 “ t|L1pq| ă Ku X
K`1č
j“1
Fj.
Para j P t0, . . . , Ku, definimos uma sequência crescente de σ-álgebras F
σ
p1q
j
geradas pelo passeio aleatório X ate o tempo σp1qj , isto é,
F
σ
p1q
j
“ σ
´
Xn, n ď σp1qj
¯
.
Notando que t|L1pq| ă Ku P Fσp1q0 , obtemos
P pM1q “ E
˜
1 t|L1pq| ă KuP
˜
K`1č
j“1
Fj
ˇˇˇ
F
σ
p1q
0
¸¸
.
Como F p1qσ0 Ă . . . Ă F p1qσK , temos
P
˜
K`1č
j“1
Fj
ˇˇˇ
F
σ
p1q
0
¸
“ P
´
F1
ˇˇˇ
F
σ
p1q
0
¯
P
˜
K`1č
j“2
Fj
ˇˇˇ
F
σ
p1q
1
¸
“ P
´
F1
ˇˇˇ
F
σ
p1q
0
¯
P
´
F2
ˇˇˇ
F
σ
p1q
1
¯
P
˜
K`1č
j“3
Fj
ˇˇˇ
F
σ
p1q
2
¸
.
Assim, obtemos
P pM1q “ E
˜
1 t|L1pq| ă Ku
K`1ź
j“1
P
´
Fj
ˇˇˇ
F
σ
p1q
j´1
¯¸
. (2.2)
Utilizando o Teorema 2.2 de (ALVES; MACHADO; POPOV, 2002) obtemos que para
todo x, y P B1, existe uma constante C 1 tal que
Py
`
Hx ă CN2α
˘ ě C 1N´αpd´2q.
Assim, para todo j P t1, . . . , K ` 1u, obtemos
P
´
Fj
ˇˇˇ
F
σ
p1q
j´1
¯
ě min
y,xPB1
Py
`
Hx ă CN2α
˘ ě C 1N´αpd´2q.
Então,
K`1ź
j“1
P
´
Fj
ˇˇˇ
F
σ
p1q
j´1
¯
ě `C 1N´αpd´2q˘K`1 .
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Pelo tanto, por (2.2), temos que
PpM1q ě P p|L1pq| ă Kq
`
C 1N´αpd´2q
˘K`1
. (2.3)
Por outro lado, com a finalidade de estimar a probabilidade do evento t|L1pq| ă Ku,
usamos o Lema 2.3 de (BELIUS, 2013), o que implica que
PpHx ą tpqq ă C2Ndp´1q,
e
2E p|L1pq|q ă K.
Portanto, a desigualdade de Markov implica
P p|L1pq| ď Kq ě P p|L1pq| ď 2E p|L1pq|qq ,
ě 12 .
Substituindo o anterior em (3.6), obtemos
PpM1q ě 12
`
C 1N´αpd´2q
˘K`1
. (2.4)
Finalmente, pela equação (2.1) e (2.16), obtemos
PpTN ď γgp0qNd log
`
Nd
˘ ě P˜N 1č
i“1
¸
ě
ˆ
1
2
˙N 1 `
C 1N´αpd´2q
˘pK`1qN 1
αě1´ě `C 1N´αpd´2q˘C2Nd
“ exp
´
´Nd`p1`δq logplogpNqqlogpNq
¯
ě exp `´Nd`β˘ ,
para todo β ą 0 e N suficientemente grande.
Do fato que  P p1´ γ, 1q pode ser escolhido arbitrariamente perto do 1 ´ γ,
obtemos a cota inferior dos grandes desvios do tempo de recobrimento no contexto do
passeio aleatório definido sobre o toro discreto de dimensão maior ou igual do que 3.
2.2 Cota Superior
Nesta seção apresentamos a prova da cota superior dos grandes desvios para o
tempo de recobrimento, é dizer, para γ ă 1 tem-se para ε ą 0,
P
`TN ď γgp0qNd logpNdq˘ ď exp `´Ndp1´γq´ε˘
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para todo N suficentemente grande.
Basicamente, a demostração é baseada nas ideias exibidas em (COMETS et al.,
2013) adaptadas a um contexto de dimensões do toro discreto inteiro maiores ou iguais a
três.
A ideia fundamental da prova é mostrar que se o toro discreto TdN é dividido em
Ndp1´αq caixas, onde α pertence ao intervalo pγ, 1q, então ao tempo γgp0qNd log `Nd˘, com
γ P p0, 1q, o número de caixas que não são completamente cobertas é da ordem Ndp1´αq
com probabilidade pelo menos
1´ expp´cNdp1´αqq
onde c é uma constante positiva dependendo de γ e d ě 3.
Antes de começar a prova dos grandes desvios do tempo de recobrimento, nós
precisamos algumas definições prévias.
Fixe um parâmetro α no intervalo pγ, 1q e particionamos o toro TdN em
kN “
R
N
rNαs
Vd
caixas, as quais são denotadas por S 11, . . . , S 1kN , de tamanho
RN “ rN
αs
2 ,
e considere S 11, . . . , S 1kN uma coleção de caixas concêntricas contidas nelas, de tamanho
rN “ b rNαs ,
onde o parâmetro satisfaz 0 ă b ă 14 .
2.2.1 Excursões
O objetivo desta seção é provar que o número de excursões entre BSj e BS 1j ao
tempo γgp0qNd log `Nd˘ é da ordem
logpNdqrd´2N
com probabilidade convergente a 1 quando N tende ao infinito. A demostração é uma
adaptação do Lema 3.2 de (DEMBO et al., 2006b) sobre o toro discreto inteiro de dimensões
maiores a três.
Considere a bola de centro x P Zd e raio r ą 0
Bpx, rq “  y P Zd : }x´ y} ă r( ,
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onde }¨} é a norma l8 sobre Zd. E são definidos os seguintes tempos de parada,
τ p0q “ inf tt ě 0 : Xt P BBpx, rNqu ,
o qual corresponde ao primeiro instante que o passeio aleatório atinge a fronteira da bola
centrada em x e raio rN e o tempo que o passeio demora, depois que visita a fronteira de
Bpx, rNq, para atingir a fronteira da bola maior Bpx,RNq, quer dizer,
σp1q “ inf tt ě 0 : Xt`τ p0q P BBpx,RNqu ,
e iterativamente para j ą 0, são definidos as seguintes sequências de tempos de parada,
τ pjq “ inf  t ě σpjq : Xt`Tj´1 P BBpx, rNq( ,
σpj`1q “ inf  t ě 0 : Xt`Tj P BBpx,RNq( ,
onde Tj “
jÿ
i“0
τ piq, j ě 0.
Xτ(0)
Xσ(1)+τ(0)
Xτ(0)+τ(1)
X0
Figura 4 – Os τ pjq corresponde ao tempo que demora a j-ésima excursão partindo de
Bpx, rNq a ela mesma visitando a fronteira de Bpx,RNq e os σpjq corresponde
ao tempo que demora o passeio aleatório na j-ésima excursão em atingir a
fronteira de Bpx,RNq. A linha pontilhada corresponde ao tempo τ p1q e a parte
cinza tem relação com o tempo σp1q
A sequência de tempos de parada τ pjq corresponde ao tempo que gasta o passeio
aleatório partindo da fronteira da bola Bpx, rNq, saindo da bola maior Bpx,RNq, em
voltar a Bpx,RNq e o tempo σpjq é o tempo que gasta o passeio aleatório partindo desde a
fronteira da bola Bpx, rNq ate atingir a fronteira da bola Bpx,RNq. Veja Figura 4.
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Para qualquer par de pontos x, y P A Ă Zd definimos a função de Green
truncada, como o número esperado de visitas que faz o passeio aleatório ao ponto y
partindo de x antes de sair do conjunto A, isto é,
GApx, yq “
8ÿ
i“0
Ex p1 tSi “ y, i ă HBAuq .
Pela Proposição 1.5.9 em (LAWLER; LIMIC, 2010), temos a seguinte aproxi-
mação da função de Green truncada, para todo n ą 0 e x P Bp0, nq
GBp0,nqpx, 0q “ cd
´
}x}2´d ´ n2´d
¯
`O
´
}x}1´d
¯
, (2.5)
onde, cd “ d2Γ
ˆ
d
2 ´ 1
˙
pi´
d
2 e Γp¨q “
ż 8
0
tx´1e´tdt é conhecida como a função gamma.
E, para todo r ą 0 e y P BBpx, rq, a Proposição 6.2.6 em (LAWLER; LIMIC,
2010) mostra a seguinte estimativa do tempo esperado de entrada ao conjunto BBpx,Rq
R2 ď EypHBBpx,Rqq ` }y}2 ď pR ` 1q2. (2.6)
Daqui para frente denotamos o tempo de entrada ao conjunto BBpx, rNq (τ p1q),
por τ . O seguinte lema mostra uma estimativa uniforme no valor esperado de τ .
Lema 2.1. Existem constantes positivas c0, c1, c2 tais que para todo rN ą c0 e η P pc0r´1N , 1q
temos,
p1` ηq c1Ndr2´dN
˜
1´
ˆ
rN
RN
˙d´2¸
ď min
x,yPTdN
Eypτq
ď max
x,yPTdN
Eypτq
ď p1` ηq c2Ndr2´dN
˜
1´
ˆ
rN
RN
˙d´2¸
(2.7)
Demonstração. Seja X um passeio aleatório sobre TdN e considere que a distribuição inicial
do processo é uniforme sobre TdN , quer dizer,
X0 ∼
1
Nd
.
Desta forma o passeio aleatório é estacionário e pelo teorema ergódico de Birkoff (veja
Teorema 6.2.1 em (DURRETT, 2009)), temos que
lim
nÑ8
1
n
nÿ
i“0
1txupXiq “ 1
Nd
, (2.8)
quase certamente.
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Assumindo que T´1 “ 0, a convergência (2.8) implica
lim
nÑ8
nÿ
i“0
τ pjqÿ
i“0
1txupXTj´1`iq
nÿ
j“0
τ pjq
“ 1
Nd
, (2.9)
quase certamente.
Continuando, definimos a seguinte sequência de variáveis aleatórias!
Zj “ τ pjq ´ EXTj´1 pτq : j ą 0
)
a qual, pela propriedade forte de Markov, é uma coleção de variáveis aleatórias indepen-
dentes. Assim, pela lei forte dos grandes números, temos
lim
nÑ8
1
n
nÿ
j“1
Zj “ 0, (2.10)
quase certamente.
Por outro lado, assumindo que σp0q “ τ p0q, definimos a seguinte sequência de
variáveis aleatórias
Yj “
τ pjqÿ
i“0
1txupXTj´1`iq,
Y˜j “ Yj ´ EXTj´1 pY1q,
também pela propriedade forte de Markov,
 
Y˜j “: j ą 0
(
é uma sequência de variáveis
aleatórias independentes. Assim, utilizando a lei forte dos grandes números, obtemos
lim
nÑ8
1
n
nÿ
j“1
Y˜j “ 0, (2.11)
quase certamente.
Combinando as equações (2.9), (2.10) e (2.11) obtemos,
lim
nÑ8
1
n
nÿ
j“0
EXTj´1 pτq
1
n
nÿ
j“0
EXTj´1 pY1q
“ Nd, (2.12)
quase certamente.
Notando que se assumimos σp0q “ τ p0q, a sequência de variáveis aleatória Yj
pode ser escrito como,
Yj “
σpjqÿ
i“0
1txupXTj´1`iq.
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Desta maneira o valor esperado da variável aleatória Y1 corresponde ao numero esperado
de vezes que o passeio aleatório X visita ao ponto x partindo de um ponto da fronteira de
Bpx, rNq, antes de sair de Bpx,RNq
GBBpx,RN qpXτ p0q , xq “ EXτp0q pY1q.
Assim, pela equação (2.5), obtemos que existe uma constante positiva c3 tal que o tempo
esperado da variável Y1 satisfaz a seguinte desigualdade
cd
`
r2´dN ´R2´dN
˘´ c3r1´dN ď minx minyPBBpx,rN qEpY1q
ď max
x
max
yPBBpx,rN q
EpY1q
ď cd
`
r2´dN ´R2´dN
˘` c3r1´dN . (2.13)
Desta maneira, das equações (2.12) e (2.13) obtemos que existem constastes
positivas c0, c˚1 , c˚2 tais que para todo 1 ě η ě c0r´1N , temos
p1´ ηq
˜
1´
ˆ
rN
RN
˙d´2¸
c˚1N
dr2´dN ď max
yPBBpx,rN q
Eypτq,
p1` ηq
˜
1´
ˆ
rN
RN
˙d´2¸
c˚2N
dr2´dN ě min
yPBBpx,rN q
Eypτq. (2.14)
Para continuar com a prova introduzimos a lei de entrada num conjunto A
contido em Zd por
Hpx, yq “ PxpXHA “ yq
onde x é um ponto fora do conjunto A e y é um ponto na fronteira de A. Assim, pelo fato
que Hp¨, yq é harmônica junto com o Lema 3.1 de (MILLER; SOUSI, 2016), obtemos
Hpy˚, zq “
ˆ
1`O
ˆ
rN
RN
˙˙
Hpy1, zq, (2.15)
para z P BBpx,RNq e y˚, y1 P BBpx, rNq. E pela equação (2.6) obtemos para todo y˚, y1 P
BBpx, rNq que existe uma constante positiva c4 tal que
Ey˚pHBBpx,RN qq ď c4Ey1pHBBpx,RN qq. (2.16)
Assim, como τ p0q “ 0 e pela propriedade forte de Markov ao tempo σp1q, obtemos
Eypτq “ EypHBBpx,RN qq `
ÿ
zPBBpx,RN q
HBBpx,RN qpy, zqEzpHBBpx,rN qq.
Então, pelas equações (2.15) e (2.16), existe uma constante positiva c5 tal que
max
yPBBpx,rN q
Eypτq ď c5 min
yPBBpx,rN q
Eypτq. (2.17)
Finalmente, combinando as equações (2.17) e (2.14) obtemos (2.7).
Capítulo 2. Grandes desvios do tempo de recobrimento no toro d-dimensional 53
Lema 2.2. Existe uma constaste positiva c6 tal que para todo rN ą c0, temos
max
xPTdN
max
yPBpx,RN q
Ey
`
HBBpx,rN q
˘ ď c6Ndr2´dN
˜
1´
ˆ
rN
RN
˙d´2¸
. (2.18)
Demonstração. Consideraremos os seguintes tempos de parada,
σ˚ “ inf tt ě 0 : Xt`τ p0q P BBpx, 2RNqu ,
e
τ˚ “ inf tt ě σ˚ : Xt`τ p0q P BBpx, rNqu .
Pelo Lema 6.3.7 de (LAWLER; LIMIC, 2010), temos que existem constantes
positivas c7 e c8 para todo y P BBpx, rNq tal que
c7piBBpx,2RN qp¨q ď HBBpx,2RN qpy, ¨q ď c8piBBpx,2RN qp¨q, (2.19)
onde piBBpx,2RN q é a medida uniforme sobre a fronteira de uma bola de centro x e raio
2RN . Assim, pelas equações (2.19) e (2.7) e a propriedade forte de Markov ao tempo σ˚,
obtemos para todo y P BBpx, rNq
2Ndr2´dN
˜
1´
ˆ
rN
2RN
˙d´2¸
ě Eypτ˚q,
ě
ÿ
zPBBpx,2RN q
HBBpx,2RN qpy, zqEzpHBBpx,rN qq,
ě c7EpiBBpx,2RN qpHBBpx,rN qq. (2.20)
E, para y P BBpx,RNq, pela propriedade forte de Markov no tempo HBBpx,2RN q obtemos,
EypHBBpx,rN qq ď EypHBBpx,2RN qq ` EyppHBBpx,rN q ´HBBpx,2RN qq1
 
HBBpx,rN q ´HBBpx,2RN q ą 0
(q,
“ EypHBBpx,2RN qq `
ÿ
zPBBpx,2RN q
HBBpx,2RN qpy, zqEzpHBBpx,rN qq.
Pelo tanto, pelas equações (2.6), (2.19) e (2.20) obtemos,
EypHBBpx,rN qq ď p2RN ` 1q2 ` c8EpiBBpx,2RN q ,
ď c6Ndr2´dN
˜
1´
ˆ
rN
RN
˙d´2¸
. (2.21)
Para qualquer tempo de parada T , denotamos
}T } “ max
y
EypT q.
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Lema 2.3. Existe uma constante positiva c9 tal que para todo rN ą c0
max
xPTdN
››HBBpx,rN q›› ď c9Ndr2´dN ˆ1´ ´rNN ¯d´2
˙
. (2.22)
Demonstração. Seja y P Bpx, rq, pela equação (2.6) temos,
EypHBBpx,rN qq ď c10Ndr2´d
ˆ
1´
´ r
N
¯d´2˙
. (2.23)
E para y P Bpx,NqzBpx, rNq, pela equação (2.21) temos,
EypHBBpx,rN qq ď c6Ndr2´dN
ˆ
1´
´rN
N
¯d´2˙
. (2.24)
Assim, (2.23) e (2.24) obtemos (2.18).
O seguinte lema nos permite ter controle do tempo que o passeio aleatório
demora para fazer a j-ésima excursão.
Lema 2.4. Existem constantes positivas δ0, c12 e c11 tal que
c0
6 r
´1
N ă δ ă δ0. Temos para
todo x0 P TdN
Px0
˜
Kÿ
j“0
τ j ě c12p1` δqNdr2´dN
˜
1´
ˆ
rN
RN
˙d´2¸
K
¸
ď exp
$’’&’’%´c11δ2
ˆ
1´
´
rN
RN
¯d´2˙
´
1´ ` rN
N
˘d´2¯ K
,//.//-.(2.25)
Demonstração. Antes de começar a demonstração, vamos a lembrar a fórmula dos mo-
mentos de Kac (veja equação (6) em (FITZSIMMONS; PITMAN, 1999)).
Seja T um tempo de parada para um processo markoviano Xn. Para qualquer
y e n, temos
Ey pT nq ď n!Ey pT q }T }n´1 . (2.26)
Começando, considere
v “ Ndr2´dN
˜
1´
ˆ
rN
RN
˙d´2¸
,
e
u “ Ndr2´dN
ˆ
1´
´rN
N
¯d´2˙
e tome c12 “ max tc2, c6, c9u.
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Do fato que τ p0q “ HBBpx,rN q e as equações (2.26) e (2.18), obtemos que existem
constantes positivas c13 e c14 tal que satisfazem,
max
x,yPTdN
Ey
ˆ
e
HBBpx,rN q
c13u
˙
ď
8ÿ
j“0
max
x,yPTdN
Ey
`
HBBpx,rN qn
˘
n! pc13uqn ,
ď
8ÿ
j“0
max
xPTdN
››HBBpx,rN q››n
pc13uqn ,
ď
8ÿ
n“0
ˆ
c12
c13
˙n
.
Então, tomando c13 ą c12 existe uma constante positiva c14 tal que
max
x,yPTdN
Ey
ˆ
e
HBBpx,rN q
c13u
˙
ď c14.
A desigualdade anterior junto com a desigualdade de Chebyshev implica que
Px0
ˆ
τ p0q ě δ3c12vK
˙
“ Px0
ˆ
τ p0q
c13u
ě c12δv3c13uK
˙
,
ď Ey
ˆ
e
HBBpx,rN q
c13u
˙
e
´ c12δv3c13uK
ď c14e´
c12δv
3c13u
K
.
Assim, a desigualdade de Chebyshev junto com a propriedade forte de Markov ao tempo
Tj, permite estimar a fórmula (2.25) por
Px0
˜
Kÿ
j“1
τ j ě c12
ˆ
1` 2δ3
˙
vK
¸
ď e´c12βp1` 2δ3 qvK max
xPTdN
max
yPBBpx,rN q
Ey
˜
Kź
j“1
eβτ
pjq
¸
,
ď e´c12βp1` 2δ3 qvK max
xPTdN
max
yPBBpx,rN q
Ey
´
eβτ
pjq¯K
,
(2.27)
onde β ą 0.
Continuando, estimaremos a esperança no lado direito da equação (2.27).
Primeiro, note que
τ p1q “ τ “
´
HBBpx,RN q `HBBpx,rN q ˝ θHBBpx,RN q
¯
˝ θHBBpx,rN q
onde θk é a função de deslocamento.
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Assim, pela propriedade forte de Markov e a equação (2.26) obtemos
max
yPTdN
Eypτnq ď max
yPBBpx,rN q
Ey
´´
HBBpx,RN q `HBBpx,rN q ˝ θHBBpx,RN q
¯n¯
,
ď
nÿ
j“0
ˆ
n
j
˙
max
yPBBpx,rN q
Ey
´
HBBpx,RN q
´
HBBpx,rN q ˝ θHBBpx,rN q
¯¯
,
ď
nÿ
j“0
ˆ
n
j
˙
max
yPBBpx,rN q
Ey
`
HBBpx,RN q
˘
max
zPBBpx,RN q
EzpHBBpx,rN qq,
ď n! ››HBBpx,RN q››n´1 max
yPBBpx,rN q
Ey
`
HBBpx,RN q
˘ ››HBBpx,rN q››´1 max
zPBBpx,RN q
Ez
`
HBBpx,rN q
˘
`
n´1ÿ
j“0
n!
››HBBpx,RN q››j´1 max
yPBBpx,rN q
Ey
`
HBBpx,RN q
˘ ››HBBpx,rN q››n´j´1
ˆ max
zPBBpx,RN q
Ez
`
HBBpx,rN q
˘
.
Então, como }T } “ max
y
Ey pT q e pelas equações (2.6), (2.18) e (2.22), temos que existe
uma constante positiva c15 tal que
max
yPTdN
Eypτnq ď n!npc12uqn´1pR ` 1q2 ` n!npc12uqn´1v,
ď c15n!npc12uqn´1v. (2.28)
Note que pela fórmula (2.7) temos
max
xPTdN
max
yPBBpx,rN q
Eypeβτ q ď 1` c12
ˆ
1` δ6
˙
vβ `
8ÿ
n“2
βn max
xPTdN
max
yPBBpx,rN q
Eypτnq
n! .
E pela equação (2.28), obtemos
max
xPTdN
max
yPBBpx,rN q
Eypeβτ q ď 1` c12
ˆ
1` δ6
˙
vβ ` c15vβ
8ÿ
n“2
npc12βuqn´1.
Assim, escolhendo β ă 12c12u , obtemos que existe uma constante positiva c16 tal que
max
xPTdN
max
yPBBpx,rN q
Eypeβτ q ď 1` c12
ˆ
1` δ3
˙
vβ ` c16c12vuβ2.
Pelo tanto, utilizando a desigualdade 1` x ď ex, obtemos
max
xPTdN
max
yPBBpx,rN q
Eypeβτ q ď ec12p1` δ3qvβ`c16c12vuβ2 . (2.29)
Finalmente, tomando β “ δ6c16u , δ0 ă 3
c16
c12
e c11 “ c1236c16 , e substituindo a equação (2.29)
em (2.27), obtemos
Px0
˜
Kÿ
j“0
τ j ě c12p1` δqNdr2´dN
˜
1´
ˆ
rN
RN
˙d´2¸
K
¸
ď exp
$’’&’’%´c11δ2
ˆ
1´
´
rN
RN
¯d´2˙
´
1´ ` rN
N
˘d´2¯ K
,//.//-.
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Z2
Z1
X0
XD0
XD1
XR1
XR2
XD2
Figura 5 – Exemplo de excursões do passeio aleatório entre as fronteiras dos bolas S 1j e Sj .
2.2.2 Excursões independentes
Nesta seção detalhamos a implementação do método dos tempos locais suaves
(POPOV; TEIXEIRA, 2015). Nosso interesse é o traço deixado pelo passeio aleatório sobre
as caixas Sj , para j P t1, . . . , kNu. Assim, os tempos locais suaves nos permitem comparar
excursões entre as caixas Sj e S 1j com excursões independentes.
Começamos introduzindo alguns notações e definições. Sejam
S 1 “
kNď
j“1
S 1j e S “
kNď
j“1
Sj.
E definimos os seguintes tempos de parada
D0 “ HBS1 ,
R1 “ HBS ˝ θD0 `D0,
D1 “ HBS1 ˝ θR1 `R1,
e iterativamente para j ą 1
Rj “ HBS ˝ θDj´1 `Dj´1,
Dj “ HBS1 ˝ θRj `Rj,
veja a Figura 5.
A j-ésima excursão entre a fronteira da caixa S e a fronteira da caixa S 1 é
definida por
Zj “
`
XRj , . . . , XDj
˘
e o espaço de excursões começando na fronteira de Sj e terminando na primeira visita à
fronteira da caixa S 1j é denotado por
Ej “ t px1, . . . , xkq caminho finito de pontos vizinhos começando em BSj e terminando em BS 1j u
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e a união dos Ej por E , isto é
E “
kNď
j“1
Ej
e para x0 R S 1 definimos as seguintes medidas
µjpxq “ Px0
´
XHBSj “ x
¯
.
Introduzimos o método dos tempos locais suaves. Seja Λ um conjunto contável
de índices e considere um processo pontual marcado de Poisson de intensidade 1
ζ “
ÿ
λPΛ
δpzλ,uλq
sobre BS ˆ R` com marcas independentes
tϕλ : λ P Λu ,
onde cada marca ϕλ é uma excursão do passeio aleatório X começando em zλ P BS e
finalizando na fronteira do conjunto S 1.
Com o objetivo de definir o tempo local suave, introduzimos as seguintes
quantidades
ξ1 “ inf t t ě 0 : existe pzλˆ, uλˆq P tpzλ, uλq : λ P Λu tal que
tHBSpXD0 , zλˆq ě uλˆ u ,
e para z P BS,
Gpzq “ ξ1HBSpXD0 , zq,
então pelo Teorema 4.1 em (POPOV; TEIXEIRA, 2015) temos, sob a lei do processo
pontual de Poisson ζ,
• O par pz1, u1q é quase certamente o único elemento em tpzλ, uλq : λ P Λu com Gpz1q “
u1.
• A marca ϕ1 é distribuída como a primeira excursão, quer dizer,
ϕ1 ∼ Z1.
• O processo pontual
ζ1 “
ÿ
pzλ,uλq‰pz1,u1q
δpzλ,uλ´G1pzλqq
e ζ tem igual distribuição.
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Iterativamente, podemos definir para n ą 1,
ξn “ inf tt ě 0 : existe pzλˆ, uλˆq R tpzi, uiq : i “ 1, . . . , n´ 1u tal queGn´1pzλˆq ` tHBSpzn´1, zλˆq ě uλˆu .
E o tempo local suave do processo de excursões no nível n ą 1 por,
Gnpzq “ Gn´1pzq ` ξnHBSpXDn´1 , zq, z P BS. (2.30)
Pela Proposição 4.3 em(POPOV; TEIXEIRA, 2015) temos,
• pzn, unq é quase certamente o único elemento pzλ, uλq R tpzi, uiq : i “ 1, . . . , n´ 1u .
• Temos que
pϕ1, . . . , ϕnq d∼ pZ1, . . . , Znq
e são independentes de ξ1, . . . , ξn.
• O processo pontual
ζn “
ÿ
pzλ,uλqRtpzi,uiq: i“1,...,n´1u
δpzλ,uλ´Gnpzλqq
e ζ são identicamente distribuídos e independente das quantidades de cima.
Utilizamos a mesma realização da simulação do processo de excursões apresen-
tado anteriormente para comparar os traços deixados pelo passeio aleatório nos conjuntos
S1, . . . , SkN .
Com o objetivo de fazer isto, definimos as sequência de excursões 
Z˜jn : n ě 1
(
sobre o espaço Ej, cuja medida de entrada no conjunto Sj é dado por µjpxq para x P BSj.
Utilizando os mesmos passos para simular as excursões entre as fronteiras dos
conjuntos S e S 1, podemos simular uma seqüência independente de excursões 
Z˜jn : n ě 1
(
cujo tempo local suave para um y na fronteira da caixa Sj ate o tempo n é dado por,
G˜jnpyq “ µjpyq
nÿ
i“1
ξji
onde
 
ξjn : n ě 1
(
é uma sequência de variáveis aleatórias independentes e identicamente
distribuídas com distribuição exponencial com parâmetro 1. Mas não é independente
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∂Sj ∂Sk
XR2 XR1XR3 ∂S
R+
G1
G2
G3
Figura 6 – Exemplo da metodologia dos tempos locais suaves para a simulação das ex-
cursões do passeio aleatório entre as bolas Sj e S 1j. As marcas do processo de
Poisson correspondem a excursões feitas pelo passeio aleatório começando na
fronteira do conjunto S e finalizando na fronteira de S 1.
TdN TdN TdN
Z2 Z2
Z3
Z1 Z1 Z1
X0
XD0
X0
XD0
X0
XD0
Sj
S′j
S′k
Sk
Figura 7 – Evolução da simulação do processo de excursões.
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∂Sj
XR2 XR1
R+
XR3
G˜j1
G˜j2
G˜j3
Figura 8 – Utilizando o mesmo processo pontual de Poisson da simulação de pZ1, . . . , Znq
é simulado o processo de excursões gerado por a medida µj.
TdN TdN TdN
Z˜j1 Z˜
j
1 Z˜
j
1
Z˜j2 Z˜
j
2
Z˜j3
Figura 9 – Evolução da simulação do processo de excursões. Note que as excursões apare-
cem de maneira diferente das excursões da Figura 7 para o conjunto Sj
da sequência previa tξn : n ě 1u porque simulamos
 
Z˜jn : n ě 1
(
usando o mesmo pro-
cesso pontual marcado de Poisson usado na simulação de tZn : n ě 1u . Contudo esta
dependência não é um problema no desenvolvimento da prova.
Definimos a n-ésima excursão entre a fronteira da caixa Sj e a fronteira da
caixa S 1j no processo de excursões tZn : n ě 1u da seguinte maneira, considere
νj1 “ min
iě1 tZi P Eju ,
e iterativamente definimos,
νjn`1 “ min
iěνjn
tZi P Eju .
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Assim, a n-ésima excursão é definida por
Zjn “ Zνjn .
A continuação mostramos que a medida de entrada ao conjunto Sj é similar à
medida µjp¨q para todo j P t1, . . . , kNu .
Lema 2.5. Para todo ε ą 0 existe b P
ˆ
0, 14
˙
tal que para todo y P BS 1 e x P BSj, temosˇˇˇˇ
Py pXHBS “ x |XHBS P BSj q
µjpxq ´ 1
ˇˇˇˇ
ď ε, (2.31)
para todo j P t1, . . . , kNu .
Demonstração. Note que (2.31) pode ser obtido diretamente do seguinte resultado.
Para 2rN ă R ă RN tal que
min
zPBBp0,Rq
Pz
`
HBBp0,rnq ă HBBp0,RN q
˘ ą c17 ą 0. (2.32)
temos que para todo z P BBp0, Rq e x P BBp0, rnq
Pz
´
XHBBp0,rN q “ x
ˇˇ
HBBp0,rN q ă HBBp0,RN q
¯
“
´
1`O
´rN
R
¯¯
HBBp0,rN qpz, xq. (2.33)
Primeiro note que,
Pz
´
XHBBp0,rN q “ x,HBBp0,rN q ă HBBp0,RN q
¯
“ HBBp0,rqpz, xq ´
´PzpXHBBp0,rN q “ x,HBBp0,rN q ą HBBp0,RN qq.
Assim,
PzpXHBBp0,rN q “ x,HBBp0,rN q ą HBBp0,RN qq “ Ez
´
HBBp0,rN qpXBBp0,RN q, xq1tHBBp0,rN qąHBBp0,RN qu
¯
.
Como BBp0, Rq separa BBp0, rNq de BBp0, RNq e pelo Lema 3.1 em (MILLER; SOUSI,
2016) temos que, para qualquer z1 P BBp0, RNq
HBBp0,rN qpw, xq “ EwpHBBp0,rN qpXHBBp0,Rq , xqq,
“
´
1`O
´rN
R
¯¯
HBBp0,rN qpz, xq.
Assim,
PzpXHBBp0,rN q “ x,HBBp0,rN q ą HBBp0,RN qq “
´
1`O
´rN
R
¯¯
HBBp0,rN qpz, xq ˆ
ˆPz `HBBp0,rN q ą HBBp0,RN q˘ .
(2.34)
Substituindo a equação (2.34) em (2.34) e usando a equação (2.32), obtemos (2.33).
Finalmente, a desigualdade (2.31) segue condicionando sobre o passeio aleatório
X ao tempo HBBp0,Rq, escolhendo convenientemente R e usando a equação (2.33).
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Continuando, o seguinte lema mostra que, considerando uma quantidade ade-
quada de realizações do processo de excursões, é possível fazer um acoplamento entre a
sequência independentes de excursões 
Z˜jn : n ě 1
(
e a sequência de excursões geradas pelo passeio aleatório 
Zjn : n ě 1
(
.
Lema 2.6. Considerando, para j P t1, . . . , kNu, o evento
Un0j “ tNjpn, p1` εqnq ă 2εn, p1´ εqn ă Njp0, nq ă p1` εqn, para todon ě n0u ,(2.35)
onde,
Njpa, bq “ # tλ P Λ : zλ P BSj, aµjpzλq ă uλ ď bµjpzλqu .
Então, para todo j P t1, . . . , kNu temos
P
`
Un0j
˘ ď 1´ c18 exp p´c19εn0q , (2.36)
e, sob Un0j temos que para todo n ě n0 
Zji : i “ 1, . . . , p1´ εqn
( Ă  Z˜ji : i “ 1, . . . , p1` 3εqn( , 
Z˜ji : i “ 1, . . . , p1´ εqn
( Ă  Zji : i “ 1, . . . , p1` 3εqn( .
Demonstração. Fixamos j P t1, . . . kNu. A desigualdade (2.36) segue do fato que Njpa, bq
tem distribuição Poisson com parâmetro a ´ b. Assim, aplicando a fórmula usual dos
grandes desvios obtemos o requerido.
Seja n ě n0, k “ νjp1´εqn e
ykj “ argmin
yPBSj
Gkpyq
µjpyq .
Pela equação (2.30) temos,
Gkpyq
µjpyq “
1
µjpyq
kÿ
m“1
ξmHBSpXDm´1 , yq,
“ 1
µjpyq
kÿ
m“1
ξmPXDm´1 pXHBS “ y |XHBS P BSj qPXDm´1 pXHBS P BSjq .
Por (2.31) temos
PXDm´1 pXHBS “ y |XHBS P BSj q
µjpyq ď
1` ε
1´ ε
PXDm´1
`
XHBS “ ykj |XHBS P BSj
˘
µjpykj q ,
ď p1` εqPXDm´1
`
XHBS “ ykj |XHBS P BSj
˘
µjpykj q .
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R+
ykj
Gk
nµj
(1 + )nµj
Nj(n, (1 + )n) < 2n
(1− )n < Nj(0, n) < (1 + )n
Figura 10 – Com relação as contradições na demonstração do Lema (2.6). A medida µj é
considerada uma constante positiva.
Assim,
Gkpyq
µjpyq ď p1` εq
Gkpykj q
µjpykj q , (2.37)
para todo y P BSj.
Supondo que Gkpykj q ą nµjpykj q, temos pela equação (2.35) que sob o grafo de
Gp¨q temos mais do que p1´ εqn pontos do processo pontual de Poisson (Veja Figura 10),
mas k “ νjp1´εqn. Assim,
Gkpykj q ď nµjpykj q.
A equação (2.37) implica
Gkpykj q ď p1´ εqnµjpyq
para todo y P BSj.
Pelo tanto, sob Un0j , temos 
Zji : i “ 1, . . . , p1´ εqn
( Ă  Z˜ji : i “ 1, . . . , p1` 3εqn( .
Para provar a segunda inclusão, consideramos k “ νjp1`3εqn e seguindo os mesmos
passos anteriores, obtemos (2.37).
Supondo que Gkpykj q ă nµjpykj q, pela equação (2.37) deveríamos ter
Gkpyq ă np1` εqµjpyq,
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para todo y P BSj.
Por outro lado, pela equação (2.35), temos que
Njp0, p1` εqnq ă p1` 3εqn
mas k “ νjp1`3εqn.
Assim, deveríamos ter
Gkpyq ě p1` εqnµjpyq,
para todo y P BSj.(Veja Figura 10).
Portanto, 
Z˜ji : i “ 1, . . . , p1´ εqn
( Ă  Zji : i “ 1, . . . , p1` 3εqn( .
Utilizando o acoplamento anterior, mostramos no seguinte lema que uma caixa
Sj não é completamente coberta por uma adequada quantidade de excursões.
Lema 2.7. Para qualquer ϕ P p0, 1q, temos para todo j P t1, . . . , kNu , que
P
`
Sj não é completamente coberta por
 
Z˜i : i ď KpNq
(˘Ñ 1, (2.38)
quando N tende ao infinito. Onde KN “ ϕc20rd´2N log
`
Nd
˘
Demonstração. O lema 2.6 implica que existe uma constante positiva ε1 tal que, 
Z˜ji : i ď KpNq
( Ă  Zji : i ď p1` ε1qKpNq( , (2.39)
e ϕp1` ε1q ă 1.
Escolhendo β P pϕp1` ε1q, 1q, temos pelo Teorema 1.1 de (MILLER; SOUSI,
2016) que ao tempo βgp0qNd log `Nd˘ a bola Sj não é completamente coberta com proba-
bilidade convergente a 1.
Por outro lado, pelo Lema 2.4, ao tempo βgp0qNd log `Nd˘ temos mais do que
p1` ε1qKpNq excursões com probabilidade convergente a 1.
Assim,
P pSj não é completamente coberto por tZi : i ď p1` ε1qKpNquq Ñ 1,
quando N tende ao infinito.
Portanto, pela equação (2.39), obtemos (2.38).
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Seja
%jptq “ max
i
!
Rνji
ď t
)
e denotamos o número de excursões entre a fronteira da bola Sj e a fronteira de S 1j por
χjptq “ νj%jptq
e o número total de excursões entre BSj e BS 1j ate o tempo t por
χptq “
kNÿ
j“1
χjptq.
Definimos para γ1 P pγ, αq o evento que o número total de excursões entre BSj e BS 1j até o
tempo t˚ não seja maior do que γ1
knr
d´2
N log
`
Nd
˘
p1´ p4bqd´2q , isto é,
Ω1 “
#
χpt˚q ď γ1knr
d´2
N log
`
Nd
˘
p1´ p4bqd´2q
+
,
onde t˚ “ γgp0qNd log `Nd˘.
Pelo Lema 2.4 obtemos que existe uma constante positiva c21 tal que,
P pΩ1q ě 1´ exp
 ´c21kNrd´2N log `Nd˘( . (2.40)
Escolhendo γ2 P pγ1, αq e notando que, se temos γ
1
γ2
kN caixas com mais do que γ2
rd´2 logpNdq
p1´ p4bqd´2q
então o evento Ω1 deveria não ocorrer.
Assim, se o evento Ω1 ocorre, temos
kNÿ
j“1
1
"
χjpt˚q ď γ2 r
d´2 logpNdq
p1´ p4bqd´2q
*
ě
ˆ
1´ γ
1
γ2
˙
kN . (2.41)
Até aqui, temos que sob Ω1, existem mais do que
ˆ
1´ γ
1
γ2
˙
kN bolas que não
tem muitas excursões ao tempo γgp0qNd log `Nd˘ .
Seguindo, se prova que a quantidade de bolas que não são completamente
cobertas quando o passeio aleatório não faz muitas excursões é da ordem kN .
Para isto, denotamos por
K1pNq “ γ2 r
d´2 logpNdq
p1´ p4bqd´2q e K2pNq “ p1` 3εqγ
2 rd´2 logpNdq
p1´ p4bqd´2q ,
onde ε ą 0 é tal que p1` 3εqγ2 ă 1, e definimos os seguintes eventos,
Ωj2 “ UK1pNqj , para j P t1, . . . , kNu ,
Ωj3 “
 
Sj não é completamente coberta
 
Z˜i : i ď K2pNq
((
, para j P t1, . . . , kNu ,
Ω4 “
#
kNÿ
j“1
1
 
Ωj2 X Ωj3
( ě γ3kN ` 1+ onde γ3 P ˆ γ1
γ2
, 1
˙
.
Capítulo 2. Grandes desvios do tempo de recobrimento no toro d-dimensional 67
Pelas equações (2.36) e (2.38), obtemos que existe uma constante 0 ă c22 ă 1 tal que para
N suficientemente grande,
P
`
Ωj2 X Ωj3
˘ ě c22, (2.42)
para todo j P t1, . . . , kNu .
Finalmente, notando que 
1
 
Ωj2 X Ωj3
(
, j “ 1, . . . , kN
(
é uma sequência de variáveis aleatórias independentes e identicamente distribuídas.
Assim, por (2.42) existe uma constante positiva c23 tal que para N suficiente-
mente grande, temos
P pΩ4q ě 1´ exp
 ´c23Ndp1´αq( . (2.43)
E, pelas equações (2.40) e (2.42) existe uma constante positiva c24 tal que, sobre o evento
Ω1 X Ω4, temos ˆ
γ2 ´ γ
1
γ2
˙
kN
bolas que não são completamente cobertas ao tempo γgp0qNd log `Nd˘, em outras palavras,
TN ą γgp0qNd log
`
Nd
˘
, com probabilidade maior do que
1´ exp  ´c24Ndp1´αq( .
2.3 O tempo de recobrimento: grandes desvios por cima
Nesta seção provamos os grandes desvios no tempo de recobrimento de um
toro discreto d-dimensional de tamanho N por um passeio aleatório simples, em outras
palavras, provamos para qualquer γ ą 1, entoão para β ą 0,
N´dpγ´1q´β ď P `TN ě γgp0qNd log `Nd˘˘ ď N´dpγ´1qp1` βq, (2.44)
para todo N suficientemente grande.
A prova começa estabelecendo uma cota inferior para os grandes desvios,
deixamos que o passeio aleatório desenvolva-se livremente pelo toro TdN até o tempo
p1 ´ γ1qgp0qNd logpNdq, com γ1 P p0, 1q. Pelo Teorema 1.2 em (MILLER; SOUSI, 2016)
obtemos que existe um ponto que não é coberto pelo traço deixado pelo passeio aleatório
sobre o toro com boa probabilidade, quer dizer,
P
`TN ě p1´ γ1qgp0qNd logpNdq˘ ě 12
Capítulo 2. Grandes desvios do tempo de recobrimento no toro d-dimensional 68
Por outro lado, escolhendo um ponto descoberto x no toro discreto, a probabi-
lidade que não seja atingido pelo passeio aleatório simples no tempo restante é acotado
por cima usando as estimativas no tempo de entrada (2.5) de (BELIUS, 2013) as quais
são conseqüência do acoplamento entre o passeio aleatório no toro e os entrelaçamentos
aleatórios,
P
`
Hx ě pγ ´ 1` γ1qgp0qNd logpNdq
˘ ě p1´ cN´cqNdp1´γ´γ1q.
Assim, uma cota inferior para os grandes desvios no tempo de recobrimento é
dado por
P
`TN ě γgp0qNd logpNdq˘ ě Ndp1´γq`β
para todo β ą 0 e N suficientemente grande.
Por outro lado, com o objetivo de obter uma cota superior dos grandes desvios
notamos que se o tempo de recobrimento é maior do que γgp0qNd logpNdq é equivalente a
que algum ponto no toro TdN não é coberto pelo passeio aleatório no tempo γgp0qNd logpNdq.
Assim, usando a estimativa (2.5) de (BELIUS, 2013) temos que o passeio
aleatório não cobre um ponto x no tempo γgp0qNd logpNdq com probabilidade maior do
que p1´ cN´cqN´dγ.
Portanto, utilizando a cota da reunião de eventos obtemos que
P
`
existex P TdN : Hx ě γgp0qNd logpNdq
˘ ď p1´ cN´cqN´dp1´γq.
Finalmente, obtemos uma cota superior para os grandes desvios por cima,
P
`TN ě γgp0qNd logpNdq˘ ď p1´ βqNdp1´γq,
para todo β ą 0 e N suficientemente grande.
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3 Grandes desvios do nível de recobrimento
de um conjunto finito por um entrelaça-
mento aleatório
Neste capitulo desenvolvemos as provas dos Teoremas 0.3 e 0.4. Começamos
com a prova da cota superior dos grandes desvios para o tempo de recobrimento de um
subconjunto finito A contido no reticulado inteiro de dimensão d ě 3, apresentamos uma
decomposição das excursões feitas pelas trajetórias duplamente infinitas que compõem
ao entrelaçamento aleatório em bolas, utilizando o método dos tempos locais suaves.
Logo é desenvolvida a prova da cota inferior dos grandes desvios por baixo do nível de
recobrimento, a qual é baseada em estimativa dos tempos de entrada de um passeio
aleatório sobre Zd.
Finalmente, por completitude, determinamos um principio de grandes desvios
para o nível de recobrimento por cima, baseado no nível de recobrimento de um conjunto
de um site só.
3.1 Cota superior
Nesta seção demonstramos a cota superior dos grandes desvios do nível de
recobrimento de um conjunto finito A por um entrelaçamento aleatório, é dizer, seja γ ă 1
então para ε ą 0 tem-se
P
`T RIA ď γ |A| log |A|˘ ď exp `|A|1´γ`ε˘
para todo |A| suficentemente grande.
Para obter isto, usamos o método dos tempos locais suaves para acoplar
excursões dependentes com excursões independentes e identicamente distribuídas através
de k0 “ |A|1´α bolas e desta maneira provar que no nível γgp0q logp|A|q o conjunto de
entrelaçamento aleatório cobre no máximo ck0, com 0 ă c ă 1, interseções de bolas com o
conjunto finito A Ă Zd com probabilidade maior do que
1´ e´c1|A|1´α .
E desta maneira, concluir que o conjunto A não é coberto por um conjunto de entrelaça-
mentos aleatórios no nível γgp0q logp|A|q, com probabilidade menor do que
e´c
1|A|1´α ,
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obtendo assim, a cota superior dos grandes desvios no nível de recobrimento de um
subconjunto finito do reticulado inteiro por um processo de entrelaçamentos aleatórios.
Para começar, definimos uma coleção de k0 bolas
S1, . . . , Sk0
com raio δrA, onde 0 ă δ ă 1{2. E uma coleção de k0 bolas concêntricas
S 11, . . . , S
1
k0
de raio rA, tais que satisfazem
• Sj Ă S 1j, para todo j “ 1, . . . k0
• S 1j X S 1i “ H, para todo j ‰ i.
E considere os conjuntos formados pela reunião dessas bolas, isto é,
S “
k0ď
j“1
Sj
e
S 1 “
k0ď
j“1
S 1j.
Os traços deixados pelo entrelaçamento aleatório no conjunto S podem ser
simulado usando a proposição 5.1 de (POPOV; TEIXEIRA, 2015) como segue.
Consideramos uma sequência de passeios aleatórios independentes
X1, . . . , XΘ
S1
u ,
onde ΘS1u é uma variável aleatória com distribuição Poisson com parâmetro ucappS 1q e os
pontos de partida
X10 , . . . X
ΘS1u
0
são independentes com distribuição de equilíbrio do conjunto S 1 padronizada e¯S1 .
3.1.1 Excursões
Utilizando a sequência de passeios aleatórios que entram no conjunto S 1, de-
finimos um processo de excursões para poder focalizar o estudo no comportamento do
conjunto de entrelaçamento aleatório no conjunto S.
Com o objetivo de introduzir as excursões, definimos a seguinte sequência de
tempos de parada
D0 “ 0 R1 “ HBS
D1 “ HBS1 ˝ θR1 `R1 R2 “ HBS ˝ θD1 `D1
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e indutivamente definimos para k ą 1,
Dk “ HBS1 ˝ θRk `Rk,
Rk`1 “ HBS ˝ θDk `Dk.
E, o escape do conjunto S
H∆ “ inf tk ě 1 : Rk “ 8u
o qual corresponde ao número de excursões mais 1.
Assim, notando que o fato que os pontos visitados no conjunto S correspondem
à reunião de todas as excursões que fazem os passeios aleatórios que entram ao conjunto
S 1, quer dizer,
S X Iu “ S X
ΘS1uď
j“1
H∆´1ď
k“1
 
XjRk , . . . , X
j
DK
(
,
é o traço deixado pelo entrelaçamento aleatório sobre o conjunto finito S.
Com o objetivo de simplificar a notação, denotamos o processo de excursiones
para j “ 1, . . . ,ΘS1u , por
Zj,k “
`
XjRk , . . . , X
j
Dk
˘
, for k “ 1, . . . , T j∆ ´ 1
Zj,T j∆
“ ∆,
onde o estado ∆ corresponde ao estado cemitério.
Para simular o processo de excursiones é usado o método dos tempos locais
suaves, o qual pode ser resumido pelos seguintes passos: Considere a probabilidade que o
passeio aleatório j-ésimo que compõe o conjunto de entrelaçamentos aleatórios retorne ao
conjunto S pelo estado y depois da k-ésima excursão,
Hj,kpyq “ HpXjDk´1 , yq,
para y P BS. E a probabilidade que o passeio aleatório seja absolvido pelo estado cemitério
na k-ésima excursão
Hj,kp∆q “ PXDk´1 pHS “ 8q .
Por outro lado, é definido um processo pontual marcado de Poisson com
intensidade igual a um, com respeito ao produto de uma medida de contagem e a medida
de Lebesgue sobre o espaço produto BS Y t∆u ˆ R` e as marcas do processo pontual de
Poisson são as excursões dos passeios aleatórios que compõem o entrelaçamento aleatório
sobre o conjunto S.
Ao tempo D0 escolha ζ0 ą 0 tal que existe só um ponto sobre o grafo ζ0H1,1p¨q
e nada embaixo dele, a marca deste ponto corresponde à primeira excursão que o passeio
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∆∂S ∪ {∆}
∂Sj ∂Sk
X1R1 X
2
R1
X1R2
G1,1
G1,2
G1,H∆
G2,1
R+
Figura 11 – Exemplo da metodologia dos tempos locais suaves para a simulação das
excursões do passeio aleatório entre as bolas Sj e S 1j . As marcas do processo de
Poisson correspondem a excursões feitas pelos passeios aleatórios começando
na fronteira do conjunto S e finalizando na fronteira de S 1.
Z1,1 Z1,1 Z1,1
Z1,2 Z1,2
Z2,1
Zd Zd Zd
S′j
Sj
S′k
Sk
Figura 12 – Evolução da simulação do processo de excursões da Figura 11. A excursão de
cor cinza corresponde à excursão feita pelo passeio aleatório X2.
aleatório X1 faz sobre S, logo se continua da mesma forma até que o estado ∆ é atingido,
se repete o procedimento anterior com a medida H1,2p¨q. (Veja Figura 11).
Formalmente, se detalha a aplicação do método dos tempos locais suaves no
desacoplamento das excursões feitas pelas trajetórias dos passeios aleatórios que compõem
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o entrelaçamento aleatório.
Considere uma medida de Radon
η “
ÿ
γPΓ
δpuγ ,zγq
sobre BS Y t∆u ˆ R`, onde Γ é um conjunto contável e o conjunto de marcas
tΦγ, γ P Γu
onde as marcas são excursões dos passeios aleatórios simples sobre o conjunto S que
começam no ponto zγ P BS e terminam no primeiro ponto visitado na fronteira do conjunto
S 1.
Logo é definida a seguinte quantidade,
ζ1,1 “ inf tt ě 0 : existe γ P Γ tal que tH1,1pzγq ě uγu ,
e para z P BS Y t∆u
G1,1pzq “ ζ1,1H1,1pzq.
O par pz1,1, u1,1q é o único elemento no conjunto tpzγ, uγq, γ P Γu com
G1,1pz1,1q “ u1,1.
Assim, o elemento Φ1,1 corresponde à primeira excursão do passeio aleatório X1, tem a
mesma distribuição do que Z1.1 e o processo pontual de Poissonÿ
pzγ ,uγq‰pz1,1,u1,1q
δpzγ ,uγ´G1,1pzγqq
tem a mesma distribuição do que o processo pontual η.
Escrevendo por H1∆ o tempo de absorção do processo de excursões gerado pelo
passeio aleatório X1, definimos indutivamente para n “ 2, . . . , T 1∆ as seguintes quantidades,
ζ1,n “ inf
 
t ě 0 : existe pzγ, uγq R tpz1,k, u1,kqun´1k“1 tal queG1,n´1 ` sH1,npzγq ě uγ
(
,
e para z P BS
G1,npzq “ G1,n´1pzq ` ζ1,nH1,npzq.
Assim, o par pz1,n, u1,nq é o único elemento no conjunto pzγ, uγq R
 pz1,k, u1,kq(n´1k“1 que
satisfaz
G1,npzγq “ uγ.
Pelo tanto, pela (POPOV; TEIXEIRA, 2015, Proposition 4.3) temos que
pΦ1,1, . . .Φ1,H∆q
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é tem a mesma distribuição do que o vetor
´
Z1,1, . . . Z1,H1∆
¯
e o processo pontual de Poissonÿ
pzγ ,uγqRtpz1n,u1nqunďH1∆
δpzγ ,uγ´GH1∆ pzγqq
tem a mesma distribuição do que o processo pontual η.
Para simular o processo de excursões gerado pelos passeios aleatórios Xm,
m ě 2, usado o mesmo processo pontual de Poisson η, introduzimos a seguinte relação de
ordem ĺ, a qual é definida como pj, kq ĺ pj1, k1q se, e somente se j ă j1 ou j “ j1 e k ď k1.
Continuando, suponha que temos simulado os processos de excursões gerados
pelos primeirosm´1 passeios aleatórios, param ą 1 são definidas as seguintes quantidades,
ζm,1 “ inf tt ě 0 : existe γ P Γ such that tHm,1pzγq ě uγu ,
para z P BS Y t∆u
Gm,1pzq “ ζm,1Hm,1pzq,
para n “ 2, . . . , Hm∆
ζm,n “ inf t t ě 0 : Dpzγ, uγq R tpzj,k, uj,kqupj,kqĺpm,n´1q : (3.1)
m´1ÿ
j“1
Gj,H
j
∆pzγq `Gm,n´1pzγq ` tHm,n, zγq ě uγ u , (3.2)
e para z P BS Y t∆u
Gm,npzq “ Gm,n´1pzq ` ζm,nHm,npzq.
O par pzm,n, um,nq é o único elemento do conjunto pzγ, uγq R
 pzj,k, uj,kq(pj,kqĺpm,n´1q , que
satisfaz
m´1ÿ
j“1
Gj,Hj∆
pzγq `Gm,npzγq “ uγ.
Finalmente, pela Proposição 4.10 em (POPOV; TEIXEIRA, 2015), o vetor
pζjk, j ě 1, k ď T j∆q é uma sequência independente e identicamente distribuída de variáveis
aleatórias com lei Expp1q, o vetor das marcas
pΦk,j, j ě 1, k ď Hj∆q
e a sequência de excursões
pZk,j, j ě 1, k ď Hj∆q
têm a mesma distribuição e são independentes das quantidades ζj,k.
Para k ą 1 e i “ 1, . . . , k0 é construída uma nova sequência
Z˜ik,1, . . . , Z˜
i
k,H∆
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no espaço de excursões, da maneira seguinte.
Fixamos um ponto z0 fora do conjunto S 1 e definimos a medida hi sobre o
espaço produto BSi Y t∆u como o primeiro instante que um passeio aleatório simples
atinge a fronteira do conjunto S 1i no ponto x, partindo do estado z0, isto é,
hipxq “ Pz0
ˆ
X1HBS1
i
“ x
˙
para x P BSi. E por
hip∆q “ Pz0 pHBSi “ 8q
a probabilidade do que o passeio aleatório simples não retorne ao conjunto Si.
Escolha um ponto x na fronteira do conjunto Si com probabilidade hipxq, então
deixamos que o passeio aleatorio simples se desenvolva livremente começando no ponto x
e terminando na primeira visita à fronteira do conjunto S 1i.
Utilizando o mesmo processo pontual η é possível simular a sequência Z˜jk,1, . . . , Z˜
j
k,H∆
de uma forma similar ao método usado para simular o processo de excursões Zjk,1, . . . , Z
j
k,H∆
.
∆
∂Sk
X1R1 X
1
R2
R+
X1R3
G˜1,1
G˜2,1
G˜1,H∆
G˜1,2
Figura 13 – Simulação das excursões geradas pela medida hi.
Para começar definimos o tempo local suave para a n-ésima excursão gerada
pelo m-ésimo passeio aleatório simples Xm por
G˜im,npzq “ hpzq
¨˝
m´1ÿ
j“1
T j∆ÿ
k“1
ζ ij,k `
nÿ
k“1
ζ im,k‚˛.
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Z˜1,1
Z˜1,1
Z˜1,1
Z˜1,2
Z˜2,1
Z˜1,2
Zd Zd Zd
Figura 14 – Evolução da simulação do processo de excursões da Figura 11. A excursão de
cor cinza corresponde à excursão gerada pela medida hk depois ter atingido o
estado ∆
Denotamos por Σi ao espaço de excursões entre as fronteiras dos conjunto Si e S 1i e definimos
o primeiro instante que uma das excursões entre BS e BS 1 é feita, especificamente, entre as
fronteiras dos conjuntos Si e S 1i, quer dizer,
σi1 “ min tpj, kq ľ p1, 1q : Zj,k P Σiu
indutivamente definimos para n ą 1
σin “ min
 pj, kq ľ σin´1 : Zj,k P Σi( .
Assim, agora denotamos a n-ésima excursão entre os conjuntos BSi e BS 1i por
Zin “ Zσin .
De forma similar ordenamos as excursões Z˜in geradas pela medida hip¨q.
O seguinte teorema mostra que a medida de entrada ao conjunto BSi é quase
igual à medida hip¨q.
Teorema 3.1. Para todo  P p0, 1q, existe δ tal que para todo w P BS 1, y P BSi e k ě 1
temos que
1´  ă Pw
`
XkHBS “ y |XHBS P BSi
˘
hipyq ă 1` .
Demonstração. Seja S 1δ uma bola concêntrica à bola Sj com raio δ1rA, onde 0 ă 2δ ă δ1 ă 1.
Pw
`
XkHBS “ y,XkHBS P BSi
˘ “ Ew ˆPXkHBS
δ1
`
XkHBS “ y,XkHBS P BSi
˘˙
“ Ew
ˆ
PXkHBS
δ1
´
XkHBS “ y,HBSj ă HBS1j
¯˙
. (3.3)
Assim, para qualquer z na fronteira de Sδ1 , temos
Pz
´
XkHBS “ y,HBSj ă HBS1j
¯
“ HBSjpz, yq ´ Pz
´
XkHBS “ y,HBSj ą HBS1j
¯
. (3.4)
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Pela propriedade forte de Markov, obtemos
Pz
´
XkHBSj
“ y,HBSj ą HBS1j
¯
“ Ez
´
P
´
XkHBSj
“ y
ˇˇˇ
HBSj ą HBS1j
¯
1
!
HBSj ą HBS1j
)¯
“ Ez
ˆ
HBSj
ˆ
XkHBS1
j
, y
˙
1
!
HBSj ą HBS1j
)˙
. (3.5)
Usando a propriedade forte de Markov novamente e o Lema 3.1 em (MILLER;
SOUSI, 2016), temos para todo x P BS 1j
HBSjpx, yq “ Ex
ˆ
HBSj
ˆ
XkHBS
δ1
, y
˙˙
“
ˆ
1` o
ˆ
δ
δ1
˙˙
HBSjpz, yq.
Substituindo a expressão anterior na equação (3.5) e logo na equação (3.4), obtemos
Pz
´
XkHBS “ y,HBSj ă HBS1j
¯
“ Pz
´
HBSj ă HBS1j
¯
HBSpz, yq ˆ (3.6)
ˆ
¨˝
1` o
ˆ
δ
δ1
˙ Pz ´HBSj ą HBS1j¯
Pz
´
HBSj ă HBS1j
¯‚˛.
Escolhendo δ e δ1 tal que
min
zPBSδ1
Pz
´
HBSj ą HBS1j
¯
ě c ą 0,
podemos controlar o termo de error na equação (3.6), obtendo
Pz
´
XkHBS “ y,HBSj ă HBS1j
¯
“
ˆ
1` o
ˆ
δ
δ1
˙˙
Pz
´
HBSj ă HBS1j
¯
HBSpz, yq.
Finalmente, substituindo a expressão anterior na equação (3.3) e escolhendo adequadamente
δ1, obtemos
1´  ă Pw
`
XkHBS “ y |XHBS P BSi
˘
hipyq ă 1` .
Introduzimos a seguinte variável aleatória,
Njpa, bq “ # tγ P Γ : zγ P BSj e ahjpzγq ă uγ ď bhjpzγqu ,
a qual conta os pontos do processo de Poisson que estão no intervalo p ahj, bhj s . A variável
aleatória Njpa, bq nos permite ter controle sobre o número de excursões que temos sobre
um intervalo, o qual junto com o Teorema 1.1 nos permite fazer um acoplamento entre
o processo de excursões gerados pelo entrelaçamento aleatório entre nas fronteiras das
bolas Sj e S 1j, e a sequência independente e identicamente distribuída
`
Z˜jn
˘
ně1 , tal como é
apresentado no seguinte resultado.
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Teorema 3.2. Para j “ 1, . . . , k0 e  P p0, 1{3q é definido o seguinte evento,
Un0j “ tNjpn, p1` qnq ă 2n , p1´ q ă Njp0, nq ă p1` qn, para todon ě n0u
então,
P
`
Un0j
˘ ě 1´ c1 exp p´c2n0q (3.7)
e para todo  P p0, 1{3q, j “ 1, . . . , k0 e n ě n0, temos que sobre o evento Un0j , 
Z˜jm, 1 ă m ă p1´ qn
( Ă  Zjm, 1 ă m ă p1` 3qn( , (3.8) 
Zjm, 1 ă m ă p1´ qn
( Ă  Z˜jm, 1 ă m ă p1` 3qn( . (3.9)
Demonstração. Primeiro note que a equação (3.7) pode ser obtida usando o fato que
Njpn, p1 ` qnq ∼ Poisson pnq e Njp0, nq ∼ Poissonpnq. Finalmente o resultado é obtido
usando a desigualdade de Chernoff.
Para demonstrar as equações (3.8) e (3.9), fixamos m ě 1, k “ 1, . . . , Hj∆ ´ 1 e
i “ 1, . . . , k0, e definimos
ym,ni “ arg min
yPBSi
Gm,npyq
G˜im,npyq
.
R+
ym,ni
Gm,n
nhi
(1 + )nhi
Nj(n, (1 + )n) < 2n
(1− )n < Nj(0, n) < (1 + )n
Figura 15 – Acoplamento entre as excursões independentes e as excursões geradas pelo
entrelaçamento aleatório. Por simplicidade a medida hi é considerada uma
constante positiva.
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Então, para qualquer y na fronteira do conjunto Si temos,
Gm,npyq
hipyq “
1
hipyq
m´1ÿ
j“1
Hj∆´1ÿ
k“1
HpXjDk´1 , yq `
1
G˜im,npyq
nÿ
k“1
HpXmDk´1 , yq
“
m´1ÿ
j“1
Hj∆´1ÿ
k“1
PXjDk´1
ˆ
Xj
XjHBS
“ y ˇˇXjHBS P BSi˙
hipyq PpX
j
HBSi
P BSjq `
`
nÿ
k“1
PXmDk´1
´
XmXmHBS
“ y ˇˇXmHBS P BSi¯
hipyq PpX
m
HBSi
P BSjq.
Pelo Teorema 3.1, obtemos
PXjDk´1
ˆ
Xj
XjHBS
“ y ˇˇXjHBS P BSi˙hipym,ni q
hipyqPXjDk´1
ˆ
Xj
XjHBS
“ ym,ni
ˇˇ
XjHBS P BSi
˙ ă 1` 1´  ă 1` .
Assim, para qualquer y P BSi
Gm,npyq
hipyq ď p1` q
Gm,npym,ni q
hipym,ni q . (3.10)
Finalmente, seja n ě n0 e note-se que
Gσp1´qn
´
yσ
i
p1´qn
¯
ě nhi
´
yσ
i
p1´qn
¯
não é possível se o evento Un0i ocorre, porque o número de pontos do processo de Poisson
embaixo do grafo nhip¨q é maior do que p1´ qn, o qual implica que embaixo Gσp1´qnp¨q
temos mais do que p1´ qn pontos(veja Figura 15). Assim,
Gσp1´qn
´
yσ
i
p1´qn
¯
hi
´
y
σip1´qn
¯ ă n
e pela equação (3.10) obtemos, uniformemente para y P BSi que
Gσip1´qpyq ă p1` qnhipyq
e como o número de pontos do processo de Poisson entre 0 e p1` qnhp¨q é menor do que
p1` 3q temos que
G˜iσnp1`3qpyq ą p1` qnhipyq.
Pelo tanto,  
Zjm, 1 ă m ă p1´ qn
( Ă  Z˜jm, 1 ă m ă p1` 3qn( .
Por outro lado, note que
Gσip1`3qnpy
σip1`3qn
i q ď nhipyσp1`3qni q
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implica, usando a equação (3.10), que para todo y P BSi, temos a seguinte desigualdade
Gσip1`3qnpyq ď p1` qnhipyq
a qual não pode ser possível se o evento Un0i ocorre porque embaixo do grafo p1` qnhp¨q
temos menos do que p1` 3qn pontos do processo de Poisson (veja Figura 15), assim
Gσip1`3qnpyq ą p1` qnhipyq,
Para todo y P BSi.
Do fato que,
G˜σp1´qnp¨q ă p1` qnhip¨q
porque p1´ qn ď Nip0, nq ă p1` qn, temos que 
Z˜jm, 1 ă m ă p1´ qn
( Ă  Zjm, 1 ă m ă p1` 3qn( .
O seguinte teorema nos permite ter um controle sobre o número de excursões
dos entrelaçamentos aleatórios entre os conjuntos BSi e BS 1i no nível u ą 0. O número de
excursões é definido por
Diu “
Θ
S1
i
uÿ
j“1
`
T j∆ ´ 1
˘
.
Teorema 3.3. Para todo 0 ă λ ă δ
d´2
1´ δd´2 ă λ
1 existem duas constantes λ0, λ1 ą 0 tal
que para todo u ą 0
P
`
Diu ě λurd´2A
˘ ą 1´ e´λ0urd´2A
e
P
`
Diu ď λ1urd´2A
˘ ą 1´ e´λ1urd´2A .
Demonstração. Para β ą 0 temos,
P
´
e´βD
i
u ě e´βλurd´2A
¯
ă eβλurd´2A E
´
e´βD
i
u
¯
.
Como a variável aleatória ΘS1iu tem distribuição Poisson com parâmetro ucap pS 1iq , cap pS 1iq —
rd´2A e pela proposição 2.2.2 em (LAWLER; LIMIC, 2010) para qualquer x na fronteira de
BS 1i,
Px pHBSi ă 8q — δd´2,
temos que
E
´
e´βD
i
u
¯
— e´ur
d´2
A
ˆ
1´ 1´δd´2
1´δd´2e´β
˙
.
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Finalmente, escolhendo β perto de 0 temos que existe λ0 ą 0 tal que
P
`
Diu ě λ1urd´2A
˘ ą 1´ e´λ0urd´2A .
Com o objetivo de provar a segunda desigualdade, fixamos β ą 0 e temos
P
´
eβD
i
u ě eβλ1urd´2A
¯
ă e´βλ1urd´2A E
´
eβD
i
u
¯
.
Notando que
E
´
eβD
i
u
¯
— e´ur
d´2
A
ˆ
1´ 1´δd´2
1´δd´2eβ
˙
,
escolhemos β perto de 0, então temos que existe λ1 tal que
P
`
Diu ď λ1urd´2A
˘ ą 1´ e´λ1urd´2A .
3.1.2 Prova da cota superior
Começamos com a prova da cota superior dos grandes desvios no nível de
recobrimento. Seja γ P p0, 1q e fixamos α P pγ, 1q e β P p0, 1´ αq, definamos o número de
bolas k0 “ t|A|1´αu, o raio de cada bola rA “ t|A|βu e o nível u “ γgp0q logp|A|q.
Seja A um subconjunto finito de Zd e β suficientemente pequeno. Alem, é
definida uma sequência xi, . . . , xk0 de k0 pontos contidos em A tal que satisfaz para i ‰ j
}xi ´ xj} ě 2rA
e definimos uma sequência de k0 bolas as quais satisfazem
Si “ Bpxi, δrAq Ă S 1i “ Bpxi, rAq.
O seguinte teorema mostra que com boa probabilidade as interseções das bolas
com o conjunto A não estão completamente cobertas pelas excursões feitas pelos passeios
aleatórios que compõem o entrelaçamento aleatório no nível uγ.
Teorema 3.4. Para qualquer ϕ P p0, 1q temos para i “ 1, . . . , k0
P
`
Existex P Si X A tal quex R Z˜ij, j ă ϕnA
˘Ñ 1
quando |A| Ñ 8, onde nA “ λ1gp0q logp|A|qrd´2A .
Demonstração. Escolha  ą 0 tal que satisfaz p1 ` qϕλ1 ă γλ onde γ P pc1, 1q (c1 é a
constante da fórmula (2.5) em (BELIUS, 2012)).
Assim, note que pelo Teorema 3.2 temos que 
Z˜ij, j ď ϕnA
( Ă "Z˜ij, j ď γ λλ1nA
*
, (3.11)
Capítulo 3. Grandes desvios do nível de recobrimento de um conjunto finito por um entrelaçamento
aleatório 82
com probabilidade convergente a 1 quando |A| Ñ 8.
Por outro lado, temos que para qualquer uγ “ γgp0q logp|A|q
"
Diuγ ě γ
λ
λ1
nA
*
(3.12)
com probabilidade convergente a 1 quando |A| Ñ 8. Pela formula (2.16) em (BELIUS,
2012), temos que
tSi X A não é completamente coberta pelo entrelaçamento aleatório no níveluγu (3.13)
com probabilidade convergente a 1 quando |A| Ñ 8.
Pelo tanto, pelas equações (3.12),(3.13) e (3.11) obtemos que Si X A não é
completamente coberta pelas excursões
 
Z˜ij j ď ϕnA
(
com probabilidade convergente a 1
quando |A| Ñ 8
Seja
Du “
k0ÿ
i“1
Diu
o número total de excursões do entrelaçamento aleatório no nível u e escolha γ1 P pγ, αq.
Note que se o evento
tDu ď k0γ1nAu
ocorre então para γ2 P pγ1, αq o evento#
k0ÿ
i“1
1
 
Diu ď γ2nA
( ě p1´ γ1{γ2q k0+
ocorre.
De fato, se tivermos γ1k0{γ2 bolas com mais do que γ2nA excursões, então o
número total de excursões no nível u é maior do que k0γ1nA. Assim, utilizando o Teorema
3.3 temos que
P
˜
k0ÿ
i“1
1
 
Diu ď γ2nA
( ě p1´ γ1{γ2q k0¸ ě 1´ e´c|A|1´αnA . (3.14)
Por outro lado, seja n1 “ γ2nA e n2 “ p1`3qγ2nA, onde  satisfaz p1`3qγ2 ă 1,
pelo Teorema 3.2 e o Teorema 3.4, temos que
P
`
Un1i X
 
Si X A não é completamente coberta por
 
Z˜ij, j ď n2
((˘Ñ 1 (3.15)
para todo i “ 1, . . . , k0 as |A| Ñ 8.
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Finalmente, do fato que
k0ÿ
i
1Un1i XtSiXAnão é completamente coberta portZ˜ij , jďn2uu
é a soma de uma sequência independente e identicamente distribuída de variáveis aleatórias
com distribuição Bernoulli, junto com a equação (3.15) e o Teorema 3.2 obtemos,
P
˜
k0ÿ
i“1
1tSiXA não é completamente coberta portZij , jďn1uu ě γ
˚k0
¸
ě 1´ e´c|A|1´α , (3.16)
para γ˚ P pγ2, αq.
Pelo tanto, pelas equações (3.14) e (3.16) temos que no nível u “ γgp0q log p|A|q
existem mais do que
pγ˚ ´ γ1{γ2qk0
interseções das bolas com o conjunto A que não estão completamente cobertas com
probabilidade maior do que
1´ e´c|A|1´α ,
isto é, A não é completamente coberta pelo entrelaçamento aleatório no nível γgp0q log p|A|q
com probabilidade maior do que
1´ e´|A|1´γ` ,
para todo  P p0, 1q e |A| suficientemente grande.
3.2 Cota Inferior
A continuação apresentamos a demostração da cota inferior dos grandes desvios
do nível de recobrimento no contexto dos entrelaçamentos aleatórios, é dizer, seja γ ă 1
então para todo ε ą 0, tem-se
P
`T RIA ď γ |A| log |A|˘ ě exp `´ |A|1´γ`ε˘
para N suficentemente grande.
A ideia detrás da prova da cota inferior dos grandes desvios do nível de
recobrimento de um subconjunto finito A do reticulado inteiro por um conjunto de
entrelaçamentos aleatórios é mostrar que os traços de um conjunto de entrelaçamentos
aleatórios no nível um pouco menor do que γgp0q log |A| deixam uma quantidade adequada
de pontos descobertos no conjunto A.
Logo, forçamos que só uma trajetória que faz parte do entrelaçamento aleatório
no nível restante cobra os pontos não visitados e assim cobrir completamente o conjunto
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com um entrelaçamento aleatório contido no conjunto de entrelaçamentos aleatórios no
nível γgp0q log |A|.
Em outras palavras, no nível p1 ´ qgp0q log |A|,  P p1 ´ γ, 1q, o conjunto
finito A tem |A| pontos descobertos com probabilidade positiva. Logo, forçamos que um
entrelaçamento aleatório de nível cap pAq´1 tenha só uma trajetória que entre no conjunto
A. Assim, obrigamos que a única trajetória que visita o conjunto A visite os |A| pontos
descobertos pelo entrelaçamento aleatório no nível p1´ qgp0q log |A| . Cada forçamento
tem um custo de 1
Ld´2
onde L é o diâmetro do conjunto A, desta forma a estratégia
completa tem um custo no minimo deˆ
1
Ld´2
˙|A|
ě exp
´
´ |A|`β
¯
,
para todo β positivo.
Para começar com a prova, consideramos  P p1´ γ, 1q e note que cappAq´1 é
menor do que o tempo restante, quer dizer,
cappAq´1 ď p´ 1` γqgp0q log |A| ,
o qual implica que o entrelaçamento aleatório de nível p1 ´ qgp0q log |A| ` cappAq´1 é
contido no entrelaçamento aleatório de nível γgp0q log |A|, em outras palavras,
Ip1´qgp0q log|A|`cappAq´1 Ă Iγgp0q log|A|.
Assim, se é possível cobrir o conjunto A com o entrelaçamento aleatório no nível
p1´ qgp0q log |A| ` cappAq´1 então o nível de recobrimento é menor do que γgp0q log |A|.
Note que as trajetórias dos entrelaçamentos aleatórios no nível cappAq´1 que
ingressam ao conjunto A correspondem a uma quantidade aleatória ΘAcappAq´1 , com
distribuição Poisson com parâmetro 1, de trajetórias de passeios aleatórios simples que
iniciam na fronteira do conjunto A com distribuição e¯A e suas trajetórias e a lei das
trajetórias é PXj0 com j P
 
1, . . . ,ΘAcappAq´1
(
.
Com a finalidade de descrever a maneira que a trajetória completa o conjunto
A, definimos o conjunto de pontos não visitados pelo entrelaçamento aleatório no nível
p1´ qgp0q log |A| por
Lpq “  x P A : x R Ip1´qgp0q log|A|( ,
logo, os pontos x1, . . . , x|A| no conjunto A são enumerados por capas, similarmente como
foi feito na demostração dos grandes desvios no tempo de recobrimento sobre o toro, e
os pontos descobertos deixados pelos passeios aleatórios que compõem o entrelaçamento
aleatório Ip1´qgp0q log|A| são ordenados usando os seguintes índices, selecionamos j0 “ 0 e
indutivamente definimos para i P t1, . . . , |Lpq|u,
ji “ inf tj ą ji´1. xj P Lpqu .
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Desta maneira, denotamos por ζ ao conjunto de pontos indexados em Lpq
ζ “ tζi “ xji , i “ 1, . . . , |Lpq|u .
Para descrever a ordem em que o passeio aleatório recorre os pontos pertencentes
ao conjunto Lpq, são definidos os seguintes tempos de parada. Seja σ0 “ 0 e indutivamente
definimos
σj “ inf
 
n ě σj´1 : X1n “ ζj
(
,
para j P t1, . . . , |Lpq|u.
Então a estratégia pode ser descrita pelos seguintes eventos. Primeiro, que a
quantidade de pontos descobertos pelo entrelaçamento aleatório no nível p1´ qgp0q log |A|
seja no máximo 2 |A|, isto é,
t|Lpq| ď 2 |A|u . (3.17)
Outro evento, que das trajetórias que compõem o entrelaçamento aleatório no
nível cappAq´1 só uma delas entre no conjunto A,!
ΘcappAq
´1
A “ 1
)
. (3.18)
E por último, o evento dos forçamentos ao passeio aleatório que visita o conjunto A que
cobra os pontos de |Lpq|, em outras palavras,
tσj ´ σj´1 ď L, 1 ď j ď Ku , (3.19)
onde K “ 2t|A|u.
Assim, o objetivo de achar uma cota inferior para os grandes desvios no nível
de recobrimento no contexto dos entrelaçamentos aleatórios, é reduzida a achar uma cota
inferior para o seguinte evento,
M “ t|Lpq| ď 2 |A|u X
!
ΘcappAq
´1
A “ 1
)
X tσj ´ σj´1 ď L, 1 ď j ď Ku
Começamos acotando o evento que faz referencia ao número de pontos que não
pertencem ao entrelaçamento aleatório no nível p1 ´ qgp0q log |A|. Note que o número
esperado de pontos no conjunto Lpq é exatamente igual a |A|,
E
ÿ
xPA
1px R Ip1´qgp0q log|A|q “
ÿ
xPA
P
`
x R Ip1´qgp0q log|A|˘
“
ÿ
xPA
Pptxu X Ip1´qgp0q log|A| “ Hq
“
ÿ
xPA
exp
 ´gp0q´1p1´ qgp0q log |A|(
“ |A| .
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Usando a desigualdade de Chebychev temos,
P p|Lpq| ě |A|q ď E |Lpq|2 |A| (3.20)
assim, obtemos a seguinte cota inferior para o evento (3.17),
P p|Lpq| ď |A|q ě 12 . (3.21)
Por outro lado, do fato que a variável aleatória ΘcappAq
´1
A tem distribuição
Poisson com parâmetro 1, obtemos que a probabilidade que só uma trajetória das que
compõem o entrelaçamento aleatório no nível cappAq´1 entre no conjunto A, é igual a
uma constante positiva c1.
Finalmente, definimos uma sequência de σ-álgebras pFjqjě1 geradas pelo passeio
aleatório X1 até o tempo σj, quer dizer,
Fj “ σ
`
X1n, n ď σ
˘
,
para j P t1, . . . , Ku .
Usando o Teorema 2.2 em (ALVES; MACHADO; POPOV, 2002), temos que
a probabilidade que o tempo que gasta o passeio aleatório X1 em deslocar-se entre dois
pontos descobertos dentro do conjunto A seja no máximo L, é no minimo
´ c2
Ld´2
¯
, isto é,
para todo j P t1, . . . , Ku temos,
P pσj ´ σj´1 ď Lq ě c2
Ld´2
.
Assim, condicionando iterativamente nas σ-álgebras Fj e usando a propriedade
forte de Markov, obtemos
P pσj ´ σj´1 ď L, 1 ď L ď Kq ě
´ c2
Ld´2
¯K
.
Finalmente, obtemos uma cota inferior para o nível de recobrimento para um
conjunto finito A Ă Zd pelo processo de entrelaçamentos aleatórios,
P
`T RIA ď γgp0q log |A|˘ ě PpMq,
pelas desigualdades obtidas anteriormente, temos que existe uma constante c tal que
PpMq ě
´ c
Ld´2
¯K
ě exp
´
|A| log
´ c
Ld´2
¯¯
ě exp
˜
´ |A|`
logplogpc1Ld´2qq
log|A|
¸
.
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Pelo tanto, obtemos para todo β positivo
P pMq ě exp
´
´ |A|`β
¯
escolhendo  suficientemente perto do 1´γ, finalmente, obtemos a cota inferior dos grandes
desvios do nível de recobrimento para um conjunto finito A,
P
`T RIA ď γgp0q log |A|˘ ě exp´´ |A|p1´γq`β¯ ,
para todo β ą 0 e |A| suficientemente grande.
Assim terminamos a demonstração dos grandes desvios para o nível de recobri-
mento por embaixo no contexto dos entrelaçamentos aleatórios.
3.3 O nível de recobrimento: grandes desvios por cima
Nesta seção mostramos o resultado dos grandes desvios do nível de recobrimento
por cima de um subconjunto A do reticulado inteiro por um entrelaçamento aleatório,
quer dizer, para γ ă 1 tem-se para todo para todo ε ą 0,
|A|1´γ`ε ď P `T RIA ě γgp0q log p|A|q˘ ď |A|1´γ ,
para todo |A| suficientemente grande.
A cota superior é obtida usando a distribuição do nível de recobrimento Ux de
um ponto x P A e a cota da reunião de eventos.
Em outras palavras, notando que a probabilidade que o nível de recobrimento
seja maior a γgp0q log |A| é exatamente igual á probabilidade que exista um ponto x no
conjunto A cujo nível de recobrimento seja maior a γgp0q log |A| ou equivalentemente, que
algum ponto x não é incluído no entrelaçamento aleatório de nível γgp0q log |A|, quer dizer,
P
`T ARI ě γgp0q log |A|˘ “ P pexistex P A : Ux ě γgp0q log |A|q ,
então pela cota superior da reunião de eventos, obtemos
P
`T ARI ě γgp0q log |A|˘ ď |A|P pUx ě γgp0q log |A|q ,
o que é equivalente a
P
`T ARI ě γgp0q log |A|˘ ď |A|P `x R Iγgp0q log|A|˘ .
Assim, do fato que
P
`
x R Iγgp0q log|A|˘ “ exp p´γ log |A|q
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obtemos uma cota superior para os grandes desvios do nível de recobrimento por cima,
P
`T ARI ě γgp0q log |A|˘ ď |A|1´γ .
Para obter uma cota inferior dos grandes desvios no nível de recobrimento por
cima, mostramos que o conjunto A tem pelo menos um ponto x que não tem sido coberto
pelo entrelaçamento aleatório no nível p1´ γ1qgp0q log |A|, com γ1 suficientemente grande,
com boa probabilidade. Então, forçamos que o entrelaçamento aleatório no nível restante
pγ ´ 1` γqgp0q log |A| não cobra um ponto descoberto x em A.
Formalmente, escolhemos γ1 maior do que a constante (2.5) em (BELIUS, 2012),
então pelo Lema 2.6 em (BELIUS, 2012) temos que com probabilidade convergente a 1,
quando o tamanho do conjunto A tende a infinito, existe um ponto x não coberto pelo
entrelaçamento aleatório no nível p1´γ1qgp0q log |A| . Fazendo o conjunto A suficientemente
grande, obtemos
PpT RIA ě p1´ γ1qgp0q log |A|q ě 12 .
Por outro lado, pelo fato que a probabilidade do nível de recobrimento de
um ponto x tem distribuição exponencial com média gp0q´1 temos que o entrelaçamento
aleatório no nível pγ ´ 1` γ1qgp0q log |A| não cobre um ponto x com probabilidade igual a
|A|1´γ´γ1 .
Assim, uma cota inferior dos grandes desvios no nível de recobrimento por cima é dado por
PpT RIA ě p1´ γ1qgp0q log |A|q ě |A|1´γ` ,
para |A| suficientemente grande, γ ą 1 e para todo  ą 0.
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