Multi-modal systems are quite common in the context of human activity recognition since widely used RGB-D sensors give access to parallel data streams (RGB, depth, skeleton). This paper is aimed at defining a general framework for unsupervised template updating in multi-modal systems, where the different data sources can provide complementary information, increasing the effectiveness of the updating procedure and reducing at the same time the probability of incorrect template modifications.
INTRODUCTION
The continuous advances in sensing technologies and networking infrastructures enable the development of intelligent systems able to provide real-time analysis of specific situations of interest in a smart home environment, with the aim of enhancing the quality of life of the occupants. In the specific context of home environments, the acquisition of a large amount of training data is quite difficult and unlikely. The home environment is usually characterized by a very limited number of users, and also most of the reference benchmarks for activity recognition reproduce a "small-size" scenario, with few users and few activity samples per user. On the other hand, if we think at an home environment where the hypothetical monitoring system is continuously checking the ambience to detect possible anomalies and/or to understand human actions, it's clear that a huge amount of unlabelled data can easily be collected. We Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SAC '20, March 30-April 3, 2020, Brno, Czech Republic © 2020 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6866-7/20/03. https://doi.org /10.1145/3341105.3374085 believe therefore that the implementation of incremental updating techniques is mandatory in advanced recognition systems to fully exploit the richness of data that the specific scenario naturally provides. Moreover, many works in the literature are multi-modal in nature, in the sense that they combine different kinds of input data (e.g. RGB images, skeleton, depth data) jointly acquired by some well-known sensors such as Kinect ® . The template updating procedure could thus rely in many cases on different data sources whose combined use can in principle improve the effectiveness of the updating procedure, reducing at the same time the probability of selecting wrong data that could deteriorate the initial templates. Finding a good trade off between the need of adding new information to the initial templates and avoiding updating errors that could compromise them is, in fact, the main challenge in this problem. This paper proposes an incremental co-updating technique, based on the joint analysis of RGB images and human skeleton information acquired with the Kinect ® sensor. The proposed approach is semi-supervised, i.e. we suppose to have a small initial training set for the creation of the base templates which are subsequently updated in a totally unsupervised way. An extended version of this work is available at [2] .
RELATED WORKS
A general review of the huge literature on human activity recognition goes beyond the scope of this work. Interested readers can refer to [12] for a good recent survey. Most of the existing approaches, however, focus on static activity models, where all the training samples are supposed to be labeled and available at the time the model is computed. Only a few works address the problem of dynamic template updating. In [7] an incremental approach based on a feature tree is proposed; the feature tree grows as new data become available, but this requires maintaining all the training and updating samples and this aspect limits its practical applicability. The authors of [6] describe an updating technique based on human tracking in video sequences. In this case a manual annotation of the human body is needed at the beginning of the action clip, so all the updating process is supervised to some extent. An active learning technique based on the idea of adding new weak classifiers for new incoming instances is presented in [3] . The whole method is based on STIP features [5] extracted from RGB images. De Rosa et al. propose in [9] a general framework for active incremental recognition of human activities where the feature space used to represent information is gradually covered with balls centered on samples selected from the stream. Finally, the authors of [4] propose a framework for continuous learning based on deep hybrid feature models. The approach is aimed at automatically learning the optimal feature models for activity recognition exploiting a deep autoencoder, and at continuously updating the templates. To the best of our knowledge, all these approaches focus on a single data source (RGB images in most cases). Multiple data sources have been successfully exploited in other contexts, in particular for multi-modal biometric systems [8] ; the idea is that systems based on different characteristics provide complementary performance, since each recognizer is expected to assign correct labels to certain input data which are difficult for the other and vice-versa. We will explore the applicability of this principle to the problem of activity recognition.
PROPOSED APPROACH
The aim of this work is to propose a general framework for template co-updating based on the analysis of multiple data sources. The algorithm will be described in the next section without any assumption about the specific features used; then a possible implementation based on the combination of information from RGB images and human skeleton will be described and used for the experimental validation of our proposal.
General template co-updating algorithm
The template co-updating procedure exploits n types of information derived from different data sources. For each source, a specific classifier Cl k , k = 1, .., n is pre-trained on a set of a activities; the resulting templates are:
When the prediction of an input sequence operated by a specific classifiers (at least one) fulfills a series of reliability criteria, then that sequence will be used to update each specific classifiers. This way it will be possible to accept for the other classifiers also data rather far from the existing templates thus increasing their representativeness. With the aim of determining the robustness and reliability of a prediction, we considered the following criteria. Classifier reliability A classifier may exhibit poor reliability in predicting specific classes of activities, and provide very good results on others. Such a phenomenon becomes critical in a coupdating context, where, if not adequately addressed, one classifier may corrupt the templates of others. For this reason, our approach assigns to each classifier Cl k an activity-specif weight w k i = {w k 1 , ..., w k a }, proportional to its ability to correctly identify activity sequences of each class, based on the classifier precision. Among the others, we adopted this metric because it minimizes the likelihood of accepting false positives for a specific class, a fundamental characteristic in this scenario, where accepting a false positive is certainly the most critical type of error. Degree of certainty of a prediction. Let's suppose that the classifier Cl k produces a distribution of probabilities p k = [p k 1 , .., p k a ] for the sequence s j over the a activity classes, and that the two most probable classes are, respectively, c k 1 and c k 2 . We define the degree of certainty of the prediction (s j belongs to class c k 1 ) as:
where p k [c k 2 ] and p k [c k 1 ] are the two highest probability estimates offered by the classifier. In fact, when the two highest probabilities are both high and similar, the prediction is very uncertain. Such a simple metric can be particularly useful in cases of strong similarities between classes (e.g., drink/talking on phone) and allows to exclude potential risky updates that could affect the robustness of the approach. The degree of certainty of the prediction is then weighed for the previously determined set of weights and define the credibility as:
Sequence acceptance rules. If all classifiers agree on the predicted class, the algorithm exploits two different parameters of acceptability: δ cr e defines a threshold for the credibility (0.35 in our experiments) while δ close defines a closeness threshold (0.2). On the one hand, δ cr e certifies that all predictions are considered robust, on the other, δ close defines a common closeness of the consensus. Indeed, a classifier may have a degree of credibility higher than the relative threshold, but distant from the others; this implies a partial dissent in the common choice. If classifiers do not agree, the prediction with the highest credibility will be considered (if higher than δ cr e and significantly higher than that of all the other classifiers). These constraints are defined in Algorithm 2. If the algorithm is able to assign a reliable class label to the new sequence observed the new sample will be included in the buffer of labeled samples B and used for template updating (for all the classifiers). Otherwise, the sample will be queued to the buffers of unlabeled samples U . After each incremental update, the algorithm will try to classify the queued unlabeled samples; after the updating, in fact, they could be better recognized. Template preservation. It is realistic to assume that buffers are limited, so that when they reach their maximum capacity, some samples have to be removed. The strategy adopted is to retain the most meaningful samples for a given class, i.e. those samples for which the classifiers show the highest uncertainty and are therefore still worth of being considered in template updating. Clearly, the search policy is based on the class of the element that is causing the buffer overflow. In addition, to avoid over-representation of a specific class, the places in the buffer are evenly distributed among the different classes; therefore, adding a template is bound to an additional parameter that defines the maximum number of buffer elements for a given class. The maximun buffer size has been fixed in our tests to 170, and the buffer is initialized with the samples of the training set, in order to avoid any forgetting effect.
An implementation (RGB and skeleton)
In order to represent RGB data, we adopted Improved Dense Trajectories [10] , well-known for their excellent performance in action recognition tasks. They are a composition of different features extracted from each video sequence: Histogram of Oriented Gradient, Histogram of Optical Flow and Motion Boundary Histogram in x and in y. The features have been extracted from each video using the code published on the INRIA website; we kept the default parameters and only reduced the length of the trajectory (from 15 to 8 frames). The extracted trajectories are accumulated and each of the four features used has been encoded using a Bag of Word model (BoW) [11] with K=500. Therefore, each video is described by a histogram of 2000 elements obtained by concatenating the individual descriptors.
As to the skeleton information, we used the model recently proposed in [1] where the posture representation is based exclusively if y = −1 then // sequence not labeled 
EXPERIMENTS 4.1 Database and protocol
We performed all the experiments on the Office Activity dataset (OAD), acquired in our laboratory and publicly available at 1 . It includes a total of 560 video sequences of 14 activities; each activity is performed twice by 20 subjects in a different environment from several perspectives based on the activity being performed.
The skeletal data provided are composed of the 3D positions of 25 tracked joints and the orientations of 19 of them. The available subjects are randomly partitioned as follows:training set (T R) 20%, updating set (U PD) 50%, testing set (T E) 30%. The experiments are repeated seven times with different subject partitions and the average results are finally computed. The performance is reported in the form confusion matrix, where the rows correspond to the real activity label and the columns to the estimated one. Moreover, we report precision P and recall R values. For evaluation purposes, the unsupervised co-updating approach is compared to two supervised approaches: -Proposed co-updating (Co-Updating): initial templates created from T R and subsequently incrementally updated with the set U based on the proposed approach (see section 3).
-Supervised template updating (Supervised Updating): initial templates created from T R, and then are updated sequentially using the subjects in U PD exploiting the real activity labels; all the incoming information is used in this case correctly, so this approach gives an upper bound to the performance that can be achieved with an incremental learning strategy.
-Batch template creation (Batch): all the subjects of training and updating sets (T R ∪ U PD) are exploited for the initial template creation; this approach gives an idea of the top-performance that could be obtained if a huge amount of training data was available at the time of initial template creation. The system is static, no updating is carried out in this case. Performance are measured on the testing subjects in T E. Table 1 summarizes the results in terms of precision and recall measured for the proposed approach, as well as for the two supervised techniques. The performance indicators are given for the separate modalities and for their fusion. The results measured with the initial template are compared to those obtained after updating to appreciate the effects of template updating. RGB features seem to be generally more stable and reliable than skeleton data, even if the difference is overall quite limited. The initial confusion matrices of the two modalities confirm that they are quite complementary. Such independence is very useful during co-updating; in fact, new incoming samples quite far from the existing template for a given feature can often be accepted due to the high confidence of the other; this is indeed the ultimate objective of template updating: adding new, different samples to the template to increase its representativeness. The skeleton templates greatly benefit from the updating procedure, thanks to the support of RGB templates. When the performance of the unsupervised approach are compared to the batch of the supervised one, we can observe very similar values of precision and recall. This very positive result confirms that the unsupervised approach exploits at best the updating set, i.e. accepts a high number of unknown sequences and correctly uses them for template updating. The effects of our co-updating procedure can be better analyzed looking at the confusion matrices of Figure 1 referred to the initial and final templates obtained with unsupervised updating. Some activities were already accurately recognized with the initial templates (e.g. wear coat, work on computer) and such performance is preserved by the updating procedure; we can conclude that wrong updates are very rare, totally absent for most activities, and the initial templates are not corrupted. For other activities, characterized by a higher degree of variability between different subjects, the initial templates provide poor performance; template updating greatly improves the results in several cases (e.g. drink, get up, waving or talking on phone). Particularly interesting is the improvement observed for "get up", very similar from the point of view of body posture to "sit". Several of the surviving errors are quite comprehensible if we consider that the mistaken activities often share common body positions and movements. A very particular case is represented by the "throw something in bin" activity which has been interpreted by the volunteers with great fantasy, in very different fashions. This is the reason why the performance increment is limited in this case and the final accuracy is still sub-optimal.
Results

CONCLUSIONS
In this paper a general framework for template co-updating in multi-modal activity recognition systems has been proposed. The validity of the proposal has been assessed with a specific implementation based on RGB and skeleton data extracted from video sequences acquired with Kinect ® . The results show that jointly exploiting different data modalities allows to greatly improve the initial performance, thanks to the inclusion of new data, previously not adequately represented by the initial templates. The results obtained are fully satisfactory, however several further improvements are possible such as the definition of a strategy for discovering new activity classes and including them in the set of known behaviours.
