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GENERIC PROJECTION METHODS AND CASTELNUOVO
REGULARITY OF PROJECTIVE VARIETIES
Sijong Kwak
School of Mathematics
Korea Institute for Advanced Study
Abstract. For a reduced, irreducible projective variety X of degree d and codimension
e in PN the Castelnuovo-Mumford regularity regX is defined as the least k such that X
is k-regular, i.e. Hi(PN , IX(k− i)) = 0 for i ≥ 1, where IX ⊂ OPN is the sheaf of ideals
of X. There is a long standing conjecture about k-regularity (see [EG]): regX ≤ d−e+1.
Generic projection methods proved to be effective for the study of regularity of smooth
projective varieties of dimension at most four (cf. [BM], [K2], [L], [Pi], and [R1]) because
there are nice vanishing theorems for cohomology of vector bundles (e.g. the Kodaira-
Kawamata-Viehweg vanishing theorem) and detailed information about the fibers of
generic projections from X to a hypersurface of the same dimension.
Here we show by using methods similar to those used in [K2] that regX ≤ (d− e+
1) + 10 for any smooth fivefold and regX ≤ (d− e+ 1) + 20 for any smooth sixfold.
Furthermore, using similar methods we give a bound for the regularity of an ar-
bitrary (not necessarily locally Cohen-Macaulay) projective surface X of degree d and
codimension e = N − 2 in PN . To wit, we show that regX ≤ (d − e + 1)d − (2e + 1).
This is the first bound for surfaces which does not depend on smoothness.
§0. Introduction
For a given nondegenerate projective variety X of dimension n, codimension e
and degree d in PN , one can easily show that X is set-theoretically an intersection
of hypersurfaces (actually cones) of degree at most d. Furthermore, If X is smooth,
then X is scheme-theoretically cut out by homogeneous polynomials of degree d, i.e.
there is a surjection
⊕m
i=1OPN (−d) → IX with m ≥ e, where IX ⊂ OPN is the sheaf
of ideals of X [Mu2]. Then, it is natural to ask whether the degrees of all minimal
generators of the saturated ideal of X are also bounded by d. More strongly, it has
been conjectured that the degrees of all minimal generators are bounded by d− e+1.
An important role in the study of this question is played by the Castelnuovo-Mumford
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regularity regX . According to [EG], [Mu1], X is m-regular iff one of the following
conditions holds:
(1) Hi(PN , IX(m− i)) = 0 for all i ≥ 1;
(2) Hi(PN , IX(j)) = 0 for i ≥ 1, i+ j ≥ m;
(3) For all k ≥ 0 the degrees of minimal generators of the k-th syzygy modules of
the homogeneous saturated ideal IX of X are bounded by k +m.
More generally, a coherent sheaf F on PN is said to be m-regular if Hi(PN ,F(m−
i)) = 0 for all i > 0, and the regularity of F is defined by the formula
regF = min {m ∈ Z : F is m-regular}.
In particular, regX is defined as reg IX . In general, regF may be negative; how-
ever, it is not hard to show that regX ≥ 2 and X is 2-regular if and only if X is of
minimal degree.
A well known conjecture due to Eisenbud and Goto (cf. [EG]), gives a bound for
regularity in terms of the d and e:
regX ≤ d− e+ 1
A useful tool for the study of regularity of smooth projective varieties of small dimen-
sion is provided by generic projection methods (cf. [BM], [K2], [L], [Pi], and [R1]).
Application of these methods depends on the existence of nice vanishing theorems
for cohomology of vector bundles (e.g. the Kodaira-Kawamata-Viehweg vanishing
theorem) and detailed information about the fibers of generic projections from X
to a hypersurface of the same dimension. There are good bounds for regularity of
smooth projective varieties of dimX ≤ 4. More precisely, regX ≤ d − e + 1 for in-
tegral curves and smooth surfaces (see [GLP], [L]) and the author proved the bound
regX ≤ (d−e+1)+1 for smooth threefolds and regX ≤ (d−e+1)+4 for smooth four-
folds [K2]. The best known bound for the regularity of a smooth projective variety X
of arbitrary dimension n is much worse than expected, viz. regX ≤ min {e, n}·d−n+1
(cf. [BEL]).
The goal of the present note is to prove new regularity bounds for arbitrary projec-
tive surfaces (Theorem 3.3), for smooth fivefolds (Proposition 2.4, Theorem 2.10) and
for smooth sixfolds (Proposition 2.8, Theorem 2.13). Main idea is to choose special
subspaces of the vector spaces of homogenious polynomials of degree n ≤ 7 in order
to show n-normality of finite schemes appearing as fibers of generic projection from a
given variety to a hypersurface.
Acknowledgements. This paper owes a great deal to Greenberg’s unpublished
Ph.D. thesis ([G]) written under the direction of Professor H. Pinkham and of course to
Lazarsfeld’s important paper([L]). It is a pleasure to thank H. Pinkham for information
on J. Mather’s theorem and F. L. Zak for valuable discussions and his help in improving
the clarity of exposition.
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§1. Basic background
In this section we recall the definitions and basic results which will be used in
subsequent sections. We work over an algebraically closed field of characteristic zero.
Lemma 1.1. Let X be a nondegenerate integral scheme of dimension n in PN , and
let Y = X ∩H be a generic hyperplane section. Then
(a) reg Y ≤ regX ;
(b) If Y is m-regular, then X is m+ h1(IX(m− 1))-regular.
Proof. (a) can be easily checked and (b) is proved in [Mu 2], page 102. 
Let X be a nondegenerate zero-dimensional subscheme of length d, not necessarily
reduced, and let N = dim 〈X〉, where 〈X〉 = PN is the span of X . Let ϕX be the
Hilbert function, and let PX be the Hilbert polynomial of X . It is easy to verify that
the following conditions are equivalent:
(i) X is (m+ 1)-regular;
(ii) X is k-normal for all k ≥ m;
(iii) ϕX(t) = PX(t) = d for all t ≥ m.
Let’s put
t = max {k | dim 〈X ′〉 = lengthX ′ − 1 ∀X ′ ⊂ X, lengthX ′ ≤ k + 1}.
It is clear that 1 ≤ t ≤ N , and that t = 1 iff X has a trisecant line.
The following Proposition 1.2. and Corollary 1.3. were communicated to me by
F. L. Zak. However, for lack of suitable references we give brief proofs here.
Proposition 1.2. In the above situation, X is k-normal for all k ≥ ⌈d−N−1
t
⌉ + 1,
where ⌈a⌉ is the smallest integer that is not less than a.
Proof. We proceed with induction on N . If N = t, i.e. X is a “general position
scheme” then it is proved in Theorem 28.8, [Pe]. Let’s fix an integer N0 and suppose
Proposition 1.2 holds for t ≤ N ≤ N0 − 1. For N = N0, we may also assume
that Proposition 1.2 is true for finite schemes of smaller degree than d. Let A be a
graded homogeneous ring of X . Equivalently, we show the surjectivity of the natural
morphism
Ar → H
0(X,OX(r))
for all r such that d ≤ tr+(N−t)+1. Choose a hyperplainH such that deg (X ∩H) ≥
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N and 〈Y 〉 = H. Consider the following diagram as shown in Theorem 28.8 [Pe]:
(*)
0 0
y
y
[A/(0 : H)]r
αr−−−−→ H0(Z,OZ(r)) ≃ C
d1
×H
y
y
Ar+1
ρr+1
−−−−→ H0(X,OX(r + 1)) ≃ C
d
y
y
[A/HA]r+1
βr+1
−−−−→ H0(Y,OY (r + 1)) ≃ C
d2
y
y
0 0
where Y = X ∩ H, deg Y = d2 and Z is the subscheme of X with degree d1 ≥ 1
corresponding to the graded ring A/(0 : H). Clearly, any closed subscheme of degree
t+1 in either Y or Z spans Pt. So by induction hypothesis, αr is surjective for all r such
that d1 ≤ tr+(n−t)+1, n = dim 〈Z〉 (Note that if n < t, then Z is a “general position
scheme” and αr is surjective for all r ≥ 1) and βr+1 is surjective for all r such that
d2 ≤ t(r+1)+(N−1−t)+1. It is easily checked that d = d1+d2 ≤ t(r+1)+(N−t)+1
implies d2 ≤ t(r+ 1)+ (N − 1− t) + 1 and d1 ≤ tr+ (n− t) + 1, which means αr and
βr+1 are surjective. By snake lemma, ρr+1 is also surjective. 
Corollary 1.3. In the same situation as in Proposition 1.2,
(a) X is (d −N)-normal but fails to be (d −N − 1)-normal if and only if X has
a (d−N + 1)-secant line;
(b) If t = N , i.e. X is a “general position” scheme, then X is k-normal for all
k ≥ ⌈d−1N ⌉.
Proof. For (a), if X has a (d−N+1)-secant line then clearly it fails to be (d−N−1)-
normal. Conversely, suppose X is (d−N)-normal but fails to be (d−N − 1)-normal.
Then, we proceed with induction on N . it is clear for N = 1. Suppose that (a) is
true for dim 〈X〉 < N and X has no (d − N + 1)-secant line. Choose a hyperplain
H such that N ≤ deg (Y ) ≤ d − 1, Y = X ∩ H and 〈Y 〉 = H. Since Y has also no
(d−N + 1)-secant line, Y is (d−N − 1)-normal by induction hypothesis. Similarly,
since 1 ≤ degZ ≤ d−N and we can choose H such that Z has no (d−N)-secant line,
Z is (d−N−2)-normal. From the same commutative diagram as (∗), we know that X
is (d−N − 1)-normal which contradicts our assumption. (b) is clear with t = N . 
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Definition 1.4. A scheme X is called punctual if SuppX = x, where x ∈ X is a
point. A punctual scheme X is called curvilinear if Ox is isomorphic to C[x]/(x
k) for
some k ≥ 1.
It is clear that a punctual scheme is curvilinear if and only if it admits an embedding
into a smooth curve.
Lemma 1.5. Let X be a n-dimensional smooth projective variety in PN , and suppose
that n = dimX ≤ 5. Let ΛN−n−2 be a general linear subspace of dimension (N−n−2),
so that, in particular, Λ is disjoint from X, and let πΛ be the projection with center
Λ, and put Y = πΛ(X) ⊂ P
n+1. Then all fibers of πΛ : X → Y are curvilinear.
Proof. LetW ⊂ V be two linear spaces with dimW = n and dimV = N . Then, by an
easy computation, the Schubert cell {L ∈ G(k,N); dim (L ∩W ) ≥ t} has codimension
t(N − k − n + t) in G(k,N). Therefore, for a given nonsingular variety X in PN ,
Xq = {x ∈ X : dim (Tx(X) ∩ Λ) ≥ q − 1,Λ ∩ X = ∅, dimΛ = N − n − 2} has
codimension q(q + 1). Therefore, if dimX ≤ 5, then Xq = ∅ for q ≥ 2. This implies
that for a generic projection πΛ : X → Y ⊂ P
n+1, n ≤ 5, Xq is empty for q ≥ 2; in
other words, it has only curvilinear fibers. 
Theorem 1.6 (J. Mather). Let X ⊂ PN be a smooth nondegenerate n-dimensional
variety, let ΛN−n−2 ⊂ PN be a generic linear subspace, and let πΛ : P
N
99K Pn+1,
Y = πΛ(X) ⊂ P
n+1. Let Yk = {y ∈ Y | lengthπ
−1
Λ (y) ≥ k}, and put Xk = π
−1
Λ (Yk),
so that X1 ⊃ · · · ⊃ Xk ⊃ Xk+1 · · · is a decreasing filtration. Assume that n ≤ 14, so
that we are in Mather’s “nice” range. Then Xn+2 = ∅ and dimXk ≤ n + 1 − k. If
dimXk = dimYk = n+ 1− k, then there exists a dense open subset of Yk over which
all the fibers of πΛ are reduced.
Proof. This follows from the main theorem of [Ma1] and the discussion in §5 of [Ma2].
A key ingredient is the inequality
(1.0)
∑
x∈π−1(y)
(δx + γx) ≤ n+ 1, y ∈ Y,
where δx = lengthOπ−1(y),x and γx is another non-negative invariant introduced by
J. Mather for all stable germs in the “nice” range (cf. [Ma2]); in particular, γx = k−1
if Ox ≃ C[x]/(x
k) for some k ≥ 1), which is always the case for n ≤ 5. 
Remark 1.7. Let X ⊂ PN be a smooth nondegenerate n-dimensional subvariety and
let Sk(X) be the locus of k-secant lines of X in P
N . Assume that n ≤ 14. Then by
Theorem 1.6 one has dimSn+2−k ≤ n + 1 + k, which gives us some information on
“collinear” fibers of a generic linear projection of X to a hypersurface.
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§2. Castelnuovo regularity for smooth varieties of dimension 5 and 6
Let X be a n-dimensional smooth projective variety of degree d and codimension e
in PN defined over the field C of complex numbers. We will use the general construction
considered in [L], [G], and [K2]. Let Λ = PN−n−2 ⊂ PN , Λ ∩ X = ∅, Λ = P(V ) be
a general linear subspace, and let πΛ : X → Y be the projection with center at Λ, so
that Y ⊂ Pn+1 is a hypersurface. Let V be a collection of linear subspaces Vj ⊂ S
j(V )
such that V1 = V and V2 = S
2(V ). Consider the natural restriction morphism ω˜n,k,V .
If ω˜n,k,V is surjective, then we get the following exact sequence:
(2.0) 0→ En,k,V → Vk⊗OPn+1(−k)⊕· · ·⊕V1⊗OPn+1(−1)⊕OPn+1
ω˜n,k,V
−→ πΛ ∗OX → 0.
Lemma 2.1. Suppose that ω˜n,k,V is surjective. Then
(1) reg (E∗n,k,V) ≤ −2;
(2) E∗n,k,V is (−3)-regular if and only if X is linearly normal and H
0(IX/PN (2)) =
H1(OX) = 0.
Proof. (1) is proved in [L, Lemma 2.1].
(2) Similar arguments are given in [Al]. By definition, E∗n,k,V is (−3)-regular iff
Hi(Pn+1, E∗n,k,V(−3 − i)) = 0 for i > 0. By Serre’s duality, this is equivalent to
Hj(Pn+1, En,k,V(2 − j)) = 0 for j ≤ n. For j ≥ 3 this vanishing follows from the
Kodaira Theorem. From the exact cohomology sequence corresponding to (2.0) it
follows that:
H0(Pn+1, En,k,V(2)) = 0 if and only if H
0(IX/PN (2)) = 0,
H1(Pn+1, En,k,V(1)) = 0 if and only if X is linearly normal,
H2(Pn+1, En,k,V) = 0 if and only if H
1(OX) = 0.
This completes the proof of (2).

Remark 2.2. For varieties of small codimension, conditions of Lemma 2.1 can be
verified using Zak’s Linear Normality Theorem (X is linearly normal if N < 3
2
n+ 2)
and Barth’s Lefschetz Theorem (H1(OX) = 0 if N < 2n). To verify that X is not
contained in a quadric, it suffices to show that the trisecant lines of X fill up the
ambient linear space PN .
Lemma 2.3. Suppose that ω˜n,k,V is surjective. Then
(1) If E∗n,k,V is (−2)-regular, then regX ≤ (d− e+ 1) +
∑k
j=3(j − 2) dimVj ;
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(2) If E∗n,k,V is (−3)-regular, then
regX ≤ (d− e+ 1)− 2 dimV1 − dimV2 +
k∑
j=4
(j − 3) dimVj .
Proof. This is an easy consequence of Lemma 2.1, (2) (cf. [K2] or [L]). 
Proposition 2.4. Let X be a 5-dimensional smooth variety of degree d in P8.
(1) If H0(IX/P8(2)) 6= 0, then regX ≤ d+ 4;
(2) If H0(IX/P8(2)) = 0, then regX ≤ d− 5 < d− e+ 1 = d− 2.
Proof. We first deal with the case when X is contained in a hyperquadric Q. Note
that all trisecant lines of X are contained in Q. As in [L] and [K2], we consider
the projection πℓ : X → Y = πℓ(X) ⊂ P
6, where ℓ ⊂ P8 is a generic line. Let
ℓ ∩Q = {p1, p2}. If some fiber has three collinear points, then the line through these
three points contains p1 or p2. Let ℓ = P(V ), V = CT1 ⊕ CT2, where T1 and T2 are
linear forms nonvanishing at p1 and p2.
Put Yk = {y ∈ Y | lengthπ
−1
ℓ (y) ≥ k}. By Theorem 1.6, dimYk ≤ 6 − k and
Y6 ⊆ Y5 ⊆ Y4 ⊆ Y3 ⊆ Y2 ⊂ Y1 = Y = πℓ(X) ⊂ P
6. We will show that the morphism
(2.5)
5⊕
i=3
T i1 ⊗OP6(−i)⊕ S
2(V )⊗OP6(−2)⊕ V ⊗OP6(−1)⊕OP6 → πℓ ∗OX
is surjective.
We start with the following elementary lemma. From this lemma, we can choose
specific polynomials of degree (n − 1) to show (n − 1)-normality of fibers of generic
projection from a given variety to a hypersurface.
Lemma 2.6. Let U, T1, T2 be homogeneous coordinates on P
2, and consider a collec-
tion of n+ 3 points pi, i = 1, . . . , n+ 3, n ≥ 3.
(1) pi = (ui, a, b), 1 ≤ i ≤ n + 1 and the remaining two points pn+2, pn+3 are not
contained in the line aT2 − bT1 = 0.
(2) pi = (ui, a, b), 1 ≤ i ≤ n and the remaining three points pn+1, pn+2, pn+3 are
not contained in the line aT2 − bT1 = 0.
Suppose that a 6= 0, b 6= 0, ui 6= 0, i = 1, . . . , n+1. Then the points pi, i = 1, . . . , n+3
can be separated by (n+ 4) number of the monomials of degree n
Un−jT1
j , 0 ≤ j ≤ n, Un−1T2, U
n−2T2
2, Un−2T1T2,
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Proof. We argue as in the proof of Lemma 3.3 in [K2]. The proof of cases (1) and (2)
are almost same. So, we give a proof of (2) here. By symmetry, it suffices to construct
a form of degree n vanishing at all points except pn on the line and to construct a
form of degree n vanishing at all points but pn+3 off the line.
Consider the following system of polynomials of degree n:
Un + Un−1(a1T1 + a2T2) + U
n−2(a3T
2
1 + a4T1T2 + a5T
2
2 ) +
n−2∑
j=1
cjU
n−2−jT 2+j1 .
We observe that this form doesn’t vanish identically on the line aT2 − bT1 = 0 con-
taining the n aligned points p1, . . . , pn because it doesn’t vanish at the point (1, 0, 0)
on the line. Substituting T1 = a, T2 = b, we get a system of polynomials of degree
n− 1 in U :
Un + (a1a+ a2b)U
n−1 + (a3a
2 + a4ab+ a5b
2)Un−2 +
n−2∑
j=1
cja
2+jUn−2−j .
In order that our polynomial vanish at p1, p2,..., pn−1, pn, it should be equal to
(U − u1)(U − u2) · · · (U − un−1)(U − un). Thus we get a system of n linear equations
in the n + 3 unknowns. This system has a 3-dimensional family of solutions, which
allows us to pick a solution passing through pn+1, pn+2. Thus we constructed a form
of degree n passing though all points except pn+3. Therefore the point pn+3 can be
separated from the other n+ 2 points. Similarly, we can construct a form of degree n
vanishing at all points except pn on the line. 
We return to the proof of Proposition 2.4. By Proposition 1.2, the morphism
T 31 ⊗OP6(−3)⊕ S
2(V )⊗OP6(−2)⊕ V ⊗OP6(−1)⊕OP6 → πℓ ∗OX
is surjective over the complement of the subvariety Y5.
Let y ∈ Y5 \Y6. Using Lemma 1.3 and inequality (1.0), one can show that the fiber
Xy is of one of the following types:
(1) Xy consists of five distinct points.
(i) Xy consists of five distinct collinear points. In this case Xy is 4-normal
and the monomials T i1U
j , i+ j = 4, i, j ≥ 0 generate a complete linear
system of quartics;
(ii) Xy consists of five distinct points only four of which are collinear. In this
case Xy is 3-normal, and to distinguish between the points it suffices to
use the monomials from Lemma 2.6.(1) for n = 3;
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(iii) Xy consists of five distinct points no four of which are collinear. In this
case Xy is 2-normal;
(2) Suppose that Xy has multiple points and Supp(Xy) consists of four distinct
points x1, x2, x3, x4. (In this case Xy has only one double point in view of the
inequality (1.0))
(i) dim 〈Xy〉 = 1. In this case Xy is 4-normal by the monomials T
i
1U
j ,
i+ j = 4, i, j ≥ 0;
(ii) dim 〈Xy〉 = 2. In this case Xy is 2-normal except Xy has a collinear sub-
scheme of length 4. In this case, it is 3-normal by using the monomials
from Lemma 2.6.(1) for n = 3;
(3) Supp(Xy) consists of at most three distinct points. This case is impossible in
view of the inequality (1.0).
Thus the morphism
4⊕
i=3
(
T i1 ⊗OP6(−i)
)
⊕ S2(V )⊗OP6(−2)⊕ V ⊗OP6(−1)⊕OP6 → πℓ ∗OX
is surjective over all points y /∈ Y6.
By Theorem 1.6, for y ∈ Y6, a finite set, the fiber Xy consists of six distinct points.
Furthermore, using Proposition 1.2 and Lemma 2.6 we know that the vector space of
monomials
U5−jT1
j , 0 ≤ j ≤ 5, U4T2, U
3T2
2, U3T1T2
separate points in Xy for all y ∈ Y6.
(Note that U can be chosen as a linear form in P6 not through y ∈ Y6 such that
U ,T1, T2 play a role as coordinates in 〈ℓ, y〉 ≃ P
2). Thus the morphism (2.5) is
surjective over P6 and, by Lemma 2.3 (1), regX ≤ degX + 4.
For (2), suppose that X is not contained in a hyperquadric Q. Note that X is
linearly normal (Zak’s Theorem) and H1(OX) = 0 (Barth’s Theorem). On the other
hand, Proposition 1.2 and Corollary 1.3 show that the natural morphism
S3(V )⊗OP6(−3)⊕ S
2(V )⊗OP6(−2)⊕ V ⊗OP6(−1)⊕OP6 → πℓ ∗OX
is surjective over all y ∈ Y for which the fiber Xy does not contain five collinear points.
By Theorem 1.6, dim {y ∈ Y5 | Xy has five aligned points} ≤ 1. If deg (Xy) = 5 and
dim 〈Xy〉 = 1, then dim {q ∈ ℓ | 〈q, y〉 is a five secant line ofXy} may be equal to one
and thus, we need quartic polynomials either
∑4
i=0 aiU
4−iT i1 or
∑4
i=0 aiU
4−iT i2 , where
U is a linear form in P6 which does not vanish at a point y ∈ Y5 \ Y6. Thus, letting
V4 be {T
4
1 , T
4
2 } as a subspace of S
4(V ),
V4 ⊗OP6(−4)
3⊕
i=0
Si(V )⊗OP6(−i)→ πℓ ∗OX
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Consider now the fibers over the finite set Y6. As in the proof of (1), we know that
the vector space of monomials
U5−jT1
j , 0 ≤ j ≤ 5, U4T2, U
3T2
2, U3T1T2
separate distinct six points in Xy for all y ∈ Y6. Therefore the morphism
T 51 ⊗OP6(−5)⊕ V4 ⊗OP6(−4)
3⊕
i=0
Si(V )⊗OP6(−i)→ πℓ ∗OX
is surjective over P6. By Lemma 2.1 (2), the dual of the kernel E5,6,V is (−3)-regular.
We get
regX ≤ degX − 5 < d− e+ 1 = d− 2
from Lemma 2.3 (2). 
Corollary 2.7. Let X5 ⊂ P8, be a smooth projective variety. If X has (d− 4)-secant
line l 6⊂ X, then X (and l) is contained in a quadric hypersurface Q ⊂ P8.
Proof. Since m-regularity of X implies that the degrees of defining equations are
bounded by m (cf. [Mu1, Lecture 14]), this follows immediately from Remark 2.7 (2).
Proposition 2.8. Let X be a smooth projective variety of dimension 6 in P9.
(1) If H0(IX/P9(2)) 6= 0, then regX ≤ d+ 8;
(2) If H0(IX/P9(2)) = 0, then regX ≤ d.
Proof. We consider the projection πℓ : X → Y = πℓ(X) ⊂ P
7, where ℓ ⊂ P9 is a
generic line, where ℓ = P(V ), V = CT1 ⊕CT2. For a proof of (1), the arguments used
to prove Proposition 2.6.(1) can show that the morphism
6⊕
i=3
T i1 ⊗OP7(−i)
2⊕
i=0
Si(V )⊗OP7(−i)→ πℓ ∗OX
is surjective over P7. Indeed, for any reduced fiber Xy, we have deg (Xy) ≤ 7 and as
in the proof of Proposition 2.6, each point of Xy can be separated by the vector space
of monomials
(*) U6−jT1
j , 0 ≤ j ≤ 6, U5T2, U
4T2
2, U4T1T2.
Now, it is enough to consider nonreduced fiber Xy such that dim 〈Xy〉 = 2 for y ∈ Y5.
Now, suppose that dim 〈Xy〉 = 2 and deg (Xy) = 5. Then, Xy is 2-normal except Xy
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has a 4-secant line (by Corollary 1.3. (a)), in which case Xy is 3-normal by the same
arguments as those in Proposition 2.6.
Finally, suppose dim 〈Xy〉 = 2, deg (Xy) = 6 and Xy has a nonreduced point.
(1) Suppose Xy has 5-secant line. In this case, Xy is 4-normal by monomials
U4−jT1
j, 0 ≤ j ≤ 4, U3T2, U
3T2
2, U2T1T2.
(2) Suppose Xy has no 5-secant line. Then it is 3-normal. In particular,
(i) Supp(Xy) consists of five distinct points x1, x2, x3, x4, x5. (In this case
Xy has only one double point in view of the inequality (1.0)) This case
is 3-normal by monomials U3−jT1
j , 0 ≤ j ≤ 3, U2T2, UT2
2, UT1T2.
(ii) Supp (Xy) consist of four points x1, x2, x3, x4. Note that the Zariski
tangent space of Xy at a nonreduced point might be two-dimensional
under the generic projection πΛ : X
6 → Y 6 ⊂ P7 (see Lemma 1.5).
However, in this case it is impossible in view of the inequality (1.0) and
(see page 190 [Ma1]). So, Supp (Xy) has no four points.
(iii) Supp(Xy) consists of at most three distinct points. This case is also
impossible in view of the inequality (1.0).
Therefore, the morphism
6⊕
i=3
T i1 ⊗OP7(−i)
2⊕
i=0
Si(V )⊗OP7(−i)→ πℓ ∗OX
is surjective and regX ≤ d− 2 + (1 + 2 + 3 + 4) = d+ 8.
For a proof of (2), Xy is 3-normal for y /∈ Y5, and for degXy = 5 Xy is 4-
normal and fails to be 3-normal iff it is contained in a line. However, since {q ∈ ℓ |
〈q, y〉 is a five secant line of Xy} might be two-dimensional it is clear that letting V4
be {T 41 , T
4
2 },
V4 ⊗OP6(−4)
3⊕
i=0
Si(V )⊗OP6(−i)→ πℓ ∗OX
is surjective over the complement of Y6.
Next, assume that dim 〈Xy〉 = 1 for y ∈ Y6 \ Y7. Then it is 5-normal and it is
enough to choose V5 = {T
5
1 , T
5
2 } as a subspace of S
5(V ) (since dimY6 ≤ 1). Finally,
suppose either deg (Xy) = 6, dim 〈Xy〉 = 2 or deg (Xy) = 7. it is reduced to the same
arguments as those used in a proof of (1). As a consequence,
T 61 ⊗OP7(−6)⊕ V5 ⊗OP7(−5)⊕ V4 ⊗OP7(−4)
3⊕
i=0
Si(V )⊗OP7(−i)→ πℓ ∗OX
is surjective over P7. Since H0(IX/P(2)) = H
1(OX) = 0 and X is linearly normal, by
Lemma 2.3.(2), regX ≤ d.
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Remark 2.9. For a smooth variety of dimension n in Pn+3, n ≥ 7, Hartshorne’s
conjecture states that X should be a complete intersection. So, if X is a complete
intersection whose homogenious ideal is generated by three polynomials of degrees d1,
d2 and d3 then, by a standard computation regX = d1 + d2 + d3 − 2.
Theorem 2.10. Let X ⊂ PN be a smooth projective variety of dimension 5 and
codimension e ≥ 4. Then regX ≤ (d− e+ 1) + 10.
Proof. As in Proposition 2.4, we consider the projection πΛ : X → Y ⊂ P
6 with center
at a generic linear subspace Λ = P(V ) ≃ Pe−2, V = C · T7 ⊕ C · T8 ⊕ · · · ⊕ C · TN ,
Λ ∩ X = ∅. Put Yk = {y ∈ Y | lengthπ
−1
Λ (y) ≥ k} as before. The morphism⊕2
i=0 S
i(V )⊗OP6(−i)→ πΛ ∗OX is surjective for all y /∈ Y4 because the fibers Xy are
2-normal. Let’s consider all cases according to dim 〈Xy〉.
(1) If dim 〈Xy〉 ≥ 3, then Xy is 2-normal except that Xy consists of distinct six
points with 4-secant line because deg(Xy) ≤ 6. Such a special fiber Xy can be
brought into a general position by cubic forms U3−iLi1, 0 ≤ i ≤ 3, UTij , Tij ∈
S2(V ), where U is a linear form in P6 which does not vanish at y and L1 is a
linear form in Λ nonvanishing on the 4-secant line.
(2) If dim 〈Xy〉 ≤ 2, then the fibers Xy are well described in Proposition 2.4. How-
ever, {q ∈ Λ | 〈q, y〉 is a four secant line of Xy} might be two-dimensional and
{q ∈ Λ | 〈q, y〉 is a five secant line of Xy} might be one-dimensional. Thus,
it suffices to choose three linear forms L1, L2 and L3 in Λ such that V3 =
{L31, L
3
2, L
3
3} ⊂ S
3(V ), V4 = {L
4
1, L
4
2} ⊂ S
4(V ), V5 = {L
5
1} ⊂ S
5(V ).
Summing up, we get a surjective morphism
(**) V5 ⊗OP6(−5)⊕ V4 ⊗OP6(−4)⊕ V3 ⊗OP6(−3)
2⊕
i=0
Si(V )⊗OP6(−i)→ πΛ ∗OX
over P6. Therefore, by Lemma 2.3 (1), regX ≤
(
degX − codimX + 1
)
+ 10. 
Corollary 2.11. Let X ⊂ PN be a smooth projective variety of dimension 5 and
codimension e ≥ 4. If X is linearly normal and H0(IX(2)) = H
1(OX) = 0, then
regX ≤ (d− e+ 1)− 2(e− 1)− e(e−1)
2
+ 4.
Proof. It is easily computed from (**), Lemma 2.1.(2) and Lemma 2.3.(2).
Remark 2.12. Let X be a smooth projective variety of codimension e, and IX be
the saturated ideal of X . Suppose dimX ≤ 5 and (e − 1) defining equations out of
minimal generators of IX have degree two. Then for all y ∈ Y , Xy has no trisecant
line and degXy is at most 6. This implies that Xy is 2-normal and the following
morphism
⊕2
i=0 S
i(V ) ⊗ OP(−i) → πΛ ∗OX is surjective for all y ∈ Y . By Lemma
2.3.(1), regX ≤ d− e+ 1.
GENERIC PROJECTION METHODS AND CASTELNUOVO REGULARITY 13
Theorem 2.13. Let X ⊂ PN be a smooth projective variety of dimension 6 and
codimension e ≥ 4. Then regX ≤ (d− e+ 1) + 20.
Proof. As in Proposition 2.8, we consider all possible fibers according to degXy and
dim 〈Xy〉. Consider the projection πΛ : X → Y ⊂ P
7 with center at a generic linear
subspace Λ = P(V ) ≃ Pe−2, V = C · T8 ⊕ C · T8 ⊕ · · · ⊕ C · TN , Λ ∩ X = ∅. Note
that degXy ≤ 7 for all y ∈ Y . By Proposition 1.2, the fibers Xy are 2-normal if either
y ∈ Y \ Y4 or dim 〈Xy〉 ≥ 5. In addition, it is easy to consider the normality of the
fibres Xy which consists of distinct seven points for y ∈ Y7 as before. Let’s consider
all the remaining cases according to dim 〈Xy〉 and deg (Xy) ≤ 6.
(1) If dim 〈Xy〉 = 4 then it is 2-normal.
(2) Suppose dim 〈Xy〉 = 3. If Xy is a fiber of degree 6 with 4-secant line, it is
Xy is 3-normal by cubic polynomials U
3−iLi1, 0 ≤ i ≤ 3, UTij , Tij ∈ S
2(V ),
where U is a linear form in P7 which does not vanish at y and L1 is a linear
form in Λ nonvanishing on the 4-secant line.) Otherwise, Xy is 2-normal.
(3) If dim 〈Xy〉 ≤ 2, then the fibers Xy are well described in Proposition 2.4.
However, as in Proposition 2.10, {q ∈ Λ | 〈q, y〉 is a four secant line of Xy}
might be three-dimensional, {q ∈ Λ | 〈q, y〉 is a five secant line of Xy} might
be two-dimensional and {q ∈ Λ | 〈q, y〉 is a six secant line of Xy} might be
one-dimensional. Thus, it suffices to choose four linear forms L1, L2 and L3
L4 in Λ such that V3 = {L
3
1, L
3
2, L
3
3, L
3
4} ⊂ S
3(V ), V4 = {L
4
1, L
4
2, L
4
3} ⊂ S
4(V ),
V5 = {L
5
1, L
5
2} ⊂ S
5(V ), V6 = {L
6
1} ⊂ S
6(V ) .
Finally, we get a surjective morphism
(***)
6⊕
i=3
Vi ⊗OP7(−i)
2⊕
i=0
Si(V )⊗OP7(−i)→ πΛ ∗OX
over P7. Therefore, by Lemma 2.3 (1), regX ≤
(
degX − codimX + 1
)
+ 20. 
Corollary 2.14. Let X ⊂ PN be a smooth projective variety of dimension 6 and
codimension e ≥ 4. If X is linearly normal and H0(IX(2)) = H
1(OX) = 0, then
regX ≤ (d− e+ 1)− 2(e− 1)− e(e−1)2 + 10.
Proof. It is easily computed from (***), Lemma 2.1.(2) and Lemma 2.3.(2).
§3. Castelnuovo regularity for integral projective surfaces
The known results in and approaches to the Castelnuovo regularity problem for
integral projective varieties are quite different from those in the smooth cases.
For example, for an arbitrary toric variety X ⊂ PN the best known bound is
regX ≤ (N + 1) · degX · codimX , but if X is a toric variety of codimension two
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there is a much better bound regX ≤ degX (cf. [PS]). Another bound on regularity
is known in the case of Buchsbaum varieties, (cf. [HM] and [SV]).
In this section we try to extend techniques used in section §2 to integral projec-
tive varieties. Note that some arguments in section §2 can not be applied to integral
projective varieties because they depend on the Kodaira vanishing theorem and infor-
mation on generic linear projections of smooth varieties to a hypersurface in projective
space. However for integral curves, the sharp bound regX ≤ d− e + 1 is proved and
classification of extremal curves for which regX = d−e+1 is given in [GLP]. Thus the
case of integral projective surfaces is the simplest case when the regularity conjecture
is still open. By Lemma 1.1, for any integral projective variety X one has
reg (X ∩H) ≤ regX ≤ reg (X ∩H) + h1
(
IX(reg (X ∩H)− 1)
)
,
where H is a generic hyperplane in PN . Hence, for integral projective surfaces, m-
normality implies (m+1)-regularity form ≥ d−e. In addition, for a generic hyperplain
section Y = X ∩ H, since Y is (d − e + 1)-regular, so by Lemma 1.1 (b), X is
(d− e+ 1) + h1(IX(d− e))-regular. On the other hand,
h1(IX(d− e)) ≤ h
0(OPN (d− e))− χ(IX (d− e))
But χ(IX(n)) = χ(OPN (n)) − χ(OX(n)) for all n, and χ(OPN (n)) = h
0(OPN (n)) for
all n ≥ 0. Hence, h1(IX(d− e)) ≤ χ(OX (d− e)) = PX(d− e) and
regX ≤ (d− e+ 1) + h1(IX(d− e)) ≤ (d− e+ 1) + PX(d− e)
which is a cubic polynomials in d. In this section, we give a quadratic bound in d for
regX for arbitrary integral projective surface X .
We proceed with using methods from §2 to recover the construction in [G], to
justify Greenberg’s unsubstantiated claims, and to improve his regularity bound in
the case of integral projective surfaces.
Greenberg’s main idea consists in considering a general linear projection from X to
P2 and applying the Eagon-Northcott complex to an exact sequence of vector bundles.
Let X be a nondegenerate integral complex projective surface of degree d in PN
(we do not assume X to be locally Cohen-Macaulay). Let ΛN−3 ⊂ PN be a generic
linear subspace, Λ ∩X = ∅, and let p1 : BlΛP
N → PN be the blowing up of Λ. Let
p2 : BlΛP
N → P2, p2 = πΛ ◦ p1, where πΛ : P
N
99K P2 is the projection with center at
Λ. Without loss of generality, we can choose homogeneous coordinates T0, T1, . . . , TN
in PN so that Λ = Z(T0, T1, T2) is defined by vanishing of T0, T1 and T2. Putting
V = C · T3 ⊕ C · T4 ⊕ · · · ⊕ C · TN , and we also have Λ = P(V ).
Note that BlΛP
N = P
(
OP2(1)⊕ (V ⊗OP2)
)
= {(x, q) | x ∈ Lq = 〈Λ, q〉, q ∈ P
2}.
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As in [K2] or [L], consider the diagram
BlΛP
N = P
(
OP2(1)⊕ (V ⊗OP2)
) p2
−−−−→ P2
yp1
X ⊂ PN
From the choice of Λ and the definition of degree, it follows that πΛ : X → P
2 is a d : 1
morphism, i.e. the fibers π−1Λ (q) have length d for all q ∈ P
2.
Consider the morphism
p2 ∗
(
p∗1OPN (k)
) ω2,k
−→ p2 ∗
(
p∗1OX(k)
)
Note that p2 ∗
(
p∗1OX (1)
)
= πΛ ∗OX(1), πΛ ∗OX(k) = πΛ ∗OX⊗OP2(k) and p
∗
1OPN (1) =
OP(E)(1) (the tautological line bundle), where E = OP2(1)⊕ (V ⊗OP2).
The main issue is to prove the surjectivity of ω2,k for a suitable k > 0. By
Nakayama’s lemma, it suffices to show that for all q ∈ P2 the upper arrow in the
commutative diagram
p2 ∗
(
p∗1OPN (k)
)
⊗ C(q)
ω2,k⊗C(q)
−−−−−−→ p2 ∗
(
p∗1OX(k)
)
⊗ C(q)
∼=
y ∼=
y
H0
(
Lq,OLq(k)
)
−−−−→ H0
(
Lq,Oπ−1
Λ
(q)(k)
)
is surjective for some k > 0. Equivalently, using the bottom arrow, it is enough to
show that the finite scheme π−1Λ (q) of length d in Lq = 〈Λ, q〉 is k-normal for a suitable
number k > 0. We need the following lemma.
Lemma 3.1. Let X be an integral projective variety of dimension n and degree d in
PN . Let r ≤ N − n be a natural number, and let Pr ⊂ PN be a linear subspace. We
put Y = Pr ∩X. Then
deg Y ≤ d− (N − n− r)
Proof. Adding (N − n − r) general points of X to Y , we see that the lemma follows
from the generalized Bezout theorem. 
From Lemma 3.1, we get 〈π−1Λ (q)〉 = P
N−2 and π−1Λ (q) is k-normal for all q ∈ P
2
and all k ≥ d− (N − 2) by Proposition 1.2.
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Recall that
p2 ∗
(
p∗1OPN (k)
)
= Symk
(
OP2(1)⊕ (V ⊗OP2)
)
= OP2(k)⊕ V ⊗OP2(k − 1)⊕ S
2(V )⊗OP2(k − 2)⊕ · · · ⊕ S
k(V )⊗OP2 ,
where Si(V ) is the i-th symmetric power of V . After twisting by (−k), we get an
exact sequence
(3.2) 0→ E2,k → S
k(V )⊗OP2(−k)⊕ · · · ⊕ V ⊗OP2(−1)⊕OP2
ω2,k
−→ πΛ ∗OX → 0,
where E2,k = Kerω2,k. Note that πΛ ∗OX is a vector bundle of rank d over P
2 because
the projection πΛ : X → P
2 is flat (all fibers of πΛ have the same length d).
Now, following Greenberg ([G]), we generalize this construction.
Theorem 3.3. Let X be an integral projective surface of degree d and codimension
e = N − 2 in PN . Then regX ≤ (d− e+ 1)d− (2e+ 1).
Proof. Let F be a vector bundle Sk(V )⊗OP2(−k)⊕· · ·⊕V ⊗OP2(−1)⊕OP2 of rank f .
The exact sequence 0→ E2,k → F
ω2,k
−→ πΛ ∗OX → 0 gives rise to an Eagon-Northcott
complex (see page 494 [GLP])
0→
f∧
F ⊗ Sf−d−1(πΛ ∗OX)
∨ ⊗ det (πΛ ∗OX)
∨ → · · ·
· · · →
d+i+1∧
F⊗Si(πΛ ∗OX)
∨⊗det (πΛ ∗OX)
∨ · · · →
d+2∧
F⊗(πΛ ∗OX)
∨⊗det (πΛ ∗OX)
∨
ϕ1
→
d+1∧
F ⊗ det (πΛ ∗OX)
∨ ϕ0→ F
ω2,k
−→ πΛ ∗OX → 0
Note that if H1
(
P2, E2,k(m)
)
= 0 for some m > 0, then X is m-normal from the
sequence (3.2). By chopping, we get the following two exact sequences of sheaves over
P
2:
0→ Kerϕ0 →
d+1∧
F ⊗ det (πΛ∗OX)
∨ ϕ0→ E2,k → 0;
0→ Kerϕ1 →
d+2∧
F ⊗ det (πΛ ∗OX)
∨ ⊗ (πΛ ∗OX)
∨ ϕ1→ Kerϕ0 → 0.
Since
∧d+1
F ⊗ det(πΛ ∗OX)
∨ is a direct sum of line bundles of the form OP2(t), we
have h1
(
P2,∧d+1F⊗det(πΛ ∗OX)
∨(m)
)
= 0 for anym ∈ Z. So, h2(P2,Kerϕ0(m)) = 0
implies h1
(
P2, E2,k(m)
)
= 0. The remaining part is to find out an integer m0 such
that h2(P2,Kerϕ0(m)) = 0 for all m ≥ m0.
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By the way, from the second short exact sequence, it suffices to find out an integer
m0 such that h
2
(
P2,
∧d+2
F ⊗ (πΛ ∗OX)
∨ ⊗ det
(
πΛ ∗OX)
∨(m)
)
= 0 for all m ≥ m0.
On the other hand, one has
h2
(
P
2,∧d+2F ⊗ (πΛ ∗OX)
∨ ⊗ det (πΛ ∗OX)
∨(m)
)
= h2
(
P
2,∧d+2F ⊗ (πΛ ∗OX)
∨ ⊗OP2(−c1 +m)
)
= h0
(
P
2,∧d+2F∨ ⊗ πΛ ∗OX ⊗OP2(c1 −m− 3)
)
where c1 is the first Chern class of πΛ ∗OX . Furthermore, since πΛ is a finite affine
morphism, we have
H0
(
P
2,∧d+2F∨⊗πΛ ∗OX⊗OP2(c1−m−3)
)
= H0
(
X, π∗Λ(Λ
d+2F∨)⊗OX (c1−m−3)
)
and for m ≥ k(d + 2) + c1 − 2, h
0
(
X, π∗Λ(Λ
d+2F∨) ⊗ OX(c1 −m − 3)
)
= 0 because
π∗Λ(∧
d+2F∨)⊗OX(c1 −m− 3) is a sum of line bundles OX(t) for t < 0. To complete
the proof we need the following
Lemma 3.4.
c1(πΛ ∗OX) ≤ −d.
Proof. Since the first Chern class is stable with respect to taking a general hyperplane
section, we may assume that X is an integral curve of arithmetic genus ρa. There-
fore, by the Riemann-Roch theorem for vector bundles, χ(πΛ ∗OX) = rank πΛ ∗OX +
c1(πΛ∗OX ) = d+ c1(πΛ ∗OX). Since πΛ is a finite morphism, χ(πΛ ∗OX) = χ(OX) =
1−ρa. Since X may be assumes to be singular, ρa ≥ 1 and c1(πΛ ∗OX) = −d+1−ρa ≤
−d. 
Let’s return to Theorem 3.3. From Lemma 3.4, H1
(
P2, E2,k(m)
)
= 0 for m ≥
k(d+2)−d−2 and X is m-normal for m ≥ k(d+2)−d−2. As we already mentioned,
in view of Proposition 1.2 and Lemma 3.1, one can take k = d − e ≥ 2. Then,
Lemma 1.1 (2) shows that
regX ≤ (d− e)(d+ 2)− d− 1 = (d− e+ 1)d− (2e+ 1).

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