We have been interested in Automatic Guided Vehicles (AGV) for several years. In this paper, we synthesize controllers for AGV applications using monocular vision. In particular, we are interested in road following and direction change tasks, and in analyzing the influence of extrinsic camera parameter perturbations on vehicle behavior. We use the bicycle as the kinematic vehicle model, and we choose the position of the white band on the road as the sensor signal. We define an interaction between the camera, which is mounted inside the vehicle, and the white band detected in the image space. Using this kind of interaction, we present how to use a pole assignment technique to solve the servoing task. We show the simulation and experimental results (1/10 scale demonstrator) with and without perturbations. We then investigate the use of a robust controller to slow down the effect of perturbations on the behavior of the vehicle.
Introduction
In the realm of intelligent systems for highways, development of AGV is necessary to enable vehicles to drive automatically along the road (Inrets, 1996; PATH, 1997) . In fact, the requirement is for a controller that can maintain the position and the orientation of the vehicle with respect to the center of the road and/or apply changes of direction. The problem of vehicle control using a camera has been given considerable attention by many authors (Dickmanns and Zapp, 1987; Kehtarnavaz et al., 1991; Wallace et al., 1986; Waxman et al., 1987) . The work described in Jurie et al. (1992 Jurie et al. ( , 1993 Jurie et al. ( , 1994 is among the most notable in lateral control using monocular vision. It consists of the reconstruction of the road using the 2D visual information extracted from the image processing system (Chapuis et al., 1995) .
In recent years, the integration of computer vision in robotics has steadily progressed, from the early "look and move" systems, to current systems in which visual feedback is incorporated directly into the control loop. These techniques of vision based control are used to control holonomic robots in different domains (Feddema and Mitchell, 1989; Khadraoui et al., 1996; Papanikolopoulos et al., 1991 Papanikolopoulos et al., , 1993 .
The principle of this approach is based on the task function approach (Samson et al., 1991) , and many people have developed this concept applied to visual sensors (Chaumette, 1990; Espiau et al., 1992; Hutchinson et al., 1996) . There are still a few applications in mobile robots using this kind of approach. The main difficulty is due to the presence of nonholonomic mechanical connections which limit robot movements (Pissard-Gibollet and Tsakiris et al., 1997) .
We have proposed a new technique with a visual servoing approach, in which control incorporates the visual feedback directly (Khadraoui et al., 1995; Martinet et al., 1997) . In other words, this is specified in terms of regulation in the image frame of the camera. Our application involves controlling the lateral road position of a vehicle following the motorway white line. A complete 2D model of both the vehicle and the scene is then essential. It takes into account the visual features of the scene and the modeling of the vehicle.
The main purpose of this study is the development of a new lateral control algorithm. We propose a new control model, based on state space representation, where the elements of the state vector are represented by the parameters of the scene, extracted by vision. Then, we use a robust control approach to improve the behavior of the vehicle when we introduce perturbations in the closed loop to accommodate for mounting inaccuracies, camera calibration errors and driving up an incline.
These approaches were tested with a 1/10 scale demonstrator. It is composed of a cartesian robot with 6 degrees of freedom which emulates the vehicle behavior and the WINDIS parallel vision system. The road, built to a 1/10 scale, comprises three white lines.
Modeling Aspect
Before synthesizing the control laws, it is necessary to obtain models both of the vehicle and of the interaction between the sensor and the environment. We indicate only the main results of modeling aspect presented in Martinet et al., 1997 .
Modeling the Vehicle
It is useful to approximate the kinematics of the steering mechanism by assuming that the two front wheels turn slightly differentially. Then, the instantaneous center of rotation can be determined purely by kinematic means. This amounts to assuming that the steering mechanism is the same as that of a bicycle. Let the angular velocity vector directed along the z axis be calledψ and the linear one directed along the x axis calledẋ.
Orientation equation:
Using the bicycle model approximation (see Fig. 1(a) ), the steering angle δ and the radius of curvature r are related to the wheel base L by:
In Fig. 1(b) , we show a small portion of a circle S representing the trajectory to be followed by the vehicle. We assume that it moves with small displacements between the initial curvilinear abscissa S 0 and the final one S f such that:
where ψ represents the orientation of the vehicle. The time derivative of S includes the longitudinal and lateral velocities along the y and x axes respectively. In fact, the rotation rate is obtained as:
Lateral position equation: In order to construct this equation, we treat the translational motion assuming that the vehicle moves with small displacements between t and t + t. In the case of a uniform movement during a lapse of time t, the vehicle moves through distance d = V t taking V as a constant longitudinal velocity (see Fig. 2 ). We express: In these expressions, C and S represent the trigonometric functions cosine and sine. The approximation to small angles gives us the relation between the differential of the lateral coordinate x and the lateral deviation ψ with respect to δ, expressed as follows:
Modeling the Scene
This section shows how to write the equation of the projected line in the image plane, using perspective projection. The scene consists of a 3D line, and its projected image is represented by a 2D line. Figure 3 shows the frames used in order to establish this relation. We use: T by the relation:
The matrix M represents the homogeneous calibration matrix of the camera expressed in the frame R i .
Its expression is the following:
where:
T in p p . P c C u takes into account the intrinsic parameters of the camera ( f x = f e x , f y = f e y , f the focal length, e x , e y the dimensions of the pixel), and C a realizes an exchange coordinates frame.
r T , R 1 and R 2 characterize the extrinsic parameters of the camera. T takes into account the two translations of the camera: the height h and the lateral position x. R 1 and R 2 represent the lateral orientation ψ and the inclination α of the camera respectively.
The expressions of the different matrices used are given as follows: We note that the second translation and the third rotation are considered as null, and that x (lateral position) and ψ (orientation) are the system variables.
Developing relation 7, we obtain the following expression of M:
The pixel coordinates P = (X = 
Eliminating y i from the Eqs. (8), we obtain:
Considering that α and ψ are small (<10 deg) and if we neglect the product term αψ, the second order Taylor approximation gives us a new expression of X :
The equation of the line expressed in the image frame is given by the following relation:
where (a, b) are the line parameters expressed by:
We express the lateral position x and the orientation of the vehicle ψ in order to define an interaction relation between the 3D position of the vehicle and the 2D parameters of the line in the image plane. We have:
with: f x = 1300 pu, f y = 1911 pu, V = 20 km/ h, L = 0.3 m and h = 0.12 m (in our 1/10 scale demonstrator).
Pole Assignment Approach
In this section, we present the application of the pole assignment technique when the state model is expressed directly in the sensor space. In our case, the sensor space is the image plane. The controller design is based on the kinematic model of the vehicle. We use the (a, b) parameters of the 2D line in the image plane as the state vector. We steer the vehicle by acting on wheel angle δ. We choose b or a as the output parameter of the system and use the results of the vehicle and scene modelings to obtain the following equation:
The state vector, denoted by X = (a, b) T , is equal to the sensor signal vector in the state space representation. Developing, we have the following state model of the system:
with U = δ the wheel angle, y the output of the system, and
depending on the output to be controlled. The visual servoing scheme is then as shown in Fig. 4 . Finally, we can express the control law by the following relation:
and k are the gains of the control law obtained by identifying the system to a second order system characterized by ω 0 and ξ . y * represents the input of the control scheme. For the first step, we chose parameter b as the output of the system and analysed the effects of perturbation. For the second, we replaced parameter b by parameter a.
Choice of b as the Output of the System

Controller Design.
Here, we present the application of the pole assignment technique when the state model is expressed directly in the sensor space. We choose b as the output parameter of the system. So, we can write:
and, we can express the control law by the following relation:
where
and k are the gains of the control law obtained by identifying the system to a second order system characterized by ω 0 and ξ . For these control gains, we obtain:
We note that, as expressed by these relations, the higher the velocity V , the smaller are the gains.
Simulation and Experimental Results.
To validate this control law, we use a simulator developed with Matlab. Figure 5 shows the visual servoing scheme used in this simulator.
We use the kinematic model of the vehicle to simulate the behavior of the vehicle, and the perspective T . The first results (see Fig. 6 ) illustrate the output behavior of the system corresponding to an input value b * = 100 pixels. We take into account a data flow latency (three sample periods) in all simulation tests. This was identified on our experimental site. We chose ω 0 = 2rd/s and ξ = 0.9 in order to fix the behavior of the system. In this case, we have no perturbations (α is fixed at −7 degrees).
The second set of results takes into account a perturbed angle α (from −6 to −10 degrees). We obtain the following response in b: Fig. 7 represents the simulation results, and Fig. 8 shows the experimental results obtained with our 1/10 scale demonstrator presented in Section 6.
In both results, we can see a steady state error in b, when we introduce the perturbations, and some oscillations appear when angle α increases. In this case, ξ slows down from 0.9 (α = −7) to 0.6 (α = −10) and increases the overtaking, but the main contribution to the oscillations is due to the data flow latency. In the next section, we express the steady state error in order to analyze the simulation and experimental results.
Closed Loop Steady State Error Estimation.
Here we analyse the behavior of the vehicle when the extrinsic parameters of the camera are perturbed. In this case, Eqs. (13) show us that only ξ 1 and ξ 2 are affected by perturbations of this kind.
Considering the state Eqs. (17) and taking into account parameter perturbations, we have: Figure 9 represents the general visual servoing scheme, using the pole assignment approach.
In this case, we can establish the general expression of the steady state error ∞ by using the Laplace p transform by:
with: Figure 9 . Steady state error. Hence we obtain:
After some developments and approximations, we can write the final relation of the steady state error as follows:
The steady state error becomes null, if the following expression is true:
We observe that, in the absence of perturbations in the α parameter, we have no steady state error. When α is different from the reference value, we obtain an error which confirms all the simulation results.
In this experiment, we can verify the values of steady state error for different values of the α parameter (see Table 1 ).
The difference between reference and experimental values can be explained by the imprecise calibration of the interaction between the scene and the camera.
In the next section, we show the way to reduce this steady state error.
Pole Assignment with Integrator.
In this section, we introduce an integrator into the control law in order to eliminate the steady state error in case of perturbations. The visual servoing scheme is represented in Fig. 10 . In this case, we can express the control law by the relation:
where k 1 , k 2 and K i are the gains of the control law obtained by identifying the system to a third order system characterized by the following characteristic equation:
The control law gains are given by:
In the first simulation, we consider no perturbations. Figure 11 illustrates the fact that the response time is correct.
Secondly, we introduce some perturbations in the α angle (from −6 to −10 degrees). Figure 12 shows the simulation results and Fig. 13 shows the experimental ones.
In fact, no steady state error persists during servoing, but some oscillations and problems of stability appear when α is very different from the reference value.
We therefore decided to analyse the same approach using the other parameter. 
Choice of a as the Output of the System
In this part, we choose a as the output parameter of the system. We can then write:
and we can express the control law by the following relation:
and k are the gains of the control law, expressed by the following relations: We note that, as we observed with parameter b, the higher the velocity V , the smaller are the gains.
We tested this approach as we did for parameter b. When no static perturbations occurred, the output behavior corresponds to the desired output (a * = 0.43) in both simulation (Fig. 14) and experimental (Fig. 15 ) cases. If we introduce this kind of perturbation into the α parameter, steady state error and oscillations appear on the output of the system.
As before, we can express the steady state error in the following form:
and after some developments, we obtain:
The steady state error becomes null, if the following expression is verified:
We observe that, in the absence of perturbations to the α parameter, we have no steady state error.
We therefore introduce an integrator into the control law in order to eliminate this steady state error in case of perturbations.
The control law is expressed by the relation:
where k 1 , k 2 and K i are the gains of the control law:
We tested the output behavior of the system in the presence of perturbations to α angle (from −5 to −9 degrees). Figure 16 illustrates the simulation results and Fig. 17 the experimental ones.
As we can see, no steady state error persists during servoing, but some oscillations and problems of stability appear when α is far from the reference value. These results are close to those encountered when using parameter b. We therefore conducted investigations into robust control approaches, particularly into H ∞ space control. 
Robust Control Approach
Due to the the problem of oscillations and stability encountered when using a pole assignment approach, we decide to investigate a robust control approach. We chose the approach developed in H ∞ space at the beginning of the eighties (Zames and Francis, 1983; Kimura, 1984; Dorato and Li, 1986; Doyle et al., 1989) , concerning controller design with plant uncertainty modeled as unstructured additive perturbations in the frequency domain.
Generality Concerning H ∞ Space
Here, we present the application of the robust control technique, particularly in H ∞ space (Dorato et al., 1992) .
The servoing scheme is presented in the Fig. 18 . We consider an additive perturbation in the frequency domain:
where F 0 ( p) represents the nominal transfer function. The aim is to determine a single robust controller c( p) which ensures the stability of the closed loop system. Then, we can write 1 + F( p) · c( p) as:
with
To ensure the stability of the close loop system, we must verify:
We define a transfer function r ( jω) which bounds the variations of F 0 ( jω) as:
In this case, if c( p) stabilizes the nominal plant F 0 ( p) we can express the robust stability condition as (Kimura, 1984) :
In these conditions, the robust controller can be expressed by:
General Case. In this part we summarize the different steps to follow to synthesize a robust controller. The function r ( p) bounds the variations of F 0 ( p). We construct the proper stable function:
For convenience, we define q( p) as:
and then:
We have to choose a minimal phase function r m ( p) as:
In this case, we can express
The robust condition of stability can be rewritten as:
Using relation 43, and since the function 1 − F 0 ( p) · q( p) has the zeros at the unstable poles α i of F 0 ( p), we can express the first interpolation conditions with:
Since q( p) and r m ( p) are H ∞ functions, the function u( p) must be an SBR function (Strongly Bounded Real), and the conditions of interpolation can be written as:
(β i represents an interpolation point). So the solution to the problem of robust stabilization of an unstable system (Kimura, 1984) lies in finding an SBR function u( p) which interpolates to the points u(α i ). This problem is called the Nevanlinna-Pick interpolation problem. Dorato et al. in (Dorato and Li, 1986) have proposed an iterative solution of this problem based on the interpolation theory of Youla and Saito (Youla and Saito, 1967) . When the relative degree of the function r m ( p) is greater than 0, we must append one or more supplementary interpolation conditions near infinity.
Case of a Plant With Two Poles at the Origin. Previous work (Kimura, 1984; Dorato et al., 1992; Byrne and Chaouki, 1994; Byrne et al., 1997) has shown how to consider the case of a plant with integrators. We can define:
where r m ( p) is a minimal phase function and:
Using relation 43, we can write the following conditions of interpolation:
To ensure that c( p) is a robust controller, the function u( p) = r m ( p) · q( p) must be an SBR function which satisfies the interpolation conditions at the unstable poles of the function F 0 ( p) and also at the origin with the relations:
2 poles at the origin (51) In these conditions, the function q( p) can be expressed by:
Controller Design Using Parameter b
Previous results have been presented in (Martinet et al., 1998a, b) . Considering parameter b as the output of the system, we define:
Using the following expression of r ( p):
and looking at Fig. 19 , we can consider r m ( p) as:
To determine the value of K 1 , we have to plot the quantity |
| considering the following perturbations: 
Since F 1 ( p) has no unstable pole, the function B( p) = 1, and we have to choose u( p) as an SBR function with a relative degree of 1 (because of the expression of r m ( p)).
We choose the following expression of u( p):
to satisfy the conditions of interpolation:
We deduce the expression of the function q( p):
and developing, we obtain the robust controller c( p):
Controller Design Using Parameter a
Considering parameter a as the output of the system, we define:
As previously, we use the following expression of r ( p):
and looking at the expression of F 2 ( p), we can consider r m ( p) as:
Since F 2 ( p) has no unstable pole, we have to choose u( p) as an SBR function with a relative degree of 2 (because of the expression of r m ( p)).
and the conditions of interpolation are the following:
Simulation and Experimental Results
As for the pole assignment technique, we have developed a simulator in matlab. We introduce perturbations to angle α (from α = −3 to α = −11) during simulation. Figures 20 and 21 show the simulation and experimental results of a robust control approach using b parameter as the output of the system (b * = 100 pixels). In these experiments we choose τ = 0.67. There is no steady state error during servoing and the robustness is much improved.
As a second step, we use the parameter a of the line as the output of the system, to synthesize a new robust controller using the H ∞ technique. In these experiments we choose τ = 0.5.
The simulation and experimental results are presented in Figs. 22 and 23 . The output behavior of the system corresponding to a reference input value a * = 0.43 is illustrated. As we can see, there is no steady state error in the output response and the output behavior remains unchanged when we introduce perturbations to α angle. So we can conclude that both theorical and experimental results tend to select parameter a as the output of the system.
In the next section, we discuss 3D lateral position behavior during servoing and we analyze the effect of camera height perturbation when using the previous robust controller. 
Discussion
As we have seen in the previous section, it is better to choose parameter a of the 2D line as the output of the system. So, in the following we develop only the discussion concerning this choice. We first analyse the lateral position behavior of the vehicle and the effect of camera height perturbation. We conclude the discussion by considering the coupling of perturbations.
Lateral Position Behavior
In this part, we present the lateral position behavior of the vehicle (simulated on our 1/10 scale demonstrator). We present successively the results of: r pole assignment with integrator (Fig. 24) r the robust control approach (Fig. 25 ) when using the a parameter of the 2D line as the output of the system.
If we look at these figures, we can compare the behavior of the lateral position of the vehicle. When using the pole assignment technique, the lateral position of the vehicle is sensitive to perturbations. Oscillations and divergence occur when angle α is far from the reference value. On the other hand, the robust controller is very efficient and the robustness is greatly improved. We think that the weak variations of the lateral position observed on the curves may have been produced by small perturbations to camera height (see Eq. (12)) during the experiments (imprecise calibration). We conclude that behavior is more efficient and stable when using a robust controller.
Camera Height Perturbation
To clarify and analyze the sensitivity of the control laws on perturbations, we decided to study the effect of camera height perturbation. We fixed the variations of camera height at 25% of the reference value (0.12 m) (Fig. 26) . Figure 27 presents the lateral position behavior when using both approaches.
We observe a lateral deviation of the vehicle in both approaches. We can verify these results by looking at relation 12, where the lateral position of the vehicle x is directly linked to parameter a through the camera height parameter. Even if in both cases a lateral deviation is present, the robust controller is smoother and induces better behavior of the linkage between the vision aspect and the control aspect.
As in a real scene, it is unrealistic to think that perturbations will occur separately. So we decided to study the effect of coupled perturbations.
Coupling Perturbations
In the first test, we introduced perturbations into camera height (25%) (Fig. 28) and camera inclination angle (±1 and ±2 degrees) (Fig. 29) . Using the parameter a as the output of the system, we compared the pole assignment and robust control approaches. Figure 30 shows the output behavior of the system (a parameter) and Fig. 31 presents the lateral position behavior of the vehicle. As shown previously, robust control minimizes the effect of camera inclination angle perturbation, but even if the other perturbation is also minimized, the effect on the 3D lateral position remains considerable.
With these results, we definitively conclude that the robust control approach is better than the pole assignment approach.
In the second test, we append perturbation on camera roll angle (sinusoid of ±2 degrees) (Fig. 32) . Figure 33 presents the evolution of the output system. As we can see the robust controller is more efficient, and we observe also that the effect on lateral position behavior is better when using this kind of controller (see Fig. 34 ). But the simplified model is not sufficient to take all of these perturbations into account.
In the third test, we use sinusoid functions to inject perturbation into extrinsic camera parameters: r camera roll angle (sinusoid of ±2 degrees) (Fig. 35) , r camera inclination angle (sinusoid of ±1 degree) (Fig. 36) , r camera height (sinusoid of ±10 mm ) (Fig. 37) . Even if the effect of the roll angle perturbation is attenuated, there is an offset which appears on the output of the system and on the lateral position of the vehicle.
As regards these tests, we conclude that these approaches are subject to two limitations. The model of the interaction between the sensor and the scene does not take roll angle into account, and there is a problem in the presence of camera height perturbation.
The Path to Implementation
Until now, we have not had a real demonstrator. So, these approaches were tested with a 1/10 scale demonstrator. It is composed of a cartesian robot with 6 degrees of freedom (built by the firm AFMA Robot) and the WINDIS parallel vision system (Martinet et al., 1991; Rives et al., 1993) .
This whole platform (see Fig. 40 ) is controlled by a VME system, and can be programmed in C language under the V×Works real time operating system. The CCD camera is embedded on the end effector of the cartesian robot and is connected to the WINDIS vision system. In this servoing scheme the position of the different parts of the controller changes with the approach under consideration.
The road (see Fig. 41 ), built to a 1/10 scale, comprises three white lines. For each level of this vision system, we have introduced parallelism allowing us to reach video rate for most of the application tasks. The vision system computes the (a, b) parameters of the projected line in the image plane at video rate (25 Hz). In this implementation, we have identified a data flow latency of three sample periods. Now, we are working on the conception of a real demonstrator with the lateral and longitudinal control capabilities. We think that the main difficulties to path to real implementation should be the continuous extraction of visual informations in real environment, and the effectivness of the approaches described above.
Conclusion and Future Work
Controllers based on a visual servoing approach have been developed in this paper. We designed a controller with a pole assignment technique directly in the image space. After modeling the vehicle and the scene, we obtained equations which can be used to write the state model of the system. Visual servoing is performed well when there are no perturbations. When perturbations occur, a steady state error and oscillations appear. By introducing an integrator into the visual servoing scheme, we suppress the steady state error but amplify the oscillation problem.
We then investigated a robust control approach. The choice of b as the output parameter of the system does not permit the control of the lateral position of the vehicle precisely when the perturbations appear, but ensures control of heading. The choice of parameter a as the output of the system, to synthesize a new robust controller, seems to be sufficient when we have perturbations to α angle and camera height.
In the future, we will investigate a controller which can take into account a combination of perturbations to α angle, camera height and camera roll angle. For this purpose, we shall require improved models both of the scene and of the vehicle. The robust control approach is well adapted in this case, because this approach is efficient when we use more complex models. So an extension of this work using dynamic modeling can be considered.
We think that experimentation on a real vehicle will be necessary to validate all of the results presented in this paper.
