A hierarchical family of analytical Born-Oppenheimer potential energy surfaces has been developed for the HϩH 2 system. Ab initio calculations of near full configuration interaction ͑FCI͒ quality ͑converged to within Ϸ1 E h ͒ were performed for a set of 4067 configurations with the aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ basis sets. The complete basis set ͑CBS͒ limit energies were obtained using a highly accurate many-body basis set extrapolation scheme. Surfaces were fitted for the estimated CBS limit, as well as for the aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ basis sets using a robust new functional form. The mean unsigned fitting error for the CBS surface is a mere 0.0023 kcal/mol, and deviations for data not included in the fitting process are of similarly small magnitudes. Highly accurate calculations of the saddle point and van der Waals minimum configurations were performed using basis sets as large as aug-mcc-pV7Z, and these data show excellent agreement with the results of the extrapolated potential surface. The remaining errors from fitting, correlation treatment, and basis set incompleteness for the new CBS-limit surface are lower by over an order of magnitude compared to any prior analytic surface, and are all now significantly smaller than non-Born-Oppenheimer effects. We expect that this new family of potential surfaces will prove useful in studies elucidating the sensitivity of dynamical quantities to the quality of the potential surface.
I. INTRODUCTION
The H 3 system has been the subject of a vast number of experimental and theoretical studies, and the results of these have lead to significant advances in our understanding of gas-phase reaction dynamics. It has been over twenty seven years since Liu presented his seminal ab initio studies 1 of the collinear HϩH 2 potential energy surface ͑PES͒. Since that time, four global analytic PESs-the LSTH, 1-3 DMBE, 4 BKMP, 5 and BKMP2 6 surfaces-have been introduced that have been extensively used in dynamical calculations. Each of these surfaces is based partly on Liu's initial calculations and to varying degrees on additional ab initio data. 2,4 -9 More recently, Wu et al. 10 presented a new PES-the EQMC surface-consisting of spline fits of Extensive Quantum Monte Carlo ͑EQMC͒ calculations that are similar to earlier work of Diedrich and Anderson. 11, 12 It has been observed 13 that some 12 of the EQMC calculations for H 3 are not nearly as accurate as was originally believed. These problems also seem to extend to the new surface as its value for the lowest energy conical intersection lies above our best variational results by over 51 times the 1 statistical error estimate. We were unable to obtain the EQMC surface from the authors, so we will not be able to consider this potential in detail.
The availability of reliable PESs for H 3 has permitted a host of accurate quantal dynamics calculations that allowed direct comparison with experiment; 14 -42 in many instances, excellent agreement has been obtained. There are, however, a number of discrepancies for which the accuracy of the currently extant surfaces is not sufficient to permit unambiguous resolution. An example of one such disagreement concerns the thermal rate coefficients for the reaction of D with H 2 . At low temperatures ͑200 K͒ the theoretical 28, 34 rate coefficients on the BKMP and BKMP2 surfaces are higher than the experimental values [43] [44] [45] [46] by about a factor of 2, while at high temperatures ͑1500 K͒ the theoretical results are lower than the experimental ones by about 25%. One goal of the present work is to provide a PES that is sufficiently accurate that these remaining issues may be addressed.
One of the most significant advances in modern electronic structure theory has been the development of hierarchical families of one-electron basis sets, such as the correlation consistent sets [47] [48] [49] of Dunning and co-workers, that permit ab initio data to be systematically extrapolated to the complete basis set ͑CBS͒ limit. In the present study, we per-formed high-accuracy multireference configuration interaction ͑MRCI͒ calculations using the aug-cc-pVDZ, aug-ccpVTZ, and aug-cc-pVQZ basis sets for a set of 4067 H 3 configurations. We then used our recently developed manybody basis-set extrapolation scheme 13 to obtain the CBSlimit energy at each of these configurations. Analytic potential energy surfaces were then fitted for the CBS limit, as well as for the aug-cc-pVDZ, aug-cc-pVTZ, and aug-ccpVQZ levels of theory.
Our larger goal is to be able to explore the sensitivity of dynamical quantities, such as cross sections and rate coefficients, with respect to the quality of the underlying PES. This is a significant issue since the calculation of ab initio potential energy surfaces of most molecular systems is affordable only with modest-sized basis sets and approximate electron correlation methods. Assessing the accuracy of the resulting dynamical quantities determined from these PESs is complicated by the contributions of both of these errors, as well as those attributable to artifacts of the fitting procedure. The H 3 system is a convenient system to consider in this respect since the electron correlation and surface fitting errors can both be reduced to a negligible magnitude. Our newly fit Born-Oppenheimer potentials form a hierarchical family for which the one-electron basis set size is the only significant variable in the quality of the surfaces. This new family of surfaces will be used in subsequent accurate quantal dynamics sensitivity studies.
In Sec. II we discuss the ab initio data, in Sec. III we discuss the basis set extrapolation, in Sec. IV we give details of the functional representation, in Sec. V we detail some highly accurate calculations of the critical points and the conical intersection seams and compare these to the fitted potential surfaces, and in Sec. VI we discuss the new surfaces and compare to prior work.
II. AB INITIO CALCULATIONS
Each of the four previous, widely used potential surfaces was fitted to ab initio data having more than one source. Thus, the various basis sets and correlation treatments used, as well as the schemes employed to adjust these disparate data so that they could be used together, are relevant issues in assessing the quality of the prior PESs. For this reason, we will briefly review the historical ab initio data. A discussion of our new calculations will then follow.
Due to the disparate magnitudes considered, we will find it convenient to use several units of energy in this article. All of our computations, fits, etc., were performed in atomic units, and quantities presented here were converted using 1 E h ϭ27.211 396 1 eVϭ627.5096 kcal/molϭ21 9474.7 cm Ϫ1 . We will also find it convenient to use three different coordinate systems to specify the geometry of a molecular configuration. At times, we will use (R 1 ,R 2 ,R 3 ) where the R i are atom-atom distances. At other times we will specify (R 1 ,R 2 ,) where R 1 and R 2 are atom-atom distances and is the included angle. Occasionally, we will also use Jacobi coordinates, (R,r,␥), where r is the magnitude of a vector connecting two atoms, R is the magnitude of a vector connecting a third atom to the center-of-mass of the first two atoms, and ␥ is the angle between these two vectors.
A. Historical data
The initial calculations of Liu 1 used a 4s3 p2d Slatertype basis, which we will denote as L73, and were confined to collinear geometries where the high symmetry made the computations affordable ͑the basis set size was reduced to 48 symmetry-adapted functions from the original 75 functions by exploiting the full C ϱ symmetry͒. A total of 137 molecular configurations were studied via singles and doubles MRCI calculations with a CAS reference space of 3 orbitals. At 40 of these 137 configurations an additional MRCI calculation was performed where the final three-particle space was augmented by including all configuration state function ͑CSFs͒ that could be constructed solely from the 12 -, 6 -, and 2 ␦-type natural orbitals with the largest occupation numbers. The additional correlation energy recovered in these extended calculations was fitted to an analytic functional form, which was then used to calculate corrections for the full set of 137 configurations; Liu estimated these final energies as being within 50 E h of the full CI ͑FCI͒ limit. The barrier height in these calculations was 9.80 kcal/mol.
About five years later Siegbahn and Liu 2 addressed nonlinear configurations where the lower symmetry forced the use of a smaller basis set and a different correlation treatment. A ͓4s3 p1d͔ contracted Gaussian basis set ͑57 functions total͒, which we will denote as SL78, was used to calculate energies at 156 configurations. FCI calculations were performed in a truncated orbital space consisting of all natural orbitals ͑obtained by one of two different approaches 2 ͒ with an occupation number greater than 5ϫ10 Ϫ6 . At this level of treatment, the barrier height was 9.90 kcal/mol ͑for the saddle point geometry the orbital space retained consisted of 30 aЈ and 13 aЉ orbitals͒; by contrast, the barrier height in the full basis was 9.84 kcal/mol. We have recomputed all of these energies with a near-FCI quality ͑better than 1 E h accuracy͒ MRCI treatment. Once we excluded one high-energy configuration that was highly inaccurate, and corrected typographical errors for the geometries of three other configurations, 50 we observed that the correlation treatment used by Siegbahn and Liu had a mean error of 85 E h and a maximum error of 159 E h .
The LSTH PES 1-3 was fitted to 267 ab initio points; these consisted of 135 collinear configurations from Liu's initial study 1 and 132 nonlinear configurations chosen from the ones studied by Siegbahn and Liu.
2 Four additional, empirically determined, energies were added to constrain the fit; one was located near the saddle point and three points were placed in the van der Waals well region with values determined by the experimentally derived interaction potential of Gengenbach et al. 51 In order to place the data on an even footing, the interaction energies, i.e., the energies relative to H infinitely separated from H 2 at its equilibrium configuration, were fit, and the H 2 interaction was replaced with the more accurate data of Kolos and Wolniewicz. 52 The DMBE PES 4 was fitted to 316 ab initio data points at 310 unique configurations. These data consisted of the 267 points included in the LSTH surface, 31 additional near-FCI calculations with the SL78 basis performed by Blomberg and Liu 7 ͑6 configurations of which were identical to ones in the original 1973 study 1 ͒, and 18 scaled external correlation 53 ͑SEC͒ calculations 4 added to give better coverage near the region of conical intersections. The SEC calculations used the SL78 basis set and consisted of singles and doubles MRCI calculations with a full valence CAS reference space of 3 aЈ orbitals ͓the orbitals were obtained from preliminary complete active space self-consistent field ͑CASSCF͒ calculations͔. The SEC scale factor was chosen so that the H 2 dissociation energy reproduced the accurate value of 0.174 47 E h . The interaction energies from these 316 calculations were then empirically adjusted to reduce the barrier height to 9.65 kcal/mol to match an average of the best estimates 54 -56 available at that time. Eight additional, empirically determined, points were added to constrain the fit in various places; one was placed near the saddle point, one was placed at very short range in D 3h symmetry, and six points were placed in the van der Waals interaction region.
The 8 using a ͓5s4 p1d͔ basis set ͑the barrier height in this basis is 9.75 kcal/mol͒, and 404 new calculations. These latter calculations used the SL78 basis set and consisted of singles and doubles MRCI calculations employing SCF orbitals and reference configurations that were selected based on an energy criterion of Buenker et al. 57, 58 The MRCI energies were then adjusted by a correction that involved an extrapolation to a zero threshold for the configuration selection and by an empirically scaled, 59 renormalized 60 Davidson correction. 61, 62 The correction involving extrapolation to zero threshold averaged about 1 mE h and the Davidson-type correction averaged about 0.1 mE h ; Boothroyd et al. 59 estimated that the remaining errors in their correlation treatment after these corrections averaged about 0.13 mE h . All 770 data points were then adjusted to account for basis set incompleteness using a London correction, 59 i.e., an additive correction was applied that was equal to the difference between the London equation 63 result obtained using accurate H 2 potentials and the London equation result obtained using H 2 potentials generated by the production basis set. This London correction averaged about 1.8 mE h for energies obtained with the SL78 basis set and about 1.2 mE h for energies obtained with the L73 basis set; Boothroyd et al. 5 estimated that the remaining errors from basis set incompleteness were about 0.3 mE h . An additional 119 energies obtained from the potential of Gengenbach et al. 51 were used to constrain the fit in the region of the van der Waals minimum. Two additional constraining configurations were added near the barrier ͑Boo-throyd et al. 5 include these two points in their list of 772 ab initio energies͒. The barrier height for the fully adjusted surface was 9.54 kcal/mol. The BKMP2 potential 6 was fitted to 8701 ab initio energies at 7172 unique configurations. These data included nearly all of the data used in the BKMP surface, 503 near-FCI quality energies of Partridge et al. 9 that were calculated with a ͓6s5 p3d1 f ͔ basis set and concentrated in the longrange interaction region of the potential surface, and data from two new sets of calculations. The new calculations 6 used a ͓4s3 p2d͔ basis ͑that differed from the SL78 set only in the d space͒ for 6548 configurations and the SL78 basis set for a much smaller number of configurations. The correlation treatment was similar to that of the earlier calculations of Boothroyd et al. 5, 59 except that a much smaller threshold was used for configuration selection. Their extrapolation to zero threshold averaged about 0.4 mE h , their Davidson-type correction was about 0.1mE h , and their overall estimate of the remaining errors in the correlation treatment was 0.1mE h . Boothroyd et al. 6 again employed a London correction to correct for basis set incompleteness, but this was further augmented by a geometry dependent prefactor which was used to adjust the barrier height to match the value of the quantum Monte Carlo result of Diedrich et al. 11 (9.613 Ϯ0.006 kcal/mol) and to provide greater accuracy. The modified London correction for the new ͓4s3 p2d͔ calculations averaged about 1.1mE h and the average errors remaining from basis set incompleteness were estimated as being about 0.4mE h . A large number of constraining configurations were added during the fitting process; these were mainly at very compact high-energy configurations ͑with energies supplied by the London equation͒ or in the long-range interaction region with energies determined from a fit of the ab initio data of Partridge et al. 
B. New calculations
We performed MRCI calculations at 4067 configurations with the standard aug-cc-pVDZ, aug-cc-pVTZ, and aug-ccpVQZ basis sets; 47, 48 a few hundred of these configurations were also studied with the aug-cc-pV5Z basis set. The MRCI calculations were performed in C s symmetry and consisted of all single and double excitations from a CAS reference formed from 9 aЈ and 2 aЉ orbitals. The orbitals corresponded to the natural orbitals of a preliminary MRCI calculation that employed a full valence active space ͑3 aЈ orbitals͒ based on CASSCF orbitals. We made a number of comparisons between these MRCI calculations and FCI calculations in both the aug-cc-pVTZ and aug-cc-pVQZ basis sets, and these indicated that the correlation treatment was typically converged to better than 1 E h . A subset of these comparisons is listed in Table I . For a few, compact, highenergy configurations where the first three 2 AЈ states are closely spaced in energy, a modified procedure was necessary to achieve full accuracy. For the 86 configurations where R 1 р1.4a 0 , R 2 р1.4a 0 , and Ͻ90°, we performed a state-averaged CASSCF calculation which equally weighted the first three 2 AЈ states using an active space of 4 aЈ orbitals. These orbitals were then used in a preliminary MRCI calculation of the first three 2 AЈ states and employed a CAS reference function of 4 aЈ orbitals. The natural orbitals from this calculation were then used in a final MRCI calculation that employed the production active space of 9 aЈ and 2 aЉ orbitals.
The main grid of 3664 configurations was defined by choosing R 1 and R 2 from among ͕0.8, 0.9, 1.0, 1. 10 who employed a simple spline approach that had significantly larger errors than our global fits. All calculations in this work used the MOLPRO suite of ab initio programs.
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III. BASIS SET EXTRAPOLATION
Data at the CBS limit is obtained via an extremely accurate many-body extrapolation procedure previously presented by us. 13 The potential at a given point is written as a many-body expansion 65, 66 
where V A (1) is the energy of an isolated atom A, and V AB (2) and V ABC (3) are two-and three-body interaction energies, respectively. We calculate the one-and two-body terms in the full three-center basis; this requires six additional calculations for each configuration and basis set, but the additional cost is quite small for this system. We then obtain, using Eq. ͑1͒, three-body energies for two different basis set levels and obtain the three-body CBS limit by assuming that the threebody energies converge at the same rate as the sum of the two-body terms. This yields
where E n -body denotes the sum of all the n-body energies, i and j denote the two basis sets used, and we require iϾ j. The estimated CBS limit is then obtained by summing the extrapolated three-body term with the accurately known oneand two-body 67 energies. For most of the configurations used in the fitting process, we approximated the CBS-limit energies using Eq. ͑2͒ with the aug-cc-pVTZ and aug-cc-pVQZ energies. For a few high-energy configurations with large three-body contributions we instead extrapolated to the CBS limit using aug-ccpVQZ and aug-cc-pV5Z energies; this was done at the 365 configurations for which R 1 р1.4 a 0 and R 2 р1.4 a 0 . The aug-cc-pV5Z calculation at the configuration with R 1 ϭR 2 ϭ0.8 a 0 and ϭ180°suffered from linear dependency problems and thus this configuration was omitted from the final list of CBS energies used for the fits.
In prior work, 13 we demonstrated for a set of 231 collinear H 3 configurations that one could predict the aug-cc-pV5Z energies with a mean unsigned error of only 2.9 E h ͑Ϸ0.002 kcal/mol͒ when using triple and quadruple zeta basis sets and the appropriate analog of Eq. ͑2͒. Based on other tests, 13 we expect that similar ͑probably within a factor of 2͒ accuracy may be achieved in estimating CBS-limit energies. The accuracy of this approximation is highest in the asymptotic regions of the PES where the three-body effects are small, but the approximation is also excellent in the strong-interaction regions. We, therefore, expect that the remaining errors from basis-set incompleteness are less than or comparable to 0.01 kcal/mol throughout most of the CBSlimit potential surface.
IV. FITTING
The representation of PESs via analytical functional forms fit to ab initio energies at a sampling of relevant nuclear configurations is often a difficult task, and errors in such fits have frequently been responsible for qualitative disagreements between theoretical predictions and experimental observations. Even when carefully done, fitting errors are frequently the dominant source of error in the creation of a PES.
The standard means of assessing the fitting error is to consider the root-mean-square ͑rms͒ deviation ͓or mean unsigned deviation ͑MUD͔͒ between the fitted data and the functional representation. This is a reasonable lower bound on the fitting error as there is little reason to hope for better agreement for nuclear configurations not explicitly included in the fitting process. Unfortunately, the rms fitting error can greatly underestimate the true representation error. This condition can occur for a variety of reasons. One obvious possibility is a paucity of data, either in some relevant region, which is then poorly constrained, or in some unimportant region, which becomes speciously significant due to large errors. A more insidious source of difficulty arises when the fitting process becomes ill determined. This can happen even when the amount of data greatly exceeds the number of fitting parameters. In such cases, the observed rms deviation may continue to decline as the number of parameters is increased, but the quality of the functional representation does not improve. One can observe these types of problems, for instance, in the H 3 potential surfaces of Aguado and Paniagua. 68 In order to demonstrate a new fitting functional form, these authors refitted an H 3 surface using the 267 energies used in the LSTH PES and reported rms deviations as low as 0.02 kcal/mol. Unfortunately, this functional form is not flexible enough to treat configurations near the D 3h conical intersection; when it is used with larger data sets, such as those we have calculated, it is only capable of producing rms deviations of a few tenths of a kcal/mol. Difficulties of this kind can frequently be detected by methods such as the use of singular value decompositions. 69 Probably the most satisfactory measure of accuracy, however, is the rms deviation ͑or MUD͒ observed for a set of data not included in the fitting process. This type of error estimate is usually unaffordable, but calculations for the present system ͑with the smaller basis sets͒ are inexpensive enough that we are able to partially characterize our fitting errors in this manner.
The functional form for our family of surfaces is taken to be a London potential, 63 V London , augmented with a threecenter correction, i.e.,
The London potential 63 is given by
where the lower ͑upper͒ sign gives the ground state ͑excited state, i.e., 2 2 AЈ͒ surface, is a very small constant (10 Ϫ6 E h ) that has been included to ensure analytic derivatives and yet not appreciably affect the quality of the surface ͓ may be reset to zero in applications where the ͑physically realistic͒ discontinuous first derivatives at D 3h symmetry do not pose a problem͔,
and V sing (R i ) and V trip (R i ) are the H 2 singlet ͑i.e., X 1 ⌺ g ϩ ͒ and triplet ͑i.e., b 3 ⌺ u ϩ ͒ diatomic potentials, respectively. The ground and excited states for the London potential of H 3 exhibit a conical intersection for D 3h symmetry ͑when is reduced to zero͒. As noted by Johnson, 70 the London functional form ͑for the traditional form having ϭ0͒ can also produce spurious additional intersections-and consequently discontinuous derivatives-at other locations; specifically, Johnson noted that the LSTH PES suffered such complications. One can easily show however that intersections will not occur outside of D 3h symmetry if V trip (R)ϪV sing (R) is a monotonically decreasing function of R. This criterion holds for all of the potentials presented here. ͑This was not the case for the LSTH PES because that surface employed an effective triplet curve that was less repulsive at short range than the true triplet potential.͒
The diatomic two-body potentials were fitted to the form
where V SR denotes a ''short-range'' term consisting of a generalized Rydberg potential
and V LR denotes a ''long-range'' term given by a traditional dispersion potential
that is a function of a modified radius
which is designed to remove the singular behavior of V LR (R) at short range. The quality of our fits to the form of Eq. ͑7͒ was quite sensitive to the way we damped out the short-range behavior of the dispersion potential. The approach we finally adopted, i.e., the use of Eq. ͑10͒, worked quite well, but we had difficulties with other schemes. For example, we also tried the approach used by Schwenke 71 in fitting the H 2 potential 71, 72 that was subsequently adopted for use with the BKMP and BKMP2 surfaces. Schwenke 71 chose a long-range term of the form
where R 0 was a parameter given the value of about 3.5 a 0 . This form approaches a constant at small R, and this made fitting the energies in that region difficult. Apparently, Schwenke experienced similar problems since his fit has an excellent rms deviation of 0.52 E h for points greater than 1 a 0 , but much larger errors for smaller R-values.
For the potentials corresponding to a given basis set size, our diatomic fits used about 120 FCI energies distributed evenly in the range 0.5-12.5 a 0 . The CBS ground-state potential was fitted to the extremely accurate data of Kolos, Szalewicz, and Monkhorst 67 which ranged from 0.2-12 a 0 . The CBS triplet potential was fitted to FCI data that was calculated with the aug-cc-pV6Z basis set since we were unable to locate an extensive set of more reliable energies. The basis set convergence rate of the H 2 triplet energies is much more rapid than that of the ground-state energies; the aug-cc-pV6Z values deviate from the accurate data of Kolos and Rychlewski 73 by only 7, 4, 3, and 2 E h at Rϭ2, 4, 6, and 8 a 0 , respectively. Since the triplet H 2 potential will only affect the final accuracy of the excited state H 3 surface-where we will not achieve high accuracy anyway-we made no attempt to correct for these remaining small errors.
In all cases we chose the dispersion parameters of the long-range potential as those given by Deal and Young. 74 For each potential we used 17 terms in the short-range Rydberg expansion; our resulting rms deviations were all of the order of 10 Ϫ5 Ϫ10 Ϫ4 kcal/mol. We tested some of these potentials against additional ab initio data not included in the fit and confirmed that these energies were reproduced with accuracy comparable to that of the rms fitting errors.
The three-center correction term, V 3C , of Eq. ͑3͒ is represented as
The S ͓␣͔ terms are given by
and are similar to the functional forms used for the threebody terms of Aguado and Paniagua 68 except that those authors use i (R i )ϭR i exp(Ϫ␤R i ) instead of Eq. ͑14͒. The linear parameters in Eq. ͑13͒ are required to obey symmetry constraints, i.e.,
C is a cusp emulating term designed to aid the fit near the region of conical intersection, and is given by
where the parameter C was chosen to be 1ϫ10 Ϫ6 a 0 to slightly round the singular behavior that would otherwise be present at D 3h configurations. At small distances and very high energy ͑Ͼ10 eV͒ an 2 A 1 Ј state drops below the doubly degenerate EЈ state and the D 3h conical intersection is no longer present on the ground-state PES ͑it then exists between two excited states͒. This 2 A 1 Ј state exhibits a conical intersection with the 2 B 2 state in C 2 symmetry ͑this will be discussed in more detail in a later section͒, but this seam exists only at very high energies. Neither our new potentials nor any of the prior surfaces attempt to model the ''disappearance'' of the D 3h seam or the appearance of the C 2 seam. It is our expectation that the dynamical quantities we wish to address are not especially sensitive to these veryhigh-energy features. The term is an analytic cut-off function designed to smoothly damp out V 3C when any atomatom distance is small, and is given by
where ␦ and are parameters ͑note that this function has analytic derivatives of all order at R i ϭ␦͒, and
.
͑18͒
The cut-off function of Eq. ͑17͒ was necessary to remove unphysical features that were invariably present in the terms given by Eq. ͑13͒ for very high energy ͑Ͼ10 eV͒ configurations where we did not have ab initio data. These regions are reasonably modeled by the unmodified London term. The cusp emulating term of Eq. ͑16͒ was critically important for achieving high overall accuracy; the W term of Eq. ͑18͒ was of more modest utility.
The two cut-off function parameters were chosen to be the same for all surfaces and given the values ␦ϭ0.72 and ϭ0.02 a 0 . The single remaining nonlinear parameter, i.e., ␤ of Eq. ͑14͒, was optimized separately for each surface. At each step in this optimization, the linear parameters of Eq. ͑13͒ were optimized by a call to a linear least squares routine. During the fitting, we weighted all configurations having an energy greater than Ϫ1.4 E h by a factor of 0.1 and all other configurations by a factor of 1.0. For the CBS-limit data, a total of 114 points exceeded an energy of Ϫ1.4 E h and received the reduced weighting. Our final fits used M ͓1͔ ϭM ͓2͔ ϭ12 and M ͓3͔ ϭM ͓4͔ ϭ11 for each of the surfaces, which resulted in 320 symmetry-unique linear parameters. The optimal ␤ value for the aug-cc-pVDZ data was significantly smaller than that of the rest of the surfaces, and this resulted in a very long-range three-body potential. We, therefore, constrained this parameter to a value of 0.9 a 0 Ϫ1 which increased the rms fitting error by about 10%.
For convenience, we will designate the surfaces fit with the aug-cc-pVDZ, aug-cc-pVTZ, aug-cc-pVQZ, and CBSlimit data as A2, A3, A4, and CCI ͑for complete CI, i.e., FCI in a complete basis set͒, respectively. The rms deviations, mean unsigned errors, and largest errors for each of the fits are displayed in Table II ͑in each case we report the unweighted values͒. The mean unsigned error of the CCI surface, at a mere 0.0023 kcal/mol, is sufficient to ensure that the fitting error for most of the surface is smaller than or comparable to the residual basis set extrapolation errors. A set of contour plots of the CCI surface is displayed in Fig. 1 .
In order to confirm the high accuracy of our fitting process, we calculated an additional 620 energies with the augcc-pVTZ basis set for a grid of configurations chosen to widely sample the surface without being close to configurations used in the fitting process. This grid was determined by choosing R 1 and R 2 from among ͕0. 82 Table III . The performance of the fit at these 620 additional configurations is a very rigorous test of the reliability of the A3 surface and confirms that the fitting error measures in Table II accurately characterize the quality of the surface. The A4 and CCI surfaces were too expensive to test in this manner, but the strong similarity of these surfaces to the A3 surface, both in terms of their topography and with regard to the rms fitting errors, makes it reasonable to expect that they are of similarly high quality. The A2 surface has fitting errors that are significantly larger than those of the other three surfaces; even these errors are very small, and are certainly negligible when compared to the errors resulting from basis set size.
By choosing the alternate sign in the London equation term of our potential, we can also obtain a representation of the excited-state surface. Since this surface has not been explicitly constrained by ab initio data, the overall accuracy will be modest. We can expect good accuracy in the longrange portions of the excited-state potential and reasonable accuracy near the conical intersection, but only semiquantitative behavior elsewhere. One can also obtain approximate nonadiabatic couplings using the procedures discussed by Thompson and Mead. 75 This was done and carefully discussed for the DMBE PES, 4 so we will not review the rel- 
V. STATIONARY CONFIGURATIONS AND CONICAL INTERSECTIONS
In this section, we will characterize the saddle point and van der Waals minimum using much larger basis sets than we used to generate the potential surfaces. We then compare these calculations to the values of our new fitted surfaces as well as to values obtained from the prior surfaces. The excellent agreement we achieve serves as further confirmation of the high accuracy of our new potential surfaces. We will also present a detailed exploration of the regions of conical intersection.
In addition to the standard aug-cc-pVXZ basis sets, we will make use of modified sets, i.e., the aug-mcc-pVXZ sets, 13 that display slightly greater regularity in the convergence to the CBS limit. These sets differ from the standard aug-cc-pVXZ sets in that both the s and p correlating functions were taken to be even-tempered series and optimized for the FCI energy of H 2 , and in the number of primitive Gaussians in the 1s contracted function. The number of primitives in the 1s contraction in the standard aug-cc-pVXZ sets increases by one for each zeta increase from aug-ccpVDZ to aug-cc-pVQZ and then by two after that. Thus, the incremental increases for the higher aug-cc-pVXZ basis sets are effectively of two-zeta higher quality for the H atom but only one-zeta higher quality for molecular systems. This mismatch can cause an extrapolation error of as much as 20 E h for the H atom; the aug-mcc-pVXZ sets use a 1s-primitive set that always increases by one for each increase in X. We have optimized a set of parameters for the aug-mcc-pV7Z set for this work; parameters for the smaller aug-mcc-pVXZ basis sets have been tabulated previously.
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A. The saddle point
The H 3 saddle point has been the subject of a great many ab initio studies; a historical review has been presented by Diedrich and Anderson, 11 and most of these calculations need not be revisited here. Table IV presents the saddle point geometries and barrier heights for the surfaces under consideration and compares them to the results of various ab initio calculations. Our PESs reproduce the ab initio barrier heights to which they were fitted to within 2.5ϫ10 Ϫ5 , 3.8ϫ10 Ϫ4 , 1.2ϫ10 Ϫ3 , and 1.1ϫ10 Ϫ3 kcal/mol for the A2, A3, A4, and CCI surfaces, respectively; high accuracy is also observed for the saddle point geometries.
Our best variational result, the aug-mcc-pV7Z energy, lies only 86 E h above our best estimate of the true saddle point energy and 70 E h above the variational bound of Komasa et al. 76 that was obtained using a 600 function exponentially correlated Gaussian ͑ECG͒ calculation. The H 2 equilibrium energy is reproduced to within 72 E h in the same basis. The three-body energy in the aug-mcc-pV7Z basis is 0.188 768 E h and lies below our best estimate of the CBS-limit by only 40 E h .
The basis set convergence at the saddle point in the augmcc-pVXZ basis sets is presented in Fig. 3 . As we have noted previously, 13 the three-body energy for H 3 is positive and virtually always a monotonically increasing function of the basis set size; thus, the three-body term summed with the exact one-and two-body energies yields a plausible lower bound on the true energy. We can extrapolate the three-body energies to the basis set limit using an exponential form-a procedure that nearly always overestimates the true basis set convergence rate-and thus obtain a still higher plausible lower bound. A plausible upper bound can be obtained similarly by exponential extrapolation of the sum of the two-and three-body energies with exact one-body energies. When this is done using the results of the three largest aug-mcc-pVXZ basis sets, we obtain approximate upper and lower bounds of 9.631 and 9.598 kcal/mol, respectively. Our plausible upper bound is quite a bit higher than the variational bound of Komasa et al.; 76 by combining our estimated lower bound with their variational result we predict that the true barrier height almost certainly lies within the range of 9.608 Ϯ0.010 kcal/mol. The median of this estimate agrees very well with our best barrier estimate obtained via the manybody extrapolation scheme of 9.607 kcal/mol. The Monte Carlo result of Diedrich and Anderson 11 is in reasonable agreement with our best barrier estimates, but given the systematic biases that have plagued very similar calculations 12 this agreement may be partly fortuitous.
The saddle point on our new CCI surface lies only 0.006 kcal/mol below our best estimate obtained from vastly ͑a factor of Ͼ400͒ more expensive calculations. This is within our anticipated accuracy for regions of the surface with large three-body effects.
B. The van der Waals well
The van der Waals well region of H 3 was not well characterized by ab initio calculations until the study of Partridge et al. 9 Prior to that time, PESs were fitted in this region to experimental data such as that provided by Gengenbach et al. 51 In Table V we list the minimum locations and well depths for the surfaces under consideration, as well as a comparison to a selection of ab initio calculations.
The van der Waals minimum geometries for the LSTH and DMBE surface are quite inaccurate and are bent instead of collinear; these nonlinear minima are 11 and 3 E h deeper, respectively, than the lowest energy collinear configurations. These poor geometries are a consequence of the extremely limited number of data points placed in this region during the fitting process ͑3 points for LSTH and 6 for DMBE͒. The LSTH well depth is too shallow by about 22 E h but the DMBE well depth is too deep by only 4 E h . Much greater attention was given to the van der Waals well region ͑and the long-range-interaction regions in general͒ during the fitting of the BKMP and BKMP2 sur- 2 ϭ1.7573 a 0 ,ϭ180°) . The open squares are total energies, the filled circles are energies with the one-body terms replaced by their CBS limit, and the open circles are energies with the one-and two-body terms replaced by their CBS limits. The thin line is the value of our best estimate, and the energies are relative to the accurate value for asymptotically separated HϩH 2 (R eq ). faces than was given for the two earlier surfaces. The BKMP well depth is about right, but its position is about 0.35 a 0 too stretched compared to the accurate values; given the extremely broad and shallow nature of the well, this deviation is not too bad. The BKMP2 surface was the first PES where high-quality ab initio data was used to constrain the van der Waals well region; these data 9 are the most accurate ones included in the BKMP2 fitting process, and a very extensive set of points was used. Consequently, the BKMP2 surface yields a very good well geometry, but curiously the well depth is about 17 E h too deep even though the ab initio values of Partridge et al. 9 that were used in the fit are accurate for this quantity.
Our four new surfaces reproduce the well depths of the ab initio data to which they were fitted to within 5, 3, 2, and 2 E h , respectively, for the A2, A3, A4, and CCI surfaces. The new fits also reproduce the minimum configuration geometries very well, with the largest error being about 0.05 a 0 for the A2 surface; for such a broad shallow well, we expect that differences of this magnitude in the minimum configurations will have virtually no influence on the quality of the PESs.
As can be seen from the data in Table V , ab initio calculations can reproduce the van der Waals well depth with very high precision and accuracy. The seven calculations with basis sets of quadruple-zeta or higher quality all agree with our best estimate to within 1 E h . The aug-mcc-pV7Z calculation yields a value of 0.001 169 E h for the three-body energy and our best estimate of the true three-body energy is only 2 E h higher than this. After we adjust for the small correlation error expected in the MRCI calculations, our best estimate of the well depth is 86Ϯ1 E h . The well depth of the CCI surface is about 2 E h too deep, due to the basisset-extrapolation error when using aug-cc-pVTZ and aug-ccpVQZ basis sets. This extremely small error is further confirmation of the high accuracy we anticipated for the extrapolation scheme in the weakly interacting regions. Figure 4 compares the CCI, BKMP, and BKMP2 surfaces for a collinear cut in Jacobi coordinates with r fixed at 1.449 a 0 ͑this distance corresponds to the vibrationally averaged H 2 separation͒. The BKMP surface shows a large discrepancy compared to the CCI curve, presumably because of deficiencies in the experimental data 51 used to constrain the fit in this region. The agreement between the CCI and BKMP2 potential is fair, with the BKMP2 curve being too deep by about 19 E h ͑0.012 kcal/mol͒ which is comparable to the error noted above for the minimum structure. 10 their figure shows the EQMC potential to be systematically deeper than the BKMP2 PES for the region with RϾ5.6 a 0 . Thus, the EQMC PES will show even larger deviations with the CCI surface than the BKMP2 potential does. Given the extremely high accuracy of the many-body extrapolation approach in this region ͑the deviations between the EQMC and CCI results are an order of magnitude larger than the estimated basis set incompleteness of the three-body terms obtained with the aug-mccpV7Z basis͒, these deviations must be almost entirely due to errors in the Monte Carlo calculations ͑the magnitude of the deviations is about three times the Monte Carlo 1 statistical error tolerance of 0.005 kcal/mol that was employed for this region of the PES͒.
C. The conical intersection seams
The H 3 system exhibits a well studied, 77 Table VII . As we have discussed previously, we made no attempt in our fits to model the appearance of the C 2v seam or the disappearance ͑from the ground state͒ of the D 3h seam as these features occur only at very high energies (E Ͼ10 eV). The intersection seams are displayed in Fig. 5 .
The lowest energy conical intersection occurs at about R 1 ϭR 2 ϭR 3 ϭ1.971 a 0 with an energy of about 2.7 eV. In Table VIII we compare the geometries and energies of the lowest energy intersections of all the surfaces under consideration to some ab initio values. Figure 6 displays the JahnTeller splitting for a cut passing through the lowest energy D 3h conical intersection. The newly fitted surfaces show good agreement with the ab initio data to which they were fitted. The four older surfaces all show reasonable agreement for the geometry of the lowest energy intersection, but have energies that are too high by 0.69-1.39 kcal/mol.
Wu et al. 10 report a value of 2.721 eV for the lowest energy conical intersection on the EQMC PES ͑except for the saddle point value and the data that could be obtained from their figures, this is the only energy we were able to extract from their article͒. Wu et al. 10 also reported a 1 statistical accuracy for energies below 3 eV of 0.001 kcal/ mol, and additionally remarked that of 3684 additional calculations not included in their spline fit, none differed from the fitted values by more than an error of 2 in magnitude. The observed accuracy of their lowest energy conical intersection value is in marked contrast to their claimed accuracy; their value is too high as compared to our best variational result by over 51 times their 1 statistical error ͑and about 57 away from our best estimate͒. This problem is consistent with a substantial bias toward higher energies that we noted 13 in prior EQMC calculations. 12 ͑It is also interesting to note that the earlier EQMC calculations 12 are actually much lower that those used for the EQMC PES in the region of the lowest energy conical intersection.͒
VI. DISCUSSION
In Fig. 7 we display contour plots of all 8 potential surfaces under consideration using Jacobi coordinates with r fixed at the accurate saddle point value of 1.757 a 0 . The saddle points of these surfaces all lie near the accurate value of Rϭ2.6355 a 0 and ␥ϭ180°, so any deviations between the surfaces in the neighborhood of the saddle point should be visible in these plots. One can see from Fig. 7 that the long-range anisotropy of the earlier surfaces is substantially larger than it should be.
We have performed a number of tests of the accuracy of the MRCI calculations that were used to obtain the majority of points used to fit the BKMP and BKMP2 surfaces. A comparison of 10 examples of the ͓4s3 p1d͔ calculations used in the BKMP fit to full CI values is presented in Table  IX . A comparison of near-FCI quality MRCI calculations to the ͓4s3 p2d͔ data used in the BKMP2 fit at the same configurations considered in Table IX is presented in Table X . Both Tables IX and X also compare the deviations between our CBS-limit energies obtained from the CCI surface and the London ͑or modified London in the case of BKMP2͒ basis set corrected energies; this is done for the energies obtained with the original correlation treatment as well as for the energies from the near FCI treatment. ͑These ten configurations were originally presented in Table II of the BKMP  article  6 and were also reconsidered by Partridge et al. 9 ͒ The mean unsigned error of the correlation treatment for the ͓4s3 p1d͔ energies of Boothroyd et al. 5 considered in Table  IX is 169 E h ; this is slightly higher than the anticipated uncertainty of about 0.13 mE h , and substantially higher than the correlation treatment errors of the earlier work of Liu 1 or Siegbahn and Liu. 2 The mean unsigned error for the correlation treatment used for the ͓4s3 p2d͔ calculations of the BKMP2 surface that are considered in Table X is 164 E h , which is again higher than the expected error of 0.1 mE h . This mean error is essentially the same as the error for the earlier BKMP 5 calculations considered in Table IX despite a factor of 5 decrease in the MRCI configuration selection threshold employed by Boothroyd et al. 5, 6, 59 and discussed in Sec. II.
The fully corrected ͑with the London correction and various CI corrections included͒ BKMP ͓4s3 p1d͔ energies we consider in Table IX have a mean unsigned deviation with the values of our CCI surface of 353 E h ; this deviation would have been reduced to 288 E h if a near-FCI correlation treatment had been used. This deviation is comparable to the 0.3 mE h estimated error for the basis set extrapolation approach used with the BKMP surface. The fully corrected BKMP2 ͓4s3 p2d͔ energies we consider in Table  XI have a mean unsigned deviation with the values of our CCI surface of 178 E h , and this would have been further reduced to 158 E h if a near-FCI correlation treatment had been used. This mean deviation is substantially better than that observed for the earlier BKMP calculations, and much better than the estimated errors for the modified London correction of 0.4 mE h . A substantial part of this improvement probably results merely from the use of a larger basis set than was used earlier, but the modification ͑in the form of a geometry dependent prefactor͒ of the London correction employed for the BKMP2 fit by Boothroyd et al., 6 and motivated by some comments of Partridge et al., 9 may also have contributed significantly.
We can use our estimated CBS-limit energies and additional data with smaller basis sets to gauge the effectiveness of the more approximate London basis-set-incompleteness correction scheme 59 that was used for the BKMP surface. The results of this comparison are presented in Table XI . The accuracy of the London-corrected aug-cc-pVTZ and aug-ccpVQZ energies is quite good-the MUEs are only 0.116 and 0.029 kcal/mol, respectively. The magnitude of the correction averages 2084 E h for the aug-cc-pVTZ basis set, which is comparable to the mean correction size of the SL78 basis set, but only 630 E h for the aug-cc-pVQZ basis set. In their study, Partridge et al. 9 speculated that the London correction systematically underestimated the true correction for all bent geometries and predicted that the correction at 60°should be roughly 33% larger than at the collinear geometries. In contrast to this expectation, we observe that for all three basis sets considered, the London correction overestimates the basis-set incompleteness error at the vast majority of configurations; this trend was responsible, for instance, for predicting a barrier height for the BKMP surface that was too low ͑9.54 kcal/mol as compared to the accurate value of 9.608 kcal/mol͒. We examined the mean errors of the London correction as a function of the included angle and observed that these errors tend to slightly increase as one approaches the D 3h and collinear configurations. This is due to the fact that, as Partridge et al. predicted, the true basis set error increases as a function of the included angle; thus the London correction overestimates the basis set error at bent geometries by less than at collinear ones ͑at the D 3h configu- rations the London correction frequently underestimates the true basis set error͒.
It is also interesting to note that the BKMP and BKMP2 surfaces profit from a fortuitous cancellation of error since, for most configurations, the errors from the correlation treatments are of opposite sign to the errors from the London basis-set-correction schemes. At high-energy configurations, such as near the conical intersection seam, both the CI and FIG. 7. Contour plots ͑in kcal/mol above HϩH 2 ͓R eq ͔͒ in the Jacobi coordinates R(a 0 ) and ␥ ͑deg.͒, with r fixed at the accurate saddle point value of 1.757 a 0 . The surfaces presented are ͑a͒ A2, ͑b͒ A3, ͑c͒ A4, ͑d͒ CCI, ͑e͒ LSTH, ͑f͒ DMBE, ͑g͒ BKMP, ͑h͒ BKMP2. The contours are drawn at increments of 0.5 kcal/mol. The minimum in each plot corresponds approximately to the collinear saddle point.
basis-set corrections underestimate the true results; thus, these areas suffer the largest errors.
We have made a number of comparisons of the Legendre expansion coefficients for the various surfaces, i.e., the V 2n (R,r) coefficients in the expansion
where the P 2n (cos ␥) are Legendre polynomials. Table XII compares values of V 0 (R,r) ͑the spherical average͒ and V 2 (R,r) ͑the first anisotropic expansion coefficient͒ for the eight surfaces under consideration to the ab initio values of Partridge et al. 9 Partridge et al. 9 underestimate the magnitude of the V 0 (R,r) term due to basis-set incompleteness, but claim that this is not a serious problem for the higherorder terms. Their tabulated values of V 0 (R,r)ϪV 0 (R ϭϱ,r) have a well depth of about 67 E h at rϭ1.449 a 0 , but they estimate the true value as 75Ϯ3 E h . This revised value is in good agreement with the CCI value of 79 E h ͑which, from the discussion in Sec. IV B, we expect to be very slightly too large͒.
The CCI V 0 (R,r)ϪV 0 (Rϭϱ,r) values agree quite well with the BKMP2 values. The agreement for these two surfaces within the strongly repulsive region (RϽ5 a 0 ) is within 1.5% with the largest absolute deviations being 0.12 kcal/mol. For the region Rϭ5 -10 a 0 , which includes the van der Waals well region, the absolute deviation between the values of the CCI and BKMP2 surfaces never exceeds 0.0059 kcal/mol. This level of agreement is surprising given that the BKMP2 minimum configuration for the van der Waals well is too deep by 17 E h ͑0.011 kcal/mol͒. This observation is explained by a strong angular effect; at R ϭ6.5 and rϭ1.449 a 0 the BKMP2 surface is deeper than that of the CCI surface by 19, 4, 0, and 3 E h at ␥ϭ0, 30, 60, and 90°, respectively. The BKMP2 surface is also 6.6 E h deeper than the CCI surface in the asymptotic limit ͑for rϭ1.449 a 0 ͒ because the diatomic potential used in the BKMP and BKMP2 fits includes contributions from nonBorn-Oppenheimer effects; thus, the final BKMP2 values tabulated in Table XII are actually slightly smaller in magnitude near the well region than those for the CCI surface. The first anisotropic Legendre expansion coefficient characterizes aspects of the potential surface that are important for correctly describing inelastic scattering events and is displayed in Fig. 8 for the case of rϭ1.449 a 0 . The shortrange behavior is reasonable for all the surfaces, as can be seen in Fig. 8͑a͒ , although the earliest three surfaces ͑LSTH, DMBE, and BKMP͒ do show some discrepancies. The longrange behavior shows much wider differences as indicated in Fig. 8͑b͒ . The DMBE surface shows a large discrepancy in the range of 3.5-5 a 0 . Boothroyd et al. 6 have conducted a detailed analysis of quasiclassical trajectory calculations that indicate that this discrepancy is responsible for a large difference between the DMBE surface and other surfaces for low-energy cross sections of some rotational excitations in HϩH 2 ͓e.g., for HϩH 2 (ϭ0,jϭ0)→HϩH 2 (ϭ0,jϭ2)͔. This finding explained the earlier observation made by Sun and Dalgarno 30 that the DMBE surface produced quantal rate constants for low-temperature rotational excitations that are over an order of magnitude larger than those for the LSTH surface. The performance of the LSTH, BKMP, and BKMP2 surfaces for the long-range (RϾ3 a 0 ) part of V 2 (R,r) is not as poor as in the DMBE surface, but significant discrepancies are still observed that may adversely impact low-energy cross sections for rotationally inelastic collisions. The results for V 2 (R,r) on the A3, A4, and CCI surfaces all agree extremely well with each other and with the ab initio values of Partridge et al. 9 The results for the A2 surface are not quantitatively accurate; this is partly due to that surface's larger fitting errors, partly due to the significantly different value of R eq obtained for H 2 with the aug-cc-pVDZ basis set, and partly due to more general basis set deficiencies. Figure 9 displays the behavior of the various surfaces for the V 4 (R,r) and V 6 (R,r) Legendre coefficients. Once again we note that the A3, A4, and CCI surfaces all agree extremely well with each other and with the ab initio results of Partridge et al. 9 The four earlier surfaces all display unphysical oscillations that are probably largely due to fitting errors.
We can also use our estimated CBS limit energies to partially gauge the accuracy of the other surfaces. The mean unsigned deviations ͑MUDs͒ between the CBS limit data and the other surfaces are given in Table XIII . The LSTH and DMBE surfaces have relatively high MUDs, but once we exclude points above 3 eV in energy, these drop to 0.248 and 0.270 kcal/mol, respectively. These MUDs are not too different from the rms errors ͑0.23 and 0.291 kcal/mol, respec- The mean unsigned error, in kcal/mol, of the London correction scheme for points with an energy less than 3 eV.
c
The number of configurations ͑out of the total of 4066͒ for which the London correction overestimates the error from basis-set incompleteness.
d
The mean magnitude of the London correction in E h . e
The mean unsigned error, in kcal/mol, of the London correction for all points having an included angle within the specified range.
tively͒ obtained for the nonlinear subset of points included in the fits of these surfaces. The MUDs noted for the BKMP and BKMP2 surfaces are both comparable to the rms fitting errors reported for these surfaces. This is remarkable because these surfaces also have significant errors from the correlation treatment and the basis set extrapolation approaches. The comparisons of Tables X and XI would suggest that these two sources of error alone might be expected to cause mean unsigned deviations of 0.18 and 0.09 kcal/mol in the BKMP and BKMP2 surfaces, respectively. The MUD between the CBS limit energies and the augcc-pVDZ energies is very large, as expected. The aug-ccpVTZ and aug-cc-pVQZ basis set also display fairly significant MUDs ͑0.54 and 0.15 kcal/mol, respectively͒ with the CBS limit energies. Although these MUDs drop to 0.295 and 0.089 kcal/mol, respectively, once we exclude points above 3 eV in energy, they are still significantly higher than one might expect-the barrier heights, for instance, are only 0.09 and 0.03 kcal/mol higher, respectively, than that of the CCI surface. These higher-than-expected MUDs result, in part, from a subtle topographical shift caused by the tendency of the smaller basis sets to energetically favor slightly larger bond distances. Another subtle source of increased deviations between the A3 or A4 surfaces and the CCI surface lies in the lower HϩHϩH dissociation energy these potentials have.
The MUDs of Table XIII are only one measure of the quality of the potential surfaces-other, more subtle, aspects may be at least as important. Our four new surfaces are all analytic representations, as is the DMBE PES, but the LSTH, BKMP, and BKMP2 surfaces all have discontinuous third derivatives. The A3, A4, and CBS surfaces all have very high accuracy for the anisotropic components of the Legendre expansion-a feature that is, to varying degrees, lacking in the earlier surfaces. The new surfaces are all obtained at a consistent level of theory whereas the four prior surfaces were obtained using data from different basis sets and CI treatments.
The four earlier surfaces we have considered were adjusted in a variety of empirical ways to correct features such as the barrier heights, to correct for CI errors, to correct for basis set incompleteness, etc. All four earlier surfaces were also modified to dissociate to an accurate H 2 curve; in the case of the BKMP and BKMP2 surfaces this H 2 curve includes contributions from adiabatic, nonadiabatic, and relativistic effects ͑at R eq this curve is about 20 E h deeper than the accurate Born-Oppenheimer potential͒. Most, if not all, of these changes probably improved the overall quality of the surfaces, but they may also have introduced subtle inconsistencies that specific dynamical quantities will be sensitive to. Additionally, the remaining errors for these surfaces contain large components from each of the three usual causescorrelation error, basis set incompleteness, and fitting error. Our four new surfaces were all constructed with a consistent set of data and have essentially negligible errors resulting from correlation treatment effects. The fitting errors of all four new surfaces are also very low; thus, basis set incompleteness is the only significant component of the error for the A2, A3, and A4 surfaces. The CCI surface is of sufficiently high quality that any remaining errors should be negligible compared to effects arising from the breakdown of the Born-Oppenheimer approximation. Now that we have obtained a highly accurate representation of the Born-Oppenheimer surface, we consider any corrections that might be required to yield accurate comparisons to experiment. Relativistic effects for low-mass systems like H 3 are expected to be quite small. We have performed scalar relativistic calculations as the expectation values of the one-electron mass velocity and Darwin operators at the MRCI level using an uncontracted version of the aug-ccpV5Z basis. These results predicted a change to the barrier height of only about 0.05 cm Ϫ1 , which is negligible for our purposes. It should be noted that a similar treatment of H 2 reproduced the accurate relativistic contribution obtained by Kolos and Wolniewicz 78 to within 0.002 cm Ϫ1 . The BornOppenheimer diagonal correction ͑BODC͒ and nonadiabatic effects are a more substantial concern; to fully include the latter of these involves treating numerous excited states. Fortunately, at low energies ͑well below the point where the first excited state is energetically accessible͒, the BODC should represent the largest contribution.
The BODC term has a strong mass dependence, and when different isotopes of hydrogen need to be treated, the term has different symmetry properties than the BornOppenheimer surface. Thus, these contributions are probably most conveniently added via a separate correction potential.
Garrett and Truhlar 79 estimated that the diagonal correction would raise the barrier height of H 3 by as much as 0.21 kcal/mol, and very recently Garashchuk et al. 80 estimated this correction to be 72 cm Ϫ1 ͑0.21 kcal/mol͒. Garrett and Truhlar 79 based their estimate on a simple two-state approximation using a London potential, whereas Garashchuk et al. 80 explicitly calculated these corrections at the SCF and MP2 level ͑such single determinant approaches can be inaccurate; indeed, they yield singularities in certain regions͒.
We have recently conducted more extensive calculations of the diagonal correction using the MCSCF implementation of Schwenke. 81 For each energy needed in the BODC calculation, we first perform a singles and doubles MRCI calculation using a full valence reference function with CASSCF orbitals and the aug-cc-pVQZ basis set to produce a set of CI natural orbitals. We then calculate the BODC at the FCI level of theory using a truncated basis consisting of the 32 highest occupation natural orbitals ͑the MCSCF implementation limits such FCI calculations to no more than 32 orbitals͒. This level of treatment is sufficient to yield a result for H 2 (R eq ) that is within 0.2 cm Ϫ1 of the accurate result of Kolos and Rychlewski. 82 Our estimated correction to the barrier height from the BODC term is ϩ0.154 kcal/mol, which is in fair agreement with the two more approximate calculations. We are in the process of fitting these corrections to analytic functional forms.
VII. SUMMARY
We have presented a hierarchical family of global analytic Born-Oppenheimer potential energy surfaces for the H 3 system. These surfaces, denoted A2, A3, A4, and CCI, were fitted to accurate MRCI energies of aug-cc-pVDZ, aug-ccpVTZ, aug-cc-pVQZ, and estimated complete basis set ͑CBS͒ quality respectively. Comparisons to full CI calculations indicate that the remaining errors from the correlation treatment are typically less than 1 E h . The fits of the A3, A4, and CCI surfaces are estimated to have a mean unsigned error of about 0.003 kcal/mol, and this extremely high accuracy has been confirmed for the A3 surface via an extensive set of comparisons to ab initio data not included in the fitting process. Thus, the only significant source of error for the A2, A3, and A4 surfaces is the effect of basis-set incompleteness. The many-body basis-set-extrapolation approach used to produce the estimated CBS data has been extensively tested, and for the basis sets used to calculate the CCI surface, is expected to produce a mean error of well below 0.01 kcal/ mol. We, therefore, expect that the CCI surface has a mean deviation of less than 0.01 kcal/mol with the true BornOppenheimer potential energy surface.
We have conducted extensive tests of the barrier height, van der Waals well depth, and lowest energy conical intersection using basis sets as large as aug-mcc-pV7Z, and our best estimates of these are 9.608Ϯ0.010 kcal/mol, 86 Ϯ1 E h , and 2.696 eV, respectively. Our best variational result for the lowest energy conical intersection is below the quantum Monte Carlo result of Wu et al., 10 by more than 51 times their one statistical error estimate, indicating that the EQMC potential surface 10 suffers from problems similar to those observed 13 for the earlier calculations of Diedrich et al. 12 We have also examined the effects of including the Born-Oppenheimer diagonal correction, and we estimate that this correction would raise the barrier height by about 0.154 kcal/mol. We have compared our new surfaces to the earlier analytic H 3 surfaces ͑LSTH, DMBE, BKMP, and BKMP2͒; the new surfaces display a considerably improved representation of the long-range anisotropy which is expected to be important for the accurate description of lowenergy scattering processes.
Our new hierarchical family of potential energy surfaces will be used in subsequent accurate quantum dynamics calculations. We expect that such calculations will shed light on the sensitivity of dynamical quantities ͑such as cross sections, rate constants, and resonance positions͒ to the quality of the potential energy surface. We further anticipate that the CCI potential energy surface is of sufficiently high quality that it will enable us to address a number of remaining theoretical-experimental discrepancies.
