Convergence of Markovian Stochastic Approximation with discontinuous
  dynamics by Fort, Gersende et al.
ar
X
iv
:1
40
3.
68
03
v2
  [
ma
th.
ST
]  
26
 Ja
n 2
01
6
CONVERGENCE OF MARKOVIAN STOCHASTIC
APPROXIMATION WITH DISCONTINUOUS DYNAMICS
G. FORT ∗† , E. MOULINES ∗, A. SCHRECK ∗, AND M. VIHOLA ‡
Abstract. This paper is devoted to the convergence analysis of stochastic approximation al-
gorithms of the form θn+1 = θn + γn+1Hθn (Xn+1) where {θn, n ∈ N} is a R
d-valued sequence,
{γn, n ∈ N} is a deterministic step-size sequence and {Xn, n ∈ N} is a controlled Markov chain. We
study the convergence under weak assumptions on smoothness-in-θ of the function θ 7→ Hθ(x). It
is usually assumed that this function is continuous for any x; in this work, we relax this condition.
Our results are illustrated by considering stochastic approximation algorithms for (adaptive) quantile
estimation and a penalized version of the vector quantization.
Key words. Stochastic approximation, discontinuous dynamics, state-dependent noise, con-
trolled Markov chain.
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1. Introduction. Stochastic Approximation (SA) methods have been intro-
duced by [35] as algorithms to find the roots of h : Θ → Rd where Θ is an open
subset of Rd (equipped with its Borel σ-field B(Θ)) when only noisy measurements of
h are available. More precisely, let X be a space equipped with a countably generated
σ-field X , {Pθ, θ ∈ Θ} be a family of transition kernels on (X,X ) and H : X×Θ→ Rd,
(x, θ) 7→ Hθ(x) be a measurable function. We consider
θn+1 = θn + γn+1Hθn(Xn+1) (1.1)
where {γn, n ∈ N} is a sequence of deterministic nonnegative step sizes and {Xn, n ∈ N}
is a controlled Markov chain, i.e., for any non-negative measurable function f ,
E[f(Xn+1)|Fn] = Pθnf(Xn), P− a.s. , Fn = σ((Xℓ, θℓ), ℓ ≤ n).
It is assumed that for each θ ∈ Θ, Pθ admits a unique stationary distribution πθ and
that h(θ) =
∫
X
Hθ(x)πθ(dx) = πθ(Hθ) (assuming that πθ(|Hθ|) < ∞). This setting
encompasses the cases {Xn, n ∈ N} is a (non-controlled) Markov chain by choosing
Pθ = P for any θ; the Robbins-Monro case by choosing Pθ(x, ·) = πθ(·) where πθ is a
distribution on X; the case when {Xn, n ∈ N} is an i.i.d. sequence with distribution
π by choosing Pθ(x, ·) = π(·) for any x, θ.
The goal of this paper is to provide almost sure convergence results of the sequence
{θn, n ∈ N} under conditions on the regularity of the θ 7→ Hθ(x) which does not
include continuity, which is usually assumed in the literature. When {Xn, n ∈ N} is
a controlled Markov chain, [9] and [37, Theorem 4.1] establish a.s. convergence under
the assumption that for any x, θ 7→ Hθ(x) is Ho¨lder-continuous. This assumption
traces back to [22, Eq. (4.2)] and the same assumption is imposed in [3, assumption
(DRI2) and Proposition 6.1.].
In order to prove convergence, a preliminary step is to establish that the sequence
{θn, n ∈ N} is P-a.s. in a compact set of Θ, a property referred to as stability in [24].
It is common in applications that stability fails to hold or it cannot be theoretically
guaranteed. When the ‘unconstrained’ process as stated above can be shown to be
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stable, the proof often requires problem specific arguments; see for instance [36, 4].
Different algorithmic modifications for ensuring stability have been suggested in the
literature. It is sometimes possible to modify H without modifying the stationary
points in order to ensure stability as suggested in [28] (see also [7] and [18] for ap-
plications of this approach). An alternative is to adapt the step sizes that control
the growth of the iterates ([19]). Another idea is to replace the single draw in (1.1)
by a Monte Carlo sum over many realizations of Xn+1 ([39]). Such modifications
usually require quite precise understanding of the properties of the system in order
to be implemented efficiently. The values of θn may simply be constrained to take
values in a compact set K [23, 24]. The choice of the constraint set K requires prior
information about the stationary points of h, as ill-chosen constraint set K may even
lead to spurious convergence on the boundary of K. It is possible to modify the
projection approach by constraining θn to take values in compact sets Kn, which
eventually cover the whole parameter space ∪nKn = Θ [1]. In the controlled Markov
chain setup, this approach requires relatively good control on the ergodic properties
of the related Markov kernels near the ‘boundary’ of Θ [5].
We focus on the self-stabilized stochastic approximation algorithm with controlled
Markov chains [3], which is based on truncations on random varying sets as suggested
in [13]. The main difference to the expanding projections approach of [1, 5] is the oc-
casional ‘restart’ of the process; see Section 2. The main advantages of this algorithm
include that it does not introduce spurious convergence as projections to fixed set, it
provides automatic calibration of the step size, but it does not require precise control
of the behavior of the system near the boundary of Θ like the expanding projections
and the averaging approaches. The convergence properties of the algorithm under the
controlled Markov chain setup is studied in [3] and in a different setup in [27]. This
algorithm has been used in various applications, including adaptive Monte Carlo [25]
and adaptive Markov chain Monte Carlo [2].
Theorem 2.1 provides sufficient conditions implying that the number of trunca-
tions is finite almost surely. Therefore, this stabilized algorithm follows the equation
(1.1) after some random (but almost surely finite) number of iterations. We then prove
the almost sure convergence of {θn, n ∈ N} to a connected component of a limiting
set which contains the roots of h. We also provide a new set of sufficient conditions
for the almost sure convergence of a SA sequence which weakens the conditions used
in earlier contributions (see Proposition 4.6). We illustrate our results for (adaptive)
quantile and multidimensional median approximation. We also analyze a penalized
version of the 0-neighbors Kohonen algorithm.
The paper is organized as follows: the stabilized stochastic approximation al-
gorithm, the main assumptions and the convergence result are given in Section 2.
Section 3 is devoted to applications. The proofs are postponed to Sections 4 and 5.
2. Main results. Let {Kq, q ∈ N} be a sequence of compact subsets of Θ such
that ⋃
i≥0
Ki = Θ, and Ki ⊂ int(Ki+1), i ≥ 0, (2.1)
where int(A) denotes the interior of the set A. The stable algorithm, described in
Algorithm 2, proceeds as follows. We first run SA(γ,K0, x, θ) (see Algorithm 1) until
the first time instant for which θn 6∈ K0. When it occurs, (i) the active set is replaced
with a larger one K1, (ii) the stepsize sequence γ is shifted and replaced with the se-
quence γ←1
def
= {γ1+k, k ∈ N} and (iii) SA(γ←1,K1, x, θ) is run. The above procedure
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is repeated until convergence; see e.g. [3]).
Input: A positive sequence ρ = {ρn, n ∈ N} ;
A point (x, θ) ∈ X×Θ ;
A subset K ⊆ Θ
1 Initialization: (X0, θ0) = (x, θ), n = 0 ;
2 repeat
3 Draw Xn+1 ∼ Pθn(Xn, ·) ;
4 θn+1 = θn + ρn+1Hθn(Xn+1) ;
5 n← n+ 1
6 until θn /∈ K;
Algorithm 1: Stochastic Approximation algorithm SA(ρ,K, x, θ)
Input : A positive sequence γ = {γn, n ∈ N} and a (x, θ) ∈ X×Θ;
Output: The sequence {(Xn, θn, In), n ∈ N}
1 (X0, θ0, I0) = (x, θ, 0) ;
2 n = 0; /* n: number of iterations */
3 ζ0 = 0 ; /* ζ: number of iterations in the current active set */
4 repeat
5 if ζn = 0 then
6 Xn+1/2 = x, θn+1/2 = θ ;
7 else
8 Xn+1/2 = Xn, θn+1/2 = θn ;
9 end
10 Draw Xn+1 ∼ Pθn+1/2(Xn+1/2, ·) ;
11 θn+1 = θn+1/2 + γIn+ζn+1Hθn+1/2(Xn+1) ;
12 if θn+1 ∈ KIn then
13 In+1 = In, ζn+1 = ζn + 1
14 else
15 In+1 = In + 1, ζn+1 = 0
16 end
17 n← n+ 1
18 until convergence of the sequence {θn, n ∈ N};
Algorithm 2: A Stable Stochastic Approximation algorithm
Consider the following assumptions:
H1 The function (x, θ) 7→ Hθ(x) from X × Θ to Rd is measurable. There exists
a measurable function W : X → [1,∞) such that for any compact set K ⊂ Θ,
supθ∈K |Hθ|W <∞ where |f |W def= supX |f |/W .
H2 (a) For any θ in Θ, the kernel Pθ has a unique invariant distribution πθ.
(b) For any compact K ⊆ Θ, there exist constants C > 0 and λ ∈ (0, 1) such that
for any x ∈ X, l ≥ 0, supθ∈K ‖P lθ(x, .)−πθ‖W ≤ CλlW (x) and supθ∈K πθ(W ) <
∞, where ‖µ‖W def= sup{f,|f |W≤1} |µ(f)|.
(c) There exists p > 1 and for any compact set K ⊂ Θ, there exist constants
̺ ∈ (0, 1) and b <∞ such that supθ∈K PθW p(x) ≤ ̺W p(x) + b.
When Pθ = P for any θ, sufficient conditions for H2-(b) are given in [29, Chapters
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10 and 15]: they are mainly implied by the drift condition H2-(c) assuming the level
sets {W ≤M} are petite [16, Lemma 2.3].
We also introduce an assumption on the smoothness-in-θ of the transition kernels
{Pθ, θ ∈ Θ}. Let 〈·, ·〉 denote the usual scalar product in Rd and |·| denote the
associated norm. Denote
DW (θ, θ
′)
def
= sup
x∈X
‖Pθ(x, ·) − Pθ′(x, ·)‖W
W (x)
. (2.2)
H3 There exists υ ∈ (0, 1] such that for any compact K ⊂ Θ,
sup
θ,θ′∈K
DW (θ, θ
′)
|θ − θ′|υ <∞.
In [3, Section 6] it is assumed that there exists α ∈ (0, 1] such that for any compact set
K, supθ1,θ2∈K |θ1 − θ2|−α |Hθ1 −Hθ2 |W <∞. We consider here a weaker condition.
H4 Let α ∈ (0, 1]. For any compact set K ⊆ Θ, there exists a constant C > 0 such
that for all δ > 0,
sup
θ∈K
∫
πθ(dx) sup
{θ′∈K,|θ′−θ|≤δ}
|Hθ′(x)−Hθ(x)| ≤ C δα.
Denote by h the mean field
h(θ)
def
=
∫
πθ(dx) Hθ(x). (2.3)
The following assumption is classical in stochastic approximation theory (see for ex-
ample [9, Part II, Section 1.6], or [10, Section 3.3], [26]).
H5 There exists a continuously differentiable function w : Θ→ [0,∞) such that
(a) For any M > 0, the level set {θ ∈ Θ, w(θ) ≤M} is a compact set of Θ.
(b) The set L of stationary points, defined by
L def= {θ ∈ Θ, 〈∇w(θ), h(θ)〉 = 0} , (2.4)
is compact.
(c) For any θ ∈ Θ \ L, 〈∇w(θ), h(θ)〉 < 0.
Note that under H2, H3 and H4, h is Ho¨lder-continuous on Θ (see Lemma 4.9 below).
We finally provide conditions on the stepsize sequence γ = {γn, n ∈ N}.
H6 γ = {γ0/(n+ 1)β, n ∈ N} with γ0 > 0 and
β ∈
(
1
p
∨ 1 + (α ∧ υ)/p
1 + (α ∧ υ) ; 1
]
,
where υ and α are respectively defined in H3 and H4.
We denote by Px,θ,i (resp. Ex,θ,i) the canonical probability (resp. the canonical
expectation) associated to the process {(Xn, θn, In), n ∈ N} defined by Algorithm 2
when (X0, θ0, I0) = (x, θ, i). The main results of this contribution is summarized in
the following theorem which shows that
(i) the number of updates of the active set is finite almost surely;
(ii) the process converges to the set of stationary points.
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Theorem 2.1 Let {Kn, n ∈ N} be a compact sequence satisfying (2.1) and (x⋆, θ⋆) ∈
X × K0. Assume H1 to H6. The sequence {(Xn, θn), n ∈ N} given by Algorithm 2
started from (x⋆, θ⋆) is stable:
Px⋆,θ⋆,0
⋃
i≥0
⋂
k≥0
{θk ∈ Ki}
 = 1. (2.5)
If in addition, one of the following assumptions holds
(i) w(L) has an empty interior,
(ii) ∇w is locally Lipschitz on Θ, H 2-(c) is satisfied with p ≥ 2, and H 6 is
strengthened with the condition β > 1/2,
then the sequence {θk, k ≥ 0} converges to a connected component of L:
Px⋆,θ⋆,0
(
lim
k→∞
d(θk,L) = 0, lim
k
|θk+1 − θk| = 0
)
= 1, (2.6)
where d(x,A) denotes the distance from x to the set A.
Proof. The proof is postponed to Section 4.
3. Examples. For any x ∈ Rd and any r > 0, we define B(x, r) def= {y ∈
Rd, |y − x| ≤ r}.
3.1. Quantile estimation. Let P be a Markov kernel on X ⊆ Rd having a
stationary distribution π. Let φ : X → R be a measurable function. We want to
compute the quantile q ∈ (0, 1) under π of the random variable φ(X). Quantile
estimation has been considered in [14, Chapter 1]; more refined algorithms can also
be found in [7, 15]. We consider the stochastic approximation procedure θn+1 =
θn + γn+1Hθn(Xn+1) where
Hθ(x)
def
= q − 1{φ(x)≤θ}, (3.1)
and {Xk, k ≥ 0} is a Markov chain with Markov kernel P . In this example, the
Markov kernel is kept fixed i.e. Pθ = P and πθ = π for all θ ∈ R
Proposition 3.1 Assume that the push-forward measure of π by φ has a density
w.r.t. the Lebesgue measure on R, bounded on R and
∫ |φ(y)|π(y)dy < ∞. Assume
also that H2 is satisfied with Pθ = P and πθ = π for any θ. Then H1, H4 and H5
are satisfied with α = 1 and w, L given by
w(θ) =
1
2
∫
|θ − φ(y)|π(y) dy +
(
1
2
− q
)
θ, (3.2)
L = {θ ∈ R : P(φ(y) ≤ θ) = q} . (3.3)
Furthermore, w(L) has an empty interior.
Proof. The proof is postponed to Section 5.1.
Therefore, by Theorem 2.1, Algorithm 2 applied with a sequence {γn, n ≥ 0}
satisfying H6, provides a sequence {θn, n ≥ 0} converging almost-surely to the quantile
of order q of φ(X) when X ∼ π.
3.2. Stochastic Approximation Cross-Entropy (SACE) algorithm. Let
q ∈ (0, 1), X ⊆ Rd and p be a density on X w.r.t. the Lebesgue measure. The goal
is to find the q-th quantile θ of φ(X), i.e. θ such that
∫
1{φ(x)≥θ}p(x)dx = 1 − q.
6 G. FORT ET AL.
We are particularly interested in extreme quantiles, i.e. q ≈ 1 for which plain Monte
Carlo methods are not efficient. We consider an approach combining MCMC and
the cross-entropy method (see e.g. [21, Chapter 13]). Let P = {gν , ν ∈ V ⊆ Rv} be
a parametric family of distributions w.r.t. the Lebesgue measure on X ⊆ Rd. The
importance sampling estimator amounts to compute, for a given value of θ,
n−1
n∑
i=1
1{φ(Zi)≥θ}wν(Zi), (3.4)
where {Zi, i ∈ N} is an i.i.d. sequence distributed under the instrumental distribution
gν and wν(z) = p(z)/gν(z) is the importance weight function. The choice of the pa-
rameter ν is of course critical to reduce the variance of the estimator. The optimal
importance sampling distribution, also called the zero-variance importance distribu-
tion, is proportional to 1{φ(z)≥θ}p(z). Note that the optimal sampling distribution is
known up to a normalizing constant, which is the tail probability of interest.
The cross-entropy method amounts to choose the parameter ν by minimizing
the Kullback-Leibler divergence of gν from the optimal importance distribution, or
equivalently choose ν = νˆ with
νˆ = argmaxν∈V
∫
log gν(y)1{φ(y)≥θ}p(y)dy. (3.5)
This integral is not directly available but can be approximated by Markov Chain
Monte Carlo,
νˆ = argmaxν∈V
1
m
m∑
i=1
log gν(Yi) (3.6)
where {Yi, i ∈ N} is a Markov chain with transition kernel Qθ where Qθ has stationary
density pθ(z) ∝ 1{φ(z)≥θ}p(z).
In the sequel, it is assumed that P is a canonical exponential family, i.e. there
exist measurable functions S : X → Rv, A : Rd → R+, B : Rv → R such that, for all
ν ∈ V and for all x ∈ X,
gν(x) = A(x) exp
(
B(ν) + 〈ν, S(x)〉 ).
In such a case, solving the optimization problem (3.6) amounts to estimate the
sufficient statistics S¯m = m
−1
∑m
i=1 S(Yi) and then to compute the maximum of
ν 7→ B(ν) + 〈ν, S¯m〉. We assume that for any s ∈ Rv, the function ν 7→ B(ν) + 〈ν, s〉
admits a unique maximum on V denoted by νˆ(s). When estimating the quantile, the
value of θ is not known a priori, and the above process should be used several times
for different values of θ, which may be cumbersome.
In the Stochastic Approximation version of the Cross Entropy (SACE algorithm),
we replace the Monte Carlo approximations (3.4) and (3.6) by stochastic approxima-
tions. Given a sequence of step-sizes {γn, n ≥ 0} and a family of MCMC kernels
{Qθ, θ ∈ R} such that Qθ admits p(x)1{φ(x)≥θ} as unique invariant distribution, the
SACE algorithm proceeds as follows
This algorithm can be casted into the stochastic approximation form ϑn+1 =
ϑn + γn+1Hϑn(Xn+1), by setting
ϑn =
[
θn
σn
]
Xn =
[
Yn
Zn
]
H(θ,σ)(y, z) =
[
q − 1{φ(z)<θ} p(z)/gνˆ(σ)(z)
S(y)− σ
]
.
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Input : Initial values: x ∈ X, ν0 ∈ V , σ0 ∈ S(X)
Output: The sequence {θn, n ∈ N}
1 n = 0 ; /* n: number of iterations */
2 ν0 = νˆ(σ0) ;
3 X0 = x ;
4 repeat
5 Conditionally to the past, draw independently Yn+1 ∼ Qθn(Yn, ·) and
Zn+1 ∼ gνn ;
6 θn+1 = θn + γn+1
(
q − 1{φ(Zn+1)<θn}p(Zn+1)/gνn(Zn+1)
)
;
7 σn+1 = (1− γn+1)σn + γn+1S(Yn+1) ;
8 νn+1 = νˆ(σn+1);
9 n← n+ 1
10 until convergence of {θn, n ∈ N};
Algorithm 3: SACE algorithm
It is easily seen from Algorithm 3 that {Xn, n ∈ N} is a controlled Markov chain: the
conditional distribution of Xn+1 given the past is Pϑn(Xn, ·) where
P(θ,σ)((y, z), d(y
′, z′)) = Qθ(y, dy
′) gνˆ(σ)(z
′)dz′;
this kernel possesses a unique invariant distribution with density
π(θ,σ)(y, z) = pθ(y) gνˆ(σ)(z) .
Therefore, the mean field function h is given by (up to a transpose)
(θ, σ) 7→
(∫
1{φ(z)≥θ}p(z)dz − q,
∫
S(y)pθ(y)dy − σ
)
.
We establish that SACE satisfies H4 in the case P and π satisfy the following assump-
tions
E1 1. There exists α ∈ (0, 1] and for any compact set K of S(X), there exists a
constant C such that |B(νˆ(σ)) −B(νˆ(σ′))|+ |νˆ(σ)− νˆ(σ′)| ≤ C |σ − σ′|α for
any σ, σ′ ∈ K.
2. The push-forward distribution of p by φ possesses a bounded density w.r.t.
the Lebesgue measure on R. In addition, there exists δ > 0 such that∫
(1 + |S(x)|) exp (1 + δ |S(x)|) p(x)dx <∞.
Proposition 3.2 Assume E1. Then H4 holds with α given by E1.
Proof. The proof is postponed to Section 5.2.
Consider a bridge network: the network is composed with nodes and d edges
{e1, · · · , ed} with length {Uℓ, ℓ ≤ d}. Fix two nodes N1, N2 in the graph; we are
interested in the length of the shortest path from N1 to N2 defined by
φ(U1, · · · , Ud) = minC
∑
ℓ s.t. eℓ∈C
aℓ Uℓ
where C denotes a path from N1 to N2 (C is a set of edges) and aℓ > 0 (see Figure 1).
It is assumed that the lengths {Uℓ, ℓ ≤ d} are i.i.d. and uniformly distributed on [0, 1].
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Fig. 1. A bridge network, in the case d = 5
We are interested in computing a threshold θ⋆ such that the probability φ(U1, · · · , Ud)
exceeds θ⋆ is 1− q in the case q is close to one. In this example,
X = [0, 1]d , p(u1, · · · , ud) =
d∏
ℓ=1
1{[0,1]}(uℓ).
The importance sampling distribution gν is a product of Beta(νℓ, 1) distributions:
V = (R+ \ {0})d , gν(u1, · · · , ud) = d∏
ℓ=1
νℓ (uℓ)
νℓ−1
1{[0,1]}(uℓ).
gν is from a canonical exponential family with S(u1, · · · , ud) = (lnuℓ)1≤ℓ≤d and
B(ν1, · · · , νd) =
∑d
ℓ=1 ln (νℓ). Furthermore, for any 1 ≤ ℓ ≤ d, (νˆ(s1, · · · , sd))ℓ =
(−sℓ)−1.
In this example, Θ = R × ∏dℓ=1 (−∞, 0). The assumptions E1 are easily ver-
ified with α = 1 (details are omitted). For the MCMC samplers {Qθ, θ ∈ R}, we
use a Gibbs sampler: note that for any ℓ ∈ {1, · · · , d} and any {uj, j 6= ℓ}, uℓ 7→
φ(u1, · · · , ud) is increasing. Hence, the conditional distribution of the ℓ-th variable
conditionally to the others when the joint distribution is proportional to p(x)1{φ(x)≥θ}
is a uniform distribution on [(θ − φ(u∗))+, 1] where u∗ = (u1, · · · , uℓ−1, 0, uℓ+1, · · · , ud).
We illustrate the convergence of SACE for the bridge network displayed on Fig-
ure 1 in the case [a1, · · · , ad] = [1, 2, 3, 1, 2]. On Figure 2[left], we show a path of
{θn, n ≥ 0} for different runs of the algorithm corresponding to the different quantiles
q. On Figure 2[right], we show the path of the d components of νˆ(σn) in the case
q = 0.001. Not surprisingly, the largest values of the parameters νˆ(σn)ℓ at conver-
gence are reached with ℓ = 1, 4; they correspond to the shortest range of path length
(a1 = a4 = 1).
3.3. Median in multi-dimensional spaces. In a multivariate setting different
extensions of the median have been proposed in the literature (see for instance [11]
and [12] and the references therein). We focus here on the spatial median, also named
geometric median which is probably the most frequently used. The median θ of a
random vector X taking values in Rd with d ≥ 2 is
θ = argmin
m∈Rd
E[|X −m|]
The median θ is uniquely defined unless the support of the distribution of X is concen-
trated on a one dimensional subspace of Rd. Note also that it is translation invariant.
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Fig. 2. [left] Paths of θn for different values of q (q = 10−3, 10−4 and 10−5) - the first 1000
iterations are discarded. [Right] Path of the d components of νˆ(σn), when q = 0.001
Following [11], we consider the stochastic approximation procedure with
Hθ(x)
def
=
x− θ
|x− θ|1{x 6=θ}, (3.7)
and the following assumptions
E2 the condition H2 is satisfied with πθ = π for any θ. The density π is bounded on
Rd and
∫ |x|π(x)dx <∞.
Proposition 3.3 Assume E2. Let θ⋆ be the unique solution of
∫
Hθ(x)π(x)dx = 0.
Then H1, H4 and H5 are satisfied with w and L given by
w(θ) =
∫
|x− θ|π(x)dx, L = {θ⋆},
and with α = d/(1 + d).
Proof. The proof is postponed to Section 5.3.
Here again, w(L) has an empty interior; and Theorem 2.1 provides sufficient
conditions on the kernels {Pθ, θ ∈ Θ} and on the sequence {γn, n ≥ 0} implying that
{θn, n ≥ 0} converges almost-surely to θ⋆.
3.4. Vector quantization. Vector quantization consists of approximating a
random vector X in Rd by a random vector taking at most N values in Rd. In
this section, we assume that
E3 the distribution of X is absolutely continuous with respect to the Lebesgue measure
on Rd with density π having a bounded support: π(x) = 0 for any |x| > ∆ for some
∆ > 0.
Vector quantization plays a crucial role in source coding [38], numerical integration
[31, 33] and nonlinear filtering [32, 34]. Several stochastic approximations proce-
dure have been proposed to approximate the optimal quantizer; see [20, 8]. For
θ = (θ(1), θ(2), . . . , θ(N)) ∈ (Rd)N , and for any 1 ≤ i ≤ N , define the Voronoi cells
associated to the dictionary θ by
C(i)(θ)
def
=
{
u ∈ Rd,
∣∣∣u− θ(i)∣∣∣ = min
1≤j≤N
∣∣∣u− θ(j)∣∣∣} .
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These cells allow to approximate a random vectorX by θ(i) in the cell C(i)(θ). Denote
by w˜ the mean squared quantization error (or distortion) given by
w˜(θ)
def
=
N∑
i=1
Eπ
[∣∣∣X − θ(i)∣∣∣2 1{C(i)(θ)}(X)] .
The Kohonen algorithm (with 0 neighbors) is a stochastic approximation algorithm
with field H˜ : (Rd)N × Rd → (Rd)N given by
H˜θ(u)
def
= −2
(
(θ(i) − u)1{C(i)(θ)}(u)
)
1≤i≤N
.
The convergence of the Kohonen algorithm has been established in dimension d = 1
for i.i.d. observations {Xn, n ∈ N} [31]. The case d ≥ 2 is still an open question:
one of the main difficulty arises from the non-coercivity of the distortion w˜ and the
non-smoothness property of the field H˜θ(x). The goal here is to go a step further
in the study of the multidimensional case, including a generalization to the case the
observations {Xk, k ≥ 1} are Markovian (see e.g. [33, 34]):
E4 {Pθ, θ ∈ Θ} is a family of kernels satisfying H2 for some p ≥ 2, H3 and such
that πθ = π for any θ ∈ Θ.
We define
Θ =
{
θ = (θ(1), . . . θ(N)) ∈ (Rd)N ∩ (B(0,∆))N , θ(i) 6= θ(j) for all i 6= j
}
;
and run Algorithm 2 with Hθ ∈ RdN defined by
Hθ(x) = H˜θ(x)− λ
∑
j 6=i
θ(i) − θ(j)∣∣θ(i) − θ(j)∣∣4

1≤i≤N
(3.8)
for some λ > 0 with the sequence of compact sets Kq = {θ ∈ Θ : mini6=j
∣∣θ(i) − θ(j)∣∣ ≥
1/q}. Set
w(θ) = w˜(θ) +
λ
4
∑
i6=j
∣∣∣θ(i) − θ(j)∣∣∣−2 . (3.9)
Under E3, from [31, Proposition 9 and Lemma 29], w is continuously differentiable
on Θ and ∇w(θ) = − ∫ Hθ(x)π(x) dx. Furthermore, for any compact set Kq, there
exists a constant C such that for any θ ∈ Kq, θ¯ ∈ Kq,
∣∣∇w(θ) −∇w(θ¯)∣∣ ≤ C ∣∣θ − θ¯∣∣.
Hence, ∇w is locally Lipschitz on Θ.
Lemma 3.4 Assume E3 and E4. Then H1, H4 and H5 are satisfied with w defined
by (3.9) and L def= {θ ∈ Θ : ∇w(θ) = 0}.
Proof. The proof is postponed in Section 5.4.
Theorem 2.1 shows that under E3, E4, the penalized 0-neighbors Kohonen algo-
rithm converges a.s. to a connected component of L.
4. Proofs. In Section 4.1, we start with preliminary results on the stability
and the convergence of stochastic approximation schemes. We provide a new set of
sufficient conditions for the convergence of stable SA algorithms (see Proposition 4.6).
In Section 4.2, some properties of the Poisson equations associated to the transition
kernels {Pθ, θ ∈ Θ} are discussed. In Section 4.3, we first state a control of the
perturbations Hθn(Xn+1) − h(θn) (see Proposition 4.11) which is the key ingredient
for the proof of Theorem 2.1; we then conclude Section 4.3 by giving the proof of
Theorem 2.1. The proof of Proposition 4.11 is given in Section 4.4.
CONVERGENCE OF DISCONTINUOUS MARKOVIAN SA 11
4.1. Stability and Convergence of Stochastic Approximation algorithms.
Let {ϑn, n ≥ 0} be defined, for all ϑ0 ∈ Θ and n ≥ 1 by:
ϑn = ϑn−1 + ρnh(ϑn−1) + ρnξn, (4.1)
where {ρn, n ∈ N} is a sequence of positive numbers and {ξn, n ∈ N} is a sequence of
R
d-vectors. For any L ≥ 0, the sequence {ϑ˜L,k, k ≥ 0} is defined by ϑ˜L,0 = ϑL, and
for k ≥ 1,
ϑ˜L,k = ϑ˜L,k−1 + ρL+kh(ϑL+k−1). (4.2)
Lemma 4.1 Assume H5. Let M0 be such that {ϑ0} ∪ L ⊂ {ϑ : w(ϑ) ≤ M0}. There
exist δ⋆ > 0 and λ⋆ > 0 such that for any non-increasing sequence {ρn, n ∈ N} of
positive numbers and any Rd-valued sequence {ξn, n ∈ N}ρ0 ≤ λ⋆ and sup
k≥1
∣∣∣∣∣∣
k∑
j=1
ρjξj
∣∣∣∣∣∣ ≤ δ⋆
 =⇒ (sup
k≥1
w(ϑk) ≤M0 + 1
)
.
Proof. See [3, Theorem 2.2].
Lemma 4.2 Let g : Θ → R be a continuous function. For any compact set K ⊂ Θ
and δ > 0, there exists η > 0 such that for all ϑ ∈ K and ϑ′ ∈ Θ satisfying |ϑ−ϑ′| ≤ η,
|g(ϑ)− g(ϑ′)| ≤ δ.
Lemma 4.3 Assume H5-(c) and h is continuous. For any compact set K of Θ such
that K ∩ L = ∅ and any δ ∈ (0, infK | 〈∇w, h〉 |), there exist λ > 0, β > 0 such that for
all ϑ ∈ K, ρ ≤ λ and |ξ| ≤ β, w (ϑ+ ρh(ϑ) + ρξ) ≤ w(ϑ) − ρδ.
Proof. See [3, Lemma 2.1(i)].
Lemma 4.4 Assume H5, h is continuous, limn ρn = 0, limk
∑k
j=1 ρjξj exists and
there exists M > 0 such that for any n ≥ 0, ϑn ∈ K def= {θ ∈ Θ : w(θ) ≤M}. Then
(i) for any L ≥ 0 and k ≥ 0, ϑL+k+1 − ϑ˜L,k+1 =
∑L+k
j=L ρj+1ξj+1.
(ii) lim supn→∞ |ϑn+1 − ϑn| = 0.
(iii) for any M˜ > M , there exists L˜ such that for any L ≥ L˜, {ϑ˜L,k, k ≥ 0} ⊂
K˜ def= {θ ∈ Θ : w(θ) ≤ M˜}.
(iv) limL→∞ supl≥0 |w(ϑ˜L,l)− w(ϑL+l)| = 0.
Proof.
(i) (4.2) implies that ϑ˜L,k+1−ϑL+k+1 = ϑ˜L,k−ϑL+k−ρL+k+1ξL+k+1 from which
the proof follows.
(ii) Under H5-(a) and the continuity of h on Θ, supK |h| < +∞. Since ϑk ∈ K
for any k, we get |ϑ˜L,k+1 − ϑ˜L,k| ≤ ρL+k+1 supK |h|. Let ǫ > 0. Under the stated
assumptions, we may chooseKǫ such that for any k ≥ Kǫ and L ≥ 0, |ϑ˜L,k−ϑ˜L,k−1| ≤
ǫ and Lǫ such that for any L ≥ Lǫ, supl≥1 |
∑L+l
j=L ρj+1ξj+11ϑj∈K| ≤ ǫ. By (i), for any
k ≥ Kǫ and L = Lǫ,
|ϑL+k+1 − ϑL+k| ≤
∣∣∣ϑ˜L,k+1 − ϑ˜L,k∣∣∣+ ∣∣∣ϑL+k+1 − ϑ˜L,k+1∣∣∣+ ∣∣∣ϑ˜L,k − ϑL+k∣∣∣ ≤ 3ǫ.
(iii) K˜ is compact by H5-(a). By Lemma 4.2, there exists η > 0 such that for all
ϑ ∈ K, ϑ′ ∈ Θ, |ϑ−ϑ′| ≤ η, |w(ϑ) − w(ϑ′)| ≤ M˜−M . There exists L˜ such that for any
L ≥ L˜, supl≥1 |
∑L+l
j=L ρj+1ξj+11ϑj∈K| ≤ η. By (i), supL≥L˜ supk≥0 |ϑ˜L,k − ϑL+k| ≤ η.
Since ϑj ∈ K for any j ≥ 0, this implies that for any L ≥ L˜ and k ≥ 0, w(ϑ˜L,k) ≤ M˜
and ϑ˜L,k ∈ K˜.
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(iv) The proof is on the same lines as the proof of (iii).
Lemma 4.5 Let {vn, n ≥ 0} and {χn, n ≥ 0} be non-negative sequences and {ηn, n ≥
0} be a sequence such that ∑n ηn exists. If for any n ≥ 0, vn+1 ≤ vn − χn + ηn then∑
n χn <∞ and limn vn exists.
Proof. Set wn = vn+
∑
k≥n ηk+M withM
def
= − infn
∑
k≥n ηk so that infn wn ≥ 0.
Then
0 ≤ wn+1 ≤ vn − χn + ηn +
∑
k≥n+1
ηk +M ≤ wn − χn.
Hence, the sequence {wn, n ≥ 0} is non-negative and non-increasing; therefore it
converges. Furthermore, 0 ≤ ∑nk=0 χk ≤ w0 so that ∑n χn < ∞. Therefore, the
convergence of {wn, n ≥ 0} also implies the convergence of {vn, n ≥ 0}. This concludes
the proof.
Proposition 4.6 Assume H 5. Let {ρn, n ∈ N} be a non-increasing sequence of
positive numbers and {ξn, n ∈ N} be a sequence of Rd-vectors. Assume
(C-i) h : Θ→ Rd is continuous.
(C-ii) {ϑk, k ∈ N} ⊂ K def= {θ ∈ Θ : w(θ) ≤M}.
(C-iii)
∑
k ρk = +∞ and limk ρk = 0.
(C-iv) limk→∞
∑k
j=1 ρjξj exists.
(C-v) one of the following conditions
(A) w(L) has an empty interior
(B) ∇w is locally Lipschitz on Θ, and the series ∑ ρj 〈∇w(ϑj), ξj〉 and∑
j ρ
2
j |ξj |2 converge.
Then {ϑn, n ≥ 0} converges to a connected component of L.
Proof. Assume first that limn→∞ w(ϑn) exists.
◮ Step 1. For α > 0, let Lα def= {θ ∈ Θ : d(θ,L) < α} be the α-neighborhood of
L. Let ǫ > 0. We prove that there exist Lǫ and δ1 > 0 such that for any L ≥ Lǫ,
(a) supk≥0
∣∣∣ϑ˜L,k − ϑL+k∣∣∣ ≤ ǫ and supk≥0 ∣∣∣w(ϑ˜L,k)− w(ϑL+k)∣∣∣ ≤ ǫ.
(b) for any k ≥ 0, it holds: ϑ˜L,k /∈ Lα =⇒ w(ϑ˜L,k+1)− w(ϑ˜L,k) ≤ −ρL+k+1δ1.
(c) the sequence {ϑ˜L,k, k ≥ 0} is infinitely often in Lα.
Let M˜ > M and set K˜ def= {θ ∈ Θ : w(θ) ≤ M˜}. Note that by H5-(a), K˜ ⊂ Θ
is compact and since Lα is open, K˜α def= K˜ \ Lα is compact and K˜α ∩ L = ∅. By
Lemma 4.3, there exist δ1 > 0, λ1 > 0, β1 > 0 such that(
ϑ ∈ K˜α, ρ ≤ λ1, |ξ| ≤ β1
)
=⇒ w (ϑ+ ρh(ϑ) + ρξ) ≤ w(ϑ) − ρδ1. (4.3)
By Lemma 4.2, there exists δ2 ∈ (0, ǫ) such that
(ϑ ∈ K, ϑ′ ∈ Θ, |ϑ− ϑ′| ≤ δ2) =⇒ (|h(ϑ)− h(ϑ′)| ≤ β1, |w(ϑ) − w(ϑ′)| ≤ ǫ) . (4.4)
By Lemma 4.4-(iii), (C-iii) and (C-iv), there exists L˜ such that for any L ≥ L˜,
{ϑ˜L,k, k ≥ 0} ⊂ K˜ and
sup
k≥0
ρL+k ≤ λ1, sup
l≥1
∣∣∣∣∣∣
L+l∑
j=L
ρj+1ξj+11ϑj∈K
∣∣∣∣∣∣ ≤ δ2. (4.5)
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(a) follows from Lemma 4.4-(i) and (4.5).
(b) Let L ≥ L˜, k ≥ 0 and ϑ˜L,k 6∈ Lα. The proof follows from (4.3) and
ϑ˜L,k+1 = ϑ˜L,k + ρL+k+1h
(
ϑ˜L,k
)
+ ρL+k+1
(
h (ϑL+k)− h
(
ϑ˜L,k
))
,
using (4.4) and (4.5).
(c) The proof is by contradiction. Let L ≥ L˜, k ≥ 0 and assume that for any
j ≥ 0, ϑ˜L,k+j ∈ K˜α. By (b), for any j, k ≥ 0, w
(
ϑ˜L,k+j+1
)
≤ w(ϑ˜L,k+j)−ρL+k+j+1δ1
which implies under (C-iii) that limj→∞ w(ϑ˜L,k+j) = −∞. Since w is continuous and
nonnegative and K compact, infK˜ w ≥ 0. This is a contradiction.
◮ Step 2. Let α > 0 and ǫ > 0. By Step 1 and Lemma 4.4-(iv), there exists Lǫ
such that for any L ≥ Lǫ and k ≥ 0, σL,k def= inf{j ≥ 0, ϑ˜L,k+j ∈ Lα} is finite,
supk≥0
∣∣∣ϑ˜L,k − ϑL+k∣∣∣ ≤ ǫ, supk≥0 ∣∣∣w(ϑ˜L,k)− w(ϑL+k)∣∣∣ ≤ ǫ and
δ1
σL,k∑
ℓ=1
ρL+k+ℓ ≤ w(ϑ˜L,k)− w(ϑ˜L,k+σL,k ).
Hence, for any k ≥ 0, using |ϑ˜L,ℓ − ϑ˜L,ℓ−1| ≤ ρL+ℓ supK |h|,
d (ϑL+k,Lα) ≤
∣∣∣ϑL+k − ϑ˜L,k+σL,k ∣∣∣ ≤ ∣∣∣ϑL+k − ϑ˜L,k∣∣∣+ ∣∣∣ϑ˜L,k − ϑ˜L,k+σL,k ∣∣∣
≤ ǫ+
σL,k∑
ℓ=1
∣∣∣ϑ˜L,k+ℓ − ϑ˜L,k+ℓ−1∣∣∣ ≤ ǫ+ sup
K
|h|
σL,k∑
ℓ=1
ρL+k+ℓ
≤ ǫ+ δ−11 sup
K
|h| sup
ℓ≥0
∣∣∣w(ϑ˜L,k)− w(ϑ˜L,k+ℓ)∣∣∣ ,
≤ ǫ+ 2ǫδ−11 sup
K
|h|+ δ−11 sup
K
|h| sup
ℓ≥0
|w(ϑL+k)− w(ϑL+k+ℓ)| .
This proves that limn d(ϑn,L) = 0 since limn w(ϑn) exists. Finally, since by Lemma 4.4-
(ii), limn |ϑn − ϑn−1| = 0, the sequence {ϑn, n ≥ 0} converges to a connected compo-
nent of L.
◮ Step 3. We now prove that limn w(ϑn) exists. Under (C-v)-(A), the proof
follows from [3, Theorem 2.3]. We prove that this limit exists under (C-v)-(B).
By H5-(a), (C-ii) and Lemma 4.4-(ii), there exist N and a compact set K˜ of Θ
such that K ⊆ K˜ and for any n ≥ N and t ∈ [0, 1], ϑn + t(ϑn+1 − ϑn) ∈ K˜. By (C-v)-
(B), there exists a constant C such that for ϑ, ϑ′ ∈ K˜, |∇w(ϑ)−∇w(ϑ′)| ≤ C|ϑ− ϑ′|
showing that, for n ≥ N ,
w(ϑn+1) ≤ w(ϑn) + 〈∇w(ϑn), ϑn+1 − ϑn〉+ C/2 |ϑn+1 − ϑn|2 .
Using (4.1), we obtain
〈∇w(ϑn), ϑn+1 − ϑn〉 = ρn+1 〈∇w(ϑn), h(ϑn)〉+ ρn+1 〈∇w(ϑn), ξn+1〉
|ϑn+1 − ϑn|2 ≤ 2ρ2n+1
{(
sup
K
|h|
)2
+ |ξn+1|2
}
.
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This yields for any n ≥ N ,
w(ϑn+1) ≤ w(ϑn)− ρn+1 |〈∇w(ϑn), h(ϑn)〉|+ ρn+1 〈∇w(ϑn), ξn+1〉
+ C ρ2n+1
((
sup
K
|h|
)2
+ |ξn+1|2
)
.
Lemma 4.5 concludes the proof.
4.2. Regularity in θ of the solution to the Poisson equation. Under the
assumptions H1 and H2, for any θ ∈ Θ, there exists a function g solving the Poisson
equation
g 7→ Hθ − πθHθ = g − Pθg. (4.6)
This solution, denoted by gθ, is unique up to an additive constant and given by
gθ(x)
def
=
∑
n≥0 {Pnθ Hθ(x) − πθHθ}. Finally, for any compact set K of Θ,
sup
θ∈K
|gθ|W ≤ sup
θ∈K
|Hθ|W
∑
n≥0
sup
x∈X
supθ∈K ‖Pnθ (x, ·)− πθ‖W
W (x)
<∞. (4.7)
Lemma 4.7 Assume H2-(b). For any compact set K ⊂ Θ, there exists a constant C
such that for any θ, θ′ ∈ K
sup
n≥0
sup
x∈X
‖Pnθ (x, .) − Pnθ′(x, .)‖W
W (x)
≤ CDW (θ, θ′),
where DW is defined by (2.2).
Proof. For any measurable function f such that |f |W ≤ 1, it holds
Pnθ f(x)− Pnθ′f(x) =
n−1∑
j=0
P jθ′(Pθ − Pθ′)
(
Pn−j−1θ f(x)− πθ(f)
)
.
For any 0 ≤ j ≤ n− 1,∣∣∣P jθ′(Pθ − Pθ′)(Pn−j−1θ f(x)− πθ(f))∣∣∣ ≤ P jθ′W (x) ∣∣∣(Pθ − Pθ′)(Pn−j−1θ f − πθ(f))∣∣∣
W
≤ DW (θ, θ′) P jθ′W (x)
∣∣∣Pn−j−1θ f − πθ(f)∣∣∣
W
.
By H2-(b), there exist C > 0 and λ ∈ (0, 1) such that for any θ, θ′ ∈ K,
P jθ′W (x)
∣∣∣Pn−j−1θ f − πθ(f)∣∣∣
W
≤ C (λjW (x) + πθ′(W ))λn−j−1.
This concludes the proof.
Lemma 4.8 Assume H2-(a),(b). For any compact set K ⊂ Θ, there exists C > 0
such that for any θ, θ′ ∈ K, ‖πθ − πθ′‖W ≤ CDW (θ, θ′).
Proof. For any x ∈ X, n ∈ N,
‖πθ − πθ′‖W ≤
∥∥πθ − Pnθ (x, ·)∥∥W + ∥∥Pnθ (x, ·) − Pnθ′(x, ·)∥∥W + ‖Pnθ′(x, ·)− πθ′‖W .
Let K be a compact subset of Θ. By H2-(b), there exist constants C > 0 and λ ∈ (0, 1)
such that for any n ∈ N and x ∈ X supθ∈K
∥∥πθ − Pnθ (x, ·)∥∥W ≤ CλnW (x). Moreover,
using Lemma 4.7, there exists a constant C′ > 0 such that for any θ, θ′ ∈ K and any
x ∈ X, supn≥0
∥∥Pnθ (x, ·)− Pnθ′(x, ·)∥∥W ≤ C′DW (θ, θ′)W (x). The proof follows, upon
noting that x is fixed and arbitrarily chosen.
CONVERGENCE OF DISCONTINUOUS MARKOVIAN SA 15
Lemma 4.9 Assume H1, H2-(a),(b) and H4. For any compact set K ⊂ Θ, there
exists C > 0 such that for any θ, θ′ ∈ K,
|h(θ)− h(θ′)| ≤ C (DW (θ, θ′) + |θ − θ′|α) ,
where DW and α are given by (2.2) and H4.
Proof. Let K be a compact subset of Θ and θ, θ′ in K. By definition of h, it holds
|h(θ)− h(θ′)| = |πθHθ − πθ′Hθ′ | ≤ πθ |Hθ −Hθ′ |+ |(πθ − πθ′)Hθ′ | .
Condition H4 implies that there exists a constant C > 0 such that for any θ, θ′ ∈ K,
πθ |Hθ −Hθ′ | ≤ C |θ − θ′|α. By Lemma 4.8 and H1, there exist C > 0 such that for
any θ, θ′ ∈ K, |(πθ − πθ′)Hθ′ | ≤ CDW (θ, θ′). The proof follows.
For any ϑ ∈ Θ, x ∈ X and L ≥ 0, set
Hϑ,L(x) def= sup
{θ∈K:‖θ−ϑ‖≤L}
|Hθ(x)−Hϑ(x)| . (4.8)
Proposition 4.10 Assume H1, H2-(a),(b), and H4. Let gθ be the solution of (4.6).
For any compact set K ⊂ Θ, there exist constants C > 0 and λ ∈ (0, 1) such that for
any θ, θ′ ∈ K, x ∈ X, n ≥ 1, L > 0, and any ϑ ∈ K such that |θ − ϑ| ≤ L,
|Pθgθ(x)− Pθ′gθ′(x)| ≤ C
{
λnW (x) + 2
n∑
l=1
P lϑHϑ,L(x)
+ n |θ − θ′|α + nDW (θ, θ′) + nDW (θ, ϑ)W (x) + nDW (θ′, ϑ)W (x)
}
.
Proof. For any θ, θ′ ∈ Θ and any n ≥ 1, we write
Pθgθ(x)− Pθ′gθ′(x) =
∑
l>n
{P lθHθ(x) − h(θ)} −
∑
l>n
{P lθ′Hθ′(x)− h(θ′)}+ ψ (h(θ′)− h(θ))
+
n∑
l=1
{P lθHθ(x)− P lθ′Hθ′(x)}.
We first prove that∣∣∣∣∣Pθgθ(x)− Pθ′gθ′(x)−
n∑
l=1
{P lθHθ(x) − P lθ′Hθ′(x)}
∣∣∣∣∣
≤ C (λnW (x) + nDW (θ, θ′) + n |θ − θ′|α) . (4.9)
By H1 and H2-(b), for any compact set K, there exist constants C > 0 and λ ∈ (0, 1)
such that for any x, n
sup
θ∈K
∣∣∣∣∣∑
l>n
{P lθHθ(x) − h(θ)}
∣∣∣∣∣ ≤ Cλn+1 supθ∈K |Hθ|W W (x).
(4.9) follows from this inequality and Lemma 4.9. We now establish an upper bound
for
∣∣∑n
l=1{P lθHθ(x)− P lθ′Hθ′(x)}
∣∣; we first write
n∑
l=1
∣∣P lθHθ(x)− P lθ′Hθ′(x)∣∣ ≤ n∑
l=1
∣∣P lθHθ(x)− P lϑHϑ(x)∣∣+ n∑
l=1
∣∣P lϑHϑ(x)− P lθ′Hθ′(x)∣∣ .
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For any l ≥ 1 and ϑ ∈ K such that |θ − ϑ| ≤ L, we have∣∣P lθHθ(x)− P lϑHϑ(x)∣∣ ≤ P lϑ |Hθ −Hϑ| (x) + ∣∣(P lθ − P lϑ)Hθ(x)∣∣
≤ P lϑHϑ,L(x) +
∣∣(P lθ − P lϑ)Hθ(x)∣∣ .
By Lemma 4.7, the second term is upper bounded by CDW (θ, ϑ)W (x) for a constant
C depending upon K (and independent of L and l). This concludes the proof.
4.3. Proof of Theorem 2.1. Define the shifted sequence
γ←q = {γq+n, n ∈ N}; (4.10)
and for any measurable set K of Θ, define the exit-time from K
σ(K) = inf{n ≥ 1, θn /∈ K}, (4.11)
with the convention that inf ∅ = +∞. If IN = IN−1 + 1 = i i.e. the i-th update of
the active set occurs at iteration N then
XN+1 ∼ Pθ⋆(x⋆, ·), θN+1 = θ⋆ + γ←i1 Hθ⋆(XN+1), (4.12)
and for any ζ ≥ 1, while θN+ζ ∈ KIN ,
XN+ζ+1 ∼ PθN+ζ(XN+ζ , ·) θN+ζ+1 = θN+ζ + γ←iζ+1HθN+ζ(XN+ζ+1).
This iterative scheme can be seen as a perturbation of the algorithm τN+ζ+1 = τN+ζ+
γ←iζ+1h(τN+ζ) and we will show that the sequence {θn, n ≥ 0} converges as soon as
the perturbations {Hθk(Xk+1) − h(θk), k ∈ N} are small enough in some sense. We
therefore preface the proof of Theorem 2.1 by preliminary results on the control of
Sk,l(ρ,K) def= 1{l≤σ(K)}
l∑
j=k
ρjAθj−1
{
Hθj−1(Xj)− h(θj−1)
}
,
for l ≥ k ≥ 1, a stepsize sequence ρ = {ρn, n ∈ N}, a compact subset K of Θ, and
σ(K) defined by (4.11). Let θ 7→ Aθ, θ ∈ Θ, be a measurable d′ × d matrix function,
where d′ ≥ 1; we will apply the result to Aθ = Id×d where Id×d is the d × d identity
matrix and Aθ = ∇w(θ)′.
For a sequence ρ = {ρn, n ∈ N}, denote by Pρx,θ (resp. Eρx,θ) the probability (resp.
the expectation) associated with the non-homogeneous Markov chain on X× Θ with
δ(x,θ) as initial distribution and with transition mechanism given by line 3 and line 4
of Algorithm 1:
Xn+1 ∼ Pθn(Xn, ·) θn+1 = θn + ρn+1Hθn(Xn+1).
Proposition 4.11 Assume H1, H2, H3 and H4. Let ρ be a non-increasing positive
sequence, ψ = {ψn, n ∈ N} be a sequence such that 1 ≤ ψn ≤ n and K be a compact set
of Θ. Let θ 7→ Aθ, θ ∈ Θ be a (d′×d)-matrix valued function such that supθ∈K |Aθ| <
∞ and supθ,θ′∈K |θ − θ′|−1 |Aθ −Aθ′ | ≤ CA. Then, there exists a constant C such
that for any δ > 0, r ∈ (0, 1] and any (x, θ) ∈ X×K,
P
ρ
x,θ
(
sup
l≥k
|Sk,l (ρ,K)| ≥ δ
)
≤ δ−1C
∑
j≥k
ρ1+rαj−ψjψ
1+α
j + δ
−1CW p(x)
∑
j≥k
ρ
p(1−r)
j
+ δ−1W (x)
ρk +∑
j≥k
(
ρjλ
ψj + ρ1+rυj−ψjψ
3
j
)+ CA Cδ−1W 2(x)∑
j≥k
ρ2j .
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Proof. The proof is postponed to Section 4.4.
Corollary 4.12 Assume H1 to H6. Let K be a compact set of Θ and (x⋆, θ⋆) ∈ X×K.
For any δ > 0 and any ε ∈ (0, 1), there exists i⋆ such that for any i ≥ i⋆
P
γ
←i
x⋆,θ⋆
(
sup
n≥1
∣∣S1,n (γ←i,K)∣∣ ≥ δ) ≤ ε.
For any δ > 0 and any i ≥ 0,
lim
k→∞
P
γ
←i
x⋆,θ⋆
(
sup
l≥k
∣∣Sk,l (γ←i,K)∣∣ ≥ δ) = 0.
Proof. By H1, W (x⋆) < ∞. Let α, β be resp. given by H4 and H6. We apply
Proposition 4.11 with r ∈ ((α ∧ υ)−1(β−1 − 1); 1− (βp)−1), ρ = γ←i and ψj ∼ τ ln j
when j →∞ for some τ ∈ ((β − 1)/ lnλ,+∞).
Proof of Theorem 2.1. Define the sequence of exit-times
T0 = 0 Tm = inf{n ≥ Tm−1 + 1, In = In−1 + 1},m ≥ 1.
(i) Let M0 be such that L ∪ K0 ⊂ {θ ∈ Θ : w(θ) ≤ M0} and set W def= {θ ∈ Θ :
w(θ) ≤M0 + 1}. Since γ is decreasing, Lemma 4.1 shows that there exist δ⋆ > 0 and
i⋆ ≥ 0 large enough such for any i ≥ i⋆,
P
γ
←i
x⋆,θ⋆
(σ (W) <∞) ≤ Pγ←ix⋆,θ⋆
(
sup
n≥1
∣∣S1,n (γ←i,W)∣∣ > δ⋆) .
Corollary 4.12 shows that for any ε ∈ (0, 1), there exists j⋆ such that for any j ≥ j⋆
P
γ
←j
x⋆,θ⋆
(
sup
n≥1
∣∣S1,n (γ←j ,W)∣∣ > δ⋆) ≤ ε.
We can assume w.l.o.g. that j⋆ = i⋆ and we do so. On the other hand, since W is a
compact subset of Θ, by (2.1), there exists m⋆ such that for any m ≥ m⋆, W ⊂ Km.
Hereagain, we can assume that i⋆ = m⋆ and we do so. Hence, for any i ≥ i⋆
P
γ
←i
x⋆,θ⋆
(
σ (W) <∞
)
≤ ε. (4.13)
This yields for all i ≥ i⋆,
Px⋆,θ⋆,0 (Ti+1 <∞) = Ex⋆,θ⋆,0
[
1{Ti<∞} P
γ
←i
x⋆,θ⋆
(σ (Ki) <∞)
]
≤ Px⋆,θ⋆,0 (Ti <∞)Pγ
←i
x⋆,θ⋆
(σ (W) <∞) ≤ εi−i⋆ ,
where we used (4.13) and a trivial induction in the last inequality. Since ε ∈ (0, 1),
we have
∑
i Px⋆,θ⋆,0 (Ti+1 <∞) <∞ which yields Px⋆,θ⋆,0(lim supi{Ti <∞}) = 0 by
the Borel-Cantelli lemma.
(ii) By Theorem 2.1(i), I
def
= supn In is finite Px⋆,θ⋆,0-a.s. and Px⋆,θ⋆,0(∀n ≥ 1, θn ∈
KI) = 1. Since I is finite a.s., it is equivalent to prove that for any i ≥ 0, on the set
{I = i}, limk d(θk,L) = 0 a.s. Let i be fixed. We apply Proposition 4.6 with ρ = γ←i,
ϑk = θTi+k and ξj ← Hθj(Xj+1)− h (θj).
h is Holder-continuous under H2, H3 and H4. Since
∑
k γk = +∞ and limk γk = 0
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by assumptions, then
∑
k ρk = ∞ and limk ρk = 0. For any δ > 0, by applying the
strong Markov property with the stopping-time Ti, we have
Px⋆,θ⋆,0
lim sup
k
sup
l≥k
∣∣∣∣∣∣
l∑
j=k
γi+j+1AθTi+j
{
HθTi+j (XTi+j+1)− h (θTi+j)
}∣∣∣∣∣∣ ≥ δ, I = i

≤ Pγ←ix⋆,θ⋆
lim sup
k
sup
l≥k
∣∣∣∣∣∣
l∑
j=k
γi+j+1AθTi+j
{
Hθj(Xj+1)− h (θj)
}∣∣∣∣∣∣ ≥ δ, σ(Ki) = +∞

≤ Pγ←ix⋆,θ⋆
(
lim sup
k
sup
l≥k
∣∣Sk,l (γ←i,Ki)∣∣ ≥ δ)
≤ lim
k
P
γ
←i
x⋆,θ⋆
(
sup
l≥k
∣∣Sk,l (γ←i,Ki)∣∣ ≥ δ) .
The RHS is zero by Corollary 4.12. Hence, by choosing Aϑj = Id×d, the Proposi-
tion 4.6-(C-iv) holds; note also that with this choice of Aθ, CA = 0. Let us check
Proposition 4.6-(C-v). Under Theorem 2.1-(i), Proposition 4.6- (C-v)-(A) holds.
Assume now that Theorem 2.1-(ii) is satisfied; we prove that Proposition 4.6-(C-v)-
(B) holds. Along the same lines as above, and choosing Aθj equal to the trans-
pose of ∇w(θj), we establish that limk
∑k
j=1 ρj 〈∇w(ϑj), ξj〉 exists. By H1 and since
supK |h| <∞, there exists a constant C such that
Px⋆,θ⋆,0
lim sup
k
sup
l≥k
l∑
j=k
γ2i+j+1
∣∣HθTi+j (XTi+j+1)− h (θTi)∣∣2 ≥ δ, I = i

≤ lim
k
P
γ
←i
x⋆,θ⋆
sup
l≥l
k∑
j=k
γ←ij+1(W
2(Xj+1) + 1) ≥ δ/C
 .
The RHS tends to zero since supj E
γ
←i
x⋆,θ⋆
[
W 2(Xj)
]
<∞ (we assumed p ≥ 2 in H2-(c))
and
∑
j γ
2
j <∞ (we assumed that β > 1/2). Hence, Proposition 4.6-(C-v)-(B) holds.
We then conclude by Proposition 4.6 that Px⋆,θ⋆,0-a.s. on the set I = i, the sequence
{θk, k ≥ 0} converges to a connected component of L.
4.4. Proof of Proposition 4.11. Let ρ be a non-increasing positive sequence
and K be a compact subset of Θ such that K0 ⊆ K. Throughout this section, ρ and
K are fixed; we will therefore use the notations Sk,l and σ instead of Sk,l(ρ,K) and
σ(K). Set
C⋆
def
= sup
θ∈K
{|gθ|W + |Pθgθ|W } ∨ sup
θ∈K
|Aθ| , (4.14)
where gθ is the solution to the Poisson equation (4.6). C⋆ is finite by (4.7), H1 and
H2-(b). By (4.6), Hθj−1(Xj) − h(θj−1) = gθj−1(Xj) − Pθj−1gθj−1(Xj) for any j ≥ 1.
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We then write Sk,l = 1{σ≥l}
∑4
i=1 T
(i)
k,l with
T
(1)
k,l
def
=
l∑
j=k
ρjAθj−1
(
gθj−1(Xj)− Pθj−1gθj−1(Xj−1)
)
1{j≤σ},
T
(2)
k,l
def
=
l∑
j=k
ρj+1Aθj
(
Pθjgθj(Xj)− Pθj−1gθj−1(Xj)
)
1{j+1≤σ},
T
(3)
k,l
def
=
l∑
j=k
(
ρj+1Aθj1{j+1≤σ} − ρjAθj−11{j≤σ}
)
Pθj−1gθj−1(Xj),
T
(4)
k,l
def
= ρkAθk−1Pθk−1gθk−1(Xk−1)− ρl+1AθlPθlgθl(Xl)1{l+1≤σ}.
For any measurable set A, we can bound by Markov’s and Jensen’s inequality
P
ρ
x,θ
(
sup
l≥k
|Sk,l| ≥ δ
)
≤ 3
δ
(
E
ρ
x,θ
[
sup
l≥k
∣∣∣T (1)k,l ∣∣∣p]1/p + Eρx,θ [ sup
k≤l≤σ
∣∣∣T (3)k,l + T (4)k,l ∣∣∣]
+ Eρx,θ
[
sup
k≤l≤σ
∣∣∣T (2)k,l 1{A}∣∣∣]
)
+ Pρx,θ(Ac).
The terms on the right are bounded individually by the three lemmas below, conclud-
ing the proof of Proposition 4.11.
Lemma 4.13 Assume H1, H2 and supθ∈K |Aθ| < ∞. There exists a constant C -
which does not depend on ρ - such that for any x ∈ X, θ ∈ K0 and k ≥ 1,
E
ρ
x,θ
[
sup
l≥k
∣∣∣T (1)k,l ∣∣∣p] ≤ CW p(x)∑
ℓ≥k
ρpℓ .
Proof. Let k ≥ 1 be fixed. Note that {T (1)k,l , l ≥ k} is a Fl-martingale under the
probability Pρx,θ which implies that for any p > 1, there exists a constant C such that
(see e.g. [17, Theorems 2.2 and 2.10])
E
ρ
x,θ
[
sup
l≥k
∣∣∣T (1)k,l ∣∣∣p] ≤ limL→∞Eρx,θ
[
E
ρ
x,θ
[
sup
k≤l≤k+L
∣∣∣T (1)k,l ∣∣∣p ∣∣∣Fk]]
≤ C lim
L→∞
E
ρ
x,θ
[
E
ρ
x,θ
[∣∣∣T (1)k,k+L∣∣∣p ∣∣∣Fk]]
≤ CW p(x)
∑
l≥k
ρpl
 .
Lemma 4.14 Assume H1, H2, supθ∈K |Aθ| <∞ and supθ,θ′∈K |θ − θ′|−1 |Aθ −Aθ′ | ≤
CA. There exists a constant C - which does not depend on ρ - such that for any x ∈ X,
θ ∈ K0, k ≥ 1,
E
ρ
x,θ
[
sup
k≤l≤σ
∣∣∣T (3)k,l + T (4)k,l ∣∣∣ ] ≤ C
ρkW (x) + CA∑
j≥k
ρ2jW
2(x)
 .
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Proof. By (4.14), we have |Pθigθi |W 1{i<σ} ≤ C⋆ and supθ∈K |Aθ| ≤ C⋆. Since ρ
is non-increasing, this yields Eρx,θ
[
supk≤l≤σ
∣∣∣T (4)k,l ∣∣∣ ] ≤ 2C2⋆ρkW (x). We write T (3)k,l =
T
(3,a)
k,l − T (3,b)k,l with
T
(3,a)
k,l
def
=
l∑
j=k
(
ρj+1Aθj − ρjAθj−1
)
Pθj−1gθj−1(Xj)1{j+1≤σ},
T
(3,b)
k,l
def
=
l∑
j=k
ρjAθj−1Pθj−1gθj−1(Xj)1{σ=j}.
Note that {j = σ} ∩ {l ≤ σ} = ∅ for any j < l. Hence
E
ρ
x,θ
[
sup
k≤l≤σ
∣∣∣T (3,b)k,l ∣∣∣ ] = Eρx,θ[ρl ∣∣Aθl−1∣∣ ∣∣Pθl−1gθl−1(Xl)∣∣1{l=σ}] ≤ C2⋆ρkW (x),
where in the inequality we used that ρ is non-increasing. Finally, along the same
lines, we get
|ρj+1Aθj − ρjAθj−1 |
∣∣Pθj−1gθj−1(Xj)∣∣1{j+1≤σ} ≤ (ρj − ρj+1)C2⋆W (Xj)1{j<σ}
+ ρj
∣∣Aθj −Aθj−1 ∣∣C⋆W (Xj)1j<σ
Since
∣∣Aθj −Aθj−1 ∣∣1j<σ ≤ CAC⋆ρjW (Xj), this yields Eρx,θ[ supk≤l≤σ ∣∣∣T (3,a)k,l ∣∣∣ ] ≤
C2⋆
(
ρkW (x) + CAρ
2
kW
2(x)
)
.
For any r ∈ (0, 1) and 0 ≤ k − ψk ≤ n, set
Ar(k, n) def=
n⋂
ℓ=k−ψk
{|θℓ − θℓ−1| ≤ ρrℓ} =
{
sup
k−ψk≤ℓ≤n
|θℓ − θℓ−1|
ρrℓ
≤ 1
}
.
Proposition 4.15 Assume H1, H2, H3, H4 and supθ∈K |Aθ| <∞.
(i) There exists a constant C <∞ - which does not depend on ρ - such that for
any r ∈ (0, 1), x ∈ X, θ ∈ Θ and k ≥ 1,
P
ρ
x,θ
(
Ar(k, σ)
)
≥ 1− C
 ∑
ℓ≥k−ψk
ρ
p(1−r)
ℓ
 W p(x). (4.15)
(ii) There exists a constant C > 0 - which does not depend on ρ - such that
for any r ∈ (0, 1), x ∈ X, θ ∈ Θ, k ≥ 1, and for any positive sequence
ψ = {ψj, j ∈ N} such that 1 ≤ ψj ≤ j,
C Eρx,θ
[
sup
k≤l≤σ
∣∣∣T (2)k,l ∣∣∣1{Ar(k,σ)}]
≤
∑
j≥k
ρ1+rαj−ψjψ
1+α
j +W (x)
∑
j≥k
(
ρjλ
ψj + ρ1+rυj−ψjψ
3
j
)
.
Proof. Throughout this proof, C denotes a constant which may change upon each
appearance and only depends on K.
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(i) By H1, there exists a constant C such that Pρx,θ-a.s. , on the set {k − ψk ≤
ℓ ≤ σ}, |θℓ − θℓ−1| ≤ CρℓW (Xℓ). Hence, by the Markov inequality
1− Pρx,θ
(
Ar(k, σ)
)
≤ CEρx,θ
[
sup
k−ψk≤ℓ≤σ
ρ
p(1−r)
ℓ W
p(Xℓ)
]
≤ C
 ∑
ℓ≥k−ψk
ρ
p(1−r)
ℓ
W p(x).
(ii) We use Proposition 4.10 with θ ← θj , θ′ ← θj−1, ϑ← θj−ψj , x← Xj, n← ψj
and L← Lj def= ψjρrj−ψj+1. Since ρ is non-increasing, observe that(∣∣θj − θj−ψj ∣∣ ∨ ∣∣θj−1 − θj−ψj ∣∣)1{Ar(k,j)} ≤ ψj ρrj−ψj+1,
thus justifying that with the above definitions, we have |θ − ϑ|∨|θ′ − ϑ| ≤ L. By using
DW (θ, θ
′′) ≤ DW (θ, θ′)+DW (θ′, θ′′) andW ≥ 1, we write supk≤l≤σ
∣∣∣T (2)k,l ∣∣∣1{Ar(k,σ)} ≤
C
∑2
i=1 Ξ
(i)
k with
Ξ
(1)
k
def
=
∑
j≥k
ρjψjAθj−1 {|θj − θj−1|α + 2DW (θj , θj−1)W (Xj)
+2DW (θj−1, θj−ψj )W (Xj)
}
1{j≤σ}1{Ar(k,j)} +
∑
j≥k
ρjAθj−1λ
ψjW (Xj)1{j≤σ},
Ξ
(2)
k
def
=
∑
j≥k
ρjAθj−1
ψj∑
l=1
P lθj−ψj
Hθj−ψj ,Lj(Xj)1{j≤σ}1{Ar(k,j−1)}.
Let us consider Ξ
(1)
k . By (4.14), H3 and the monotonicity of ρ, we have
E
ρ
x,θ
[
Ξ
(1)
k
]
≤ C⋆
∑
j≥k
ρ1+rαj ψj + C⋆W (x)
∑
j≥k
ρjλ
ψj + CW (x)
∑
j≥k
ψ2jρ
1+rυ
j−ψj
.
Let us now consider Ξ
(2)
k . Set Bl,j
def
= Eρx,θ
[
DW (θl, θj−ψj )W (Xl)1{l+1≤σ}1{Ar(k,l)}
]
.
We write
E
ρ
x,θ
[
P lθj−ψj
Hθj−ψj ,Lj (Xj)1{j≤σ}1{Ar(k,j−1)}
]
= Eρx,θ
[
Pθj−1P
l
θj−ψj
Hθj−ψj ,Lj (Xj−1)1{j≤σ}1{Ar(k,j−1)}
]
≤ Eρx,θ
[
P l+1θj−ψj
Hθj−ψj ,Lj (Xj−1)1{j≤σ}1{Ar(k,j−1)}
]
+ C Bj−1,j ,
where in the last inequality, we used that∣∣∣P lθj−ψjHθj−ψj ,Lj ∣∣∣W 1{j−ψj<σ} ≤ 2 supθ∈K |Hθ|W supl≥1 supθ∈K ∣∣P lθW ∣∣W
which is finite by H1 and H2-(b). Since 1{j≤σ}1{Ar(k,j−1)} ≤ 1{j−1≤σ}1{Ar(k,j−2)},
we have by a trivial induction
E
ρ
x,θ
[
P lθj−ψj
Hθj−ψj ,Lj(Xj)1{j≤σ}1{Ar(k,j−1)}
]
≤ Al,j + C
ψj−1∑
i=1
Bj−i,j ,
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where Al,j
def
= Eρx,θ
[
P
l+ψj
θj−ψj
Hθj−ψj ,Lj(Xj−ψj )1{j−ψj+1≤σ}1{Ar(k,j−ψj)}
]
. Finally, us-
ing again |Hϑ,L|W 1{ϑ∈K} ≤ 2 supθ∈K |Hθ|W and H2-(b), we obtain
Al,j ≤ C λl+ψjW (x) + sup
θ∈K
πθHθ,Lj .
By H4, the last term in the RHS is upper bounded by Lαj . Combining the above
inequalities and using (4.14), we have
E
ρ
x,θ
[
Ξ
(2)
k
]
≤ C
∑
j≥k
ρjψj
ψj−1∑
i=1
Bj−i,j + C⋆
∑
j≥k
ρjψjL
α
j + CWx,θ
∑
j≥k
ρjλ
ψj .
The result follows upon noting that Bl,j ≤W (x)(l − j + ψj)ρrυj−ψj .
5. Proofs of Section 3.
5.1. Proof of Proposition 3.1. Let Θ = R. From (3.1), supθ∈Θ supx∈R |Hθ(x)| ≤
1 so that H1 is satisfied with the constant function W = 1.
We have |Hθ1(x) −Hθ2(x)| = 1{θ1∧θ2≤φ(x)<θ1∨θ2} and under the stated assump-
tions,
sup
θ∈R
∫
sup
θ′∈B(θ,δ)
|Hθ(x) −Hθ′(x)| π(dx) ≤ sup
θ∈R
∫
1{θ−δ≤φ(y)≤θ+δ}π(y)dy ≤ Cδ.
Therefore, H4 is satisfied with α = 1.
Since the weak derivative of θ 7→ |θ − x| is sign(θ − x) almost-everywhere, the
dominated convergence theorem implies that w is differentiable and its derivative is
w′(θ) =
1
2
(∫
1φ(y)≤θπ(y)dy −
∫
1φ(y)≥θπ(y)dy
)
+
(
1
2
− q
)
=
∫
1φ(y)≤θπ(y)dy − q;
(5.1)
we also have w continuously differentiable. Since
∫ |φ(y)|π(y)dy <∞,
w(θ) ≥ |θ|
2
+
(
1
2
− q
)
θ − 1
2
∫
|φ(y)| π(y)dy −→
|θ|→∞
∞;
since w is continuous, this implies that the level sets of w are compact, thus showing
H5-(a) holds. By definition of h (see (2.3)), we have h(θ) = −w′(θ). Therefore, the
set L in H5-(b) is given by (3.3) and it is compact. In addition, H5-(c) is satisfied.
Finally, w(θ) reaches its minimum at θ⋆ ∈ L (see (5.1)). Since the Lyapunov function
w is defined up to an additive constant, we can assume with no loss of generality that
w is non-negative, which concludes the proof of H5.
Note that w is constant on L since w′(θ) = 0 for any θ ∈ L and L is an interval.
Hence w(L) has an empty interior.
5.2. Proof of Proposition 3.2. Let K1 and K2 be resp. a compact of R and
V ; set K def= K1 × K2. Let τ > 0 be such that Cτα ≤ δ where C, δ are given by
E1. For any ϑ = (θ, s) ∈ K, ϑ′ = (θ′, s′) with |θ − θ′| ≤ τ and |s− s′| ≤ τ , and
x = (y, z) ∈ X× X it holds
|Hϑ(x)−Hϑ′(x)| ≤ |s− s′|+ µ(z)
gνˆ(s)(z)
{∣∣
1{φ(z)≥θ} − 1{φ(z)≥θ′}
∣∣+ ∣∣∣∣1− gνˆ(s)(z)gνˆ(s′)(z)
∣∣∣∣}
≤ τ + µ(z)
gνˆ(s)(z)
{
1{θ∧θ′≤φ(z)≤θ∨θ′} + ψ(s, s
′, z) exp (ψ(s, s′, z))
}
,
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where ψ(s, s′, z)
def
= |B(νˆ(s))−B(νˆ(s′))| + |νˆ(s)− νˆ(s′)| |S(z)|. By E1, there exists a
constant C - depending only upon K - such that for any ϑ ∈ K∫
πϑ(dx) sup
|θ−θ′|≤τ
|Hϑ(x)−Hϑ′(x)| ≤ τ + Cτα.
5.3. Proofs of Section 3.3.
Lemma 5.1 Under E2, for any 0 ≤ κ < d, supθ∈Rd
∫ |x− θ|−κ π(x)dx <∞.
Proof. Let 0 < κ < d.∫
|x− θ|−κ π(x)dx =
∫ +∞
0
dt
∫
{x:|x−θ|κ≤1/t}
π(x)dx
≤ 1 + sup
x∈Rd
π(x)
∫ +∞
1
dt sup
θ∈Rd
∫
{x:|x−θ|≤t−κ}
dx
≤ 1 + C
∫ +∞
1
t−d/κdt,
for a finite constant C, which does not depend on θ.
Proof. [Proposition 3.3] As |Hθ(x)| = 1, H1 is satisfied with the constant function
W = 1. By [6, Lemma 19-(ii)], there exists C such that for any x, θ, t with x 6= θ, we
have ∣∣∣∣|x− θ + t| − |x− θ|+〈t, x− θ|x− θ|
〉∣∣∣∣ ≤ C |t|2|x− θ|
Since supθ∈Θ
∫ |x− θ|−1 π(x)dx <∞ (see Lemma 5.1 below), then this inequality im-
plies that w is differentiable and ∇w(θ) = − ∫ (x− θ)/ |x− θ|π(x)dx. The dominated
convergence theorem implies that w is continuously differentiable. H5-(a) follows from
the lower bound w(θ) ≥ |θ|−∫ |x|π(x)dx and the continuity of w. We have ∇w = −h
from which H5-(c) trivially follows. Finally, by E2 and [30], L contains a single point,
and H5-(b) is satisfied.
Let θ, θ′ ∈ Θ. For any x /∈ {θ, θ′},
|Hθ′(x)−Hθ(x)| =
∣∣∣∣ x− θ′|x− θ′| |x− θ| (|x− θ| − |x− θ′|) + θ − θ′|x− θ|
∣∣∣∣ ≤ 2 |θ′ − θ||x− θ| .
Define Hθ,δ(x) def= supθ′∈B(θ,δ) |Hθ′(x)−Hθ(x)|. Let 0 < β < 1/d. Then∫
π(x)Hθ,δ(x)dx =
∫
x∈B(θ,δ+δβ)
π(x)Hθ,δ(x)dx +
∫
x/∈B(θ,δ+δβ)
π(x)Hθ,δ(x)dx
≤ 2 sup
x inRd
π(x)
∫
x∈B(θ,δ+δβ)
dx+ 2
∫
x/∈B(θ,δ+δβ)
sup
θ′∈B(θ,δ)
|θ′ − θ|
|x− θ| π(x)dx
≤ Cδβd + 4δ1−β,
for a constant C which is finite by E2. Hence, and H4 is satisfied with α = (βd) ∧
(1− β) < 1. This holds true with β = 1/(1 + d) for which βd = 1− β.
5.4. Proofs of Section 3.4. We start with a preliminary lemma which gives a
control on the intersection of two Voronoi cells associated with θ, θ¯ ∈ (Rd)N .
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Lemma 5.2 For any compact set K of Θ, there exists δK > 0 such that for any θ ∈ K
and any i 6= j:
(i)
sup
δ≤δK
1√
δ
sup
θ¯∈B(θ,δ)N∩Θ
∣∣∣∣∣ θ¯(j) − θ¯(i)∣∣θ¯(j) − θ¯(i)∣∣ − θ(j) − θ(i)∣∣θ(j) − θ(i)∣∣
∣∣∣∣∣ <∞.
(ii) for any δ ≤ δK, there exists a measurable set Ri,j(θ, δ) such that
sup
θ¯∈B(θ,δ)∩Θ
1{Ci(θ)∩C(j)(θ¯)∩B(0,∆)} ≤ 1{Ri,j(θ,δ)},
sup
δ≤δK
1√
δ
∫
1{Ri,j(θ,δ)}(x) dx <∞.
Proof. Let K be a compact set of Θ. The function on (Rd)N given by θ 7→
mini6=j
∣∣θ(i) − θ(j)∣∣ is continuous. Since K is a compact subset of Θ, there exists
bK > 0 such that for any θ ∈ K, mini6=j
∣∣θ(i) − θ(j)∣∣ ≥ bK. Choose δK ∈ (0, bK/2 ∧ 1).
Let i 6= j ∈ {1, · · · , N} and θ ∈ K be fixed. For any δ ≤ δK and θ¯ ∈ B(θ, δ), it holds∣∣∣θ¯(j) − θ¯(i)∣∣∣ ≥ ∣∣∣θ(j) − θ(i)∣∣∣− ∣∣∣θ¯(j) − θ(j)∣∣∣− ∣∣∣θ¯(i) − θ(i)∣∣∣ ≥ ∣∣∣θ(j) − θ(i)∣∣∣− 2δ (5.2)
≥ bK − 2δ > 0.
Similarly, ∣∣∣θ¯(j) − θ¯(i)∣∣∣ ≤ ∣∣∣θ(j) − θ(i)∣∣∣+ 2δ. (5.3)
Define n = (θ(j) − θ(i))/ ∣∣θ(j) − θ(i)∣∣ and n′ = (θ¯(j) − θ¯(i))/ ∣∣θ¯(j) − θ¯(i)∣∣.
(i) We have |n− n′|2 = 2 (1− 〈n, n′〉). In addition, for any δ ≤ δK and θ¯ ∈
B(θ, δ),
〈n, n′〉 =
∣∣∣θ(j) − θ(i)∣∣∣−1 〈θ(j) − θ(i), n′〉
=
∣∣∣θ(j) − θ(i)∣∣∣−1 〈∣∣∣θ¯(j) − θ¯(i)∣∣∣n′ + θ(j) − θ¯(j) + θ¯(i) − θ(i), n′〉
≥
∣∣θ¯(j) − θ¯(i)∣∣∣∣θ(j) − θ(i)∣∣ − 2δ∣∣θ(j) − θ(i)∣∣ ≥ 1− 4δ∣∣θ(j) − θ(i)∣∣ ≥ 1− 4δbK ,
where we used (5.2) in the last equation. Therefore
|n− n′|2 ≤ 8δ/bK, (5.4)
(ii) Let x ∈ C(i)(θ). We write x − θ(i) = 〈x− θ(i), n〉n +m where 〈m,n〉 = 0.
Using
∣∣x− θ(i)∣∣2 = ∣∣〈x− θ(i), n〉∣∣2+|m|2 and x−θ(j) = 〈x− θ(i), n〉n−∣∣θ(i) − θ(j)∣∣n+
m we get ∣∣∣x− θ(j)∣∣∣2 = ∣∣∣〈x− θ(i), n〉− ∣∣∣θ(i) − θ(j)∣∣∣∣∣∣2 + |m|2 .
Since x ∈ C(i)(θ), ∣∣x− θ(i)∣∣ ≤ ∣∣x− θ(j)∣∣ so that ∣∣〈x− θ(i), n〉∣∣2 ≤ ∣∣〈x− θ(i), n〉− ∣∣θ(i) − θ(j)∣∣∣∣2.
This implies that
〈
x− θ(i), n〉 ≤ ∣∣θ(j) − θ(i)∣∣ /2. Therefore,
C(i)(θ) ⊂
{
x ∈ Rd,
〈
x− θ(i), n
〉
≤ 1
2
∣∣∣θ(j) − θ(i)∣∣∣} .
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Let now x ∈ Cj(θ¯) ∩ B(0,∆). Following the same lines as above and using (5.3)〈
x− θ¯(j), n′
〉
≥ −1
2
∣∣∣θ¯(j) − θ¯(i)∣∣∣ ≥ −1
2
∣∣∣θ(j) − θ(i)∣∣∣− δ. (5.5)
Moreover〈
x− θ(i), n
〉
=
〈
x− θ(i), n− n′
〉
+
〈
x− θ¯(j), n′
〉
+
〈
θ¯(j) − θ¯(i), n′
〉
+
〈
θ¯(i) − θ(i), n′
〉
=
〈
x− θ(i), n− n′
〉
+
〈
x− θ¯(j), n′
〉
+
∣∣∣θ¯(j) − θ¯(i)∣∣∣+ 〈θ¯(i) − θ(i), n′〉 .
Since x, θ(i) ∈ B(0,∆), we have by (5.2), (5.4) and (5.5)〈
x− θ(i), n
〉
≥ −2∆ |n− n′| − 1
2
∣∣∣θ(j) − θ(i)∣∣∣− δ + ∣∣∣θ(j) − θ(i)∣∣∣− 2δ − δ
≥ 1
2
∣∣∣θ(j) − θ(i)∣∣∣ − 4δ − 4∆√2/bK√δ.
Therefore,
C(j)(θ¯) ∩ B(0,∆) ⊂
{
x ∈ Rd,
〈
x− θ(i), n
〉
≥ 1
2
‖θ(j) − θ(i)‖ − 4δ − 4∆
√
2/bK
√
δ
}
.
Hence,
C(i)(θ) ∩ C(j)(θ¯) ∩ B(0,∆)
⊂
{
x ∈ B(0,∆), 1
2
∣∣∣θ(j) − θ(i)∣∣∣ − 4δ − 4∆√2/bK√δ ≤ 〈x− θ(i), n〉 ≤ 1
2
∣∣∣θ(j) − θ(i)∣∣∣} .
Finally, since δK < 1, we have δ ≤
√
δ, and this concludes the proof, by noticing that
this last set is independent of θ¯.
Proof. [Proof of Lemma 3.4] For any compact set K ⊂ Θ, there exists C such
that supθ∈K |Hθ(u)| ≤ C(|u|+ 1). Therefore, H1 is satisfied with W (u) = 1 + |u|.
w is nonnegative and continuously differentiable on Θ; since ∇w = −h, H5-(c) is
satisfied.
We now prove H5-(b); the proof is by contradiction. Assume that L is not included in a
level set of w: then there exists a sequence {θq, q ≥ 1} of L such that limq w(θq) = +∞.
Since w˜ is bounded on (B(0,∆))N , then limq
∑
i6=j
∣∣∣θ(i)q − θ(j)q ∣∣∣−2 = +∞ which implies
that there exist a subsequence (still denoted {θq, q ≥ 1}) and indices i 6= j such that
limq
∣∣∣θ(i)q − θ(j)q ∣∣∣ = 0. Since L is closed, we proved that there exists a point limq θq in
L such that limq θ(i)q = limq θ(j)q . This is a contradiction since L ⊂ Θ.
Let us prove H4. Let K ⊂ Θ be a compact set. We write
|Hθ(x) −Hθ¯(x)| ≤
∣∣∣H˜θ(x) − H˜θ¯(x)∣∣∣ + λ N∑
i=1
∑
j 6=i
(∣∣∣∣∣ θ(i) − θ(j)∣∣θ(i) − θ(j)∣∣4 − θ¯
(i) − θ¯(j)∣∣θ¯(i) − θ¯(j)∣∣4
∣∣∣∣∣
)
.
Since K is a compact of Θ, there exists a constant C such that
|Hθ(x)−Hθ¯(x)| ≤
∣∣∣H˜θ(x) − H˜θ¯(x)∣∣∣+ C ∣∣θ − θ¯∣∣ .
26 G. FORT ET AL.
For any θ, θ¯ ∈ K and any x ∈ Rd,
∣∣∣H˜θ¯(x) − H˜θ(x)∣∣∣2 /4 = N∑
i=1
[∣∣∣θ¯i − θ(i)∣∣∣2 1{C(i)(θ)∩C(i)(θ¯)}(x)
+
∣∣∣θ(i) − x∣∣∣2 1{Ci(θ)∩C(i)(θ¯)c}(x) + ∣∣∣θ¯(i) − x∣∣∣2 1{C(i)(θ)c∩C(i)(θ¯)}(x)] .
Therefore, for any x ∈ B(0,∆), any θ ∈ K, and any θ¯ ∈ B(0, δ),
∣∣∣H˜θ¯(x) − H˜θ(x)∣∣∣ /2 ≤
√√√√ N∑
i=1
∣∣θ¯(i) − θ(i)∣∣2 + N∑
i=1
N∑
j=1,j 6=i
∣∣∣θ(i) − x∣∣∣1{C(i)(θ)∩C(j)(θ¯)}(x)
+
N∑
i=1
N∑
j=1,j 6=i
∣∣∣θ¯(i) − x∣∣∣1{C(j)(θ)∩C(i)(θ¯)}(x)
≤ δ + 2∆N2 sup
i6=j
1{C(i)(θ)∩C(j)(θ¯)∩B(0,∆)}(x).
By Lemma 5.2, there exists δK such that for any δ ≤ δK, there exist a measurable set
Ri,j(θ, δ) such that
sup
θ¯∈B(0,δ)
1{C(i)(θ)∩C(j)(θ¯)∩B(0,∆)}(x) ≤ 1{Ri,j(θ,δ)}(x).
Therefore,
∣∣∣H˜θ¯(x)− H˜θ(x)∣∣∣ /2 ≤ δ+2∆N2 sup
i6=j
1{Ri,j(θ,δ)}(x). Under E3, π is bounded
on Θ. In addition, Lemma 5.2 shows that
sup
δ≤δK
1√
δ
sup
θ∈K
sup
i6=j
∫
1{Ri,j(θ,δ)}(x)dx <∞.
Then, there exists C′ such that for any δ ≤ δK,
sup
θ∈K
∫
π(dx) sup
{θ¯,|θ¯−θ|≤δ}
∣∣∣H˜θ¯(x)− H˜θ(x)∣∣∣ ≤ C′√δ.
Moreover, as supθ∈Θ supx∈B(0,∆)
∣∣∣H˜θ(x)∣∣∣ <∞, for any δ ≥ δK,
sup
θ∈K
∫
π(dx) sup
{θ¯,|θ¯−θ|≤δ}
∣∣∣H˜θ¯(x) − H˜θ(x)∣∣∣ ≤ 2 sup
Θ×supp(π)
∣∣∣H˜θ(x)∣∣∣ √δ
min(1,
√
δK)
.
Therefore H4 is satisfied with α = 1/2.
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