In this paper, we consider and analyze a new class of projection methods for solving pseudomonotone general variational inequalities using the Wiener-Hopf equations technique. The modified methods converge for pseudomonotone operators. Our proof of convergence is very simple as compared with other methods. The proposed methods include several known methods as special cases.  2002 Elsevier Science (USA)
INTRODUCTION
General variational inequality, introduced and studied by Noor [5] in 1988, is a useful and significant generalization of variational inequalities. It has been shown that a wide class of odd-order, nonsymmetric obstacle, unilateral, equilibrium, nonlinear nonconvex programming, and quasi variational inequalities problems can be studied in the general framework of general variational inequalities; see, for example, [6-9, 11-15, 26] . In recent 334 0022-247X/02 $35.00 general variational inequalities years, several iterative projection-type methods have been suggested and analyzed by various authors by modifying the projection methods. It has been shown that these modified methods converge for pseudomonotone operators, improving the convergence criteria effectively. For recent advances in projection-type methods for solving variational inequalities and related complementarity problems, see Xiu and Zhang [25] and the references therein. Equally important is the area of the Wiener-Hopf equations, which has played an important and fundamental role in developing some powerful and efficient numerical techniques as well as studying the sensitivity analysis for various classes of variational inequalities (inclusions). Recently Noor et al. [15] have suggested a modified projection-type method for solving variational inequalities by using the Wiener-Hopf equations technique. It has been shown that this modified method is as efficient and robust as the projection methods of Solodov and Svaiter [19] and Iusem and Svaiter [4] . We extend these ideas to suggest a new class of projection-type methods for solving general variational inequalities. Our method of convergence is very simple as compared with other methods. Since general variational inequalities include (quasi) variational inequalities, complementarity problems, tangent projection equations, and nonlinear optimization problems as special cases, the results obtained in this paper continue to hold for these problems.
PRELIMINARIES
Let H be a real Hilbert space, whose inner product and norm are denoted by · · and · , respectively. Let K be a closed convex set in H and let T g H → H be nonlinear operators. We now consider the problem of finding u ∈ H, g u ∈ K such that
Problem (2.1) is called the general variational inequality, which was introduced and studied by Noor [5] in 1988. It has been shown that a large class of unrelated odd-order and nonsymmetric obstacle, unilateral, contact, free, moving, and equilibrium problems arising in regional, physical, mathematical, engineering, and applied sciences can be studied in the unified and general framework of the general variational inequalities (2.1); see [6] [7] [8] [9] [10] [11] [12] [13] [14] and the references therein. For g ≡ I, where I is the identity operator, problem (2.1) is equivalent to finding u ∈ K such that
which is known as the classical variational inequality introduced and studied by Stampacchia [21] in 1964. For recent state of the art, see and the references therein. From now on, we assume that g is onto K unless otherwise specified. If N u = w ∈ H w v − u ≤ 0 for all v ∈ K is a normal cone to the convex set K at u, then the general variational inequality (2.1) is equivalent to finding u ∈ H, g u ∈ K such that −T u ∈ N g u which are known as the general nonlinear equations.
If T tg is the projection of −Tu at g u ∈ K, then it can be shown that the general variational inequality problem (2.1) is equivalent to finding u ∈ H, g u ∈ K such that
which are known as the tangent projection equations; see [26] . This equivalence has been used to discuss the local convergence analysis of a wide class of iterative methods for solving general variational inequalities (2.1).
which is known as the general complementarity problem. For g u = m u + K, where m is a point-to-point mapping, problem (2.3) is called the implicit (quasi) complementarity problem. If g ≡ I, then problem (2.3) is known as the generalized complementarity problem. Such problems have been studied extensively in the literature; see, for example, [2, 9, 12, 14, 16, 20] . We now recall the following well-known result and concepts.
Lemma 2.1. For a given z ∈ H, u ∈ K satisfies the inequality
if and only if
where P K is the projection of H onto K. Also, the projection operator P K is nonexpansive.
Related to the general variational inequalities, we now consider the problem of Wiener-Hopf equations. To be more precise, let Q K = I − P K , where I is the identity operator and P K is the projection of H onto K For given nonlinear operators T g H → H consider the problem of finding z ∈ H such that
Equations of the type (2.5) are called the general Wiener-Hopf equations, which were introduced and studied by Noor [6, 7] . For g = I, we obtain the original Wiener-Hopf equations, which were introduced and studied by Shi [18] and Robinson [17] in different settings independently. Using the projection operators technique, one can show that the variational inequalities are equivalent to the Wiener-Hopf equations. This equivalent alternative formulation has played a fundamental and important role in studying various aspects of variational inequalities. It has been shown that Wiener-Hopf equations are more flexible and provide a unified framework to develop some efficient and powerful numerical techniques for solving variational inequalities and related optimization problems; see, for example, [8, 9, 11, 14, 17, 18] and the references therein.
Definition 2.1. For all u v ∈ H, the operator T H → H is said to be
(ii) g-pseudomonotone, if
For g ≡ I, Definition 2.1 reduces to the usual definition of monotonicity and pseudomonotonicity of the operator T . Note that monotonicity implies pseudomonotonicity but the converse is not true; see [2, pp. 291-293 ].
MAIN RESULTS
In this section, we use the Wiener-Hopf equations technique to suggest and analyze a new class of iterative projection methods for solving the general variational inequalities (2.1). For this purpose, we need the following result, which can be proved by invoking Lemma 2.1.
Lemma 3.1 [5] . The function u ∈ H, g u ∈ K is a solution of (2.1) if and only if u ∈ H satisfies the relation
where ρ > 0 is a constant and g is onto K.
Lemma 3.1 implies that problems (2.1) and (3.1) are equivalent. This alternative formulation is very important from the numerical analysis point of view. This fixed-point formulation was used to suggest and analyze a number of iterative methods for general variational inequalities (2.1); see [6] [7] [8] [9] [10] [11] [12] [13] [14] . We use this alternative formulation to show that the general variational inequalities (2.1) are equivalent to the general Wiener-Hopf equations (2.5).
Lemma 3.2 [7] . The general variational inequality (2.1) has a unique solution u ∈ H, g u ∈ K if and only if the general Wiener-Hopf equation (2.5) has a unique solution z ∈ H, where
We now define the residual vector R u by the relation
From Lemma 3.1, it is clear that u ∈ H, g u ∈ K is a solution of (2.1) if and only if u ∈ H is a zero of the equation
Using Lemma 3.2, the general Wiener-Hopf equation (2.5) can be written as
Invoking Lemma 3.1, one can easily show that u ∈ H, g u ∈ K is a solution of (2.1) if and only if u ∈ H, g u ∈ K is a zero of the equation (3.4) . Now for η ∈ 0 1 g u ∈ K P K g u − ρTu ∈ K, we have
since K is a convex set. On the basis of the above observations, we can rewrite the equation (3.4) as
where
and α is a positive stepsize. The fixed-point formulation (3.6) enables us to suggest and analyze a new class of modified projection methods for solving general variational inequalities (2.1).
Algorithm 3.1. For a given u 0 ∈ H, compute the approximate solution u n+1 by the iterative scheme
where η n = a m k and m k is the smallest nonnegative integer m such that ρ Tu − Tg −1 g u n − a m R u n R u n ≤ σ R u n 2 (3.9)
and σ ∈ 0 1 is a constant.
We now discuss some special cases of Algorithm 3.1.
Case I. Note that, for η n = 1, Algorithm 3.1 reduces to:
For a given u 0 ∈ H, compute the approximate solution u n+1 by the iterative scheme
which appears to be a new one.
Case II. For η n = 0, Algorithm 3.1 collapses to:
Algorithm 3.3. For a given u 0 ∈ H, compute u n+1 by the iterative scheme g u n+1 = P K g u n − ρTu n n= 0 1 2 which is known as the projection method; see [5] . For the local convergence analysis of Algorithms 3.2 and 3.3, see [26] .
Case III. For g ≡ I, where I is the identity operator, we obtain the corresponding algorithms for classical variational inequalities (2.2), which were considered and studied by Solodov and Tseng [20] , He [3] , and Noor et al. [15] . This shows that Algorithm 3.1 is a unifying one and includes various known algorithms as special cases.
For the convergence analysis of Algorithm 3.1, we need the following result. The analysis is in the spirit of Sun [22] and Noor [13] . Lemma 3.3. Letū ∈ H be a solution of (2.1) 
Proof. Letū ∈ H be a solution of the general variational inequality (2.1). Then
since the operator T is pseudomonotone. Taking g v = g u − ηR u in (3.13), we have
≥ ρη R u Tg −1 g u − ηR u using (3.14)
where we have used (3.9). Setting z = g u − ρTu, u = P K g u − ρTu , and v = g ū in (2.4), we have P K g u − ρTu − g u + ρTu g ū − P K g u − Tu ≥ 0 which implies, using (3.3), −R u + ρTu g ū − g u + R u ≥ 0 from which, we obtain
Combining (3.15) and (3.16), we obtain
the required result.
Lemma 3.4. Letū ∈ H be a solution of (2.1) and let u n+1 be the approximate solution obtained from Algorithm 3.1. Then
Proof. From (3.8), (3.10), and (3.12), we have
the required result. Proof. Let u * ∈ H be a solution of (2.1). Then, from (3.17), it follows that the sequence u n is bounded and
which implies that either Assume that (3.18) holds. Letū be the cluster point of u n and let the subsequence u n i of the sequence u n converge toū Since R is continuous, it follows that R ū = lim i→∞ R u n i = 0, which implies thatū is a solution of (2.1) by invoking Lemma 3.1 and g u n+1 − g ū 2 ≤ g u n − g ū 2 (3.20)
Thus the sequence u n has exactly one cluster point and, consequently, lim n→∞ g u n = g ū . Since g is injective, it follows that lim n→∞ u n =ū ∈ H, satisfying the general variational inequality (2.1). Assume that (3.19) holds, that is, lim n→∞ η n = 0. If (3.9) does not hold, then, by a choice of η n , we obtain σ R u n 2 ≤ ρ Tu n − Tg −1 g u n − η n R u n R u n (3.21)
Letū be a cluster point of u n and let u n i be the corresponding subsequence of u n converging toū. Taking the limit in (3.21), we have σ R ū 2 ≤ 0 which implies that R ū = 0; that is,ū ∈ H is solution of (2.1) by invoking Lemma 3.1 and (3.20) holds. Repeating the above arguments, we conclude that lim n→∞ u n =ū.
