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Abstract
Thispaperdescribesanoriginalapproachformotion
interpretation with a view to content-based video index-
ing. We exploit a statistical analysis of the temporal dis-
tribution of appropriate local motion-based measures to
perform a global motion characterization. We consider
motion features extracted from temporal cooccurrence
matrices, and related to properties of homogeneity, ac-
celeration or complexity. Results on various real video
sequences are reported and provide a ﬁrst validation of
the approach.
1. Introduction
Multimedia databases are of growing importance
in various application ﬁelds, such as television
archives(movies, documentaries,news,...), multime-
dia publishing, road trafﬁc surveillance, medical imag-
ing, remote sensing and meteorology (satellite im-
ages),...Then,efﬁcientuseofthesedatabasesrequires
to identify pertinent information related to their content
to satisfy a given query or to access particular pieces of
information. There is obviously a real need of indexing
and retrieving multimedia documents by their content in
an automatic way (at least partly). Several pioneering
systems already exist for still images, [1, 5], and a large
research effort is currently undertaken to handle image
and video databases, [1, 7, 9, 13, 16]. Nevertheless, due
to the complexity of image interpretation and dynamic
sceneanalysis, severalimportantissues remaintobefur-
ther investigated.
As far as video sequences are concerned, content-
based video indexing, browsing, editing, or retrieval,
have motivated speciﬁc investigations focusing ﬁrst on
the structuration of the video in elementary shots, [1, 3,
7, 16], and concentrating more recently on image mo-
saicing [10], on image layering [2], on object motion
characterizationin case of a static camera [4], or on seg-
mentation and tracking of moving elements [6]. Mo-
tion segmentation methods usually rely on 2D paramet-
ric motion models, and aim at localizing the different
types of motions present in a scene. However, they turn
out to be unadapted to certain classes of sequences, par-
ticularly in the case of unstructured motions of rivers,
ﬂames,foliagesinthewind,orcrowds,...,(seeFig.1).
Besides, it seems pertinent to provide a direct global
characterization without any prior motion segmentation
or without any complete motion estimation in terms of
parametric models or optical ﬂow ﬁelds. These remarks
emphasize the need for the design of new low-level ap-
proaches in order to supply a direct global motion de-
scription, [11, 14, 15].
We follow this point of view and we propose an orig-
inal method for video indexing with respect to motion
content. It uses local non-parametric motion-related
information, and extracts, from temporal cooccurrence
statistics, global motionfeatures relative to motioncom-
plexity, coherence or acceleration. In Section 2, we out-
line the analogy between our approach and texture anal-
ysis. Section 3 describes the local motion-related infor-
mation used. In Section 4, we introduce temporal cooc-
currence matrices and the extracted global motion fea-
tures. Section 5 contains results obtainedon variousreal
video sequences and concluding remarks.
2. Problem statement
Our approach consists in analyzing, within each shot
previouslyextractedfromthe processedvideosequence,
the whole spatio-temporal motion distribution, as spa-
tial grey level distribution in texture analysis. In par-
ticular, we aim at adapting in that context cooccurrence
measurements which supply a texture characterization
in terms of homogeneity, contrast or coarseness [8].
Preliminary work in that direction, developed byPolana and Nelson, [11, 14], introduces the notion of
temporal texture, related to ﬂuid motions. Indeed, mo-
tionsofrivers,foliages,ﬂames, orcrowds,..., canbe
regarded as temporal textures.
a) b)
Figure 1. Examples of temporal textures : a) fo-
liage b) ﬁre (by courtesy of MIT).
Maps of local motion-related measures along the im-
age sequence, required as input of cooccurrence mea-
surements, could be provided by dense optical ﬂow
ﬁelds. However, ﬁrst, it is really time consuming, and
second, the quality of the estimated displacement ﬁelds
cannot be ensured in the case of temporal content corre-
sponding to such complex dynamic scenes. Therefore,
we prefer to consider local motion-related information,
easily computed from the spatio-temporal gradients of
the intensity. Contrary to [11], where the normal veloc-
ity is considered, we make use of a more reliable infor-
mation as explained in the next section.
3. Local motion-related measures
By assuming intensity constancy along 2D motion
trajectories, the image motion constraint relating the 2D
apparent motion and the spatio-temporal derivatives of
the intensity function can be expressed by :
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This quantity
v
n can in fact be null whatever the mo-
tion magnitude, if the motion direction is perpendicular
to the spatial intensity gradient.
v
n is also very sensi-
tive to noise attached to the computation of the intensity
derivatives. However, if the spatial intensity gradient is
sufﬁciently distributed in terms of direction in the vicin-
ity of point
p, an appropriately weighted average of
v
n
in a givenneighbourhoodformsa morerelevantmotion-
related quantity :
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where
F
(
p
) is a
3
￿
3 window centered on
p.
￿
2 is a
predeterminedconstant, related to the noise level in uni-
formareas, whichpreventsfromdividingbyzeroorbya
verylowvalue. In[12], thismotion-relatedmeasure
v
o
b
s
has been successfully used to process sequences com-
pensated by the estimated dominant motion with a view
to detecting moving objects in a scene, and conﬁdence
bounds, depending on the intensity gradient distribution
within
F
(
p
), have been derived to assess its reliability.
Thus,
v
o
b
s provides us with a local motion measure,
easily computed and reliably exploitable. The loss of
the information relative to motion direction is not a real
shortcoming, since we are interested in interpreting the
general type of dynamic situations observed in a given
video shot.
4. Extraction of global motion features
4.1. Quantifying the motion quantities
The computation of cooccurrence matrices requires
a quantization of the continuous variables
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simplest way would consist in applying a linear quan-
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which would keep the whole structure of the distribu-
tion.
a)
b) c)
Figure 2. Motion-related information for the
video shot Merry-go-round : (a) ﬁrst image of the
sequence, (b)-(c) maps of motion quantities
v
o
b
s
with a linear quantization (b) and with the intro-
duction of a-priori bounds (c)
Nevertheless, in practice, it turns out to be irrelevant
due to the spreading out of motion quantities, as shown
in Figure 2. The sequence Merry-go-round is a static
camera shot with, in the foreground, a merry-go-round
which undergoes a rotation, and, in the background,
walking persons and a bus just leaving the square.
Therefore, we introduce bounds which deﬁne an in-
terval where measures are regarded as pertinent. Since
the motion quantities are positive, 0 is taken as the lower
bound. Moreover, in motion estimation, it is gener-
ally considered that a single resolution analysis is un-able to correctly estimate displacements of large mag-
nitude. It appears relevant to introduce a limit beyond
which measures are no more regarded as usable. In the
experiments,practice,sampling within
[
0
;
4
] on
1
6 levels
proves accurate, as shown in Figure 2.
4.2. Motion cooccurrences
Polana and Nelson have combined spatial cooccur-
rencedistributionwithnormalﬂowﬁeldstoclassifypro-
cessed examples in pure motions (rotational, divergent)
or in temporal textures (river, foliage), [11]. However,
temporal evolution cannot be handled in that way , since
studied interactions are purely spatial, and only station-
ary motions can be characterized. Moreover, consid-
ering spatial cooccurrences is highly time-consuming,
since matrices relative to several conﬁgurations of spa-
tial interactions have to be computed. That is the reason
why we have lookedfor transferringcooccurrenceto the
temporal domain.
The temporal cooccurrence for the pair of quantiﬁed
motion quantities
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temporal cooccurrences are evaluated over all the im-
ages of the given shot of the video sequence (typically,
about 20 images for the examples reported below).
4.3. Global motion features
From cooccurrence matrices, we can now extract
global motion features similar as those deﬁned in [8] :
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The average feature indicates the importance of the
observed motion, whereas the variance and the Dirac
features express the degree of spreading out of the mo-
tion distribution. The contrast feature is related to the
average acceleration. The ASM feature quantiﬁes the
temporal coherence. It varies within
h
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equal to 1, if motion is close to uniformity in space and
time. On the contrary, if the motion coherence falls, it
tends to
1
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)
3.
This set of global motion features is computed over
all the image grid. This could also be achieved either on
predeﬁned blocks or on extracted regions resulting from
a spatial segmentation. This ensures feasible coopera-
tions with other methods for video content analysis.
a) b)
Figure 3. Video shots: a) Mobi, b) Concorde.
5. Results and concluding remarks
This approach has been validated by experiments
with several kinds of real video sequences. We report
here results obtained on four video sequences represen-
tativeofdifferentclassesofdynamicsituations. Theﬁrst
sequence, called Fire (Fig.1), is temporal texture with
a poorly structured motion in space and time. The sec-
ondprocessedexampleisthe sequenceMerry-go-round,
shown in Figure 2, which involves quite an important
motion activity. In the third sequence Mobi (Fig. 3a),
severalrigidmotionsarecombined; alongwiththecam-
era panning, the train and the calendar undergo a trans-
lation respectively from right to left, and towards the top
of the scene, whereas the ball rolls towards the left. The
fourth sequence is a static shot of the Concorde Place
in Paris (Fig. 3b), with a weak motion activity resulting
from the presence of cars around the Obelisk.
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Figure 4. Global motion features : from left to
right and from top to bottom,
A,
￿
2,
￿, ASM, and
Cont, computed with
d
t
=
1 , for four sequences,
Fire, Merry-go-round, Mobi and Concorde (from
left to right within each sub-ﬁgure).
The results reported in Figure 4 show that the com-
puted motion features can discriminate between the dif-
ferentmotionconﬁgurationsandquantifytheirdegreeof
homogeneity, spatial and temporal uniformity, as wella) b)
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Figure 5. Inﬂuence of the temporal distance on
the global motion features. (a) One image of the
shot zoom, (b) Table of values computed for the
shot zoom
as complexity. The characterization of secondary mo-
tions in presence of camera motion seems also possi-
ble. In the case of sequence Mobi, the camera is pan-
ning the scene. Nevertheless, our global motion char-
acterization method accesses directly to the content of
the ﬁlmed scene. Moreover, other experiments prove
that this analysis is quite independent of subsampling
in space or time.
Results given in Figure 5 corresponds to another ex-
ample involving a camera zooming on a curtain. They
show that the four features relative to coherence and
homogeneity, i.e., average, variance, Dirac, and ASM
features, are almost independent of the chosen tempo-
ral distance
d
t. Consequently, we can compute these
four motion features for only one cooccurrence param-
eter value, which greatly saves calculation time. Con-
cerning the contrast feature, its evolution with respect to
d
t yields a characterization of the motion acceleration.
Indeed, in the video shot zoom, the acceleration is posi-
tive and the contrast feature increases with
d
t.
We have described in this paper an original and ef-
ﬁcient method of global motion characterization for
content-based video indexing. It relies on a second-
order statistical analysis of temporal distributions of rel-
evant, local, and quantiﬁed motion-related information.
It exploits global motion features extracted from tem-
poral cooccurrence matrices. This approach allows us
to deal with various kinds of motion conﬁgurations, and
to describe properties of the image dynamic content as
complexity, uniformity and homogeneity. It does not
require parametric motion models nor the computation
of optical ﬂow ﬁelds. Obtained results on a reasonable
range of real scenes demonstrate that these global mo-
tion features can provide us with a set of pertinent and
discriminating indexes with a view to video indexing by
the dynamic content. In future work, a ﬁrst step will
be to determine optimal sets of global features corre-
sponding to speciﬁc video databases, and to design a
complete classiﬁcation scheme. Moreover, we hope to
beneﬁt from the ﬂexibility of our method by introducing
a multi-scale approach in order to reﬁne the analysis of
the motion structure.
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