Moment inequalities for the maximum of partial sums of random fields by Móricz, Ferenc
Acta Sci. Math., 39 (9177), 353—366 
Moment inequalities for the maximum of partial sums 
of random fields 
F. MORICZ 
§ 1. Introduction and preliminaries 
Let {Cw} ( k , l = 1, 2, ...) be a random field. I t is not assumed that the ran-
dom variables (in abbreviation: rv's) are mutually independent or identically 
distributed. Set 
b+m c+n 
S(b,m; c,n)= 2 2 Cm 
k=b+1 I=c+1 
and 
M(b,m;c,ri)= m a x m a x \S(b,p; c,q)I, ISpSm lSqSn 
where 6, c^O, and are integers. 
The subject of this paper is to provide bounds on E(My(b, m; c, ft)) in terms 
of given bounds on E\S(b, m; c,n)\y, where y is a given positive exponent. We 
emphasize that the only restrictions on the dependence will be those imposed by 
the assumed bounds for E\S(b, m; c, w)|v. These assumed bounds are guaranteed 
under a suitable dependence restriction, e. g., martingale difference, multiplicativity 
of finite order, orthogonality, mixing condition, or the like. 
Bounds on E(My(b, m; c, n)) are of use in deriving convergence properties 
of S(m,n) = S(0,m;0,n) a s m, n — p r o b a b i l i t y inequal i t ies f o r M(b,m; c,n), 
and tightness criteria for certain sequences of random functions (see [3]). To develop 
such results under various dependence restrictions, the theorems of this paper reduce 
the problem of placing appropriate bounds on E(My(b, m; c, n)) to the much easier 
problem of placing appropriate bounds on E\S(b, m; c,ri)\y. Various applications 
of our theorems, for example to obtain strong laws of large numbers, will be 
presented in a subsequent paper [8]. 
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The proofs are based on the "bisection" technique, which goes back to Rade-
macher and Mensov; see, e.g., BILLINGSLEY [3, pp. 87—103]. The treatment is 
similar to [6]. The results obtained can be considered as extensions of those in [6] 
from sequences {£,•} of rv's to random fields 
In the following, f(b, m; c,n) will denote a non-negative function depending 
on the joint distribution function (in abbreviation: df) of = 6 + 1 , . . . , b + m ; 
l=c + \, ..., c+n}, and possessing the following two properties of a rather 
general nature: 
( 1 . 1 ) f(b, h; c, n)+f(b+h, m-h\ c, n) ^ fib, m; c, n) 
and 
(1 .2) f{b, m\ c, i)+f(b, m; c+i,n-i) ^ f(b, m;c,n) 
for all 6 ^ 0 , 1 and c sO , 1 In other words, condition (1.1) means 
that f(b,m; c,n) as a function of the interval (6 + 1, b+m) is "superadditive" for 
fixed c and n, while (1.2) expresses the superadditivity in (c+1, c+n) for fixed 
b a n d m. E x a m p l e s a re f(b,m; c,ri)=mi>1nP2 w i t h ^ / ^ s l o r f(b,m; c,n)= 
b + m c + n 
= 2 2 i n the latter case assuming the existence of the finite variances 
k = b +1!=c+1 
a2kl of the rv's Cu-
The upper bound on E\S(b, m; c, n)\y will be considered in the general form 
(1.3) E\S(b,m; c , n ) M / « ( 6 , m; c,n), 
where a and y are given numbers, a s 1, y>0 , and f(b, m; c, n) satisfies (1.1)—(1.2). 
The treatment of the case 0<}>s l is quite simple. In fact, applying the well-
known inequality 
we obviously have 
b+m c+n b + m c+n 
E(My(b, m; c, n)) ^ 2 2 ^ 2 2 f ' ( k - l , 1; /-1,1), 
4=6+1 l=c+l k=6+1 I=c+1 
provided (1.3) holds for all b, c s O and m, « S i . Now using (1.1)—(1.2) and the 
elementary inequality 
2 u J ^ { 2 u i \ > where a S i and H( S 0 (i = 1,2, . . . , r), i=l M=1 > 
we arrive at the following result. 
T h e o r e m 1. Suppose that there exists a non-negative function f(b,m; c,n) 
satisfying (1.1)—(1.2) such that (1.3) holds for all b, c s O and m,n^l, where a s l 
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and 0<y^l. Then we have 
E(My(b, m; c, n)) f(b, m; c,n) 
for all b, c^O and m, w^l. 
Hence the case a ^ l and y > l is of interest. The subcases (i) a > 1 and (ii) a —I 
are discussed in the subsequent sections. Section 4 is devoted to the estimation of 
the maxima of square sums and spherical sums, respectively. In the last section we 
point out that the results can be extended in a natural way to the general multi-
parameter case from the two-parameter case, and there is no need to restrict the 
theorems proved to finite measures. 
Throughout the paper, C, C u ... will denote positive constants, not necessarily 
the same at different occurrences. 
Theorem 2 below provides a bound on E(My(b, m; c, «)) which is asymptotically 
optimal as m, n — °° in the sense that it is of the same order of magnitude as the 
bound assumed on E\S(b,m; c,n)\y. 
T h e o r e m 2. Suppose that there exists a non-negative function f(b,m;c,n) 
satisfying (1.1)—(1.2) such that (1.3) holds for all b, c^O and m , n £ l , where a > l 
and Then we have 
for all b,c^0 and m,n^\. 
Although its specific value will have no importance for us, the constant C2 iXr r 
may be taken as 
Before proving Theorem 2, let us introduce the following "striped" maxima 
that are the maxima of partial sums taken with respect to only p or q : 
§ 2. An asymptotically optimal inequality in the case a > 1 
(2.1) E(My(b, m; c, n)) S C2>ct,y/a(6, m; c, n) 
(2.2) Q . ^ a - * 1 - ^ ) - 2 " . 
M±(b, m; c, n) = m a x \S(b,p; c,n) 
where A , c £ 0 and m , n ^ l are integers. 
We need the following auxiliary result in the sequel. 
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L e m m a 1. Let a > l and y > 1 . Suppose that there exists a non-negative function 
f(b, m; c, n) satisfying (1.3) for all b, c s 0 and m, « S i . If (1.2) holds, then we have 
(2.3) E(M2(b, m; c, n)) sS C1>a,y/*(i>, m; c,n) 
for allb, c s O andm, n s l ; here CliX-y may be taken as 
(2.4) C1>a,y = ( l -2a -« ) /> ) -* . 
An analogous result is true for M^b, m; c, n) under the assumptions (1.1) 
and (1.3). 
This lemma can be obtained by a simultaneous application to all possible 
fixed values of 6 s 0 and m ^ l of a recent result [6, Theorem 1] in the case when 
6+m 
6 = 2 Cki, g(c, n) =f(b, m; c, n), and Mc,„ = M2(b, m; c, n), 
* = » + I 
where / = c + l , ..., c+n (the notations are the same as in the cited paper). 
P r o o f of T h e o r e m 2. The proof will be done in a similar way as that of 
[6, Theorem 1]. We are going to find a constant C s C 1 > a depending only on 
a and y, for which the inequality 
(2.5) E(M\b, k; c, n)) s Cf(b, k; c, «) 
holds for all b, c s O and k, n ^ l . 
The proof of (2.5) goes by induction on k. If k=\, then (2.5) is a consequence 
of Lemma 1, since we have 
M(b, 1; c,n) = M2(b, 1; c,n) 
for all b, c s O and « S i . 
Now assume as induction hypothesis that (2.5) holds for all k ^ m (and for all 
b, c s O , n S l ) and prove it for k=m (and for all b, c s O , n s l ) . 
If for certain b, c s O and m, » s i we have f(b, m; c,n) =0, then by (1.1)—(1.2) 
we also have f(b,k;c,l)=0, and hence S(b,k; c,l)=0 a.s. for k=l, 2, ...,m\ 
1= 1, 2, ..., n. Thus M(b, m; c,ri)=0 a.s., and (2.5) is clearly satisfied. 
From now on we assume that f(b, m; c, n)^0. Since f(b,m;c,n) is a non-
decreasing function in m for any fixed b, c s O and « s i , there exists an integer h, 
l ^ A s m , such that 
(2.6) f(b, ft - 1 ; c, n) Sf jf(b, m; c, n) < f(b, h; c, n), 
where f(b, h — 1; c, «) on the left is 0, if A = 1. Then (1.1) implies 
(2.7) f(b + h,m — h; c,n) f(b, m; c,n)-f(b, h; c, ri) < -jf(b, m; c, «). 
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Now, for 1 ;=/></! and l ^ q S n , we have 
|S(b, p; c, q)| M(b, h — 1; c, n), 
and, for h ^ p ^ m and l ^ q ^ n , 
|5(i>, p; c, q)| M2(b, h; c,n) + M(b+h, m-h; c, n). 
In the last two inequalities we tacitly assume that for either h — 1 or h=m 
M(b, 0 ; c, n) = M(b + m, 0; c, n) - 0. 
Therefore, 
M(b,m; c,n)^M2(b,h; c, n)+ {My(b, h - l ; c,n)+My(b + h,m-h; c,n)}lly 
and, by Minkowski's inequality, 
(2.8) {E{My{b, m; c, n))}1'* S {E(Ml(b, h; c, 
+ {E(My(b,h-l; c,n))+E(My(b + h,m-h; c, n))}1 '?. 
Applying the induction hypothesis to M(b, h — 1; c, «), we get that 
(2.9) E(.My(b, h-1; c, nj) s Cf'(b, h - 1 ; c,n) ^ ^f'(b,m; c, n), 
the right-most inequality following f rom (2.6). Applying again the induction hypo-
thesis this time to M(b+h, m—h; c, ti) and using (2.7), we find that 
(2.10) E(My(b + h, m-h; c, n)) < §;f'(b, m; c, n). 
Finally, by (2.3), 
(2.11) E(M$(b, h; c, n)) S C1>Xtyf(b, h; c, n) CUa>yp(b, m; c, n). 
Combining inequalities (2.9)—(2.11) with (2.8), we obtain that 
{E(M'(b, m; c, n))}1,y (Cl%y+2^lyClly)fly{b, m; c, n). 
If C is large enough, then it follows that 
{E{My(b,m; c, n))}lh Clhf*h(b, m; c,«), 
which proves (2.5) for k=m. This completes the induction step and the proof of 
Theorem 2. 
The smallest C satisfying 
C\llt y+2<-1~"),yClly 7s Clly 
is given by 
By (2.4) this provides (2.2). 
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Since the stress of this paper is mostly on the method of proving Theorem 2 
(Theorem 3 etc. later on), we shall not exhibit the full strength of Theorem 2 and 
mention only one consequence. 
C o r o l l a r y 1. Let y > 2 . Suppose that we have 
»7/2 (b+m c+n y 
2 2 rii) 
([ = 6 + 1 1 = C+1 ' „2 for all b, c^O and m , « g l , where the are the finite variances of the rv's Ckl. Then 
we have 
(b+m c+n \yl2 2 2 fc=6 + l J=C+1 ' 
for all b, 0 and m,n^\. 
The corresponding result for sequences {£,-} of rv's was established by ERDOS [4] 
and S. B. STECKIN. To be more precise, this result was proved by Erdos for the special 
case when y=4 and is a lacunary sequence of trigonometric functions, while 
the general case was an oral communication of Steckin (cf. GAPOSKIN [5, pp. 29—31]). 
§ 3. A generalization of the Rademacher-Mensov inequality in the case a = 1 
Let us proceed to the study of the case a = l . Then a factor (log 2m)y (log 2n)r 
will occur instead of the constant C2itt,y on the right-hand side of (2.1). Here and 
in the sequel all logarithms are of base 2. 
T h e o r e m 3. Suppose that there exists a non-negative function f{b, m; c, n) 
satisfying (1.1)—(1.2) such that (1.3) holds for all b, c S O and m, n s l , where a = l 
and y > 1. Then we have 
(3.1) E(M''{b, m; c, n)) == (log 2m)*(log 2n)yf(b, m\ c,n) 
for all b,c^0 and m,n^l. 
This is a special case of the following more general result. Before its formulation, 
let us introduce two recursive definitions. Let x(m) and X(n) be positive, non-de-
creasing functions of the natural numbers m and «, respectively. Set, for m = 1 
and n=l, 
K(l ) = k(1) and ,1(1) = A(l), 
and set, for m ^ 2 and « S 2 , 
(3.2) K(m) = x(h)+K(h-1), h = [j(m + 2 ) ] ; 
A(n) = Hi)+A{i-1), i = [ 1 (w + 2 ) ] ; 
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here [.] denotes integral part. It is obvious that both K(m) and A(n) are positive 
and non-decreasing functions of m, n —1,2,... . Further, f rom (3.2) it follows that 
if 2 p ; i m < 2 p + 1 w i t h p ^ O , then 
(3.3) K{m) si K(2p+1 — \) = ¿tc(2"); 
o 
similarly, if 2 9 ^ « < 2 9 + 1 with q^O, then 
A(n)* ¿ 2 ( 2 ' ) . 
( = 0 
T h e o r e m 4. Suppose that there exist positive, non-decreasing functions x(m) 
and /.{rí), and a non-negative function f(b,m; c, n) satisfying (1.1)—(1.2) such that 
(3.4) £ | S ( 6 , m; c, ri)\y xy(m)Xy(n)f(b, m; c, rí) 
for all b, c^O and m, n S l , where y s l . Let K(m) and A(n) be defined by (3.2). 
Then we have 
(3.5) E{My{b, m; c, n)) si Ky(m) A'(n)f(b, m; c,n) 
for all b, c^O and m,n^ 1. 
We note that if x(m) = l and l(n) = \ , then K(m)Slog 2m and A{n)^\og 2n. 
These follow from the inequalities 1 +log2(/z — l ) s l o g 2m and l + l o g 2 ( / — l ) s 
S l o g 2n, which are true owing to m^2h—2 and n^2i—2. Consequently, Theorem 3 
is a particular case of Theorem 4. 
If the rv's Cki are mutually orthogonal, i.e., 
(3.6) E((jj£ki) — 0 unless i = k and j = I, 
and if 
(3-7) ECkl = o2kl, 
then obviously 
b+m c+n 
E(S*(b,m; c,n))= 2 2 ° l i 
k=b+1 l = c +1 
for all b, c s O and m,n^ 1. Hence Theorem 3 implies 
C o r o l l a r y 2. (The two-parameter version of the Rademacher—Mensov inequ-
ality) Under the conditions (3.6) and (3.7) we have 
b+m c+n 
E(M*(b, m; c, n)) ^ (log 2m)2(log 2n)2 2 2 
k=6 + 1 l = c +1 
for all b, csO and m, B ^ I . 
This result was firstly achieved by AGNEW [1]. As for the one-dimensional 
Rademacher—Mensov inequality see, e.g., RÉVÉSZ [9, p. 83]. 
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If x(m)=m^1 and ).(п)—пРг with some positive and f}2, then by (3.3) we have 
K(m)^(2mf*l(2fl — l) and Л(л)^(2и/«/(2 ' 1 -1) . Thus in this case we can guarantee 
again a bound on Е(Муф,т; c,rij) of the same order of magnitude as the bound 
assumed on E\S(b,m; с, w)|y. 
C o r o l l a r y 3. Suppose that there exists a non-negative function f(b,m,c,n) 
satisfying (1.1)—(1.2) such that 
E\S(b, m; с, n)|* ^ my^ny^f(b, m; c,n) 
for all b, c s O and то, « s i , where ръ / ? 2 > 0 and y=l. Then we have 
2 * ( i i + W m y i i n A 
E(My(b, то; с, и)) S ( 2 / > i - i ) T ( 2 f t - i y / ( Ь , Ш ; C ' n ) 
for all b, с ё 0 and то, « s i . 
Before proving Theorem 4 we recall the following one-parameter maximal 
inequality concerning M2(b, m; c,n) defined in § 2. 
L e m m a 2. Let у s i . Suppose that there exist positive, non-decreasing functions 
x(m) and X(n), and a non-negative function f(b, то; c, n) satisfying (3.4) for all b, е ё 0 
and то, « S i . If (1.2) holds, then we have 
(3.8) E(Mi(b, m; с, n)) xy(m)Ay(n)f(b, то; с, n) 
for all b, c s O and то, «Si, where Л(n) is defined by (3.2). 
An analogous result is valid for M-^b,m\ c,n) under the assumptions (1.1) 
and (3.4). 
Lemma 2 immediately follows from [6, Theorem 4] (cf. the reasoning after 
Lemma 1). 
P r o o f of T h e o r e m 4. The proof goes by induction on m. If m = 1, then 
(3.5) is a consequence of Lemma 2 owing to 
JsT(l) = x(\) and M(b, 1; c, n) = M2(b, 1 ; c, n). 
Let m > l be given and let h be the integral part of (m+2)/2. Then m=2h — \ 
or m—2h—2. Let b, c s O and « s i be arbitrary integers. 
In the same way as in the proof of Theorem 2 we arrive at (2.8). Now suppose 
that the conclusion (3.5) to be proved is true for all h<m. Then we obtain 
E(My(b,h-l; c,n))sKy(h-l)Ay(n)f(b,h-l; c,n) 
and 
E(My(b + h, m-h; c, «)) == Ky(m-h)Ay(n)f(b + h, m-h; с, n) ё 
^ Ky(h-l)Ay(n)f(b + h,m-h; c,n), 
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since m^2h — \ and the function K(m) is non-decreasing. (In case иг=2 we have 
h=2, and the second inequality becomes trivial by agreeing that M(b+2, 0; с, « ) = 0 
and X(0)=0.) Putting these two inequalities together, by (1.1) we find that 
(3.9) E(My(b,h-1; c,nj)+E(My(b + h,m-h; c,n)) 
KiQi-\)A->{n)f{b, m; c, n). 
By virtue of (3.8) 
(3.10) E(Mg(b, h; с, и)) ^ tf(h)A'(n)f(b, h; с, n) ё x'(h)A'(n)f(b, m; c, n). 
Collecting inequalities (2.8) and (3.9)—(3.10), we get that 
{E(M?(b, m; с, и))}17' (x(h)+K(h- l))A(n)flly(b, m; c, n). 
Taking into account the definition (3.2) of K{m), the last inequality gives the wanted 
(3.5). Thus the proof of Theorem 4 is complete. 
§ 4. The maxima of square sums and spherical sums 
In this previous sections we established moment inequalities for the maximum 
of the rectangular sums S(b,p; c, q) as p and q run, independently of each other, 
over the values 1,2, ...,m and 1, 2 , . . . , n, respectively. The situation becomes 
simpler if p=q or, more generally, if p and q are connected with each other in 
a certain way. 
Let с Q2 с ... be an arbitrary sequence of finite regions in the positive quadrant 
oo 
R2+ of the real plane R2 such that U Qr contains infinitely many points with integer 
r = 1 
coordinates (but not necessarily coincides with R\). Set 
T(a,r)= 2 lu 
»,0€Q„ + r\Ga 
and 
N(a, r) = max | T ( a , s)|, 
where a = 0 and r s l are integers, Qo=&. 
The assumed bounds on E\T(a, r)\y will be of the form 
(4.1) E\T{a,r)Y^g'{a,r), 
where a and у are given numbers, a s l , y > 0 , and g(a, r) is a non-negative function 
with the property 
(4.2) g(a, s ) + g ( a + s , r—s) ^ g(a, r) 
for all a s 0 and 1 S s < r . Our goal is to deduce an upper bound on E(Ny(a, r)). 
The one-parameter version of Theorems 1 and 2 reads as follows. 
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T h e o r e m 5. Suppose that there exists a non-negative function g(a, r) satisfying 
(4.2) such that (4.1) holds for all 0 and r S l , where either a S l and 0 < y S l or 
o o l and y > l . Then we have 
(4.3) E{N'(a,r))*>C1,a,1f(a,r) 
for all a^O and rSl. 
We remark that the constant C l t [ j r in (4.3) may be taken as 
J 1 if a S i and 0 < y s i , 
Cl,a,V = j ( 1 _ 2 ( l - a ) / i ) - y if a > i a n d 
By setting £,] = 2 Cu 0 ' = 1, 2, . . . ) , Theorem 5 follows immediately 
(k,i)iQj\Qj-i 
from [6, Theorems 1 and 2]. On the other hand, if we apply [6, Theorem 4] to this 
sequence we get the following one-parameter version of the present Theorem 4. 
T h e o r e m 6. Suppose that there exist a positive, non-decreasing function x(r), 
and a non-negative function g(a, r) satisfying (4.2) such that 
E\T(a, r) |v s xy(r)g(a, r) 
holds for all a^Oand r f e 1, where y s l . Let K(r) be defined by (3.2). Then we have 
E(Ny(a, r)) S Ky(r)g(a, r) 
for all osO and rsl. 
Let us consider two interesting special cases for the choice of {QR}, which 
provide (i) the square sums, among others, and (ii) the spherical sums. 
Case (i). Let m=m(r) and n=n(r), where 
l s m ( l ) s m ( 2 ) s . . and 1 s n( l ) n(2) s . . . 
are two sequences of integers such that max {m(r), «(/•)}-* as r — a n d let 
Qr= {(lc, l)\k^m(r) and /S«(r)}. It is convenient to put m(0)=w(0)=0 and Q0=$. 
Now 
{m(a+r) n(o+r) m(a) n(a) l 
2 2 - 2 2KB-k=1 1 = 1 k=l 1 = 1 J 
In particular, if m{r)=n(r)=r, then the T(0, r) = S(0, r; 0, r) give back the square 
sums. The case m(r)=n(r)=2r is also of interest. 
We mention that if f(b, m\c,n) is a non-negative function satisfying (1.1)—(1.2), 
then g(a, r) defined by 
g(a, r) = / ( 0 , m(a + r); 0, n(a + r))-f(0, m(a); 0, n(a)) 
is also non-negative and satisfies (4.2). 
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It is worth stating Theorem 6 explicitly in the special case of mutually orthogonal 
Then y = 2 , x(r) = l, and with cr2,=£•(££,) we have 
{m(a+r) n(a + r) m(o) n(a)l 
4 = 1 / = 1 k=1 1 = 1 J 
for all a s 0 and r s l . 
C o r o l l a r y 4. Let {m(r)} and {«(/")} be two non-decreasing sequences of positive 
integers. Under the conditions (3.6) and (3.7) we have 
{ m(a + r) n(a+r) m(a) n(a)l 2 2 - 2 2 K , k=1 1 = 1 k=1 1 = 1 J 
for all a s O and r s l . 
Case (ii). The spherical sums are defined with the aid of Qr={(k, l):k2+l2^r} 
(' '=1>2, ...; ß i = 0 ) , i.e., now 
T(a,r)= 2 CH-
The case of orthogonal is again of interest in itself. 
C o r o l l a r y 5. Under the conditions (3.6) and (3.7) we have 
E(N2{a,r))^(\og2r)2 2 
o - = k 2 + ! 2 S a + r 
for all a s l and r s l . 
Corollaries 4 and 5 were proved earlier in [7, Corollary 3 and Theorem 4]. 
§ 5. Generalizations to multiparameter case 
Let Zd denote the set of all ¿/-tuples of non-negative integers, and let Zd+ denote 
the set of all ¿/-tuples of positive integers, where ¿ / s i is a fixed integer. The points 
in Zd are denoted by k, m etc., or sometimes, when necessary, more explicitly by 
(kx,k2, ...,kd), (m1,m2, ..., md) etc. Two ¿/-tuples k and m are said to be distinct 
if for at least one j we have kj^mj (1 sj^d). Zd is partially ordered by agreeing 
that k S m iff k¡^m¡ for each j, 1 S /S¿ / . We write 0 and 1 respectively for the points 
(0, 0, . . . ,0) and (1, 1, ..., 1) in Z". 
Let {Ck}={Ck: be a random field, i.e. a collection of rv's indexed by the 
set Z\. Put 
h + mi bd+md 
S(b,m)= 2 ck= 2 - 2 k kd 
b + l s k s b + m fc^i^ + l kd=bd+l 
and 
M(b,m)= max |S(b,k)| = max ... max |5(b,k)|, 
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where b£Zd, m£Zd+, and b + 1 , b + m are the usual coordinatewise sums. 
To formulate the generalizations of the above Theorems 1—6, let / (b , m) 
denote a non-negative function depending on the joint df of { C k : b + l s k s b + m } 
with the following property. Set, for 1 
b j = (blt..., bj.lt bJ+1,..., bjzz*-1 
and 
m j = (m 1 ; . . . , my. ! , mj+1,..., m ^ e Z ^ " 1 , 
where b=(b1,b2 bd)£Zi and m = ( w j , w 2 , ...,md)£Zd+. We require that the 
inequality 
(5.1) / ( b j , m j ; bp hj) +/ (b y , m ;^bj + h^mj-hj)s/(b;, m }; b¡, m¡) =/(b, m) 
holds true for all b^Z*, and l ^ j ^ d . 
Inequality (5.1) expresses that / (b , m) as a function of the interval (bj + l, bj+mj) 
is superadditive for any fixed values of blt mx, ..., bj_1, m}_l5 m J + 1 , ..., 6 d , m d . 
Examples are / (b , m ) = m j 1 m f 2 . . . meád with /S^sl for each j, 1 ^j^d; or / (b , m ) = 
= i n latter case assuming the existence of the finite variances 
b + l s k s b + m 
a l o f t h e r v ' s £k . 
T h e o r e m 7. Suppose that there exists a non-negative function / ( b , m) satisfying 
(5.1) such that 
£ | S ( b , m ) | * s / « ( b , m ) 
holds for all b € Z d and m £ Z d + , where either a s l and 1 or a > l and y > 1 . 
Then we have 
£ ( M y ( b , m ) ) s C d , I > v / « ( b , m ) 
for all b € Z d and m£Zd+. 
Here the constant C¿>e>y may be chosen as follows: Ci x y = \ if a s l and 
0 < y s l , and 
Cita,y = Cl^y = (\-20~-*)h)-iy 
if a > l and y > l . 
In connection with Theorem 7 we note that BICKEL and WICHURA [2] proved 
a fine but not comparable result, providing a multiparameter extension of BILLINGS-
LEY'S main fluctuation inequality [3, Theorem 12.5]. Roughly speaking, they obtain 
an asymptotically optimal inequality on _P{M(b, m)sA} in terms of assumed bounds 
on P{ |5(b, m ) | s l } , where b£Zd, m£Zd+, and A is a positive number. 
For each j, l^j^d, let K}(m¡) be a positive and non-decreasing function of the 
natural number m¡. Define A¡{in¡) by the recurrence relation (3.2), that is, for m¡ = 1 
set y l j ( l )= l j ( l ) , and for m ¡ m l set 
(5.2) Aj(mj) = Xj(hj)+Aj(hj-\), where hs = [ i ( m j + 2 ) ] . 
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T h e o r e m 8. Suppose that there exist positive, non-decreasing functions Xj(mj) 
for j— 1, 2 , d , and a non-negative function / ( b , m) satisfying (5.1) such that 
(5.3) E\ S(b, m 7 7 mmj)f(b, m) 
J = I 
holds for all bfZd and meZd+, where y S l . Let A^m^ be defined by (5.2) for 
j= 1, 2 , . . . , d. Then we have 
(5.4) E(My(b, m)) == f[ A}{mj)f{b, m) 
i=i 
for all b 6 Z d and m £ Z d + . 
The proof of Theorems 7 and 8 may be carried out by induction on d in the 
same manner as we did it from d= \ to d=2 in the case of Theorems 2 and 4. The 
simplest case d— 1 was proved in [6]. 
As is well-known, the random field {£k} is said to be orthogonal if 
(5.5) £ ( ik i i ) = 0 if 
Setting 
(5.6) £ ( © = a t , 
for orthogonal {k w e obviously have 
£ (5 2 (b ,m)) = 2 < • 
b+l^k^b+m 
This is a particular case of the condition (5.3) with y=2, X j(mj) = 1 for each j, 1 ^ j ~ d , 
and / (b , m ) = 2 °k (the latter is even additive). Now A/mj)=log 2mj for b + l i s k s b + m 
each j and Theorem 8 provides the following 
C o r o l l a r y 6. (The ¿/-parameter version of the Rademacher—Mensovinequality) 
Under the conditions (5.5) and (5.6) we have 
E{M\b,mj)^ 77 (log 2m,)2 2 <4 
j ' = 1 b + l s k s b + m 
for all b£Zd andm£Zd+. 
Similar generalizations f rom 2 to d of Theorems 5 and 6 are valid, too. Instead 
of stating them explicitly, we formulate a useful consequence for orthogonal £k . 
Let (Qi Qz • • • be an arbitrary sequence of finite regions in Zd+ such that (J Qr is 
r = l 
not bounded (but may not coincide with Zd+). Set 
T(a, r) = 2 Ck 
k € + r \ G a 
and 
N(a,r) = max | r ( a , s ) | , 1 • i' '-r 
where ¡ ¡ ^0 and r S l are integers, Q 0 = 9 . 
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C o r o l l a r y 7. Under the conditions (5.5) and (5.6) we have 
(5.7) E(N*(a,r)) S (log2r)2 2 4 
к €e 0 + r \ Q 0 
for all as0 a«d r s l . 
We note that in the more general setting when the coordinates mj of m£Zd+, 
l^j^d, depend on an e-dimensional parameter г = ( г ъ r2, ..., re)£Ze+, where 
1 á c < ( / , the following result can be achieved for orthogonal £k . Let {QT: r£Ze) 
be an arbitrary collection of finite regions in Zd+ such that 2 O = 0 , QsaQr if s á r , 
and U бг is n o t bounded in Zd+, where r, s € Z e . Set 
Г ( а , г ) = 2 Ck 
k € ö a + r \ O a 
and 
N( a, r ) = max IГ (a, s)| = max ... max |Г(а , s)|, 
l s s a r l á S j á l ^ 1 S S , S r t 
where a £ Z e and r£Ze+. Then, under (5.5) and (5.6), we have 
(5.8) £ ( j V * ( a , r ) ) á 77(bg2r,.)2 2 4 
¡=1 k€G a + r\Öa 
for all a 6 Z e and r € Z ^ . 
In case e = l , (5.8) reduces to (5.7). 
Finally, we mention that viewing our proofs, it is striking that we use no full 
power of a probability space. In fact, Minkowski's inequality was applied only, 
which is available in any measure space (X, si, ц). Hence our theorems are true 
in (X, si, ju), too, taking integrals over X with respect to ц in place of the expectations 
on the left-hand sides of the corresponding inequalities. 
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