We present experimental results and theoretical simulations for an example of quantum control in both gas and condensed phase environments. Specifically, we show that the natural spreading of vibrational wavepackets in anharmonic potentials can be counteracted when the wavepackets are prepared with properly tailored ultrafast light pulses, both for gas phase I 2 and for I 2 embedded in a cold Kr matrix. We use laser induced fluorescence to probe the evolution of the shaped wavepacket. In the gas phase, at 313 K, we show that molecular rotations play an important role in determining the localization of the prepared superposition. In the simulations, the role of rotations is taken into account using both exact quantum dynamics and nearly classical theory. For the condensed phase, since the dimensionality of the system precludes exact quantum simulations, nearly classical theory is used to model the process and to interpret the data. Both numerical simulations and experimental results indicate that a properly tailored ultrafast light field can create a localized vibrational wavepacket which persists significantly longer than that from a general non-optimal ultrafast light field. The results show that, under suitable conditions, quantum control of vibrational motion is indeed possible in condensed media. Such control of vibrational localization may then provide the basis for controlling the outcome of chemical reactions.
I. INTRODUCTION
Quantum control, defined here as using light with a tailored electric field, E(t), to optimally manipulate the quantum dynamics of a system, has attracted great interest in the past decade. It has been shown both theoretically and experimentally that the tailoring of, and the interference among, light fields can be used to control wavepacket dynamics and chemical reactions. However, most experimental and theoretical demonstrations to date have been in the gas phase even though most chemical reactions of interest to synthetic chemists occur in condensed media. In this paper ͑which extends earlier short reports 24, 51 ͒, we study quantum control in both gas and condensed phases, using the focusing of a vibrational wavepacket on the I 2 B state as our test system. We thus provide a demonstration, both experimental and theoretical, that quantum control is indeed possible in condensed phases.
There are two paradigms for quantum control: a dynamic control scheme, due to Tannor and Rice, 2 which is based on the creation of non-stationary states using ultrafast light pulses; and a static control scheme, due to Brumer and Shapiro, 4 that uses two or more cw light fields to cause interference between different pathways to a degenerate final quantum state. Various implementations of the Tannor-Rice scheme to control a chemical reaction have been experimentally realized by several groups. 45, 53 Herek et al. 48 have shown experimentally that a unimolecular reaction, the photodissociation of NaI, with two distinct exit channels, can be controlled by varying the delay time between two femtosecond excitation pulses. As is discussed below, it has been demonstrated that this product branching ratio in NaI photodissociation can also be controlled by varying the pulse chirp. 25, 51 The Brumer-Shapiro scheme has also been realized experimentally, by Kleiman et al. 32, 33 who used it to control the photodissociation of CH 3 I and the photoionization of H 2 S, by Xing et al. 52 who used it to control photoionization of CH 3 I, and by Shnitman et al. 55 who used twophoton incoherent interference to control the branching ratio of the photodissociation of Na 2 . Melinger et al. 40, 41 have shown that intense chirped pulses can be used to transfer population between electronically excited states both efficiently and selectively. Chirped ultrashort pulses can also be used to selectively excite vibrational wavepacket motion on different electronic states. 56 The control paradigm used in this paper is of the dynamic Tannor-Rice type and uses tailored ultrafast light fields to drive the quantum dynamics of a system to a desired target at a desired time. The ability to localize wavepackets by using an optimally tailored ultrafast light field has been discussed theoretically 14 and demonstrated experimentally for gas phase I 2 . 16, 18 Such wavepacket focusing can be used as an intermediate step leading to control of the products of a chemical reaction by selective bond excitation and bond breaking, and by the modification of the asymptotic product branching ratios through subsequent excitation to higher electronic states. For instance, one could use a chirped pulse to create a vibrational packet localized in internal coordinate space which can then be efficiently pumped by a second pulse to a dissociative state leading to specific products. Recently, we applied this idea of using wavepacket focusing to control a chemical reaction to the control of the Na*/Na branching ratio in the NaI photodissociation using ultrafast light fields tailored by varying their linear chirp. 25, 51 Thus the condensed phase wavepacket localization demonstrated in the present paper opens the way, at least in principle, to similar quantum control of condensed phase reactions.
In previous gas phase experiments, it was shown that a negatively chirped ultrafast light field can be used to focus an I 2 vibrational wavepacket with incoming momentum, while a positively chirped pulse will defocus the wavepacket. 16, 18 This was a compelling result since it showed that two light fields, both essentially identical in their intensity vs. time and intensity vs. frequency profiles and differing only in the time ordering of their frequencies, can lead to very different wavepacket dynamics.
To date most of the experimental work on quantum control has been limited to small molecules in the gas phase. It is therefore important to extend quantum control to molecules in condensed phases, characterized by a very large number of coupled degrees of freedom, as most chemical reactions which chemists would like to control occur in the condensed phase. It is likely not possible to control all degrees of freedom simultaneously. Fortunately, we as chemists, are usually only interested in a small subset of the degrees of freedom. Examples of such subsets are: a reaction coordinate, reactants and products in a solution reaction, local chromophores which are strongly coupled to external driving fields in solids or liquids, and specific bonds in large molecules. It is desirable and reasonable to consider control of only these primary degrees of freedom which are of special interest. In this model study we show that the concept is realistic. Several theoretical approaches based on this reduced treatment have been presented in earlier work. 13, 15, 17, [22] [23] [24] 26, 46 In this paper, we present a more complete treatment of chirped pulse excitation of gas phase I 2 vibrational motion. New experimental and theoretical work shows the importance of taking the initial thermal distribution, both rotational and vibrational, into account when doing these experiments. 25, 51 In particular, we find from exact quantum calculations that rotation must be included to match the experiments, particularly at longer times, but that, with this inclusion, the match between exact quantum calculations and experimental results is very close. Furthermore, we find that a nearly classical theory provides a sufficiently good approximation for the gas phase when compared to exact quantum mechanics and experiment that we can have some confidence that it is also appropriate for the condensed phase, where no test against exact quantum dynamics is possible.
The caging process upon dissociative excitation of I 2 in rare gas matrices had already been studied in some detail. [57] [58] [59] Related I 2 /rare gas experiments and theory have been carried out in high density rare gas clusters, [60] [61] [62] [63] [64] and related theory in low and high density supercold rare gas solvents. 15, 17, [65] [66] [67] More recently, we tested the same principles in the case of dissociative excitation of I 2 ͑A 3 ⌸ 1 u state͒ in solid Kr. 49 The dynamics following the first outward stretch of the molecular bond is highly non-linear in this A state case, 49 dominated by the over driven guest-host motions. Despite this high non-linearity, some control over the recombinant molecular wavepacket motion could be exercised by using chirped pump pulses. A theoretical analysis of these processes, with particular emphasis on the effects of using chirped pulses in the preparation and interrogation of the wavepacket dynamics has already been given. 50 The limited experimental data in this study 49 are in concert with the theory. The A state control effect is small.
A qualitatively different situation is provided in the case of excitation to the B ( 3 ⌸ 0 u ϩ) state of I 2 in rare gas solids. 68 Time resolved studies of this system have shown that vibrational populations, prepared with ultrafast pulses, evolve coherently, until they decay in amplitude due to predissociation, on a time scale of 5-10 ps. 68 The vibrational dynamics of matrix isolated I 2 ͑B͒ presents a paradigm of a system weakly coupled to a bath, and as such, it represents a useful prototype to test the controllability of this general class of condensed phase systems by controlling the tailoring of the radiation fields. To control the time evolution of the wavepacket, for example, to localize it at some later time, the pump pulse must be designed so as to counteract not only the anharmonicity of the molecular potential, but also the dissipation and dispersion effects from the coupling of the molecular coordinate to the bath coordinates. 15, 17, 26 Clearly, the cryogenic solid host, with its local order and low thermal occupation of modes, represents a bath which highly limits the initial phase space, with only relatively small dynamical fluctuations. Such a bath provides an experimental system where detailed information about the underlying many-body dynamics can be extracted from molecular dynamics simulations and a careful comparison of theory and experiment. These considerations dictate the choice of systems for the present comparative study of coherent control in the gas and condensed phases.
Earlier theoretical predictions had indicated that some degree of quantum control can be achieved in rare gas condensed media. 15, 17, 23, 24, 49 The theory presented here is based on the Liouville space density matrix formalism 13, 15, 17, 24, 69 which can describe thermal or mixed state systems in a unified fashion. The Liouville formalism also allows for a smooth transition from quantum mechanics through semiclassical mechanics to classical mechanics. Using the density matrix formulation, several approximate approaches to condensed phase control problems have been developed which include Stochastic Bath ͑SB͒, 13, 26 semiclassical Gaussian Wave Packet ͑GWP͒ dynamics, 20, 23 Time Dependent Hartree ͑TDH͒, 16, 22 and Nearly Classical ͑NC͒ mechanics. 15, 17, 24, 25 To interpret and numerically simulate our experiments, we carry out further development of Nearly Classical͑NC͒ control and detection theory 19, 27 to reproduce the experimental observable, i.e., the LIF signal. This NC theory 15, 17, 24, 25 is based on the ប expansion of the Liouville space Green functions and gives good agreement with the experimental results.
We also extend experimental and theoretical studies of the gas phase control of molecular I 2 , concentrating on the effect of initial rotational populations on quantum control. We find from the exact quantum calculations that rotation and rotational-vibrational coupling must be included to match the experiments, particularly at longer times, but that with their inclusion, the match between exact quantum calculations and experimental results is very close. Furthermore, we find that the NC theory provides a sufficiently good approximation for the gas phase when compared to exact quantum mechanics and experiment that we can have some confidence that it is also appropriate for the condensed phase, where no test against exact quantum dynamics is possible.
This paper is organized as follows. In Sec. II we describe the experimental design. In Sec. III we summarize the experimental results for the quantum control of gas phase I 2 . In Sec. IV we present gas phase control and detection theory as well as the numerical simulations and comparisons with experimental results for the gas phase I 2 system. Section V presents the experimental results for the condensed phase I 2 /Kr system. Section VI presents the Nearly Classical theoretical approach to condensed phase quantum control and detection as well as the numerical simulations and comparisons with the experimental results for the condensed phase I 2 /Kr system. In Sec. VII we discuss the results and conclude.
II. EXPERIMENTAL DESIGN
The experimental apparatus used to detect wavepacket focusing in both the gas and condensed phase experiments is similar to that used previously. 18 The I 2 states involved in the experiments are shown in Fig. 1 . We detect the motion of the wavepacket on the B state excited by the first ͑pump͒ pulse using a second ͑probe͒ pulse delayed in time. The probe pulse excites population from the B state to a higher-lying charge transfer state, either the E state ͑gas phase͒ [57] [58] [59] or the f state ͑condensed phase͒. 68 From these higher-lying states in condensed phase media, the population relaxes to the DЈ state and the LIF signal from the DЈ→AЈ transition is detected. This experimental method has been used previously to monitor the dynamics of I 2 in both gas and condensed phases. [57] [58] [59] 62, 70 The LIF detection wavelengths are 340 nm in the gas phase and 430 nm in the condensed phase and are chosen to maximize the detected signal and minimize leakage from scattered probe radiation. The reason the detection wavelengths are different between the gas and condensed phase experiments is because the DЈ→AЈ transition undergoes a large solvatochromatic shift in the Kr matrix.
The experimental apparatus is shown in Fig. 2 . The laser system used to generate the ultrafast pump and probe pulses in this experiment has been described before 18, 71, 72 and will only be outlined here. The output of a femtosecond Ti:Sapphire oscillator is amplified in a kilohertz regenerative amplifier. The amplified pulse then pumps a two stage Optical Parametric Amplifier ͑OPA͒ which is seeded by a continuum generated by a small part of the original pulse. 71, 72 The tunable output of the OPA is then frequency-doubled to yield output pulses in the visible spectral region, which are the pump pulses centered at around 565 nm. The probe pulses at about 395 nm are generated by frequency-doubling the amplified Ti:Sapphire fundamental. Both pulses travel through folded prism compressors ͑BK7 prisms for the pump and fused silica prisms for the probe͒ to compensate for the material dispersion resulting from propagation through the nonlinear crystals and the optics. The polarization directions FIG. 1. I 2 potentials as a function of internuclear distance. In the gas phase experiments, the final electronic state is E state, which is shown as a solid line. In the condensed phase experiments, the final electronic state is the solvated f state, which is shown as the dashed line and is lowered by 3900 cm Ϫ1 from the gas phase potential. The solid arrows indicate the gas phase pump and probe windows, and the dotted arrows indicate the condensed phase pump and probe windows. of the pump and probe are aligned parallel to one another. The final pulse energies at the sample are on the order of 1 microjoule or less.
The pulses, which have been precompensated for the material in the cryost at windows, cell face, etc., are focused onto the sample by a 20 cm focal length silica lens. In the gas phase experiments, the sample is in a gas bulb at 313 K, and the LIF is detected by a photomultiplier tube ͑PMT͒ placed at 90 degrees to the direction of the beams, using a 340 nm interference filter. No other collection optics are used. For the Kr matrix experiments, the sample is held at 15 K in a closed cycle He cryostat and the LIF is collected in the forward direction, along with the scattered laser radiation, and focussed through a 430 nm interference filter and onto the slit of a 0.25-m monochromator. This spectral filtering eliminates most of the scattered probe light. In all experiments the detectors were checked to confirm that the LIF signal was linear with both pump and probe power.
Pulse characterization is a crucial part of these quantum control experiments and we use the Frequency Resolved Optical Gating ͑FROG͒ technique for this purpose. 73, 74 This method retrieves, using a numerical algorithm, the electric field, E(t), of the light pulse from a two dimensional experimental measurement of the pulses in frequency and time. The fields, E(t), generated from the FROG data can then be compared to other measures of pulse characteristics, such as the power spectrum or intensity autocorrelation, in order to gauge the reliability of the FROG technique. The consistency among these measurements depends on several factors, including the signal-to-noise ratio and the bandwidth of the pulse, but in general is good. The measured full widths at half maximum ͑FWHM͒ of the intensity autocorrelations and those calculated from FROG-derived electric fields agree to within 10 percent at all chirps, with the best agreement obtained when the pulses are close to the transform limit. A comparison is shown in Fig. 3 of the FROG-generated power spectra with the experimentally measured power spectra of the pulses used in the gas phase experiments shown in Fig. 4 . The left hand panels of Fig. 3 show the comparison of the pump pulse spectrum ͑for a representative set of pump pulses͒ as measured directly ͑solid line͒ and as derived from the FROG data ͑dotted line͒. As can be seen in Fig. 3 , the spectra agree reasonably, although not perfectly. The most important point is that the FROG method provides us with reliable, semi-quantitative, characterizations of the pump and probe E(t) fields used in these experiments, which we then employ in our theoretical simulations. The FROG measurements are done before and after the experiment in order to guard against the possibility of changes in spectrum or phase structure due to drift in the OPA or regenerative amplifier.
Also shown in Fig. 3 are the Wigner transforms of the electric fields generated from the experimental FROG measurements. The Wigner transform maps the field E(t) into a two-dimensional representation in time and frequency, giving a visual image of the tailoring of the pulse. The Wigner transform gives the intensity vs. time of the pump field as the projection onto the time axis, and the intensity vs. frequency ͑spectral density͒ of the pump field as the projection onto the frequency axis. In the right hand panels of Fig. 3 , we show the FROG-derived Wigner transforms for a positively chirped pulse ͑panel a͒, transform limited pulse ͑panel b͒, and negatively chirped pulse ͑panel c͒. For example, a positively chirped pulse will have its lower frequency components arriving earlier in time and its Wigner transform will be a set of contours with an overall positive slope, as shown in panel ͑a͒ of Fig. 3 . A pulse with a negative linear chirp Fig. 4 shows the collected LIF signals for excitation with pump pulses that have positive chirps ͑panels a and b͒, a transform limited pump pulse ͑panel c͒, and pump pulses that have negative chirps ͑panels d and e͒. The right hand panel of Fig. 4 shows the FROG-derived Wigner transforms of these pump fields. ͑An overall carrier frequency of 572 nm and a central time has been removed from the fields in presenting these figures.͒ will have a set of contours with an overall negative slope, as shown in panel ͑c͒ of Fig. 3 , while a transform-limited pump pulse will have all the frequency components arriving simultaneously, as shown in panel ͑b͒. In general, we can also write an electric field in frequency space as follows,
where A() is the slowly varying envelope function, and () is the frequency dependent phase of the electric field. Ẽ() can be obtained through a Fourier transform of its time domain representation, E(t). Quantitatively, we define the frequency domain linear chirp 29 of an electric field, cЈ, as the second order coefficient in the Taylor expansion of its phase, (), in frequency domain around its center frequency 0 ,
Roughly speaking, on the Wigner contour plot, there is a center time at each frequency and these centers form a principle axis of the contour plot as a function of frequency. The slope which gives the linear frequency chirp is then defined as the tangent formed by the frequency axis and this principle axis. 29 Specifically, the field in panel ͑a͒ of Fig. 4 has larger positive chirp than the one in panel ͑b͒.
III. EXPERIMENTAL RESULTS: GAS PHASE
The goal of the experiments described in this section is to more clearly demonstrate the effect of the tailoring of the pump pulse on the vibrational dynamics of the I 2 molecule in the gas phase, and to test the accuracy of the NC approximation ͑which we will apply to the I 2 /Kr system͒ on a system in which we can carry out the exact quantum mechanics, and then to test both exact quantum dynamics and the NC approximation against gas phase experiment. We use two different pump pulses, both of which have essentially the same intensity vs. time, and intensity vs. frequency profiles, thus differing only in the time ordering of their frequencies. We show theoretically and experimentally that varying the frequency-temporal ordering leads to different vibrational dynamics of the I 2 molecule, the positive chirp delocalizing and the negative chirp localizing the wavepacket. The pump pulse creates the wavepacket on the B state ͑see Fig. 1͒ , and the dynamics of the I 2 vibrational motion are then monitored via fluorescence induced by the probe pulse, which is delayed relative to the pump pulse. The probe pulse opens a small window in coordinate space, through which the I 2 vibrational wavepacket on the B state passes as it is further excited to the E state. In general, the more localized the peaks in the collected LIF signal vs. delay time, the more localized the vibrational I 2 wavepacket on the B state. 19, 27 Figure 4 summarizes the experimental results for gas phase I 2 . The left hand panel shows the collected LIF signals for excitation with pump pulses that have positive chirps ͑panels a and b͒, a transform limited pump pulse ͑panel c͒, and pump pulses that have negative chirps ͑panels d and e͒. All the pump pulses have essentially the same frequency spectrum. The right hand panel of Fig. 4 shows the FROGderived Wigner transforms of these pump fields. The probe pulse is an approximately transform limited ultrafast pulse of 50 fs FWHM with a carrier frequency of 390 nm. This probe pulse opens a window centered at an internuclear distance of 325 pm on the B state potential energy surface ͑see Fig. 1͒ . Every time the I 2 vibrational wave packet crosses this window, which it does twice per total vibrational cycle, it will be further excited to the probe state, thus giving two LIF peaks per vibrational period. The LIF signal that corresponds to excitation with a positively chirped pump pulse ͑panel b͒ clearly shows less vibrational localization which dies out faster in time than the LIF signal that corresponds to excitation with the corresponding negatively chirped pump pulse ͑panel d͒. Thus the I 2 vibrational wavepacket initiated by the negatively chirped pump pulse retains its vibrational localization longer than that of the wavepacket initiated with the positively chirped pump pulse. Furthermore, the second oscillation in panel ͑d͒ is larger than that of the signal resulting from the transform limited pulse in panel ͑c͒. The height of the peak is directly related to the amount of population in the probe window, and the higher peak is the result of the focused wavepacket's having more population in that region of the PES at the appropriate delay. 18 The right hand panel of Fig. 4 clearly demonstrates that the pump fields that give rise to the LIF signals in panels ͑b͒ and ͑d͒ are a nearly matched pair of chirped pump fields in the sense that they have similar intensity vs time, and intensity vs frequency profiles and differ substantially only in their frequency vs time correlations. The figure also demonstrates that these two pump fields have mainly a linear chirp and only a smaller component of higher order chirp. The LIF signals in panels ͑a͒ and ͑e͒ also result from a matched pair of chirped pump fields. Again the LIF signal that is collected from the negatively chirped pump pulse ͑panel e͒ shows more structure than that of the LIF signal due to the positively chirped pump pulse ͑panel a͒. The small oscillations in the strongly positively chirped excitation data ͑panel a͒ at about 2.5 ps are reproducible and may result from a wavepacket that has split into several smaller ones. Thus there is an overall trend that a negatively chirped pump pulse leads to a more localized I 2 vibrational wavepacket in the gas phase than that of the equally and oppositely chirped positive pump field. Further the LIF signal in panel ͑d͒ shows more structure than the LIF signal in panel ͑e͒. The LIF signals in both of these panels arise from negatively chirped pump fields, and this shows that the degree of wavepacket focusing induced by a negatively chirped pump field is a function of the chirp of the pulse, i.e. some negatively chirped pump fields are better than others for inducing vibrational localization by causing wavepacket focusing.
IV. THEORY: GAS PHASE

A. Brief review of quantum control theory: Weak response regime
In this section, we briefly review the theoretical basis for our analysis of these control experiments, 13, 17 using the density matrix language of Liouville space. 69 The density matrix formulation has the advantage over the Schrödinger formulation that it can more directly deal with thermal systems and mixed states, and that it allows for a smoother transition among quantum, semiclassical, and classical mechanics. This latter advantage becomes particularly important when we go beyond simple gas phase systems and consider condensed phases. The system evolution is described by the system density matrix, (t), which obeys the quantum Liouville equation,
where H is the system Hamiltonian. For a two electronic level system which is coupled to an external electric field, H has the following form,
where D ជ is the transition dipole operator, defined as,
͑5͒
In the weak response limit, the key quantity for calculating both the optimal control field and the spectroscopic response of the system to that field is the material response function. After excitation from the ground electronic state ͉g͘ to the excited state ͉e͘, this material response function can be written as,
where G ee ,G eg are the excited state and transition Green functions, respectively. D , Ј Ј is the transition dipole matrix operator. 13 For the calculation of the LIF signal, this function is the non-stationary excited state population that gives rise to the transient absorption to the second excited state. For the quantum control calculation, our objective is to find the optimal electric field that will drive the system dynamics to a desired target state at a particular target time. The measure of quantum control for this system is given by the overlap at the target time, t f , between the target state and the system density matrix,
where A is our target operator. The target operator A is an operator that projects upon a desired target, which can be any function of quantum observables. In the present work, we choose the target operator A that projects onto a minimum uncertainty wavepacket, and this result is termed wavepacket ''focusing.'' The above overlap can be maximized subject to various constraints, 28 but here we choose a single constraint, the total incident electric field energy. For the weak response regime this choice leads to a simple eigenequation, the eigenfunction of which, corresponding to the largest eigenvalue, is the globally optimal control field. 13 In this work we will only consider the weak response limit, keeping in mind that the strong response problem can also be solved, by iterative techniques. 21 To maximize the overlap A(t f ) in Eq. 7,
we employ functional variation of the electric field subject to the constraint of constant field energy, to get the following eigenequation,
where M s (,Ј) is the symmetrized material response function,
In Eq. 8, M s (,Ј) is field-independent in the weak response regime, and measures the yield, thus, the electric field corresponding to the largest eigenvalue is the globally optimal field in the weak response regime. Once we know how the system evolves independently of the the driving field, ⑀(t), we can compute the optimal field. 13 The quantum control theory presented in this and in previous papers can thus be used to compute both the optimal control field and the spectroscopic response induced by that field. Previous theoretical work 14 has concentrated on achieving the target of a localized wavepacket after reflection from the outer turning point, i.e., a molecular reflectron. These earlier calculations have shown that an ultrashort pulse with negative linear chirp is ideal for producing such a wavepacket. Since earlier work has dealt with the theoretical calculation and achievement of such optimal light fields, in this paper we emphasize the practical calculation of the spectroscopic signatures of control using such fields. We concentrate on the experimental creation and use of chirped pulses to demonstrate and characterize the phenomenon of focusing.
B. Exact quantum gas phase control theory
In earlier theoretical and experimental papers, it was shown that gas phase I 2 vibrational wavepackets can be controlled via tailored ultrafast light pulses. 18 Here we extend this work and show that a one dimensional molecular model considering only vibrational dynamics cannot reproduce the longer time behavior of the LIF signals, because rotations start to play an important role after ϳ1 picosecond at room temperature. 10, 11, 75, 76 One rotational effect, the evolution of the angular distribution of the excited sample, can be eliminated from the LIF signal by aligning the polarization axes of pump and probe beams at the ''magic angle.'' 77 However, the second rotational effect, the rotational-vibrational coupling, also plays an important role, producing a dispersion in evolution for each set of wavepackets belonging to a single vibrational state but having different total angular momentum. Therefore, it is important to investigate how well we can control the coherent vibrational motion under such conditions. The initial density matrix, including rotational degrees of freedom, can be written as,
where v,J,M are the vibrational, total angular momentum and magnetic quantum numbers, respectively, g stands for the electronic ground state, E v,J g is the energy of this v,J rovibrational quantum state in the electronic ground state. We neglect the contributions of electronic orbital and nuclear and electronic spin angular momenta to the total angular momentum, as well as spin-orbital coupling in the calculations but must keep track of the electronic and spin momenta and the spin-orbital coupling in labeling the electronic states, so that for the I 2 molecule with heavy atoms we are led correctly to the strong spin-orbit coupling case, and Hund's case ͑c͒ in particular. For Hund's case ͑c͒, the ''good'' electronic quantum number is ⍀ so that, for example, the 3 ⌸ 0 u ← 1 ⌺ 0 ϩ initial transition is parallel. We assume that the transition from the B state to the probe state is also parallel. Further more, the energy of a quantum state does not depend on magnetic quantum number M . In general, the nuclear density matrix for each quantum state can be written as,
Following the above equations, we can evaluate the density matrix by working in Hilbert space. The total wavefunction within an electronic state can be factorized as
In Eq. 12, the Y J M are the spherical harmonics, R is the internuclear distance coordinate, and and are coordinates in a spherical polar coordinate system. Invoking the Rotating Wave Approximation ͑RWA͒, assuming a parallel transition, and using first order perturbation theory with respect to the external field, we have,
where u J g 0 (t) is the ground state wavefunction propagated under the unperturbed radial Hamiltonian h g J . In the above, D eg and E(t) are the magnitudes of dipole transition moment and of the pump laser field, respectively. Note that these quantities are treated here as scalars. The superscript J indicates the initial state total angular quantum number, and
As we will see below, the final angular momentum dependent centrifugal potential terms in these Hamiltonians play an important role in the vibrational wavepacket delocalization. In Eqs. 13 where ⍀ eg is the overall carrier frequency of the pump field.
Once we have u J e , we can then further calculate the population on the excited state reached by the addition of the probe pulse. The sum of all the populations on the final state, each initiating from different ground states ͉v,J,M ͘, is proportional to the experimentally observed LIF signal.
C. Nearly classical (NC) control theory
For a simple gas phase system such as I 2 , the procedure of Boltzmann averaging over initial rovibrational states, although tedious, can be carried out exactly, to any desired degree of accuracy. However, in a condensed phase system consisting of ϳ10 23 degrees of freedom, it is impossible to perform an exact quantum dynamics calculation. Therefore, we would like an efficient and sufficiently accurate approximation to the exact quantum dynamics. Recently Stochastic Bath ͑SB͒, 13, 26 Nearly Classical ͑NC͒, 15, 17, 24, 25 semiclassical Gaussian Wave Packet ͑GWP͒, 20, 23 and Time Dependent Hartree ͑TDH͒ 16, 22 methods to calculate the optimal fields in the weak response regime for multidimensional systems have been formulated and numerically tested. In what follows, we will review the NC approximation, based on the expansion in ប of the exact quantum Green functions, G ee and G eg . Classical dynamics has the great advantage of being able to handle large thermal systems ͑rotation and rotation-vibration coupling are included automatically with no extra work͒, and it has been applied successfully to problems of this type.
15,17,57-59 ͑As we emphasized above, the density matrix formalism allows a smooth transition between quantum mechanics and classical mechanics.͒ The density matrix evolution on the electronic excited state under perturbation theory is,
where we define e 0 (t 2 ,t 1 ) as a bare density matrix since it is physically obtained from the density matrix created by a pair of separated delta pulses,
With an analogy to the density matrix formalism, we work in the phase space of classical trajectories. The ground state density matrix g (Ϫϱ) can be chosen many different ways and we choose it to be from a classical distribution with quantum correction by means of an artificial temperature, 78 TЈϭ ប
where T is the real system temperature, and in our case is the vibrational frequency of the ground state diatomic. The distribution generated from this procedure is the exact quantum thermal Wigner distribution for a harmonic system, but is only approximate if the system is anharmonic.
The main challenge to computing the exact quantum dynamics for a condensed phase system is that we cannot calculate the Green functions involved in the time evolution of e 0 (t 2 ,t 1 ). However, the two Green functions in Eq. 6 can be approximately evaluated from an analogy to classical mechanics, and the Franck vertical transition approximation. First, let us consider G eg (t), which is defined in terms of an arbitrary operator O as
In classical mechanics there is no quantity analogous to G eg (t), but we can invoke the vertical transition approximation which is generally good for ultrafast excitation fields. Thus, we can approximate this transition Green function as, 15 ,17
where U eg is defined as U eg ϵ (H e ϪH g )/ប. This equation can be obtained by expanding G eg in a power series in ប and keeping only the lowest order term. It is consistent with the static dephasing limit and is equivalent to the truncation of the quantum commutator. In other words, the quantum corrections, which are due to the commutation relation and appear in higher order terms of the expansion, are neglected in the present level of approximation. The same approximation is also used to derive the next equation. The second Green function, G ee (t), has a simple classical mechanical analog, and we can approximate it as, 15, 17 G ee ͑t͒͑p,q,t;p 0 ,q 0 ͒ϭ␦͓pϪp e ͑t͔͒ 0 ␦͓qϪq e ͑t͔͒ 0 , ͑22͒
where (p e (t),q e (t)) 0 is the phase space classical trajectory on the excited state propagated from the initial multidimensional phase space point (p 0 ,q 0 ). These two approximations can be obtained formally by an expansion of the Green functions in a power series of ប, the NC Green functions being the leading terms. 15, 17 The NC approximant to G ee is independent of ប, ͑since G ee has a classical mechanical analog͒, and for G eg , which has no classical analog, the leading term is proportional to ប.
Substituting Eqs. 21 and 22 into Eq. 6, we obtain the material response function in the NC approximation,
ϪiU eg ͑q 0 ͒t 1 g ͑⌫ 0 ;Ϫϱ͒.
͑23͒
Here ⌫ 0 denotes the collection of initial conditions, (p 0 ,q 0 ), for the phase points, and A(⌫(t 2 ):⌫ 0 ) is the target operator A written in terms of the phase space coordinates. As previously noted, once the material response function is computed, it is straightforward to calculate both the optimal field and the spectroscopic response of the system in the weak response regime. 13 The NC approximation has the advantage of leading to a tractable computational algorithm for systems of large dimensionality. As a confidence check, we apply this NC approximation to a gas phase I 2 system at room temperature and show the favorable comparison with both experimental and exact quantum results. In the next section, we will apply this approximation to a condensed phase system, I 2 in a cold Kr matrix, where no check with exact quantum mechanics is possible.
When we employ the NC approximation we must take care to preserve the causality of the system. Many timefrequency representations of the field do not satisfy this constraint, e.g., the Wigner and Husimi transformations. Yan has suggested the following causality transformation for the pump field, 65, 79 I͑w,t ͒ϭ 1
Eq. 24 indicates that the field only contributes to the excitation for times previous to it, thereby preserving causality. In fact, this transformation follows naturally from Eq. 17 if we invoke the approximation given by Eq. 21. The excited state density matrix can be constructed as
͑25͒
The NC theory presented here can capture the most important dynamical information of the system, and can therefore guide experimentalists in making optimal fields and predicting experimental outcomes. The comparison between exact quantum calculations and the NC theory has been carried out previously for a one dimensional system, and it was found that they agree well. 15 After we irradiate the system with the optimal field, we need to be able to detect the outcome, in other words, we must have an experimentally realizable gauge that measures how well the control field has driven the system dynamics to the target state. The experimental detection technique we employ is Laser Induced Fluorescence ͑LIF͒. In a previous gas phase experiment, 16, 18 and in theoretical analyses, 19, 27 it has been demonstrated that the LIF signal contains the signature of wavepacket focusing, more specifically, at the target time, the observed LIF signal is localized when using the properly tailored ultrafast pump field. Thus, the sharpness or localization of LIF peaks indicate the focusing of the wavepacket at the probe window that is opened by a transform limited probe pulse. The LIF signals can be calculated quantum mechanically 19 as well as using the NC approximation. For a condensed phase system we are not able to obtain the exact wavefunction or density matrix, therefore it is computationally impractical to predict LIF signals with exact quantum mechanics. In general the transient probe absorption is recorded as a function of time delay, t d , between 
͑27͒
Here E T (t) and P T (t,t d ) are the probe field and third order polarization functions, respectively, and Ẽ T () and P T (,t d ) are their Fourier transforms. The key quantity for the calculation of the transient absorption is the third order polarization function.
We now apply the same NC approximation to the transition Green function between the ͉e͘ and ͉ f ͘ states, where ͉e͘ and ͉ f ͘ are the generic notation for the first and second excited states, respectively. In our gas phase experiment, these states correspond to the B and E states of I 2 . We then obtain the NC transient absorption signal as,
where I T (U f e ,t) is the causality transformation of the probe pulse defined as 79 I T ͑ ,t ͒ϭ 1
͑29͒
where ⍀ f e is the carrier frequency of the probe field. Within the classical approximation, we can write e (t) as e ͑t,R,R͒ϭ 1
where ͚ runs over all the phase space trajectories of the ensemble, R i (t) is the ith trajectory, and N is the total number of trajectories. Substituting Eq. 30 into Eq. 28, we get the final formula for calculating the LIF absorption using classical trajectories within the causality transformation,
is particularly simple and easy to implement computationally.
D. Numerical simulations for gas phase I 2
For the exact quantum simulation of the experimental LIF signals, there are two ways to choose the initial rovibrational eigenstates, ͉v,J,M ͘. The first one is a straightforward, though tedious, direct summation over the initial rovibrational states, v and J ͑the energy does not depend on M͒, in Eq. 10 according to their Boltzmann weighting. For instance, setting vϭ0→9 and Jϭ0→150, will involve a very tedious averaging of 1510 initial rovibrational states. Further, each of these initial states will branch into two states ͑due to the selection rules͒ whose sum is non-stationary on the excited electronic state, and these two states will each spawn two states on the final probe potential energy surface. This is the main challenge to doing exact quantum rovibrational calculations for the pump-probe signal. The second alternative is to choose the initial rovibrational states using a Monte Carlo algorithm according to the thermal Boltzmann distribution. The energy of a rovibrational state is estimated from the following spectroscopic formula: , ␤ e ϭ0 are the spectroscopic constants. 82 For a given temperature, we sample each v,J state according to its thermal weight,
Note that each v,J state is 2Jϩ1 degenerate among different M states. Since we explicitly put the 2Jϩ1 in the summation ͑see Appendix͒, it is absent in Eq. 34. In our simulation, we choose 50 v,J states randomly by Monte Carlo sampling from the distribution defined by Eq. 34. The ranges of v and J considered are from 0 to 9 and 0 to 150, respectively. It turns out that averaging over 50 states obtained from such a sampling method gives converged results for the cases we are considering here. The radial part of each rovibrational eigenstate u J g (R,t) is obtained using the Discrete Variable Representation ͑DVR͒ method, 83 and we use the split operator method to propagate the radial part of the wavefunction on a spatial grid. 84 The pump and probe electric fields are obtained from the experimental FROG data. In this calculation, the transition dipole is assumed to be coordinate independent, and the orientation is that of a parallel-parallel type transition. The parameters of the gas phase potential energy surfaces are listed in Table I . For the probe process, the Franck approximation is used ͑see Appendix͒. The time step in the quantum propagation is 0.97 fs. When the time delayed probe pulse is turned on, the angular distribution of the excited state molecules has changed from the initial cos 2 distribution, due to the orientational effect of molecular rotation. For illustration, we can formulate this orientational decay as a function of delay time t for an ensemble of rigid diatomic rotors,
͑35͒
where I is the moment of inertia for the rigid rotor. The above equation also has a classical correspondence,
͑36͒
To check the accuracy of the NC theory, we apply it to the gas phase I 2 system. Although the quantum dynamics of this system can be calculated exactly, as described above, it is quite time consuming for a room temperature system. Therefore, the NC theory is also useful even for a simple gas phase thermal system. The simplicity of the NC calculation also makes it possible to directly include in the dynamics the spatial orientational effects, e.g. the temporal decay of the orientational distribution induced by the polarized light pulses, for either gas or condensed phase samples. This is different from the quantum calculations where the overlaps between spherical harmonics have to be evaluated explicitly.
The set of trajectories ͕R i (0),Ṙ i (0)͖ is sampled from the quantum corrected temperature Boltzmann distribution of velocities. The initial distribution of the I 2 vibrational coordinates is constructed from the causality transformation of the pump field and I 2 ground state potential. Applying Eq. 24, we obtain a time and coordinate dependent initial ensemble,
where R is the internuclear distance of the iodine molecule, V g is the I 2 ground state potential, and U eg is proportional to the difference between the ground and excited state potential energy surfaces of I 2 , U eg (R)ϭ (V e (R)ϪV g (R))/ប. Note that the causality transformation is not positive definite ͑this is also true for the Wigner transformation͒, and therefore we have to label each initial phase space point according to its corresponding sign of the causality intensity I͓U eg (R),t͔. The trajectories which have a negative weight will give a negative contribution to the material response function and to the final LIF signal. This feature is absent in usual MD simulations and arises from the quantum mechanical nature of the interference.
The momentum is chosen from a Boltzmann distribution at the artificial temperature 78 of 340 K ͑corresponding to the real experimental temperature of 313 K͒. The final signal is, in fact, insensitive to this temperature within small variations. This insensitivity to small variations in temperature was found to be true experimentally, as well. In each NC simulation, 4000 trajectories are used.
E. Simulation and experimental results: Gas phase
We now compare experimental and simulation results for gas phase control of I 2 vibrational motion. In Fig. 5 , we show experimental results and simulated signals from quantum dynamics simulations which do not include rotational motion. The dashed line in panel 5͑a͒ is the simulated LIF signal derived from the positively chirped pump pulse shown in panel ͑b͒ of Fig. 4 , and the solid line is the experimental result. The dashed line in panel 5͑b͒ is the simulated LIF signal from the negatively chirped pump pulse shown in panel ͑d͒ in Fig. 4 , and the solid line is the experimental result.
From the experimental results considered alone, it is quite clear that the signal from the negatively chirped pump pulse is sharper and the oscillations last much longer than with the positively chirped pump pulse. This is because of the anharmonicity of the Morse potential. Higher vibrational states have longer vibrational periods, therefore, if the long time period ͑higher photon frequency͒ components of the I 2 vibrational wavepacket are initiated first and then followed by the excitation of the short period ͑lower photon frequency͒ components of the wavepacket, the components will eventually coalesce and focus before further dispersion. 14, 28, 29 Therefore, the vibrational wavepacket initiated by a negatively chirped pump pulse can remain fo- cused for a longer time period than the vibrational wavepacket initiated by a positively chirped pump pulse. The positively chirped pump pulse, on the other hand, creates a wavepacket that disperses directly.
However, when we look at Fig. 5 , which compares the theoretically calculated LIF signals with the experimental results, there is a substantial difference between them, because the rotational motion is not included in this calculation. Under the experimental conditions, Tϭ313 K, many rovibrational states are thermally populated. The observed LIF signal decays also due to the decay of orientational localization arising from the dispersion in angular velocities in the thermal rotational distribution. It can be seen from Fig. 5 that the calculated signals match the experimental results reasonably well for the first ϳ600 fs, but diverge more and more at longer times. Although the thermal averaging over the initial population of vibrational states contributes to the delocalization of the LIF signal, the disagreement between simulation and experiment remains substantial if rotation is omitted from the calculations. 10, 11, 75, 76 In Fig. 6 , we show the comparison of gas phase I 2 experimental measurements ͑solid line͒ with exact quantum simulations ͑dashed line͒ which now include rotation, for the same positive and negative chirped pair of pump pulses as in Fig. 5 . In this figure, the theoretical results are in excellent agreement with the experimental measurements, confirming the importance of rotational motion in wavepacket dynamics. 10, 11, 75, 76 More detailed analysis shows that there are two important rotational effects. The first is the decay of the anisotropic orientational distribution induced by the polarized pump pulse and then sampled by the polarized probe pulse. This effect can be experimentally eliminated by placing the pump and probe polarizations at the ''magic angle.'' 77 The second effect is due to the rotation-vibration multilevel structure, which can be eliminated by collapsing the rotational distribution by rotationally cooling the sample ͑e.g., in a molecular beam or cold matrix͒ or by projecting out a narrower distribution ͑e.g., by illuminating with a prepulse͒. The overall rotational orientational decay is handled differently for the exact quantum calculations and the NC calculations. In the NC calculations, the ground state molecules are assumed originally to be isotropically oriented in space and, for a parallel transition, the excited state initially forms a cos 2 distribution of internuclear axes about the polarization direction of the pump field due to the D ជ •E ជ ϭDE cos term in the rovibrational Hamiltonian, where we have chosen the electric field polarization to be along the Z-axis in the lab frame. When the time delayed probe pulse is turned on, the angular distribution of the excited state molecules has changed from the initial cos 2 distribution, due to molecular rotation. This is an orientational effect, and is handled automatically ͑with no extra work͒ in the three dimensional NC approximation. For the exact quantum calculation, for numerical efficiency, the dynamics are one dimensional, and angular parts of the total wavefunctions are calculated analytically. Both the pure orientational effect and the spreading of the vibrational wavepacket due to the centrifugal coupling between vibration and rotation contribute. In Fig. 7 , we show NC theory simulated and experimental LIF signals for positive, zero, and negatively chirped pump pulses. The dashed line signal in panel 7͑a͒ is the simulated LIF signal that is derived from the positively chirped pump pulse shown in panel ͑b͒ of Fig. 4 , and the solid line is the experimental result, and similarly for the transform limited ͑Figs. 7b and 4c͒ and negatively chirped ͑Figs. 7c and 4d͒ cases. Fig. 7 shows reasonably good agreement between experiment and simulation, the NC approximation reproducing the oscillations shown in the experimental LIF signals, and also capturing the trend of longer lasting localization of the wave packet in the LIF signal for the negatively chirped pump FIG. 6 . Gas phase LIF signal as a function of delay between the pump and probe pulses calculated from exact quantum dynamics that include rotations, in particular the time evolution of the orientational distribution and the rotational-vibrational coupling due to the angular momentum dependent centrifugal potential. The pump and probe pulses are the same as those for pulse over that of the matched positively chirped pump pulse.
From these NC simulations of gas phase I 2 , we gain confidence in applying the approximate NC theory to more complicated condensed phase systems where the exact quantum simulations would be intractable. In the following section we describe the condensed phase experiments and apply the NC theory to simulate the condensed phase results and understand their meaning.
V. EXPERIMENTAL RESULTS: CONDENSED PHASE
We now present experimental results for the I 2 /Kr 15 K condensed phase system. These experiments clearly demonstrate that the profound effect the tailoring of the pump pulse has on the vibrational dynamics of the I 2 molecule in the gas phase is also seen in the condensed phase. As in the gas phase, in order to clearly demonstrate this effect, we show that pairs of different pump pulses, each of which has nearly the same intensity vs. time, and intensity vs. frequency profiles, differing only in the time ordering of their frequencies, will lead to different vibrational dynamics of the I 2 molecules.
In Fig. 8 we summarize the results of the I 2 /Kr experiments. The left hand panel shows the LIF signals for excitation with pump pulses that have positive chirps ͑panels a and b͒, transform limited pump pulse ͑panel c͒, and negative chirps ͑panels d and e͒. All of these pump pulses are experimentally arranged to have essentially the same frequency spectrum. The right hand panel of Fig. 8 shows the FROGderived Wigner transforms of these pump fields. The probe pulse is a transform limited 50 fs pulse centered at 394 nm. This probe pulse opens a window at 360 pm on the B state potential energy surface and every time the I 2 vibrational wavepacket crosses this window it will be further excited to the ion-pair state. Comparing Figs. 4 and 8 , we find that there are about twice the number of peaks in the gas phase as in the condensed phase within the same time duration. This is because the probe window ͑see Fig. 1͒ is very near the turning point in the condensed phase, so that only one LIF peak is seen per vibrational period, and the probe window is between turning the points in the gas phase, so that two peaks per vibrational period are seen. The LIF signal that corresponds to excitation with a positively chirped pump pulse ͑panel b͒ clearly shows less structure and shallower modulation than the LIF signal that corresponds to excitation with a negatively chirped pump pulse ͑panel d͒. This means that the I 2 vibrational wavepacket initiated by the negatively chirped pump pulse retains its vibrational localization longer than the wavepacket initiated with the positively chirped pump pulse. The right hand panel of Fig. 8 demonstrates that the pump fields that give rise to the LIF signals in panels ͑b͒ and ͑d͒ are an approximately matched pair of chirped fields, although we found it considerably more difficult to make and measure the broader bandwidth pump pulses used in the condensed phase experiments in comparison to the narrower bandwidth gas phase pulses, and thus the matching is less exact. The LIF signals in panels ͑a͒ and ͑e͒ are also a result of an approximately matched pair of chirped pump fields. Again the LIF signal that is collected from the negatively chirped pump pulse ͑panel e͒ shows more structure than that of the LIF signal due to the positively chirped pump pulse ͑panel a͒. Thus, these results confirm that the control of vibrational dynamics by pulse tailoring is possible in the condensed phase, and that, as in the gas phase, for ''reflectron'' types of targets, 14, 27, 29 negatively chirped pump pulses lead to a greater degree of wavepacket focusing and vibrational localization than positively chirped pump pulses. In contrast to the gas phase where, in the absence of collisions and population decay, the delocalization ͑and later relocalization͒ occurs with no loss of rovibrational coherence, in the condensed phase there is loss of coherence ͑T 2 processes͒ as well as loss of population ͑T 1 processes͒ involved in the dynamics. Thus relocalization due to the conservation of rovibrational phases will occur at later times in the gas phase, but will be damped out by dephasing processes in condensed phase systems.
In the next section we present the results of theoretical simulations of this experiment on the I 2 /Kr system which show good agreement with experiment.
VI. THEORY: CONDENSED PHASE
A. Nearly classical control theory for the condensed phase
As we emphasized in the previous section, the NC method is particularly useful for large dimensional systems. In this section, we apply this method to a condensed phase system, I 2 in a cold Kr matrix. All the theory presented in Secs. IV C and D is applicable, except that now each phase space trajectory evolves on a multidimensional potential energy surface. The I 2 /Kr system Hamiltonian is
where H I 2 is iodine molecular Hamiltonian and has same form as Eq. 4. H Kr is the multidimensional krypton Hamiltonian and H int is the interaction Hamiltonian between the iodine and krypton atoms. Quantum control has been formulated previously in terms of the reduced density matrix, defined as follows:
22,23,46
where Tr bath means tracing over all the bath degrees of freedom in I 2 /Kr system, the bath being defined here as the krypton atoms, the iodine molecular librations, and the iodine center of mass motion. The reduced density matrix describes the state and dynamics of the subsystem of interest, under the influence of its surrounding environment. Since the bath degrees of freedom have been traced out, the reduced density matrix only contains information pertaining to the I 2 internuclear vibrational motion. It is straightforward to combine the reduced density matrix approach with the NC approximation.
In the NC picture, the density at each time is a set of Dirac delta functions, making the trace over the bath particularly simple. As a result, all the NC approximation equations presented for the gas phase in Secs. IV C and D generalize to the condensed phase, with the one extension that the I 2 vibrational trajectories now evolve under the influence of the Kr matrix.
B. Numerical simulations for the I 2 /Kr system
To compute the classical dynamics the I 2 /Kr system, we perform simulations in a repeating cubic unit cell of 108 Kr atoms. We replace the two adjacent Kr atoms at the center of the cell with two I atoms. In Fig. 9 , we show the local structure with the iodine molecule and its first two Kr solvation shells. The interaction between any two Kr-Kr or I-Kr atoms is modeled with pairwise additive Lennard-Jones potentials, and the parameters for the interaction between iodine and krypton atoms are approximated by Xe-Kr potential parameters. These parameters are tabulated in Table II . The potentials for the I 2 electronic states are modeled by the following Morse potential,
with the parameters given in Table I . The pump field excites I 2 to the electronic B state, the time delayed probe pulse then further excites the wavepacket to the ionic f state. The LIF signal from the ionic manifold is then detected as a function of delay time between the pump and the probe pulses. [57] [58] [59] The initial configuration of the I 2 /Kr system is obtained by using the artificial temperature method. 78 In this case, T in Eq. 19 ͑the real system temperature͒ is 15 K, and is chosen to be the Debye frequency of solid Kr, ϳ60 cm
Ϫ1
. Although this method is not exact for an anharmonic system, it should work well for this low temperature solid which is very harmonic in the ground equilibrium state. The artificial temperature (TЈ in Eq. 19͒ is approximately 45 K. The initial distribution of the I 2 vibrational coordinate is obtained in a similar way as in the gas phase simulation. After we obtain the initial ensemble of I 2 internuclear distances, we sort them from smallest to largest values. Beginning with the smallest I 2 internuclear distance, we sequentially assign a distance to the iodine molecule in the face centered cubic crystal beginning with the smallest internuclear distance and equilibrate the Kr atoms at TЈ, holding the I 2 internuclear distance fixed. The face centered cubic crystal cell constant is 569 pm. The first equilibration is for 6 ps, and further equilibrations for new larger I 2 internuclear separations are for an additional picosecond. For each pump field, 2000 trajectories are run up to 5 ps, the time step being 1.94 fs. The time-coordinate initial ensemble contains all the information about the excitation process, therefore we can then monitor what happens during the excitation process. Once we have all the trajectories, the final LIF signal is obtained using Eq. 31.
We include the non-adiabatic population decay of population on the B state of I 2 due to the interaction with the condensed phase environment. This decrease in population is modeled as an overall exponential decay in the LIF signal as a function of time, where S(t d ) is the final LIF signal defined in Eq. 31, and ␥ is the overall decay constant which is chosen ␥ϭ0.13 ps Ϫ1 , in order to fit the condensed phase experimental data.
C. Simulation results: Condensed phase
In Fig. 10 we compare the results of the NC simulations to the experimental measurements obtained for the I 2 /Kr condensed phase system. Panels ͑a͒ and ͑b͒ show the comparison of the simulation results ͑dashed line͒ to the experimental results ͑solid line͒ for positively and negatively chirped pump pulses, respectively. The pump and probe pulses used in the simulation are the experimentally measured pulses used in panels ͑b͒ and ͑d͒ respectively, of Fig.  8 . As can be seen in Fig. 10 , the simulation results agree reasonably well with the experimental data. The experimental trend of more vibrational localization in the LIF signal obtained from the negatively chirped pump pulse compared to the positively chirped pump pulse is captured by the simulation. In the following section we will discuss the ramifications of these results.
Another interesting experimental result is confirmed by the simulations. By comparing Figs. 8 ͑condensed phase͒ and 4 ͑gas phase͒, it is evident from experiment and theory that the observable vibrational localization persists longer in the condensed phase at 15 K than in the gas phase at 313 K. This result will also be discussed in the next section.
VII. DISCUSSION AND CONCLUSIONS
We have shown, both theoretically and experimentally, that a properly tailored light pulse can create a vibrational wavepacket that exhibits a long time persistence in its vibrational localization in both the gas and condensed phase. The observable localization persists longer in the condensed phase than in the gas phase. The key to understanding this counter-intuitive result is the role of the initial ground electronic state distribution of rovibrational states in determining the observables. In the gas phase we prepare the system from a rovibrational distribution at 313 K. In the solid state ͑at 15 K͒, rotational and vibrational degrees of freedom are essentially frozen into their ground states, the cage allowing only small librations. In what follows we first discuss the gas phase results, with particular attention to the special role of rotations, and then discuss the condensed phase results, finally comparing and contrasting them.
The two main results to discuss concerning gas phase control of I 2 vibrational motion are the effect of the tailoring of the laser pulse on the vibrational dynamics, and the detrimental effects of the distribution of I 2 rotation as well as vibration on the vibrational localization of the wavepacket.
The effect of the linear chirp of the pump pulse on the vibrational localization has been discussed elsewhere, 14, 29 and we summarize those conclusions here. On the anharmonic B state potential, the higher energy components are more anharmonic, and have a longer period of oscillation than the lower energy components which are more harmonic and have a shorter oscillation period. To make these components of the wavepacket coalesce for times after the wavepacket reaches the outer turning point, the higher energy components must be excited before the lower energy components. A negatively chirped pump field will do just this. From this argument, it is easy to see why a negatively chirped pump pulse will create a wavepacket that evolves with a minimum of immediate delocalization, and a positively chirped pump pulse will create a vibrational wavepacket that delocalizes more directly. These qualitative arguments, which apply to both the gas phase and condensed phase examples, are developed more rigorously elsewhere. 29 Although the experimental data shows clearly that a negatively chirped pulse is much better than a positively chirped pulse at preserving the localization of the wavepacket, the comparison between a negatively chirped pulse and a transform limited pulse is less dramatic. The reason for this is that there are two factors at work when one chirps the pulse. By changing the frequency ordering, we can enhance or suppress the wavepacket spreading, but we also lengthen the pulse in time, which will result in a broader wavepacket, especially at early times. For negative chirps, these effects cancel each other, and whether we see dramatically sharper oscillations as we chirp the pulse depends on the interplay of pulse and molecular parameters. For positive chirps, these two effects work in concert, and the wavepacket delocalizes very quickly with chirp. Nevertheless, we emphasize that there is an absolute enhancement of the peak height in the gas phase with the negatively chirped pulse as opposed to the transform limited pulse. Thus chirping does result in a more focused wavepacket than does a transform limited pulse, albeit slightly, and in that sense it is an optimized light field.
The large effect of I 2 rotational dynamics on the observed LIF signals, particularly for longer times, is seen in the comparison of the theoretical simulations to the I 2 gas phase experimental data. Previous theoretical treatments of wave packet interferometry experiments in gas phase I 2 ͑Refs. 75 and 76͒ have analyzed the effect of rotations in detail. The present 2 photon experiment is of a different nature than those experiments, however, and thus the role of rotations is different. The ''inhomogeneous dephasing'' of the oscillations seen in those experiments, which is analogous to a free induction decay of an electronic polarization, does not play a role in the present work, since the first pulse completes the one photon absorption and leaves the system in a population on the first excited state. The evolution of this population depends only on the excited state PES parameters, unlike the polarization in the interferometry experiments, which depends on the energy difference between the ground and excited state surfaces. Simple calculations also show that purely quantum effects, like the JЈϭJЉϮ1 selection rule or nuclear spin degeneracy of the JЉ states, do not play a role on the picosecond timescale that we observe the decay of the vibrational oscillations. The good agreement of the nearly classical and fully quantum calculations of the experimental LIF signal also provides evidence for the absence of purely quantum rotational effects. The orientational decay ͑which can be eliminated by magic angle pump-probe polarization 77 ͒, also plays a role but cannot explain the complete disappearance of the oscillations. By considering the excited state Hamiltonian,
we can think of each initial angular momentum of an I 2 molecule as contributing an effective potential energy term to the Hamiltonian. When added to the vibrational potential energy, this rotational term distorts the effective PES. Thus every angular momentum in the thermal distribution results in a different excited state PES on which the wavepacket propagates, and thus a different effective vibrational period. This distribution of effective vibrational frequencies, due to the initial distribution of angular momenta, results in a rapid decay of the observed oscillation due to destructive interference. For a heavy molecule like I 2 at high temperatures, this classical picture should be sufficient to understand the role of the rotations in contributing to the decay of the oscillations and the degradation of our ability to control the system. The negative effect of an initial distribution of rovibrational states on quantum control can be reduced either through cooling the sample by molecular beam expansion or by use of a cold matrix as we have done here, or through projecting out a narrower rovibrational distribution by excitation with a previous pulse or pulses. Such cooling by a cryogenic matrix is a major cause of the increased duration of vibrational localization in the condensed phase observed here. Perhaps the most significant result of the present work is the clear demonstration of quantum control in the condensed phase. As in the gas phase, negatively chirped pump pulses produce a longer-lived vibrational localization. In contrast to the gas phase, the cold I 2 /Kr matrix sample has little rovibrational excitation, and the I 2 molecule does not rotate but only librates in the Kr cage. The latter fact has been established experimentally by noting that the fluorescence is fully polarized, and has been verified in the simulations.
The fact that the effect of the chirp on the vibrational localization is similar in both the gas and condensed phases simply indicates that the dynamics in this case is dominated by the I 2 ͑B͒ molecular potential, and only slightly perturbed by the lattice forces, which is also seen by examining the forces in the simulations. The observed decay of overall amplitude in the pump-probe signal is due to the decrease in vibrational population due to dissipation to the bath and to host induced electronic predissociation. With respect to the vibrational dynamics on the molecular B electronic state, these represent relatively small perturbations. Another significant difference between the gas and condensed phase environments is the fact that the decay of the absorption correlation function is much faster in the condensed phase than in the gas phase. For I 2 in Kr at 15 K, this time has been estimated to be on the order of 150 fs, 85 which is longer than the pulse durations used here. If the pulses were significantly longer than this time, we would expect to see some lessening of the control effect due to a broader initial wavepacket, although the present experiment is not nearly as sensitive as the above-mentioned interferometry experiments. 86 For a further discussion of the dissipative dynamics of I 2 in Kr, see the recent paper by Ovchinnikov et al. 85 Particularly at low temperature, it is clear that controllable localized vibrational evolution can persist in a condensed phase sample for many vibrational periods. By added a subsequent ''locking'' pulse, this localized distribution can be excited to another electronic surface leading to desired products and thus used to control the products of a chemical reaction by tailoring the pump ͑localization͒ pulse 25 as well as by varying the timing between pump and ''locking'' pulses. 2, 48 Thus the control of vibrational localization demonstrated here can be the basis of quantum control of chemical reactions in the condensed phase.
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APPENDIX: FRANCK APPROXIMATION TO PROBE PROCESS IN QUANTUM CALCULATION
Treating the pump field as a first order time-dependent perturbation, the total wavefunction on the excited electronic state that is initiated from a ground J,M state, e (R,,,t;J,M ), can be written as 
͑A2͒
For simplicity, we do not write down the spherical coordinate representation explicitly in the above equation, but from now on, all the spatial variables will be in spherical coordinates unless otherwise specified. When we substitute Eq. A1 into Eq. A2, we get the density matrix in the coordinate representation. To calculate the asymptotic population on the final state after the probe pulse is over, we also apply first order perturbation theory to the probe process. We can then write down the wavefunction created from the ground J,M state on the final energy surface, f ͑ t;J,M ͒ϭϪ i ប ͵ 
where h f J is the radial Hamiltonian for the nuclear motion on the electronic final state, 
͑A5͒
Due to the orthogonality of the spherical harmonic functions, the asymptotic population on the final electronic state can be calculated without involving these spherical harmonics explicitly in the computation. For simplicity, we denote the coefficients in the bracket in Eq. A4 as C 1 (J,M ),C 2 (J,M ),C 3 (J,M ),C 4 (J,M ), respectively. Continuing the algebra, we then get the expression for the population on the final probe surface which is excited from the ground ͉v,J,M ͘ state, P͑t;J,M ͒ϰ ͵ In the above equation, ͗A(R,t 1 ),B(R,t 2 )͘ϵ͐dRA* (R,t)B(R,t). Note that the time t in the final state propagator has been canceled out due to the inner product. Physically, this is because we only calculate the final population, and the propagation on the final surface has no effect on this quantity. Since we only observe the total population after the probe pulse is over, we can replace the upper limit of the integral in Eq. A6 by ϱ, and therefore P(t;J,M ) is proportional to the experimental observable. The quantities in the inner products only depend on time t 1 Since S v,J,M (t d ) is only the contribution from a single ground ͉v,J,M ͘ state, we need to sum over all the thermally populated ground states. It is not hard to see from the above equation that doing an exact propagation for each inner product is extremely tedious. It has previously been shown 19 that the Franck approximation ͑vertical excitation͒ is good for short probe pulses. In our experiments, the probe pulses are of approximately 40-50 fs duration, and therefore this approximation will work reasonably well. The Franck approximation assumes that,
