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Abstract
We definePκλ, a square principle in the context of Pκλ, and prove its consistency relative to ZFC by a directed-closed forcing
and hence that it is consistent to have Pκλ hold when κ is supercompact, whereas κ is known to fail under this condition. The
new principle is then extended to produce a principle with a non-reflection property. Another variation onPκλ is also considered,
this one based on a family of club subsets of Pκx (x). Finally, a new square principle for cardinals, denoted  fκ , is introduced. This
principle is proved consistent with κ being supercompact. It is shown to yield a non-reflection result similar to that given by κ .
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The principal aim of this paper is to generalise the square principle to the context of Pκλ, where for infinite
cardinals κ ≤ λ, Pκλ is the set of subsets of λ of size <κ . The combinatorial research that we present follows a
well-established tradition and is principally guided by the idea of transferring useful notions from the theory of the
combinatorics of ordinal numbers. While Jensen’s diamond principle (see [8]) has been usefully generalised to this
context (originally by Jech in [5], but also by Matet in [13] and [12] and by Dzˇamonja in [3]), the square principle had
not been prior to the work presented here.
We begin by establishing the main properties of the κ principle. We then use κ to construct a Pκλ principle.
We then prove its relative consistency to ZFC by forcing. A major point of interest here is that we can havePκ λ hold
when κ is supercompact, whereas κ is known to fail under this condition. The Pκλ principle serves as a foundation
on which further properties, in particular non-reflection, can be added. Another variation on the Pκ λ principle is
considered, this one based on a family of club subsets of Pκx (x). We close by using Pκλ to inspire a new square
principle in the context of the ordinals. This principle, denoted fκ , is consistent with κ being supercompact and yields
a non-reflection result comparable to that given by κ .
Throughout this paper, κ is a regular infinite cardinal and λ is an infinite cardinal with κ ≤ λ. We now define Pκλ.
Note that κ and λ are arguments and may be replaced by specified cardinals or sets respectively. For example, in this
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paper we will often consider P|x |(x) where x is a set. Note that Pκλ is also commonly written as [λ]<κ although this
notation is avoided in this paper.
Definition 1.1. LetPκλ = {x ⊆ λ : |x | < κ}. More generally, if y is an arbitrary set, thenPκ(y) = {x ⊆ y : |x | < κ}.
The notation used throughout this paper is standard in set theory, but some explanations are necessary for some
basic symbols. By x ⊂ y we mean x ⊆ y and x = y. Where we deal specifically with elements and subsets of Pκλ
we typically use lower case Roman letters x, y, . . . for elements and upper case Roman letters X, Y, . . . for subsets.
We use script uppercase letters,A,B, C, . . . for sets of subsets of Pκλ. We use the lower case Greek alphabet α, β, . . .
for ordinals and letters from κ onwards for cardinals. We write lim(α) as an abbreviation for “α is a limit ordinal”.
We use κ(+n) to mean the nth cardinal after κ . When n is 1 or 2 we write κ+ or κ++ respectively. We denote the order
type of an ordinal α by otp(α). For any function, say f , we write dom( f ) and im( f ) respectively for the domain and
image of f . If f is a function and X is a set then f X = {(x, f (x)) : x ∈ X}. That is, f X is the function given by
restricting the domain of f to X . In forcing proofs, we will follow the convention that for conditions p, q of a forcing
notion (P O,≤), p ≤ q implies that p is a weaker condition than q , in the sense that it offers less information. We
will also use ≥, < and > in the natural way.
The square principle, denoted κ , was developed by Jensen and has proved a useful tool in various areas of
mathematical logic.
Definition 1.2. κ is the statement that there is a sequence 〈Cα : α ∈ κ+, lim(α)〉 with the following properties:
(i) Cα is a club subset of α.
(ii) If cf(α) < κ then otp(Cα) < κ .
(iii) (Coherence:) If β ∈ Cα and lim(β) then Cβ = Cα ∩ β.
Forcing can be used to produce a model of set theory in which κ holds. This approach uses a partial order whose
elements are initial segments of potential square sequences. It is also known that κ holds in L, the universe of
constructible sets. The proof uses fine structure theory and is due to Jensen and given in [8]; alternative accounts can
be found in [2] and [4].
The κ principle defined above encapsulates two distinct properties, namely non-reflection and coherence, both of
which have proved fruitful in combinatorial research.
The non-reflection theorem based upon κ makes use of Fodor’s Lemma. This well-known lemma can be found
in most set theory textbooks, for example in [6]. We present it here without proof.
Lemma 1.3 (Fodor). Suppose that S is a stationary subset of a regular cardinal μ. Suppose also that f : S → μ is
such that f (α) < α for all α ∈ S. Then there is a stationary subset T ⊆ S such that f is constant on T .
Theorem 1.4. If κ holds then κ+ has a non-reflecting stationary subset.
Proof. Suppose 〈Cα : α < κ+ and lim(α)〉 is as specified in the definition of κ . Let T = {α < κ+ : cf(α) < κ < α
and lim(α)}. To see that this is stationary, let C be an arbitrary club of κ+ and let C∗ be the club given by C\κ . Then
the ωth element of C∗ is an element of T .
Now define F : T → κ by F(α) = otp(Cα). By part (ii) of Definition 1.2 and the definition of T , F(α) < κ <
otp(α) for all α ∈ T . Hence, by Lemma 1.3, we can select a stationary subset R ⊆ T such that F is constant on R.
Now suppose R reflects in α for some α ∈ R. Let β, γ ∈ R ∩ Cα with β < γ . Then Cβ ∪ {β} ⊆ Cγ as β =
sup(Cβ). Thus F(γ ) = otp(Cγ ) ≥ otp(Cβ) + 1 > F(β). But this is a contradiction because F is constant on R. 
The proof given above introduces regressive function given by f (α) = otp(Cα) in order to invoke Fodor’s Lemma.
The proofs of Theorems 3.2 and 5.16 follow a similar strategy but in these cases, the regressive functions are given
explicitly by the relevant principles.
2. A square principle for Pκλ
After an initial brief study of a trivial square-like principle, we define thePκλ principle and use forcing to establish
its consistency relative to ZFC. Importantly, in this forcing we can preserve the supercompactness of cardinals ≤κ
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and hence the principle is consistent even when κ is supercompact. This is in contrast to the case of κ since it is
well-known by a proof of Solovay that we cannot have κ in a model in which κ is supercompact.
The trivial ZFCPκλ principle defined below will have similar coherence properties to κ . However, in consideringP|x |(x) for x ∈ Pκλ, we require |x | to be regular and hence no club of P|x |(x) will have cardinality <|x |. The
cardinalities of the clubs can thus not be limited as they are for those of singular ordinals in the κ principle. It is
immediate from this that the proposed principle, lacking suitable alternative non-triviality conditions, has a trivial
example and thus should not be considered a valid generalisation of the square principle.
We will assume throughout the remainder of this section that κ is a Mahlo cardinal so that the set reg(Pκλ) = {x ∈
Pκλ : |x | is regular} is stationary in Pκλ.
Definition 2.1. Suppose κ is Mahlo. Then ZFCPκλ is the statement that there is a family of sets {Cx : x ∈ reg(Pκλ)}
with the following properties:
(i) Cx is a club subset of P|x |(x) for all x ∈ S.
(ii) Coherence: if x ∈ S and y ∈ Cx ∩ S then Cy = Cx ∩ P|y|(y).
It is easy to see that by setting Cx = P|x |(x) for all x ∈ S we have satisfied requirements (i) and (ii). Numerous
further requirements can be added to restrict our attention to non-trivial witnesses and to incorporate more of the
properties of κ . We might require the clubs to be linearly ordered by ⊂ in order to give a principle like a set of
disjoint copies of κ . For example, we could define a tree ordering of Pκλ and attempt to copy κ onto each branch.
To observe one of the difficulties of this approach, consider the tree ordering given in the following definition.
Definition 2.2. For x ∈ Pκλ,
let ssup(x) =
{
sup(x) if sup(x) /∈ x
sup(x) + 1 otherwise.
Then let x ≤T y iff x = y∩ssup(x). Let x <T y if x ≤T y and x = y.
Finally, let ex = {y ∈ Pκλ : y <T x}.
By way of an example, observe that the <T -predecessors of {1, 3, 6} are ∅, {1} and {1, 3}. Note that {3} ≤T
{1, 3, 6}.
Unfortunately, the set of x ∈ Pκλ for which ex is cofinal in P|x |(x) is not stationary in Pκλ. In particular, this is
the set {x ∈ Pκλ : otp(x) = |x |}. Given a club C ⊆ Pκλ, define C∗ = {μ ∪ {κ} ∪ x : x ∈ C and μ is a cardinal <κ}.
Then C∗ is club in Pκλ but for all x ∈ C∗, otp(x) > |x |. An alternative tree could perhaps be found with a stationary
set of suitable limit points. However, even then, it is expected that certain desired properties of the square principle
could not be effectively assigned to the branches of the tree. Instead, we will define a suitable non-trivial principle and
generate a witness to it by forcing.
We define below a principle that has three additional requirements that yield a more satisfactory generalisation
of κ . We will prove directly that the Pκλ principle is consistent with ZFC by forcing a new stationary set S and,
simultaneously, a witness to Pκλ(S). A point of particular interest is that this forcing is (<κ)-directed closed, while
the corresponding forcing for κ is only κ-strategically closed and hence cannot be used in conjunction with a Laver
preparation to obtain κ for supercompact κ .
Clause (ii) yields “thin” clubs of P|x |(x) for each x ∈ S. This guarantees a certain level of non-triviality and is
included largely to give a more “tidy” iteration procedure later on. It could be omitted and the consistency proof
would, of course, still yield a witness to the alternative and possibly weaker principle.
Clause (iv) is required because we do not define Cx for every x with regular cardinality. Thus, if S is not stationary
in P|x |(x) for any element of S the coherence property could be met trivially. That such stationary sets can exist is
proved in the next section, in Theorem 3.17. (In the notation of that theorem, without the additional requirement, we
could define a trivial square set on T .)
The anticoherence property is implicit in the definition of κ but must be explicitly required for Pκλ since it is
not otherwise guaranteed to hold. It simply requires that a form of anticoherence holds for stationary many x ∈ S.
Anticoherence ensures that the principle is non-trivial (although the requirement that Cx be linearly ordered also
ensures that Cx = P|x |(x)).
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Definition 2.3. Suppose that λ ≥ κ and κ is Mahlo. Suppose also that S is stationary in Pκλ. Then Pκλ(S) is the
statement that there is a family of sets {Cx : x ∈ S} with the following properties:
(i) Cx is a club subset of P|x |(x) for all x ∈ S.
(ii) Cx is linearly ordered by ⊆ for all x ∈ S.
(iii) Coherence: if x ∈ S and y ∈ Cx ∩ S then Cy = Cx ∩ P|y|(y).
(iv) (∀x ∈ S)(∃y ∈ S)(x ∈ Cy).
(v) Anticoherence: the set {x ∈ S : there is a cofinal set of y ∈ S ∩ P|x |(x) such that {y} ∪ Cx is linearly ordered by
⊂ and Cy = Cx ∩ P|y|(y)} is stationary in Pκλ.
We write Pκλ to mean that there is a stationary S ⊆ Pκλ such that Pκλ(S) holds.
This principle is consistent with ZFC + “κ is Mahlo”, as we assert in the following theorem. We will see later in
the section that it is consistent with ZFC + “κ is supercompact”.
Theorem 2.4. Suppose M is a countable model of a sufficiently rich fragment of ZFC in which κ is Mahlo and λ ≥ κ .
Then there is a generic extension of this model which preserves cofinalities and cardinalities and in which Pκλ holds
and κ is still Mahlo.
This theorem will be proved by forcing with the partial order defined below.
Definition 2.5. Let P be a set whose elements p are characterised as follows:
(i) p is a function with dom(p) ∈ Pκ(reg(Pκλ)).
(ii) For all x ∈ dom(p), p(x) is either club in P|x |(x) or the empty set.
(iii) for all x ∈ dom(p), p(x) is linearly ordered by ⊆.
(iv) If x ∈ dom(p) and y ∈ p(x) ∩ reg(Pκλ) then y ∈ dom(p) and either p(y) = p(x) ∩ P|y|(y) or p(y) = ∅.
(v) If dom(p) ∩ P|y|(y) is stationary in P|y|(y) then y ∈ dom(p).
For p, q ∈ P , p ≤ q iff p ⊆ q . We will also use the symbols <,≥ and > in the natural way.
Note that if we let ∅ be the function with empty domain then ∅ is the unique minimal element of P . Also, since
∅ ∈ P , it follows that P is non-empty. We must now establish various properties of (P,≤) to show that a suitable
generic object exists and that the resulting forcing preserves cofinalities and cardinalities.
Lemma 2.6. (P,≤) is separative.
Proof. Let p ∈ P and let x ∈ reg(Pκλ) be such that⋃ dom(p) ∈ P|x |(x), which is possible because |⋃ dom(p)| <
κ . We now define q ∈ P such that p ≤ q and x ∈ dom(q) and q(x) = ∅. For y ∈ dom(p), let q(y) = p(y). Let q(x)
be a linearly ordered club subset of P|x |(x) such that q(x) ∩ dom(p) = ∅. Such a club can be found by regularity of
|x | and the fact that p satisfies (v) in Definition 2.5. Finally, if y ∈ (reg(Pκλ) ∩P(x))\(dom(p) ∪ {x}), let q(y) = ∅.
We now show that q satisfies (i)–(v) of Definition 2.5.
(i) dom(q) ⊆ dom(p) ∪ {x} ∪ P(x). Since |dom(p)| < κ and |P(x)| ≤ 2|x | < κ (because κ is a strong limit), it
follows that |dom(q)| < κ . The fact that dom(q) ⊆ reg(Pκλ) follows immediately from the definition of q .
(ii), (iii) These follow immediately from the fact that p ∈ P and from the definitions of q(x) and of q(y) for
y ∈ q(x).
(iv) Suppose z ∈ dom(q) and y ∈ q(z)∩ reg(Pκλ). If z ∈ dom(p) then the result follows from the fact that p ∈ P .
So suppose z ∈ dom(p). Then since q(z) = ∅, we must have z = x . But then q(y) = ∅, by definition of q .
(v) We must prove that if u ∈ reg(Pκλ) and dom(q) ∩ P|u|(u) is stationary in P|u|(u) then u ∈ dom(q). If
dom(q) ∩ P|u|(u) is stationary in P|u|(u) then u ⊆ x , because otherwise there is v ∈ dom(q) such that v ⊆ x , which
cannot be because
⋃
dom(q) = reg(P(x)). But if u ⊆ x then u ∈ dom(q) by definition of q .
Now let r ≥ p be defined as follows. Let r(y) = q(y) if y = x , let r(x) = ∅ and let r(y) be undefined otherwise.
Then r ∈ P . Clearly, q and r are incompatible so P is separative. 
Since P is separative, there is a generic object G in M[G] that is not in the ground model, M . We will see that this
generic provides an example of a Pκλ set. First, however, we must show that the forcing preserves cofinalities and
cardinalities. The following lemma will be useful.
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Lemma 2.7. If p, q ∈ P and p(x) = q(x) for all x ∈ dom(p) ∩ dom(q) then p and q are compatible.
Proof. Let r = p ∪ q . Then r ∈ P as shall now be demonstrated.
(i) dom(r) = dom(p) ∪ dom(q) so clearly dom(r) ∈ Pκ(reg(Pκλ)) because this property holds for p and q .
(ii), (iii) Follows immediately from the fact that p, q ∈ P .
(iv) Suppose x ∈ dom(r) and y ∈ r(x) ∩ reg(Pκλ). Suppose, without loss of generality, that x ∈ dom(p). Then
y ∈ dom(p) by (v) in Definition 2.5 so r(y) = p(y). Thus, since p ∈ P , either r(y) = ∅ or r(y) = r(x) ∩ P|y|(y) as
required.
(v) The non-stationary sets of P|x |(x) form an ideal over P|x |(x) so if dom(p) and dom(q) are both non-stationary
in P|x |(x) then so also is dom(p) ∪ dom(q). 
We will use the Δ-System Lemma (Lemma 2.9) to establish that P has the κ+-chain condition. We now state this
well-known lemma without proof. It is given with proof in Kunen [11].
Definition 2.8. A family A is called a Δ-system iff there is a fixed set R, called the root of A, such that A ∩ B = R
whenever A and B are distinct members of A.
Lemma 2.9 (Δ-System Lemma). Suppose η > ℵ0 and θ > η is regular and satisfies (∀α < θ)(|α<η| < θ). If
|A| ≥ θ and (∀A ∈ A)(|A| < η) then there is a B ⊆ A such that |B| = θ and B forms a Δ-system.
We first show that the assumptions of the Δ-System Lemma are met by the families of sets arising in this proof.
We then use this fact to prove that the partial order P has the κ+-chain condition.
Lemma 2.10. Let X ⊆ P with |X | ≥ κ+ and let A = {dom(p) : p ∈ X}. Then A has a subsystem B that is a
Δ-system and that satisfies |B| = κ+.
Proof. Note that since κ is strongly inaccessible, it follows that κ<κ = κ < κ+ and hence |P(P|x |(x))| < κ+
for any x ∈ Pκλ. Thus for each Z ∈ Pκ(Pκλ), |{p ∈ X : dom(p) = Z}| < κ+. Hence, |A| ≥ κ+ as
required by the Δ-System Lemma. Now, in the notation of Lemma 2.9, let η = κ and let θ = κ+. We now simply
check that all the requirements of the Δ-System Lemma are met. Clearly ℵ0 < κ < κ+ and κ+ is regular. Also,
(∀α < κ+)(|α<κ | ≤ κ<κ = κ < κ+) because we assume that κ<κ = κ . Furthermore, |A| ≥ κ+ by assumption.
Finally, (∀x ∈ A)(|x | < κ) follows from part (i) of the definition of P . The result now follows from the Δ-System
Lemma. 
Lemma 2.11. P satisfies the κ+-chain condition.
Proof. Suppose X ⊆ P and |X | ≥ κ+. We show that X is not an antichain. Let A = {dom(p) : p ∈ X}. By
Lemma 2.10, we can find B ⊆ A such that |B| = κ+ and B is a Δ-system with root R.
Consider the number of functions with domain on R such that for each function f and each x ∈ R, f (x) ∈
P(P|x |(x)). Clearly, if we impose no further conditions on the value of f (x) the number of distinct functions is equal
to
∏
x∈R |P(P|x |(x))|. Now for all x ∈ R, |P|x |(x)| < κ and since |Pκκ | = κ (because κ is strongly inaccessible) it
follows that |P(P|x |(x))| ≤ κ . Furthermore, since |R| < κ , it follows that ∏x∈R |P(P|x |(x))| ≤ κ . In other words,
there are only κ many suitable functions defined on R. But |B| = κ+ so by the pigeonhole principle there must be
some function f defined on R such that pR = f for κ+ many p ∈ X with dom(p) ∈ B.
Now let Y = {p ∈ X : pR = f }. Then by Lemma 2.7, the elements of Y are pairwise compatible, because they
agree on R, which, by the definition of aΔ-system, is the intersection of their domains. Hence, X is not an antichain.

We can now conclude that the forcing preserves cofinalities and cardinalities >κ . We now prove that P is <κ-
directed-closed. It will then follow that the forcing preserves cofinalities and cardinalities ≤κ .
Lemma 2.12. P is (<κ)-directed-closed.
Proof. Suppose α < κ and 〈pβ : β < α〉 is a sequence of pairwise compatible conditions from P . We define
p∗α =
⋃
β<α pβ . This is a function since the conditions 〈pβ : β < α〉 are pairwise-compatible. It can be checked that
p∗α satisfies (i)–(iv) of Definition 2.5. We now make a small adjustment to p∗α to obtain pα satisfying clause (v) of
Definition 2.5. Let pα(x) = p∗α(x) for all x ∈ dom(p∗α). There may be x ∈ reg(Pκλ)\dom(p∗α) such that dom(p∗α) is
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stationary in P|x |(x). In these cases we set pα(x) = ∅. We now demonstrate that pα is as required by checking against
each condition of Definition 2.5.
(i) Note that dom(pα) ⊆ P(⋃ dom(p∗α)). Now, |dom(p∗α)| < κ because dom(p∗α) is a union of <κ many sets each
of size <κ . Furthermore, |⋃ dom(p∗α)| < κ because for each x ∈ dom(p∗α), |x | < κ . Since κ is strongly inaccessible,
it follows that |P(dom(p∗α))| < κ . Hence, |dom(pα)| ≤ |P(
⋃
dom(p∗α))| < κ . By the definition of pα, it is clear that
pα(x) is not defined for any x ∈ reg(Pκλ). Hence, dom(pα) ∈ Pκ(reg(Pκλ)) as required.
(ii), (iii) If x ∈ dom(pα) then either there is β < α such that x ∈ pβ or pα(x) = ∅. In the former case, (ii) and (iii)
hold because pβ ∈ P . In the latter case, (ii) and (iii) hold trivially.
(iv) Suppose y ∈ pα(x). Then there is β < α such that pα(x) = pβ(x). Recall that pβ ∈ P . Thus, it follows that
pα(y) = pβ(y) = pβ(x) ∩ P|y|(y) = pα(x) ∩ P|y|(y).
(v) If dom(p) is stationary in P|y|(y) then y ∈ dom(p). This follows from the adjustment made to obtain pα from
p∗α. 
P preserves cofinalities and cardinalities ≥κ+ because it has the κ+-cc property. Cofinalities and cardinalities ≤κ
are preserved because P is <κ-closed.
Note that since the forcing is <κ-closed, no new sets of ordinals of size <κ are introduced. Hence, (Pκλ)M[G] =
(Pκλ)M and we can write Pκλ for the name Pκλ˜ in the following.We must now ensure that for any generic G of P , the set {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅)} is
stationary in Pκλ. Before we do this, we give a lemma that will be used several times in the longer proof.
Lemma 2.13. Suppose p ∈ P and p ‖− (C˜ is a club of Pκλ) and suppose y ∈ Pκλ. Then there is x0 ∈ Pκλ andq ∈ P such that q ≥ p and q‖−(y ⊆ x0 and x0 ∈ C˜ ).
Proof. Let x˜ be a name such that p‖−(y ⊆ x˜ and x˜ ∈ C˜ ). This is possible because p‖−(C˜ is club). Also,p‖−((∃τ˜ < κ)(|x˜ | < τ˜ )) because κ is a limit cardinal.Let p0 ≥ p and α an ordinal such that p0‖−(τ˜ = α). So p0‖−(|x˜ | < α and α < κ). Thus, we can find a conditionp1 ≥ p0 and a name for an enumeration of x˜ in an order type <α so that p1‖−(i
∗
˜ < α and x˜ = {γi˜
: i < i∗˜ }) and wecan extend again to obtain i∗˜ = β and p2 such that p2‖−(x˜ = {γi˜
: i < β}).
Now let q0 ≥ p2 be such that q0‖−(γ0˜
= δ0). That is, q0 identifies the value of γ0˜
. By induction on i < β we
construct an increasing sequence 〈qi : i < β〉 and a sequence 〈δi : i < β〉 such that qi‖−((∀ j ≤ i)(γ j
˜
= δ j )). This is
possible because P is <κ-closed.
Again, by the <κ-closure of P , it is possible to find q ∈ P such that q‖−(x˜ = y and y ∈ Pκλ ∩ C˜ ). 
Lemma 2.14. Let G be a generic of P. Then M[G] | {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅)} is
stationary in Pκλ.
Proof. Let S˜ be a name of the set {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅)}.Suppose p0 ∈ G is such that p0‖−(C˜ is club inPκλ and C˜ ∩S˜ = ∅ and x0 ∈ C˜ ∩Pκλ). Note that we use the previouslemma to obtain p0‖−(x0 ∈ C˜ ∩ Pκλ). We derive a contradiction by finding p ≥ p0 such that p‖−(C˜ ∩ S˜ = ∅). Thestrategy is to fix chains of elements of C˜ and S˜ up to a regular limit where the two chains intersect.Let y0 ∈ reg(Pκλ) be such that (⋃ dom(p0)∪ x0) ∈ P|y0|(y0). We now identify p∗0 ≥ p0 such that y0 ∈ dom(p∗0).
Let D0 be a linearly ordered club of P|y0|(y0) that does not intersect dom(p0). Such a club exists by (v) in the





p0(u) if u ∈ dom(p0)
D0 if u = y0
∅ if u ∈ reg(P(y0))\(dom(p0) ∪ {y0})
undefined otherwise.
Claim 1. p∗0 satisfies (i)–(v) of Definition 2.5 and p∗0 ≥ p0.
Proof of Claim 1. (i) Note that P(y0) ∈ Pκ(Pκλ). Thus dom(p∗0) ∈ Pκ(reg(Pκλ) as required.
(ii), (iii) These follow immediately from the definition of p∗0.
(iv) We must prove that if u ∈ p∗0(y0) ∩ reg(Pκλ) then u ∈ dom(p∗0) and p∗0(u) = p∗0(y0) ∩P|u|(u) or p∗0(u) = ∅.
If u ∈ p∗0(y0) ∩ reg(P|y0|(y0)) then p∗0(u) = ∅ by definition of p∗0. Now suppose u ∈ p∗0(v) where v = y0. Then
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v ∈ dom(p0) (because otherwise, if v = y0 then p∗(v) = ∅). Hence, p∗0(u) = p0(u) so is as required because
p0 ∈ P .
(v) We must prove that if u ∈ reg(Pκλ) and dom(p0) ∩ P|u|(u) is stationary in P|u|(u) then u ∈ dom(p0). If
dom(p∗0) is stationary in P|u|(u) then u ⊆ y0, because otherwise there is v ∈ dom(p∗0) such that v ⊆ y0, which cannot
be because
⋃
dom(p∗0) = reg(P(y0)). But if u ∈ y0 then u ∈ dom(p∗0) by definition of p∗0.
Finally, note that p0 ⊆ p∗0 so p∗0 ≥ p0 as required and the claim is proved.  (Claim 1)
Now using Lemma 2.13, let p1 ≥ p∗0 be such that for some x1 ∈ Pκλ, p1‖−(x1 ∈ C˜ ∩ Pκλ and y0 ⊆ x1).We now proceed inductively to define pα, xα, yα, p∗α so that for all β < α, yβ ∈ pα(yα) and pβ ≤ pα ≤ p∗α. In the
case when α is a limit ordinal, we describe the condition under which the induction will stop. We will then observe
that this condition will be met at some stage α < κ .
Case 1: α = β + 1.
By the inductive definition, pα and xα are already defined. We now define p∗α and yα then also define pα+1
and xα+1. Let yα ∈ reg(Pκλ) be such that ⋃ dom(pβ) ∪ xα ∈ P|yα |(yα). We now identify p∗α ≥ pα such that
yα ∈ dom(p∗α). Unlike in the case α = 0, we will define p∗α(yα) so that it has non-trivial coherence. In particular, for
all β < α we will have yβ ∈ p∗α(yα). Thus, the proof of coherence (that is, condition (iv)) is the only part of the proof
of Claim 2 substantially different from the corresponding part of the proof of Claim 1.
The inductive hypothesis implies that yβ ∈ dom(pα) so we can find a linearly ordered club Dα of P|yα |(yα) that
does not intersect dom(pα) and satisfies u ∈ Dα ⇒ yβ ⊆ u. Such a club exists by (v) in the definition of P and





pα(u) if u ∈ dom(pα)
D∗α if u = yα
∅ if u ∈ reg(P(yα))\(dom(pα) ∪ {yα})
undefined otherwise.
Claim 2. p∗α satisfies (i)–(v) of Definition 2.5 and p∗α ≥ pα. Furthermore, yβ ∈ p∗α(yα).
Proof of Claim 2. (i) P(yα) ∈ Pκ(Pκλ). Thus dom(p∗α) ∈ Pκ(reg(Pκλ) as required.
(ii), (iii) These follow immediately from the definition of p∗α.
(iv) We must prove that if v ∈ dom(pα) and u ∈ pα(v)∩reg(Pκλ) then u ∈ dom(pα) and p∗α(u) = p∗α(v)∩P|u|(u)
or p∗0(u) = ∅. Firstly, suppose v = yα. If u ∈ (p∗α(yα) ∩ reg(P|yβ |(yβ)))\dom(pα) then p∗α(u) = ∅ by definition of
p∗α. Otherwise u = yβ or u ∈ pα(yβ) in which case p∗α(u) = p∗α(yα)∩P|u|(u) follows by definition of D∗α . If v = yα
and u ∈ p∗α(v) then v ∈ dom(pβ) so pα(u) = pα(v) ∩ P|u|(u) or pα(u) = ∅ holds because pβ ∈ P .
(v) This follows by an argument exactly analogous to the corresponding part of the proof of Claim 1.
Note that pα ⊆ p∗α so p∗α ≥ pα as required. Finally note that yβ ∈ p∗α(yα) and thus the claim is proved.  (Claim 2)
Now using Lemma 2.13, let pα+1 ≥ p∗α be such that for some xα+1 ∈ Pκλ, pα‖−(xα ∈ C˜ ∩ Pκλ and yα ⊆ xα).Case 2: α is a limit ordinal <κ .
Then xα and pα are not yet defined. Let pα ∈ P be such that pα ≥ pβ for all β < α. This is possible by (<κ)-
closure of P . Let sα = ⋃{yβ : β < α}. If |sα| is regular then this will be the final stage of the induction. We then
proceed to define y and p as described after the proof of Claim 3. So suppose instead that sα is singular. Note in
particular that sα ∈ reg(Pκλ) so we will have sα ∈ dom(p∗α).
Note that by the inductive definitions of yβ , sα = ⋃⋃{dom(pβ) : β < α}, that is the set of ordinals that are in
at least one element of the domain of at least one pβ . Let yα ∈ reg(Pκλ) be such that sα ∈ P|yα |(yα). Thus, for any
β < α, if u ∈ dom(pβ) then u ∈ P|yα |(yα).
Let Dα be a linearly ordered club of P|yα|(yα) that does not intersect dom(pα) and such that if u ∈ Dα then sα ⊆ u.
Now proceed as in the definition of p∗α, but this time replace Dα with D∗α =





pα(u) if u ∈ dom(pα)
D∗α if u = yα
∅ if u ∈ reg(P(yα))\(dom(pα) ∪ {yα})
undefined otherwise.
G. Piper / Annals of Pure and Applied Logic 142 (2006) 76–97 83
Claim 3. p∗α satisfies (i)–(v) of Definition 2.5 and (∀β < α)(p∗α ≥ pβ).
Proof of Claim 3. (i) P(yα) ∈ Pκ(Pκλ). Thus dom(p∗α) ∈ Pκ(reg(Pκλ) as required.
(ii), (iii) These follow immediately from the definition of p∗α.
(iv) We must prove that if v ∈ p∗α(u) ∩ reg(Pκλ) then v ∈ dom(p∗α) and p∗α(v) = p∗α(u) ∩ P|v|(v) or p∗α(v) = ∅.
Firstly, suppose u = yα . Hence v ∈ D∗α . If v ∈ (p∗α(yα) ∩ reg(Pκλ))\dom(pα) then p∗α(v) = ∅ by definition
of p∗α. Otherwise there is some β < α such that v ∈ pα(yβ) in which case either p∗α(v) = p∗α(yα) ∩ P|v|(v)
or p∗α(v) = ∅ by the definition of D∗α and the inductive definition of p∗β for β < α. If u = yα and v ∈ p∗α(u)
then u ∈ dom(pα). We now use the fact that pα ∈ P . Thus, v ∈ pα(u) so either p∗α(v) = pα(v) = ∅ or else
p∗α(v) = pα(v) = pα(u) ∩ P|v|(v) = p∗α(u) ∩ P|v|(v) as required.
(v) This follows by an argument exactly analogous to the corresponding part of the proof of Claim 1.
The fact that (∀β < α)(yβ ∈ D∗α) follows immediately from the definition of D∗α .
Finally, note that for all β < α, dom(pβ) ⊆ dom(p∗α) so p∗α ≥ pβ as required and the claim is proved.  (Claim 3)
Using Lemma 2.13, let pα+1 ≥ p∗α and xα+1 ∈ Pκλ be such that pα‖−(xα+1 ∈ C˜ ∩ Pκλ and yα ⊆ xα+1).We repeat this procedure until we reach a limit ordinal α = μ < κ such that sα (as defined in Case 2 above) has
inaccessible cardinality. There must be such a μ because κ is (strongly) Mahlo. Otherwise, the set {|sα| : α < κ and
lim(α)} would be a club subset of κ that does not intersect the set of regular cardinals and hence contradicting the fact
that κ is Mahlo. So suppose |sα| is regular. Then |sα| is inaccessible because the sequence 〈|yβ | : β < α〉 is strictly
increasing by the inductive definitions of yβ for β < α.
[As a point of interest, note that μ ≥ |sα| by the definition of weak inaccessibility and μ ≤ |sα| because |sα| =
sup{|yβ | : β < α} and the fact that 〈|yβ | : β < α〉 is strictly increasing. Thus μ = |sα|.]





pβ(u) if (∃β < μ)(u ∈ dom(pβ))⋃{pβ(yβ) : β < μ} if u = y
∅ if u ∈ reg(P(y))\(E ∪ {y})
undefined otherwise.
Claim 4. p ∈ P.
Proof of Claim 4. We must show that p satisfies (i)–(v) of Definition 2.5.
(i) P(y) ∈ Pκ(Pκλ). Thus dom(p) ∈ Pκ(reg(Pκλ) as required.
(ii) We must show that p(y) is club in P|y|(y). By the definition of y, the set {yβ : β < α} is clearly cofinal in
P|y|(y). Closure is guaranteed because, by the definitions of p∗β(yβ) for β < α, we have sβ ∈ p(y) for all limit β < α.
(iii) The fact that p(y) is linearly ordered follows from the definitions of yβ and p∗(yβ) for β < α.
(iv) We must prove that if u ∈ p(v)∩ reg(Pκλ) then u ∈ dom(p) and p(u) = p(v)∩P|y|(y) or p(u) = ∅. Suppose
v = y. If u ∈ p(y)∩ reg(Pκλ) then there is β < α such that u ∈ pβ(yβ)∩ reg(Pκλ). Thus either p(u) = ∅ or there is
some β < α such that p(u) = pβ(yβ) ∩ P|u|(u). By the definition of p and the inductive definition of pβ for β < α,
pβ(yβ) = p(y) ∩ P|yβ |(yβ) and consequently, either p(u) = ∅ or p(u) = p(y) ∩ P|u|(u) as required.
If v = y and u ∈ p(v) then there is some β < α such that v ∈ dom(pβ) so p(u) = p(v) ∩ P|u|(u) or p(u) = ∅
holds because pβ ∈ P .
(v) We must prove that if u ∈ reg(Pκλ) and dom(p)∩P|u|(u) is stationary in P|u|(u) then u ∈ dom(p). If dom(p)
is stationary in P|u|(u) then u ⊆ y, because otherwise there is v ∈ dom(p∗β) such that v ⊆ y, which cannot be, by the
choice of yβ for some β < α.  (Claim 4)
We now show that the induction described above gives p ∈ P such that p‖−(C˜ ∩ S˜ = ∅).Note that ⋃β<μ yβ = y = ⋃β<μ xβ (because for any α < μ, xα ⊂ yα ⊆ xα+1 ⊂ yα+1). By the definition of
p it is clear that p(y) is defined non-trivially (i.e., p(y) = ∅) and hence p‖−(y ∈ S˜ ). Also, since p‖−(C˜ is club inPκλ and (∀β < μ)(xβ ∈ C˜ )) it follows that p‖−(y ∈ C˜ ). Hence p‖−(y ∈ C˜ ∩ S˜ ), which is a contradiction becausep ≥ p0 and p0‖−(C˜ ∩ S˜ = ∅). 
The following lemma ensures that the witness to Pκλ(S) that we are forcing (as described below in Lemma 2.18)
will meet condition (iv) of the definition of Pκλ(S), that is Definition 2.3.
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Lemma 2.15. If G is a generic of P then:
M[G] | (∀p ∈ G)(∀x ∈ dom(p))(∃q ∈ G)(∃y ∈ dom(q))(x ∈ q(y)).
Proof. Given an arbitrary x , extend as in the induction in the previous lemma, setting x = y0 and setting y = y1. (We
only need to go as far as α = 1.) 
We now ensure that the proposed witness to Pκλ satisfies the anticoherence condition.
Lemma 2.16. Let G be a generic of P. Then let
S˜ = {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅)} and letT˜ = {x ∈ S˜ : there is a cofinal set of y ∈ S˜ ∩ P|x |(x) : {y} ∪ Cx is linearly ordered by ⊂ and (∃p ∈ G)({x, y} ⊆dom(p) and p(y) = p(x) ∩ P|y|(y))}.
Then M[G] | T is stationary in Pκλ.
Proof. We start as in Lemma 2.14. We modify the induction to form the sequence of forcing conditions as before, but
at each stage we interrupt the induction after setting p∗α but before setting xα+1. We set zα ⊃ yα and define q ≥ p∗α
such that zα ∈ dom(q) but q(zα) ∩ q(yα) = ∅. Now continue as before but defining xα+1 so that zα ⊂ xα+1 and with
q ≤ p. 
Finally, we need to verify that κ is Mahlo in the generic extension M[G].
Lemma 2.17. If G is a generic of P then M[G] | (κ is Mahlo).
Proof. Working in M[G], suppose C is a club in κ . Then if C∗ = {x ∈ Pκλ : |x | ∈ C}, it follows that C∗ is
club in Pκλ. Hence, by Lemma 2.14, we can find y in {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅)} ∩ C∗.
Then |y| is a regular cardinal in both M and M[G], by the preservation of cofinalities and cardinalities. Furthermore,
|y| ∈ C . Hence, the regular cardinals are stationary in κ . To see that κ is a strong limit, note that for all θ < κ ,
(2θ )M[G] = (2θ )M by <κ-closure so κ remains a strong limit. Hence κ is Mahlo, as required. 
Lemma 2.18. Let G be a generic of P. Also, let S = {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅). Then the set
{Cx : (∃p ∈ G)(Cx = p(x) = ∅)} witnesses that Pκλ(S) holds in M[G].
Proof. In the preceding lemmas we proved that M[G] | {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅} is
stationary in Pκλ. Thus, by definition of p(x) for p ∈ P , the set {Cx : (∃p ∈ G)(Cx = p(x) = ∅)} is as required in
the definition of Pκλ. 
By forcing with the partial order (P,≤), Theorem 2.4 is proved.
We have proved that the forcing preserves the fact that κ is Mahlo. In fact, as suggested earlier, we can do more
than this and obtain Pκλ(S) for supercompact κ .
Theorem 2.19. Suppose M is a countable model of a sufficiently rich fragment of ZFC in which κ is supercompact
and λ ≥ κ . Then there is a generic extension of this model which preserves cardinals and in which Pκλ holds and κ
is still supercompact.
Proof. Recall that the Laver preparation is a forcing technique which renders the supercompactness of a cardinal κ
indestructible to any subsequent (<κ)-directed-closed forcing. Recall also that the forcing described above is indeed
(<κ)-directed-closed, by Lemma 2.12. Thus given the model M in which κ is supercompact, we begin with a Laver
preparation then force as before with the partial order (P,≤). 
In the following three sections we consider variations on Pκλ(S). We begin by considering principles that add
extra conditions to the definition of Pκλ(S). We then consider principles which assert the existence of coherent
families of sets, each one a club in a set other than P|x |(x), for example requiring Cx ⊆ Pκx (x).
3. P κλ with a non-reflection property
We now produce a square principle that has a non-reflection property explicitly built into the definition. We then
give a non-reflection result using this new principle.
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Definition 3.1. Pκλ(S, f ) holds if f : S → κ and there is a witness {Cx : x ∈ S} to Pκλ(S) such that in addition
to (i)–(v) from Definition 2.3, we have:
(vi) f (x) ∈ x .
(vii) If y ∈ Cx then f (y) = f (x).
We now prove the relative consistency of this new principle by extending the partial order used in the forcing proof
of the consistency of Pκλ.
Theorem 3.2. Suppose M is a countable model of a sufficiently rich fragment of ZFC in which κ is strongly Mahlo
and λ ≥ κ . Then there is a generic extension of this model which preserves cofinalities and cardinalities and in which
Pκ λ(S, f ) holds.
We force with the poset Q defined below.
Definition 3.3. (p, q) ∈ Q iff p ∈ P and q is as follows:
(i) q is a function with domain {x ∈ dom(p) : p(x) = ∅}.
(ii) q(x) ∈ x for all x ∈ dom(q).
(iii) if x ∈ dom(p) and y ∈ p(x) ∩ dom(p) and p(y) = ∅ then q(y) = q(x).
If (p, q), (p′, q ′) ∈ Q then (p, q) ≤ (p′, q ′) iff p ⊆ p′ and q ⊆ q ′.
Note that we cannot weaken requirement (i) so that for (p, q) ∈ Q, dom(q) ⊆ {x ∈ dom(p) : p(x) = ∅} and
expect a density argument to do the rest. If |p(x)∩ S| = q(x) then we may have {q(y) : y ∈ p(x)∩ S ∩dom(q)} = x .
Thus if q(x) is not yet identified it never can be in any (p′, q ′) ≥ (p, q).
We do not present all of the details of the forcing proof. Instead we describe how to upgrade the proof of
Theorem 2.4 to include the new property.
Note that (∅,∅) ∈ Q so Q is non-empty and has a minimal element.
We must now establish various properties of (Q,≤) to show that a suitable generic object exists and that the
resulting forcing preserves cofinalities and cardinalities.
Lemma 3.4. (Q,≤) is separative.
Proof. Let (p, q) ∈ Q and let x ∈ reg(Pκλ)\dom(p) such that there is γ ∈ x\im(q). Let (p′, q ′) ≥ (p, q) be such
that p′(x) is club in P|x |(x) and q ′(x) = γ . Such a p′ can be found because |dom(p)| < κ ≤ |reg(Pκλ)| so there
must be some x ∈ reg(Pκλ)\dom(p). Note that we can also find a club of P|x |(x) that does not intersect dom(p)
by (v) in Definition 2.5 and hence can satisfy (iv) trivially. Now let (p′′, q ′′) ≥ (p, q) be such that p′′(x) = ∅ and
x /∈ dom(q ′′). Clearly, (p′, q ′) and (p′′, q ′′) are incompatible so Q is separative. 
The generic object G generated by forcing with Q will give a witness to Pκλ(S, f ). Since Q is separative, G is
in M[G] but not in the ground model, M . We now prove that forcing preserves cofinalities and cardinalities.
Lemma 3.5. Suppose (p0, q0), (p1, q1) ∈ Q. Suppose also that p0(x) = p1(x) for every x ∈ dom(p0) ∩ dom(p1)
and q0(x) = q1(x) for every x ∈ dom(q0) ∩ dom(q1). Then (p0, q0) and (p1, q1) are compatible.
Proof. Let p = p0 ∪ p1 and let q = q0 ∪ q1. Then we will show that (p, q) ∈ Q and both (p0, q0) ≤ (p, q) and
(p1, q1) ≤ (p, q). Firstly, note that p ∈ P . This is demonstrated in the proof of Lemma 2.7.
We now show that q is as required. If x ∈ dom(p) and p(x) = ∅ then there is i ∈ {0, 1} such that x ∈ dom(pi )
and pi(x) = ∅. Thus x ∈ dom(qi ) so x ∈ dom(q). If x ∈ dom(p) then x ∈ dom(p0) ∪ dom(p1) so
x ∈ dom(p0) ∪ dom(p1) and hence x ∈ dom(q). Similarly, if x ∈ dom(p) but p(x) = ∅ then either p0(x) = ∅ or
p1(x) = ∅ so x ∈ dom(q0) ∪ dom(q1). Hence x ∈ dom(q).
Now suppose x ∈ p(y) where x, y ∈ dom(q). Without loss of generality, suppose y ∈ dom(p0). Then by (iv) in
Definition 2.3, x ∈ dom(p0). (Note that we cannot have p0(x) = ∅ and p1(x) = ∅.) Hence x ∈ p0(y) and x, y in
dom(q0) so q0(x) = q0(y). Consequently, q(x) = q(y) as required. 
We now use the Δ-System Lemma to establish that Q has the κ+-chain condition.
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Lemma 3.6. Let X ⊆ Q with |X | ≥ κ+ and let A = {dom(p) : (p, q) ∈ X}. Then A has a subsystem B that is a
Δ-system and that satisfies |B| = κ+.
Proof. Note that since κ is strongly inaccessible, it follows that κ<κ = κ < κ+ and hence |P(P|x |(x))| < κ+. Thus
for each Z ⊆ Pκλ, |{p ∈ X : dom(p) = Z}| < κ+. Hence, |A| = κ+ as required by the Δ-System Lemma. Now, in
the notation of Lemma 2.9, let η = κ and let θ = κ+. We now simply check that all the requirements of theΔ-System
Lemma are met. Clearly ℵ0 < κ < κ+ and κ+ is regular. Also, (∀α < κ+)(|α<κ | ≤ |κ<κ | = κ < κ+) because we
assume that |κ<κ | = κ . Furthermore, |A| ≥ κ+ by assumption. Finally, (∀x ∈ A)(|x | < κ) follows from part (i) of
the definition of P . The result now follows from theΔ-System Lemma. 
Lemma 3.7. Q satisfies the κ+-chain condition.
Proof. Suppose otherwise and let A be a subset of Q of size κ+. Now let A = {dom(p) : p ∈ A}. By Lemma 3.6,
we can find B ⊆ A such that |B| = κ+ and B has root R.
Consider the number of pairs of functions (p, q) definable on R such that for each function (p, q) and each x ∈ R,
p(x) ∈ P(P|x |(x)) and q ∈ x . By the argument in the proof of Lemma 2.11, the number of possible values that p(x)
can take is <κ . The number of values that q(x) can take is clearly |x |. Since |x | < κ , the number of possible pairs
(p(x), q(x)) is <κ . But |B| = κ+ so by the pigeonhole principle there must be some pair of functions (h, g) defined
on R such that pR = h and qR = g for κ+ many (p, q) ∈ X with dom(p) ∈ B.
Now let Y = {(p, q) ∈ X : pR = h and qR = g}. Then by Lemma 3.5, the elements of Y are pairwise
compatible, because they agree on R, which, by the Δ-System Lemma (Lemma 2.9), is the intersection of their
domains. Hence X is not an antichain. 
We now prove that Q is (<κ)-directed-closed, which yields that the forcing will preserve cardinals ≤κ .
Lemma 3.8. Q is (<κ)-directed-closed.
Proof. Suppose α < κ and 〈(pβ, qβ) : β < α〉 is a sequence of pairwise compatible forcing notions from Q. We
define p∗α =
⋃
β<α pβ and qα =
⋃
β<α qβ . We now extend p∗α to obtain pα satisfying clause (v) of Definition 3.3
so that (pα, qα) ∈ Q. Let pα(x) = p∗α(x) for all x ∈ dom(p∗α). There may be x ∈ reg(Pκλ)\dom(p∗α) such that
dom(p∗α) is stationary in P|x |(x). In these cases we set pα(x) = ∅. Note that for all x ∈ dom(pα)\dom(p∗α), x is not
in the domain of qα.
Using the same argument as in the proof of Lemma 2.12, it follows that pα satisfies the requirements of
Definition 2.5.
We now demonstrate that qα is as required. It is immediate from the definition that x ∈ dom(qα) iff there is β < α
such that x ∈ dom(qβ). Hence x ∈ dom(qα) iff for some β < α, x ∈ dom(pβ) and pβ = ∅. Since x ∈ dom(pα) and
pα = ∅ iff there is β < α such that x ∈ dom(pβ) and pβ = ∅, it follows that (v) from Definition 3.1 holds.
Now suppose x ∈ pα(y) and pα = ∅. Then there is β < α such that x, y ∈ dom(pβ) so qβ(x) = qβ(y). But
qα(x) = qβ(x) and qα(y) = qβ(y) so qα(x) = qα(y) as required. 
Lemma 3.9. Forcing with Q preserves all cardinals.
Proof. Q preserves cardinals ≥κ+ because it has the κ+-cc property. Cardinals ≤κ are preserved because Q is <κ-
closed. 
As in the forcing proof of Pκλ, this forcing is (<κ)-closed so (Pκλ)M[G] = (Pκλ)M and we can write Pκλ for
the name Pκλ˜
in the following. We must now ensure that for any generic G of Q, the set {x ∈ Pκλ : (∃p ∈ G)(x ∈
dom(p) and p(x) = ∅} is stationary in Pκλ. Note that the following variation on Lemma 2.13 holds. The proof is
almost identical to the proof of Lemma 2.13.
Lemma 3.10. Suppose p ∈ Q and (p, q)‖−(C˜ is a club of Pκλ). Then there is x0 ∈ Pκλ and (p
′, q ′) ∈ Q such that
(p′, q ′) ≥ (p, q) and (p′, q ′)‖−(x0 ∈ C˜ ).
Lemma 3.11. Let G be a generic of Q. Then M[G] | {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅)} is
stationary in Pκλ.
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Proof. We proceed as in the proof of Lemma 2.14 but define (pα, qα) at each stage. We describe below how to set qα.
Let γ ∈ y0\{q(y0)}. For all α < μ we set q(yα) = γα ∈ yα\⋃β<α yβ . If α is a limit it may be that no such γα
exists. In such a situation, let pα(yα) = ∅ so qα(yα) need not be defined. At the final stage, when defining (p, q), we
define p as before, and set q(y) = γ . 
The last three lemmas that we need follow by arguments exactly analogous to the corresponding lemmas for P .
Lemma 3.12. If G is a generic of Q then:
M[G] | (∀(p, q) ∈ G)(∀x ∈ dom(p))(∃(p′, q ′) ∈ G)(∃y ∈ dom(p′))(x ∈ p′(y)).
Lemma 3.13. Let G be a generic of Q. Then let
S˜ = {x ∈ Pκλ : (∃(p, q) ∈ G)(x ∈ dom(p) and p(x) = ∅)} and letT˜ = {x ∈ S˜ : there is a cofinal set of y ∈ S˜ ∩P|x |(x) : {y} ∪ Cx is linearly ordered by ⊂ and (∃(p, q) ∈ G)({x, y} ⊆dom(p) and p(y) = p(x) ∩ P|y|(y))}.
Then M[G] | T is stationary in Pκλ.
Lemma 3.14. If G is a generic of Q then M[G] | (κ is Mahlo).
By forcing with the partial order (Q,≤), Theorem 3.2 is proved. We set S = {x ∈ Pκλ : (∃(p, q) ∈ G)(x ∈
dom(p) and p(x) = ∅)} and set f = ⋃{q : (∃p)((p, q) ∈ G)}. Then {Cx : (∃(p, q) ∈ G)(Cx = p(x) = ∅)},
witnesses Pκλ(S, f ) as required.
We now show how Pκλ(S, f ) gives non-reflection in P|x |(x) for stationary many x ∈ Pκλ. We then state without
proof some related results proved by Abe in [1] and by Koszmider in [10].
For clarity we make explicit the reflection of interest in the following definition.
Definition 3.15. A stationary set S ⊆ Pκλ reflects in P|x |(x) if S ∩ P|x |(x) is stationary in P|x |(x).
The non-reflection theorem follows easily from the Pκλ(S, f ) principle. Note that the proof is closely analogous
to the proof of non-reflection fromκ in the theory of cardinals. (This was given in Theorem 1.4.) This theorem draws
on the variation on Fodor’s Lemma presented below. Lacking a suitable reference, we provide a proof.
Lemma 3.16. Suppose that S is a stationary subset of Pκλ. Suppose also that f : S → λ is such that f (x) ∈ x for
all x ∈ S. Then there is a stationary subset T ⊆ S such that f is constant on T .
Proof. Suppose f : S → λ is a counterexample. For each α < λ choose Cα club in Pκλ with ( f −1(α)) ∩ Cα = ∅.
Now let D = 〈Cα : α < λ〉 and take y ∈ S ∩ D, guaranteed to exist because D is club. Then f (y) ∈ y so since
y ∈ D we have y ∈ C f (y). Hence, y ∈ f −1( f (y)) ∩ C f (y), contradicting the choice of C f (y). 
Theorem 3.17. Suppose κ is Mahlo and λ ≥ κ . Then if Pκλ(S, f ) holds there is a stationary set T ⊆ S such that T
does not reflect in P|x |(x) for any x ∈ S.
Proof. Let {Cx : x ∈ S} witness Pκλ(S, f ). Note that since f (x) ∈ x , by Lemma 3.16 it follows that there is
a stationary set T ⊆ S such that f (x) is constant on T . Now suppose T reflects in P|x |(x) for some x ∈ S. Let
y ∈ T ∩ Cx . The set {u ∈ P|x |(x) : y ⊆ u and |y| < |u|} is club in P|x |(x) so we can find z ∈ T ∩ Cx such that
y ∈ P|z|(z). By the definition of Pκλ(S, f ), we have that Cz = Cx ∩ P|z|(z) so y ∈ Cz . But then f (y) = f (z) by
(vii) in Definition 3.1. This contradicts the definition of T so T cannot reflect in P|x |(x). 
Note that as with Pκλ(S) we may use Laver preparation to obtain Pκλ(S, f ) with κ supercompact. Thus,
supercompactness of κ does not prevent this principle or the corresponding non-reflection theorem.
The following is proved by forcing and draws on Gitik’s method of shooting clubs in Pκλ.
Theorem 3.18 (Abe). Let V ⊂ W be two models of ZFC with the same ordinals, (κ+)V = (κ+)W ; let C be a club
subset of κ of V -inaccessibles; let κ be an inaccessible cardinal in W and let T = {x ∈ Pκκ+ : V | (|x | is not
inaccessible)}. Then there is a forcing notion in W that preserves cofinalities and cardinalities and such that there is
a stationary S ⊂ Pκκ+ such that S ∩ Pκx (x) is non-stationary for any x ∈ T .
Koszmider in [10] gives a different kind of non-reflection result, considering reflection in Pκ(X) where X ⊂ λ.
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Theorem 3.19 (Koszmider). It is consistent that there is a stationary set S ⊂ Pκλ such that S ∩ Pκ(X) is non-
stationary in Pκ(X) for any X ⊂ λ with |X | ≥ κ in the generic extension.
Finally, we consider the following theorem of Abe which gives a form of non-reflection when κ is supercompact.
Theorem 3.20 (Abe). If it is consistent that there is a supercompact cardinal then it is consistent that there is a
supercompact κ , a cardinal λ ≥ κ and a stationary set X ⊂ Pκλ such that X ∩Pκα is non-stationary in Pκα for any
α < λ.
4. A square principle based on clubs of Pκx (x)
In studying a square principle based on club subsets of P|x |(x) for x ∈ Pκλ, we implicitly take the function
mapping x to its cardinality in order to select a cardinal to associate with x . Other forms of square principle can
be formed by considering other functions mapping the elements of Pκλ to the cardinal numbers. In this section, we
consider a square in which we require clubs of Pκx (x) where κx is as given in Definition 4.1. Before defining the new
square principle, we discuss some known results concerning κx .
Definition 4.1. Let κx = x ∩ κ if this is an ordinal. If x ∩ κ is not an ordinal then κx is undefined.
This notion is well established in the literature. For example, Jech and Shelah present in [7] a result on reflection
of stationary sets in Pκx (x). This will be discussed further later in this section.
Note that κx ≤ |x | for all x ∈ Pκλ for which κx is defined. The following fact is known (see [7]).
Fact 4.2. (i) {x ∈ Pκλ : κx is defined} is club in Pκλ.
(ii) If κ is weakly inaccessible then {x ∈ Pκλ : κx is a regular cardinal} is stationary in Pκλ.
In subsequent chapters, we will often want to assume that κ is Mahlo in order to take advantage of the following
lemma, extending Fact 4.2. Recall that κ is Mahlo if {μ < κ : μ is inaccessible} is stationary in κ .
Lemma 4.3. If κ is Mahlo then {x ∈ Pκλ : κx is an inaccessible cardinal} is stationary in Pκλ.
Proof. Suppose C ⊆ Pκλ is club in Pκλ. By Fact 4.2(i), we may assume without loss of generality that κx is defined
for all x ∈ C . We must show that there is y ∈ C such that κy is inaccessible. Let X = {κx : x ∈ C}. We must first
prove that X is club in κ . It is cofinal, because for any α ∈ κ , α ∈ Pκλ so there is x ∈ C such that α ⊆ x and hence
α ≤ κx . It is closed because for any set {κxα : α < μ < κ} ⊆ X , the set z =
⋃{xα : α < μ} is in C . It remains to
note that κz = sup(X).
Since κ is Mahlo, X must intersect the set of inaccessible cardinals below κ . That is, there must be some y ∈ C
such that κy is inaccessible, as required. 
Note that the proof of the above would work in the same way if we replaced “Mahlo” by “weakly Mahlo” in the
statement of the lemma and throughout the proof.
We make the following definition for ease of notation.
Definition 4.4. Let P∗κ λ = {x ∈ Pκλ : κx is defined and is a regular cardinal}.
The principle defined below is similar to Pκλ(S) but we cannot expect Pκx (x) to have a linearly ordered club
for arbitrary x ∈ reg(Pκλ). As with the Pκλ(S) principle, we must assume that κ is Mahlo to obtain a non-trivial
principle. This assumption will be maintained for the remainder of this section. We give the principle the superscript
“k” (standing for “kappa x”) to distinguish it from the principles defined earlier in this paper.
Definition 4.5. Suppose κ is Mahlo. Then kPκλ(S) is the statement that S is stationary in P∗κ λ and there is a set{Cx : x ∈ S} with the following properties:
(i) Cx is a club subset of Pκx (x).
(ii) for all x ∈ S, Pκx (x)\Cx is cofinal in Pκx (x) (a non-triviality condition).
(iii) Coherence: If x ∈ S and y ∈ Cx ∩ S then Cy = Cx ∩ Pκy (y).
(iv) (∀x ∈ S)(∃y ∈ S)(x ∈ Cy).
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(v) Anticoherence: the set {x ∈ S : there is a cofinal set of y ∈ S ∩ Pκx (x) such that {y} ∪ Cx is linearly ordered by
⊂ and Cy = Cx ∩ Pκy (y))} is stationary in Pκλ.
We write kPκλ to mean that there is a stationary S ⊆ Pκλ such that kPκλ(S) holds.
We now prove the consistency of this principle with ZFC.
Theorem 4.6. Suppose M is a countable model of a sufficiently rich fragment of ZFC in which κ is strongly Mahlo
and λ ≥ κ . Then there is a generic extension of this model which preserves cofinalities and cardinalities and in which
kPκ λ(S) holds.
We could prove this by forcing but in fact, with a small extension to Lemma 2.14, we see that the witness to
Pκ λ(S) generated by forcing with P contains as a subset a witness of kPκλ(S).
Lemma 4.7. Let G be a generic of P. Then M[G] | ((∃T ⊆ Pκλ)(T is stationary in Pκλ and (kPκλ(T ))).
Proof. We begin by showing that M[G] | T = {x ∈ Pκλ : (∃p ∈ G)(x ∈ dom(p) and p(x) = ∅ and κx = |x |)} is
stationary in Pκλ.
Proceed exactly as in the Lemma 2.14 but at each stage insist that κyα+1 > |yα|. Hence we have . . . |yα| < κyα+1 ≤|yα+1| . . . and it follows that sup({|yα| : α < μ}) = sup({κyα : α < μ}). But in the notation of Lemma 2.14,
y = {yα : α < μ} ∈ dom(p). Finally note that |y| = sup({|yα| : α < μ}) and κy = sup({κyα : α < μ}) = |y|.
Setting Cx = p(x) we have kPκλ(T ). 
A natural question then is whether Pκλ(S) can always generate kPκλ(S) in this way. The notation given in the
following definition is standard.
Definition 4.8. Let Sκ,λ = {x ∈ Pκλ : κx = |x |}.
The set Sκ,λ is known to be stationary. (For a proof, see Proposition 25.5 of [9].) It is not club in Pκλ (because it
is not necessarily closed) but under certain conditions, Sκ,λ it may contain a club. The following result is particularly
interesting for our purposes. For a proof of Theorem 4.9, see Proposition 25.7 of [9].
Theorem 4.9 (Baumgartner). If 0# does not exist then Sκ,λ contains a club of Pκλ.
Note that if κ is inaccessible then κ ∩ x is a regular cardinal for stationary many x ∈ Pκλ. Hence, by Fact 4.2 and
Theorem 4.9, if κ is inaccessible, κ ≤ λ and 0# does not exist then {x ∈ Pκλ : κx = |x |} contains a club.
Lemma 4.10. Suppose there is a club C ⊆ Pκλ such that for all x ∈ C, |x | = κx . If (∃S ⊆ Pκλ)(Pκλ(S)) holds
then so does (∃T ⊆ Pκλ)(kPκ λ(T )).
Proof. Suppose there is S ⊆ Pκλ such that Pκλ(S). Let {Cx : x ∈ S} witness Pκλ(S). Since C is club, T = S ∩ C
is stationary in Pκλ. Then {Cx : x ∈ T } witnesses kPκλ(S) as required. 
Theorem 4.11. Suppose 0# does not exist. Let κ be Mahlo and κ ≤ λ. Then if (∃S ⊆ Pκλ)(Pκ λ(S)) holds then
(∃T ⊆ Pκλ)(kPκλ(T )) holds.
Proof. By Theorem 4.9, {x ∈ Pκλ : κx = |x |} contains a club. So any witness to Pκλ(S) gives a witness to kPκλ(S)
as described in Lemma 4.10. 
It is now natural to ask whether kPκλ(S) can be used to generate a witness to Pκλ(S). We can prove the
consistency of kPκλ(S) by forcing but it is not obvious that this yieldsPκλ(S). The problem is that the non-triviality
condition ((iv) in Definition 2.1) is not guaranteed to hold in a straightforward conversion of a witness of kPκλ(S) to
a witness of Pκλ(S). This same problem arises in the more general case when we simply assume that there is a club
C ⊆ Pκλ such that for all x ∈ C , |x | = κx .
This concludes the study of kPκλ(S). We now briefly consider the possibility of using a more general function in
place of κx .
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Given a function g : Pκλ → κ such that g(x) ≤ |x | for all x ∈ Pκλ, we can consider a square principle based
on club subsets of Pg(x)(x) for x ∈ Pκλ. Note that the Pκ λ(S) and kPκλ(S) principles are merely special cases of
this principle. In particular, we might consider a cofinality-based principle in which we require Cx club in Pc f (|x |)(x).
This would allow Cx to be defined for x with singular cardinality.
We do not investigate such generalisations further here. Should a situation arise for which such a principle is of
use, they can be easily defined and, provided the values of f (x) remain absolute between M and a generic extension
M[G], the forcing proof of the relative consistency of Pκλ can be converted to produce a Pκλ principle based on
f (x).
5. A square principle for supercompact cardinals
The square principles defined for Pκλ suggest a new principle in the theory of cardinals. We will define a square-
like principle that requires non-reflection explicitly without placing any requirements on the order types of the clubs.
Another difference from κ is that we define the square on a limit cardinal, rather than a successor cardinal. Since we
are not interested in singular ordinals, we restrict our attention to the regular cardinals <κ and assume κ is Mahlo.
We are not worried about L since we are interested in supercompact cardinals. But since this is weaker than square
it clearly holds at each Mahlo cardinal in L.
Note that it would also be possible to force directly the existence of a stationary subset of κ with the non-reflection
property given by the new principle. The interest here is to generalise the proof method linking square and non-
reflection to a new context.
Before giving the definition of the new square-like principle, we make the following definition which will be
convenient in what follows.
Definition 5.1. Let reg(κ) = {μ < κ : μ is a regular cardinal}.
Definition 5.2. For κ a Mahlo cardinal,  fκ (S) holds if S ⊆ reg(κ) is stationary in κ , f : S → κ and there is a
sequence 〈Cα : α ∈ reg(κ)〉 with the following properties:
(i) Cα is a club subset of α.
(ii) Coherence: If β ∈ Cα ∩ S and lim(β) then Cβ = Cα ∩ β.
(iii) (∀β ∈ S)(∃α ∈ S)(β ∈ Cα).
(iv) Anticoherence: the set {α ∈ S : there is a cofinal set of β ∈ S ∩α such that and Cβ = Cα ∩β)} is stationary in κ .
(v) Non-reflection: f (α) ∈ α and if β ∈ Cα ∩ S then f (β) = f (α).
We include an “anticoherence” property to rule out the possibility of setting Cα = α for all α.
Theorem 5.3. Suppose M is a countable model of a sufficiently rich fragment of ZFC in which κ is a Mahlo cardinal.
Then there is a generic extension of this model which preserves cofinalities and cardinalities and the fact that κ is
Mahlo and in which  fκ (S) holds.
This theorem will be proved by forcing with the partial order defined below. We are really interested in having κ
supercompact since in this case it is known thatκ is not consistent relative to ZFC. However, we only need to assume
that κ is strongly Mahlo for the proof. This assumption will be maintained for the remainder of this section.
Definition 5.4. Let PO( fκ ) be a poset where (p, q) ∈ PO( fκ ) iff p, q are as follows:
(i) p is a function with dom(p) ⊆ γ for some γ < κ .
(ii) For all α ∈ dom(p), p(α) is either club in α or the empty set.
(iii) If α ∈ dom(p) and β ∈ p(α) and lim(β) then β ∈ dom(p) and either p(β) = p(α) ∩ β or p(β) = ∅.
(iv) If dom(p) ∩ α is stationary in α then α ∈ dom(p).
(v) q is a function with domain {α ∈ dom(p) : p(α) = ∅}.
(vi) For all α ∈ dom(q), q(α) ∈ α and if α ∈ dom(p) and β ∈ p(α) ∩ dom(p) and p(β) = ∅ then q(β) = q(α).
If (p, q), (p′, q ′) ∈ PO( fκ ) then (p, q) ≤ (p′, q ′) iff p ⊆ p′ and q ⊆ q ′. As before, we write p < q to mean
that p ≤ q and p = q; two conditions (p, q), (p′, q ′) ∈ PO( fκ ) are compatible if there is (p′′, q ′′) ∈ PO( fκ )
such that (p′′, q ′′) ≥ (p, q) and (p′′, q ′′) ≥ (p′, q ′). If there is no such (p′′, q ′′) then (p, q), (p′, q ′) are said to be
incompatible.
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The pair (∅,∅) is the unique minimal element of PO( fκ ) . Thus, PO( fκ ) is non-empty. We now establish the
other properties needed to show that forcing with PO( fκ ) gives the required result.
Lemma 5.5. (PO( fκ ) , ≤) is separative.
Proof. Let (p, q) ∈ PO( fκ ) and let α > sup(dom(p)) be a limit ordinal <κ and let γ be an ordinal in α\im(q).
Since α is a limit ordinal, we can find a club subset A of α that does not intersect dom(p). Now let (p′, q ′) > (p, q)




p(β) if β ∈ dom(p)
A if β = α






q(β) if β ∈ dom(q)
γ if β = α
undefined otherwise.
We now show that (p′, q ′) ∈ PO( fκ ) by checking each of the requirements of Definition 5.4.
(i) p′ is a function whose domain is a subset of α + 1 < κ so this requirement is met.
(ii) This follows immediately from the fact that p′ ∈ PO( fκ ) and from the definitions of p′(α) and of p′(β) for
β ∈ p′(α).
(iii) Since we know that p ∈ PO( fκ ) , we need only check the case when β ∈ p′(α) and lim(β). But then by the
definition of p′, β ∈ dom(p′) and p′(β) = ∅.
(iv) If dom(p′) is stationary in β then one of three cases obtains. If β < sup(dom(p)) then β ∈ dom(p) because
p ∈ PO( fκ ) and p satisfies (iv). If β ∈ α\sup(dom(p)) then by the definition of p′, β ∈ dom(p′) and p′(β) = ∅.
Finally, if β = α then clearly β ∈ dom(p′) and p′(β) = A.
(v) {ξ : ξ ∈ dom(p′) and p′(ξ) = ∅} = {ξ : ξ ∈ dom(p) and p(ξ) = ∅} ∪ {α}. It follows immediately from the
definition of q ′ that dom(q ′) is precisely this set.
(vi) We need only check that (vi) holds at q ′(α). But since p(α) was chosen so as not to intersect dom(p), this
holds trivially.
Now let (p′′, q ′′) ≥ (p, q) be defined as follows. Let p′′(β) = p(β) if β = α, let p′′(α) = ∅ and let p′′(β) be
undefined otherwise. Let q ′′ = q . Then (p′′, q ′′) ∈ PO( fκ ) by arguments similar to those for (p′, q ′). Clearly, (p′, q ′)
and (p′′, q ′′) are incompatible so PO( fκ ) is separative. 
Since PO( fκ ) is separative, there is a generic object G in M[G] that is not in the ground model, M . This generic
will give a witness to  fκ . We first show that the forcing preserves cofinalities and cardinalities. The following lemma
is needed.
Lemma 5.6. Suppose (p0, q0), (p1, q1) ∈ PO( fκ ) and suppose also that p0(x) = p1(x) for all x ∈ dom(p0) ∩
dom(p1) and q0(x) = q1(x) for all x ∈ dom(q0) ∩ dom(q1). Then (p0, q0) and (p1, q1) are compatible.
Proof. Let p = p0 ∪ p1 and let q = q0 ∪ q1. Then we will show that (p, q) ∈ PO( fκ ) and both (p0, q0) ≤ (p, q)
and (p1, q1) ≤ (p, q).
We now show that (p, q) is as required by checking each of the requirements of Definition 5.4.
(i) dom(p) = dom(p0) ∪ dom(p1) so clearly dom(p) is a subset of whichever is larger of sup(dom(p0)) and
sup(dom(p1)) so (i) holds for p because it does for p0 and p1.
(ii) This follows immediately from the fact that p0, p1 ∈ PO( fκ ) .
(iii) Suppose α ∈ dom(p) and β ∈ p(α). Suppose, without loss of generality, that α ∈ dom(p0). Then
β ∈ dom(p0) by (iv) of Definition 5.4 so p(β) = p0(β). Thus, since p0 ∈ PO( fκ ) , either p(β) = ∅ or
p(β) = p(α) ∩ β as required.
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(iv) The non-stationary sets of an ordinal α form an ideal over α so if dom(p0) and dom(p1) are both non-stationary
in α then so also is dom(p0) ∪ dom(p1).
(v) This holds because dom(q) = dom(q0) ∪ dom(q1) = {β ∈ dom(p0) : p0(β) = ∅} ∪ {β ∈ dom(p1) : p1(β) =
∅} = {β ∈ dom(p) : p(β) = ∅}.
(vi) If α, β ∈ dom(p) and β ∈ p(α) then for i = 0 or i = 1 we must have α, β ∈ dom(pi ) and β ∈ pi (α). Thus,
qi(α) = qi (β) and since qi ⊆ q , it follows that q(α) = q(β). Also, for α ∈ dom(q), q(α) = qi (α) ∈ α.
Hence, (p, q) ∈ PO( fκ ) so (p0, q0) and (p1, q1) are compatible. 
Lemma 5.7. PO( fκ ) satisfies the κ+-chain condition.
Proof. By the fact that κ is a strong limit cardinal, it follows that |PO( fκ )| = κ . Consequently, it is trivial to see that
PO( fκ ) satisfies the κ+-chain condition. 
We now prove that PO( fκ ) is (<κ)-directed-closed. As a consequence we can conclude that the forcing will
preserve cardinals ≤κ .
Lemma 5.8. PO( fκ ) is (<κ)-directed-closed.
Proof. Suppose ξ < κ and 〈(pζ , qζ ) : ζ < ξ〉 is a sequence of pairwise compatible conditions from PO( fκ ) . We
define p∗ξ =
⋃
ζ<ξ pζ and qξ =
⋃
ζ<ξ qζ . We now extend p∗ξ to obtain pξ satisfying clause (iv) of Definition 5.4 so
that (pξ , qξ ) ∈ PO( fκ ) . Let pξ (α) = p∗ξ (α) for all α ∈ dom(p∗ξ ). There may be α ∈ reg(κ)\dom(p∗ξ ) such that
dom(p∗ξ ) is stationary in α. To avoid this problem, let γ = sup{sup(dom(pζ )) : ζ < ξ} and set pξ (α) = ∅ for all
α ∈ γ + 1\dom(p∗ξ ). Note that for all α ∈ dom(pξ )\dom(p∗ξ ), α is not in the domain of qξ .
We now show that (pξ , qξ ) satisfies the requirements of Definition 5.4.
(i) This property clearly holds since pξ is a function with domain a subset of γ +1, where γ = sup{sup(dom(pζ )) :
ζ < ξ}.
(ii) If α ∈ dom(pξ ) then either there is ζ < ξ such that α ∈ pζ or pξ (α) = ∅. In the former case, (ii) holds because
pβ ∈ PO( fκ ) . In the latter case, pξ (x) = ∅ so again (ii) holds.
(iii) Suppose β ∈ pξ (α). Then there is ζ < ξ such that pξ (α) = pζ (α). Recall that pζ ∈ PO( fκ ) . Thus, it follows
that pξ (β) = pζ (β) = pζ (α) ∩ β = pξ (α) ∩ β.
(iv) If dom(pξ ) is stationary in α then α ∈ dom(pξ ). This follows from the adjustment made to obtain pξ from p∗ξ .
(v) It is immediate from the definition that α ∈ dom(qξ ) iff there is ζ < ξ such that α ∈ dom(qζ ). Hence
α ∈ dom(qξ ) iff for some ζ < ξ , α ∈ dom(pζ ) and pζ (α) = ∅. Since α ∈ dom(pξ ) and pξ (α) = ∅ iff there is ζ < ξ
such that α ∈ dom(pζ ) and pζ (α) = ∅, it follows that (v) from Definition 5.4 holds.
(vi) Now suppose α ∈ pξ (β) and pξ (α) = ∅. Then there is ζ < ξ such that α, β ∈ dom(pζ ) so qζ (α) = qζ (β).
But qξ (α) = qζ (α) and qξ (β) = qζ (β) so qξ (α) = qξ (β) as required. Also, qξ (α) ∈ α for all α ∈ dom(qξ ). 
By κ+-cc and (<κ)-closure, it follows that PO( fκ ) preserves all cofinalities and cardinalities. After a preliminary
lemma, we will now prove that for any generic G of PO( fκ ) , the set {α < κ : (∃p ∈ G)(α ∈ dom(p) and p(α) = ∅)}
is stationary in κ .
Lemma 5.9. Suppose (p, q) ∈ PO( fκ ) and (p, q)‖−(C˜ is a club of κ) and suppose β < κ . Then there is α ∈ (β, κ)
and (p′, q ′) ∈ PO( fκ ) such that (p′, q ′) ≥ (p, q) and (p′, q ′)‖−(α ∈ C˜ ).
Proof. Since (p, q)‖−(β < κ and C˜ is cofinal in κ), it follows that (p, q)‖−(∃γ˜
∈ C)(γ
˜
> β). But ordinals are
preserved by this forcing so we can find (p′, q ′) ≥ (p, q) and an ordinal α such that (p′, q ′)‖−(γ
˜
= α). Then (p′, q ′)
and α are as required. 
Lemma 5.10. Let G be a generic of PO( fκ ) . Then M[G] | {α < κ : (∃(p, q) ∈ G)(α ∈ dom(p) and p(α) = ∅)}
is stationary in κ .
Proof. Let S˜ be a name of the set {γ < κ : (∃p ∈ G)(γ ∈ dom(p) and p(γ ) = ∅)}.Suppose (p0, q0) ∈ G is such that (p0, q0)‖−(C˜ is club in κ and C˜ ∩ S˜ = ∅ and γ0 ∈ C˜ ). Note that we usethe previous lemma to obtain (p0, q0)‖−(γ0 ∈ C˜ ). We derive a contradiction by finding (p, q) ≥ (p0, q0) such that
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(p, q)‖−(C˜ ∩ S˜ = ∅). The strategy is to fix chains of elements of C˜ and S˜ up to a regular limit where the two chainsintersect.
In view of the large number of different Greek letters used in this proof, we offer a brief summary of the notation
for clarity. This is given for the reader to refer back to and as such will mention notation and ideas that have not yet
been introduced. We use ξ , ζ and ε to index the induction; α and β will designate elements of the domains of pξ ;
γ and δ will designate members of the chains in C˜ and S˜ respectively; θ will be used at singular limit stages of theinduction and will denote the supremum of the preceding δξ ; and η will be used for the values of qξ (δξ ). The latter
of these will be subscripted by the relevant index to refer to the point in the induction at which they arise. We now
proceed with the proof.
Let δ0 ∈ reg(κ) be such that γ0 < δ0 and |sup(dom(p0))|+ < δ0. We now identify (p∗0, q∗0 ) ≥ (p0, q0) such that
δ0 ∈ dom(p∗0).
Let D0 be a club of δ0 that does not intersect dom(p0). Such a club clearly exists. Also, let η, η0 ∈ δ0. We will set





p0(α) if α ∈ dom(p0)
D0 if α = δ0






q0(α) if α ∈ dom(q0)
η0 if α = δ0
undefined otherwise.
Claim 1. (p∗0, q∗0 ) satisfies (i)–(vi) of Definition 5.4 and (p∗0, q∗0 ) ≥ (p0, q0).
Proof of Claim 1. (i) From the definition it is immediate that dom(p∗0) ⊆ δ0 + 1 < κ as required.
(ii) This follows immediately from the definition of p∗0.
(iii) We must prove that if α ∈ p∗0(δ0) ∩ reg(κ) then α ∈ dom(p∗0) and p∗0(α) = p∗0(δ0) ∩ α or p∗0(α) = ∅. If
α ∈ p∗0(δ0)∩ reg(δ0) then p∗0(α) = ∅ by definition of p∗0. Now suppose α ∈ p∗0(β) where β = δ0. Then β ∈ dom(p0)
(because otherwise, if β = δ0 then p∗(β) = ∅). So p∗0(α) = p0(α) and hence is as required because 〈p0, q0〉 ∈
PO( fκ ) .
(iv) We must prove that if α ∈ reg(κ) and dom(p0) ∩ α is stationary in α then α ∈ dom(p0). If dom(p∗0) is
stationary in α then α ≤ δ0. But then α ∈ dom(p∗0) by definition of p∗0.
(v) Note that {α : α ∈ dom(p∗0) and p∗0(α) = ∅} = {α : α ∈ dom(p0) and p0(α) = ∅} ∪ {δ0}. It is immediate from
the definition of q∗0 that dom(q∗0 ) is precisely this set, as required.
(vi) We need only check that this requirement holds at the “new” element, δ0. Since dom(q∗0 ) ∩ p∗0 = ∅, it is clear
that this holds trivially.
Finally, note that p0 ⊆ p∗0 and q0 ⊆ q∗0 so (p∗0, q∗0 ) ≥ (p0, q0) as required and the claim is proved.  (Claim 1)
Now using Lemma 5.9, let (p1, q1) ≥ (p∗0, q∗0 ) be a condition of PO( fκ ) such that for some γ1 ∈ κ ,
(p1, q1)‖−(γ1 ∈ C˜ and δ0 ≤ γ1).We now proceed inductively to define pξ , qξ , γξ , δξ , p∗ξ , q∗ξ so that for all ζ < ξ , δζ ∈ pξ (δξ ) and (pζ , qζ ) ≤
(pξ , qξ ) ≤ (p∗ξ , q∗ξ ). In the case when ξ is a limit ordinal, we describe the condition under which the induction will
stop. We will then observe that this condition will be met at some stage ξ < κ .
Case 1: ξ = ζ + 1.
By the inductive definition, (pξ , qξ ) and γξ are already defined. We now define p∗ξ , q∗ξ and δξ then also define pξ+1,
qξ+1 and γξ+1. Let δξ ∈ reg(κ) be such that γξ < δξ and |sup(dom(pξ ))|+ < δξ . We now identify p∗ξ ≥ pξ such that
δξ ∈ dom(p∗ξ ). Unlike in the case ξ = 0, we will define p∗ξ (δξ ) so that it has non-trivial coherence. In particular, for
all ε < ξ we will have δε ∈ p∗ξ (δξ ). Thus, the proof of coherence (that is, condition (iii)) is the only part of the proof
of Claim 2 substantially different from the corresponding part of the proof of Claim 1.
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The inductive hypothesis implies that δζ ∈ dom(pξ ) so we can find a club Dξ of δξ that does not intersect dom(pξ )





pξ (α) if α ∈ dom(pξ )
D∗ξ if α = δξ






qξ (α) if α ∈ dom(qξ )
ηξ if α = δξ
undefined otherwise.
Claim 2. (p∗ξ , q∗ξ ) satisfies (i)–(vi) of Definition 5.4 and (p∗ξ , q∗ξ ) ≥ (pξ , qξ ). Furthermore, δζ ∈ p∗ξ (δξ ).
Proof of Claim 2. (i) dom(p∗ξ ) ⊆ δξ + 1 as required.
(ii) This follows immediately from the definition of p∗ξ .
(iii) We must prove that if α ∈ p∗ξ (β) ∩ reg(κ) then α ∈ dom(p∗ξ ) and p∗ξ (α) = p∗ξ (β) ∩ α or p∗0(α) = ∅.
Firstly, suppose β = δξ . If α ∈ (p∗ξ (δξ )) ∩ reg(δξ )\dom(pξ ) then p∗ξ (α) = ∅ by definition of p∗ξ . Otherwise α = δζ
or α ∈ pξ (δζ ) in which case p∗ξ (α) = p∗ξ (δξ ) ∩ α follows by definition of D∗ξ . If β = δξ and α ∈ p∗ξ (β) then
β ∈ dom(pξ ) so p∗ξ (α) = p∗ξ (β) ∩ α or p∗ξ (α) = ∅ holds because 〈pζ , qζ 〉 ∈ PO( fκ ) .
(iv), (v) These follow by argument exactly analogous to the corresponding parts of the proof of Claim 1.
(vi) We need only check that this requirement holds at the “new” element, δξ . By the inductive definitions of p∗ε
for ξε , it follows that dom(q∗ξ ) ∩ p∗ξ (δξ ) = {δε : ε < ξ}. Since ηξ > δζ , it is clear that ηξ = q∗ξ (δε) for any ε < ξ .
Thus, (vi) holds.
Note that pξ ⊆ p∗ξ and qξ ⊆ q∗ξ so (p∗ξ , q∗ξ ) ≥ (pξ , qξ ) as required. Finally note that δζ ∈ p∗ξ (δξ ) and thus the
claim is proved.  (Claim 2)
Now using Lemma 5.9, let (pξ+1, qξ+1) ≥ (p∗ξ , q∗ξ ) be such that for some γξ+1 ∈ κ , (pξ+1, qξ+1)‖−(γξ+1 ∈ C˜and δξ < γξ+1).
Case 2: ξ is a limit ordinal <κ .
In this case, γξ and (pξ , qξ ) are not yet defined. Let (pξ , qξ ) ≥ (pζ , qζ ) for all ζ < ξ . This is possible by (<κ)-
closure of PO( fκ ) . Let θξ = sup{δζ : ζ < ξ}. Then θξ is a cardinal. If it is regular then this will be the final stage of
the induction. We then proceed to define δ and (p, q) as described after the proof of Claim 3. So suppose instead that
θξ is singular. In particular, θξ ∈ reg(κ) so θξ will not be in the domain of p∗ξ .
Note that by the inductive definitions of δζ , it is the case that θξ = sup(sup({dom(pζ ) : ζ < ξ})). Let δξ ∈ reg(κ)
be such that θξ < δξ .
Let Dξ be a club of δξ that does not intersect dom(pξ ) and such that if α ∈ Dξ then θξ < α. Now proceed as in the
definition of p∗0, but this time replace Dξ with D
∗
ξ =





pξ (α) if α ∈ dom(pξ )
D∗ξ if α = δξ






qξ (α) if α ∈ dom(qξ )
ηξ if α = δξ
undefined otherwise.
Claim 3. (p∗ξ , q∗ξ ) satisfies (i)–(vi) of Definition 5.4 and (∀ζ < ξ)((p∗ξ , q∗ξ ) ≥ (pζ , qζ )).
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Proof of Claim 3. (i) This requirement is clearly met because dom(p∗0) ⊆ δξ + 1.
(ii) This follows immediately from the definition of p∗ξ .
(iii) We must prove that if β ∈ p∗ξ (α) ∩ reg(κ) then β ∈ dom(p∗ξ ) and p∗ξ (β) = p∗ξ (α) ∩ β or p∗ξ (β) = ∅. Firstly,
suppose α = δξ . Hence β ∈ D∗ξ . If β ∈ (p∗ξ (δξ )∩reg(κ))\dom(pξ ) then p∗ξ (β) = ∅ by the definition of p∗ξ . Otherwise
there is some ζ < ξ such that β ∈ pξ (δζ ) in which case either p∗ξ (β) = p∗ξ (δξ ) ∩ β or p∗ξ (β) = ∅ by the definition of
D∗ξ and the inductive definition of p∗ζ for ζ < ξ . If α = δξ and β ∈ p∗ξ (α) then α ∈ dom(pξ ). We now use the fact that
〈pξ , qxi〉 ∈ PO( fκ ) . Thus, β ∈ pξ (α) so either p∗ξ (β) = pξ (β) = ∅ or else p∗ξ (β) = pξ (β) = pξ (α)∩β = p∗ξ (α)∩β
as required.
(iv), (v) These follow by an argument exactly analogous to the corresponding parts of the proof of Claim 1.
(vi) This follows by an argument exactly analogous to the corresponding part of the proof of Claim 2.
The fact that (∀ζ < ξ)(δζ ∈ D∗ξ ) follows immediately from the definition of D∗ξ .
Finally, note that pξ ⊆ p∗ξ and qξ ⊆ q∗ξ so (p∗ξ , q∗ξ ) ≥ (pξ , qξ ) as required and the claim is proved.  (Claim 3)
Using Lemma 5.9, let (pξ+1, qξ+1) ≥ (p∗ξ , q∗ξ ) be such that for some γξ+1 < κ , (pξ+1, qξ+1)‖−(γξ+1 ∈ C˜ andδξ < γξ+1).
We repeat this procedure until we reach a limit ordinal ξ < κ such that θξ (as defined in Case 2 above) has
inaccessible cardinality. There must be such a ξ because κ is Mahlo. (Otherwise, the set {θξ : ξ < κ and lim(ξ)}
would be a club subset of κ that does not intersect the set of regular cardinals, contradicting the fact that κ is Mahlo.)
So suppose θξ is regular. Then θξ is inaccessible because the sequence 〈δζ : ζ < ξ〉 is a strictly increasing sequence
of cardinals by the inductive definitions of δζ for ζ < ξ .
Let δ = θξ and let A = ⋃{dom(pζ ) : ζ < ξ}. Recall that η was set at the start of the induction and is not equal to
ηζ for any ζ < ξ .





pζ (α) if (∃ζ < ξ)(α ∈ dom(pζ ))⋃{pζ (δζ ) : ζ < ξ} if α = δ






qξ (α) if α ∈ dom(qξ )
η if α = δξ
undefined otherwise.
Claim 4. (p, q) ∈ PO( fκ ) .
Proof of Claim 4. We must show that (p, q) satisfies (i) to (vi) of Definition 5.4.
(i) This follows because dom(p) ⊆ δ + 1.
(ii) We must show that p(δ) is club in δ. By the definition of δ, the set {pζ (δζ ) : ζ < ξ} is clearly cofinal in δ.
Closure is guaranteed because, by the definitions of p∗ζ (δζ ) for ζ < ξ , we have θζ ∈ p(δ) for all limit ζ < ξ .
(iii) We must prove that if β ∈ p(α) ∩ reg(κ) then β ∈ dom(p) and p(β) = p(α)∩ β or p(β) = ∅. First, suppose
α = δ. If β ∈ p(δ) ∩ reg(κ) then there is ζ < ξ such that β ∈ pζ (δζ ) ∩ reg(κ). Thus either p(β) = ∅ or there
is some ζ < ξ such that p(β) = pζ (δζ ) ∩ β. By the definition of p and the inductive definition of pζ for ζ < ξ ,
pζ (δζ ) = p(δ) ∩ δζ and consequently, either p(β) = ∅ or p(β) = p(δ) ∩ β as required.
If α = δ and β ∈ p(α) then there is some ζ < ξ such that α ∈ dom(pζ ) so p(β) = p(α) ∩ β or p(β) = ∅ holds
because 〈pζ , qζ 〉 ∈ PO( fκ ) .
(iv) If α ∈ reg(κ) and dom(p) ∩ α is stationary in α then α ≤ δ so α ∈ dom(p) by the definition of p.
(v) This follows by an argument exactly analogous to the corresponding part of the proof of Claim 1.
(vi) By the inductive definitions of (p∗ζ , q∗ζ ) for ζ < ξ it follows that {α : α ∈ q(δ) and p(α) = ∅} = {δζ : ζ < ξ}.
For any ζ < ξ , q(δζ ) = ηζ = η, and so the result is proved.  (Claim 4)
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Let μ be the index of the final stage of the induction. By the inductive definition of (p, q), it is immediate that
(pζ , qζ ) ≤ (p, q) for any ζ < μ.
We now show that the induction described above gives (p, q) ∈ PO( fκ ) such that (p, q)‖−(C˜ ∩ S˜ = ∅). Note thatsup{δζ : ζ < μ} = δ = sup{γζ : ζ < μ} (because γξ < δξ < γξ+1 < δξ+1 for any ξ < μ). By the definition of p it
is clear that p(δ) is defined non-trivially (i.e., p(δ) = ∅) and hence (p, q)‖−(δ ∈ S˜ ). Also, since (p, q)‖−(C˜ is clubin κ and (∀ζ < μ)(γζ ∈ C˜ )) it follows that (p, q)‖−(δ ∈ C˜ ). Hence (p, q)‖−(δ ∈ C˜ ∩ S˜ ), which is a contradictionbecause (p, q) ≥ (p0, q0) and (p0, q0)‖−(C˜ ∩ S˜ = ∅). 
As with the forcing proof of Pκλ, we must ensure that the witness to 
f
κ that we are forcing has non-trivial
coherence, by checking that (iii) of Definition 5.2 is satisfied.
Lemma 5.11. If G is a generic of PO(Pκλ) then:
M[G] | (∀(p, q) ∈ G)(∀α ∈ dom(p))(∃(p′, q ′) ∈ G)(∃β ∈ dom(p′))(α ∈ p′(β)).
Proof. Given an arbitrary α, extend as in the induction in the previous lemma, setting α = α0 and setting β = β1.
(We only need to go as far as ξ = 1.) 
We now ensure that the proposed witness to  fκ satisfies the anticoherence condition.
Lemma 5.12. Let G be a generic of PO( fκ ) . Then let
S˜ = {α < κ : (∃(p, q) ∈ G)(α ∈ dom(p) and p(α) = ∅)} and letT˜ = {α ∈ S˜ : {β ∈ S˜ ∩ α : (∃(p, q) ∈ G)({α, β} ⊆ dom(p) and p(β) = p(α) ∩ β)} is cofinal in α}.Then M[G] | T is stationary in Pκλ.
Proof. We start as in Lemma 5.10. We proceed by induction to form the sequence of forcing conditions as before,
but at each stage we interrupt the induction after setting (p∗ξ , q∗ξ ) but before setting αξ+1. We set γξ ⊃ βξ and define
(p′ξ , q ′ξ ) ≥ (p∗ξ , q∗ξ ) such that γξ ∈ dom(p′) but p′ξ (γξ ) ∩ p′ξ (βξ ) = ∅. Now continue as before but defining αξ+1 so
that γξ < αξ+1 and with (p′ξ , q ′ξ ) ≤ (pξ+1, qξ+1). 
Finally, we need to verify that κ is Mahlo in the generic extension M[G].
Lemma 5.13. If G is a generic of PO( fκ ) then M[G] | (κ is Mahlo).
Proof. Working in M[G], suppose C is a club in κ . By Lemma 5.10, we can find δ in {ξ < κ : (∃p ∈ G)(ξ ∈ dom(p)
and p(ξ) = ∅)} ∩ C . Then δ is a regular cardinal in both M and M[G], by the preservation of cofinalities and
cardinalities. Furthermore, δ ∈ C . Hence, the regular cardinals are stationary in κ and κ is Mahlo, as required. 
Lemma 5.14. Let G be a generic of PO( fκ ) . Then let S = {ξ < κ : (∃p ∈ G)(ξ ∈ dom(p) and p(ξ) = ∅). Let
f =⋃{q : ∃〈p, q〉 ∈ G}. Then the set {Cξ : (∃p ∈ G)(Cξ = p(ξ) = ∅)} and f witness that  fκ (S) holds in M[G].
Proof. In the preceding lemmas we proved that M[G] | {ξ ∈ κ : (∃p ∈ G)(ξ ∈ dom(p) and p(x) = ∅)} is
stationary in κ . Thus, by definition of 〈p, q〉 for 〈p, q〉 ∈ PO( fκ ) , the f and {Cξ : (∃p ∈ G)(Cξ = p(ξ) = ∅)} are
as required in the definition of  fκ (S). 
By forcing with the partial order (PO( fκ ) ,≤), Theorem 5.3 is proved.
We have proved that the forcing preserves the fact that κ is Mahlo. As promised, we can do more than this and obtain
 fκ (S) for supercompact κ . This is of particular interest because it is known that κ fails when κ is supercompact.
Theorem 5.15. Suppose M is a countable model of a sufficiently rich fragment of ZFC in which κ is supercompact
and λ ≥ κ . Then there is a generic extension of this model which preserves cardinals and in which  fκ (S) holds and
κ is still supercompact.
Proof. We begin with a Laver preparation which preserves the supercompactness of κ and renders it indestructible
to any subsequent (<κ)-directed-closed forcing. We then force with the partial order PO( fκ ) as described above.
By Lemma 5.8, PO( fκ ) is indeed (<κ)-directed-closed, by Lemma 5.8 and hence the supercompactness of κ is
preserved. 
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We now show how the  fκ principle gives non-reflection in κ for stationary many α ∈ κ . The non-reflection
theorem follows easily from the  fκ principle. Note that the proof is closely analogous to the proof of non-reflection
from κ as given in Theorem 1.4.
Theorem 5.16. Suppose κ is Mahlo. If  fκ (S) holds then there is a stationary set T ⊆ S such that T does not reflect
in α for any α ∈ S.
Proof. Let 〈Cα : α ∈ S〉 and f witness  fκ (S). Note that since f (α) < α for all α ∈ S, there is a stationary set
T ⊆ S such that f (α) is constant on T . Now suppose T reflects in α for some α ∈ S. So let β ∈ T ∩ Cα . The set
{γ < α : β < γ } is club in α so we can find δ ∈ T ∩ Cα such that β ∈ δ. By the definition of  fκ (S), Cδ = Cα ∩ δ so
β ∈ Cδ . But then f (β) = f (δ) by (iv) in Definition 5.2. This contradicts the definition of T so T cannot reflect in α.

Note that this theorem gives a non-reflection result for a limit cardinal, in particular for any Mahlo or supercompact
cardinal. This should be contrasted with some known facts concerning non-reflection proved by Shelah in [14].
Theorem 5.17 (Shelah). It is consistent that there is a cardinal μ such that μ is μ(+n)-supercompact and every
stationary set of every cardinal <μ reflects.
Theorem 5.18 (Shelah). If there is a supercompact cardinal μ, then there are λ1 < λ2 and S ⊆ {δ < λ+2 : cf(δ)
= λ+1 } stationary in λ+2 which does not reflect.
In a model with no supercompact cardinal, it is consistent that there is no cardinal with a non-reflecting stationary
set. On the other hand, if we have a model in which there is a supercompact then some non-reflection must occur
(at some successor cardinal) below the first supercompact cardinal. It is also known that if there is no supercompact
cardinal, then it is consistent that μ holds at all cardinals μ, and hence that every successor cardinal has a non-
reflecting stationary subset. The  fκ (S) principle enables us to look at a different problem by identifying a form of
non-reflection at the supercompact cardinal itself.
6. Final remarks
The results discussed in this paper offer a potential for further research in various directions. Although we
established that Pκλ is consistent relative to ZFC, it would still be interesting to determine whether this principle is a
consequence of ZFC. Also, it still remains to determine whether ZFC + “V = L”  Pκλ. Naturally, these questions
can also be asked about Pκλ with non-reflection.
Another area of potential further research is to apply Pκλ or Pκλ (with or without the extra properties) as a
construction tool, in analogy with various applications of κ .
These various areas of further research would also identify whether one of the principles suggested in this paper is
a “truer” generalisation of κ than the others or whether there is no single canonical version of square for Pκλ.
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