Introduction
One of the famous Ramsey theoretic results is Hindman's Theorem. where for any set X, P f X is the set of finite nonempty subsets of X.
The original proof of this theorem was combinatorial in nature. But later using algebraic structure of βN a very elegant proof of this theorem was established in 1, Corollary 5.10 . First we give a brief description of algebraic structure of βS d for a discrete semigroup S, · .
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We take the points of βS d to be the ultrafilters on S, identifying the principal ultrafilters with the points of S and thus pretending that S ⊆ βS d Any compact Hausdorff right topological semigroup T has a smallest two-sided ideal:
R is a minimal right ideal of T .
1.3
Given a minimal left ideal L and a minimal right ideal R, L ∩ R is a group, and in particular contains an idempotent. An idempotent in K T is a minimal idempotent. If p and q are idempotents in T we write p ≤ q if and only if pq qp p. An idempotent is minimal with respect to this relation if and only if it is a member of the smallest ideal.
Given p, q ∈ βS, and A ⊆ S, A ∈ p · q if and only if {x ∈ S : x −1 A ∈ q} ∈ p, where x −1 A {y ∈ S : x · y ∈ A}. See 1 for an elementary introduction to the algebra of βS and for any unfamiliar details.
A ⊆ N is called an IP * set if it belongs to every idempotent in βN. Given a sequence x n ∞ n 1 in N, we let FP x n ∞ n 1 be the product analogue of Finite Sum. Given a sequence x n ∞ n 1 in N, we say that y n ∞ n 1 is a sum subsystem of x n ∞ n 1 provided there is a sequence H n ∞ n 1 of nonempty finite subsets of N such that max H n < min H n 1 and y n t∈H n x t for each n ∈ N. 
Proof. See 2, Theorem 2.6 or see 1, Corollary 16.21 . 
Proof. See 3, Theorem 2.4 .
A strongly negative answer to the partition analogue of Hindman's theorem was presented in 4 . Given a sequence 
Proof. See 5, Theorem 5.9 .
In 5 , the authors also presented the following conjecture and question. 
In the present paper our aim is to extend Theorems 1.2 and 1.5 for dense subsemigroups of 0, ∞ , .
It is proved in 6 , that 0 S is a compact right topological subsemigroup of βS d , which is disjoint from K βS d and hence gives some new information which are not available from K βS d . Being compact right topological semigroup 0 S contains minimal idempotents of 0 S . A subset A of S is said to be IP * -set near 0 if it belongs to every idempotent of 0 S and a subset C of S is said to be central * set near 0 if it belongs to every minimal idempotent of 0 S . In 7 the authors applied the algebraic structure of 0 S on their investigation of image partition regularity near 0 of finite and infinite matrices. Article 8 used algebraic structure of 0 R to investigate image partition regularity of matrices with real entries from R.
IP
* and Central * Set Near 0
In the following discussion, we will extend Theorem 1.2 for a dense subsemigroup of 0, ∞ , in the appropriate context. is an IP set near 0, sB is also an IP set near 0 by the first part of the proof, so that A ∩ sB / ∅. Choose t ∈ sB ∩ A and k ∈ B such that t sk.
Given A ⊆ S and s ∈ S, s −1 A {t ∈ S: st ∈ A}, and −s A {t ∈ S: s t ∈ A}. 
Proof. Since We observe that { t∈H x t :
x t shows that the induction can be continued and proves the theorem.
If we turn our attention to central * sets then the above result holds for a restricted class of sequences which we call minimal sequence near 0.
Definition 2.4. Let S be a dense subsemigroup of 0, ∞ , . A sequence x n ∞ n 1 in S is said to be a minimal sequence near 0 if
The notion of piecewise syndetic set near 0 was first introduced in 6 . The following theorem characterizes minimal sequences near 0 in terms of piecewise syndetic set near 0. near 0, sC is also central set near 0 so that A ∩ sC / ∅. Choose t ∈ sC ∩ A and k ∈ C such that t sk. Therefore k ∈ s −1 A so that C ∩ s −1 A / ∅.
We end this paper by following generalization of Theorem 2.3, whose proof is also straight forward generalization of Theorem 2.3 and hence omitted. 
