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F () = I  A; F () = B  A;
となる問題である．ここで，行列A;B 2 Cnnであり，Iは n次の単位行列である．また，非
線形固有値問題は多項式固有値問題，指数型固有値問題，平方根型固有値問題，など様々な
タイプが存在し，それらはそれぞれ，
F () = A0 + A1 + : : :+ 
pAp; F () = A0 + A1 + e
A2; F () = A0 + A1 +
p
A2;





















固有値分布を推定する方法には，Gershgorin定理 [17, 18]や Sylvester慣性則 [19]，Algebraic

















































































A = URWH; B = UTWH:









; (tii 6= 0)
1; (tii = 0)
;
と表すことができる．











zUTWH   URWH 1 UTWH = tr(zT  R) 1 T = nX
i=1
tii




z   i ;
と表すことができる．ここで n0は，i 6=1である固有値の数である．
複素平面上での周回積分について，定理 2.1が成り立つ．
定理 2.1 (留数定理). 複素平面内のある開領域Dで連続な複素関数を f (z)とする．開領域D



























































N ; zj =  + e
2i(j+1=2)
N :




式 (2.2)について，tr((zjB   A) 1B)の計算は行列の逆行列の計算があるため計算コスト
が非常に高い．そこで，その計算を高速化するために行列のトレースの確率的推定 [23, 24]を
用いる．

















ここで，E()およびVar()はそれぞれ平均値および分散を表し，aij は行列Aの i行 j列の要
素を表している．
定理 2.2を用いることで，式 (2.2)は式 (2.3)で近似される．













ここで，v`; (` = 1; 2; : : : ; L)は要素がランダムで 1か 1となる L本のベクトルである．式
(2.3)はBv`を右辺ベクトルとした連立一次方程式


















有理式型推定法では，複数の閉曲線  1; 2; : : :を配置し，各閉曲線に対して式 (2.3)の計算
を行い固有値の数を推定することで，固有値分布を推定する．このとき閉曲線を多くとるこ
とでより詳細な固有値の分布を求めることができる．




Input: A;B;N;L; ; 
Output: ~mR
set v` of which the elements take 1 or  1 with equal probability for ` = 1; 2; : : : ; L
~mR  0
for j = 0 to N   1 do
zj   + e
2i(j+1=2)
N
wj  N e
2i(j+1=2)
N
for ` = 1 to L do
solve (zjB  A)xj;` = Bv` for xj;`
~mR  ~mR + wj(vT` xj;`)=L
end for
end for
図 2.3: 閉曲線の配置例 (K = 4)
図 2.4: 閉曲線の配置例 (K = 6)
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F ()x = (I  A)x = 0; (A 2 Cnn;x 2 Cn; z 2 C); A :エルミート行列; I :単位行列





hP(i) = tr(hP(A)): (2.4)
ここで，hP()は区間 [a; b]内部では 1となり外部では 0となるフィルタ関数である．
hP() =









ここで，Tj(A)は j次の第 1種 Chebyshev多項式
Tj(A) =
8>><>>:
I; (j = 0)
A; (j = 1)







; (j = 0)
2(sin(j arccos(a))  sin(j arccos(b)))
j
; (j > 0)
: (2.7)
ここで，Aの全固有値は [ 1; 1]に存在している場合を想定している．そのため，行列Aの全
固有値が [ 1; 1]に存在するように，A; a; bに対してマッピングを行う．
M(A) =
2A  (n + 1)I
n   1 ; M(a) =
2a  n + 1
n   1 ; M(b) =
2b  n + 1
n   1 :
ここで，nは最大固有値，1は最小固有値である．
以上により式 (2.4)を以下の式で近似することで，固有値数を近似計算することができる．






式 (2.8)について，計算コストが高い部分は第 1種 Chebyshev多項式 Tj(A)の計算で現れる
行列・行列積の計算部分である．そこで，その計算を抑えるために前節と同様に行列のトレー
スの確率的推定 [23, 24]を用いる．それにより，m^Pは式 (2.9)で近似できる．




















wj;` = Tj(M(A))v` =
8>><>>:
v`; (j = 0)
M(A)v`; (j = 1)



















Input: A; a; b; P; L
Output: ~mP
set v` of which the elements take 1 or  1 with equal probability for ` = 1; 2; : : : ; L
compute 1; n
~mP  0
for j = 0 to p do
if j = 0 then
j(M(a);M(b)) arccos(M(a)) arccos(M(b))
else
j(M(a);M(b)) 2(sin(j arccos(M(a))) sin(j arccos(M(b))))j
end if
for ` = 1 to L do
if j = 0 then
wj;`  v`
else if j = 1 then
wj;`  M(A)v`
else
wj;`  2M(A)wj 1;`  wj 2;`
end if






















定理 2.3 (Sylvester慣性則 [19]). 任意の行列 AおよびX がそれぞれ対称行列，非特異行列と
する．この時，行列Aの正および負の固有値の数は，行列XTAX のそれらと一致する．
補題 2.3より，任意の値  2 Rを用いた行列 A   Bの正および負の固有値の数は，行列
L 1(A  B)L Tのそれらと一致することがわかる．B = LLTであることから，
L 1(A  B)L T = L 1AL T   I


































mP  ~mP = ~m(b)P   ~m(a)P : (2.11)












Input: A; a; b; P; L
Output: ~mP








for j = 0 to p do
if j = 0 then
j(0; 1) arccos(0) arccos(1)
else
j(0; 1) 2(sin(j arccos(0)) sin(j arccos(1)))j
end if
for ` = 1 to L do







else if j = 1 then
w
(a)
j;`  M(A  aB)v`
w
(b)




j;`  2M(A  aB)w(a)j 1;`  w(a)j 2;`
w
(b)




P  ~m(a)P + j(0; 1)(vT` w(a)j;` )=L
~m
(b)
P  ~m(b)P + j(0; 1)(vT` w(b)j;` )=L
end for
end for






































































図 2.5: 複素平面上での有理式型推定法のフィルタ関数 (N = 8)
図 2.5および図 2.6に有理式型推定法におけるフィルタ関数 f(i)を示す．閉曲線  を  =

































図 2.6: 実軸上での有理式型推定法のフィルタ関数 (N = 8)
値をメッシュで示す．図 2.6について，横軸は実数軸，縦軸はフィルタ関数値を表している．
閉曲線の両端  + および    を赤点線で示し，フィルタ関数 f(i)の値を青線で示す．図



























である．式 (2.13)により，多項式型推定法は，各固有値 iに対して，フィルタ関数 Pp(i)を
行っているとみなせる．
Real




























図 2.7: 多項式型推定法のフィルタ関数 (p = 30)
図 2.7に多項式型推定法におけるフィルタ関数 Pp(i)を示す．実数区間 [a; b] = [ 0:3; 0:3]
としてフィルタ関数 Pp(i)を作成した．p = 30とする．図 2.7について．横軸は実数軸，縦
軸はフィルタ関数値を表している．区間の端点である aおよび bを赤点線で示し，フィルタ
関数 Pp(i)の値を青線で示す．図 2.7から，フィルタ関数 Pp(i)が区間 [a; b]内部では 1と
なり，外部では 0となることがわかる．
図 2.7から，フィルタ関数 Pp(i)に振動が発生していることがわかる．これは，Pp(i)の


















これにより，以下に示す Jackson係数を加えたフィルタ関数 P (J)p (i)が得られる．










P (J)p (i) (2.14)
Real





























図 2.8: 多項式型推定法+Jackson係数のフィルタ関数 (p = 30)
図 2.8に多項式型推定法における Jackson係数を加えたフィルタ関数 P (J)p (i)を示す．実数
区間 [a; b] = [ 0:3; 0:3]，p = 30としてフィルタ関数P (J)p (i)を作成した．図 2.8について．横
軸は実数軸，縦軸はフィルタ関数値を表している．区間の端点である aおよび bを赤点線で示
し，フィルタ関数 Pp(i)の値を青線で示し，フィルタ関数 P (J)p (i)の値を紫線で示す．図 2.8
から，フィルタ関数 P (J)p (i)では Pp(i)で発生した振動が取り除かれていることがわかる．






































Ax = b; (A 2 Cnn; b;x 2 Cn);
の近似解を求める反復解法の一つである Krylov部分空間反復法について述べる．ここで，A
は正則な行列であり，bは既知のベクトルである．
反復解法とは，任意の初期解x0を基に，反復計算を行い，それによって近似解xi; i = 1; 2; : : :
を更新し，近似解を真の解 xに近づける解法である．反復解法の一つであるKrylov部分空間
反復法では，k反復目の近似解 xkに対して，以下の条件を満たすように求める．
xk 2 x0 +Kk(A; r0): (3.1)
ここで，x0は初期解，r0 = b Ax0は初期残差ベクトルを表し，Kk(A; r0)は行列Aおよび
初期残差ベクトル r0によって生成される以下の Krylov部分空間を表す．
Kk(A; r0)  span(r0; Ar0; A2r0; : : : ; Ak 1r0):
以上の条件によって xkおよび rkは式 (3.2)および式 (3.3)で表される．




ir0 = x0 + Sk 1(A)r0; (3.2)












i+1r0 = Ck(A)r0: (3.3)
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ここで，hik 2 Cは定数であり，Sk 1(A)およびCk(A)はそれぞれ k  1次の多項式および k
次の多項式である．特に，Ck(A)は残差多項式と呼ばれ，式 (3.4)で表される．
I   Ck(A) = ASk 1(A): (3.4)
以上によって近似解 xk および残差ベクトル rk を更新する．しかし，以上の式では近似解
xkおよび残差ベクトル rkが一意に定まらないため，条件を付加する必要がある．このとき，
近似解 xk もしくは残差ベクトル rk に対する条件のかけ方に応じて，様々な解法に変化す
る．本論文では Krylov部分空間反復法の一つである BiCG(Biconjugate Gradient)法 [27]およ
び COCG(Conjugate Orthogonal Conjugate Gradient)法 [28]について述べる．
3.2.1 BiCG法
BiCG法は，非エルミート行列 A 6= AHに対する線形方程式 Ax = bを解く数値解法であ
る．BiCG法では線形方程式Ax = bの他にもう一つ別の線形方程式
AHx = b;
に対する Krylov部分空間を考える．ここで，b 2 Cnは既知のベクトルである．
BiCG法では線形方程式 Ax = bの残差ベクトル rk に対して，以下の双直交条件 (Petrov-
Galerkin条件)を課すことで近似解 xkを一意に定めている．
rk ? Kk(AH; r0): (3.5)
ここで，Kk(AH; r0)は，線形方程式AHx = bの行列AHおよび初期残差ベクトル r0によっ
て生成される Krylov部分空間である．
以下に，BiCG 法による k 反復目の近似解 xk の計算について述べる．Krylov 部分空間
Kk(A; r0) を張る正規直交ベクトル列を fr0; r1; : : : ; rk 1g とする．また，Krylov 部分空間
























次に式 (3.6)が 3項間漸化式で表せることについて示す．式 (3.6)の内積計算について以下
の式が成り立つ．
(ri ; Ark) = (A
Hri ; rk); (ri; A
Hrk) = (Ari; r

k):
また，式 (3.6)からAHri は fr0; r1; : : : ; ri+1gの線形結合で表すことができる．さらに，rkは
式 (3.5)の双直交条件を満たすことから，以下の式が成り立つ．
(AHri ; rk) =
8<: 0; (i = 1; 2; : : : ; k   2)  1k 1 (rk; rk); (i = k   1) ; (Ari; rk) =























rk 1   kAHrk: (3.8)


























とする．ここで，xkは線形方程式AHx = bの k反復目の近
似解である．このとき，b Axk = rk; b Axk = rkであることから，式 (3.10)が得られる．
rk+1 = rk   kApk; rk+1 = rk   kAHpk: (3.10)
23
第 3章有理式型推定法における Krylov部分空間反復法を利用した多項式表現






















pk 1 + rk = k 1pk 1 + rk: (3.11)












以上により k + 1反復目の近似解 xk+1は xk+1 = kpk + xkで求めることができる．
最後に k の値を示す．式 (3.1)より，pk 2 Kk+1(A; r0); pk 2 Kk+1(AH; r0)となるため，
式 (3.10)に対して，pk; pkの内積をとると，以下の式が得られる．
(pk; rk) = k(p

k; Apk); (pk; r

k) = k(pk; A
Hpk):


























COCG法は，複素対称行列 A = AT 6= AHに対する線形方程式 Ax = bを解く数値解法で
ある．COCG法も BiCG法と同様に式 (3.5)に示す双直交条件を用いて，近似解 xk および残







set r0 such that (r0; r0) 6= 0
p0  r0; p0  r0; k  0




xk+1  kpk + xk




pk+1  kpk + rk+1; pk+1  kpk + rk+1
k  k + 1
end while
下の式で表せる．
rk+1 = rk   kApk; rk+1 = rk   kAHpk;








ここで，r0 = r0としたとき，p0 = r0となることから，以下の式が成り立つ．
pk+1 = pk+1 = k pk + rk+1:
また，A = AT 6= AHであることから，AH = Aとなるため，以下の式が成り立つ．
rk+1 = rk+1 = rk   k Apk:



















p0  r0; k  0




xk+1  kpk + xk




pk+1  kpk + rk+1




節では任意のシフト値 j 2 C; (j = 1; 2; : : :)を含むシフト行列A+ jI によるシフト線形方
程式





られる k反復目の近似解 x(j)k は以下の式を満たすように決定する．
x
(j)
k 2 x(j)0 +Kk(A+ jI; r(j)0 ):




Kk(A+ jI; r(j)0 )  span(r(j)0 ; (A+ jI)r(j)0 ; (A+ jI)2r(j)0 ; : : : ; (A+ jI)k 1r(j)0 ):
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以上の条件により，j によるシフト線形方程式の k反復目の近似解 x(j)k および k反復目の残
















0 2 Kk+1(A+ jI; r(j)0 ):
ここで，S(j)k 1(A+ jI)は k   1次の多項式であり，C(j)k (A+ jI)は式 (3.15)で表される
k次の残差多項式である．
I   C(j)k (A+ jI) = (A+ jI)S(j)k 1(A+ jI): (3.15)
このとき，Krylov部分空間および残差多項式について定理 3.1が成り立つ．
定理 3.1 (Krylov部分空間におけるシフト不変性 [30]). 任意の行列Aおよびベクトル bによって
生成されるKrylov部分空間をKk(A; r0)とし，シフト行列A+Iによって生成されるKrylov
部分空間をKk(A+ jI; r(j)0 )とする．このとき，r0 = r(j)0 であれば，2つのKrylov部分空間
は一致する．
Kk(A; r0) = Kk(A+ jI; r(j)0 ):
定理 3.1により，残差ベクトル r(j)k は r
(j)





COCG法では線形方程式Ax = bに対して，以下の直交条件を課すことで近似解 xkを一意
に定めている．
rk ? Kk( A; r0): (3.16)






k ? Kk( A+ jI; r(j)0 ):
このとき，定理 3.1により，残差ベクトル r(j)k は，r
(j)
k 2 Kk+1(A; r0)となり，Krylov部分空
間は，Kk( A; r0) = Kk( A+ jI; r(j)0 )となる．以上により，シフト線形方程式の残差ベクトル
r
(j)
k は，rkと同じ k + 1次の空間に属し，同じ k次の空間に直交するため，rkと同じ方向の
ベクトルとなる．つまり r(j)k はスカラー値 
(j)

















































k 1   (j)k (A+ jI)r(j)k : (3.19)




























k 1rk 1   (j)k (j)k (A+ jI)rk: (3.20)
















k+1rk 1   k(j)k+1Ark: (3.21)































k 1(1 + kj) + kk 1(
(j)





































計算する場合，行列・ベクトル積の計算は反復回数とシフト点数の積 (k N 回)となる．し
かし，Shifted COCG法では，式 (3.22)および式 (3.23)に示すように，kおよび rk+1の計算
結果を再利用している．そのため，Shifted COCG法の行列・ベクトル積の計算は反復回数の
み (k回)となり，計算効率を向上させることができる．












数による比較を行う．本節ではエルミート標準固有値問題 F ()x = (I  A)x = 0を対象と
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Algorithm 6 Shifted COCG法のアルゴリズム
Input: A; b; s; j ; for j = 1; 2; : : : ; N
Output: x(j)k+1; for j = 1; 2; : : : ; N
x0  0; r0  b; p0  b;  1  1;  1  0
x
(j)
0  0; (j) 1  1; (j)0  1 for j = 1; 2; : : : ; N
k  0
while max(j(j)k jkrkk2; krkk2)  kbk2 do
k  
(rk; rk)
( pk; (A+ sI)pk)
xk+1  kpk + xk









k 1(1 + kj) + kk 1(
(j)






















k+1  (j)k p(j)k + (j)k+1rk+1
x
(j)
k+1  (j)k p(j)k + x(j)k
end for




pk+1  kpk + rk+1
















` xj;`; (zjI  A)xj;` = v`: (3.24)
ここで，線形方程式 (zjI  A)xj;` = v`の計算にKrylov部分空間反復法を用いる．このとき，






ここで S(j;`)k (zjI   A)は k次の多項式であり，初期解 x(0)j;` = 0とする．これにより， ~mRは
以下の式で表すことができる．






















k (zjI  A)v`: (3.25)
式 (3.25)に対して，3.3節で述べた Shifted Krylov部分空間反復法を用いる．Shifted Krylov部











k (zjI  A) :

















多項式型推定法によって計算した k反復目の推定値を ~m(k)P としたとき，式 (2.9)に示すよ












v`の本数の積 (k  L回)となる．
有理式型推定法は Shifted Krylov部分空間反復法を用いることで，式 (3.26)に示すように






復回数のみ (k回)となる．そのため， ~m(k)R の行列・ベクトル積の計算回数は，多項式型推定







有理式型推定法のフィルタ関数について述べる．行列 Aは固有値分解により A = UUH
と表すことができる．ここで，は固有値 1; 2; : : : ; n を対角要素とする対角行列であり，


























































` (zjI  A) 1 r(k+1)j;` :
ここで，r(k+1)j;` はKrylov部分空間反復法によって得られる (k+1)反復目の残差ベクトルであ













ここで，r(k+1)` は任意の  2 Cによる線形方程式 (I  A)x = v`の k + 1反復目の残差ベク





















k+1 (i) kr(k+1)` k 12 C(`)k+1 (   i)
vT` ui2 ;



















本節では，エルミート標準固有値問題 F ()x = (I  A)x = 0に対して，多項式型推定法
および有理式型推定法をもちいて固有値数を推定し，その性能を比較する．有理式型推定法
では線形方程式の求解に Shifted COCG法を用いた．数値実験は，
CPU: MacBook Air 1.3GHz Intel Core i5，
Memory: 8GB，







パターン 1: aii = ci，パターン 2: aii = sign(ci)  c2i，パターン 3: aii = sign(ci) 
pjcij
とした．ここで，ci は区間 [ 1; 1]内で線形に等間隔な値 ci =  1 + 2  (i   1)=999であり，
sign()符号関数である．
固有値数を推定する区間 [a; b]は [ 0:035; 0:035]とした．各行列における，区間内部の実際
の固有値数はそれぞれ，
パターン 1: 34，パターン 2: 186，パターン 3: 2
である．確率的固有値分布推定法のパラメータについて，v`の本数はL = 30とし，多項式の
次数は k = 200とした．有理式型推定法では，閉曲線の中心 を (a+b)=2，半径 を (a b)=2
とした．これにより多項式型推定法と有理式型推定法は同じ区間の固有値数を推定する．
有理式型推定法について，積分点数はN = 16とし，Shifted COCG法のシードシフト値は
 = 2 > max (i)とした．





タ関数を示している．図 3.1，図 3.2，図 3.3から，フィルタ関数 Pk()および Pk()(Jackson)
34
第 3章有理式型推定法における Krylov部分空間反復法を利用した多項式表現

































図 3.1: パターン 1行列における 200次のフィルタ関数

































図 3.2: パターン 2行列における 200次のフィルタ関数
















































数によってどのように変化するのかを調べる．対象とする行列は ELSES matrix library[31, 32]
のVCNT4000を用いた．VCNT4000はガーボンナノチューブの振動計算から現れる，実対称
4000次元の行列である．本実験ではMATLABの関数である eigで求めた固有値を実際の固
有値とした．固有値数を推定する区間 [a; b]は 3つの区間を用いた．各区間はそれぞれ，
パターン 1: [0:1; 0:15]，パターン 2: [ 0:125; 0:075]，パターン 3: [0:33; 0:38]
とし，全ての区間の区間幅は同じものとした．各区間での実際の固有値数は，
パターン 1: 32，パターン 2: 4，パターン 3: 0
である．確率的固有値分布推定法のパラメータについて，v`の本数は L = 30とし，多項式
の次数は k = 10; 20; 50; 100; 150; 200と変化させた．有理式型推定法では，閉曲線の中心 を
(a+ b)=2，半径 を (a  b)=2とした．これにより多項式型推定法と有理式型推定法は同じ区
間の固有値数を推定する．有理式型推定法について，積分点数はN = 16とし，Shifted COCG
法のシードシフト値は  = 2 > max (i)とした．











表 3.1: 区間 [0:1; 0:15]における推定値の変化
k 多項式型推定法 多項式型推定法+Jackson係数 有理式型推定法
10 134.83 110.55 279.15
20 72.75 118.51 159.12
50 24.30 88.22 33.80
100 34.18 52.55 36.75
150 32.45 42.54 31.13
200 31.52 38.62 31.19
実際の値 32 32 32
表 3.2: 区間 [ 0:125; 0:075]における推定値の変化
k 多項式型推定法 多項式型推定法+Jackson係数 有理式型推定法
10 86.22 115.63 223.48
20 22.80 101.49 89.00
50 2.52 49.83 7.07
100 1.39 18.71 4.24
150 3.22 9.57 3.98
200 4.49 6.38 3.96
実際の値 4 4 4
表 3.3: 区間 [0:33; 0:38]における推定値の変化
k 多項式型推定法 多項式型推定法+Jackson係数 有理式型推定法
10 96.86 154.60 0.00
20 8.50 122.17 0.00
50 6.01 41.10 0.01
100 3.93 11.05 0.02
150 0.86 3.86 0.02
200 0.33 1.43 0.02
実際の値 0 0 0
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図 3.4: 区間 [0:1; 0:15]における 150次のフィルタ関数

































図 3.5: 区間 [ 0:125; 0:075]における 150次のフィルタ関数


















































































F ()x = 0; (x 2 Cnnf0g; z 2 C; F () : C! Cnn)
について，F (z)を解析的行列値関数とする．ここで解析的行列値関数とは複素平面上の領域





















定理 4.1 (拡張された Smithの標準形 [34, 35]). 解析的行列関数 F (z) : C! Cnnは，次のよ
うに表される．
F (z) = U (z)D (z)V (z) :
ここで行列U(z) : C! Cnnおよび V (z) : C! Cnnは正則であり，行列式が非零の定数と
なる．またD(z)は dj(z) : C! C; (j = 1; 2; : : : ; n  1)を対角要素とする対角行列で表され
る．dj は領域 






























ここで，補題 4.2および補題 4.3から定理 4.4が成り立つ．
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(z   i)ji ;






















































































 1 F 0 (zj)














































































 1 F 0 (zj)v`
!
: (4.9)
式 (4.9)は F 0 (zj)v`を右辺ベクトルとした線形方程式
F (zj)xj;` = F






























Input: F (z); N; L; ; 
Output: ~mR
set v` of which the elements take 1 or  1 with equal probability for ` = 1; 2; : : : ; L
~mR  0
for j = 0 to N   1 do
zj   + e
2i(j+1=2)
N
wj  N e
2i(j+1=2)
N
for ` = 1 to L do
solve F (zj)xj;` = F 0(zj)v` for xj;`
~mR  ~mR + wj(vT` xj;`)=L
end for
end for
題 [2]である．Accelerator Designs（以下 SLAC）は高エネルギー加速器の設計から発生する，
要素に平方根を含む固有値問題 [33]である．数値実験は，
CPU: MacBook Air 1.3GHz Intel Core i5，
Memory: 8GB，
OS: Mac OS ver.10.9.5，
上で行い，MATLAB8.5.0を用いた．線形方程式の数値計算はMATLABの関数であるmldivide
を用いた．サンプルベクトル v`はMATLABのコマンドである randを用いており，そのシー












Delay-Differential Equation (DDE) I  A0  A1e  3600
Accelerator Designs (SLAC) A0   A1 + i
p
  2A2 5384





のように変化するのかを調べる．対象とする行列の積分路  の中心 ，半径 を表 4.2に示す．







表 4.2: 数値実験 4-1で用いる閉曲線  のパラメータ
 
Butterfly 1 + 0:7i 0:5
QD 1 0:06
DDE  4:3 + 6:3i 0:2
SLAC 360000 25000
表 4.3: 数値実験 4-1の実験結果 m^R
N Butterfly QD DDE SLAC
4 26.65 35.54 22.77 10.48
6 27.27 33.10 23.30 10.35
8 27.10 32.23 23.55 10.97
16 28.50 31.12 23.69 9.89
32 27.30 30.81 24.97 9.98
64 28.19 31.08 23.75 10.00
実際の値 28 31 24 10
4.3.2 数値実験 4-2












 1 F 0 (zj)v`

:
を Lを 1から 100まで計算し，Lの値ごとにランダムシーケンス同士の平均と標準偏差を計
算し，その値の変化を調べる．各行列値関数 F (zj)に対する zj の値は表 4.4に示す．
実験結果を図 4.1，図 4.2，図 4.3，図 4.4に示す．横軸はベクトル v`の数Lの値を示し，縦









表 4.4: 数値実験 4-2の zj の値
Butterfly QD DDE SLAC




値を用いる．積分点数N = 8とし，ベクトル v`の数 Lを 10から 1000まで変化させて，式
(4.9)の ~mRを計算し，その値がどのように変化するかを調べる．









































図 4.1: 数値実験 4-2の実験結果 (Butterfly)


































図 4.2: 数値実験 4-2の実験結果 (QD)
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図 4.3: 数値実験 4-2の実験結果 (DDE)





































表 4.5: 数値実験 4-3の実験結果 ~mR
L Butterfly QD DDE SLAC
10 27.48 38.89 36.64 11.63
20 23.49 35.86 26.94 10.18
30 24.06 35.44 19.08 10.38
40 25.70 34.92 17.90 9.41
50 27.44 33.63 19.10 8.89
100 28.19 33.14 22.06 9.64
500 28.42 32.92 22.76 10.71
1000 27.46 33.15 23.65 10.50

















N L K (a0; b0) (a1; b1)
Butterfly 8 30 30 ( 3:2; 0:5) (3:2; 0:5)
QD 8 30 30 (0; 0) (2; 0)
DDE 8 30 30 ( 10; 0) (5; 0)








図 4.5: 数値実験 4-4の閉曲線の配置


























図 4.6: 数値実験 4-4の実験結果（Butterfly）
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図 4.7: 数値実験 4-4の実験結果（QD）


























図 4.8: 数値実験 4-4の実験結果（DDE）
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列のトレースの確率的推定によって近似される値は，ランダムベクトル v`の本数が L = 30
以上であれば，どのようなランダム値であっても，互いに近い値となることを示した．さら











F ()x = (B  A)x = 0; (A;B 2 Cnn;x 2 Cn; z 2 C)
および非線形固有値問題






















値数を推定している．フィルタ関数は積分点 zj ; j = 0; 1; : : : ; N   1および積分点に対応する
重みwj j = 0; 1; : : : ; N   1によって作成されており，これらの値を変化することで減衰する
固有値が変わる．文献 [40, 41, 42]では，実軸上に配置した Chebyshev点によってある実数区
間近傍の固有値を透過させるフィルタ関数を作成している．
線分 [ 1; 1]に対して，その線分近傍の固有値を透過するフィルタ関数を考える．このとき
zj ; wj を以下のように設定することで，線分 [ 1; 1]外部では 0に減衰するフィルタ関数が作














1; (j = 0)
x; (j = 1)
2xTj 1(x)  Tj 2(x); (j  2)
:
以上の zj ; wj を用いて線分近傍に対するフィルタ関数 f (S)(i)を計算することにより，フィ
ルタ関数は f (S)(i) = 1=TN (i)で表される．多項式型推定法によるフィルタ関数 Pk(i)に
おいても，線分近傍に対するフィルタ関数 f (S)(i)と同様に，第 1種 Chebyshev多項式を用
いているが，f (S)(i)は，第 1種 Chebyshev多項式の逆数を用いているため，Pk()とは異な
るフィルタ関数となる．
図 5.1，図 5.2に線分近傍に対するフィルタ関数 f (S)(i)を示す．式 (5.1)を用いて，f (S)(i)
を計算した．積分点数N = 8とした．図 5.1について，横軸は実数軸，縦軸はフィルタ関数




数 f (S)(i)の値をメッシュで示す．図 5.1，図 5.2から線分近傍に対するフィルタ関数 f (S)(i)
が，線分 [ 1; 1]外部では 0に減衰することがわかる．また，図 2.7に示す，多項式型推定法
によるフィルタ関数 Pk(i)とは異なるフィルタ関数となることがわかる．
Real































図 5.3に示すように，複素平面上の中心 ，半径 によって作成される円に対して，開始角
度 aおよび終了角度 bによって作成される円弧線を Lとする．
L : z =  + ei; a    b: (5.2)






































図 5.2: 複素平面上での線分 [ 1; 1]に対するフィルタ関数 (N = 8)




zj =  + e




j = a + (b   a)j + 1
2







jおよびwjは式 (5.1)の zjおよびwjと同じものを用いる．式 (5.3)により，実数区間 [ 1; 1]
上の積分点が円弧線 L上にマッピングされる．図 5.3に積分点の配置を示す．5.2節で示した
ように，実数区間に対するフィルタ関数は線分 [ 1; 1]外部では 0に減衰するフィルタ関数が
作成される．式 (5.3)では，実数区間 [ 1; 1]上の積分点を円弧線 L上にマッピングしている
ため，円弧線のフィルタ関数 fL(i)も円弧線から離れるにつれて 0に減衰するフィルタ関数
が作成されると考えられる．以上の積分点 zj および積分点に対応する重み wj を用いて，式
(2.3)を計算することにより，円弧線近傍の固有値数を推定することができる．また，4章で
示したように，非線形固有値問題に対する，有理式型推定法においても，積分点 zj および積
分点に対応する重み wj を用いて円領域内部の固有値数を推定している．そのため，式 (5.3)












CPU: MacBook Air 1.3GHz Intel Core i5，
Memory: 8GB，
OS: Mac OS ver.10.9.5，








よってどのように変化するのかを調べる．円弧線Lのパラメータについて  = 0;  = 1; a =





































図 5.4: 複素平面上での円弧近傍に対する有理式型推定法のフィルタ関数 (N = 4)














































































































fL(6i); N = 4
fL(6i); N = 8






複素平面上の中心 0，半径 1の円周上に等間隔に置いた 64点と，複素平面上の中心 0，半径
0.8の円内の乱数 936点を要素に持つ対角行列である．OLM5000はMatrix market[43]の行列
“OLM5000”である．図 5.8，図 5.9に各行列の固有値分布を示す．
表 5.1: 数値実験 5-2で対象とする固有値問題
行列タイプ 固有値問題 n
Sample 複素対称 標準固有値問題 1000
OLM5000 実非対称 標準固有値問題 5000
本項では，積分点数N = 4; 8; 16; 32; 64と変化させて，式 (5.3)の zj ; wj を用いて式 (2.3)
を計算して，その推定値の変化を調べる．表 5.1に実験で用いた領域のパラメータを示す．そ



















図 5.8: 行列 Sampleの固有値分布
Real












図 5.9: 行列 OLM5000の固有値分布
表 5.2: 数値実験 5-2のパラメータ
次元数 (; ; [a; b])
Sample 1000 (0; 1; [0; ])
OLM5000 5000 ( 5; 6:6; [0; ])
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近づいていくことがわかる．特に行列 SampleではN = 16以上で推定値に近い値が得られて



















F ()x = (B  A)x = 0; (A;B 2 Cnn;x 2 Cn; z 2 C)
および非線形固有値問題









































































 1 F 0 (zjk)

























Algorithm 8 および Algorithm 9 に完全型メッシュアルゴリズムのマスターとワーカのア
ルゴリズムを示す．Algorithm 8について， ~m(k)R は，k番目の閉曲線における推定値である．





Input: F (z); (a0; b0); (a1; b1); Nall
Output: ~m(k)R ; k = 1; 2; : : :
1: Compute integral points zp; p = 1; 2; : : : ; Nall
2: Add Nall tasks to TaskSet
3: Send tasks to all workers
4: while there exist ~m(k)R which have not been computed do
5: Receive ~tjk from a worker
6: if Converge all integral points in  k then
7: Compute ~m(k)R by Eq.(6.2)
8: end if
9: if TaskSet is not empty then
10: Send a task to free worker
11: end if
12: end while









1: Receive task from master
2: while have not received END do





jk ; ` = 1; 2; : : : ; L
4: Compute ~tjk by Eq.(6.1)
5: Send ~tjk to master























Algorithm 10および Algorithm 11に適応型メッシュアルゴリズムを示す．
Algorithm 10適応型メッシュアルゴリズム（マスター）
Input: F (z); (a0; b0); (a1; b1); Nall; Npart;m0
Output: ~m(k)R ; k = 1; 2; : : :
1: Compute integral points zp; p = 1; : : : ; Nall
2: Add Npart initial tasks to TaskSet
3: Send tasks for all workers
4: while there exist ~m(k)R which have not been computed do
5: Receive ~tjk from a worker
6: if Converge all integral points in  k then
7: Compute ~m(k)R by Eq.(6.2)
8: end if
9: if ~m(k)R > m
0 then
10: Add new tasks to TaskSet
11: end if
12: if TaskSet is not empty then







1: Receive task from master
2: while have not received END do





jk , ` = 1; 2; : : : ; L
4: Compute ~tjk by Eq.(6.1)
5: Send ~tjk to master




































8<: 1; k = 00; k = 1; : : : ; N   1 ; (6.3)
を解くことで求められる [44, 45, 46]．























Input: F (z); (a0; b0); (a1; b1); Nall; Npart;m0
Output: ~m(k)R ; k = 1; 2; : : :
1: Compute integral points zp; p = 1; : : : ; Nall
2: Add Npart initial tasks to TaskSet
3: Send tasks to all workers
4: while there exist ~m(k)R which have not been computed do
5: Receive result
6: if Converge integral points in  k  3 then
7: if 1 point NotConverge and TaskSet is empty then
8: Compute wj by Eq.(6.3)
9: end if
10: Compute ~m(k)R by Eq.(6.2)
11: if ~m(k)R > m
0 then
12: Add new tasks to TaskSet
13: end if
14: end if
15: if result is NotConverge then
16: Send CONTINUE
17: else if TaskSet is not empty then





1: Receive task from master
2: while have not received END do





jk , ` = 1; 2; : : : ; L
4: if equation solver converge then





10: Send result to master






CPU: AMD Opteron(tm) Processor 6180 SE(2.5GHz) 12-Core  4，Memory: DDR3 SDRAM
8GB  32 (Total 256 GB)，OS: Cent OS 5.4上で行い，C言語とMPI，ソフトウェア・ライブ
ラリ PETSc[47, 48]を用いて実装した．対象とする行列は表 6.1に示す．QDSub2は QDの 2
次の項までを用いた問題であり，QDSub4は 4次の項までを用いた問題である．ベクトル v`























クNpartは，QDSub2では指定領域を実軸 3分割，虚軸 2分割したときの積分点 12点を与え，
Butterflyでは指定領域の端点 4つを与える．

















表 6.2: 数値実験 6-1の各メッシュの積分点数（QDSub2）
Nall 完全型メッシュ 適応型メッシュ 適応型/完全型
35 35 35 1.00
117 117 79 0.67
425 425 167 0.39
1617 1617 315 0.19
6305 6305 560 0.09
24897 24897 859 0.03
表 6.3: 数値実験 6-1の各メッシュの積分点数（Butterfly）
Nall 完全型メッシュ 適応型メッシュ 適応型/完全型
25 25 25 1.00
81 81 81 1.00
289 289 217 0.75
1089 1089 505 0.46
4225 4225 1081 0.26





































































m˜ = 7 m˜ = 0
m˜ = 5 m˜ = 1
図 6.5: 適応型メッシュ例（Npart=9，m0=2）











図 6.6: 数値実験 6-1の実験結果（QDSub2）
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図 6.7: 数値実験 6-1の実験結果（Butterfly）
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