We investigate the problem of best approximations by exponential type entire vectors of a closed unbounded linear operator in the Banach space. Applying the abstract Besov-Lorentz-type spaces and the Bernstein-Jackson-type inequalities, a behavior of such approximations is described.
Introduction and preliminaries
The problem of best approximations by different classes of smooth vectors of a closed unbounded operator in the Banach space has been studied in [4, 6] . The subspaces of exponential type entire vectors have appeared in [5] .
Our goal is to investigate a best approximation problem by subspaces of exponential type entire vectors of an arbitrary unbounded closed linear operator in a Banach space. Thus, this work can be seen as a continuation of [2, 3] .
We define the new classes of Lorentz-type spaces of exponential type vectors (Section 2). Moreover, we define an interpolating scale of special BesovLorentz-type spaces, defined by approximation E-functionals (Section 3). In Theorem 4.1 we establish an analogue of the Bernstein-Jackson inequalities which sharply characterizes a behavior of best approximations by exponential type entire vectors.
In a Banach complex space (X, · ) we consider a closed unbounded linear operator with the norm dense domain C 1 (A),
We assume that 0 ∈ ρ(A), where ρ(A) is the resolvent set of A. Denote by C m := C m (A) (m ∈ N) the domain of A m with the norm
We put C 0 = X for the unit operator A 0 . Let (X, | · | X ) and (Y, | · | Y ) are the quasi-normed complex spaces. Using the real method of interpolation (K-functional) for the pair positive numbers
where K(τ, a; X, Y ) = inf 
< ∞ for any 1 ≤ p ≤ ∞ and 1 < q < ∞, where
The sequence {a * k } ∞ k=0 consists of elements a k which are numbered in according to decrease of norms a *
2 Lorentz-type spaces of exponential type vectors Let 0 < t < ∞ and 1 ≤ p, q ≤ ∞. Consider the mapping
For the indices t, q, p and m ∈ N 0 we define the spaces
We can call the space E t q,p (C m ) endowed with the norm x E t,m q,p a Lorentz-type space of exponential type entire vectors of A.
with equivalent norms.
Proof. (i) We use reasoning with [7, Theorem 1.18
For 1/p + 1/p = 1 and 0 < ε < ϑ we obtain
From (2) and (3) it follows that we have (1) for 1 ≤ p < ∞. The case p = ∞ is a consequence of norm equivalence
From (1), (4) and the well-known interpolation properties (see [ 
it follows that if {ξ n } n∈N is a Cauchy sequence in the space E t p (C m ) then {ξ n } n∈N and (A/t) k ξ n n∈N are Cauchy sequences in C m for all k ∈ N 0 . The completeness of C m implies that there exist ξ, η ∈ C m such that ξ n → ξ and (A/t)
is a consequence of (1) and [1, Theorem 3.4.2(a)].
On the subspace E q,p (C m ) = t>0 E t q,p (C m ) we define the function for all x, y ∈ E q,p (C m ).
Proof. Let r(x) = inf{t > 0 : x ∈ E with r = max{r(x), r(y)} hold. It follows that r(x+y) ≤ r+ε ≤ r(x)+r(y)+ε. Since ε is arbitrary, r(x + y) ≤ r(x) + r(y) for all x, y ∈ E q,p (C m ). Evidently,
is a quasi-norm.
3 Besov-Lorentz-type scales of approximation spaces
Given a pair of numbers {0 < α < ∞, 0 < τ ≤ ∞} or {0 ≤ α < ∞, τ = ∞} we consider the scale of spaces
We can call the space B 
with equivalent quasi-norms. As a consequence, the space B α q,p,τ (C m ) is complete.
Proof. The equality (6) is a consequence of [1, Theorem 7.1.7] . Now we are going to check the completeness of B α q,p,τ (C m ). We equip the space
Hence, the space C m with the norm · E m q,p +C m is complete. Therefore, every se-
is complete as well.
If 0 < τ ≤ ρ < ∞ then the following continuous embedding holds:
Proof. Applying [1, Theorem 3.11.5] for the indices ϑ = (1 − η)ϑ 0 + ηϑ 1 with ϑ i = 1/(α i + 1) (i = 0, 1), ϑ = 1/(α + 1), τ = gϑ and 0 < η < 1, we obtain B
Applying [1, Theorem 3.11.6], we obtain
with ρ = ηϑ 1 /ϑ. The equalities (9) and (10) for α = (1 − ρ)α 0 + ρα 1 yield (7) with ρ = ϑ.
Using (7), we at once obtain (8).
Best Approximations
Consider a best approximation problem of a given element in C m by elements of a subspace E 
Theorem 4.1 There are constants c 1 and c 2 such that the following inequalities hold:
Proof. Using (6) and [1, Theorem 3.11 .2], we have
By [1, Theorem 3.11.4(b)] for some constant c(ϑ, g) we obtain
This inequality and the isomorphism (6) imply that there is a constant c 1 (α, τ ) such that the inequality (11) is true. By [1, Theorem 3.11.4(a)] for some constant c(ϑ, g) we have
Using (6), we have the inequality
with a constant c 0 (α, τ ).
By [1, Lemma 7.1.2] for every t > 0 there exists s > 0 such that in (14) and using (15), we obtain the required inequality (12).
