Abstract. We describe all zero-diminishing sequences (over the real-valued polynomials on R) which additionally satisfy a Carleman condition and show that they are of the same kind as those in E. Laguerre's theorem from 1884.
Introduction and main results
Denote by P the set of all real algebraic polynomials. A sequence of real numbers γ : = {γ n } n≥0 is called a zero-diminishing sequence if for any polynomial p(x) = p 0 + p 1 compare [18, p. 8] In 1996, A. Bakan, T. Craven, G. Csordas and A. Golub [3] took up this problem and proved in [3, Lem. 3] that if one (and therefore all) of the real sequences γ, −γ, γ * , −γ * belongs to ZD, then (exactly) one of them has only positive entries (like the ones of Laguerre type). Therefore it will be sufficient to study positive zero-diminishing sequences. The set of those sequences will be denoted by ZD + . With every γ ∈ ZD + we associate the formal power series
It was proved in [5, Lem. 1] that for every γ ∈ ZD + there exists a non-negative Borel measure µ γ on R + : = [0, +∞) with all moments finite such that
Representation (1.3) and the Cauchy-Schwarz inequality allow us to estimate the second-order Hankel determinants (see [28, Th. 1.2] ) of the shifted zero-diminishing sequence {γ n+m } n≥0 with m ≥ 0 2 to get the inverse Turan inequalities for γ ∈ ZD + (see [13] ):
This implies, in particular, that
see [26, 3.37] . Theorem A below solves completely the cases in (1.5) with Q(γ) := lim n→∞ γ n −1/n > 0, i.e. if Γ γ (z) has a positive radius of convergence. 1996) . For any sequence γ of positive real numbers with Q := Q(γ) > 0 the following statements are equivalent:
Here
In particular Theorem A implies:
1 It was shown in [5] and [15] that the solution proposed in [14] is incorrect. 
The goal of the present paper is to extend the method used in [3] to include measures µ γ in (1.3) having unbounded support, namely to certain cases with Q(γ) = 0 or, equivalently, to cases where Γ γ has no positive radius of convergence.
We will see that Karlin's problem can partially be reduced to Schoenberg's theorem about Pólya Frequency densities (PF-densities) (see [17, Ch. IV], [6] ). Our main result is the following theorem.
Theorem 1. Let γ ∈ ZD
+ be such that for any finite system of numbers
should be the unique solution of the Stieltjes moment problem:
It is worth mentioning that Theorem 1 applies to each γ ∈ ZD + satisfying the assumption of Theorem A; i.e. suppµ γ is bounded, because the moment problem on any bounded interval is indeed determinate (see, for example, [23] ).
Two less general but probably more easily verified sufficient conditions for γ ∈ ZD + to fulfill the assumptions of Theorem 1 are in the following corollary.
Corollary 1. Let γ ∈ ZD + satisfy one of the following properties:
A. There exists a > 0 such that the sequence
corresponds to a determinate Stieltjes moment problem.
B. The Carleman condition (see [11, 12] ) holds:
Then there exists Φ ∈ LP
It is easy to see that any γ ∈ ZD + with Q(γ) > 0 satisfies both conditions, A and B, of Corollary 1.
Before we turn to the proofs of our results we should like to make the following general remarks on zero-diminishing sequences:
1) In 1951, Schoenberg [27] proved that for every γ ∈ ZD + of Laguerre type,
2) In 1993, the following related problem was solved in [5] : to characterize all real sequences γ for which
The paper [3] started out from this work.
3) Note that for γ ∈ ZD + the reciprocal sequence τ : = {τ n } n≥0 , with τ n : = 1/γ n , n ≥ 0, has an inverse property:
4) In 1914, Pólya and Schur [24] solved a problem related to (1.8): they characterized all sequences τ of real numbers so that the transformation T τ maps real polynomials with only real zeros to polynomials of the same type.
5) Other questions related to Karlin's problem have been discussed in A. Iserles, S.P. Norsett and E.B. Saff [19] , T. Craven and G. Csordas [16] and Bakan, Craven and Csordas [4] .
Homogeneously determinate measures on the positive half-line
In the sequel, we write M * (R + ) and M * (R) for the sets of all non-negative Borel measures on R with all moments finite and with non-empty supp µ contained in R + or R, respectively. We say that µ ∈ M * (R) is determinate in the sense of Hamburger (in short: µ ∈ det H ) if µ is the only measure in M * (R) with the same moments as µ, and we say that µ is indeterminate in the sense of Hamburger (in short: µ ∈ indet H ) if there exist different measures in M * (R) with the same moments as µ. Replacing in the above sentence M * (R) by M * (R + ) we get a definition of the sets det S and indet S of measures which are called determinate and indeterminate in the sense of Stieltjes, correspondingly.
The index of determinacy of µ ∈ det H is defined as
Note that ind(µ) coincides with the index ind i µ introduced in [8, p. 2795] .
Let
where B(R) are the Borel sets in R. The measures in
are related to the assumptions in Theorem 1 and are called homogeneously deter-
Proof. First recall M. Riesz's theorem [25] , which implies that P is dense in
, then µ is called a Nevanlinna extremal measure (N -extremal in short). All N -extremal measures are discrete and satisfy: 
Look at the measure
According to Lemma D in [8] the measure 
Lemma 2.2. Let µ, ν ∈ M * (R + ) and assume that for arbitrary θ ∈ (0, 1] there exists a finite positive constant C θ such that ν(A/θ) ≤ C θ · ν(A) holds for any A ∈ B(R) (in short:
Proof. Lemma 2.2 and Remark 2.3 in [9, pp. 246, 247] state that for any ρ, ω ∈ M * (R + ), with ω not a positive multiple of δ 0 , one has
For a > 0 use ρ = µ (δ a ν), ω = δ 1/a in (2.6) and apply the relation δ a δ b = δ a·b , a, b > 0, to obtain ρ ω = µ ν and
Moreover, our assumption concerning ν applied to A = B/b and θ = a/b ∈ (0, 1] gives
It now follows from (2.8) and (2.5) that for arbitrary β ∈ π ∞ we have
and therefore, by (2.4) and (2.5), (
Our conditions imposed on ν do not allow it to be a Dirac measure. Thus (2.6) yields Γ β µ ∈ det S for every β ∈ π ∞ , which is our claim.
Let P(R + ) be the class of all continuous and non-negative functions g on ( 0, +∞) which, at infinity, do not grow faster than some monomial x q , q ≥ 0, and have at most finitely many positive zeros. Let (2.9)
where 0 k=1 : = 1. The following is an immediate consequence of Lemma 2.1. (x/λ) ). Then for any finite system 0 < y 1 < y 2 < ... < y n < ∞, there exists a polynomial sequence
) for arbitrary r, λ > 0, so that, according to Lemma 2.1, there exists a polynomial sequence
This implies (2.10).
Auxiliary lemmas
Let ZD + ∞ be the subset of γ ∈ ZD + with Q(γ) = 0. We need to prove Theorem 1 only for γ ∈ ZD + ∞ with µ γ ∈ det h S (see (1.3) ). For such γ the transformation T γ can be written as
We can extend the domain of definition of T γ to 
with sup ∅ : = 0 and S + (g) := S (0,+∞) (g). Observe that the definition of P(R + ) implies that the number of sign changes on (0, +∞) of a function of the form (2.9) is exactly m. An obvious application of Lemma 2.3 then gives
Proof. Assume there exists f ∈ γ satisfying r :
) we can assume that f in (2.9) has a form:
If we approximate f by the polynomial sequence {P j } j≥1 from Lemma 2.3, then by construction Z R (P j ) = m, j ≥ 1, and for sufficiently large j,
Proof. Assume that a : = µ γ ({0}) > 0. Then
Choose 0 < α 1 < α 2 < 1 and let p(x) = (x − α 1 )(x − α 2 ). Then the polynomial q(x) with T γ q(x) = p(x) satisfies lim x→+∞ q(x) = +∞ and therefore one can choose a finite positive number m > − min x∈R + q(x). For every ε > 0 let 
The function f ε q (t) − q(t) is uniformly bounded on 0 ≤ t ≤ ε, so that (3.4) and (3.6) imply lim ε↓0 T γ f ε q (x) = p(x) uniformly over x ≥ δ for every δ > 0. Thus, for sufficiently small ε > 0:
, a contradiction to (3.5).
Proof of Theorem 1
We first study the shifted sequence ω : = {γ 1 , γ 2 , ..., γ n , ...}, which also belongs to ZD + ∞ (see remark made before (1.4)) and corresponds to the measure µ ω given by dµ ω = x · dµ γ (x). Since the product of a finite number of functions in belongs to and log x − log a = (x − a) · log x−log a x−a ∈ for x, a > 0, we have
In (3.2) we set x = e u , t = e −v , and write
where L can be looked at as the function L(x) = µ ω ([e −x , +∞)), x ∈ R. Now Lemma 3.1 and (4.1) give
Recalling the proof of [17, Th. 
dL(t).
Indeed, the two-sided Laplace transform of α(x),
is analytic in the domain Re s > −1 and (4.3) gives 
which shows that the measure τ a satisfies the condition of Lemma 2.2. Therefore (5.1) and Lemma 2.2 imply µ γ ∈ det h S .
Proof for condition B.
Since lim n→∞ γ n = ∞ for every γ ∈ ZD + ∞ the assumption implies n≥1 ( γ n /(n + a) ) −1/(2n) = ∞, a > 0 , so that Carleman's theorem [28, Th. 1.11] gives {γ n /(n + a)} n≥0 ∈ det S, a > 0. Condition A in Corollary 1 is therefore fulfilled, and this completes the proof of part B.
