The emergence of academic search engines (Google Scholar and Microsoft Academic Search essentially) has revived and increased the interest in the size of the academic web, since their aspiration is to index the entirety of current academic knowledge. The search engine functionality and human search patterns lead us to believe, sometimes, that what you see in the search engine's results page is all that really exists. And, even when this is not true, we wonder which information is missing and why. The main objective of this working paper is to calculate the size of Google Scholar at present (May 2014). To do this, we present, apply and discuss up to 4 empirical methods: Khabsa & Giles's method, an estimate based on empirical data, and estimates based on direct queries and absurd queries. The results, despite providing disparate values, place the estimated size of Google Scholar in about 160 million documents. However, the fact that all methods show great inconsistencies, limitations and uncertainties, makes us wonder why Google does not simply provide this information to the scientific community if the company really knows this figure. 
INTRODUCTION
The calculation of the size of the Web in general (Lawrence & Giles, 1998; 1999; Dobra & Fienberg, 2004, among others) and the academic web in particular (Khabsa & Giles, 2014) has generated a debate in the scientific arena over the last two decades at different levels, among which we can highlight the following: a) from an information perspective (the extent to which all the knowledge produced is actually indexed, searchable, retrievable and accessible from a catalogue, index or database); b) from a methodological level (how to calculate it as accurately as possible); and c) from a socioeconomic perspective (how the composition and evolution of these contents affect their consumption in different countries according to different social, economic and political issues).
The emergence of academic search engines (Ortega, 2014) , Google Scholar and Microsoft Academic Search essentially, has revived and increased the interest in the size of the academic web, changing the focus of the question: their aspiration to index the entirety of current academic knowledge leads us to believe, sometimes, that what you see in the search engine result page is all that really exists. And, even when this is not true, we wonder which information is missing.
In traditional bibliographic databases (WoS, Scopus), finding out the size (measured by the number of records at a given time) is a fairly trivial matter (it's only necessary to perform a query in the search interface), because the entire universe is catalogued and under control (always accounting for a low error rate due to a lack of absolute normalization in the catalogue). Moreover, the evolution of these databases is cumulative: the number of records always grows and never decreases, except for the exceptional elimination of records due to technical or legal issues. However, in the case of academic search engines, these assertions not always apply, making both the calculation of their size, and tracking the evolution of their data, extremely complicated tasks.
Despite the high dynamism of the Web (contents are continually added, changed and/or deleted worldwide) and the inherent technical difficulties to catalogue and update such a vast and diverse universe (Koehler, 2004) , the main problem is the opaque information policies followed by those responsible for such databases, particularly Google Scholar (GS). Its policies differ from those of other discovery services like Microsoft Academic Search (MAS) or Web of Science (WoS), where just running a query that aims to get the number of documents indexed in a specific date will get you the answer instantly.
The recent work of Khabsa and Giles (2014) has estimated the number of circulating documents written in English in the academic Web on 114 million (and also that of those, GS has around 99.8 million), employing a procedure based on the use of the Lincolm-Petersen (capture-recapture) method, from the citations to a sample of articles written in English, included both in GS and MAS. However, this procedure (discussed in greater detail in the methods and results sections) leads us to formulate a number of questions, namely: is it possible to calculate the size of the academic web in general (and Google Scholar in particular)? And, does Google Scholar really cover 87% of the global academic Web?
OBJECTIVES
The main objective of this working paper is to calculate the size of Google Scholar at present (May 2014) . To do this, the specific objectives are the following:
-Explain and apply various empirical methods to estimate the size of Google Scholar. -Point up the strengths and weaknesses of the different methods for estimating the size of Google Scholar.
METHODS
To estimate the size of Google Scholar we propose and test 4 different procedures, explained in further detail below:
a) Khabsa & Giles's method
This procedure is taken directly from the research carried out by Khabsa and Giles (2014) , and recently "digested" by Orduña-Malea et al (2014) . The method is as follows:
First, 150 English academic papers (journal and conference papers, dissertations and masters theses, books, technical reports and working papers) are selected from Microsoft Academic Search (MAS). These articles are randomly sampled from the most cited documents in each of the 15 fields covered by MAS (10 documents per field), considering only documents with less than 1,000 citations. These 150 articles are verified to be included in Google Scholar as well.
After this, the number of incoming citations to the 150 selected documents are obtained both from MAS (41,778 citations) and Google Scholar (86, 870) . The overlap between GS and MAS (citing documents contained in both search engines) is computed by means of the Jaccard similarity index (0.418). These data is collected in January 2013.
The number of scholarly documents available on the web is estimated then using the Lincoln-Petersen method (capture/recapture):
Where:
N (population) = size of GS + size of MAS; M (elements captured in the first sample) = size of GS; C (elements captured in the second sample) = size of MAS; R (elements recaptured in the second sample) = overlap between GS and MAS, measured as the number of citations shared).
Note that the expression on the left side of the equal symbol is the original meaning of the Lincolm-Petersen indicators, and the one on the right side is the analogy used by Khabsa and Giles. It is also noteworthy that whereas M and C correspond to the number of documents indexed on GS and MAS respectively, the overlap between them (R) is measured through the citing documents to the cited documents of the sample.
Since C is taken from the data provided by Microsoft (48,774,764 million documents, which is reduced to 47,799,627 after applying a correction factor for English of 0.98), and R is calculated directly by the authors, then N can be directly isolated, and subsequently M (the size of Google Scholar).
b) Estimates from empirical data
The second method consists of making estimates from empirical studies that have previously worked with samples and have compared GS with other databases. From these comparisons and the differences in coverage, a correction factor could be obtained, and consequently a hypothetical projection may be proposed.
To this end, an extensive collection of empirical studies dealing with the calculation of the sizes of academic databases has been gathered in Appendix I. It shows, in table format, each collected work, the database analysed (GS, WoS, MAS, Scopus, Pubmed, etc.), the unit of analysis (citations, documents, etc.) and the sample considered.
These studies use different units of analysis (journals, articles, books, etc.) and metrics (citation count, h-index, impact factor, etc.), but for our purpose, the synthesis of the results can only be applied to samples that are comparable to each other in the following levels:
-Studies examining the same databases used as data source.
-Studies working with documents or with unique citation documents.
-Studies that make comparisons between documents written in the same language (or do not make a distinction by language).
Hence, we have categorized the data offered in Appendix I according to the unit of study: journals, books, etc.; the indicator measured: citations, documents, citations per document (Appendix II); and according to the language of the documents (Appendix III).
Finally, only those studies comparing GS and WoS have been considered, since only just two studies provided information about empirical comparisons between GS and Scopus, and the remaining databases were even less well represented.
Then, for each case study we obtained the proportion between both databases dividing the number of documents retrieved for GS by the number of documents gathered for WoS. Finally, the geometric mean and the median of all studies are carried out to get a crude, but indicative, correction factor.
This same procedure has also been applied to the comparison of unique citing documents as unit of analysis (citing documents indexed in GS and nonindexed in WoS, and vice versa).
c) Direct query
The third method is based on interrogating the database itself, at least to the extent that this is possible. This can be done by two procedures: a) using the custom date range for the complete period of time; b) using the custom date range year by year and adding the results together at the end.
To this end, first we directly queried (by means of an empty query search) Google Scholar (the <google.scholar.com> version) filtering by single years 1 and gathering the estimated number of results, also called Hit Count Estimates (HCE). We have processed the data from 1700 to 2013 (data prior to 1700 are practically non-existent; namely, 49 records are found in the range 1000-1700). After this, the number of records obtained for each year are added together.
At the same time, we set the custom range from 1700 to 2013, to gather all documents in the period in the same query. This data collection process was carried out in May 2014.
The raw hit count estimates is comprised of three different types of results (some of which may be included or excluded in a query): ordinary records (documents indexed on Google Scholar, providing a link to the full text or to a paid gateway), citations (references to documents not indexed on Google Scholar), and patents (documents extracted from Google Patents).
To test the potential influence of citations and patents in the size of Google Scholar, we retrieved the following data for each year:
-All documents (records + citations + patents); -Records + citations; -Records + patents; -Only records, excluding citations and patents.
Finally, direct queries were performed on Microsoft Academic Search as well as on Web of Science Core Collection , with the aim of gathering both sectional and longitudinal data about the size of these databases at present (data were collected in May 2014) suitable to compare with those obtained previously for Google Scholar:
-Microsoft Academic Search: from <academic.research.microsoft.com>, direct query via the "year" command is performed.
-Web of Science Core Collection: the size is obtained from the basic search interface, specifying the year in the "Year published" field. Data concerning language and type of document were gathered as well.
For each database, a query per year (from 1700 to 2013) and a global query from 1700 were performed. In Figure 1 we show the interface of each of the 3 databases queried. 
d) Absurd query
The last method proposed is based on the use of some characteristics of the Boolean logic that are supported in Google Scholar's search box. In this case, the goal is to compose a query that somehow requires Google Scholar to return all its records. Although nowhere in the official documentation is it stated that such a query exists, we have run test queries using the following syntax: <common_term -site:unexistent_site>
The idea behind this is to query the occurrences of a very common term (likely to appear in almost all written records), and to filter out its appearances in a nonexistent site, which means that we are implicitly selecting every existing site in our query.
For example: <a -site:ssstfsffsdfasdfsf.com>, or <1 -site:ssstfsffsdfasdfsf.com>.
The reason for including a term before the "-site" command is that this command does not work on its own. These queries were run on Google Scholar (including and excluding citations and patents) in June 2014.
As in the case of the direct query method, the queries were performed in two different ways: a) setting the custom range from 1700 to 2013; b) running a query for each year and adding the results together.
RESULTS
Various estimates of the size of Google Scholar, as calculated from each of the 4 procedures outlined above, are offered, additionally providing a discussion about their advantages, disadvantages and shortcomings.
Khabsa & Giles's method
Khabsa and Giles (2014) estimate on 114 million the number of circulating documents written in English in the academic Web, and on 99.3 million the number of English documents in Google Scholar.
Nonetheless, these figures may be biased due to the following considerations: applying the Lincolm-Petersen method; considering GS and MAS as the whole academic web universe; collecting biased data; and considering a biased database for the estimation. Let's discuss each of these issues in greater detail.
a) Lincolm-Petersen estimate
The problem is not only related to the possible growth of the population among samples, or the condition on the equal probability of each element to be recaptured (conditions in the application of this estimate method), but also to the assumption that each sample is applied to different universes (Google Scholar and Microsoft Academic Search), when the original method consists of 2 (or more) captures in the same universe.
The authors use a complementary method obtaining similar results, and this reinforces the results. In any case, a reasonable uncertainty exists that should at least be noted.
b) Size of the Academic Web (N)
The estimate of the total size of the academic web was probably undersized: the summation of Google Scholar and Microsoft Academic Search is still far from representing the total academic web space, though it undoubtedly makes up a very high percentage.
N (i.e., the scholarly academic public web) is considered to be the summation of Google Scholar and Microsoft Academic Search. This issue keeps out other databases, such as Google Books (it is well-known that Google Scholar and Google Books databases do not entirely match), among others, although we are aware that these missing results are probably low and statistically insignificant.
Besides this, there is a more fundamental concern: the low indexation of institutional repositories on Google Scholar (Orduña-Malea and Delgado López-Cózar, in press) as well as some of GS's indexing policies (for example, files over 5MB are not indexed, a procedure which is especially critical for doctoral theses). Accessing to only the first 1,000 documents may bias the sample in an unknown way (and maybe differently for each field), although we can assume (though not demonstrate) that these records contain the more formalized, visible, and more circulating and cited documents. Moreover, this statistical error is equally distributed to the 15 samples, thus reducing its effect.
On the other hand, the sample is uniform for each field (10 articles) despite the fact that the output size of each field is quite different. This may introduce an important bias in the estimation.
d) Biased database
The data sample is taken from MAS, and this database is biased, among other reasons, due to the diversity of language and document types:
-It is oriented to collect English written literature, and specifically that produced in English-speaking countries. -It is oriented to very specific types of publication: articles and conference papers. Although it has recently incorporated monographs, they are still a genuine minority. In contrast, document types in GS are not as skewed towards journal articles and conference as they are in MAS.
This concern applies not only to MAS but also to Scopus and WoS. Since it is not possible to take data from MAS according to language and document type, let us discuss these topics considering WoS as a basis for our examples.
Biases in the sample by language
The WoS database is clearly biased towards English, as is well known. In Figure 2 Otherwise, the estimated size of Google Scholar in English offered by Khabsa and Giles was probably oversized because, although the sample items (cited documents) were written in English, the citing documents could potentially be articles written in other languages. This means that it is highly probable that the measurement was not entirely limited to the English universe.
Biases in the sample by document type
On the other hand, there is a bias towards articles. In Figure 3 we show the percentages of documents by type, collected in the Web of Science, for the period 1900 to 2014, where the "Journal document type" (composed by articles, meeting abstracts, editorial material and letters) represents 75% of all documents, whereas "Book and Book chapters" only 1%.
This bias creates a clear infra-representation of disciplines using other communication vehicles different than the "Journal article" format. Therefore, and as happened in the case of languages, the distribution of document types is not the same in WoS than in Google Scholar or Microsoft Academic Search. Unfortunately, you cannot perform this typological analysis directly on Google Scholar, because searching by type of document is not supported.
Taking a look at the empirical data available in Appendix II, and considering that it is difficult to summarize all this information accurately because each study has its own distinct nature and deals with a different field, we can surmise that journal articles make up, on average, 65% of the total number of records in GS. In the case of Microsoft Academic Search, you can only manually check the number of document in articles and conferences.
If we carry out a global search in WorldCat 2 (the largest bibliographic information system in the world), approximately 2 billion items in more than 470 languages are obtained, but obviously this catalog covers both scientific and non-scientific (or digitized) documents. In any case, this procedure can itself help us to determine the proportion of books and other documents that are not included in traditional bibliographic databases, and which may not be indexed on Google Scholar as well. For example, a search for "thesis" (doctoral, masters or degree) gives a current figure of 16.3 million documents ( Figure 4 ). Moreover, if we analyze the production of scientific institutions, especially universities (the main producers of academic output), we can observe this production greatly varies from one university to another. Figure 5 offers the percentage of documents according to document type for various Spanish universities, such as the Polytechnic University of Catalonia (UPC), University of Barcelona (UB), Carlos III University of Madrid (UC3), and the aggregate value for all the universities in the region of Andalusia (collected from the Scientific information Service of Andalusia: SICA), as well as the overall average values. These empirical data can be extended by consulting the studies of Solis Cabrera (2008), Filippo et al (2011) , the Annual Academic Report of the Complutense University of Madrid (Vicerrectorado…, 2012) , and the FUTUR 3 web portal.
The data shown in Figure 5 indicates that journal articles, in general, are the most abundant type of publication, but that it still does not exceed 40% of the total production; books and book chapters amount to 30%, and conference communications come to around 20%.
Figure 5 Scientific output according to document types in Spanish universities

Source: re-elaborated
Clearly, databases such as WoS (or MAS and Scopus), heavily skewed towards the journal article format, cannot be used exclusively to estimate the size of the academic Web by means of the Lincolm-Petersen method, since they don't cover even 30% of the total scientific output of an institution, at least in the Spanish case (note that most of the journals or conferences where Spanish authors publish are not included in any of the aforementioned databases). Surely this same phenomenon occurs in other countries in a similar manner (always accounting for differences between university profiles).
Thus, the inferences from these databases, which are not representative of the entire collection of scientific literature (they are biased both by language and by document types), induce to not adequately estimate neither the size of the current academic literature in general nor the size of Google Scholar in particular.
Estimates from empirical data
In Table 1 we can observe the median, the geometric mean, and the number of studies that conforms the empirical set for each unit of study (number of documents and unique citing documents). The complete results obtained from the empirical data are available in Appendix I. We might assume (based on both empirical studies referenced in Appendix I and data provided in Table1) than at a general level (a round correction factor of 3), GS could triple the contents of WoS, although both databases would have a different English content distribution, and a different document type distribution. This is of particular importance as it is implying that the size comparison is not influenced by the biases of the database shown in the previous section.
Precisely, from the empirical studies, we test that the proportion of English documents in GS is around 65% (Appendix III). This would mean that, for documents in English, GS does not triple the number of WoS documents, but it probably does for documents in other languages. Knowing the general size correction factor, we don't need to worry about languages distribution for calculating estimates.
Therefore, the process of making inferences from samples of empirical studies previously conducted leads us in a simple way to multiply the size of WoS three times. As WoS has currently about 57 million records (see Figure 6 ), we may consider a quantity around 171 million records for GS.
These data and relationships can be expressed formally as follows (Table 2) : The estimates from empirical data, however, present some important shortcomings as well, since it is difficult to synthesize empirical results from:
-Different methods of sample selection and various sample sizes.
-Different topics: disciplines or specialties under study are varied. We must remember that communication patterns and dynamic publishing are very different among disciplines and this can seriously affect the results. -Different periods in the samples: this is very important given the dynamic nature of the Web, and the changes to which it is subjected (uncontrolled creation, change, and deletion of documents).
Direct query to the database
The third strategy proposed in this working paper consists of asking directly the databases through their search interface, both globally (sectional query) and year by year (longitudinal query).
Sectional query (May 2014)
For a bibliographic database (such as WoS or Scopus), the query is simple and their results easily interpretable; however, in the case of academic search engines (such as MAS or especially GS), this procedure raises a number of unavoidable questions, for example:
-What do the search results obtained in a search engine like Google Scholar refer to? Should all records indexed in the database considered as unique documents? -Can we trust, to some extent, the results it presents?
Regarding the first question:
In the case of Google, the fact that there is no API for Google Scholar, and that Google only displays the first 1,000 results, prevents us from performing large scale empirical studies about the reliability and accuracy of the query commands (especially the "site") command. In the case of Microsoft, Bing Search also retrieves only the first 1,000 results (despite having an API). In the case of MAS (which also offers an API), its functionality is controlled and closer in nature to bibliographic databases, standing midway between a pure academic search engine (Google Scholar) and a pure bibliographic database (WoS).
Regarding the second question:
If we were still in 2005-2007, according to Jacsó (2005a; we should not trust these results, because at that moment there were paramount mistakes (mainly related to documents with wrong dates of publication and authorship, and duplicates due to not having correctly linked different versions). Today, the answer is probably yes, assuming an error rate that in GS could affect up to 10% of the results. The few empirical studies that have examined these errors have set this error rate below 10%, so our estimate of up to a 10% error rate is likely to be exaggerated. These errors are minimal in traditional bibliographic databases.
To illustrate these differences (and also obtain empirical data to work with), the queries that return the global coverage of both WoS and the academic search engines MAS and GS are offered below. In Figure 6 , the query to WoS about the number of registered items from 1700-2014 is shown, obtaining a total of 56,980,000 records. Source: Web of Science v. 5.13.3 Nevertheless, if the query is performed for each type of document considered separately, the total differs slightly (Table 3) , obtaining 59.5 million records (this is because a document may be classified in more than one type of document). Next, the direct query to MAS is performed (Figure 7 ) filtering for coverage from 1700 to the present (May 2014). There is a difference between the direct result (45,970,537 million documents) and that obtained from the summation of the different disciplines (48, 336, 884) due to the same reason as before: a document can be classified in several different disciplines at the same time.
In the case of Google Scholar, the database allows a temporal query (via custom range option). As with WoS and MAS, we perform a query from 1700 to 2013. Unfortunately, this procedure fails, returning only 596,000 documents. In Table 4 , we show some other queries to demonstrate this malfunction. We can observe that the results displayed on Table 3 not only show a low number of results for such a wide timeframe, but also serious inconsistencies. In the time span "2000-2013" the system is retrieving more documents than in longer periods. However, if we execute the query introducing only 1 year in the custom range, the results seem to be more accurate. For example, for the year "1900", we obtain 141,000 results and for the year "2000", 2,410,000 results. Therefore, in order to solve this problem, a longitudinal analysis is required.
Longitudinal query
The sum of article records from 1700 to 2013 returns 99.8 million records in Google Scholar (59.8 million documents written in English). Comparative data of the three databases (WoS, MAS and GS) are shown in Figure 8 . On the one hand, these figures emphasize the primacy of Google Scholar practically during all this period (over 200 years), except in the 1970s, where its performance is similar to that provided by WoS.
The prevalence appears to accelerate again in the last decade of the twentieth century and the first years of the twenty-first, except for the problems identified in 2010 and 2011 (figure 10), probably due to internal changes within the search engine.
Indeed, the problems identified in recent years, very significant on the other hand (a fall of more than 1 million documents from 2009 to 2010, when world output actually accelerates) gives a good account of the dangerous instability of Google Scholar (Aguillo, 2011; Orduña-Malea & Delgado López-Cózar, 2014) and search engine hit count estimates (Jacsó, 2006) . This behavior does not occur (and it would not make sense if it did) on traditional bibliographic databases. The fact that the number of records decreases from year to year obviously does not mean less production in those years, but that the search engine has made internal adjustments, deleting duplicates, fixing bugs, among other technical issues.
On the other hand, these data highlight the similar sizes of WoS and MAS, exemplified in Figure 8 , and are consistent with the data offered by Khabsa and Giles (2014) . However, between these two products three important differences are emerging:
-MAS collects documents before 1900 unlike WoS (as this database states in its coverage policy). -MAS drops down since 2010 ). -WoS is growing steadily; in the 1970 it even catches up with Google Scholar.
Finally, At this point it should be noted that the sum returning 99.8 million documents in Google Scholar includes both patents and citations. If we exclude these two types of documents from the query, the results fall dramatically to 80.5 million.
In Figure 11 , we present the results disaggregated by records (80.69%), citations (18.38%) and patents (0.92%), since 1700. 
Source: self-elaborated
However, these results should be taken with caution, because the hit count estimates in Google Scholar for these queries are not accurate. For the 314 years calculated (from 1700 to 2013), we found inconsistencies up to 122 times between the complete query (records + citations + patents) and the query excluding patents (records + citations), finding more results with the latter than with the former. In short: excluding patents, the system sometimes retrieved more results than in the original complete query.
In Table 6 we show some years where these inconsistencies are present. As is apparent, the problem is accentuated in the last 15 years. Due to the order of magnitude of the results (millions of results since the end of the 20 th century), error rates reach unsustainable values, especially if the aim is to make checksums per year, as showed previously in Figure 11 . Citations present an additional problem: not all citations are really records Google Scholar hasn't been able to find on the web. In some cases, the same article appears as a record and a citation at the same time. For example, Figure  12 shows a query corresponding to the topic "H Index Scholar". Google Scholar retrieves the same article twice. The first result is considered as a citation, and the second as a regular record. Worst of all, both results count in the global Hit Count Estimate. Finally, Google Scholar includes one more type of document apart from the "Articles" category (which is composed of records, citations, and patents): these are the case laws from the Supreme Court of the United States of America, which also include citations ( Figure 13 ).
Figure 13. Case laws and citations on Google Scholar
Source: Google Scholar
A longitudinal analysis of the number of case laws from 1700 has been performed, in a similar way as for the Articles, both including and excluding citations in the search results. In Figure 14 we can observe the evolution since 1800 (from 1700 to 1799 Google Scholar retrieves only 408 documents). 
A total of 26,510,689 case laws (31.3%) and citations to case laws (68.7%) have been obtained from 1700. We should highlight the great differences between the number of case laws, and the number of citations to case laws, during the second half of the eighteenth century and the first half of the nineteenth. After that, and until 2013, both types share a very similar behaviour.
If case laws and their citations are included in the calculation of Google Scholar's total size, the global figure obtained raises to 126,341,609 million documents, a figure about twice the size of WoS (56.9 million).
However, this method also has a number of limitations to consider: -Errors in rounding results performed by the search engine (we cannot forget that the hit count estimates are, as their name suggests, an estimate). -The influence of the number of versions (both for records and citations) in the queries. -Although Articles and Case laws appear as separate categories, are the citations to each one independent? A record marked as citation to Article may be included as a citation to Case law (theoretically, one document can cite both articles and case laws in the reference section).
These shortcomings lead us to consider a priori that this method is probably providing inflated results due to duplicates, versions and upward estimates.
Nevertheless, the figures obtained are unexpectedly lower than those obtained by methods 1 and 2.
Absurd query
Lastly, the fourth method tested consists of applying an absurd query with the purpose of obtaining a hit count estimate about the total size of Google Scholar.
This method is applied under three different approaches: without temporal filter, using the custom range from 1700 to 2013, and finally by means of a longitudinal analysis (year by year).
a) Without temporal filter
The query <1 -site:ssstfsffsdfasdfsf.com> is applied to Google Scholar's Articles category (Figure 15 ), excluding patents and citations (127,000,000 results), excluding only patents (158,000,000), and including patents and citations (170,000,000). This same query, applied for Case laws (with citations) returns 4,550,000 results, far from the 26.5 million obtained through the longitudinal analysis discussed in the previous method.
The query <a -site:ssstfsffsdfasdfsf.com> has been tested as well, obtaining 102,000,000 (excluding patents and citations) and 154,000,000 (excluding only patents). When trying to include patents and citations (theoretically the query with a higher count), an error message appears informing about technical problems to deliver results (Figure 16 ). In this case, the query <1 -site:ssstfsffsdfasdfsf.com> retrieves 176 million results for Articles and 4.3 million for Case laws. As regards the query <a -site:ssstfsffsdfasdfsf.com>, this time it works returning 160 million articles and 6.8 million case laws..
c) Longitudinal analysis (1700 to 2013)
Finally, the absurd query has been performed for each year from 1700 to 2013. The query <1 -site:ssstfsffsdfasdfsf.com> has been selected to do this since it retrieves more results with the procedure "b" than with another query.
The final summation gives an overall of 169.5 million articles and 3.4 million Case laws. These results, although they present different results from those obtained from the longitudinal analysis carried out with the null query used in section 4.3.2, they completely correlate. Pearson correlation (r) for Articles is r = .93 and for Case laws r = .71. This confirms that Hit Count Estimates from Google Scholar are not useful to get an accurate performance for individual queries, but are useful to make performance comparison and relations.
In Table 7 we summarize the figures obtained from methods 3 and 4, both for Articles and Case laws, with the 3 procedures employed (total query, using the custom range for years, and querying year by year). We can observe some similarities in the results obtained with the absurd query, both for Articles and Case laws, and independently of the procedure. However, the empty query generates results that are not consistent with those obtained in the previous method (direct query), especially in the case of the longitudinal approach for Articles.
In order to know the reason for the differences between these two methods (both based on querying directly the database), we proceeded to analyse the search results that the absurd query is generating more precisely. Thus we have identified the following weaknesses:
a) The absurd query does not retrieve citations, independently of if this option is checked or not in the search options, both in the case of Articles and Case laws. Conversely, the empty query retrieves citations, as was noted in section 4.3.2. This may explain the differences between these queries in the longitudinal results for Case laws.
b) Hit Count Estimates present serious inconsistencies in the activation / deactivation of the citation inclusion feature. In Figure 17 we display an example of this shortcoming. In the upper figure we display an example of the absurd query, filtered by the year 1840, with the option "Citations" deactivated, which obtains 39 results. At the same time, the bottom figure shows the same query but activating the "Citations" option. As we can see the results obtained in this case are only 9 (although theoretically we should have obtained at least the same as in the other query, or more). Moreover, the system only retrieves 2 documents even though the HCE says there are 9. Although this example deals with Case laws, it is true for Articles as well. Lastly, we have verified the existence of empty and false SERPs (Search Engine Results Pages). In Figure 18 we display an example of an application of the absurd query, for any given year. In the upper figure we can observe that the system retrieves a Hit Count Estimate of 132, but the 6 th SERP is empty. If we set the system to retrieve up to 20 results per SERP (the maximum allowed in GS), the 6 th SERP should show results 101 th to 120 th , and never an empty result. Moreover, if we click on the 15 th SERP (bottom figure) , the system not only still retrieves an empty SERP but the HCE increases as well (521). It should be noted that the longitudinal analysis has been performed using the first SERP.
Figure 18. Empty and false SERPs in Google Scholar
Source: Google Scholar
Since this method of absurd query is more accurate than it seems at first because the search engine is forced to check the entire database to answer the query, as the time responses are suggesting (See Figure 15) , these shortcomings are, as of yet, unexplained.
It is possible that the system goes into a loop when trying to answer a query of this type, but it is more surprising that the final figures provided seem logical and coherent, and close to those achieved by other methods, unlike what happens with the empty query method.
CONCLUSIONS
The main objective of this study was to measure the size of Google Scholar via four different techniques, discussing the advantages and disadvantages of each method and the disparity of results. Table 8 summarizes the results obtained for each method. This method applies an absurd query in a longitudinal analysis from 1700 to 2013, obtaining 169.5 million Articles and 3.4 million Case laws.
Source: self-elaborated
Method A (taking apart the identified problems about the use of the LincolmPetersen method, the academic size outside Google Scholar or the biased sample) poses a priori some methodological problems, because it parts from a false axiom: inferences should not be made from the comparison of databases with very different characteristics.
The database usually employed to make comparisons is the Web of Science, but it has, among others, two major flaws: the documents it indexes are mostly written in English, and most of them are journal articles.
The well-known problems of WoS can also be applied to MAS, from which the authors extract the sample. The main concerns in this sense are the following:
a) The "Citing documents" can be in all languages. The authors identify that 98% of citing papers in MAS are written in English (a correction is applied instead of eliminating non-English documents), but this percentage in Google Scholar must be lower, and it is not indicated in the estimation of the size of Google Scholar. Probably all documents written in languages other than English should have been avoided if the estimation of just the "English academic web" was the objective.
b) The sample is composed by articles, whereas citing documents are diverse in their typology. If the target of this research had been calculating the number of "articles" included on Google Scholar, then this procedure would have been appropriate (after the elimination of citing documents other than articles). If the purpose was to calculate the size of the entire database, a sample composed uniquely by articles is not representative of Google Scholar.
For this reason, we believe that on the one hand, the calculation is oversized with respect to the language (the 99.3 millions obtained cover more than English Article contents), and undersized with respect to the document types. Moreover, patents and case laws (integrated in the Google Scholar database) should be added in the final count.
Nevertheless, the research design performed by the authors is novel and brilliant. It is based on the gathering of citing documents to a sample of cited articles. This procedure has several advantages (such as that the search engine is forced to query its entire database to find all documents that match with a citation to any of the documents of the sample). Nonetheless, there are types of documents on Google Scholar (such as syllabi, conferences, teaching material, etc.) that maybe do not cite any other document (and they will never be cited as well), that are not considered in this method.
Method B (making estimates based on the comparative differences between databases), provides an approximate size for Google Scholar of 171 million records. This method has the advantage of not being affected by comparisons with other biased databases, although the estimate is very rough and imprecise as it is synthesized from diverse empirical results. Despite this, the results obtained are close to those obtained in the method A.
A priori, method C seemed to be more accurate, being based on direct querying of Google Scholar, but the results are unexpectedly more distant from those of other methods (Case laws are overrepresented and Articles are underrepresented), especially method C.1, which is discarded completely.
In the case of method C.2 (longitudinal query), the problems stem from the following issues:
-Lack of precision: the extent to which the search engine returns data for our query that corresponds with the reality of its cataloged universe. We rely on hit count estimates (Google explicitly states "about xxx results"), which are affected by unknown rounding routines.
-Lack of reliability: the extent to which the search engine returns, from our query, what we really want to measure, i.e., the number of unique records indexed in Google Scholar.
In that sense, if we consider up to a 10% of errors (related with cataloging issues, duplicate records, etc.), and errors related with the accuracy and reliability, the actual size of Google Scholar may be even lower according to this method, around 114 million records.
These results are completely unexpected, especially because when using this method we are including patents and the Case law category (with their corresponding citations). Both types of documents are excluded from both the methods A and B. Therefore we expected higher results, not the opposite.
It is probable, however, that:
-Method A gives inflated results if we assume that the 99.3 million gathered are including not only English documents, and not only articletype documents. -Method B gives inflated results for Google Scholar because these comparisons focus on periods where the supremacy of Google Scholar was higher. This is because GS may triple WoS if we consider the whole timeframe, but there are periods in which this is not true (Figures 8-10 ).
Finally, method D, though simple, produces similar results to those obtained by methods A and B. This procedure, though it is closer to method C, presents results which are significantly different to those of method C. The Hit Count Estimates, which skew both methods, may influence each method differently, or it is also possible that the absurd query does not work properly for some reason.
In this sense, we have checked that the absurd query does not retrieve citations (independently of if this option is checked or not in the search options), and it also creates empty and false SERPs. Moreover there is a dysfunction between the inclusion of Citations and Patents and the HCE obtained (in this case both for the Articles and Case law categories, and both for empty queries and absurd queries).
The underlying questions here are the following: what should we have to doubt more?, the reliability of Google Scholar's HCEs (assuming 10% error in the results)?, the estimate from MAS using the Lincolm-Petersen method?, or the estimate based on a correction factor?
Most surprising of all is that even though all methods seem invalid for various and diverse reasons, all return similar results (except Method C). Probably a sensible estimate, observing all the results obtained and taking into account a 10% of possible internal errors, would be a total of around 160 million unique records (without considering different versions for the same record).
The information policies of GS ("no comments" is the house brand) encourage speculation and force researchers to make conjectures about the real size of this database (and its entrails). A figure that otherwise surely would be easy to determine by their technical and manager staff simply by pressing a key on their computer at the office.
Logically this matter should be solved by simply asking this information to Google, and to the people directly responsible for Google Scholar. Their answer would avoid all our concerns, efforts and resources dedicated to finding this sort of "golden fleece" that this issue has become.
Although it seems impossible that Google will publish this information (at least on a short term), we wonder if anyone can "press the button 
