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Abstract
We start with a simple introduction to topological data analysis where the most
popular tool is called a persistent diagram. Briefly, a persistent diagram is a mul-
tiset of points in the plane describing the persistence of topological features of a
compact set when a scale parameter varies. Since statistical methods are difficult
to apply directly on persistence diagrams, various alternative functional summary
statistics have been suggested, but either they do not contain the full information of
the persistence diagram or they are two-dimensional functions. We suggest a new
functional summary statistic that is one-dimensional and hence easier to handle,
and which under mild conditions contains the full information of the persistence di-
agram. Its usefulness is illustrated in statistical settings concernedwith point clouds
and brain artery trees. The appendix includes additional methods and examples,
together with technical details. The R-code used for all examples is available at
http://people.math.aau.dk/~christophe/Rcode.zip.
Keywords: clustering, confidence region, global rank envelope, functional boxplot, per-
sistent homology, two-sample test.
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1 Introduction
Statistical methods that make use of algebraic topological ideas to summarize and vi-
sualize complex data are called topological data analysis (TDA). In particular persistent
homology and a method called the persistence diagram are used to measure the per-
sistence of topological features. As we expect many readers may not be familiar with
these concepts, Section 1.1 discusses two examples without going into technical details
though a few times it is unavoidable to refer to the terminology used in persistent ho-
mology. Section 1.2 discusses the use of the persistence diagram and related summary
statistics and motivates why in Section 1.3 a new functional summary statistic called
the accumulative persistence function (APF) is introduced. The remainder of the pa-
per demonstrates the use of the APF in various statistical settings concerned with point
clouds and brain artery trees.
1.1 Examples of TDA
The mathematics underlying TDA uses technical definitions and results from persis-
tent homology, see Fasy et al. (2014) and the references therein. This theory will not be
needed for the present paper. Instead we provide an understanding through examples
of the notion of persistence of k-dimensional topological features for a sequence of com-
pact subsets Ct of the d-dimensional Euclidean space R
d, where t ≥ 0, k = 0, 1, . . . , d− 1,
and either d = 2 (Section 1.1.1) or d = 3 (Section 1.1.2). Recalling that a set A ⊆ Rd is
path-connected if any two points in A are connected by a curve in A, a 0-dimensional
topological feature of a compact set C ⊂ Rd is a maximal path-connected subset of C,
also called a connected component of C. The meaning of a 1-dimensional topological fea-
ture is simply understood when d = 2, and we appeal to this in a remark at the end of
Section 1.1.1 when d = 3.
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Figure 1: The four first panels show a simple example of spherically growing circles
centred at (-1,-1), (1,-1), and (0,1) and all with radii 0.5 when time is 0. The fifth panel
shows the persistence diagram for the connected components (k = 0) and the loops
(k = 1). The final panel shows the corresponding accumulated persistence functions.
1.1.1 A toy example
Let C ⊂ R2 be the union of the three circles depicted in the top-left panel of Figure 1. The
three circles are the 0-dimensional topological features (the connected components) of C,
as any curve that goes from a circle to another will be outside C. The complement R2 \ S
has four connected components, one of which is unbounded, whilst the three others are
the 1-dimensional topological features of C, also called the loops of C (the boundary of
each bounded connected component is a closed curve with no crossings; in this example
the closed curve is just a circle).
For t ≥ 0, let Ct be the subset of points in R2 within distance t from C. Thinking of t
as time, Ct results when each point on C grows as a disc with constant speed one. The
algebraic topology (technically speaking the Betti numbers) changes exactly at the times
t = 0, 0.5, 0.62, 0.75, see the first four panels of Figure 1: For each topological dimension
k = 0, 1, let t
(k)
i denote the time of the ith change. First, C0 = C has three connected
components and three loops as given above; we say that they are born at time t
(0)
1 =
3
t
(1)
1 = 0 (imaging there was nothing before time 0). Second, the loops disappear and
two connected components merge into one connected component; we say that the loops
and one of the connected components die at time t
(0)
2 = t
(1)
2 = 0.5; since the two merging
connected components were born at the same time, it is decided uniformly at random
which one should die respectively survive; the one which survives then represent the
new merged connected component. Third, at time t
(0)
3 = t
(1)
3 = 0.62, a new loop is born
and the two connected component merge into one which is represented by the oldest
(first born) connected component whilst the other connected component (the one which
was retained when the two merged at time t
(0)
2 = 0.5) dies; the remaining connected
component "lives forever" after time 0.62 and it will be discarded in our analysis. Finally,
at time t
(1)
4 = 0.75, the loop dies.
Hence, for each k = 0, 1, there is a multiset of points specifying the appearance and
disappearance of each k-dimensional topological feature as t grows. A scatter plot of
these points is called a persistence diagram, see Figure 1 (bottom-middle panel): For k = 0
(the connected components), the points are (0, 0.5) and (0, 0.62) (as (0,∞) is discarded
from the diagram) with multiplicities 1 and 1, respectively; and for k = 1 (the loops),
the points are (0, 0.5) and (0.62, 0.75) with multiplicities 3 and 1, respectively. The term
"persistence" refers to that distant connected components and large loops are present
for a long time; which here of course just corresponds to the three circles/connected
components of C and their loops persist for long whilst the last appearing loop has a
short lifetime and hence is considered as "noise".
Usually in practice C is not known but a finite subset of points {x1, . . . , xN} has been
collected as a sample on C, possibly with noise. Then we redefine Ct as the union of
closed discs of radius t and with centres given by the point cloud. Hence the connected
components of C0 are just the points x1, . . . , xN, and C0 has no loops. For t > 0, it
is in general difficult to directly compute the connected components and loops of Ct,
but a graph in Rm (with m ≥ 2) can be constructed so that its connected components
correspond to those of Ct and moreover the triangles of the graph may be filled or not
in a way so that the loops of the obtained triangulation correspond to those of Ct.
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Remark: Such a construction can also be created in the case where Ct is the union of
d-dimensional closed balls of radius t and with centres given by a finite point pattern
{x1, . . . , xN} ⊂ Rd. The construction is a so-called simplicial complex such as the Cˇech-
complex, where m may be much larger than d, or the Delaunay-complex (or alpha-
complex), where m = d, and a technical result (the Nerve Theorem) establishes that
it is possible to identify the topological features of Ct by the Cˇech or Delaunay-complex,
see e.g. Edelsbrunner and Harer (2010). It is unnecessary for this paper to understand
the precise definition of these notions, but as d = 2 or d = 3 is small in our examples, it
is computationally convenient to use the Delaunay-complex. When d = 3, we may still
think of a 1-dimensional topological feature as a loop, i.e. a closed curve with no cross-
ings; again the simplicial complex is used for the "book keeping" when determining the
persistence of a loop. For example, a 2-dimensional sphere has no loops, and a torus in
R
3 has two. Finally, when d ≥ 3, a k-dimensional topological feature is a k-dimensional
manifold (a closed surface if k = 2) that cannot "be filled in", but for this paper we omit
the precise definition since it is technical and not needed.
1.1.2 Persistent homology for brain artery trees
The left panel of Figure 2 shows an example of one of the 98 brain artery trees analysed in
Bendich et al. (2016). The data for each tree specifies a graph in R3 consisting of a dense
cloud of about 105 vertices (points) together with the edges (line segments) connecting
the neighbouring vertices; further details about the data are given in Section 2.2. As
in Bendich et al. (2016), for each tree we only consider the k-dimensional topological
features when k = 0 or k = 1, using different types of data and sets Ct as described
below. Below we consider the tree in Figure 2 and let B ⊂ R3 denote the union of its
edges.
Following Bendich et al. (2016), if k = 0, let Ct = {(x, y, z) ∈ B : z ≤ t} be the sub-level
set of the height function for the tree at level t ≥ 0 (assuming Ct is empty for t < 0). Thus
the 0-dimensional topological features at "time/level" t are the connected components of
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Figure 2: A brain artery tree with the "water level" indicated (left panel) and the persis-
tence diagrams of connected components (middle panel) and loops (right pane).
Ct. As illustrated in the left panel of Figure 2, instead of time wemay think of t as "water
level": As the water level increases, connected components of the part of B surrounded
by water (the part in blue) may be born or die; we refer to this as sub-level persistence.
As in Section 1.1.1, we represent the births and deaths of the connected component in a
persistence diagram which is shown in Figure 2 (middle panel). The persistence of the
connected components for all brain artery trees will be studied in several examples later
on.
As in Bendich et al. (2016), if k = 1, we let B be represented by a point pattern C of 3000
points subsampled from B, and redefine Ct to be the union of balls of radii t ≥ 0 and
centres given by C (as considered in the remark at the end of Section 1.1.1). The loops
of Ct are then determined by the corresponding Delaunay-complex. The right panel of
Figure 2 shows the corresponding persistence diagram. The persistence of the loops for
all trees will be studied in the examples to follow.
1.2 Further background and objective
The persistence diagram is a popular graphical representation of the persistence of the
topological features of a sequence of compact sets Ct ⊂ Rd, t ≥ 0. As exemplified
above it consists for each topological dimension k = 0, . . . , d− 1 of a multiset PDk of
points (bi, di) with multiplicities ci, where bi and di is a pair of birth-death times for a
k-dimensional topological feature obtained as time t grows.
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In the majority of literature on TDA, including the analysis in Bendich et al. (2016) of
brain artery trees, long lifetimes are of main interest whereas short lifetimes are consid-
ered as topological noise. Short lifetimes are of interest in the study of complex struc-
tures such as branch polymers and fractals, see MacPherson and Schweinhart (2012);
and for brain artery trees Bendich et al. (2016) noticed in one case that "not-particularly-
high persistence have the most distinguishing power in our specific application". In
our examples we demonstrate that short lifetimes will also be of key interest in many
situations, including when analysing the brain artery trees dataset from Bendich et al.
(2016).
Chazal et al. (2013) andChen et al. (2015) note that it is difficult to apply statistical method-
ology to persistent diagrams. Alternative functional summary statistics have been sug-
gested: Bubenik (2015) introduces a sequence of one-dimensional functions called the
persistent landscape, where his first function is denoted λ1 and is considered to be of
main interest, since it provides a measure of the dominant topological features, i.e. the
longest lifetimes; therefore we call λ1 the dominant function. Chazal et al. (2013) in-
troduce the silhouette which is a weighted average of the functions of the persistent
landscape, where the weights control whether the focus is on topological features with
long or short lifetimes. Moreover, Chen et al. (2015) consider a kernel estimate of the
intensity function for the persistent diagram viewed as a point pattern. The dominant
function, the silhouette, and the intensity estimate are one-dimensional functions and
hence easier to handle than the persistence diagram, however, they provide selected
and not full information about the persistence diagram. In Section 1.3, we introduce
another one-dimensional functional summary statistic called the accumulative persis-
tence function and discuss its advantages and how it differs from the existing functional
summary statistics.
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1.3 The accumulated persistence function
For simplicity and specificity, for each topological dimension k = 0, 1, . . . , d − 1, we
always assume that the persistence diagram PDk = {(b1, d1, c1), . . . , (bn, dn, cn)} is such
that n < ∞ and 0 ≤ bi < di < ∞ for i = 1, . . . , n. This assumption will be satisfied
in our examples (at least with probability one). Often in the TDA literature, PDk is
transformed to the rotated and rescaled persistence diagram (RRPD) given by RRPDk =
{(m1, l1, c1), . . . , (mn, ln, cn)}, where mi = (bi + di)/2 is the meanage and li = di − bi is
the lifetime. This transformation is useful when defining our accumulative persistence
function (APF) by
APFk(m) =
n
∑
i=1
cili1(mi ≤ m), m ≥ 0, (1)
where 1(·) is the indicator function and we suppress in the notation that APFk is a func-
tion of RRPDk. The remainder of this section comments on this definition.
Formally speaking, when RRPDk is considered to be random, it is viewed as a finite
point process with multiplicities, see e.g. Daley and Vere-Jones (2003). It what follows it
will always be clear from the context whether PDk and RRPDk are considered as being
random or observed, and hence whether APFk is a deterministic or random function.
In the latter case, because APFk(m) is an accumulative function, its random fluctuations
typically increase as m increases.
Depending on the application, the jumps and/or the shape of APFk may be of interest
as demonstrated later in our examples. A large jump of APFk corresponds to a large
lifetime (long persistence). In the simple example shown in Figure 1, both jumps of
APF0 are large and indicate the three connected components (circles), whilst only the
first jump of APF1 is large and indicates the three original loops. For the more compli-
cated examples considered in the following it may be hard to recognize the individual
jumps. In particular, as in the remark at the end of Section 1.1.1, suppose Ct is the
union of d-dimensional balls of radius t and with centres given by a finite point pattern
{x1, . . . , xN} ⊂ Rd. Roughly speaking we may then have the following features as il-
lustrated later in Example 1. For small meanages m, jumps of APF0(m) correspond to
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balls that merge together for small values of t. Thus, if the point pattern is aggregated
(e.g. because of clustering), we expect that APF0(m) has jumps and is hence large for
small meanages m, whilst if the point pattern is regular (typically because of inhibition
between the points), we expect the jumps of APF0(m) to happen and to be large for mod-
est values of m (as illustrated later in the middle panel of Figure 3 considering curves for
the Matérn cluster process and the determinantal point process). For large meanages,
jumps of APF0(m) are most likely to happen in the case of aggregation. Accordingly, the
shape of APF0 can be very different for these two cases (as illustrated in the first panel of
Figure 3). Similar considerations lead us to expect different shapes of APF1 for different
types of point patterns; we expect that APF1(m) is large respective small for the case of
aggregation respective regularity when m is small, and the opposite happens when m is
large (as illustrated in the last panel of Figure 3).
Clearly, RRPDk is in one-to-one correspondence to PDk. In turn, if all ci = 1 and the
mi are pairwise distinct, then there is a one-to-one correspondence between RRPDk
and its corresponding APFk. For k = 0, this one-to-one correspondence would eas-
ily be lost if we had used bi in place of mi in (1). We need to be careful with not
over-stating this possible one-to-one correspondence. For example, imagine we want
to compare two APFs with respect to Lq-norm (1 ≤ q ≤ ∞) and let PD(1)k and PD(2)k
be the underlying persistence diagrams. However, when points (b, d) close to the di-
agonal are considered as topological noise (see Section 1.1.1), usually the so-called bot-
tleneck distance W∞(PD
(1)
k , PD
(2)
k ) is used, see e.g. Fasy et al. (2014). Briefly, for ǫ > 0,
let N = {(b, d) : b ≤ d, l ≤ 2ǫ} be the set of points at distance √2ǫ of the diagonal
in the persistence diagram, and let S(b, d) = {(x, y) : |x − b| ≤ ǫ, |y − d| ≤ ǫ} be
the square with center (b, d), sides parallel to the b- and d-axes, and of side length 2ǫ.
Then W∞(PD
(1)
k , PD
(2)
k ) ≤ ǫ if PD(2)k has exactly one point in each square S(bi , di), with
(bi, di) a point of PD
(1)
k (repeating this condition ci times). However, small values of
W∞(PD
(1)
k , PD
(2)
k ) does not correspond to closeness of the two corresponding APFs with
respect to Lq-norm.
Note that the dominant function, the silhouette, and the intensity estimate (see Sec-
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tion 1.2) are in general not in a one-to-one correspondence with RRPDk. Like these
functions, APFk is a one-dimensional function, and so it is easier to handle than the
sequence of functions for the persistent landscape in Bubenik (2015) and the intensity
estimate in Chen et al. (2015) — e.g. confidence regions become easier to plot. Contrary
to the dominant function and the silhouette, the APF provides information about topo-
logical features without distinguishing between long and short lifetimes.
1.4 Outline
Our paper discusses various methods based on APFs in different contexts and illus-
trated by simulation studies related to spatial point process applications and by re-
analysing the brain artery trees dataset previously analysed in Bendich et al. (2016). Sec-
tion 2 specifies the setting for these examples. Sections 3, 4, and 5 consider the case of a
single APF, a sample of APFs, and two samples of APFs, respectively. Further examples
and details appear in Appendix A-F.
2 Datasets
2.1 Simulated data
In our simulation studies we consider a planar point cloud, i.e. a finite point pattern
{x1, . . . , xN} ⊂ R2, and study as at the end of Section 1.1.1 how the topological features
of Ct, the union of closed discs of radii t and centred at x1, . . . , xN, change as t grows.
Here {x1, . . . , xN} will be a realisation of a point process X ⊂ R2, where the count N is
finite. Thus PDk and RRPDk can be viewed as finite planar point processes (with multi-
plicities) and APFk as a random function. Note that N may be random, and conditional
on N, the points in X are not necessarily independent and identically distributed (IID).
This is a common situation in spatial statistics, e.g. if the focus is on the point process X
10
and the purpose is to assess the goodness of fit for a specified point process model of X
when {x1, . . . , xN} is observed.
2.2 Brain artery trees dataset
The dataset in Bendich et al. (2016) comes from 98 brain artery trees which can be in-
cludedwithin a cube of side length at most 206mm; one tree is excluded "as the java/matlab
function crashed" (e-mail correspondence with Sean Skwerer). They want to capture
how the arteries bend through space and to detect age and gender effects. For k = 0,
sub-level persistence of the connected components of each tree represented by a union
of line segments is considered, cf. Section 1.1.2; then for all meanages, mi ≤ 137; and the
number of connected components is always below 3200. For k = 1, persistence of the
loops for the union of growing balls with centres at a point cloud representing the tree
is considered, cf. Section 1.1.2; the loops have a finite death time but some of them do
not die during the allocated time T = 25 (that is, Bendich et al. (2016) stop the growth
of balls when t > 25). Thus we shall only consider meanages mi ≤ 25; then the number
of loops is always below 2700. For each tree and k = 0, 1, most ci = 1 and sometimes
ci > 1.
For each tree and k = 0, 1, Bendich et al. (2016) use only the 100 largest lifetimes in their
analysis. Whereas their principal component analysis clearly reveal age effects, their
permutation test based on the mean lifetimes for the male and females subjects only
shows a clear difference when considering PD1. Accordingly, when demonstrating the
usefulness of APF0 and APF1, we will focus on the gender effect and consider the same
95 trees as in Bendich et al. (2016) (two transsexual subjects are excluded) obtained from
46 female subjects and 49 male subjects; in contrast to Bendich et al. (2016), we consider
all observed meanages and lifetimes. In accordance to the allocated time T = 25, we
need to redefine APF1 by
APF1(m) =
n
∑
i=1
cili1(mi ≤ m, mi + li/2 ≤ T), m ≥ 0. (2)
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For simplicity we use the same notation APF1 in (1) and (2); although all methods and
results in this paper will be presented with the definition (1) in mind, they apply as well
when considering (2).
Finally, we write APFFk and APF
M
k to distinguish between APF’s for females and males,
respectively.
3 A single accumulated persistence function
There exists several constructions and results on confidence sets for persistence dia-
grams when the aim is to separate topological signal from noise, see Fasy et al. (2014),
Chazal et al. (2014), and the references therein. Appendix A and its accompanying Ex-
ample 5 discuss the obvious idea of transforming such a confidence region into one for
an accumulate persistence function, where the potential problem is that the bottleneck
metric is used for persistence diagrams and this is not corresponding to closeness of
APFs, cf. Section 1.3. In this section we focus instead on spatial point process model
assessment using APFs or more traditional tools.
Suppose a realization of a finite spatial point process X0 has been observed and copies
X1, . . . ,Xr have been simulated under a claimed model for X0 so that the joint distribu-
tion of X0,X1, . . . ,Xr should be exchangeable. That is, for any permutation (σ0, . . . , σr)
of (0, . . . , r), (Xσ0 , . . . ,Xσr ) is claimed to be distributed as (X0, . . . ,Xr); e.g. this is the
case if X0,X1, . . . ,Xr are IID. This is a common situation for model assessment in spatial
point process analysis when a distribution for X0 has been specified (or estimated), see
e.g. Baddeley et al. (2015) and Møller and Waagepetersen (2016). Denote the APFks for
X0, . . . ,Xr by A0, . . . , Ar, respectively, and the null hypothesis that the joint distribution
of A0, . . . , Ar is exchangeable by H0. Adapting ideas from Myllymäki et al. (2016), we
will discuss how to construct a goodness-of-fit test for H0 based on a so-called global
rank envelope for A0; their usefulness will be demonstrated in Example 1.
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In functional data analysis, to measure how extreme A0 is in comparison to A1, . . . , Ar, a
so-called depth function is used for ranking A0, . . . , Ar, see e.g. López-Pintado and Romo
(2009). We suggest using a depth ordering called extreme rank inMyllymäki et al. (2016):
Let T > 0 be a user-specified parameter chosen such that it is the behaviour of A0(m)
for 0 ≤ m ≤ T which is of interest. For l = 1, 2, . . ., define the l-th bounding curves of
A0, . . . , Ar by
Allow(m) = min
i=0,...,r
lAi(m) and A
l
upp(m) = max
i=0,...,r
lAi(m), 0 ≤ m ≤ T,
where minl and maxl denote the l-th smallest and largest values, respectively, and
where l ≤ r/2. Then, for i = 0, . . . , r, the extreme rank of Ai with respect to A0, . . . , Ar
is
Ri = max
{
l : Allow(m) ≤ Ai(m) ≤ Alupp(m) for all m ∈ [0, T]
}
.
The larger Ri is, the deeper or more central Ai is among A0, . . . , Ar.
Now, for a given α ∈ (0, 1), the extreme rank ordering is used to define the 100(1− α)%-
global rank envelope as the band delimited by the curves Alαlow and A
lα
upp where
lα = max
{
l :
1
r+ 1
r
∑
i=0
1(Ri < l) ≤ α
}
.
UnderH0, with probability at least 1− α,
Alαlow(m) ≤ A0(m) ≤ Alαupp(m) for all m ∈ [0, T], (3)
see Myllymäki et al. (2016). Therefore, the 100(1− α)%-global rank envelope is spec-
ifying a conservative statistical test called the extreme rank envelope test and which
acceptsH0 at level 100α% if (3) is satisfied or equivalently if
1
r+ 1
r
∑
i=0
1(Ri < R0) > α, (4)
cf. Myllymäki et al. (2016). A plot of the extreme rank envelope allows a graphical in-
terpretation of the extreme rank envelope test and may in case of rejection suggest an
alternative model for X0.
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There exist alternatives to the extreme rank envelope test, in particular a liberal extreme
rank envelope test and a so-called global scaled maximum absolute difference enve-
lope, see Myllymäki et al. (2016). It is also possible to combine several extreme rank
envelopes, for instance by combining APF0 and APF1, see Mrkvicˇka et al. (2016). In the
following example we focus on (3)-(4) and briefly remark on results obtained by com-
bining APF0 and APF1.
Example 1 (simulation study). Recall that a homogeneous Poisson process is a model
for complete spatial randomness (CSR), see e.g. Møller and Waagepetersen (2004) and
the simulation in the first panel of Figure 3. Consider APFs A0, A1, . . . , Ar corresponding
to independent point processes X0,X1, . . . ,Xr defined on a unit square and where Xi for
i > 0 is CSRwith a given intensity ρ (the mean number of points). Suppose X0 is claimed
to be CSR with intensity ρ, however, the model for X0 is given by one of the following
four point process models, which we refer to as the true model:
(a) CSR; hence the true model agrees with the claimed model.
(b) A Baddeley-Silverman cell process; this has the same second-order moment prop-
erties as under CSR, see Baddeley and Silverman (1984). Though from a mathe-
matical point of view, it is a cluster process, simulated realisations will exhibit both
aggregation and regularity at different scales, see the second panel of Figure 3.
(c) A Matérn cluster process; this is a model for clustering where each cluster is a
homogenous Poisson process within a disc and the centers of the discs are not
observed and constitute a stationary Poisson process, see Matérn (1986),
Møller and Waagepetersen (2004), and the third panel of Figure 3.
(d) Amost repulsive Bessel-type determinantal point process (DPP); this is amodel for
regularity, see Lavancier et al. (2015), Biscio and Lavancier (2016), and the fourth
panel of Figure 3.
We let ρ = 100 or 400. This specifies completely the models in (a) and (d), whereas
14
Figure 3: Simulated point patterns for a homogeneous Poisson process (first panel), a
Baddeley-Silverman cell process (second panel), a Matérn cluster process (third panel),
and a most repulsive Bessel-type DPP (fourth panel).
the remaining parameters in the cases (b)-(c) are defined to be the same as those used
in Robins and Turner (2016). In all cases of Figure 3, ρ = 400. Finally, following the
recommendation in Myllymäki et al. (2016), we let r = 2499.
For each value of ρ = 100 or 400, we simulate each point process in (a)-(d) with the R-
package spatstat. Then, for each dimension k = 0 or 1, we compute the extreme rank
envelopes and extreme rank envelope tests with the R-package spptest. We repeat
all this 500 times. Table 1 shows for each case (a)-(d) the percentage of rejection of the
hypothesis that X0 is a homogeneous Poisson process with known intensity ρ. In case of
CSR, the type one error of the test is small except when k = 0 and ρ = 100. As expected
in case of (b)-(d), the power of the test is increased when ρ is increased. For both the
Baddeley-Silverman process and the DPP, when k = 0 and/or ρ = 400, the power is
high and even 100% in two cases. For the Matérn cluster process, the power is 100%
when both ρ = 100 and 400; this is also the case when instead the radius of a cluster
becomes 10 times larger and hence it is not so easy to distinguish the clusters as in the
third panel of Figure 3. When we combine the extreme rank envelopes for APF0 and
APF1, the results are better or close to the best results obtained when considering only
one extreme rank envelope.
Figure 4 illustrates for one of the 500 repetitions and for each dimension k = 0 and
k = 1 the deviation of APFk from the extreme rank envelope obtained when the true
model is not CSR. For each of the three non-CSR models, APFk is outside the extreme
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CSR DPP Matérn cluster Baddeley-Silverman
ρ = 100 ρ = 400 ρ = 100 ρ = 400 ρ = 100 ρ = 400 ρ = 100 ρ = 400
APF0 3.6 4 77.4 100 100 100 45.6 99.6
APF1 3.8 4.6 28.2 57.8 100 100 65.8 100
APF0, APF1 4.8 3.6 82.4 100 100 100 60.8 100
Table 1: Percentage of point patterns for which the 95%-extreme rank envelope test re-
jects the hypothesis of CSR (a homogeneous Poisson process on the unit square with
intensity ρ = 100 or ρ = 400) when the true model is either CSR or one of three alterna-
tive point process models.
rank envelope, in particular when k = 0 and both the meanage and lifetime are small,
cf. the middle panel. This means that small lifetimes are not noise but of particular
importance, cf. the discussion in Section 1.2. Using an obvious notation, for small m,
we may expect that APFDPP0 (m) < APF
CSR
0 (m) < APF
MC
0 (m) which is in agreement
with the middle panel. For large m, we may expect that APFDPP0 (m) > APF
CSR
0 (m) and
APFCSR0 (m) > APF
MC
0 (m), but only the last relation is detected by the extreme rank
envelope in the left panel. Similarly, we may expect APFMC1 (m) > APF
CSR
1 (m) for small
m, whereas APFMC1 (m) < APF
CSR
1 (m) for large m, and both cases are detected in the
right panel. Note that for the Baddeley-Silverman cell process and k = 0, 1, APFBSk
has a rather similar behaviour as APFDPPk , i.e. like a regular point process and probably
because clustering is a rare phenomena.
A similar simulation study is discussed in Robins and Turner (2016) for the models in
(a)-(c), but notice that they fix the number of points to be 100 and they use a testing pro-
cedure based on the persistent homology rank function, which in contrast to our one-
dimensional APF is a two-dimensional function and is not summarizing all the topolog-
ical features represented in a persistent diagram. Robins and Turner (2016) show that
a test for CSR based on the persistent homology rank function is useful as compared
to various tests implemented in spatstat and which only concern first and second-
order moment properties. Their method is in particular useful, when the true model is
a Baddeley-Silverman cell process with the same first and second-order moment prop-
erties as under CSR. Comparing Figure 4 in Robins and Turner (2016) with the results
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Figure 4: 95%-extreme rank envelope for APFi when i = 0 (left panel and the enlarge-
ment shown in the middle panel) or i = 1 (right panel) together with the curves for the
three non-CSR models (Baddeley-Silverman cell process, Matérn cluster process, and
Bessel-type DPP). The envelope is obtained from 2499 realisations of a CSR model on
the unit square and with intensity 100.
in Table 1 when the true model is a Baddeley-Silverman cell process and ρ = 100, the
extreme rank envelope test seems less powerful than the test they suggest. On the other
hand, Robins and Turner (2016) observe that the latter test performs poorly when the
true model is a Strauss process (a model for inhibition) or a Matérn cluster process; as
noticed for the Matérn cluster process, we obtain a perfect power when using the ex-
treme rang envelope test.
4 A single sample of accumulated persistence functions
4.1 Functional boxplot
This section discusses the use of a functional boxplot (Sun and Genton, 2011) for a sam-
ple A1, . . . , Ar of APFks those joint distribution is exchangeable. The plot provides a
representation of the variation of the curves given by A1, . . . , Ar around the most cen-
tral curve, and it can be used for outlier detection, i.e. detection of curves that are too
extreme with respect to the others in the sample. This is illustrated in Example 2 for the
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brain artery trees dataset and in Appendix B and its accompanying Example 6 concern-
ing a simulation study.
The functional boxplot is based on an ordering of the APFks obtained using a so-called
depth function. For specificity we make the standard choice called the modified band
depth function (MBD), cf. López-Pintado and Romo (2009) and Sun and Genton (2011):
For a user-specified parameter T > 0 and h, i, j = 1, . . . , r with i < j, define
Bh,i,j =
{
m ∈ [0, T] : min {Ai (m) , Aj (m)} ≤ Ah(m) ≤ max{Ai (m) , Aj (m)}} ,
and denote the Lebesgue measure on [0, T] by |·|. Then the MBD of Ah with respect to
A1, . . . , Ar is
MBDr(Ah) =
2
r(r − 1) ∑
1≤i<j≤r
∣∣Bh,i,j∣∣ . (5)
This is the average proportion of Ah on [0, T] between all possible pairs of A1, . . . , Ar.
Thus, the larger the value of the MBD of a curve is, the more central or deeper it is in
the sample. We call the region delimited by the 50% most central curves the central
envelope. It is often assumed that a curve outside the central envelope inflated by 1.5
times the range of the central envelope is an outlier or abnormal curve — this is just
a generalisation of a similar criterion for the boxplot of a sample of real numbers —
and the range may be changed if it is more suitable for the application at hand, see the
discussion in Sun and Genton (2011) and Example 2 below.
Example 2 (brain artery trees). For the brain artery trees dataset (Section 2.2), Figure 5
shows the functional boxplots of APFks for females (first and third panels) respective
males (second and fourth panels) when k = 0 (first and second panels) and k = 1 (third
and fourth panels): The most central curve is plotted in black, the central envelope in
purple, and the upper and lower bounds obtained from all the curves except the outliers
in dark blue. Comparing the two left panels (concerned with connected components),
the shape of the central envelope is clearly different for females and males, in particular
on the interval [40, 60], and the upper and lower bounds of the non-outlier are closer
18
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Figure 5: Functional boxplots of APFs for females and males obtained from the brain
artery trees dataset: APFF0 (first panel), APF
M
0 (second panel), APF
F
1 (third panel), APF
M
1
(fourth panel). The dashed lines show the outliers detected by the 1.5 criterion.
Figure 6: Brain artery tree of a male subject with APFM0 and APF
M
1 detected as outliers
by the 1.5 criterion.
to the central region for females, in particular on the interval [0, 50]. For the two right
panels (concerned with loops), the main difference is observed on the interval [15, 25]
where the central envelope is larger for females than for males.
The dashed lines in Figure 5 show the APFs detected as outliers by the 1.5 criterion, that
is 6 APFF0 s (first panel), 3 APF
F
1s (third panel), 6 APF
M
0 s (second panel), and 4 APF
M
1 s
(fourth panel). For the females, only for one point pattern both APFF0 and APF
F
1 are
outliers, where APFF1 is the steep dashed line in the bottom-left panel; and for the males,
only for two point patterns both APFM0 and APF
M
1 are outliers, where in one case APF
M
1
is the steep dashed line in the bottom-right panel. For this case, Figure 6 reveals an
obvious issue: A large part on the right of the corresponding tree is missing!
Examples 3 and 4 discuss to what extent our analysis of the brain artery trees will be
sensitive to whether we include or exclude the detected outliers.
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4.2 Confidence region for the mean function
This section considers an asymptotic confidence region for the mean function of a sam-
ple A1, . . . , Ar of IID APFks. We assume that D1, . . . ,Dr are the underlying IID RRPDks
for the sample so that with probability one, there exists an upper bound T < ∞ on the
death times and there exists an upper bound nmax < ∞ on the number of k-dimensional
topological features. Note that the state space for such RRPDks is
Dk,T,nmax = {{(m1, l1, c1), . . . , (mn, ln, cn)} :
n
∑
i=1
ci ≤ nmax, mi + li/2 ≤ T, i = 1, . . . , n}
and only the existence and not the actual values of nmax and T play a role when ap-
plying our method below. For example, in the settings (i)-(ii) of Section 2.1 it suffices
to assume that X is included in a bounded region of R2 and that the number of points
N is bounded by a constant; this follows from the two versions of the Nerve Theorem
presented in Fasy et al. (2014) and Edelsbrunner and Harer (2010), respectively.
We adapt an empirical bootstrap procedure (see e.g. van der Vaart and Wellner (1996))
which in Chazal et al. (2013) is used for a confidence region for the mean of the domi-
nant function of the persistent landscape and which in our case works as follows. For
0 ≤ m ≤ T, the mean function is given by µ(m) = E {A1(m)} and estimated by the
empirical mean function Ar(m) =
1
r ∑
r
i=1 Ai(m). Let A
∗
1 , . . . , A
∗
r be independent uni-
form draws with replacement from the set {A1, . . . , Ar} and set A∗r = 1r ∑ri=1 A∗i and
θ∗ = supm∈[0,T]
√
r
∣∣Ar(m)− A∗r (m)∣∣. For a given integer B > 0, independently repeat
this procedure B times to obtain θ∗1 , . . . , θ
∗
B. Then, for 0 < α < 1, the 100(1 − α)%-
quantile in the distribution of θ∗ is estimated by
qˆBα = inf{q ≥ 0 :
1
B
B
∑
i=1
1(θ∗i > q) ≤ α}.
The following theorem is verified in Appendix F.
Theorem 4.1. Let the situation be as described above. For large values of r and B, the functions
Ar ± qˆBα/
√
r provide the bounds for an asymptotic conservative 100(1− α)%-confidence region
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Figure 7: Bootstrap confidence regions for the mean APFMk and the mean APF
F
k when
k = 0 (left panel) and k = 1 (right panel).
for the mean APF, that is
lim
r→∞ limB→∞
P
(
µ(m) ∈ [Ar(m)− qˆBα/
√
r, Ar(m) + qˆ
B
α/
√
r] for all m ∈ [0, T]
)
≥ 1− α.
Example 3 (brain artery trees). The brain artery trees are all contained in a bounded
region and presented by a bounded number of points, so it is obvious that T and nmax
exist for k = 0, 1. To establish confidence regions for the mean of the APFMk s respective
APFFk s, we apply the bootstrap procedure with B = 1000. The result is shown in Figure 7
when all 95 trees are considered: In the left panel, k = 0 and approximatively half of
each confidence region overlap with the other confidence region; it is not clear if there
is a difference between genders. In the right panel, k = 1 and the difference is more
pronounced, in particular on the interval [15, 25]. Similar results and conclusions are
obtained if we exclude the APFs detected as outliers in Example 2. Of course we should
supply with a statistical test to assess the gender effect and such a test is established in
Section 5 and applied in Example 4.
Appendix C provides the additional Example 7 for a simulated dataset along with a
discussion on the geometrical interpretation of the confidence region obtained.
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5 Two samples of accumulated persistence functions
This section concerns a two-sample test for comparison of two samples of APFs. Ap-
pendix E presents both a clustering method (Appendix E.1, including Example 9) and
a unsupervised classification method (Appendix E.2, including Example 10) for two or
more samples.
Consider two samples of independent RRPDks D1, . . . ,Dr1 and E1, . . . , Er2 , where each
Di (i = 1, . . . , r1) has distribution PD and each Ej has distribution PE (j = 1, . . . , r2),
and suppose we want to test the null hypothesis H0: PD = PE = P. Here, the common
distribution P is unknown and as in Section 4.2 we assume it is concentrated onDk,T,nmax
for some integer nmax > 0 and number T > 0. Below, we adapt a two-sample test
statistic studied in Præstgaard (1995) and van der Vaart and Wellner (1996).
Let r = r1 + r2. Let A1, . . . , Ar be the APFk corresponding to (D1, . . . ,Dr1 , E1, . . . , Er2),
and denote by Ar1 and Ar2 the empirical means of A1, . . . , Ar1 and Ar1+1, . . . , Ar1+r2 ,
respectively. Let I = [T1, T2] be a user-specified interval with 0 ≤ T1 < T2 ≤ T and used
for defining a two-sample test statistic by
KSr1 ,r2 =
√
r1r2
r
sup
m∈I
∣∣Ar1(m)− Ar2(m)∣∣ , (6)
where large values are critical for H0. This may be rewritten as
KSr1 ,r2 = sup
m∈I
∣∣∣∣√r2r Gr1D(m)−
√
r1
r
Gr2E (m) +
√
r1r2
r
E {AD − AE} (m)
∣∣∣∣ , (7)
where Gr1D =
√
r1
(
Ar1 − E {AD}
)
and Gr2E =
√
r2
(
Ar2 − E {AE}
)
. By Lemma F.2 in Ap-
pendix F and by the independence of the samples, Gr1D and G
r2
E converge in distribution
to two independent zero-mean Gaussian processes on I, denoted GD and GE, respec-
tively. Assume that r1/r → λ ∈ (0, 1) as r → ∞. UnderH0, in the sense of convergence
in distribution,
lim
r→∞ KSr1 ,r2 = supm∈I
∣∣∣√1− λGD(m)−√λGE(m)∣∣∣ , (8)
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where
√
1− λGD −
√
λGE follows the same distribution as GD. If H0 is not true and
supm∈I
∣∣E {A1 − Ar1+1} (m)∣∣ > 0, then KSr1 ,r2 → ∞ as r → ∞, see van der Vaart and Wellner
(1996). Therefore, for 0 < α < 1 and letting qα = inf{q : P(supm∈I |GD(m)| > q) ≤ α},
the asymptotic test that rejects H0 if KSr1 ,r2 ≤ qα is of level 100α% and of power 100%.
As qα depends on the unknown distribution P, we estimate qα by a bootstrap method:
Let A∗1 , . . . , A
∗
r be independent uniform draws with replacement from {A1, . . . , Ar}. For
0 ≤ m ≤ T, define the empirical mean functions A∗r1(m) = 1r1 ∑
r1
i=1 A
∗
i (m) and A
∗
r2
(m) =
1
r2
∑
r1+r2
i=r1+1
A∗i (m), and compute
θ∗ =
√
r1r2
r
sup
m∈I
∣∣A∗r1(m)− A∗r2(m)∣∣ . (9)
For a given integer B > 0, independently repeat this procedure B times to obtain θ∗1 , . . . , θ
∗
B.
Thenwe estimate qα by the 100(1− α)%-quantile of the empirical distribution of θ∗1 , . . . , θ∗B,
that is
qˆBα = inf{q ≥ 0 :
1
B
B
∑
i=1
1(θ∗i > q) ≤ α}.
The next theorem is a direct application of Theorem 3.7.7 in van der Vaart and Wellner
(1996) noticing that the APFks are uniformly bounded by Tnmax and they form a so-
called Donsker class, see Lemma F.2 and its proof in Appendix F.
Theorem 5.1. Let the situation be as described above. If r → ∞ such that r1/r → λ with
λ ∈ (0, 1), then underH0
lim
r→∞ limB→∞
P
(
KSr1 ,r2 > qˆ
B
α
)
= α,
whilst ifH0 is not true and supm∈I
∣∣E {A1 − Ar1+1} (m)∣∣ > 0, then
lim
r→∞ limB→∞
P
(
KSr1 ,r2 > qˆ
B
α
)
= 1.
Therefore, the test that rejects H0 if KSr1,r2 > qˆBα is of asymptotic level 100α% and power
100%. As remarked in van der Vaart and Wellner (1996), by their Theorem 3.7.2 it is
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possible to present a permutation two-sample test so that the critical value qˆBα for the
bootstrap two-sample test has the same asymptotic properties as the critical value for
the permutation test.
Other two-sample test statistics than (6) can be constructed by considering other mea-
surable functions of Ar1 − Ar2 , e.g. we may consider the two-sample test statistic
Mr1,r2 =
∫
I
∣∣Ar1(m)− Ar2(m)∣∣ dm. (10)
Then by similar arguments as above but redefining θ∗ in (9) by
θ∗ =
√
r1r2
r
∫
m∈I
∣∣A∗r1(m)− A∗r2(m)∣∣ dm,
the test that rejects H0 if Mr1,r2 > qˆBα is of asymptotic level 100α% and power 100%.
Example 4 (brain artery trees). To distinguish between male and female subjects of
the brain artery trees dataset, we use the two-sample test statistic KSr1 ,r2 under three
different settings:
(A) For k = 0, 1, we let PD′k be the subset of PDk corresponding to the 100 largest
lifetimes. Then D1, . . . ,D46 and E1, . . . , E49 are the RRPDks obtained from the PD
′
ks
associated to female and male subjects, respectively. This is the setting used in
Bendich et al. (2016).
(B) For k = 0, 1, we consider all lifetimes and let D1, . . . ,D46 and E1, . . . , E49 be the
RRPDks associated to female and male subjects, respectively.
(C) The samples are as in setting (B) except that we exclude the RRPDks where the
corresponding APFk was detected as an outlier in Example 2. Hence, r1 = 40 and
r2 = 43 if k = 0, and r1 = 43 and r2 = 45 if k = 1.
Bendich et al. (2016) perform a permutation test based on the mean lifetimes for the male
and female subjects and conclude that gender effect is recognized when considering PD1
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APF0 APF1
I = [0, 137] I = [0, 60] I = [0, 25] I = [15, 25]
Setting (A) 5.26 3.26 3.18 2.72
Setting (B) 7.67 3.64 20.06 1.83
Setting (C) 4.55 2.61 0.92 0.85
Table 2: Estimated p-values given in percentage of the two-sample test based on KSr1,r2
used with APF0 and APF1 on different intervals I to distinguish between male and fe-
male subjects under settings (A), (B), and (C) described in Example 4.
(p-value = 3%) but not PD0 (p-value = 10%). For comparison, under each setting (A)-
(C), we perform the two-sample test for k = 0, 1, different intervals I, and B = 10000.
In each case, we estimate the p-value, i.e. the smallest α such that the two-sample test
with significance level 100α% does not reject H0, by pˆ = 1B ∑Bi=1 1(θ∗i > KSr1 ,r2). Table 2
shows the results. Under each setting (A)-(C), using APF0 we have a smaller p-value
than in Bendich et al. (2016) if I = [0, 137] and an even larger p-value if I = [0, 60];
and for k = 1 under setting (B), our p-value is about seven times larger than the p-
value in Bendich et al. (2016) if I = [0, 25], and else it is similar or smaller. For k = 1
and I = [0, 25], the large difference between our p-values under settings (B) and (C)
indicates that the presence of outliers violates the result of Theorem 5.1 and care should
hence be taken. In our opinion we can better trust the results without outliers, where
in contrast to Bendich et al. (2016) we see a clear gender effect when considering the
connected components. Notice also that in agreement with the discussion of Figure 5
in Example 2, for each setting A, B, and C and each dimension k = 0, 1, the p-values in
Table 2 are smallest when considering the smaller interval I = [0, 60] or I = [15, 25].
Appendix D provides an additional Example 8 illustrating the use of two-sample test in
a simulation study.
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Appendix
Appendix A-F contain complements and additional examples to Sections 3-5. Our set-
ting and notation are as follows. All the examples are based on a simulated point pattern
{x1, . . . , xN} ⊂ R2 as described in Section 2.1, with x1, . . . , xN being IID points where
N is a fixed positive integer. As in Section 1.1.1, our setting corresponds to applications
typically considered in TDA where the aim is to obtain topological information about a
compact set C ⊂ R2 which is unobserved and where possibly noise appears: For speci-
ficity, we let xi = yi + ǫi, i = 1, . . . ,N, where y1, . . . , yN are IID points with support
C, the noise ǫ1, . . . , ǫN are IID and independent of y1, . . . , yN, and ǫi follows the restric-
tion to the square [−10σ, 10σ]2 of a bivariate zero-mean normal distribution with IID
coordinates and standard deviation σ ≥ 0 (if σ = 0 there is no noise). We denote this
distribution for ǫi by N2(σ) (the restriction to [−10σ, 10σ]2 is only imposed for technical
reasons and is not of practical importance). We let Ct be the union of closed discs of radii
t and centred at x1, . . . , xN, and we study how the topological features of Ct changes as
t ≥ 0 grows. For this we use the Delaunay-complex mentioned in Section 1.1.1. Finally,
we denote by C((a, b), r) the circle with center (a, b) and radius r.
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A Transforming confidence regions for persistence diagrams
used for separating topological signal from noise
As noted in Section 3 there exists several constructions and results on confidence sets
for persistence diagrams when the aim is to separate topological signal from noise,
see Fasy et al. (2014), Chazal et al. (2014), and the references therein. We avoid presenting
the technical description of these constructions and results, which depend on different
choices of complexes (or more precisely so-called filtrations). For specificity, in this ap-
pendix we just consider the Delaunay-complex and discuss the transformation of such
a confidence region into one for an accumulate persistence function.
We use the following notation. As in the aforementioned references, consider the per-
sistence diagram PDk for an unobserved compact manifold C ⊂ R2 and obtained as in
Section 1.1.1 by considering the persistence as t ≥ 0 grows of k-dimensional topological
features of the set consisting of all points in R2 within distance t from C. Note that PDk
is considered as being non-random and unknown; of course in our simulation study
presented in Example 5 below we only pretend that PDk is unknown. Let P̂Dk,N be the
random persistence diagram obtained as in Section 1.1.1 from IID points x1, . . . , xN with
support C. LetN = {(b, d) : b ≤ d, l ≤ 2cN} be the set of points at distance
√
2cN of the
diagonal in the persistence diagram. Let S(b, d) = {(x, y) : |x− b| ≤ cN, |y− d| ≤ cN}
be the square with center (b, d), sides parallel to the b- and d-axes, and of side length
2cN. Finally, let α ∈ (0, 1).
Fasy et al. (2014) and Chazal et al. (2014) suggest various ways of constructing a bound
cN > 0 so that an asymptotic conservative 100(1− α)%-confidence region for PDk with
respect to the bottleneck distanceW∞ is given by
lim inf
N→∞
P
(
W∞(PDk, P̂Dk,N) ≤ cN
)
≥ 1− α (11)
whereW∞ is the bottleneck distance defined in Section 1.3. The confidence region given
by (11) consists of those persistence diagrams PDk which have exactly one point in each
square S(bi , di), with (bi, di) a point of P̂Dk,N, and have an arbitrary number of points in
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the set N . Fasy et al. (2014) consider the points of P̂Dk,N falling in N as noise and the
remaining points as representing a significant topological feature of C.
Using (11) an asymptotic conservative 100(1− α)%-confidence region for the APFk cor-
responding to PDk is immediately obtained. This region will be bounded by two func-
tions Âmink,N and Â
max
k,N specified by P̂Dk,N and cN. Due to the accumulating nature of APFk,
the span between the bounds is an increasing function of the meanage. When using the
Delaunay-complex, Chazal et al. (2014) show that the span decreases as N increases; this
is illustrated in Example 5 below.
Example 5 (simulation study). Let C = C((−1.5, 0), 1) ∪ C((1.5, 0), 0.8) and suppose
each point xi is uniformly distributed on C. Figure 8 shows C and an example of a simu-
lated point pattern with N = 300 points. We use the bootstrap method implemented in
the R-package TDA and presented in Chazal et al. (2014) to compute the 95%-confidence
region for PD1 when N = 300, see the top-left panel of Figure 9, where the two squares
above the diagonal correspond to the two loops in C and the other squares correspond
to topological noise. Thereby 95%-confidence regions for RRPD1 (top-right panel) and
APF1 (bottom-left panel) are obtained. The confidence region for APF1 decreases as N
increases as demonstrated in the bottom panels where N is increased from 300 to 500.
As noticed in Section 1.3, we must be careful when using results based on the bottleneck
metric, because small values of the bottleneck metric does not correspond to closeness
of the two corresponding APFs: Although close persistence diagram with respect to the
bottleneck distance imply that the two corresponding APFs are close with respect to the
Lq-norm (1 ≤ q ≤ ∞), the converse is not true. Hence, it is possible that an APF is in the
confidence region plotted in Figure 9 but that the corresponding persistence diagram is
very different from the truth.
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Figure 8: The set C in Example 5 (left panel) and a simulated point pattern of N = 300
independent and uniformly distributed points on C (right panel).
B Additional example related to Section 4.1 "Functional
boxplot"
The functional boxplot described in Section 4.1 can be used as an exploratory tool for the
curves given by a sample of APFks. It provides a representation of the most central curve
and the variation around this. It can also be used for outliers detection as illustrated in
the following example.
Example 6 (simulation study). We consider a sample of 65 independent APFks, where
the joint distribution of the first 50 APFks is exchangeable, whereas the last 15 play the
role of outliers. We suppose each APFk corresponds to a point process of 100 IID points,
where each point xi follows one of the following distributions P1, . . . , P4.
• P1 (unit circle): xi is a uniform point on C((0, 0), 1) perturbed by N2 (0.1)-noise.
• P2 (Gaussian mixture): Let yi follow N2 (0.2), then xi = yi with probability 0.5, and
xi = yi + (1.5, 0.5) otherwise.
• P3 (two circles): xi is a uniform point on C((−1,−1), 1) ∪ C((1, 1), 0.5) perturbed
by N2 ((0, 0), 0.1)-noise.
• P4 (circle of radius 0.7): xi is a uniform point on C((0, 0), 0.7) perturbed by N2 (0.1)-
noise.
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Figure 9: 95%-confidence regions obtained by the bootstrap method for PD1 (top-left
panel) and its corresponding RRPD1 (top-right panel) when C and x1, . . . , x300 are as
in Figure 8. The bottom-left panel shows the corresponding 95%-confidence region for
APF1. The bottom-right panel shows the 95%-confidence region for APF1 when a larger
point cloud with 300 points is used.
We let the first 50 point processes be obtained from P1 (the distribution for non-outliers),
the next 5 from P2, the following 5 from P3, and the final 5 from P4. Figure 10 shows a
simulated realization of each of the four types of point processes.
Figure 11 shows the functional boxplots when considering APF0 (left panel) and APF1
(right panel). The curves detected as outliers and corresponding to the distributions
P2, P3, and P4 are plotted in red, blue, and green, respectively. In both panels the outliers
detected by the 1.5 criterion agree with the true outliers.
In the left panel, each curve has an accumulation of small jumps between m = 0 and
m ≈ 0.1, corresponding to the moments where the points associated to each circle are
connected by the growing discs in the sequence {Ct}t≥0. The curves corresponding to
realisations of P3 have a jump at m ≈ 0.38 which corresponds to the moment where
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P1 −  Circle r=1
P2 −  Gaussian mixture 
P3 −  Two circles 
P4 −  Circle r=0.7
Figure 10: Simulated realizations of the four types of point processes, each consisting of
100 IID points with distribution either P1 (black dots), P2 (blue crosses), P3 (red trian-
gles), or P4 (rotated green crosses).
the points associated to the two circles used when defining P3 are connected by the
growing discs in the sequence {Ct}t≥0. The points following the distribution P4 are
generally closer to each other than the ones following the distribution P1 as the radius
of the underlying circle is smaller. This corresponds to more but smaller jumps in APF0
for small meanages, and hence the curves of APF0 are lower when they correspond to
realisations of P1 than to realisations of P4; and as expected, for large meanages, the
curves of APF0 are larger when they correspond to realisations of P1 than to realisations
of P4. Note that if we redefine P4 so that the N2 (0.1)-noise is replaced by N2 (0.07)-noise,
then the curves would be the same up to rescaling.
In the right panel, we observe clear jumps in all APF1s obtained from P1, P3, and P4.
These jumps correspond to the first time that the loops of the circles in P1, P3, and P4 are
covered by the union of growing discs in the sequence {Ct}t≥0. Once again, if we have
used N2 (0.07)-noise in place of N2 (0.1)-noise in the definition of P4, the curves would
be the same up to rescaling.
If we repeat everything but with the distribution P4 redefined so that C((0, 0), 0.7) is
replaced by C((0, 0), 0.8), then the support of P4 is closer to that of P1 and it becomes
harder in the case of APF0 to detect the outliers with distribution P4 (we omit the corre-
sponding plot); thus further simulations for determining a stronger criterion would be
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Figure 11: Functional boxplots of 65 APFs based on the topological features of dimen-
sion 0 (left panel) and 1 (right panel). In each panel, 50, 5, 5, and 5 APFs are obtained
from the Delaunay-complex of 100 IID points from the distribution P1, P2, P3, and P4,
respectively. The APFs detected as outliers are plotted in red, blue, and green in the case
of P2, P3, and P4, respectively.
needed.
C Additional example related to Section 4.2 "Confidence
region for the mean function"
This appendix provides yet an example to illustrate the bootstrap method in Section 4.2
for obtaining a confidence region for the mean function of a sample of IID APFks.
Example 7 (simulation study). Consider 50 IID copies of a point process consisting
of 100 independent and uniformly distributed points on the union of three circles with
radius 0.25 and centred at (−1,−1), (0, 1), and (1,−1), respectively (these circles were
also considered in the example of Section 1.1.1). A simulated realization of the point
process is shown in the left panel of Figure 12, and the next two panels show simulated
confidence regions for APF0 and APF1, respectively, when the bootstrap procedure with
B = 1000 is used. In the middle panel, between m = 0 and m = 0.2, there is an accu-
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Figure 12: A simulation of 100 independent and uniformly distributed points on the
union of three circles (dashed lines) with the same radius r = 0.5 and centred at
(−1,−1), (0, 1), and (1,−1) (left panel). The 95%-confidence regions for the mean APF0
(middle panel) and the mean APF1 (right panel) are based on 50 IID simulations.
mulation of small jumps corresponding to the moment when each circle is covered by
the union of growing discs from the sequence {Ct}t≥0; we interpret these small jumps
as topological noise. The jump at m ≈ 0.25 corresponds to the moment when the circles
centred at (−1,−1) and (1,−1) are connected by the growing discs, and the jump at
m ≈ 0.3 to when all three circles are connected by the growing discs. In the right panel,
at m ≈ 0.3 there is an accumulation of small jumps corresponding to the moment when
the three circles are connected by the growing discs and they form a loop at m = 0.25
in Figure 1. The disappearance of this loop at m = 0.69 in Figure 1 corresponds to the
jump at m ≈ 0.7 in Figure 12.
D Additional example to Section 5 "Two samples of accu-
mulated persistence functions"
Section 5 considered two samples of independent RRPDks D1, . . . ,Dr1 and E1, . . . , Er2 ,
where each Di (i = 1, . . . , r1) has distribution PD and each Ej has distribution PE (j =
1, . . . , r2). Then we studied a bootstrap two-sample test to asses the null hypothesis H0:
PD = PE, e.g. in connection to the brain artery trees. An additional example showing
33
Circle r=1
Circle r=0.95
Figure 13: A simulation of 100 independent and uniformly distributed points on the
circle centred at (0, 0) with radius 1 and perturbed by N2 ((0, 0), 0.2)-noise (red dots),
together with 100 independent and uniformly distributed points on the circle centred at
(0, 0) with radius 0.95 and perturbed by N2 ((0, 0), 0.2)-noise (blue crosses).
the performance of the test is presented below.
Example 8 (simulation study). Let PD be the distribution of a RRPDk obtained from
100 independent and uniformly distributed points on C((0, 0), 1) perturbed by N2 (0.2)-
noise, and define PE in a similar way but with a circle of radius 0.95. A simulated
realisation of each point process is shown in Figure 13; it seems difficult to recognize
that the underlying circles are different. Let us consider the two-sample test statistics
(6) and (10) with I = [0, 3], r1 = r2 = 50, and α = 0.05. Over 500 simulations of the
two samples of RRPDk we obtain the following percentage of rejection: For Mr1,r2 , 5.2%
if k = 0, and 24.2% if k = 1. For KSr1 ,r2 much better results are observed, namely 73.8%
if k = 0, and 93.8% if k = 1, where this high percentage is mainly caused by the largest
lifetime of a loop.
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E Further methods for two or more samples of accumu-
lated persistence functions
E.1 Clustering
Suppose A1, . . . , Ar are APFks which we want to label into K < r groups by using a
method of clustering (or unsupervised classification). Such methods are studied many
places in the literature for functional data, see the survey in Jacques and Preda (2014). In
particular, Chazal et al. (2009), Chen et al. (2015), and Robins and Turner (2016) consider
clustering in connection to RRPDks. Whereas the RRPDks are two-dimensional func-
tions, it becomes easy to use clustering for the one-dimensional APFks as illustrated in
Example 9 below.
For simplicity we just consider the standard technique known as the K-means clustering
algorithm (Hartigan and Wong (1979)). For more complicated applications than consid-
ered in Example 9 the EM-algorithm may be needed for the K-means clustering algo-
rithm. As noticed by a referee, to avoid the use of the EM-algorithm we can modify (9)
or (10) and thereby construct a distance/similarity matrix for different APFs which is
used to perform hierarchical clustering. However, for Example 9 the results using hier-
archical clustering (omitted here) were not better than with the K-means algorithm.
Assume that A1, . . . , Ar are pairwise different and square-integrable functions on [0, T],
where T is a user-specified parameter. For example, if RRPDk ∈ Dk,T,nmax (see Sec-
tion 4.2), then APFk ∈ L2([0, T]). The K-means clustering algorithm works as follows.
• Chose uniformly at random a subset of K functions from {A1, . . . , Ar}; call these
functions centres and label them by 1, . . . ,K.
• Assign each non-selected APFk the label i if it is closer to the centre of label i than
to any other centre with respect to the L2-distance on L2([0, T]).
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• In each group, reassign the centre by the mean curve of the group (this may not be
an APFk of the sample).
• Iterate these steps until the assignment of centres does not change.
The algorithm is known to be convergent, however, it may have several drawbacks as
discussed in Hartigan and Wong (1979) and Bottou and Bengio (1995).
Example 9 (simulation study). Consider K = 3 groups, each consisting of 50 APF0s
and associated to point processes consisting of 100 IID points, where each point xi fol-
lows one of the following distributions P1, P2, and P3 for groups 1, 2, and 3, respectively.
• P1 (unit circle): xi is a uniform point on C((0, 0), 1) perturbed by N2 (0.1)-noise.
• P2 (two circles): xi is a uniform point on C((−1,−1), 0.5) ∪ C((1, 1), 0.5) perturbed
by N2 (0.1)-noise.
• P3 (circle of radius 0.8): xi is a uniform point on C((0, 0), 0.8) perturbed by N2 (0.1)-
noise.
We start by simulating a realization of each of the 3× 50 = 150 point processes. The left
panel of Figure 14 shows one realization of each type of point process; it seems difficult
to distinguish the underlying circles for groups 1 and 3, but the three APF0s associated
to these three point patterns are in fact assigned to their right groups. The right panel
of Figure 14 shows the result of the K-means clustering algorithm. Here we are using
the R-function “kmeans” for the K-means algorithm and it takes only a few seconds
when evaluating each Ai(m) at 2500 equidistant values of m between 0 and T = 0.5.
As expected we see more overlap between the curves of the APF0s assigned to groups 1
and 3.
We next repeat 500 times the simulation of the 150 point processes. A clear distinction
between the groups is obtained by the K-means algorithm applied for connected com-
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ponents: The percentage of wrongly assigned APF0s among the 500× 3× 50 = 75000
APF0s has an average of 4.5% and a standard deviation of 1.6%. The assignment error
is in fact mostly caused by incorrect labelling of APF0s associated to P1 or P3. This is
expected as the underlying circles used in the definitions of P1 and P3 are rather close,
whereas the underlying set in the definition of P2 is different with two connected com-
ponents as represented by the jump at m ≈ 0.4 in the middle panel of Figure 14.
Even better results are obtained when considering loops instead of connected compo-
nents: The percentage of wrongly assigned APF1s among the 75000 APF1s has an aver-
age of 1.6% and a standard deviation of 1.0%. This is mainly due to the sets underlying
P1, P2, and P3 which have distinctive loops that results in clear distinct jumps in the
APF1s as seen in the right panel of Figure 14.
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Figure 14: Left panel: Simulated example of the three point processes, each consisting of
100 IID points drawn from the distribution P1 (black dots), P2 (red triangles), or P3 (blue
crosses). Middle panel: The 150 APF0s obtained from the simulation of the 150 point
processes associated to P1, P2, or P3, where the colouring in black, red, or blue specifies
whether the K-means algorithm assigns an APF0 to the group associated to P1, P2, or P3.
Right panel: As the middle panel but for the 150 APF1s.
E.2 Supervised classification
Suppose we want to assign an APFk to a training set of K different groups G1, . . . ,GK,
where Gi is a sample of ri independent APFks Ai1, . . . , Airi . For this purpose supervised
classification methods for functional data may be adapted.
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We just consider a particular method by López-Pintado et al. (2010): Suppose α ∈ [0, 1]
and we believe that at least 100(1− α)% of the APFks in each group are IID, whereas
the remaining APFks in each group follow a different distribution and are considered as
outliers (see Section 4.1). For a user-specified parameter T > 0 and i = 1, . . . ,K, define
the 100α%-trimmed mean A
α
i with respect to Gi as the mean function on [0, T] of the
100(1− α)% APFks in Gi with the largest MBDri , see (5). Assuming ∪Ki=1Gi ⊂ L2([0, T]),
an APFk A ∈ L2([0, T]) is assigned to Gi if
i = argmin
j∈{1,...,K}
‖A αj − A‖, (12)
where ‖ · ‖ denotes the L2-distance. Here, the trimmed mean is used for robustness and
allows a control over the curves we may like to omit because of outliers, but e.g. the
median could have been used instead.
Example 10 (simulation study). Consider the following distributions P1, . . . , P4 for a
point xi.
• P1 (unit circle): xi is a uniform point on C((0, 0), 1) which is perturbed by N2 (0.1)-
noise.
• P′1 (two circles, radii 1 and 0.5): xi is a uniform point on C((0, 0), 1)∪C((1.5, 1.5), 0.5)
and perturbed by N2 (0.1)-noise.
• P2 (circle of radius 0.8): xi is a uniform point on C((0, 0), 0.8) which is perturbed
by N2 (0.1)-noise.
• P′2 (two circles, radii 0.8 and 0.5): xi is a uniform point on C((0, 0), 0.8)∪C((1.5, 1.5), 0.5)
and perturbed by N2 (0.1)-noise.
For k = 0, 1 we consider the following simulation study: K = 2 and r1 = r2 = 50; G1
consists of 45 APFks associated to simulations of point processes consisting of 100 IID
points with distribution P1 (the non-outliers) and 5 APFks obtained in the same way but
from P′1 (the outliers); G2 is specified in the same way as G1 but replacing P1 and P′1 with
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Figure 15: Top panels: The 20%-trimmed mean functions with respect to G1 and G2
when considering APF0s (left) and APF1s (right) obtained from the Delaunay-complex
and based on 100 IID points following the distribution P1 (solid curve) or P2 (dotted
curve). Bottom panels: Examples of point patterns with associated APF0s assigned to
the wrong group, together with the circles of radius 0.8 and 1.
P2 and P
′
2, respectively; and we have correctly specified that α = 0.2. Then we simulate
100 APFks associated to P1 and 100 APFks associated to P2, i.e. they are all non-outliers.
Finally, we use (12) to assign each of these 200 APFks to either G1 or G2.
The top panels in Figure 15 show the 20%-trimmed means A
0.2
1 and A
0.2
2 when k = 0
(left) and k = 1 (right). The difference between the 20%-trimmedmeans is clearest when
k = 1 and so we expect that the assignment error is lower in that case. In fact wrong
assignments happen mainly when the support of P1 or P2 is not well covered by the
point pattern as illustrated in the bottom panels.
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Repeating this simulation study 500 times, the percentage of APF0s wrongly assigned
among the 500 repetitions has a mean of 6.7% and a standard deviation of 1.7%, whereas
for the APF1s the mean is 0.24% and the standard deviation is 0.43%. To investigate how
the results depend on the radius of the smallest circle, we repeat everything but with
radius 0.9 in place of 0.8 when defining the distributions P2 and P
′
2. Then for the APF0s,
the proportion of wrong assignments has a mean of 23.2% and a standard deviation of
2.9%, and for the APF1s, a mean of 5.7% and a standard deviation of 1.9%. Similar to
Example 9, the error is lowest when k = 1 and this is due to the largest lifetime of a loop.
F Proof of Theorem 4.1
The proof of Theorem 4.1 follows along similar lines as in Chazal et al. (2013) as soon as
we have verified Lemma F.2 below. Note that the proof of Lemma F.2 is not covered by
the approach in Chazal et al. (2013).
We first need to recall the following definition, where BT denotes the topological space
of bounded real valued Borel functions defined on [0, T] and its topology is induced by
the uniform norm.
Definition F.1. A sequence {Xr}r=1,2,... of random elements in BT converges in distribution
to a random element X in BT if for any bounded continuous function f : BT 7→ R, E f (Xr)
converges to E f (X) as r → ∞.
Lemma F.2. Let the situation be as in Section 4.2. As r → ∞, √r (Ar − µ) converges in dis-
tribution towards a zero-mean Gaussian process on [0, T] with covariance function c(m,m′) =
Cov (A1(m), A1(m
′)), m,m′ ∈ [0, T].
Proof. We need some notation and to recall some concepts of empirical process theory.
For D ∈ Dk,nmaxT , denote AD the APFk of D. Let F = { fm : 0 ≤ m ≤ T} be the class of
functions fm : Dk,nmaxT 7→ [0,∞) given by fm(D) = AD(m). To see the connection with
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empirical process theory, we consider
Gr( fm) =
√
r
(
1
r
r
∑
i=1
fm(Di)− µ(m)
)
as an empirical process. Denote ‖ · ‖ the L2 norm on F with respect to the distribution
of D1, i.e. ‖ fm(·)‖2 = E
{
AD1(m)
2
}
. For u, v ∈ F , the bracket [u, v] is the set of all
functions f ∈ F with u ≤ f ≤ v. For any ǫ > 0, N[](ǫ,F , ‖ · ‖) is the smallest integer
J ≥ 1 such that F ⊂ ∪Jj=1[uj, vj] for some functions u1, . . . , uJ and v1, . . . , vJ in F with
‖vj − uj‖ ≤ ǫ for j = 1, . . . , J. We show below that
∫ 1
0
√
log
(
N[] (ǫ,F , ‖ · ‖)
)
dǫ is
finite. Then, by Theorem 19.5 in van der Vaart (2000), F is a so-called Donsker class
which implies the convergence in distribution of Gr( fm) to a Gaussian process as in the
statement of Lemma F.2.
For any sequence −∞ = t1 < . . . < tJ = ∞ with J ≥ 2, for j = 1, . . . , J − 1, and
for D = {(m1, l1, c1), . . . , (mn, ln, cn)} ∈ Dk,nmaxT , let uj(D) = ∑ni=1 cili1(mi ≤ tj) and
vj(D) = ∑
n
i=1 cili1(mi < tj+1) (if n = 0, then D is empty and we set uj(D) = vj(D) = 0).
Then, for any m ∈ [0, T], there exists a j = j(m) such that uj(D) ≤ fm(D) ≤ vj(D), i.e.
fm(D) ∈ [uj, vj]. Consequently, F ⊂ ∪J−1j=1 [uj, vj].
We prove now that for any ǫ ∈ (0, 1), the sequence {tj}1≤j≤J can be chosen such that for
j = 1, . . . , J − 1, we have ‖vj − uj‖ ≤ ǫ. Write D1 = {(M1, L1,C1), . . . , (MN, LN ,CN)},
where N is random and should not to be confused with N in Sections 2.1 and A (if
N = 0, then D1 is empty). Let n ∈ {1, . . . , nmax} and conditioned on N = n, let I be
uniformly selected from {1, . . . , n}. Then
E
{(
vj (D1)− uj (D1)
)2
1 (N = n)
}
= n2E
{
1 (N = n)
1
n
n
∑
i=1
CiLi1
(
Mi ∈
(
tj, tj+1
))}2
≤ T2n4maxE
{
1 (N = n) 1
(
MI ∈
(
tj, tj+1
))}2
≤ T2n4maxP
(
MI ∈
(
tj, tj+1
) |N = n) ,
as n ≤ nmax, Ci ≤ nmax, and Li ≤ T. Further,
E
{(
vj (D1)− uj (D1)
)2
1 (N = 0)
}
= 0.
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Hence
E
{
vj (D1)− uj (D1)
}2
=
nmax
∑
n=0
E
{(
vj (D1)− uj (D1)
)2
1 (N = n)
}
≤ T2n5max max
n=1,...,nmax
P
(
MI ∈
(
tj, tj+1
) |N = n) . (13)
Moreover, by Lemma F.3 below, there exists a finite sequence {tn,j}1≤j≤Jn such that
P(MI ∈ (tn,j, tn,j+1)|N = n) ≤ ǫ2/
(
T2n5max
)
and Jn ≤ 2+ T2n5max/ǫ2. Thus, by choosing
{tj}1≤j≤J =
⋃
n=1,...,nmax
{tn,j}1≤j≤Jn ,
we have J ≤ 2nmax + T2n6max/ǫ2 and
max
n=1,...,nmax
P
(
MI ∈
(
tj, tj+1
) |N = n) ≤ ǫ2
T2n5max
.
Hence by (13), ‖vj − uj‖ ≤ ǫ, and so by definition, N[] (ǫ,F , ‖ · ‖) ≤ 2nmax + T2n6max/ǫ2.
Therefore∫ 1
0
√
log
(
N[] (ǫ,F , ‖ · ‖)
)
dǫ ≤
∫ 1
0
√
log (2nmax + T2n6max/ǫ
2) dǫ < ∞.
This completes the proof.
Proof of Theorem 4.1. By the Donsker property established in the proof of Lemma F.2
and Theorem 2.4 in Gine and Zinn (1990),
√
r(Ar − A∗r ) and
√
r
(
Ar − µ
)
converge in
distribution to the same process as r → ∞, so the quantile of supm∈[0,T]
√
r
∣∣Ar(m)− A∗r (m)∣∣
converges to the quantile of supm∈[0,T]
√
r
∣∣Ar(m)− µ(m)∣∣. Therefore, qˆBα provides the
bounds for the asymptotic 100(1− α)%-confidence region stated in Theorem 4.1.
Lemma F.3. Let X be a positive random variable. For any ǫ ∈ (0, 1), there exists a finite
sequence −∞ = t1 < . . . < tJ = ∞ such that J ≤ 2+ 1/ǫ and for j = 1, . . . , J − 1,
P
(
X ∈ (tj, tj+1)
) ≤ ǫ.
Proof. Denote by F the cumulative distribution function of X, by F(t−) the left-sided
limit of F at t ∈ R, and by F−1 the generalised inverse of F, i.e. F−1(y) = inf{x ∈
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R : F(x) ≥ y} for y ∈ R. We verify the lemma with J = 2+ ⌊1/ǫ⌋, tJ = ∞, and
tj = F
−1((j− 1)ǫ) for j = 1, . . . , J − 1. Then, for j = 1, . . . , J − 2,
P
(
X ∈ (tj, tj+1)) = F (F−1(jǫ)−) − F (F−1 ((j− 1) ǫ)) ≤ jǫ− (j− 1) ǫ = ǫ.
Finally,
P
(
X ∈ (tJ−1, tJ)) = P(X > F−1((J − 2)ǫ)) = 1− F (F−1((J − 2)ǫ)) ≤ 1− ⌊1/ǫ⌋ǫ < ǫ.
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