Abstract. Let G be a finite group and let H 1 , H 2 < G be two subgroups. In this paper, we are concerned with the bipartite graph whose vertices are G/H 1 ∪ G/H 2 and a coset g 1 H 1 is connected with another coset g 2 H 2 if and only if g 1 H 1 ∩g 2 H 2 = ∅. The main result of the paper establishes the existence of such graphs with large girth and large spectral gap. Lubotzky, Manning and Wilton use such graphs to construct certain infinite groups of interest in geometric group theory.
Introduction
Let G be a finite group and let H 1 , H 2 < G be two subgroups. In this paper, we are concerned with the bipartite graph G(G; H 1 , H 2 ) whose vertices are G/H 1 ∪ G/H 2 and a coset g 1 H 1 is connected with another coset g 2 H 2 if and only if g 1 H 1 ∩ g 2 H 2 = ∅. We write V (G; H 1 , H 2 ) and E(G; H 1 , H 2 ) for the sets of vertices and edges of that graph.
The purpose of the paper is to show the existence of such graphs with large girth and large spectral gap. We introduce the relevant definitions.
We write A(G; H 1 , H 2 ) for the operator acting on l 2 (V (G; H 1 , H 2 )) by
where ∼ is the adjacency relation in G(G; H 1 , H 2 ), that is, we have u ∼ v if and only if (u, v) ∈ E(G; H 1 , H 2 ). The matrix of A(G; H 1 , H 2 ) in the standard basis is the normalized adjacency matrix of G(G; H 1 , H 2 ). We write l 2 0 (V (G; H 1 , H 2 )) for the space of functions whose average is 0 on both G/H 1 and G/H 2 , and write A 0 (G; H 1 , H 2 ) for the restriction of A(G; H 1 , H 2 ) to this subspace.
We write girth(G; H 1 , H 2 ) for the length of the shortest non-trivial loop in G(G; H 1 , H 2 ).
The main result of the paper is the following.
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Theorem 1.
There is an absolute constant c > 0 such that the following holds. Let d ∈ Z ≥3 . There is an arbitrarily large finite group G and two subgroups H 1 , H 2 < G such that the following holds:
(1) both H 1 and H 2 are cyclic of order d, and |H 1 ∩ H 2 | = 1, (2) girth(G; H 1 , H 2 ) > c log |G|/ log(d − 1), (3) A 0 (G;
The above result is motivated by a question asked by Henry Wilton to the author about the existence of such graphs. Lubotzky, Manning and Wilton use such graphs to construct certain infinite groups of interest in geometric group theory. We refer to their paper [6] for more details.
The constant c in Theorem 1 is effective. It is very easy to see from the proof that c in claim (2) can be taken 1/3 − ε for any ε > 0. The value of c in claim (3) could also be computed, but it would require significantly more effort and would lead to a very small number. Those interested in carrying out this task are advised to consult the paper [5] .
In the proof, the group G will be chosen PSL 2 (F p ) for a sufficiently large prime p with d|(p + 1)/2. The groups H 1 and H 2 will be random conjugates of a fixed subgroup by a one parameter unipotent subgroup. The girth bound will be obtained by methods similar to those in [3] , while the bound on the norm of A 0 (G; H 1 , H 2 ) will be proved using the method of Bourgain and Gamburd [1] , which builds on the product theorem of Helfgott [4] .
Notation. We write 1 for the unit element of a multiplicative group, and {± Id} for the unit element of PSL 2 (F p ).
Throughout the paper, we denote by the letters c, C various constants whose value may change between occurrences.
Organization of the paper. In Section 2, we give estimates for the girth and discuss some slightly stronger technical results, which will be used in the norm estimates. In Section 3 we adapt the method of Bourgain and Gamburd to obtain the norm estimates. In (the very short) Section 4 we combine these results to conclude the proof of Theorem 1.
H 2 satisfy the conclusion of this result, then we can get a good lower bound for girth(PSL 2 (F 2 ); H 1 , H 2 ). Some of the properties in this result will be used in the next section, where we estimate the norm of
Bourgain and Gamburd [1] gave estimates for the spectral gap of Cayley graphs of SL 2 (F p ) assuming only a lower bound on the girth. As we will see in the next section, when we move from G(PSL 2 (F p ); H 1 , H 2 ) to Cayley graphs, we will need to work with an asymmetric set of generators, that is to say, with a directed Cayley graph. While this graph has no short directed loop, it does have short undirected loops, and for this reason, some of the arguments in [1] do not work verbatim. This is the reason why we need the full force of Proposition 2.
To state the result, we introduce some notation. We write F (x 1 , . . . , x r ) for the free group of rank r freely generated by x 1 , . . . , x r . For a group G, any element w ∈ F (x 1 , . . . , x r ) gives rise to a map w(g 1 , . . . , g r ) : G r → G where we substitute g i for each generator x i in w and perform the multiplications in G.
Proposition 2. Let d ∈ Z ≥3 be a number and let w ∈ F (x 1 , . . . , x r ) for some r ∈ Z >0 . Let p be a sufficiently large (depending on d and w) prime number, which also satisfies d|(p + 1)/2. Then there are two subgroups H 1 , H 2 < PSL 2 (F p ), such that each is cyclic of order d, H 1 ∩ H 2 = {± Id}, and the following holds.
be a positive integer. Then
b x a occurs as a subword of w and g
⌈l/2⌉ , or at least one of
a occurs as a subword of w and g
l .
(1) The constant 3 in this bound could be improved to 2 + ε for any ε > 0. Moreover, by a simple refinement of the proof, we may achieve that (2) has no solution for any l ≤ log p/(2 + ε) log(d − 1). See Remark 4.
The construction of H 1 and H 2 is based on the next lemma, whose proof is similar to arguments in [3] . We introduce the notation
and we write [a] ij for the entry in the i'th row and j'th column of a matrix a. It is worth remembering that in the case of elements of PSL 2 (F p ) the matrix entries are defined up to sign.
be a map either of the form
for some k ∈ Z >0 , or of the form
for some k ∈ Z ≥0 , where h j ∈ H\{± Id} are fixed for all j.
Then there are at most 4k values of x ∈ F p such that Tr(f (x)) = ±2.
Proof. It is clear that Tr(f (x)) is a polynomial of degree at most 2k, so the claim will follow if we show that Tr(f (x)) ≡ ±2. We first prove this in the case when f is of the form (3). Multiplying out the product of matrices in (3), we look for the coefficient of x 2k . In order to get a contribution to this coefficient, we need to choose the entry [·] 12 for each factor of the form u(x) or u(−x). Then the rules of matrix multiplication force us to choose the entry [·] 21 from each h j for j > 1. Therefore, we see that the coefficient of
is never 0 by the assumptions of the lemma, we found that Tr(f (x)) is not constant, and this proves the claim. Now we consider the case when f is of the form (4) and prove that Tr(f (x)) ≡ ±2. We handle this case by induction on k. If k = 0, then Tr(f (x)) = Tr(h 1 ) is constant but it is not equal to ±2 by the assumptions of the lemma. Now we suppose that the claim holds for some value of k and prove it for k + 1. If
We note that Tr(f (x)) = Tr(g(x)) and g(x) is of the form (3), so the claim follows. If
2k+3 , the we write
We note that Tr(f (x)) = Tr(g(x)) and g(−x) is of the form (4) with the value of k reduced, so the claim follows again.
Proof of Proposition 2. We first recall that PSL 2 (F p ) has a cyclic subgroup of order (p + 1)/2 that consists of elements mutually diagonalizable over F p 2 and the only element in this subgroup that is diago-
we let l ≤ L and let S 0 be as in the proposition. Suppose that
for some g 1 , . . . , g l ∈ S 0 and h 0 ∈ H. In this case, for each i, there are h 2i−1 , h 2i ∈ H\{± Id} such that g i = h 2i−1 u(x)h 2i u(−x). It follows from Lemma 3 that for any each choice of h 0 , . . . , h 2l , there are at most 4l choices of x such that (5) holds. We have at most L choices for l, so for all but 4L (2) holds. It remains to verify the last condition and it has a similar proof. Let w be as in the proposition and let l ≤ L. For any choice of {g
2i u(−x) for each i and a in the relevant ranges. We say that {h i . Now it remains to show that there are more than 4d
choices of x ∈ F p such that
2l u(−x), . . . , h i }, we can apply Lemma 3 and get that the number of solutions of (6) in F p is at most 4l|w|. The number of choices for l is at most L, and the number of choices for {h
2Lr . Therefore, it remains to verify that
which certainly holds if p is large enough.
Remark 4.
We could modify the argument as follows. Instead of requiring that (6) and (5) have no solution for l ≤ L for the same value of L, we could set
, and
and seek x such that (5) has no solution for l ≤ L 1 and (6) has no solution for l ≤ L 2 . The above argument than gives that such an x can be found if
which, of course, holds with the above choices of L 1 and L 2 for any ε > 0, provided p is sufficiently large. This justifies the claim we made after Proposition 2.
Lemma 5. Let G be a finite group and let H 1 , H 2 < G be non-trivial finite subgroups such that
for any l ≤ L and for any g 1 , . . . , g l ∈ S 0 . Then
Proof. Let girth(G; H 1 , H 2 ) = 2l. Consider a loop of length 2l in G(G; H 1 , H 2 ) and let
be the sequence of vertices in that loop.
] is even, a similar argument gives γ i ∈ γ i−1 H 2 H 1 . Replacing γ 1 , . . . , γ 2l with other representatives of their respective cosets if necessary, we can ensure that for each i = 1, . . . , 2l, there is h i such that γ i = γ i−1 h i , where h i ∈ H 1 if i is odd, and h i ∈ H 2 if i is even.
In order to apply the hypothesis in the lemma, we need to consider whether h i = ± Id is possible for some i. Suppose that h i = ± Id for some even number i. Then
so the loop has repeated vertices, which is not possible. This shows that h 2i = ± Id for all i. The same argument is valid for odd numbers i ≥ 3.
We can conclude therefore that there are g 2 , . . . , g l ∈ S 0 , h 1 ∈ H 1 and h 2 ∈ H 2 \{± Id} such that
Replacing h 1 with any element of H 1 \{1} if necessary, we can find elements g 1 , . . . , g l ∈ S 0 such that
Using the hypothesis of the lemma, we can conclude from this that l > L, which is precisely what we wanted to prove.
Norm bounds
The purpose of this section is to give an estimate for the norm of A 0 (SL 2 (F p ); H 1 , H 2 ) under the assumption that H 1 and H 2 satisfy the conclusions of Proposition 2. First, we reduce the problem to bounding the norm of averaging operators on (directed) Cayley graphs. Then we use the method of Bourgain and Gamburd to give such bounds. The only difference with [1] is that we are forced by our setting to work with an asymmetric set generators. This affects only one part of the argument, the estimates for the probability that the random walk hits a proper subgroup coset. We will deal with in Lemma 9 below using the information given to us by Proposition 2.
We introduce some notation. Let G be a finite group and let S ⊂ G. We write A(G; S) for the operator acting on l 2 (G) by
We write A 0 (G; S) for the restriction of A(G; S) to l 2 0 (G) the orthogonal complement of constant functions in l 2 (G).
Lemma 6. Let G be a finite group and let H 1 , H 2 < G be finite subgroups of the same order such that
Proof. Since A 0 (G; H 1 , H 2 ) 2 is self-adjoint and positive definite, its norm is equal to λ, where λ is one of its eigenvalues. Let f be an eigenfunction of A 0 (G; H 1 , H 2 ) 2 corresponding to λ. We write f for the restriction of f to G/H 1 . Note that f is an eigenfunction of the restriction of A 0 (G; H 1 , H 2 ) 2 to G/H 1 with eigenvalue λ. Consider the function f : G → C defined by f (g) = f (gH 1 ). We claim that f is an eigenfunction of A 0 (G; S)
T with eigenvalue λ and this proves the lemma.
To that end, we observe that by definition A 0 (G;
is the average value of f (g 3 H 1 ) where g 3 H 1 is such that there is g 2 ∈ G with
The first condition in (7) holds precisely if g
Similarly, the second condition in (7) holds precisely if g 3 ∈ g 2 H 2 H 1 . Therefore, the two condition in (7) hold together for some g 2 ∈ G precisely if g 3 ∈ g 1 H 1 H 2 H 1 . Using that the elements h 1 h 2 are distinct for h 1 running through H 1 and h 2 running through H 2 , (which follows from H 1 ∩ H 2 = {1}), we conclude that
We observe that
which proves our claim.
The next result gives the norm estimate for A 0 (PSL 2 (F p ); S 0 ) it will be applied for the generating set S 0 = (H 1 \{± Id})(H 2 \{± Id}) that we obtain from Proposition 2. The estimate for the norm of A 0 (PSL 2 (F p ); S), where S = H 1 H 2 , can be easily deduced from this using convexity of the norm.
Proposition 7. For every α ∈ (0, 1], there is a number c > 0 such that the following holds. Let S 0 ⊂ PSL 2 (F p ) be a finite set with |S 0 | ≥ 2.
Assume that for all l ∈ Z ≥0 with l ≤ α log p log |S 0 | and for all {g (a) i } i=1,...,l;a=1,...,8 ⊂ S 0 we have that
provided p is sufficiently large depending on |S 0 | and α.
The next result of Bourgain and Gamburd that we quote from [1] does all the heavy lifting in the proof of the norm estimate. Its proof also encompasses Helfgott's product theorem [4] .
If µ, ν are functions (or measures) on a finite group G we write µ * ν for their convolution, that is
We write µ * l = µ * . . . * µ for the l-fold self-convolution of µ.
Proposition 8 (L 2 -flattening). For every ε > 0, there are C, δ > 0 such that the following holds. Let µ be a probability measure on PSL 2 (F p ). Assume that µ(gH) < p −ε for all g ∈ PSL 2 (F p ) and for all proper subgroups H < PSL 2 (F p ). Then
A proof may be found in [1, Proposition 2] or [5, Theorem 4.3] . The latter reference provides explicit constants and it is also closer to our formulation, though, with somewhat different notation. There is one notable difference between the statement in the above references and Proposition 8, which is that we do not assume here that the measure is symmetric, that is we allow µ(g) = µ(g −1 ). We note, however, that (at least in our formulation) the assumption of symmetricity is not necessary. Indeed, it is easy to see that Proposition 8 holds for a (not necessarily symmetric) measure µ if and only if it holds for the symmetrized measure µ(g) = µ(g) + µ(g −1 ) 2 .
We write χ S for the normalized characteristic function of the set S, that is
otherwise. The purpose of the next lemma is to verify the hypothesis of Proposition 8 for µ = χ * l S 0
for suitably large l.
Lemma 9. Let α > 0 and let S 0 ⊂ PSL 2 (F p ) be a finite set, which satisfies the assumptions in Proposition 7. Then there is a number C > 0 depending only on |S 0 | such that
for all l ≥ α log p log |S 0 | for all g ∈ PSL 2 (F p ) and for all proper subgroups H < PSL 2 (F p ). We fix an element g ∈ PSL 2 (F p ) and a proper subgroup H < PSL 2 (F p ) of order greater than 60. Setting We take l 0 = α log p log |S 0 | and let {X ∈ gH for all a) = χ * l 0 S 0 (gH) 8 .
