We present a novel technique for automatic program correction in MOOCs, capable of fixing both syntactic and semantic errors without manual, problem specific correction strategies. Given an incorrect student program, it generates candidate programs from a distribution of likely corrections, and checks each candidate for correctness against a test suite.
Introduction
Massive open online courses (MOOCs) have become a popular way of teaching programming. An important problem for MOOCS that aim to teach programming is providing accurate feedback to students when they make programming mistakes; this is particularly important for introductory programming courses.
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CONF 'yy Month d-d, 20yy, City, ST, Country Copyright c 20yy held by owner/author(s). Publication rights licensed to ACM. ACM 978-1-nnnn-nnnn-n/yy/mm. . . $15.00 DOI: http://dx.doi.org/10.1145/nnnnnnn.nnnnnnn gramming assignments (Rishabh et al. 2013 ). However, it comes with significant caveats. First, it requires the instructor to provide an error model that describes the space of corrections that the system can explore, which is sufficiently detailed to correct a large fraction of submissions but simple enough to allow for short correction times. Second, the reliance on symbolic analysis makes the system brittle; assignments need to adhere to the subset of python modeled by the system, and student programs must be syntactically correct for the system to even attempt a correction.
Our work follows a different approach that is based on the idea of data-driven synthesis (DDS), which has recently been applied successfully in domains including program repair (Long et al. 2016) , inferring program properties (Raychev et al. 2015) , and program completion (Raychev et al. 2014) . In this framework, a learning algorithm is used during training time to produce a model of the problem at hand. Given an incomplete or erroneous program (the seed program), this model can produce a distribution of candidate completions or corrections. This distribution is used by a synthesis algorithm to find candidate solutions that have high probability according to the model and also are correct according to a potentially incomplete specification. DDS is particularly well suited to our problem because (a) given the scale of a MOOC, one can get a large corpus of solutions to the exact same assignment, allowing us to train very accurate models. Additionally, (b) in this domain it is already customary to define the correctness of a submission in terms of a rich hand-crafted test suite, which can serve as a very strong specification for the DDS system.
Data Driven Corrections for MOOCs
We have developed a DDS-based system called sk p that can correct small programming assignments in Python. sk p innovates on the general DDS paradigm in three important respects, all suited to the characteristics of our domain. First, sk p constructs models that are purely syntactic; the model treats a program statement as a list of tokens and assumes no further program structure or semantics, aside from a distinction between whether a token is a variable name or not. This is in contrast to prior approaches to DDS which rely heavily Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. Secondly, we use a modified seq2seq neural network (Cho et al. 2014) , which learns the syntactic structures of program statements and is able to produce valid statements for a candidate program. The neural networks are trained on a corpus of correct programs, where the correctness is established via the same test suite used to validate candidate solutions. The neural-network model is generative, which implies that we can easily use it to sample from the space of possible fixes; This is in contrast to the models used by prior repair work where the model was discriminative, and therefore the synthesis algorithm had to explicitly enumerate a large space of possible corrections to find the one with the highest probability (Long et al. 2016) .
A third surprising aspect of our solution is that the models are very local: At each correction site, the model only uses one statement before and after the site as context to generate a distribution of corrections, ignoring the rest of the program. This model is called a skipgram, a popular model used in NLP in the task of word embedding ). In essence, our method learns short code fragments that appear frequently in correct solutions and identifies fragments in incorrect submissions that look similar. We show that this very local model is actually accurate enough that the synthesis component of DDS can quickly find a correct solution with a simple enumerate-and-check strategy.
Results
We evaluate sk p on 7 different Python programming assignments from an early version of 6.00x in MITx. The training sets range in size from 315 to 9078 problems, and resulting models are tested on a separate set of incorrect programs of which sk p can correct 29%. Our empirical evaluation allows us to make the following observations: sk p is competitive with Autograder: Of the 7 benchmarks assignments, autograder (Rishabh et al. 2013 ) provides correction models for 3 assignments which can generate good quality feedback in real-time (under 5 seconds per submission) at an average accuracy of 30%. sk p, which has an average runtime of 5.6 seconds, outperforms autograder marginally with an average accuracy of 35% on these 3 assignments. This is surprising given the fact that our system does not rely on the instructor to provide a correction model, and its only knowledge of the python semantics comes from its ability to run the python interpreter off-the-shelf.
Syntactic errors matter: On average, 18% of sk p's corrections are fixing syntactic errors; On certain benchmarks, syntactic errors account for 40% of the fixes. These experiments highlight the importance of handling programs with syntactic errors which do not parse.
Efficacy of Neural Network: We evaluate our neural network model on the task of fragment learning by considering an alternative, exhaustive model that explicitly memorizes all the program fragments during training. We find that the neural network out-performs the exhaustive model when there is a sufficient number of training programs relative to the total number of fragments that needs to be learned. The neural network's average accuracy of 29% comes close to the average accuracy of 35% of the exhaustive model.
