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Abstract
We extend the recently developed Izergin-Korepin analysis on the wavefunctions of
the Uq(sl2) six-vertex model to the reflecting boundary conditions. Based on the Izergin-
Korepin analysis, we determine the exact forms of the symmetric functions which rep-
resent the wavefunctions and its dual. Comparison of the symmetric functions with
the coordinate Bethe ansatz wavefunctions for the open XXZ chain by Alcaraz-Barber-
Batchelor-Baxter-Quispel is also made. As an application, we derive algebraic identities
for the symmetric functions by combining the results with the determinant formula of
the domain wall boundary partition function of the six-vertex model with reflecting end.
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1 Introduction
Partition functions are fundamental objects in statistial physics and field theory. In the field
of integrable models [1, 2, 3], exact computations of partition functions is one of the most
challenging and interesting tasks. The domain wall boundary partition functions is one of
the most well-studied class of partition functions. It was first introduced and investigated by
Korepin [4], and later Izergin found its determinant representation [5] based on his analysis,
which have been used for applications to the enumeration of the alternating sign matrices
[6, 7, 8, 9] in later years. The most important step for the analysis of the domain wall
boundary partition functions was the work by Korepin [4], in which he presented a way how
to view partition functions as multivariable polynomials of spectral parameters by using the
quantum inverse scattering method, which was crucial for the Izergin-Korepin determinant
formula [5] to be found. The Izergin-Korepin analysis was applied to various models and
∗E-mail: kmoteg0@kaiyodai.ac.jp
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variants of the domain wall boundary partition functions [10, 11, 12, 13, 14, 15, 16, 17] such
as the mixture with the reflecting boundary, half-turn boundary, and recently extended to the
scalar products by Wheeler [18] which he succeeded by introducing the notion of intermediate
scalar products.
Recently, we extended the Izergin-Korepin analysis to the (projected) wavefunctions [19,
20, 21], which is a class of partition functions including the domain wall partition functions
as a special case. Recently, there are extensive studies on the wavefunctions (see [22, 23, 24,
25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43] for examples on which
various methods are developed for various models, boundary conditions, etc), since it has been
widely recognized that the wavefunctions are integrable model representations of symmetric
functions which is one of the most important objects in representation theory and algebraic
combinatorics, and in many cases it has connections with other branches of mathematics
such as the Schubert calculus and automorphic representation theory [44, 45, 46, 47, 48].
We recently constructed the Izergin-Korepin method to analyze the wavefunctions of the
six-vertex type models [19, 20, 21], which is a natural extension of the one on the domain
wall boundary partition functions [4, 5]. It seems to be a rather universal method in the
sense that it can be used to study exotic boundary conditions, and can also be extended to
the elliptic models by using the notion of elliptic polynomials. For example, we analyzed the
Deguchi-Martin model [49] in [19] and showed that the partition functions are expressed as
a product of elliptic Schur functions and deformed elliptic Vandermonde determinant.
In this paper, we extend the Izergin-Korepin analysis on the wavefunctions of the Uq(sl2)
six-vertex model to the reflecting boundary conditions. As for the domain wall boundary
partition functions with reflecting end, the determinant formula was found by Tsuchiya [10]
(see also Kuperberg [7, 8] and Okada [9]), and the thermodynamic limit is investigated by
Ribeiro-Korepin [50] following the idea of Korepin-Zinn-Justin [51]. As for the wavefunctions
under reflecting boundary, there are studies on the reduced five-vertex model [52] and related
q-boson model [25, 26], boundary perimeter Bethe ansatz of the XXX chain [53], and solu-
tions of the boundary qKZ equation [54]. We show in this paper that the Izergin-Korepin
analysis can be applied to the wavefunctions of the six vertex model with reflecting end.
Based on the analysis, we determine the exact form of the symmetric functions represent-
ing the wavefunctions and its dual. As an application of the correspondence between the
wavefunctions and the symmetric functions, we derive algebraic identities for the symmetric
functions by combining with the determinant formula of Tsuchiya [10] and Kuperberg [8]. We
also compare the homogeneous limit of the symmetric functions with the coordinate Bethe
ansatz wavefunctions for the open XXZ chain by Alcaraz-Barber-Batchelor-Baxter-Quispel
[55].
This paper is organized as follows. In the next section, we introduce the wavefunctions
and its dual of the Uq(sl2) six-vertex model with reflecting end. In section 3, we present
the computation of the simplest case. In section 4, we perform the Izergin-Korepin analysis
which uniquely characterizes the wavefunctions. In section 5, we present the explicit forms
of the symmetric functions which represents the wavefunctions, and show that it satisfies all
the properties of the proposition in the section 4. We compare the symmetric functions with
the coordinate Bethe ansatz wavefunctions for the open XXZ chain at the end of the section.
As an application, we derive in section 6 algebraic identities for the symmetric functions by
comparing two ways of evaluations of the domain wall boundary partition functions. Section
7 is devoted to conclusion.
2
2 The six-vertex model and the wavefunctions under reflect-
ing boundary
In this section, we formulate the wavefunctions of the Uq(sl2) six-vertex model under reflecting
boundary and its dual, which we analyze in this paper. They can be regarded as natural
extensions of the domain wall boundary partition functions under reflecting boundary in the
paper of Kuperberg [8] (see also Tsuchiya [10]). Note that the R-matrices used in this paper
is a slightly gauge transformed one in Kuperberg. We do this gauge transformation since it
is better suited for the Izergin-Korepin analysis on the wavefunctions.
We first introduce two-dimensional Fock spaces Va and Fj , j = 1, . . . ,M . We denote the
orthonormal basis of Va and its dual as {|0〉a, |1〉a} and {a〈0|, a〈1|}. Similarly, we denote the
basis of Fj and it dual as {|0〉j , |1〉j} and {j〈0|, j〈1|}. We usually call Va as the auxiliary
space and Fj as quantum spaces.
Next, we introduce the L-operator of the six-vertex model. The L-operator we use in
this paper is the Uq(sl2) R-matrix [56, 57]. We denote the L-operator acting on the spaces
Va ⊗Fj by Laj(z, wj), whose non-zero matrix elements are given by (Figure 1)
a〈0|j〈0|Laj(z, wj)|0〉a|0〉j = az
−1wj − a
−1z, (2.1)
a〈0|j〈1|Laj(z, wj)|0〉a|1〉j = az − a
−1z−1wj , (2.2)
a〈0|j〈1|Laj(z, wj)|1〉a|0〉j = a
2 − a−2, (2.3)
a〈1|j〈0|Laj(z, wj)|0〉a|1〉j = (a
2 − a−2)wj , (2.4)
a〈1|j〈0|Laj(z, wj)|1〉a|0〉j = az − a
−1z−1wj , (2.5)
a〈1|j〈1|Laj(z, wj)|1〉a|1〉j = az
−1wj − a
−1z. (2.6)
Figure 1: A graphical description of the L-operators Laj(z, wj) (top) and Laj(z
−1, wj) (bot-
tom), used to construct the double-row monodromy matrix.
Using the L-operators, we construct the monodromy matrix
Ta(z|w1, . . . , wM ) = La1(z, w1) · · ·LaM (z, wM ). (2.7)
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We also introduce the following K-operator Ka2a1(z) [58] acting on the auxiliary space
(Figure 2 top)
Ka2a1(z) = a2〈0|a1〈1|(baz − b
−1a−1z−1) + a2〈1|a1〈0|(ba
−1z−1 − b−1az). (2.8)
Figure 2: A graphical description of the K-operator Ka2a1(z) (top) and the double-row B-
operator B(z|w1, . . . , wM ) (bottom).
We now introduce the double-row monodromy matrix using the monodromy matrix
Ta(z|w1, . . . , wM ) and the K-operator Ka2a1(z) as
Ta2a1(z|w1, . . . , wM ) = Ka2a1(z)Ta2(z
−1|w1, . . . , wM )Ta1(z|w1, . . . , wM ). (2.9)
We define the following double-row B-operator (Figure 2 bottom) as a matrix element of the
double-row monodromy matrix with respect to the auxilary space
B(z|w1, . . . , wM ) = Ta2a1(z|w1, . . . , wM )|1〉a2 |1〉a1 . (2.10)
Using the matrix elements of the ordinary monodromy matrices
B(z|w1, . . . , wM ) = a〈0|Ta(z|w1, . . . , wM )|1〉a, (2.11)
D(z|w1, . . . , wM ) = a〈1|Ta(z|w1, . . . , wM )|1〉a, (2.12)
the double-row B-operator is written as
B(z|w1, . . . , wM ) =Ka2a1(z)Ta2(z
−1|w1, . . . , wM )Ta1(z|w1, . . . , wM )|1〉a2 |1〉a1
=(ba−1z−1 − b−1az)D(z−1|w1, . . . , wM )B(z|w1, . . . , wM )
+ (baz − b−1a−1z−1)B(z−1|w1, . . . , wM )D(z|w1, . . . , wM ). (2.13)
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Figure 3: A graphical description of the wavefunction under reflecting boundary
WM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ). The figure illustrates the case M = 5, N = 3,
x1 = 2, x2 = 3, x3 = 5.
In order to introduce wavefunctions, we also define special states in the tensor product of
the Fock spaces F1 ⊗ · · · ⊗ FM and its dual (F1 ⊗ · · · ⊗ FM )
∗ as
|0M 〉 := |0〉1 ⊗ · · · ⊗ |0〉M , (2.14)
|1M 〉 := |1〉1 ⊗ · · · ⊗ |1〉M , (2.15)
〈0M | := 1〈0| ⊗ · · · ⊗ M 〈0|, (2.16)
〈1M | := 1〈1| ⊗ · · · ⊗ M 〈1|. (2.17)
By acting the operators σ+j and σ
−
j defined by
σ+j |1〉k = δjk|0〉k, σ
+
j |0〉k = 0, k〈1|σ
+
j = 0, k〈0|σ
+
j = δjkk〈1|, (2.18)
σ−j |0〉k = δjk|1〉k, σ
−
j |1〉k = 0, k〈0|σ
−
j = 0, k〈1|σ
−
j = δjkk〈0|, (2.19)
on |0M 〉, 〈0M | and 〈1M |, we introduce states
〈x1 · · · xN | = 〈0
M |
N∏
j=1
σ+xj , (2.20)
|x1 · · · xN 〉 =
N∏
j=1
σ−xj |0
M 〉, (2.21)
for integers x1, . . . , xN satisfying 1 ≤ x1 < x2 < · · · < xN ≤M , and
|x1 · · · xN 〉 =
N∏
j=1
σ+xj |1
M 〉, (2.22)
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Figure 4: A graphical description of the dual wavefunction under reflecting boundary
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ). The figure illustrates the case M = 5, N = 3,
x1 = 1, x2 = 2, x3 = 5.
for integers x1, . . . , xN satisfying 1 ≤ x1 < x2 < · · · < xN ≤M .
We define (projected) wavefunctions WM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) by acting
the double-row B-operators B(zj |w1, . . . , wM ) (j = 1, . . . , N) on the state |0
M 〉 and projecting
to the state 〈x1 · · · xN | (Figure 3)
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
= 〈x1 · · · xN |B(z1|w1, . . . , wM ) · · · B(zN |w1, . . . , wM )|0
M 〉. (2.23)
Similarly, we define the dual wavefunction WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) as (Fig-
ure 4)
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
= 〈1M |B(z1|w1, . . . , wM ) · · · B(zN |w1, . . . , wM )|x1 · · · xN 〉. (2.24)
3 The simplest case
In this section, we examine the simplest case N = 1. A special case of the result obtained in
this section will be used in the next section as the initial condition for the Izergin-Korepin
analysis on the wavefunctions under reflecting boundary. First, we prepare the following
lemma.
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Lemma 3.1. The following identity holds
(a2 − a−2)(z2 − z−2)
x1−1∑
j=1
wj
j−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
×
x1−1∏
k=j+1
(azwk − a
−1z−1)(az − a−1z−1wk)
=
x1−1∏
k=1
(azwk − a
−1z−1)(az − a−1z−1wk)−
x1−1∏
k=1
(az−1wk − a
−1z)(az−1 − a−1zwk). (3.1)
Proof. This can be proved by induction on x1. It is easy to check the case x1 = 2. Let us
assume (3.1) holds and show that the identity (3.1) with x1 replaced by x1 + 1 also holds.
We first decompose the left hand side of (3.1) with x1 replaced by x1 + 1 as
(a2 − a−2)(z2 − z−2)
x1∑
j=1
wj
j−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
×
x1∏
k=j+1
(azwk − a
−1z−1)(az − a−1z−1wk)
=(a2 − a−2)(z2 − z−2)wx1
x1−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
+ (azwx1 − a
−1z−1)(az − a−1z−1wx1)(a
2 − a−2)(z2 − z−2)
x1−1∑
j=1
wj
×
j−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
x1−1∏
k=j+1
(azwk − a
−1z−1)(az − a−1z−1wk). (3.2)
We next apply the assumption (3.1) to the right hand side of (3.2) and rearrange as follows:
(a2 − a−2)(z2 − z−2)
x1∑
j=1
wj
j−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
×
x1∏
k=j+1
(azwk − a
−1z−1)(az − a−1z−1wk)
=(a2 − a−2)(z2 − z−2)wx1
x1−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
+ (azwx1 − a
−1z−1)(az − a−1z−1wx1)
×
(
x1−1∏
k=1
(azwk − a
−1z−1)(az − a−1z−1wk)−
x1−1∏
k=1
(az−1wk − a
−1z)(az−1 − a−1zwk)
)
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=x1∏
k=1
(azwk − a
−1z−1)(az − a−1z−1wk)−
x1−1∏
k=1
(az−1wk − a
−1z)(az−1 − a−1zwk)
× {(azwx1 − a
−1z−1)(az − a−1z−1wx1)− (a
2 − a−2)(z2 − z−2)wx1}
=
x1∏
k=1
(azwk − a
−1z−1)(az − a−1z−1wk)−
x1∏
k=1
(az−1wk − a
−1z)(az−1 − a−1zwk). (3.3)
Hence we find the identity (3.1) with x1 replaced by x1 + 1 also holds.
Proposition 3.2. The wavefunction WM,1(z|w1, . . . , wM |x1) is explicitly expressed as
WM,1(z|w1, . . . , wM |x1) = (a
2 − a−2)(−a2z2 + a−2z−2)
∑
τ=±1
1
z2τ − z−2τ
(ba−1z−τ − b−1azτ )
×
M∏
j=1
(az−τ − a−1zτwj)
x1−1∏
j=1
(az−τwj − a
−1zτ )
M∏
j=x1+1
(azτ − a−1z−τwj). (3.4)
Proof. Decomposing WM,1(z|w1, . . . , wM |x1) as
WM,1(z|w1, . . . , wM |x1)
=(baz − b−1a−1z−1)〈x1|B(z
−1|w1, . . . , wM )|0
M 〉〈0M |D(z|w1, . . . , wM )|0
M 〉
+ (ba−1z−1 − b−1az)〈x1|D(z
−1|w1, . . . , wM )|x1〉〈x1|B(z|w1, . . . , wM )|0
M 〉
+ (ba−1z−1 − b−1az)
x1−1∑
j=1
〈x1|D(z
−1|w1, . . . , wM )|j〉〈j|B(z|w1 , . . . , wM )|0
M 〉, (3.5)
and using the matrix elements
〈0M |D(z|w1, . . . , wM )|0
M 〉 =
M∏
k=1
(az − a−1z−1wk),
〈x1|B(z|w1, . . . , wM )|0
M 〉 = (a2 − a−2)
M∏
k=x1+1
(az − a−1z−1wk)
x1−1∏
k=1
(az−1wk − a
−1z),
〈j|B(z|w1, . . . , wM )|0
M 〉
=(a2 − a−2)
M∏
k=j+1
(az − a−1z−1wk)
j−1∏
k=1
(az−1wk − a
−1z), j = 1, . . . , x1 − 1,
〈x1|B(z
−1|w1, . . . , wM )|0
M 〉 = (a2 − a−2)
M∏
k=x1+1
(az−1 − a−1zwk)
x1−1∏
k=1
(azwk − a
−1z−1),
〈x1|D(z
−1|w1, . . . , wM )|x1〉 = (azwx1 − a
−1z−1)
M∏
k=x1+1
(az−1 − a−1zwk)
x1−1∏
k=1
(az−1 − a−1zwk),
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〈x1|D(z
−1|w1, . . . , wM )|j〉 = (a
2 − a−2)2wj
x1−1∏
k=j+1
(azwk − a
−1z−1)
×
M∏
k=x1+1
(az−1 − a−1zwk)
j−1∏
k=1
(az−1 − a−1zwk), j = 1, . . . , x1 − 1,
we can explicitly calculate WM,1(z|w1, . . . , wM |x1) as
WM,1(z|w1, . . . , wM |x1) = (a
2 − a−2)
M∏
k=x1+1
(az−1 − a−1zwk)(az − a
−1z−1wk)
×
{
(baz − b−1a−1z−1)
x1−1∏
k=1
(azwk − a
−1z−1)
x1∏
k=1
(az − a−1z−1wk)
+ (ba−1z−1 − b−1az)(azwx1 − a
−1z−1)
x1−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
+ (a2 − a−2)2
x1−1∑
j=1
wj(ba
−1z−1 − b−1az)
j−1∏
k=1
(az−1 − a−1zwk)(az
−1wk − a
−1z)
×
x1−1∏
k=j+1
(azwk − a
−1z−1)
x1∏
k=j+1
(az − a−1z−1wk)
}
. (3.6)
One can show by tedious but straightforward computation that proving the right hand side
of (3.6) is equal to
(a2 − a−2)(−a2z2 + a−2z−2)
∑
τ=±1
1
z2τ − z−2τ
(ba−1z−τ − b−1azτ )
×
M∏
j=1
(az−τ − a−1zτwj)
x1−1∏
j=1
(az−τwj − a
−1zτ )
M∏
j=x1+1
(azτ − a−1z−τwj), (3.7)
reduces to proving the equality (3.1) in Lemma 3.1, which we have already proved.
The dual wavefunction WM,1(z|w1, . . . , wM |x1) can be computed in the same way. We
state the result below.
Proposition 3.3. The dual wavefunction WM,1(z|w1, . . . , wM |x1) is explicitly expressed as
WM,1(z|w1, . . . , wM |x1) = (a
2 − a−2)(−a2z2 + a−2z−2)
∑
τ=±1
1
z2τ − z−2τ
(bazτ − b−1a−1z−τ )
×
M∏
j=1
(az−τwj − a
−1zτ )
x1−1∏
j=1
(az−τ − a−1zτwj)
M∏
j=x1+1
(azτwj − a
−1z−τ ). (3.8)
4 Izergin-Korepin analysis
In this section, we perform the Izergin-Korepin analysis [4, 5] which uniquely characterizes the
wavefunctions. See [21] for a simpler case of the Izergin-Korepin anlaysis on the wavefunctions
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without reflecting boundary. The Proposition given below is the extension to the reflecting
boundary condition.
Proposition 4.1. The wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) satisfies the
following properties.
(1) When xN = M , the wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is a poly-
nomial of degree 2N − 1 in wM .
(2) The wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is symmetric with respect to
z1, . . . , zN , i.e.,
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) =WM,N(zσ(1), . . . , zσ(N)|w1, . . . , wM |x1, . . . , xN ),
(4.1)
for σ ∈ SN .
(3) The wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) with zi replaced by z
−1
i is
connected with the original one by
WM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )|zi←→z−1i
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=
a2z−2i − a
−2z2i
a2z2i − a
−2z−2i
. (4.2)
(4) The following recursive relations between the wavefunctions hold if xN =M (Figure 5):
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )|wM=a2z2N
=(a2 − a−2)(ba−1z−1N − b
−1azN )
N∏
j=1
(a3z2Nzj − a
−1z−1j )
N−1∏
j=1
(a3z2Nz
−1
j − a
−1zj)
×
M−1∏
j=1
(az−1N wj − a
−1zN )(az
−1
N − a
−1zNwj)
×WM−1,N−1(z1, . . . , zN−1|w1, . . . , wM−1|x1, . . . , xN−1). (4.3)
If xN 6=M , the following factorizations hold for the wavefunctions (Figure 6):
WM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=
N∏
j=1
(az−1j − a
−1zjwM )(azj − a
−1z−1j wM )WM−1,N (z1, . . . , zN |w1, . . . , wM−1|x1, . . . , xN ).
(4.4)
(5) The following holds for the case N = 1, x1 =M
WM,1(z|w1, . . . , wM |M) = (a
2 − a−2)(−a2z2 + a−2z−2)
∑
τ=±1
1
z2τ − z−2τ
(ba−1z−τ − b−1azτ )
×
M∏
j=1
(az−τ − a−1zτwj)
M−1∏
j=1
(az−τwj − a
−1zτ ). (4.5)
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Figure 5: A graphical description of the relation (4.3). By using the ice-rule, one can see that
if one sets wM to wM = a
2z2N , all the L-operators at the leftmost column and the bottom
double-row freeze.
Proof. This can be proved in the standard way. Properties (2) and (3) can be proved in
the same way with Tsuchiya [10] and Kuperberg [8]. Note that the state 〈x1, . . . , xN | which
is used for the constuction of the wavefunctions WM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) do
not have any affect on the arguments. Property (3) can also be proved from Property (2)
in the following way, which have originally appeared in the discussion of another type of
six-vertex model [59]. We insert the completeness relation to get
WM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=
∑
x
〈x1, . . . , xN |B(z1|w1, . . . , wM ) · · · B(zN−1|w1, . . . , wM )|x〉〈x|B(zN |w1, . . . , wM )|0
M 〉
=
∑
x
〈x1, . . . , xN |B(z1|w1, . . . , wM ) · · · B(zN−1|w1, . . . , wM )|x〉WM,1(zN |w1, . . . , wM |x).
(4.6)
From the explicit expression of WM,1(zN |w1, . . . , wM |x) (3.4), one can see
WM,1(zN |w1, . . . , wM |x)|zN←→z−1N
WM,1(zN |w1, . . . , wM |x)
=
a2z−2N − a
−2z2N
a2z2N − a
−2z−2N
. (4.7)
Since the ratio (4.7) does not depend on x, combining (4.6) and (4.7) gives
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )|zN←→z−1N
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=
a2z−2N − a
−2z2N
a2z2N − a
−2z−2N
. (4.8)
(4.2) follows from (4.8) since the wavefunction is symmetric with respect to z1, . . . , zN (Prop-
erty (2)).
Property (5) is a special case x1 = M of (3.4) in Proposition 3.2 which is proved in the
last section.
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To show Property (1), let us look at the leftmost column of the wavefunctions since the
dependence on the parameter wM comes from the L-operators at this column. When xN =M ,
one can see that we must use at least one of the matrix elements a〈0|M 〈1|LaM (z, wM )|1〉a|0〉M =
a2 − a−2 or a〈0|M 〈1|LaM (z
−1, wM )|1〉a|0〉M = a
2 − a−2 of the L-operators among the 2N L-
operators at the leftmost column. These matrix elements do not involve wM , from which it
follows that the wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is a polynomial of
degree 2N − 1 in wM .
Property (4) can be easily shown with the help of the graphical representation of the wave-
functions and the ice-rule of the L-operators of the six-vertex model a〈γ|j〈δ|Laj(z, w)|α〉a|β〉j =
0 unless α+β = γ+ δ (Figures 5 and 6). One finds that when xN =M , the leftmost column
and the bottom row freeze if one sets wM to wM = a
2z2N . From the frozen part, one gets the
factor
(a2 − a−2)(ba−1z−1N − b
−1azN )
N∏
j=1
(a3z2Nzj − a
−1z−1j )
N−1∏
j=1
(a3z2Nz
−1
j − a
−1zj)
×
M−1∏
j=1
(az−1N wj − a
−1zN )(az
−1
N − a
−1zNwj), (4.9)
as the product of the matrix elements of the L-operators. On the other hand, the remain-
ing part is WM−1,N−1(z1, . . . , zN−1|w1, . . . , wM−1|x1, . . . , xN−1), and one can see that (4.3)
follows.
When xN 6=M , one sees that the leftmost column freezes from which the factor
∏N
j=1(az
−1
j −
a−1zjwM )(azj − a
−1z−1j wM ) contributes to the wavefunctions, and the remaining part is
nothing but WM−1,N(z1, . . . , zN |w1, . . . , wM−1|x1, . . . , xN ). Hence, for the case xN 6=M , the
wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is the product of these two parts and
(4.4) follows.
Figure 6: A graphical description of the relation (4.4). From the ice-rule, one can see that
all the L-operators at the leftmost column freeze.
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At the end of this section, we list the property for the dual wavefunctions, which can also
be proved in the same way with the wavefunctions.
Proposition 4.2. The dual wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) satis-
fies the following properties.
(1) When xN = M , the dual wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is a
polynomial of degree 2N − 1 in wM .
(2) The dual wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is symmetric with re-
spect to z1, . . . , zN , i.e.,
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) =WM,N (zσ(1), . . . , zσ(N)|w1, . . . , wM |x1, . . . , xN ),
(4.10)
for σ ∈ SN .
(3) The dual wavefunctions WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) with zi replaced by z
−1
i
is connected with the original one by
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )|zi←→z−1i
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=
a2z−2i − a
−2z2i
a2z2i − a
−2z−2i
. (4.11)
(4) The following recursive relations between the dual wavefunctions hold if xN =M :
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )|wM=a−2z−2N
=(a2 − a−2)(bazN − b
−1a−1z−1N )
N∏
j=1
(azj − a
−3z−1j z
−2
N )
N−1∏
j=1
(az−1j − a
−3zjz
−2
N )
×
M−1∏
j=1
(az−1N − a
−1zNwj)(az
−1
N wj − a
−1zN )
×WM−1,N−1(z1, . . . , zN−1|w1, . . . , wM−1|x1, . . . , xN−1). (4.12)
If xN 6=M , the following factorizations hold for the dual wavefunctions:
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=
N∏
j=1
(azjwM − a
−1z−1j )(az
−1
j wM − a
−1zj)WM−1,N (z1, . . . , zN |w1, . . . , wM−1|x1, . . . , xN ).
(4.13)
(5) The following holds for the case N = 1, x1 =M
WM,1(z|w1, . . . , wM |M) = (a
2 − a−2)(−a2z2 + a−2z−2)
∑
τ=±1
1
z2τ − z−2τ
(bazτ − b−1a−1z−τ )
×
M∏
j=1
(az−τwj − a
−1zτ )
M−1∏
j=1
(az−τ − a−1zτwj). (4.14)
13
5 Symmetric functions
We introduce symmetric functions in this section and show that they represent the (dual)
wavefunctions of the Uq(sl2) six-vertex model under reflecting boundary. We also compare
the homogeneous limit of the symmetric functions with the coordinate Bethe ansatz wave-
functions for the open XXZ chain by Alcaraz-Barber-Batchelor-Baxter-Quispel [55].
Definition 5.1. We define the following symmetric function
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) which depends on the symmetric variables
z1, . . . , zN , complex parameters w1, . . . , wM and integers x1, . . . , xN satisfying 1 ≤ x1 < · · · <
xN ≤M ,
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=(a2 − a−2)N
N∏
j=1
(−a2z2j + a
−2z−2j )
∑
σ∈SN
∑
τ1=±1,...,τN=±1
N∏
j=1
1
z
2τj
j − z
−2τj
j
×
∏
1≤j<k≤N
(a2z
τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(a
2z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
(z
τσ(j)
σ(j) z
τσ(k)
σ(k) − z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
×
N∏
k=1
(ba−1z
−τσ(k)
σ(k) − b
−1az
τσ(k)
σ(k) )
N∏
k=1
M∏
j=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) wj)
×
N∏
k=1
xk−1∏
j=1
(az
−τσ(k)
σ(k) wj − a
−1z
τσ(k)
σ(k) )
N∏
k=1
M∏
j=xk+1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) wj). (5.1)
We also define the following symmetric function FM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=(a2 − a−2)N
N∏
j=1
(−a2z2j + a
−2z−2j )
∑
σ∈SN
∑
τ1=±1,...,τN=±1
N∏
j=1
1
z
2τj
j − z
−2τj
j
×
∏
1≤j<k≤N
(a2z
τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(a
2z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
(z
τσ(j)
σ(j) z
τσ(k)
σ(k) − z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
×
N∏
k=1
(baz
τσ(k)
σ(k) − b
−1a−1z
−τσ(k)
σ(k) )
N∏
k=1
M∏
j=1
(az
−τσ(k)
σ(k) wj − a
−1z
τσ(k)
σ(k) )
×
N∏
k=1
xk−1∏
j=1
(az
−τσ(k)
σ(k)
− a−1z
τσ(k)
σ(k)
wj)
N∏
k=1
M∏
j=xk+1
(az
τσ(k)
σ(k)
wj − a
−1z
−τσ(k)
σ(k)
), (5.2)
where x1, . . . , xN are integers satisfying 1 ≤ x1 < · · · < xN ≤M .
Theorem 5.2. The wavefunctions of the Uq(sl2) six-vertex model under reflecting boundary
WM,N(z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is expressed as the symmetric function
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) = FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ). (5.3)
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The dual wavefunctions of the Uq(sl2) six-vertex model under reflecting boundary
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) is expressed as the symmetric function
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
WM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) = FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ).
(5.4)
Proof. Let us show (5.3) since (5.4) can be proved in the same way. We show that (5.1)
satisfies all the Properties in Proposition 4.1. It can be easily checked from the definition of
the symmetric function (5.1) that it satisfies Properties (2) and (5).
To show Property (3), one first notes that the sum of two summands in (5.1) which are
labeled by the common σ ∈ SN and τ1, . . . , τN except τi (i = 1, . . . , N) are always invariant
under zi ←→ z
−1
i . Then (4.2) follows by looking at the overall factor (a
2−a−2)N
N∏
j=1
(−a2z2j +
a−2z−2j ) in (5.1).
Property (1) can be seen by noting that the factor
N∏
k=1
M∏
j=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) wj)
N∏
k=1
M∏
j=xk+1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) wj), (5.5)
in each summand in (5.1) where wM lives in becomes
N∏
k=1
M∏
j=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) wj)
N−1∏
k=1
M∏
j=xk+1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) wj), (5.6)
when xN =M .
Let us show (5.1) satisfies Property (4). See [21] for case of the simpler wavefunctions
without reflecting boundary. The way to prove is basically the same. First, we consider the
case xN = M . After the substitution wM = a
2z2N , one can see that only the summands
satisfying σ(N) = N , τN = +1 in (5.1) survive. Due to this fact, one can rewrite the
evaluation of FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) at wM = a
2z2N as
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )|wM=a2z2N
=
(a2 − a−2)(−a2z2N + a
−2z−2N )
z2N − z
−2
N
× (a2 − a−2)N−1
N−1∏
j=1
(−a2z2j + a
−2z−2j )
∑
σ∈SN−1
∑
τ1=±1,...,τN−1=±1
N−1∏
j=1
1
z
2τj
j − z
−2τj
j
×
N−1∏
j=1
(a2z
τσ(j)
σ(j) zN − a
−2z
−τσ(j)
σ(j) z
−1
N )(a
2z
−τσ(j)
σ(j) zN − a
−2z
τσ(j)
σ(j) z
−1
N )
(z
τσ(j)
σ(j) zN − z
−τσ(j)
σ(j) z
−1
N )(z
−τσ(j)
σ(j) zN − z
τσ(j)
σ(j) z
−1
N )
×
∏
1≤j<k≤N−1
(a2z
τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(a
2z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
(z
τσ(j)
σ(j) z
τσ(k)
σ(k) − z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
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× (ba−1z−1N − b
−1azN )
N−1∏
k=1
(ba−1z
−τσ(k)
σ(k) − b
−1az
τσ(k)
σ(k) )
× (az−1N − az
3
N )
M−1∏
j=1
(az−1N − a
−1zNwj)
×
N−1∏
k=1
(az
−τσ(k)
σ(k) − az
2
Nz
τσ(k)
σ(k) )
N−1∏
k=1
M−1∏
j=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) wj)
×
M−1∏
j=1
(az−1N wj − a
−1zN )
N−1∏
k=1
xk−1∏
j=1
(az
−τσ(k)
σ(k) wj − a
−1z
τσ(k)
σ(k) )
×
N−1∏
k=1
(az
τσ(k)
σ(k) − az
2
Nz
−τσ(k)
σ(k) )
N−1∏
k=1
M−1∏
j=xk+1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) wj). (5.7)
One can show by tedious but straightforward computation that a part of the product of
factors in (5.7) given below
(a2 − a−2)(−a2z2N + a
−2z−2N )
z2N − z
−2
N
N−1∏
j=1
(a2z
τσ(j)
σ(j) zN − a
−2z
−τσ(j)
σ(j) z
−1
N )(a
2z
−τσ(j)
σ(j) zN − a
−2z
τσ(j)
σ(j) z
−1
N )
(z
τσ(j)
σ(j) zN − z
−τσ(j)
σ(j) z
−1
N )(z
−τσ(j)
σ(j) zN − z
τσ(j)
σ(j) z
−1
N )
× (ba−1z−1N − b
−1azN )(az
−1
N − az
3
N )
M−1∏
j=1
(az−1N − a
−1zNwj)
N−1∏
k=1
(az
−τσ(k)
σ(k) − az
2
Nz
τσ(k)
σ(k) )
×
M−1∏
j=1
(az−1N wj − a
−1zN )
N−1∏
k=1
(az
τσ(k)
σ(k) − az
2
Nz
−τσ(k)
σ(k) ), (5.8)
can be simplified as
(a2 − a−2)(−a2z2N + a
−2z−2N )
z2N − z
−2
N
N−1∏
j=1
(a2zjzN − a
−2z−1j z
−1
N )(a
2z−1j zN − a
−2zjz
−1
N )
(zjzN − z
−1
j z
−1
N )(z
−1
j zN − zjz
−1
N )
× (ba−1z−1N − b
−1azN )(az
−1
N − az
3
N )
M−1∏
j=1
(az−1N − a
−1zNwj)
N−1∏
k=1
(az−1k − az
2
Nzk)
×
M−1∏
j=1
(az−1N wj − a
−1zN )
N−1∏
k=1
(azk − az
2
Nz
−1
k )
=(a2 − a−2)(ba−1z−1N − b
−1azN )
N∏
j=1
(a3z2Nzj − a
−1z−1j )
N−1∏
j=1
(a3z2Nz
−1
j − a
−1zj)
×
M−1∏
j=1
(az−1N wj − a
−1zN )(az
−1
N − a
−1zNwj). (5.9)
From this simplification, one finds that the right hand side of (5.7) can be expressed as the
product of the right hand side of (5.9) and FM−1,N−1(z1, . . . , zN−1|w1, . . . , wM−1|x1, . . . , xN−1),
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and we get
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )|wM=a2z2N
=(a2 − a−2)(ba−1z−1N − b
−1azN )
N∏
j=1
(a3z2Nzj − a
−1z−1j )
N−1∏
j=1
(a3z2Nz
−1
j − a
−1zj)
×
M−1∏
j=1
(az−1N wj − a
−1zN )(az
−1
N − a
−1zNwj)
× FM−1,N−1(z1, . . . , zN−1|w1, . . . , wM−1|x1, . . . , xN−1), (5.10)
hence it is shown that FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) satisfies Property (4) for the
case xN =M .
What remains to check is Property (4) for the case xN 6= M , which can be proved as
follows. First, we rewrite the symmetric functions FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
for the case xN 6=M as
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=(a2 − a−2)N
N∏
j=1
(−a2z2j + a
−2z−2j )
∑
σ∈SN
∑
τ1=±1,...,τN=±1
N∏
j=1
1
z
2τj
j − z
−2τj
j
×
∏
1≤j<k≤N
(a2z
τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(a
2z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
(z
τσ(j)
σ(j) z
τσ(k)
σ(k) − z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
×
N∏
k=1
(ba−1z
−τσ(k)
σ(k) − b
−1az
τσ(k)
σ(k) )
N∏
k=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) wM )
×
N∏
k=1
M−1∏
j=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) wj)
N∏
k=1
xk−1∏
j=1
(az
−τσ(k)
σ(k) wj − a
−1z
τσ(k)
σ(k) )
×
N∏
k=1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) wM )
N∏
k=1
M−1∏
j=xk+1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) wj). (5.11)
Noting that the product of factors
N∏
k=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) wM )
N∏
k=1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) wM ), (5.12)
in the right hand side of (5.11) can be rewritten as
N∏
j=1
(az−1j − a
−1zjwM )(azj − a
−1z−1j wM ), (5.13)
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which do not have any dependence on σ, one finds that (5.11) can be rewritten as a product
of (5.13) and FM−1,N (z1, . . . , zN |w1, . . . , wM−1|x1, . . . , xN )
FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
=
N∏
j=1
(az−1j − a
−1zjwM )(azj − a
−1z−1j wM )FM−1,N (z1, . . . , zN |w1, . . . , wM−1|x1, . . . , xN ).
(5.14)
Thus we have proven that FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN ) satisfies Property (4) for
the case xN 6=M .
Now let us compare the symmetric functions FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
(5.1) introduced in this section with the coordinate Bethe ansatz wavefunctions for the open
XXZ chain by Alcaraz-Barber-Batchelor-Baxter-Quispel [55]. For comparison, we consider
the homogeneous limit w1 = · · · = wM = 1 of FM,N (z1, . . . , zN |w1, . . . , wM |x1, . . . , xN )
FM,N (z1, . . . , zN |1, . . . , 1|x1, . . . , xN )
=(a2 − a−2)N
N∏
j=1
(−a2z2j + a
−2z−2j )
∑
σ∈SN
∑
τ1=±1,...,τN=±1
N∏
j=1
1
z
2τj
j − z
−2τj
j
×
∏
1≤j<k≤N
(a2z
τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(a
2z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
(z
τσ(j)
σ(j) z
τσ(k)
σ(k) − z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
×
N∏
k=1
(ba−1z
−τσ(k)
σ(k) − b
−1az
τσ(k)
σ(k) )
N∏
k=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) )
M
×
N∏
k=1
(az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k) )
xk−1
N∏
k=1
(az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k) )
M−xk . (5.15)
One first rewrites (5.15) as
FM,N (z1, . . . , zN |1, . . . , 1|x1, . . . , xN )
=
(a2 − a−2)N∏
1≤j<k≤N(z
2
k + z
−2
k − z
2
j − z
−2
j )
N∏
j=1
(−a2z2j + a
−2z−2j )(a
2 + a−2 − z2j − z
−2
j )
M
z2j − z
−2
j
×
∑
σ∈SN
∑
τ1=±1,...,τN=±1
sgn(σ)(−1)|τ |
×
∏
1≤j<k≤N
(a2z
τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
−τσ(j)
σ(j) z
−τσ(k)
σ(k) )(a
2z
−τσ(j)
σ(j) z
τσ(k)
σ(k) − a
−2z
τσ(j)
σ(j) z
−τσ(k)
σ(k) )
×
N∏
k=1
ba−1z
−τσ(k)
σ(k) − b
−1az
τσ(k)
σ(k)
az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k)
N∏
k=1
(
az
−τσ(k)
σ(k) − a
−1z
τσ(k)
σ(k)
az
τσ(k)
σ(k) − a
−1z
−τσ(k)
σ(k)
)xk
, (5.16)
where |τ | denotes the number of τj’s satisfying τj = −1. We introduce the following variables
eiKℓ =
azℓ − a
−1z−1ℓ
az−1ℓ − a
−1zℓ
, ℓ = 1, . . . , N,∆ = −
a2 + a−2
2
, p′ = −
b+ b−1
2(b− b−1)
(a2 − a−2), which
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are natural parametrizations for the description of the open XXZ chain used in [55]. Each
represents the momentums, anisotropy parameter and boundary parameter respectively. One
can show the following relations
ba−1z−1j − b
−1azj
az−1j − a
−1zj
=
b− b−1
a2 − a−2
(1 + (p′ −∆)eiKj ), (5.17)
a2zjzk − a
−2z−1j z
−1
k = (azk − a
−1z−1k )(az
−1
j − a
−1zj)
1− 2∆eiKj + eiKj−iKk
a2 − a−2
(5.18)
a2z−1j zk − a
−2zjz
−1
k = (az
−1
k − a
−1zk)(azj − a
−1z−1j )
1− 2∆eiKk + eiKj+iKk
a2 − a−2
e−iKj . (5.19)
Using (5.17), (5.18) and (5.19), one finds that (5.16) can be rewritten as
FM,N (z1, . . . , zN |1, . . . , 1|x1, . . . , xN )
=(b− b−1)N
∏
1≤j<k≤N
(a2 + a−2 − z2j − z
−2
j )(a
2 + a−2 − z−2k − z
−2
k )
(a2 − a−2)2(z2k + z
−2
k − z
2
j − z
−2
j )
×
N∏
j=1
(−a2z2j + a
−2z−2j )(a
2 + a−2 − z2j − z
−2
j )
M
z2j − z
−2
j
fM,N (K1, . . . ,KN |x1, . . . , xN ), (5.20)
where
fM,N (K1, . . . ,KN |x1, . . . , xN ) =
∑
σ∈SN
∑
τ1=±1,...,τN=±1
sgn(σ)(−1)|τ |
×
∏
1≤j<k≤N
(1− 2∆eiτσ(j)Kσ(j) + eiτσ(j)Kσ(j)−iτσ(k)Kσ(k))
× (1− 2∆eiτσ(k)Kσ(k) + eiτσ(j)Kσ(j)+iτσ(k)Kσ(k))e−iτσ(j)Kσ(j)
×
N∏
k=1
e−iτσ(k)Kσ(k)xk(1 + (p′ −∆)eiτσ(k)Kσ(k)). (5.21)
fM,N(K1, . . . ,KN |x1, . . . , xN ) can be expressed in a compact way
fM,N(K1, . . . ,KN |x1, . . . , xN )
=
∑
P
ǫP
∏
1≤j<k≤N
(1− 2∆eiKj + eiKj−iKk)(1− 2∆eiKk + eiKj+iKk)e−iKj
×
N∏
k=1
e−iKkxk(1 + (p′ −∆)eiKk), (5.22)
where the sum means that we take sum over all permutations and negations of K1, . . . ,KN ,
and ǫP changes sign at each such “mutation”. Relabelling the momentums and positions of
down spins as K ′j = KN+1−j , x
′
j = M + 1− xN+1−j (j = 1, . . . , N), (5.22) can be rewritten
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as
fM,N(K1, . . . ,KN |x1, . . . , xN )
=
∑
P
ǫP
N∏
k=1
(1 + (p′ −∆)eiK
′
k)e−i(M+1)K
′
k
×
∏
1≤j<k≤N
(1− 2∆eiK
′
k + eiK
′
k
−iK ′j)(1− 2∆eiK
′
j + eiK
′
j+iK
′
k)e−iK
′
k
N∏
k=1
eiK
′
k
x′
k
=
∑
P
ǫPA(K
′
1, . . . ,K
′
N )e
∑N
k=1 iK
′
k
x′
k , (5.23)
where
A(K ′1, . . . ,K
′
N ) =
N∏
j=1
β(−K ′j)
∏
1≤j<k≤N
B(−K ′j,K
′
k)e
−iK ′
k , (5.24)
β(K ′) =(1 + (p′ −∆)e−iK
′
)ei(M+1)K
′
, (5.25)
B(−K ′j,K
′
k) =s(−K
′
j,K
′
k)s(K
′
k,K
′
j), (5.26)
s(K ′1,K
′
2) =1− 2∆e
iK ′2 + ei(K
′
1+K
′
2). (5.27)
fM,N(K1, . . . ,KN |x1, . . . , xN ) (5.23), whose relation with the symmetric functions
FM,N (z1, . . . , zN |1, . . . , 1|x1, . . . , xN ) is given by (5.20), is the form of the coordinate Bethe
ansatz wavefunctions for the open XXZ chain by Alcaraz-Barber-Batchelor-Baxter-Quispel
(equations (2.33), (2.34) in [55]).
6 Algebraic identities
In this section, we derive algebraic identities for the symmetric functions introduced in the
last section as an application of the correspondence between the wavefunctions and symmetric
functions proven in the last section. We combine the result in the last section with that on the
domain wall boundary partition function by Tsuchiya [10] and Kuperberg [8]. The domain
wall boundary partition function under reflecting boundary ZM (z1, . . . , zM |w1, . . . , wM ) is a
special case M = N , xj = j, j = 1, . . . ,M of the wavefunction under reflecting boundary
ZM (z1, . . . , zM |w1, . . . , wM ) =WM,M(z1, . . . , zM |w1, . . . , wM |1, . . . ,M). (6.1)
First, let us recall the determinant formula of the domain wall boundary partition func-
tions under reflecting boundary.
Theorem 6.1. (Tsuchiya [10], Kuperberg [8]) The domain wall boundary partition func-
tion under reflecting boundary ZM (z1, . . . , zM |w1, . . . , wM ) can be expressed as the following
determinant
20
ZM (z1, . . . , zM |w1, . . . , wM ) = (a
2 − a−2)M
M∏
i=1
wMi
M∏
i=1
(bw−1i − b
−1)(a2z2i − a
−2z−2i )
×
∏M
i,j=1(a
2 + a−2 − z−2i wj − z
2
iw
−1
j )(a
2 + a−2 − z−2i w
−1
j − z
2
iwj)∏
1≤i<j≤M(−z
−1
i zj + ziz
−1
j )(z
−1
i z
−1
j − zizj)(−w
−1
j +w
−1
i )(wiwj − 1)
× detM
(
1
(a2 + a−2 − z−2i wj − z
2
i w
−1
j )(a
2 + a−2 − z−2i w
−1
j − z
2
i wj)
)
. (6.2)
Theorem 6.2. We have the following algebraic identities for the symmetric functions
F (zM−N+1, . . . , zM |w1, . . . , wM |x1, . . . , xN ) and F (z1, . . . , zM−N |w1, . . . , wM |x1, . . . , xM−N )∑
x⊔x={1,2,...,M}
F (z1, . . . , zM−N |w1, . . . , wM |x1, . . . , xM−N )
× F (zM−N+1, . . . , zM |w1, . . . , wM |x1, . . . , xN )
=(a2 − a−2)M
M∏
i=1
wMi
M∏
i=1
(bw−1i − b
−1)(a2z2i − a
−2z−2i )
×
∏M
i,j=1(a
2 + a−2 − z−2i wj − z
2
i w
−1
j )(a
2 + a−2 − z−2i w
−1
j − z
2
i wj)∏
1≤i<j≤M(−z
−1
i zj + ziz
−1
j )(z
−1
i z
−1
j − zizj)(−w
−1
j + w
−1
i )(wiwj − 1)
× detM
(
1
(a2 + a−2 − z−2i wj − z
2
i w
−1
j )(a
2 + a−2 − z−2i w
−1
j − z
2
i wj)
)
. (6.3)
Here, the sum
∑
x⊔x={1,2,...,M}
means that we take the sum over x = {x1, . . . , xN} (1 ≤ x1 <
x2 < · · · < xN ≤M) and x = {x1 . . . xM−N} (1 ≤ x1 < x2 < · · · < xM−N ≤M) which forms
a disjoint union of {1, 2, . . . ,M}, x ⊔ x = {1, 2 . . . ,M}.
Proof. This identity is a consequence of two ways of evaluation of the domain wall bound-
ary partition function under reflecting boundary ZM (z1, . . . , zM |w1, . . . , wM ). First, (6.2) in
Theorem 6.1 gives a direct determinant representation of ZM (z1, . . . , zM |w1, . . . , wM ).
Another way to evaluate the domain wall boundary partition function is to insert the
completeness relation ∑
{x}
|x1 · · · xN 〉〈x1 · · · xN | = Id, (6.4)
between the B-operators and using the explicit representations of the the wavefunctions and
21
its dual (5.3) and (5.4) to get
ZM (z1, . . . , zM |w1, . . . , wM )
=〈1M |B(z1|w1, . . . , wM ) · · · B(zM |w1, . . . , wM )|0
M 〉
=
∑
{x}
〈1M |B(z1|w1, . . . , wM ) · · · B(zM−N |w1, . . . , wM )|x1 · · · xN 〉
× 〈x1 · · · xN |B(zM−N+1|w1, . . . , wM ) · · · B(zM |w1, . . . , wM )|0
M 〉
=
∑
x⊔x={1,...,M}
〈1M |B(z1|w1, . . . , wM ) · · · B(zM−N |w1, . . . , wM )|x1 · · · xM−N 〉
× 〈x1 · · · xN |B(zM−N+1|w1, . . . , wM ) · · · B(zM |w1, . . . , wM )|0
M 〉
=
∑
x⊔x={1,2,...,M}
W (z1, . . . , zM−N |w1, . . . , wM |x1, . . . , xM−N )
×W (zM−N+1, . . . , zM |w1, . . . , wM |x1, . . . , xN ),
=
∑
x⊔x={1,2,...,M}
F (z1, . . . , zM−N |w1, . . . , wM |x1, . . . , xM−N )
× F (zM−N+1, . . . , zM |w1, . . . , wM |x1, . . . , xN ). (6.5)
Comparing the two ways of evaluations (6.5) and (6.2) gives the identity (6.3).
Let us also examine the homogeneous limit w1 = · · · = wM = 1. First, one can show the
following.
Theorem 6.3. In the homogeneous limit w1 = · · · = wM = 1, the domain wall boundary
partition function under reflecting boundary ZM (z1, . . . , zM |1, . . . , 1) can be expressed in the
following form:
ZM (z1, . . . , zM |1, . . . , 1) = a
2M (b− b−1)M
M∏
i=1
a2z2i − a
−2z−2i
1− z−4i
×
∏M
i=1(a
2 + a−2 − z−2i − z
2
i )
2M∏
1≤i<j≤M(−z
−1
i zj + ziz
−1
j )(z
−1
i z
−1
j − zizj)
detM
(
(a2z2i )
j−1
(a2 − z2i )
2j
−
(a2z2i )
j−1
(1− a2z2i )
2j
)
. (6.6)
Proof. We divide the inhomogeneous determinant of ZM (z1, . . . , zM |w1, . . . , wM ) (6.2) into
two parts as
ZM (z1, . . . , zM |w1, . . . , wM ) = P1P2,
P1 = (a
2 − a−2)M
M∏
i=1
wMi
M∏
i=1
(bw−1i − b
−1)(a2z2i − a
−2z−2i )
×
∏M
i,j=1(a
2 + a−2 − z−2i wj − z
2
i w
−1
j )(a
2 + a−2 − z−2i w
−1
j − z
2
i wj)∏
1≤i<j≤M (−z
−1
i zj + ziz
−1
j )(z
−1
i z
−1
j − zizj)
,
P2 =
1∏
1≤i<j≤M(−w
−1
j + w
−1
i )(wiwj − 1)
× detM
(
1
(a2 + a−2 − z−2i wj − z
2
i w
−1
j )(a
2 + a−2 − z−2i w
−1
j − z
2
i wj)
)
. (6.7)
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It is easy to take the homogeneous limit of P1
lim
w1→1,...,wM→1
P1 = (a
2 − a−2)M (b− b−1)M
M∏
i=1
(a2z2i − a
−2z−2i )
×
∏M
i=1(a
2 + a−2 − z−2i − z
2
i )
2M∏
1≤i<j≤M(−z
−1
i zj + ziz
−1
j )(z
−1
i z
−1
j − zizj)
. (6.8)
Next, we examine the limit of P2. We rewrite P2 in terms of Wj = (wj + w
−1
j )/2 as
P2 =
1∏
1≤i<j≤M 2(Wj −Wi)
detM
(
a4z4i
(a4 + z4i − 2a
2z2iWj)(1 + a
4z4i − 2a
2z2iWj)
)
=
1∏
1≤i<j≤M 2(Wj −Wi)
× detM
(
a4z4i
(a4 − 1)(z4i − 1)
(
1
a4 + z4i − 2a
2z2iWj
−
1
1 + a4z4i − 2a
2z2iWj
))
= 2−M(M−1)/2
a4M
∏M
i=1 z
4
i
(a4 − 1)M
∏M
i=1(z
4
i − 1)
1∏
1≤i<j≤M(Wj −Wi)
× detM
(
1
a4 + z4i − 2a
2z2iWj
−
1
1 + a4z4i − 2a
2z2iWj
)
. (6.9)
In this form, we can take the homogeneous limit in the same way with Izergin-Coker-Korepin
[60] to get
lim
W1,...,WM→1
P2 = 2
−M(M−1)/2 a
4M
∏M
i=1 z
4
i
(a4 − 1)M
∏M
i=1(z
4
i − 1)
× detM
(
(2a2z2i )
j−1
(a4 + z4i − 2a
2z2i )
j
−
(2a2z2i )
j−1
(1 + a4z4i − 2a
2z2i )
j
)
=
a4M
∏M
i=1 z
4
i
(a4 − 1)M
∏M
i=1(z
4
i − 1)
detM
(
(a2z2i )
j−1
(a2 − z2i )
2j
−
(a2z2i )
j−1
(1− a2z2i )
2j
)
. (6.10)
Combining (6.8) and (6.10), we have
ZM (z1, . . . , zM |1, . . . , 1) = a
2M (b− b−1)M
M∏
i=1
a2z2i − a
−2z−2i
1− z−4i
×
∏M
i=1(a
2 + a−2 − z−2i − z
2
i )
2M∏
1≤i<j≤M (−z
−1
i zj + ziz
−1
j )(z
−1
i z
−1
j − zizj)
detM
(
(a2z2i )
j−1
(a2 − z2i )
2j
−
(a2z2i )
j−1
(1− a2z2i )
2j
)
. (6.11)
From Theorem 6.3, we get the following algebraic identities as a limit of Theorem 6.2.
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Theorem 6.4. We have the following algebraic identities for the symmetric functions
F (zM−N+1, . . . , zM |1, . . . , 1|x1, . . . , xN ) and F (z1, . . . , zM−N |1, . . . , 1|x1, . . . , xM−N )∑
x⊔x={1,2,...,M}
F (z1, . . . , zM−N |1, . . . , 1|x1, . . . , xM−N )F (zM−N+1, . . . , zM |1, . . . , 1|x1, . . . , xN )
= a2M (b− b−1)M
M∏
i=1
a2z2i − a
−2z−2i
1− z−4i
×
∏M
i=1(a
2 + a−2 − z−2i − z
2
i )
2M∏
1≤i<j≤M (−z
−1
i zj + ziz
−1
j )(z
−1
i z
−1
j − zizj)
detM
(
(a2z2i )
j−1
(a2 − z2i )
2j
−
(a2z2i )
j−1
(1− a2z2i )
2j
)
. (6.12)
Here, the sum
∑
x⊔x={1,2,...,M}
means that we take the sum over x = {x1, . . . , xN} (1 ≤ x1 <
x2 < · · · < xN ≤M) and x = {x1 . . . xM−N} (1 ≤ x1 < x2 < · · · < xM−N ≤M) which forms
a disjoint union of {1, 2, . . . ,M}, x ⊔ x = {1, 2 . . . ,M}.
7 Conclusion
In this paper, we extended the recently developed Izergin-Korepin analysis on the wavefunc-
tions [19, 20, 21] to the Uq(sl2) six-vertex model with reflecting end. We determined the
exact forms of the symmetric functions representing the wavefunctions and its dual based
on the Izergin-Korepin analysis. We also compared the homogeneous limit of the symmet-
ric functions with the coordinate Bethe ansatz wavefunctions for the open XXZ chain by
Alcaraz-Barber-Batchelor-Baxter-Quispel [55]. As an application of the correspondence be-
tween the wavefunctions and the symmetric functions, we have derived algebraic identities
for the symmetric functions by using the determinant formula for the domain wall boundary
partition functions with reflecting end by Tsuchiya [10] and Kuperberg [8]. This idea was
first used in Bump-McNamara-Nakasuji [41] to derive dual Cauchy identities for the factorial
Schur functions from the wavefunctions and the domain wall boundary partition functions
of the free-fermionic six-vertex model, and applied to the Uq(sl2) six-vertex model in [28] to
derive algebraic identities for the quantum group deformation of the Grothendieck polyno-
mials. A different way of using the domain wall boundary partition functions can be seen in
the paper by Wheeler-Zinn-Justin [25].
A similar Izergin-Korepin analysis can be done to study the free-fermionic six-vertex
model under reflecting boundary [61]. It is interesting to extend the analysis to other types
of boundary conditions. For example, it seems that it is a more challenging task to treat the
wavefunctions under half-turn boundary condition. At the level of the domain wall boundary
partition functions, the level of difficulty of treating the half-turn boundary and the reflecting
boundary seems to be the same, but the half-turn boundary condition becomes more difficult
to treat when it comes to problem of the wavefunctions, since it seems that there is no way to
freeze two rows at once for the case of the wavefunctions under half-turn boundary condition,
contrary to the reflecting boundary condition which is treated in this paper.
Another interesting topic is to study the thermodynamic limit. As for the domain wall
boundary partition functions, many determinant or Pfaffian formulae are known. However,
it seems hard to expect that the wavefunctions in general have such simple forms. It is an
24
interesting topic to construct a new way to study thermodynamic limit without resorting to
the deteminant or Pfaffian formulae.
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