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Measurements of induced thermal convection have been used to study fluid viscosity at simulta-
neous high pressure and temperature conditions. Direct observations of flow were made by tracking
entrained particles in samples melted by laser heating during high pressure confinement. Finite el-
ement models confirmed thermal convection as the origin of the detected motions, and were refined
to assess the fluid viscosity. Observations of flow in ethanol partially melted in the laser-heated
diamond anvil cell at 2-3 GPa point to a sharply rising viscosity at room temperature above the
equilibrium solidification pressure, similar to that seen previously in methanol. The analysis shows
that measurement of viscosity from convective flow in laser-heated fluids under static pressure is a
promising strategy to determine viscosity at ultra-high pressures, where high melting temperatures
and small samples preclude application of traditional viscometric techniques. The data confirm
theoretical predictions of detectable natural convection at ultra-low Rayleigh number (Ra <<1) in
a microscopic system having sufficiently large temperature gradients.
I. INTRODUCTION
The flow behavior of fluids at high pressures is of broad
importance, and the determination of fluid properties at
relevant conditions, in particular the dynamic (or shear)
viscosity, is essential. Accurately describing viscosity and
flow at the high pressure and temperature conditions of
deep planetary interiors is central for understanding the
dynamics of planets1,2. Changes in fluid viscous (or vis-
coelastic) response with increasing pressure can closely
correlate with modifications to other materials’ proper-
ties including liquid structure, melting points, and sound
wave propagation behavior2,3. Viscous flows over small
scales (of order micrometers) can play a role in the exper-
imental determination of phase transformations at high
pressure and temperature, such as in measurements of
melting under static compression3–8 and the detection of
insulator-metal transformation in fluid hydrogen under
dynamic compression9. Thus, establishing high pressure
viscosities experimentally can have broad impact.
However, measurements of viscosity are currently lim-
ited to lower pressures that are often insufficient to ad-
dress outstanding questions. For example, knowledge of
the viscosity of liquid iron alloy inside the Earth’s outer
core (>136 GPa) is critical for describing Earth’s inte-
rior heat transport and magnetic field production, but
this quantity is uncertain by several orders of magnitude1
due to difficulties in reaching and extrapolating to rele-
vant conditions1,10. To measure viscosity under pressure,
experiments are typically conducted using a static high
pressure apparatus1,11–14. The highest pressure measure-
ments of viscosity have been obtained to ∼11 GPa using
diamond anvil cell (DAC)12 and ∼16 GPa using multi-
anvil cell1 static compression techniques. These observe
the gravitationally induced falling, floating or rolling mo-
tions of particles (usually spheres) in the fluid, using re-
sistive heating to melt samples1,11,12,14. At higher pres-
sures, rising melting temperatures in most materials and
smaller sample sizes combine to make the melting point
harder to achieve by conventional resistive heating, while
limiting the volume of fluid and thus the kinds of viscos-
ity measurement that can be performed. No technique is
yet available which could robustly measure viscosity at
tens to hundreds of GPa. Strategies for higher pressure
viscometry using shock wave experiments have led to un-
realistically large estimates14. Theoretical predictions of
viscosity have been employed at conditions that experi-
ments can not reach directly, but still require benchmark-
ing against high-pressure experiment1,12.
The DAC high pressure apparatus has been used to ex-
tend laboratory fluid studies to very high pressures and
temperatures (beyond 100 GPa and 5000 K) using the
technique of laser heating to melt the samples4–8, though
measurements sensitive to viscosity of fluids at these con-
ditions have not been available. However, the existence
of thermal convection of melts in these experiments, long
inferred qualitatively from sample motions4–7 could pro-
vide a window into the flow behavior of these extreme
fluids and hence their viscosity, as recently established
by numerical modeling8. Convective motion has been
reported to very high pressure (e.g. to 200 GPa in Fe
melts5), yet no approach to measure flow characteristics,
such as velocity, has been developed. Similarly, defini-
tive proof that motions are thermal convective in na-
ture, despite small length scales which normally suppress
buoyancy-driven flow6,8, remains to be obtained and is
in itself a compelling proposition. Indeed, the convective
Rayleigh number for the laser-heated DAC is many or-
ders of magnitude lower than values typically associated
2with natural-convecting systems.
In this study we perform direct detection of microscale
convective flow under pressure in a laser heated DAC
(Fig. 1). We study a sample of ethanol, for which the
highest-pressure fluid viscosity measurements available,
made nearly a century ago by Bridgman13, are limited
to 1.2 GPa.
II. METHODS
A confocal spectroscopy system for the laser-heated
DAC15 was adapted to provide video microscopy of the
sample, with front and back illumination by white light,
during heating by a continuous IR laser focused to a di-
ameter of ∼10 µm on the sample. The DAC axis and op-
tical pathway were horizontal, i.e. perpendicular to the
orientation of gravity. Sample dimensions were measured
by microscopy and white-light interferometry. The cav-
ity was of thickness 12-35 µm and diameter ∼200 µm,
contained between flat culets 300 µm in diameter. An
iridium foil coupler, formed by the compression of irid-
ium powder, was placed within the ethanol sample to
absorb the IR laser, and remained solid during heating.
Pressures were measured with ruby fluorescence16 to be
1.9−2.7 GPa, at which conditions the ethanol sample was
initially solid17,18. Chemical reaction at higher pressure
(>2.8 GPa) and fluid phase separation at low pressure
(<1.7 GPa) restricted the range of successful heating ex-
periments on ethanol.
Localized melting of the ethanol, occurring on heating,
was identified visually by the appearance of boundaries
between the solid and the melt around the laser heated
area, and confirmed by particle motions within the melt.
Peak temperatures were estimated as 1000-1500 K based
on emission spectroradiometry15 at higher laser power,
and finite element analysis of melt geometry (typical er-
ror was ∼100 K).
Visualization of flow was provided by loose particles
in the sample which moved with the flow; their trajec-
tory and speed were measured after static background
image removal from the raw video19. Videos were typi-
cally collected at a 30 Hz frame rate for 100 s intervals.
Iridium particles left over from creating the coupler were
most easily detected in practice, with ruby and other de-
bris visually observed to exhibit similar motions but not
readily trackable. Melting helped loosen particles from
the surface of the diamonds or the coupler, but in some
cases we also used an ultrasonic transducer mounted on
the cell. The coupler pressing and particle seeding ap-
proach produced couplers with flat surfaces but irregular
edges; these often floated slightly up into the ethanol
medium during loading, and usually remained fixed in
position during heating.
Finite-element modeling of the diamond anvil cell sam-
ple, including the temperature profile of the system and
the velocity of the flow inside liquid phases8, was used to
make initial predictions that were refined (c.f. Ref. 20)
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FIG. 1. Experimental configuration. (a) Configuration of
laser-heated diamond anvil cell. Single-side heating was used.
(b) Representative 3D finite-element convection model for a
DAC sample. Streamlines are colored for local velocity. Grey
concentric rings on the coupler surface indicate temperature
contours of 350, 550, 750, and 950 K, from outside to inside.
Thicknesses of the cavity, coupler, and sample (d) are 16, 4,
and 12 µm, respectively; cavity and coupler radii are 50 and
30 µm, respectively; the fluid sample is presumed to have η =
0.001 Pa s, α = 2 × 10−4 K−1 and Tmelt and Tmin = 300 K
(the coupler remains solid); sample (and coupler) ρ, specific
heat CP , and thermal conductivity κ are 1000 (9100) kg m
−3,
2000 (519) J kg−1 K−1, and 10 (20) W m−1 K−1.
to assess sample transport properties. The finite element
analysis used in this study adapts the two-dimensional
spatial geometry for axially-oriented gravity, previously
described in Ref. 8, for gravity oriented orthogonal to the
axis, requiring a model of three spatial dimensions.
In these models, liquid regions inside the sample cham-
ber exhibit convection cells, where flow velocity depends
3on viscosity and liquid dimensions. The general behav-
ior is shown in Fig. 1, for a simple, fully liquid sample
with a circular chamber and coupler subjected to laser
heating. The models reveal streamlines of motion that
circle around the edge of the liquid region, and cross over
the coupler near the laser focus, aligned with gravity. In
the bulk of the liquid, velocity components oriented per-
pendicular to the axis (transverse direction) are much
larger than those oriented parallel to it (axial direction)
for this orientation of gravity, according to our finite el-
ement modeling (Fig. 1). Thus, viewing motion along
the axis (Fig. 2a) determines directly the convection ve-
locities; this contrasts to the case of axial gravity8 where
substantial axial motion is anticipated.
Models were adapted to fit specific geometries of the
experimental samples (e.g. Fig. 2b) to compare model
velocities with experiment. The dimensions of the cavity,
position and size of the coupler and molten region, the
position and shape of the laser focus and properties of
the coupler and the sample were modeled8. In such de-
tailed simulations, we set the geometry based on direct
observations, and set the absorbed laser energy and peak
temperature such that the observed position of the solid-
melt boundary corresponds with the melt temperature.
Fluid viscosity η is initially estimated by fitting an
Arrhenius model1
η = B exp(Eact/kBT ) (1)
to measurements up to 1.2 GPa near room
temperature13,21, where B is a constant, T is the
temperature, and the activation energy
Eact = Eact0 + PVact, (2)
where P is the pressure, Eact0 the activation energy at
zero pressure and Vact the activation volume. Fitted val-
ues are B = 6.9(1.9) × 10−6 Pa s, Eact0 = 0.139(7) eV,
and Vact = 0.0633(11) eV/GPa. This indicates values of
1-0.1 Pa s near melting under pressure. Within the stud-
ied pressure and temperature range (to 3 GPa and 1500
K) the extrapolated Arrhenius viscosity is within sev-
eral tens of percent of extrapolations of other common
models11,22 of the data.
III. RESULTS AND DISCUSSION
Our experiments displayed the type of convective mo-
tion predicted by the numerical models. An example
of the motion recorded is shown in Fig. 2a, for a sam-
ple laser-heated at 2.6 GPa. The motions of the par-
ticles follow streamlines, moving around the outside of
the coupler. As predicted, particles move over the cou-
pler toward or away from the heating spot in a nearly
vertical direction, antiparallel to gravity despite being
denser than the fluid. The paths taken largely followed
the contours of the coupler and melt boundary. Particles
in close proximity to one another tended to move at the
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FIG. 2. Representative dataset and finite element model for
an experiment (sample SS40) on ethanol at 2.6 GPa. (a)
Static background image (greyscale, 141 by 106 µm) with de-
tected particle tracks (colored for maximum velocity); sample
regions are G (W gasket), C (Ir coupler), S (solid sample)
and L (liquid sample melted by laser heating); white arrow in-
dicates the direction of gravity, black arrows the direction of
flow. The black outline indicates where the laser was focused;
here and at other points previously heated a discoloration of
the coupler was observed. (b) Finite element model of SS40
cavity showing the melted sample area, using simplified oval
shaped areas to represent the melt volume and coupler. The
arrows and color map indicate the direction and speed of the
local flow component perpendicular to the viewing axis, along
the middle plane of the cavity. The black lines on the cou-
pler surface are temperature contours. The measurements are
black-outlined circles, positioned at track centers. Viscosity is
given by Eq. 1, with Eact raised by 7% from the initial esti-
mate (from 0.304 eV to 0.326 eV) to best fit the data while
parameter B was kept constant at 6.9×10−6 Pa s. The model
used sample (and coupler) ρ, CP , κ, and α of 1200 (22500)
kg m−3, 2300 (133) J kg−1 K−1, 0.171 (147) W m−1 K−1,
and 1.1 × 10−3 K−1, respectively.
same speed and direction despite a size difference, thus it
could be taken that the particles were well entrained in
the flow and that the flow velocity was accurately deter-
4mined. Convection speed across the experiments ranged
from order 0.1 to 10 µm/s.
At these small length scales, convection flow speed U
can be thought of as resulting from a balance of thermally
induced buoyancy and viscous resistance forces8,23, as in
U ∼ ρgα∆TD
2
η
, (3)
where ρ is density, g the gravitational acceleration, α
the volumetric thermal expansion coefficient, and ∆T the
temperature difference across the thickness of the liquid
region D. Assuming a constant fluid viscosity and adapt-
ing this scaling relation for the laser-heated DAC8 we
obtain
η = AC
d2
vmax
(Tmax − Tmelt)3
(Tmax − Tmin)2 (4)
where vmax is the maximum sample flow velocity, d is
the distance from the diamond surface to the coupler on
the heated side, Tmax, Tmelt and Tmin are the maximum,
melting, and minimum temperatures of the sample,
C = ρgα, (5)
and A is a geometrical factor. Using the present 3D
modeling, we observe A = 3.4 × 10−2 for a configura-
tion where gravity is perpendicular to the axis, as used
in these experiments, and A = 1.3 × 10−3 when grav-
ity is parallel to the axis, in agreement with previous 2D
modeling8. As A does not strongly depend on the spe-
cific configuration of the liquid region, in agreement with
prior studies8, it can be accurately considered a constant
for a given orientation of gravity. The higher value of A
(and thus, higher velocities) for gravity perpendicular to
the symmetry axis results from the different direction of
flow in the cavity, and the absence of fluid regions having
a nearly plane-layer (Rayleigh-Be´nard) geometry, which
can suppress convection8. Consequently, the presently
used radial orientation of gravity is a superior experi-
mental configuration for observing convective motions,
in that flow is detectable for viscosities an order of mag-
nitude larger than for an axial orientation8.
Viscosities calculated from the scaling law (Eq. 4) for
the experimental runs that displayed convective motion
(Table I) range from 3 to 30 × 10−3 Pa s, with a best
value of 17± 9× 10−3 Pa s. These values are similar to
the viscosity of fluid ethanol at high pressures and room
temperature13, though all present measurements are at
pressures in excess of the room-temperature solidification
point17. Indeed, the Arrhenius model (Eq. 1) fitted to
the low pressure data predicts that these viscosities cor-
respond to 420 − 570 K at ∼2.6 GPa, confirming that
the measurements detected flow in a hot lens of melt
produced at the laser heated area. The viscosity thus
determined is an average value for the melted region,
corresponding roughly to a volumetric average over the
temperatures in the melt, from the melting point (∼340
K at 2.6 GPa18) to the maximum temperature set by the
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FIG. 3. View from the side of the finite element model of ex-
periment SS40 (Fig. 2). The z direction is horizontal, point-
ing along the DAC axis, into the viewing and heating optics;
the x and y directions are transverse, with x oriented hori-
zontally and y vertically; gravity is directed in −y. Slices of
local velocity are color maps; arrows show the sense of the flow
nearby. The axial (z) component of velocity is included, but
is negligible compared to the transverse components, as shown
by the arrows. The transverse (x−y) slice of the velocity pro-
file, sectioning through the coupler (grey), is as shown in Fig.
2. Two y − z slices show the variation in velocity with depth.
TABLE I. Maximum velocity in each experimental run which
displayed convection. The viscosity was calculated using ana-
lytical scaling (Eq. 4) , with A = 3.4 × 10−2, ρ = 1200 kg/m3
(Ref. 24), α = 1.1 × 10−3 K−1, Tmax = 1100 K, Tmin = 300
K and Tmelt = 335 K (Ref. 18).
DAC Pressure Maximum d (µm) Viscosity
Sample (GPa) Velocity (µm/s) (Pa s)
SS40 a 2.6 1.6 12.0 2.8 × 10−2
SS2a 2.1 2.6 14.1 2.4 × 10−2
SS4a 1.9 2.0 8.4 1.1 × 10−2
SS2c b 2.7 2.4-7.0 8.6 3.3 − 9.5× 10−3
SS4c a 2.4 8.7 25 2.2 × 10−2
SS2e a 2.6 21.4-28.4 20 4.3 − 5.8× 10−3
a Estimated d as a corrected average sample thickness due to
incomplete thickness measurements.
b Some particles closer to the laser hotspot exhibited rapid,
straight-line motion toward the hotspot with acceleration
following a 1/r2 dependence (where r is the distance from the
particle to the laser focus), unrelated to the direction of
gravity; this was likely a non-convective phenomenon.
laser power (∼1000-1500 K). In addition to limitations
posed by the assumption of constant melt viscosity in a
system with large temperature gradients, particle track-
ing did not necessarily sample the fastest flow speed (i.e.
vmax in Eq. 4). Thus viscosities determined in this man-
ner from Eq. 4 are approximate.
A detailed finite element analysis of the observed local
flows, incorporating an accurate sample geometry and
realistic temperature distribution, is needed to further
refine the estimates of viscosity. This is made here via a
detailed examination of a dataset at 2.6 GPa (Fig 2a),
which has the greatest amount of detected particle tracks.
The coupler, situated close to the gasket at the edge of
5the circular sample chamber, was modeled as approxi-
mately oval shaped as was the melt surrounding it. The
model was initialized using the Arrhenius viscosity model
fit to low-pressure data in the finite element analysis,
which predicted velocities roughly 50% higher than ob-
served on average for this dataset. In order to better fit
the observations, the activation energy at 2.6 GPa was
adjusted upwards by 7%, increasing viscosity at a given
temperature and reducing flow speeds, producing the im-
proved fit shown in Fig. 2b. A constant viscosity model
with η = 3 × 10−2 Pa s also adequately represented the
data, consistent with the initial analytical estimate made
for this experiment assuming constant viscosity (Table I).
In either model, while the range of predicted veloc-
ities and local flow trajectories agreed well with those
observed, discrepancies in local magnitudes and relative
speeds across the sample are noted; e.g., while we ob-
serve faster movement closer to the laser heating spot
the model predicts faster movement further away from
it. These are attributed to differences between model
and experimental geometries, such as the irregular outer
boundary of the coupler in the experiment, which affects
flow immediately adjacent to the boundary while flow
away from the boundary remains the same; and to parti-
cles travelling at different depths within the sample (Fig.
3), which is accounted for in model fitting.
As the present data alone are not sufficient to establish
the appropriate model formulation for viscosity, we con-
sider the Arrhenius model, fitted to and validated by the
low pressure data, and tested against and adjusted to the
present high pressure data, to provide the most accurate
description of viscosity at pressure. A global Arrhenius
fit to viscosity data on ethanol, including the values in-
ferred at high pressure and temperature from analysis of
the present data, is shown in Fig. 4. Final best fit pa-
rameters are B = 4.89(.34)×10−6 Pa s, Eact0 = 0.139(1)
eV, and Vact = 0.0758(4) eV/GPa.
The adjusted Arrhenius model implies an effec-
tive room temperature viscosity at 2.6 GPa of η =
2.1(+3.2/−1.0) Pa s, yielding a sharper increase in viscos-
ity with pressure than initially estimated (Fig. 5). The
form of the viscosity increase in ethanol thus determined
is strikingly similar to that observed in methanol under
pressure11. Compared to methanol, where the liquid may
be compressed beyond its normal freezing pressure, vis-
cosity measurements near room temperature on ethanol
are limited by relatively easy crystallization11,17. The ap-
proach outlined here thus enables a first comparison of
viscosities in the ultrahigh pressure regime for these al-
cohols, beyond room-temperature freezing pressures, and
approaching glass transitions.
The rapid increase in viscosity begins at lower pressure
in ethanol compared to methanol, consistent with its sig-
nificantly lower equilibrium crystallization point under
pressure (1.78 GPa compared to 3.51 GPa)17. As for
methanol, ethanol data are well fit by a Doolittle model,
η = M exp
(
NVinf
V − Vinf
)
(6)
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FIG. 4. Viscosity of fluid ethanol as a function of pressure
and temperature. Present results are triangles, taken from
the model refinement of convection data in the laser-heated
DAC (Fig. 2) in the accessed temperature range. Previous
data, at low pressure and temperature, are circles13,21,25. The
color map is the Arrhenius model (Eq. 1) fit to all the data.
The melt curve is the black line18, with the solid stability field
shaded.
Crystallization
Ethanol
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FIG. 5. Dependence of viscosity on pressure for ethanol
(black) and methanol (grey) at room temperature. The present
estimate for ethanol at 2.6 GPa is the black circle, based
on the corrected Arrhenius dependence at this pressure (Fig.
2b) extrapolated to room temperature. Prior measurements
are crosses21 and triangles13. Curves are the initial Arrhe-
nius model for ethanol (dashed, using Eq. 1 with parame-
ters fitted to low pressure data), a Doolittle fit (Eq. 6) to all
the ethanol data (solid), and the previously measured depen-
dence for methanol (solid grey)11. Equilibrium crystalliza-
tion pressures are vertical lines17, beyond which viscosity is
found to rise sharply in a similar manner for both ethanol
and methanol.
which describes the sharp increase in viscosity as liquid
is superpressed beyond its freezing point11; V is the vol-
6ume at pressure P (Ref. 24), Vinf is the volume at infinite
viscosity, and M and N are constants. The glass tran-
sition pressure, inferred as where the viscosity reaches
a value of 1012 Pa s (Refs 26,27), similarly scales with
normal solidification pressure as 6.3 GPa for ethanol and
11.4 GPa for methanol27, or 3.4(1) times the equilibrium
crystallization pressures. This resembles the correlation
between the conditions of crystallization and glassifica-
tion observed at room pressure26,28. The viscosity at the
equilibrium solidification pressures is 0.19(2) Pa s, again
showing the similarity in properties of these alcohols, irre-
spective of whether they more readily crystallize or form
glass to higher pressures.
The Reynolds number Re of the observed flows, or
Re =
UρD
η
, (7)
is of order 10−6 − 10−4 (Table I) indicative of a highly
laminar flow regime, consistent with the numerical mod-
elling and assumptions. The Rayleigh number Ra of the
system, used to assess convection activity, is
Ra =
ρ2gαCP∆TD
3
ηk
, (8)
where CP is the heat capacity at constant pressure and
k is the thermal conductivity. Ra is of order 10−2−10−1
for our system (Table I, Fig. 2), below values typically
associated with thermal convection. Convection in the
present case is possible due to the irregular geometry of
the laser-heated DAC8,23.
The arrangement of the sample in this experiment,
where gravity is oriented transverse to the sample cav-
ity layer, should optimise the vigor of flow and hence
its visibility. It also provides predominantly transverse
flow, so that the measured (i.e. transverse) speed of fluid
motion equals the local convective flow speed. Thus the
presently-used experimental configuration is superior to
that previously described8 for the purposes of observing
convective motions in the DAC and using these to assess
the sample’s transport properties.
IV. CONCLUSIONS
Our results demonstrate that it is possible to create
and characterize natural convection on the extremely
small length scales of high pressure samples (with typical
sample thickness of order microns), confirming qualita-
tive assessments of prior experiments4–7. The existence
of convective instability and detectable flow is attributed
to the especially large temperature gradients and absence
of simple symmetry in the liquid region8,23, which com-
pensate for the small length scale. Moreover we find that
flow observations can be used to determine fluid trans-
port properties at extremes. This is achieved using scal-
ing laws and through detailed analysis of the microscale
flow with numerical modeling, including optimizing mod-
els to fit the measurements of convective speed inside the
molten sample at pressure.
Consistent with previous measurements in ethanol to
1.2 GPa and mirroring the behavior of methanol at
higher pressures, we find a sharp rise in the viscosity of
ethanol above the normal crystallization pressure at room
temperature in the region of 2-3 GPa, associated with
the approach to glass transition. By enabling viscom-
etry at previously unexamined pressures where ethanol
crystallizes at room temperature, this approach extends
measurements of viscosity beyond the original data of
Bridgman13 for the first time.
With the accessible pressure and temperature range
of the laser-heated diamond anvil cell far exceeding that
of traditional methods for measuring viscosity at high
pressures, detection and analysis of the intrinsic convec-
tion in melted samples is a plausible method to extend
viscosity measurement to unprecedented extreme condi-
tions. Such observations can further address many long-
standing questions about high pressure melting, such as
regarding the relationships between melt temperature,
liquid structure, and flow behavior. The extremely low
Rayleigh number of such flows also suggests a unique
fluid-dynamical regime of fundamental physical interest.
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