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Abstract. Kriging is a family of linear methods for the estimation of physical quantities with 
spatial dependence which are optimal in the squared minima sense. To perform the interpolation, 
kriging considers, in addition to the value and location of the observations, the spatial correlation 
of the quantity by means of variogram, the random fluctuations of the measured magnitude and 
the resolution of the measuring devices. The traditional way kriging equations are solved 
involves the resolution of inverse of great matrices, so that it is normally quite time consuming. 
Comparing the uncertainty obtained with kriging (for magnitudes with spatial dependence) with 
standard techniques for uncertainty estimation, we have seen that for the case of regular 
sampling, the uncertainty estimation can be computed as a convolution. 
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ESTIMATION AND UNCERTAINTY OF QUANTITIES WITH 
SPATIAL DEPENDENCE USING KRIGING 
Kriging is a technique to estimate a quantity with spatial dependence and its 
uncertainty that explicitly considers the spatial correlation [1-3]. For this it performs a 
best linear unbiased estimation in the minimal squared sense. Kriging is widely used 
in geostatistics and other experimental sciences such as geology, mining, biology, 
medicine, etc. where few data are available, are disposed irregularly, and present 
strong random fluctuations. Kriging has also been applied to image processing [4,5]. 
However, in its general form, kriging equations involves inverse of matrices, which 
can be quite time consuming [6]. When the locations of the measuring devices are 
regularly disposed, Kriging equations are simplified resulting that the interpolation can 
be applied as a convolution [7]. With this assumption, kriging technique can be 
applied to image processing, including the finite size of the pixels in the design of the 
interpolator [8], and it has been proven to obtain better results than adaptive Wiener 
filter [9]. 
However, uncertainty estimation still needs to be solved by the conventional matrix 
form, even for the case of regular sampling. When the standard kriging approach is 
compared to the conventional statistical technique for uncertainty estimation it results 
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that they do not coincide for the limit case where all the observations are placed at the
same location. As a consequence, Sanchez Brea and Bernabeu [7] modified kriging
equations to solve this inconvenience. It results that both equations present a similar
structure.
Comparing both procedures of uncertainty estimation, in this work we propose, a
convolutional method for the uncertainty estimation of magnitudes with spatial
dependence. For this, we assign to each observation a function, which we have named
Distributed Measurement (DM) that informs us how many experimental observations
should be obtained, without considering the spatial dependence, for decreasing the
uncertainty as kriging (which considers the spatial dependence) does. DM function
only depends on the variogram and the resolution of the measuring devices. As a
result, the uncertainty of magnitudes with spatial dependence can be easily computed,
without the need of performing inverse of matrices.
UNCERTAINTY AS CONVOLUTION
The traditional way that kriging performs the uncertainty estimation [1-3] does not
agree, in the limit case where all observations are performed at the same location, with
the standard technique for estimation the uncertainty of a magnitude [10, 11]
w 2 = / 2 +77> (1)
being /the resolution of the measuring device, s the standard deviation of noise, and N
the number of observations. For that reason Sanchez Brea et. Bernabeu [7] have
modified the equations for kriging estimation. Let us consider that we know the
functional dependence of the variogram, which can be obtained using
(2)
Normally experimental variogram is fitted to a theoretical model of variogram, such as
a Gaussian variogram. With these modifications, the proposed uncertainty estimated
using kriging when N observations are performed at the same location, x0, results
(3)
which coincides with the definition of the uncertainty for the limit case x -> x0 .
Comparing Eq. (3) with Eq. (1), we propose that the uncertainty of magnitudes with
spatial dependence be described as
M
2 (x) = /2+^—-. (4)
Solving Eq. (4) it is obtained
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To determine NEQ(x) let us use the known uncertainty for just one observation.
Introducing the uncertainty estimated using Eq. (3) for N=l it results
NEQ (x)\ I7V=1 (6)
We have called this function Distributed Measurement. Since the standard deviation
of a magnitude with spatial dependence can be obtained also from the variogram [12]
by using s2 = lim^Q y(h), then to determine the uncertainty only the knowledge of
the variogram and the resolution of the measuring devices is required. As a result, DM
function can be written as
r(0 (7)
DM function presents a maximum at X=XQ and decreases when increasing the distance
to the observation place, provided that the spatial correlation decreases with the
distance.
We will assume that when several observations are obtained at regular locations,
NEQ(\) is a linear process so it can be obtained as a sum of individual Z)M(x)
functions assigned to each observation.
where
0.5 1 1.5 2 2.5 3
x (arb. u.)
FIGURE 1. DM(x) function and NEQ(x) function for the case of a sinusoidal signal f(x)=sm(2nx)
with a gaussian random noise of s=0.5 arb.u.. The sampling frequency for determining NEQ(x) was
v=100 arb.u.'1.
As an example of the technique, in Figure 1 we show DM(x) and NEQ(x) functions
obtained for the case of a sinusoidal signal f(x)=sin(2nx) which presents a Gaussian
random noise s=0.5 arb.u. and a resolution of 1=0.05 arb.u. In Figure 2 we show the
uncertainty estimation obtained with the proposed technique, and the uncertainty
obtained when the kriging estimation is compared tof(x).
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FIGURE 2.  Estimation of error estimated with kriging (thin) and with Eq. (4). In this case I=0.5 arb.u 
and the standard deviation of noise (Gaussian noise) is s=0.05 arb.u..  
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