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Abstract
Reconstructing a high-resolution 3D model of an ob-
ject is a challenging task in computer vision. Designing
scalable and light-weight architectures is crucial while ad-
dressing this problem. Existing point-cloud based recon-
struction approaches directly predict the entire point cloud
in a single stage. Although this technique can handle low-
resolution point clouds, it is not a viable solution for gener-
ating dense, high-resolution outputs. In this work, we intro-
duce DensePCR, a deep pyramidal network for point cloud
reconstruction that hierarchically predicts point clouds of
increasing resolution. Towards this end, we propose an ar-
chitecture that first predicts a low-resolution point cloud,
and then hierarchically increases the resolution by aggre-
gating local and global point features to deform a grid.
Our method generates point clouds that are accurate, uni-
form and dense. Through extensive quantitative and quali-
tative evaluation on synthetic and real datasets, we demon-
strate that DensePCR outperforms the existing state-of-the-
art point cloud reconstruction works, while also providing a
light-weight and scalable architecture for predicting high-
resolution outputs.
1. Introduction
Input Stage-2 Stage-3Stage-1
Figure 1. Hierarchical reconstruction of a 3D model in stages.
We inhabit a world of illuminated physical objects hav-
ing diverse shapes, sizes and textures. The human visual
system is capable of processing the retinal image of an ob-
ject to extract the underlying 3D structure. Our 3D per-
ception capabilities go beyond mere reconstruction of the
overall shape. We are highly adept at capturing finer details
present on the object surface. This ability to effectively cap-
ture accurate 3D characteristics is vital to our understanding
of the physical world and manipulation of objects within it.
Machines would greatly benefit from learning to per-
ceive the 3D world as humans do. A number of tasks
such as robot grasping, object manipulation, and navigation
are inherently dependent upon an agent’s ability to under-
stand physical objects and scenes. Further, the ability to
not only have an understanding of the overall shape, but to
also model the two-dimensional surface manifold is a crit-
ical function in 3D perception. An ideal machine would
have the capacity to hierarchically grow its understanding
of a surface representation (Fig. 1).
With the recent advances in deep learning, the problem
of 3D reconstruction has largely been tackled with the help
of 3D-CNNs that generate a voxelized 3D occupancy grid.
Unlike 2D images, where all the pixels add rich spatial
and structural information, volumetric representations suf-
fer from sparsity of information. The information needed
to perceive the 3D structure is provided by surface voxels,
while the voxels within the volume increase the represen-
tational and computational complexity with minimal addi-
tion in information. This representation is particularly in-
efficient to encode high resolution outputs since the surface
to volume ratio diminishes further with increase in resolu-
tion. 3D CNNs are also compute heavy and add consider-
able overhead during training and inference.
The drawbacks of volumetric representations are allevi-
ated by 3D point clouds. Point clouds are a more efficient
alternative, since the points are sampled on the surface of
the object, and can effectively capture detailed surface in-
formation. An inherent challenge in processing a point
cloud however is that it is unordered i.e. any permutation
of the points doesn’t alter the 3D structure that it repre-
sents. CNN architectures have traditionally been used for
analyzing ordered data such as images, voxelized grids, etc.
Extending the above for unordered representations such as
point clouds has very recently been studied using architec-
tures and loss formulations introduced in [18, 20, 5, 23, 14].
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However, existing point cloud based reconstruction works
directly predict the full resolution point cloud in a single
stage. This has a number of issues when it comes to predict-
ing dense outputs. (1) First, there is a substantial increase in
the number of network parameters, which makes it difficult
to scale up such architectures. (2) Second, loss formula-
tions such as the Earth Mover Distance, which is frequently
applied on point sets is computationally heavy and its ap-
plication to dense outputs would add considerable memory
and time overhead. As a result, dense predictions would fail
to benefit from some of the properties enforced by such loss
formulations such as uniformity in points.
In this work, we seek to find answers to two important
questions in the task of single-view reconstruction (1)Given
a two-dimensional image of an object, what is an efficient
and scalable solution to infer a dense 3D point cloud recon-
struction of it? (2) How do we upscale light-weight sparse
point cloud representations so as to approximate surfaces in
higher resolutions? To address the former issue, we use a
deep pyramidal architecture that first predicts a low-density
sparse point cloud using minimal parameters, and then hier-
archically increases the resolution using a point processing
framework. To achieve the latter, we propose a mechanism
to deform small local grids around each point using neigh-
bourhood terrain information as well as global shape prop-
erties. These learnt local grids now approximate a surface in
the next stage. The benefits of this technique are two-fold.
First, predicting a low resolution coarse point cloud enables
us to utilize loss formulations that otherwise may be very
intensive for dense point clouds. This leads to better quality
predictions. Second, using a pyramidal approach on point
sets drastically reduces the number of network parameters,
a crucial operation for dense predictions.
In summary, our contributions in this work are as fol-
lows:
• We propose a deep pyramidal network for point cloud
reconstruction called DensePCR, that hierarchically
predicts point clouds of increasing resolution. Inter-
mediate point clouds are super-resolved by extracting
global and local point features and conditioning them
on a grid around each point, so as to approximate a
surface in the higher resolution.
• We perform a network analysis of the proposed ar-
chitecture to compare against existing approaches and
demonstrate that densePCR has substantially fewer
number of learnable parameters, an essential require-
ment for dense prediction networks. Specifically, our
network gives rise to 3X reduction in the parameters
as compared to the baseline point cloud reconstruction
networks.
• We highlight the efficacy of this network in generat-
ing high quality predictions by evaluating on a large
scale synthetic dataset, where we outperform the state-
of-the-art approaches by a significant margin, despite
having fewer parameters.
• We evaluate DensePCR on real data and demonstrate
the generalization ability of our approach, which sig-
nificantly outperforms the state-of-art reconstruction
methods.
2. Related Work
3D Reconstruction For a long time, the task of 3D recon-
struction from single-view images had largely been tackled
with the help of 3D CNNs. A number of works have re-
volved around generating voxelized output representations
[6, 30, 3, 19, 11, 31, 27]. Giridhar et al. [6] learnt a joint
embedding of 3D voxel shapes and their corresponding 2D
images. Choy et al. [3] trained a recurrent neural network
to encode information from more than one input views. But
voxel formats are computationally heavy and information-
sparse, which lead to research on the octree data structure
for representing 3D data [25, 22, 21, 9, 28].
Recently, Fan et al. [5], introduced techniques for
generating unordered point clouds to obtain single-view
3D reconstruction results outperforming volumetric ap-
proaches [3]. While [5] directly predict the 3D point
cloud from 2D images, our approach stresses the impor-
tance of first predicting a low-resolution point cloud and
super-resolving it to obtain a dense prediction. Groueix
et al. [7] represented a 3D shape as a collection of para-
metric surface elements and constructed a mesh from
the predicted point cloud. Mandikal et al. [16] proposed
a latent matching setup in a probabilistic framework to
obtain diverse reconstructions. Other works utilize 2D
supervision in the form of silhouettes and depth maps for
3D reconstruction [32, 26, 29, 35, 8, 15, 10]. Concurrently
with us, Yuan et al. [34] propose to deform grids for
completing partial depth maps. Apart from reconstruction,
other 3D perception tasks have also been performed using
point clouds [1, 33, 17].
Hierarchical Prediction The concept of Laplacian pyra-
mid networks has been previously used in 2D vision tasks
for hierarchical prediction. Denton et al. [4] proposed a
generative adversarial network to generate realistic images
based on a Laplacian pyramid framework (LAPGAN). Lai
et al. [13] extended the above by introducing a robust loss
formulation and making architectural modifications for im-
proving speed and accuracy. In the 3D vision domain, Hane
et al. [9] proposed an octree-based method for hierarchical
surface prediction. While the focus of [9] is on extending a
volumetric representation into an octree-based one to enable
surface prediction, we directly operate on points sampled on
the object surface.
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Figure 2. Overview of DensePCR. a) The training pipeline consists of first predicting a low-density point cloud, and then hierarchically
increasing the resolution. A multi-scale training strategy is utilized to enforce constraints on each of the intermediate outputs. b) Inter-
mediate point cloud (XP ) is super-resolved by extracting global (Xg) and local (Xl) point features and conditioning them on a coordinate
grid (Xc) around each point to generate a dense prediction.
Yu et al. [33] proposed a network to upsample point
clouds (PU-Net), which is more related to our work. How-
ever, the proposed DensePCR differs from PU-Net in two
aspects. First, the objectives of the two models are differ-
ent. PU-Net is a super-resolution model which is designed
to upsample input point clouds which display high unifor-
mity albeit with some resistance to small noise. On the
contrary, the proposed DensePCR is a reconstruction model
that predicts a particular 3D point cloud based on the given
RGB image and then increases the resolution. It is impor-
tant to note that the point clouds to be upsampled are far
from ideal, unlike in the case of PU-Net. Second, PU-Net
uses a repulsion loss to avoid point clustering and ensure
that output points are well-separated. In contrast, we ensure
that points don’t cluster in higher resolutions by condition-
ing aggregated features on a local coordinate grid. This is
akin to deforming small local grids around each point while
upscaling. Furthermore, PU-Net uses the computationally
expensive Earth Mover’s Distance (EMD) loss at higher res-
olutions, while we use the more light-weight Chamfer dis-
tance metric.
3. Approach
Our training pipeline consists of a multi-stage training
paradigm as outlined in Fig. 2. The input RGB image is
passed through an encoder-decoder network that outputs the
reconstructed point cloud at a low resolution. This interme-
diate output is subsequently passed through a dense recon-
struction network to obtain a high-resolution point cloud.
This is done via aggregating global and local point features
and conditioning them around a coordinate grid to approx-
imate a surface around each point in the higher resolution.
Point set distance based losses are enforced at every stage
to ensure a coherency of intermediate outputs. Each of the
components of our approach is described in detail below.
3.1. Multi-Stage Training
Our goal is to train a network to generate a dense 3D
point cloud given a singl-view image. For this purpose, we
train a deep pyramidal neural network in a hierarchical fash-
ion (Fig. 2a). An encoder-decoder network takes in an in-
put RGB image I and outputs a sparse 3D point cloud X̂
P
.
Since a point cloud is an unordered form of representation,
we need a loss formulation that is invariant to the relative
ordering of input points. To enforce this, we can use one of
two commonly-used loss functions on point sets - Chamfer
Distance (CD) and Earth Mover’s Distance (EMD). Cham-
fer distance between X̂
P
and X
P
is defined as:
dChamfer(X̂P , XP ) =
∑
x∈X̂
P
min
y∈X
P
||x− y||22
+
∑
y∈X̂
P
min
x∈X
P
||x− y||22
(1)
Intuitively, this loss function is a nearest neighbour distance
metric that computes the error in two directions. Every
point in X̂
P
is mapped to the nearest point in X
P
, and vice
versa. Although this is a computationally light formalism,
it has a critical drawback in that there is no mechanism to
ensure uniformity of predicted points [1]. In other words,
the optimization often leads to a minima where only a sub-
set of points account for the overall shape, thereby resulting
in the clustering of the other points. The EMD loss serves
to alleviate this concern. EMD between two point sets X̂
P
and X
P
is given by:
dEMD(X̂P , XP ) = min
φ:X̂
P
→X
P
∑
x∈X̂
P
||x− φ(x)||2 (2)
where φ : X̂
P
→ X
P
is a bijection. Since it enforces a
point-to-point mapping between the two sets, it ensures uni-
formity in point predictions. However, a major drawback
of EMD is that it is a computationally intensive formula-
tion, requiring considerable amount of time and memory for
high-resolution point sets. Keeping this in mind, we design
a training regime that can take advantage of both the losses,
while avoiding the common pitfalls. The sparse point cloud
X̂
P
predicted at the first stage is optimized via the EMD
loss. This ensures that the base point cloud to be upsampled
is a uniform prediction. All subsequent point clouds are
optimized via the Chamfer Distance. This design choice
allows us to train the network so as to enjoy the benefits
arising from both EMD as well as CD. The architecture of
the Dense Reconstruction Network ensures that the upsam-
pled points remain uniform and do not collapse onto one
another.
3.2. Dense Reconstruction Network
We aim to effectively predict a dense point cloud given
its sparse counterpart. Towards this end, we propose an ar-
chitecture that processes the input point cloud and learns
various features that aid in the upsampling process (Fig. 2b).
Global Feature Learning An understanding of global
shape properties is essential knowledge in order to re-
construct the input shape at a higher resolution. This is
especially important when dealing with a diverse set of
data, since point density and spacing are generally model-
specific. To incorporate this knowledge into the learning
framework, we make use of an MLP architecture similar to
PointNet [18]. It consists of a shared set of MLPs operat-
ing on every individual point in the input point cloud X
P
of resolution n × 3 (Fig. 2b-i). A point-wise max pooling
operation is applied after the final layer output, to obtain the
global feature vectorXg having dimension 1×ng , where ng
is the number of filters in the final MLP. Xg now contains
salient properties defining the global shape characteristics.
Local Feature Learning The importance of local features
in per-point prediction tasks such as segmentation and nor-
mal estimation has been established by [18, 20]. Local
point features provide neighbourhood information that en-
able better capture of the local terrain. Such information is
necessary in order to build models that can effectively up-
sample points to fill in gaps. Hence, we take the approach
of [20] to extract local features around every input point.
Specifically, we construct neighbourhood balls around ev-
ery incoming point, and locally apply a sequence of MLPs
on every neighbourhood. Neighbourhood features are then
pooled to obtain the local feature for a point. Performing
this operation on every point in the input point cloud X
P
gives a set of local features Xl, having dimension n × nl,
where nl is the number of filters in the final MLP.
Feature Aggregation and Coordinate Grid Condition-
ing Once we compute the global and local features, we re-
quire a mechanism to propagate these features to a higher
resolution. For this purpose, we form a feature vector by
concatenating the input points X
P
, tiled global feature Xg ,
and the local feature Xl to obtain [XP , Xg, Xl] of dimen-
sion n × (3 + ng + nl). We then tile this feature vector
by the upsampling factor to obtain a feature of dimension
4n × (3 + ng + nl). However, we require a mechanism to
induce separability between features of the same point. We
achieve this with the help of a 2D coordinate gridXgc of di-
mension 2×2 reshaped to 4×1, centered around each point
(here gc stand for ’grid conditioning’). The grid serves to
condition the point features so that MLPs in the next layer
can learn to propagate the point features. Intuitively, the
network learns a set of parameters to deform the grid so as
to approximate a surface around that point in the higher res-
olution. This grid is tiled for every input point to obtain
a feature of dimension 4n × 1. The final aggregated fea-
ture vector is given by [X
P
, Xg, Xl, Xgc], having dimension
4n× (3 + ng + nl + 1), which is operated upon by a set of
shared MLPs to finally reconstruct the dense point cloud.
3.3. Implementation Details
The image encoder is a 2D CNN consisting of 16 convo-
lutional layers and outputs a latent vector of dimension 512.
Our network predicts point clouds at three stages of hier-
archy - 1024, 4096 and 16384 points. The decoder which
outputs the initial sparse point cloud consists of fully con-
nected layers of dimension [256, 256, 1024 ∗ 3]. Thereafter,
the dense reconstruction network consists purely of multi-
layer perceptrons (MLPs). Specifically, we use MLPs of
dimensions [32, 64, 64] for the global feature learning mod-
ule, [32, 32, 64] for the local feature learning module, and
[32, 64, 64] in the feature aggregation module. The ball
radius size for neighbourhood feature pooling in the local
module is set to 0.1 and 0.05 for 1024 and 4096 points re-
spectively. The grid used for feature conditioning is a 2× 2
grid of size 0.2 . We first pre-train the different stages of the
network independently and later fine-tune the model end-to-
end to obtain the final predictions. We notice that this train-
ing setup converges faster and is more stable than training
the entire pyramid in an end-to-end manner from scratch.
We use the Adam [12] optimizer with a learning rate of
0.00005 and a minibatch size of 32. Network architectures
for all components in our proposed framework are provided
in the supplementary material.
4. Experiments
4.1. Dataset
We train all our networks on synthetic models from the
ShapeNet [2] dataset. We use the 80%-20% train/test split
provided by [3] consisting of models from 13 different cat-
egories. We use the input images provided by [3], where
each model is pre-rendered from 24 different azimuth an-
gles. We crop the images to 128 × 128 resolution before
passing it through our network. For generating the ground
truth point clouds, we uniformly sample N , 4N and 16N
points on the mesh surface using farthest point sampling,
where N = 1024.
4.2. Evaluation Methodology
We report both the Chamfer Distance (Eqn. 1) as well
as the Earth Mover’s Distance (EMD, Eqn. 2) computed on
16,384 points in all our evaluations. We use an approximate
version of the EMD metric due to the high computational
cost involved. For computing the metrics, we renormalize
both the ground truth and predicted point clouds within a
bounding box of length 1 unit.
4.3. Baselines
We consider the PSGN network proposed by Fan et
al. [5] as the baseline for the point cloud reconstruction
task. Specifically, we consider two variants of PSGN - (1)
PSGN-FC, and (2) PSGN-ConvFC in our evaluation. The
two variants differ in their decoder architectures. PSGN-
FC consists of a set of fully connected layers to directly
predict the full resolution point cloud. PSGN-ConvFC uti-
lizes both a deconvolution as well as fully connected net-
work for point prediction. We use the same architecture as
provided by the authors for training the networks, making
necessary changes to modify the output to 16,384 points.
Note that both variants of PSGN as well as our DensePCR
network share the same architecture for the encoder, so as
to be comparable. Our network augments the decoder with
a dense reconstruction network, whereas PSGN predicts the
output in a single stage. Detailed network architectures for
the baselines and our network is provided in the supplemen-
tary.
4.4. Evaluation on ShapeNet
We compare our DensePCR model with the two vari-
ants of PSGN [5] on the synthetic ShapeNet dataset [2].
Since [5] establishes that the point cloud based approach
significantly outperforms the state-of-art voxel based ap-
proaches [3], we do not show any comparison against them.
Table 1 shows the comparison between PSGN [5] and our
method on the validation split provided by [3]. We outper-
form both variants of PSGN in 5 out of 13 categories in
Chamfer and all 13 categories in the EMD metric, while
also having lower overall mean scores. The gain in the
EMD metric can be attributed to our multi-stage training
setup, which enables us to use the EMD loss at the coarse
stage and the light-weight Chamfer loss along with grid-
conditioning at the fine stage, thus enforcing uniformity as
well as maintaining it at latter stages. It is worth noting that
we achieve state-of-the-art performance in both metrics de-
spite the fact that our network has one third the number of
trainable parameters in comparison to PSGN. A lower EMD
score also correlates with better visual quality and encour-
ages points to lie closer to the surface [1, 33]. Note that the
numbers for EMD are much higher than that for Chamfer,
since EMD places a high penalty on clusters as it is a point-
to-point distance matching metric. Qualitative comparison
is shown in Fig. 3. Compared to PSGN, we are better able
to capture the overall shape and finer details present in the
input image (legs of chairs, wings and tail of airplanes, trig-
ger of rifles). Note that both the variants of PSGN have
heavily clustered regions in many of the predictions while
our reconstructions are more uniformly distributed.
The uniformity in our predictions can be attributed to the
loss formulations we adopt at different stages of the net-
work. Specifically, enforcing the EMD loss at the coarse
stage forces the predictions at the first stage to be uniform.
Since subsequent stages are trained to upsample the coarse
output, the predictions tend to be uniform despite using the
Chamfer distance as the loss. Hence, a careful selection
of losses at various stages enables us to train a model with
lower computational complexity that achives better perfor-
mance.
Figure 3. Qualitative results on ShapeNet [2]. Compared to both variants of PSGN [5], we are better able to capture the overall shape and
finer details present in the input image (legs of chairs, wings and tail of airplanes, trigger of rifles). Note that both the variants of PSGN
have heavily clustered regions in many of the predictions while our reconstructions are more uniformly distributed.
Category Chamfer EMDPSGN-FC [5] PSGN-ConvFC [5] DensePCR PSGN-FC [5] PSGN-ConvFC [5] DensePCR
airplane 4.98 5.11 5.25 3.84 3.87 1.64
bench 6.91 7.08 6.99 4.34 4.53 1.35
cabinet 10.09 10.23 8.70 6.42 6.37 1.78
car 4.84 5.21 5.04 3.74 4.75 1.24
chair 9.60 9.75 9.83 5.94 5.94 2.01
lamp 13.38 13.57 14.24 6.87 6.90 2.64
monitor 11.54 12.01 11.91 6.27 6.10 2.08
rifle 4.60 4.52 4.59 3.86 3.86 1.82
sofa 8.66 8.93 8.55 4.88 4.89 1.68
speaker 14.79 15.78 13.27 6.97 6.74 2.24
table 9.83 9.87 9.20 6.22 6.15 1.83
telephone 7.14 7.76 7.07 5.26 5.28 1.61
vessel 7.23 7.25 7.54 4.27 4.23 1.93
mean 8.74 9.01 8.63 5.30 5.35 1.83
Table 1. Single view reconstruction results on ShapeNet [2]. Chamfer metrics are scaled by 100. EMD metrics are scaled by 10. The
proposed method is comparable to or better than PSGN [5] on most categories in the Chamfer metric, and significantly better in all
categories on the EMD metric.
Figure 4. Reconstructions on real-world Pix3D (chair, sofa, table). Surprisingly, both variants of PSGN have very poor generalizability,
predicting highly incoherent shapes that often do not correspond to the input image (especially in chairs and sofas). On the other hand,
DensePCR has very good generalization capability and predicts shapes that display high correspondence with the input image, despite the
input space coming from a different distribution. Note that all three networks are trained on the same ShapeNet training set and tested on
Pix3D.
Category Chamfer EMDPSGN-FC [5] PSGN-ConvFC [5] DensePCR PSGN-FC [5] PSGN-ConvFC [5] DensePCR
chair 8.39 8.16 7.52 2.95 2.88 1.30
sofa 9.72 9.50 6.94 2.88 3.03 1.10
table 12.09 11.02 11.21 3.65 3.51 1.63
mean 10.06 9.56 8.56 3.16 3.14 1.34
Table 2. Single view reconstruction results on the real world Pix3D dataset [24]. Chamfer metrics are scaled by 100, EMD metrics are
scaled by 10.
5. Evaluation on Real-World Pix3D
We evaluate the performance of our method on the
Pix3D dataset [24] to test the generalizability of our ap-
proach on real-world datasets. The dataset consists of
a large collection of real images and their corresponding
metadata such as masks, ground truth CAD models and
pose. We evaluate our trained model on categories that co-
occur in the ShapeNet training set and exclude images hav-
ing occlusion and truncation from the test set, as is done
in the original paper [24]. We crop the images to center-
position the object of interest and mask the background us-
ing the provided mask information. Table 2 contains the re-
sults of this evaluation. Evidently, we outperform both vari-
ants of PSGN [5] by a large margin in both Chamfer as well
as EMD metrics, demonstrating the effectiveness of our ap-
proach on real data. Fig. 4 shows sample reconstructions on
this dataset. Surprisingly, both variants of PSGN have very
poor generalizability, predicting highly incoherent shapes
that often do not correspond to the input image (especially
in chairs and sofas). On the other hand, DensePCR has very
good generalization capability and predicts shapes that dis-
play high correspondence with the input image, in spite of
the input images being from a different distribution. Note
that all three networks are trained on the same ShapeNet
training set and tested on Pix3D.
6. Discussion
6.1. Network Parameters
All the networks used in performing the experiments
consist of the same architecture for the image encoder
( 8.1M parameters) and vary with respect to the decoder.
The decoder in PSGN-FC consists of only fully connected
layers to directly predict 16,384 points, thus having a size-
able number of parameters at 17.1M. The PSGN-ConvFC
decoder consists of both deconvolution layers as well as
fully connected layers and has 13M parameters. Our net-
work consists of fully connected decoder to predict the ini-
tial sparse prediction, followed by extremeley light-weight
MLPs thereafter. This enables us to train our network with
as little as 5.2M parameters, almost a 3X reduction com-
pared to both the PSGN variants. This makes our network
highly apt for scaling up to very dense reconstructions with
minimal addition in parameters. It is worth noting that the
majority of parameters in our setup are from the initial base
point cloud prediction network. The dense reconstruction
network has very few parameters (0.043M parameters per
every stage of hierarchy). Hence, as we scale up, there will
be negligible addition of parameters, making it highly ef-
ficient for dense prediction. Detailed network architecture
for each of the models is provided in the supplementary.
6.2. Intermediate Outputs
We analyze the network predictions at the intermedi-
ate stages of the pyramidal network in Fig. 5. We ob-
serve that the initial sparse prediction has good correspon-
dence with the input image, while also having uniformity
in point prediction due to the constraints enforced by the
EMD loss (Eqn. 2). The dense reconstruction network ef-
fectively upsamples this prediction to obtain dense point
clouds that maintain the uniformity despite being trained
with the Chamfer loss (Eqn. 1). This can be attributed to
the grid conditioning mechanism that prevents points from
collapsing to a single region in space.
6.3. Failure Cases
We present some failure cases of our method in Fig. 6.
We notice that certain predictions have artifacts consisting
of small cluster of points around some regions. This is due
to outlier points in the sparse point cloud, which get ag-
gregated in the dense reconstruction. Utilizing a cascade
of multiple neighbourhood features centered around each
point might help in alleviating some of these issues, since it
would be able to handle a higher variance in point cloud
density. We also observe that certain predictions distort
finer details present in the input image. Propagating the im-
age feature at the dense reconstruction stage might aid in
better capturing such details.
7. Conclusion
In this paper, we proposed a deep pyramidal network for
hierarchical prediction of dense point clouds from a single
RGB image. We highlighted the memory efficiency and
scalability of this network in predicting high-resolution out-
puts. We presented a technique to approximate a surface
around points by deforming local grids via aggregating lo-
cal and global point features. Quantitative and qualitative
Input Stage-2
4096 pts
Stage-3
16,384 pts
Stage-1
1024 pts
Figure 5. Network predictions at different stages of the hierarchy.
We observe that the dense reconstruction network is able to effec-
tively scale up the point cloud resolution, while also retaining the
uniformity of points present in the initial prediction.
Input Ground 
Truth
Prediction
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Figure 6. Failure cases of our method. a) Certain predictions in-
troduce artifacts such as a small clusters at the dense stage. b)
Absence or distortion of finer details is observed in some models.
evaluation on the single-image 3D reconstruction task on
a synthetic dataset showed that our method generates high
quality dense point clouds, while also providing a light-
weight and scalable framework for point cloud prediction.
Furthermore, evaluation on a real-world dataset displayed
the superior generalization capability of our approach to
new and unseen datasets.
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