Abstract. We give an explicit estimate of the area of a closed surface by the diameter and a lower bound of curvature. This is better than Calabi-Cao's estimate [2] for a nonnegatively curved two-sphere.
Introduction
We are interested in the relation between the area V and the diameter D of a closed two-dimensional Riemannian manifold M with a lower bound of curvature κ. It is a famous conjecture due to A. D. Alexandrov [1] that, if κ = 0, then V D 2 ≤ π 2 and the equality holds only if M is the double of a flat disk. This conjecture seems to be very hard to solve. Since Alexandrov raised the conjecture in 1955, there were several attempts to approach it (see [2, 5, 12, 13, 15, 16] ), but it is still open. A trivial upper bound of V /D 2 is π, which follows from the Bishop volume comparison theorem. For a (not necessarily zero) lower bound κ of curvature, we have V ≤ v κ (D), where v κ (r) denotes the area of an r-ball in a complete simply connected two-dimensional space form with constant curvature κ, i.e.,
Let R be the radius of M, i.e.,
This gives a good estimate of V /D 2 only in the case where R is far less than D. In this paper, we give a new estimate of V /D 2 which is effective for R close to D (see Proposition 3) . Combining this with (1.1), we obtain the following main theorem. Theorem 1. Let M be a two-dimensional closed Riemannian manifold with area V , diameter D, Euler number χ, and with a lower Gaussian curvature bound κ, and let k := κD 2 . We define
Then we have
λ χ (k) is a quantity of how much the surface is far from the space form. Note in fact that we always have λ χ (k) ≥ 0 and that λ χ (k) = 0 holds if and only if M has constant nonnegative Gaussian curvature (see Proposition 5), for which we know the exact range of V /D 2 (see Remark 6). Taking the limit of the estimate in the theorem as λ χ (k) → 0+ implies that V /D 2 ≤ v k (1) for λ χ (k) = 0, which is optimal in the case of constant positive curvature.
The right-hand side of the inequality in the theorem is continuous in k even at k = 0.
Letting κ := 0 in the theorem yields the following.
Corollary 2. Let M be a two-dimensional Riemannian manifold with nonnegative Gaussian curvature such that M is homeomorphic to either a two-sphere S 2 or a real projective plane RP 2 . Then we have
In the nonnegative curvature case, there were a few results for the estimate of V /D 2 [2, 13, 15] . For M ≃ S 2 , the best one that I had ever known was 8/π 2.548, which is due to Calabi and Cao [2] , where their estimate follows from the first nonzero eigenvalue estimate by Hirsch [11] and Zhong-Yang [17] . Our estimate, Corollary 2, is better than Calabi-Cao's estimate. For M ≃ RP 2 , Corollary 2 is also better than the estimate in our previous paper [15] . The idea of the proof in this paper is different from any former results.
Estimate by Radius
The purpose of this section is to prove the following proposition, which is the key to the proof of the main theorem.
Proposition 3. With the notations as in Theorem 1, we have
where R denotes the radius of M and
As a direct consequence of Proposition 3, we have the following. Proof of Proposition 3. We set, for p ∈ M,
where d denotes the Riemannian distance function on M. Note that R p is continuous in p ∈ M. Let B(p, r) indicate the r-ball centered at p ∈ M and ∂B(p, r) its boundary. Denote by κ(p, r) the sum of the total geodesic curvature of ∂B(p, r) and of the exterior angles of B(p, r) at cut points in ∂B(p, r) from p, which is well-defined a.e. r ∈ ( 0, R p ). By Fiala-Hartman's discussion (see [4, 10] and [14, Theorem 4.4.1]), the length of ∂B(p, r), say L(p, r), satisfies
for a.e. r ∈ ( 0, R p ). It follows from the Gauss-Bonnet theorem that
for a.e. r ∈ ( 0, R p ), because the Euler number of a proper subset of M is at most one, where K denotes the Gaussian curvature function on M and dq the area (volume) measure with respect to the variable q ∈ M. Note that B(p,r) K(q) dq is continuous in (p, r) ∈ M × [ 0, +∞ ). We therefore have
where we note that the right-hand side is continuous in p ∈ M. Integrating the both sides of the above inequality with respect to p ∈ M, we have, by R p ≤ D,
2π ds dt dp − I = πD 2 V − I,
K(q) ds dt dp dq.
We are going to estimate I from below. We assume κ ≥ 0. Denote by V (q, s) the area of the ball B(q, s). Since K ≥ 0, R p ≥ R, and by the Bishop-Gromov volume comparison theorem, we see that
and by the Gauss-Bonnet theorem,
Combining this with (2.1) yields
We next assume κ < 0. Since K − κ ≥ 0 and R ≤ R p ≤ D,
(K(q) − κ) ds dt dp dq + 0≤s≤t≤D d(p,q)<s κ ds dt dp dq
and by the Bishop-Gromov and Bishop inequalities,
which together with (2.1) leads us to the proposition. This completes the proof. Proof. We first assume k > 0. Then, χ = 2 (i.e., M ≃ S 2 ) or χ = 1 (i.e., M ≃ RP 2 ). Note that λ χ (k) = 2(χ − 1 + cos √ k). In the case where χ = 2, we have λ χ (k) ≥ 0, and the equality holds if and only if k = π 2 , which is equivalent to M being a two-sphere with positive constant curvature by the Toponogov maximal diameter theorem [3, Theorem 6.5] .
Estimate by Diameter
In the case where χ = 1, we have λ χ (k) ≥ 0 (resp. = 0) if and only if k ≤ π 2 /4 (resp. = π 2 /4). The theorem in this case follows from the Grove-Shiohama diameter sphere theorem [9] and the Gromoll-Grove diameter rigidity theorem [6] .
We next assume k ≤ 0. By the Gauss-Bonnet theorem and the Bishop volume comparison theorem,
If λ χ (k) = 0 and k < 0, then K ≡ κ and V = v κ (D), so that the cut-locus at any point p in M is contained in ∂B(p, D), which is a contradiction (cf. [7] ). Therefore, if λ χ (k) = 0, then k = 0, which implies M K(p) dp = 2πχ = πλ χ (k) = 0 and so M has a flat metric. This completes the proof. 
By considering the monotonicity of π − 2πχṽ k (r)/v k (1) and v k (r) in r, the supremum above is attained at a unique solution to the equation
We will estimate the solution r from above. For simplicity we set f (r) :=ṽ k (r)/π. Since w(k) = v k (1)/π and v k (r)/π = r 2 − k f (r), the equation (3.1) implies
It follows that
which implies
We therefore have
which together with V ≤ v k (r) proves the theorem in this case.
We next prove the theorem in the case where k < 0. Since the derivative
.
is negative, the function π − 2πχṽ k (r)/v k (1) − kṽ k (1) 1 − kṽ k (r)/v k (1) is monotone decreasing in r. In the same way as before, we have V ≤ v k (r) for a unique solution r to the equation
For the solution r, we have
and then λ χ (k)f (r) + w(k) r 2 − w(k) 2 ≤ 0, which together with f (r) ≥ r 4 /12 yields (3.2). This completes the proof of Theorem 1.
Remark 7. In the case where k < 0, we have, by (3.3),
which together with f (r) ≥ r 4 /12 implies a quartic inequality for r 2 , leading to a better and much more complex form of the estimate of V /D 2 .
