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Abstract. We find the necessary and sufficient conditions
for refinable step function under which this function gener-
ates an orthogonal MRA in the L2(G) -spaces on Vilenkin
groups G. We consider a class of refinable step functions
for which the mask m0(χ) is constant on cosets G
⊥
−1 and its
modulus |m0(χ)| takes two values only: 0 and 1. We will
prove that any refinable step function ϕ from this class that
generates an orthogonal MRA on p-adic Vilenkin group G
has Fourier transform with condition supp ϕˆ(χ) ⊂ G⊥p−2. We
show the sharpness of this result too.
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Introduction
Foundations for wavelet analysis theory on locally compact groups have been
lay in the monograph [1]. In articles [2-4] first examples of orthogonal wavelets
on the dyadic Cantor group are constructed and their properties are studied.
The general scheme for the construction of wavelets is based on the notion
of multiresolution analysis (MRA in the sequel) introduced by Y. Meyer and
S. Mallat [5, 6]. Yu.Farkov [7-12] found necessary and sufficient conditions
for a refinable function under which this function generates an orthogonal
MRA in the L2(G) -spaces on the Vilenkin group G. These conditions use
the Strang-Fix and the modified Cohen properties. In [10] this construction
to the p = 3 case in a concrete fashion are given. In [11], some algorithms
for constructing orthogonal and biorthogonal compactly supported wavelets
1This research was carried out with the financial support the Russian Foundation for Basic Research
(grant no. 10-01-00097).
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on Vilenkin groups are suggested. In [7-11] two types of orthogonal wavelets
examples are constructed: step functions and sums of Vilenkin series.
In these examples all step refinable functions have a support supp ϕˆ(χ) ⊂
G
⊥
1 = G
⊥
0A where G⊥0 is the unit ball in the character group and A is a
dilation operator. Therefore there is an assumption that a step refinable
function which generates an orthogonal MRA on Vilenkin group G has a
Fourier transform with support supp ϕˆ(χ) ⊂ G⊥1 . We will prove that it is
not true. We consider a class of refinable step functions for which the mask
m0(χ) is constant on cosets G
⊥
−1 and its modulus |m0(χ)| takes two values
only: 0 and 1. We will prove that any refinable step function ϕ from this class
that generates an orthogonal MRA on p-adic Vilenkin group G has Fourier
transform with condition supp ϕˆ(χ) ⊂ G⊥p−2. We show the sharpness of this
result too.
We should note that in the p-adic analysis, the situation is different. S.
Albeverio, S. Evdokimov, M. Skopina [12] proved, that if a refinable step
function ϕ generates an orthogonal p-adic MRA, then ϕˆ(χ) ⊂ G⊥0 .
1 Preliminaries
We will consider the Velenkin group as a locally compact zero-dimensional
Abelian group with additional condition pngn = 0. Therefore we start with
some basic notions and facts related to analysis on zero-dimensional groups.
A topological group in which the connected component of 0 is 0 is usually
referred to as a zero-dimensional group. If a separable locally compact group
(G, +˙) is zero-dimensional, then the topology on it can be generated by means
of a descending sequence of subgroups.
The converse statement holds for all topological groups (see [13, Ch. 1,
§ 3]). So, for a locally compact group, we are going to say ‘zero-dimensional
group’ instead of saying ‘a group with topology generated by a sequence
subgroups’.
Let (G, +˙) be a locally compact zero-dimensional Abelian group with the
topology generated by a countable system of open subgroups
· · · ⊃ G−n ⊃ · · · ⊃ G−1 ⊃ G0 ⊃ G1 ⊃ · · · ⊃ Gn ⊃ · · ·
where
+∞⋃
n=−∞
Gn = G,
+∞⋂
n=−∞
Gn = {0}
(0 is the null element in the group G). Given any fixed N ∈ Z, the sub-
group GN is a compact Abelian group with respect to the same operation +˙
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under the topology generated by the system of subgroups
GN ⊃ GN+1 ⊃ · · · ⊃ Gn ⊃ · · · .
As each subgroup Gn is compact, it follows that each quotient groupGn/Gn+1
is finite (say, of order pn). We may always assume that all pn are prime
numbers. We will name such chain as basic chain. In this case, a base of the
topology is formed by all possible cosets Gn+˙g, g ∈ G.
We further define the numbers (mn)
+∞
n=−∞ as follows:
m0 = 1, mn+1 = mn · pn.
Clearly, for n ≥ 1,
mn = p0p1 · · · pn−1, m−n = 1
p−1p−2 · · · p−n .
The collection of all such cosets Gn+˙g, n ∈ Z, along with the empty set
form the semiring K . On each coset Gn+˙g we define the measure µ by
µ(Gn+˙g) = µGn = 1/mn. So, if n ∈ Z and pn = p, we have µGn · µG−n = 1.
The measure µ can be extended from the semiring K onto the σ-algebra
(for example, by using Caratheodory’s extension). This gives the translation
invariant measure µ, which agrees on the Borel sets with the Haar measure
on G. Further, let
∫
G
f(x) dµ(x) be the absolutely convergent integral of the
measure µ.
Given an n ∈ Z, take an element gn ∈ Gn \ Gn+1 and fix it. Then any
x ∈ G has a unique representation of the form
x =
+∞∑
n=−∞
angn, an = 0, pn − 1. (1.1)
The sum (1.1) contain finite number of terms with negative subscripts, that is,
x =
+∞∑
n=m
angn, an = 0, pn − 1, am 6= 0. (1.2)
We will name system (gn)n∈Z as a basic system.
Classical examples of zero-dimensional groups are Vilenkin groups and
groups of p-adic numbers (see [13, Ch. 1, § 2]). A direct sum of cyclic groups
Z(pk) of order pk, k ∈ Z, is called a Vilenkin group. This means that the
elements of a Vilenkin group are infinite sequences x = (xk)
+∞
k=−∞ such that:
1) xk = 0, pk − 1;
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2) only a finite number of xk with negative subscripts are different from
zero;
3) the group operation +˙ is the coordinate-wise addition modulo pk, that is,
x+˙y = (xk+˙yk), xk+˙yk = (xk + yk) mod pk.
A topology on such group is generated by the chain of subgroups
Gn =
{
x ∈ G : x = (. . . , 0, 0, . . . , 0, xn, xn+1, . . . ), xν = 0, pν − 1, ν ≥ n
}
.
The elements gn = (. . . , 0, 0, 1, 0, 0, . . .) form a basic system. From defini-
tion of the operation +˙ we have pngn = 0. Therefore we will name a zero-
dimensional group (G, +˙) with the condition pngn = 0 as Vilenkin group.
The group Qp of all p-adic numbers (p is a prime number) also consists
of sequences x = (xk)
+∞
k=−∞, xk = 0, p− 1, only a finite number of xk with
negative subscripts being different from zero. However, the group operation
in Qp is defined differently. Namely, given elements
x = (. . . , 0, . . . , 0, xN , xN+1, . . . ) and y = (. . . , 0, . . . , 0, yN , yN+1, . . . ) ∈ Qp,
we again add them coordinate-wise, but whereas in a Vilenkin group xn+˙yn =
(xn + yn) mod p (that is, a 1 is not carried to the next (n + 1)th position),
the corresponding p-adic summation has the property that the 1 occuring as
a result of the addition of xn + yn is carried to the next (n + 1)th position.
We endow the group Qp with the topology generated by the same system of
subgroups Gn as for a Vilenkin group. Similarly, as a (gn), we may again
take the same sequence.
ByX denote the collection of the characters of a group (G, +˙); it is a group
with respect to multiplication too. Also let G⊥n = {χ ∈ X : ∀x ∈ Gn , χ(x) =
1} be the annihilator of the group Gn. Each annihilator G⊥n is a group with
respect to multiplication, and the subgroups G⊥n form an increasing sequence
· · · ⊂ G⊥−n ⊂ · · · ⊂ G⊥0 ⊂ G⊥1 ⊂ · · · ⊂ G⊥n ⊂ · · · (1.3)
with
+∞⋃
n=−∞
G⊥n = X and
+∞⋂
n=−∞
G⊥n = {1},
the quotient group G⊥n+1/G
⊥
n having order pn. The group of characters X
may be equipped with the topology using the chain of subgroups (1.3), the
family of the cosets G⊥n ·χ, χ ∈ X, being taken as a base of the topology. The
collection of such cosets, along with the empty set, forms the semiring X .
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Given a coset G⊥n ·χ, we define a measure ν on it by ν(G⊥n ·χ) = ν(G⊥n ) = mn
(so that always µ(Gn)ν(G
⊥
n ) = 1). The measure ν can be extended onto
the σ-algebra of measurable sets in the standard way. One then forms the
absolutely convergent integral
∫
X
F (χ) dν(χ) of this measure.
The value χ(g) of the character χ at an element g ∈ G will be denoted
by (χ, g). The Fourier transform f̂ of an f ∈ L2(G) is defined as follows
f̂(χ) =
∫
G
f(x)(χ, x)dµ(x) = lim
n→+∞
∫
G−n
f(x)(χ, x)dµ(x),
the limit being in the norm of L2(X). For any f ∈ L2(G), the inversion
formula is valid
f(x) =
∫
X
f̂(χ)(χ, x) dν(χ) = lim
n→+∞
∫
G⊥n
f̂(χ)(χ, x) dν(χ);
here the limit also signifies the convergence in the norm of L2(G). If f, g ∈
L2(G) then the Plancherel formula is valid∫
G
f(x)g(x)dµ(x) =
∫
X
f̂(χ)ĝ(χ) dν(χ).
Endowed with this topology, the group of charactersX is a zero-dimensional
locally compact group; there is, however, a dual situation: every element
x ∈ G is a character of the group X, and Gn is the annihilator of the
group G⊥n .
The union of disjoint sets Ej we will denote by
⊔
Ej.
2 Rademacher functions and dilation operator
In this section we will consider zero-dimensional groups with condition pn = p
for any n ∈ Z. In this case we define the mapping A : G → G by Ax :=∑+∞
n=−∞ angn−1, where x =
∑+∞
n=−∞ angn ∈ G. The mapping A is called a
dilation operator if A(x+˙y) = Ax+˙Ay for all x, y ∈ G. By definition, put
(χA, x) = (χ,Ax). A character rn ∈ G⊥n+1\G⊥n is called the Rademacher
function. Let us denote
H0 = {h ∈ G : h = a−1g−1+˙a−2g−2+˙ . . . +˙a−sg−s, s ∈ N},
H
(s)
0 = {h ∈ G : h = a−1g−1+˙a−2g−2+˙ . . . +˙a−sg−s}, s ∈ N.
The set H0 is an analog of the set N.
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Lemma 2.1 For any zero-dimensional group
1)
∫
G⊥0
(χ, x) dν(χ) = 1G0(x), 2)
∫
G0
(χ, x) dµ(x) = 1G⊥0 (χ).
The first equation it was proved in [14], the second equation is dual to first.
Lemma 2.2 If pn = p for any n ∈ Z and the mapping A is additive then
1)
∫
G⊥n
(χ, x) dν(χ) = pn1Gn(x),
2)
∫
Gn
(χ, x) dµ(x) = 1pn1G⊥n (χ).
Proof. First we prove the equation 1). Using equations∫
X
f(χA) dν(χ) = p
∫
X
f(χ) dν(χ), 1G⊥n (x) = 1G0(Anx),
and Lemma 2.1 we have∫
G⊥n
(χ, x) dν(χ) =
∫
X
1G⊥n (χ)(χ, x) dν(χ) = p
n
∫
X
(χAn, x)1G⊥n (χAn) dν(χ) =
= pn
∫
X
(χ,Anx)1G⊥0 (χ) dν(χ) = pn1G0(Anx) = pn1Gn(x).
The second equation is proved by analogy. 
Lemma 2.3 Let χn,s = r
αn
n r
αn+1
n+1 . . . r
αn+s
n+s be a character does not belong to
G⊥n . Then ∫
G⊥nχn,s
(χ, x) dν(χ) = pn(χn,s, x)1Gn(x).
Proof. By analogy with previously we have∫
G⊥nχn,s
(χ, x) dν(χ) =
∫
X
1G⊥n (χ)(χn,sχ, x) dν(χ) =
∫
G⊥n
(χn,s, x)(χ, x) dν(χ) = p
n(χn,s, x)1Gn(x). 
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Lemma 2.4 Let hn,s = an−1gn−1+˙an−2gn−2+˙ . . . +˙an−sgn−s /∈ Gn. Then∫
Gn+˙hn,s
(χ, x) dµ(x) =
1
pn
(χ, hn,s)1G⊥n (χ).
This lemma is dual to lemma 2.3.
Definition 2.1 LetM,N ∈ N. Denote by DM(G−N) the set of step-functions
f ∈ L2(G) such that 1)supp f ⊂ G−N , and 2) f is constant on cosets GM .
Similarly is defined D−N(G⊥M).
Lemma 2.5 Let M,N ∈ N. f ∈ DM(G−N) if and only if fˆ ∈ D−N(G⊥M).
Proof. 1) Let f be a constant on cosets GM +˙g and supp f ⊂ G−N . Let us
show that supp fˆ ⊂ G⊥M . Let χ /∈ G⊥M . Then
fˆ(χ) =
∫
G
f(x)(χ, x)dµ(x) =
∫
G−N
f(x)(χ, x)dµ(x) =
=
∑
hM,N∈HNM
∫
GM +˙hM,N
f(x)(χ, x)dµ(x),
where
HNM = {hM,N = aM−1gM−1+˙aM−2gM−2+˙ . . . +˙a−Ng−N}.
By lemma 2.4
fˆ(χ) =
∑
f(GM+˙hM,N )
∫
GM +˙hM,N
(χ, x) dµ(x) =
=
∑
f(GM+˙hM,N )
1
pM
(χ, hM,N)1G⊥M (χ) = 0.
Now we will show that fˆ is constant on cosets G⊥−Nζ. Indeed let χ ∈ G⊥−Nζ
and ζ = r
α−N
−N r
α−N+1
−N+1 . . . r
α−N+s
−N+s . Then χ = χ−Nζ where χ−N ∈ G⊥−N . Therefore
fˆ(χ) =
∫
G−N
f(x)(χ, x)dµ(x) =
∫
G−N
f(x)(χ−Nζ, x) dµ(x) =
∫
G−N
f(x)(ζ, x)dµ(x).
It means that fˆ(χ) depends only on ζ. The first part is proved. The second
part is proved similarly. 
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Lemma 2.6 Let ϕ ∈ L2(G). The system (ϕ(x−˙h))h∈H0 is orthonormal if
and only if the system
(
p
n
2ϕ(Anx−˙h))
h∈H0 is orthonormal.
Proof. This lemma follows from the equation∫
G
p
n
2ϕ(Anx−˙h)pn2ϕ(Anx−˙g) dµ =
∫
G
ϕ(x−˙h)ϕ(x−˙g) dµ. 
3 MRA on Vilenkin groups
In what follows we will consider groups G for which pn = p and pgn = 0 for
any n ∈ Z. We now that it is a Vilenkin group. We will denote a Vilenkin
group as G. In this group we can chouse Rademacher functions in various
ways. We define Rademacher functions by the equation(
rn,
∑
k∈Z
akgk
)
= exp
(
2πi
p
an
)
.
In this case
(rn, gk) = exp
(
2πi
p
δnk
)
.
Our main objective is to find a refinable step-function that generates an
orthogonal MRA on Vilenkin group.
Definition 3.1 A family of closed subspaces Vn, n ∈ Z, is said to be a multi-
resolution analysis of L2(G) if the following axioms are satisfied:
A1) Vn ⊂ Vn+1;
A2)
⋃
n∈Z Vn = L2(G) and
⋂
n∈Z Vn = {0};
A3) f(x) ∈ Vn ⇐⇒ f(Ax) ∈ Vn+1 (A is a dilation operator);
A4) f(x) ∈ V0 =⇒ f(x−˙h) ∈ V0 for all h ∈ H0; (H0 is analog of Z).
A5) there exists a function ϕ ∈ L2(G) such that the system (ϕ(x−˙h))h∈H0 is
an orthonormal basis for V0.
A function ϕ occurring in axiom A5 is called a scaling function.
Next we will follow the conventional approach. Let ϕ(x)∈L2(G), and
suppose that (ϕ(x−˙h))h∈H0 is an orthonormal system in L2(G). With the
function ϕ and the dilation operator A, we define the linear subspaces Lj =
8
(ϕ(Ajx−˙h))h∈H0 and closed subspaces Vj = Lj. It is evident that the func-
tions p
n
2ϕ(Ax−˙h)h∈H0 form an orthonormal basis for Vn, n ∈ Z. Therefore
the axiom A4 is fulfilled. If subspaces Vj form a MRA, then the function ϕ is
said to generate an MRA in L2(G). If a function ϕ generates an MRA, then
we obtain from the axiom A1
ϕ(x) =
∑
h∈H0
βhϕ(Ax−˙h)
(∑
|βh|2 < +∞
)
. (3.1)
Therefore we will look up a function ϕ ∈ L2(G), which generates an MRA
in L2(G), as a solution of the refinement equation (3.1), A solution of refine-
ment equation (3.1) is called a refinable function.
Lemma 3.1 Let ϕ ∈ DM(G−N) be a solution of (3.1). Then
ϕ(x) =
∑
h∈H(N+1)0
βhϕ(Ax−˙h) (3.2)
Proof. Let us write ϕ(x) in the form
ϕ(x) =
∑
h∈H(N+1)0
βhϕ(Ax−˙h) +
∑
h/∈H(N+1)0
βhϕ(Ax−˙h). (3.3)
If x ∈ G−N , then Ax ∈ G−N−1. Therefore Ax = b−N−1g−N−1+˙b−Ng−N+˙ . . . .
If h /∈ H(N+1)0 , then
h = a−1g−1+˙ . . . +˙a−N−1g−N−1+˙a−N−2g−N−2+˙ . . . +˙a−N−sg−N−s,
and a−N−2g−N−2+˙ . . . +˙a−N−sg−N−s 6= 0. HenceAx−˙h /∈ H(N+1)0 and ϕ(Ax−˙h) =
0. This means that ∑
h/∈H(N+1)0
βhϕ(Ax−˙h) = 0
when x ∈ G−N .
Let x /∈ G−N . Then ϕ(x) = 0 and Ax /∈ G−N−1. Hence
Ax =
−N−2∑
k=−N−s
bkgk+˙
+∞∑
k=−N−1
bkgk.
If h ∈ H(N+1)0 , then h = a−1g−1+˙ . . . +˙a−Ng−N+˙a−N−1g−N−1, and conse-
quently Ax−˙h /∈ G−N−1. Therefore∑
h∈H(N+1)0
βhϕ(Ax−˙h) = 0.
9
Using equation (3.3) we obtain finally∑
h/∈H(N+1)0
βhϕ(Ax−˙h) = 0,
and lemma is proved. 
Theorem 3.2 Let ϕ ∈ DM(G−N) and let (ϕ(x−˙h))h∈H0 be an orthonormal
system. Vn ⊂ Vn+1 if and only if the function ϕ(x) is a solution of refinement
equation (3.2).
Proof. First we prove that Vn ⊂ Vn+1 if and only if V0 ⊂ V1. Indeed, let
V0 ⊂ V1 and f ∈ Vn. Then
f(x) =
∑
h
chϕ(Anx−˙h)⇒ f(A−nx) =
∑
h
chϕ(x−˙h)⇒ f(A−nx) ∈ V0 ⇒
⇒ f(A−nx) ∈ V1 ⇒ f(A−nx) =
∑
h
γhϕ(Ax−˙h)⇒
⇒ f(x) =
∑
h
γhϕ(An+1x−˙h)⇒ f ∈ Vn+1.
So we have, Vn ⊂ Vn+1. The converse is proved by analogy.
Now we prove that V0 ⊂ V1 if and only if the function ϕ(x) is a solution of
the refinement equation (3.2). The necessity is evident. Let ϕ be a solution
of (3.2). We take f ∈ span(ϕ(x−˙h))h∈H0. Then
f(x) =
∑
h˜∈H(m)0
ch˜ϕ(x−˙h˜)
for some m ∈ N.
Since ϕ is a solution of (3.2) then we can write f in the form
f(x) =
∑
h˜∈H(m)0
ch˜
∑
h∈H(N+1)0
βhϕ(Ax−˙(Ah˜+˙h)).
Since h˜ ∈ H(m)0 then Ah˜ ∈ H0. Therefore Ah˜+˙h ∈ H0. This means that
f ∈ span(ϕ(Ax−˙h))h∈H0. It follows V0 ⊂ V1. 
Theorem 3.3 Let (ϕ(x−˙h))h∈H0 be an orthonormal basis in V0. Then
⋂
n∈Z
Vn =
{0}.
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Proof. Let f ∈ V−n for some n ∈ N. Then f(Anx) ∈ V0. Since the system
(ϕ(x−˙h))h∈H0 is orthonormal we have the equality
1
pn
∑
h∈H0
∣∣∣∣∣∣
∫
G
f(x)ϕ(A−nx−˙h) dµ
∣∣∣∣∣∣
2
=
∑
h∈H0
∣∣∣∣∣∣
∫
G
f(Anx)ϕ(x−˙h) dµ
∣∣∣∣∣∣
2
=
= ||f(Anx)||22 =
∫
G
|f(Anx)|2 dµ = 1
pn
||f ||22.
It is evident that (p
n
2ϕ(Anx−˙h))h∈H0 is orthonormal basis in Vn. Therefore
||f ||22 = pn
∑
h∈H0
∣∣∣∣∣∣
∫
G
f(x)ϕ(A−nx−˙h) dµ
∣∣∣∣∣∣
for f ∈ Vn. Combining these equations we obtain
||f ||22 =
1
pn
∑
h∈H0
∣∣∣∣∣∣
∫
G
f(x)ϕ(A−nx−˙h) dµ
∣∣∣∣∣∣
2
=
1
pn
||f ||22,
for any n ∈ N. It follows f(x) = 0 a.e. 
Theorem 3.4 Let ϕ be a solution of the equation (3.2) and (ϕ(x−˙h))h∈H0
an orthonormal basis in V0. Then
⋃
n∈Z
Vn = L2(G) if and only if⋃
n∈Z
supp ϕˆ(·A−n) = X.
Proof. This theorem is written in [14] for any zero-dimensional group under
the condition |ϕˆ| = 1G⊥0 . But this condition was used to get the inclusion
Vn ⊂ Vn+1 only. By theorems 3.2 the inclusion Vn ⊂ Vn+1 holds. Therefore
the theorem is true. 
The refinement equation (3.2) may be written in the form
ϕˆ(χ) = m0(χ)ϕˆ(χA−1), (3.4)
where
m0(χ) =
1
p
∑
h∈H(N+1)0
βh(χA−1, h) (3.5)
is a mask of the equation (3.4).
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Lemma 3.5 Let ϕ ∈ DM (G−N). Then the mask m0(χ) is constant on cosets
G
⊥
−Nζ.
Proof. We will prove that (χ,A−1h) are constant on cosets G⊥−Nζ. Without
loss of generality, we can assume that ζ = r
α−N
−N . . . r
α−N+s
−N+s /∈ G⊥−N . If
h = a−1g−1+˙ . . . +˙a−N−1g−N−1 ∈ H(N+1)0
then
A−1h = a−1g0+˙ . . . +˙a−N−1g−N ∈ G−N .
If χ ∈ G⊥−Nζ then χ = χ−Nζ where χ−N ∈ G⊥−N . Therefore (χ,A−1h) =
(χ−Nζ,A−1h) = (ζ,A−1h). This means that (χ,A−1h) depends on ζ only. 
Lemma 3.6 The maskm0(χ) is a periodic function with any period r
α1
1 r
α2
2 . . . r
αs
s
(s ∈ N, αj = 0, p− 1, j = 1, s).
Proof. Using the equation (rk, gl) = 1, (k 6= l) we find
(χrα11 r
α2
2 . . . r
αs
s ,A−1h) = (χrα11 rα22 . . . rαss , a−1g0+˙a−2g−1+˙ . . . +˙a−N−1g−N) =
= (χ, a−1g0+˙a−2g−1+˙ . . . +˙a−N−1g−N) = (χA−1, h).
Therefore m0(χr
α1
1 . . . r
αs
s ) = m0(χ) and the lemma is proved. 
Lemma 3.7 The maskm0(χ) is defined by its values on cosets G
⊥
−Nr
α−N
−N . . . r
α0
0
(αj = 0, p− 1).
Proof. Let us denote
k = α0 + α−1p + · · ·+ α−NpN ∈ [0, pN+1− 1],
l = a−1 + a−2p + · · ·+ a−N−1pN ∈ [0, pN+1− 1].
Then (3.5) can be written as the system
m0(χk) =
1
p
pN+1−1∑
l=0
βl(χk,A−1hl), k = 0, pN+1 − 1 (3.6)
in the unknowns βl. We consider the characters χk on the subgroup G−N0.
Since A−1hl lie in G−N , it follows that the matrix p−N+12 (χk,A−1hl) is uni-
tary, and so the system (3.6) has a unique solution for each finite sequence
(m0(χk))
pN+1−1
k=0 . 
Remark. The functionm0(χ) constructing in Lemma 3.7 may be not a mask
for ϕ ∈ DM(G−N). In the section 4 we find conditions under which the func-
tion m0(χ) will be a mask.
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Lemma 3.8 Let fˆ0(χ) ∈ D−N(G⊥1 ). Then
fˆ0(χ) =
1
p
∑
h∈H(N+1)0
βh(χ,A−1h). (3.7)
Prof. Since
∫
G⊥0
(χ, g)(χ, h) dν(χ) = δh,g for h, g ∈ H0 it follows that∫
G⊥0
(χA−1, g)(χA−1, h) dν(χ) = pδh,g.
Therefore we can consider the set
(
A−1h√
p
)
h∈H(N+1)0
as an orthonormal system
on G⊥1 . We know (lemma 3.5) that (χ,A−1h) is a constant on cosets G⊥−Nζ.
It is evident the dimensional of D−N(G⊥1 ) is equal to p
N+1. Therefore the
system
(
A−1h√
p
)
h∈H(N+1)0
is an orthonormal basis forD−N(G⊥1 ) and the equation
(3.7) is valid. 
4 The main results. The statements and proofs
In this section we find the necessary and sufficient condition under which a
step function ϕ(x) ∈ DM(G−N) generates an orthogonal MRA on the p-adic
Vilenkin group. We will prove also that for any n ∈ N there exists a step
function ϕ such that 1) ϕ generate an orthogonal MRA, 2) supp ϕˆ ⊂ G⊥n , 3)
ϕˆ(G⊥n \G⊥n−1) 6≡ 0.
First we obtain a test under which the system of shifts (ϕ(x−˙h))h∈H0 is
an orthonormal system.
Theorem 4.1 Let ϕ(x) ∈ DM(G−N). A shift’s system (ϕ(x−˙h))h∈H0 will be
orthonormal if and only if for any α−N , α−N+1, . . . , α−1 = (0, p− 1)
p−1∑
α0,α1,...,αM−1=0
|ϕˆ(G⊥−Nrα−N−N . . . rα00 . . . rαM−1M−1 )|2 = 1. (4.1)
Proof. First we prove that the system (ϕ(x−˙h))h∈H0 will be orthonormal if
and only if ∑
α−N ,...,α0,...,αM−1
|ϕˆ(G⊥−Nrα−N−N . . . rαM−1M−1 )|2 = pN . (4.2)
and for any vector (a−1, a−2, . . . , a−N) 6= (0, 0, . . . , 0), (aj = 0, p− 1)∑
α−1,...,α−N
exp
(
2πi
p
(a−1α−1 + a−2α−2 + · · ·+ a−Nα−N)
)
×
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×
∑
α0,α1,...,αM−1
|ϕˆ(G⊥−Nrα−N−N . . . rαM−1M−1 )|2 = 0 (4.3)
Let (ϕ(x−˙h))h∈H0 be an orthonormal system. Using the Plansherel equal-
ity and Lemma 2.3 we have
δh1h2 =
∫
G
ϕ(x−˙h1)ϕ(x−˙h2) dµ(x) =
∫
G⊥M
|ϕˆ(χ)|2(χ, h2−˙h1) dν(χ) =
=
∑
α−N ,...,α0,...,αM−1
∫
G⊥
−Nr
α−N
−N ...r
α0
0 ...r
αM−1
M−1
|ϕˆ(χ)|2(χ, h2−˙h1) dν(χ) =
=
∑
α−N ,...,αM−1
|ϕˆ(G⊥−Nrα−N−N . . . rα00 . . . rαM−1M−1 |2
∫
G⊥
−Nr
α−N
−N ...r
α0
0 ...r
αM−1
M−1
(χ, h2−˙h1) dν(χ) =
= p−N1G−N (h2−˙h1)×
×
∑
α−N ,...,αM−1
|ϕˆ(G⊥−Nrα−N−N . . . rα00 . . . rαM−1M−1 |2(rα−N−N . . . rα00 . . . rαM−1M−1 , h2−˙h1).
If h2 = h1, we obtain the equality (4). If h2 6= h1 then
h2−˙h1 = a−1g−1+˙ . . . +˙a−Ng−N ∈ G−N (4.4)
or
h2−˙h1 = a−1g−1+˙ . . . +˙a−Ng−N+˙ . . . +˙a−sg−s ∈ G\G−N . (4.5)
If the condition (4.5) are fulfilled, then 1G−N (h2−˙h1) = 0. If the condition
(4.4) are fulfilled, then
1G−N (h2−˙h1) = 1,
(r
α−N
−N . . . r
α0
0 . . . r
αM−1
M−1 , h2−˙h1) = (r−N , g−N)a−Nα−N . . . (r−1, g−1)a−1α−1.
Using the equality (rn, gn) = e
2pii
p we obtain the equality (4).The conversely
may be proved by analogy.
Let as show now if for any vector (a−1, a−2, . . . , a−N) 6= (0, 0, . . . , 0) the
conditions (4.2) (4) are fulfilled, then for any α−N , α−N+1, . . . , α−1 = 0, p− 1∑
α0,α1,...,αM−1
|ϕˆ(G⊥−Nrα−N−N . . . rα00 . . . rαM−1M−1 )|2 = 1. (4.6)
Let us denote
n =
N∑
j=1
a−jpj−1, k =
N∑
j=1
α−jpj−1, Cn,k = e
2pii
p (
∑N
j=1 α−ja−j).
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and write the equalities (4.2) (4) as the system
C0,0x0 + C0,1x1 + · · ·+ C0,pN−1xpN−1 = pN
C1,0x0 + C1,1x1 + · · ·+ C1,pN−1xpN−1 = 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
CpN−1,0x0 + CpN−1,1x1 + · · · + CpN−1,pN−1xpN−1 = 0
(4.7)
with unknowns
xk =
∑
α0,α1,...,αM−1
|ϕˆ(G⊥−Nrα−N−N . . . rα00 . . . rαM−1M−1 )|2.
The matrix (Cn,k) is orthogonal. Indeed, if
(a−1, a−2, . . . , a−N) 6= (a′−1, a′−2, . . . , a′−N), i.e., k 6= n′ we obtain
pN−1∑
k=0
Cn,kCn′,k =
∑
α−1,...,α−N
exp
(
2πi
p
((a−1 − a′−1)α−1 + (a−N − a′−N)α−N)
)
= 0,
so at least one of differences a−l − a′−l 6= 0. So, the system (4.7) has unique
solution. It is evident that xk = 1 is a solution of this system. This means
that (4.6) is fulfil, and the necessity is proved. The sufficiency is evident. 
Now we obtain a necessary and sufficient conditions for function m0(χ) to
be a mask on the class D−N(G⊥M), i.e. there exists ϕˆ ∈ D−N(G⊥M) for which
ϕˆ(χ) = m0(χ)ϕˆ(χA−1). (4.8)
If m0(χ) is a mask of (4.8) then
T1) m0(χ) is constant on cosets G
⊥
−Nζ,
T2) m0(χ) is periodic with any period r
α1
1 r
α2
2 . . . r
αs
s , αj = 0, p− 1,
T3) m0(G
⊥
−N) = 1.
Therefore we will assume that m0 satisfies these conditions. Let
Ek ⊂ G⊥k \G⊥k−1 , (k = −N + 1,−N + 2, . . . , 0, 1, . . . ,M,M + 1)
be a set, on which m0(Ek) = 0. Since m0(χ) is constant on cosets G
⊥
−Nζ, it
follows that Ek is a union of such cosets or Ek = ∅.
Theorem 4.2 m0(χ) is a mask of some equation on the class D−N(G⊥M) if
and only if
M+1⋃
k=−N+1
EkAM+1−k = G⊥M+1 \G⊥M . (4.9)
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Proof. Sincem0(χ) = 1 onGN it follows thatm0(χA−M−N) = 1 for χ ∈ G⊥M .
Therefore m0(χ) will be a mask if and only if
m0(χ)m0(χA−1) . . .m0(χA−M−N) = 0 (4.10)
on G⊥M+1 \G⊥M . Indeed, if (4.10) is true we set
ϕˆ(χ) =
∞∏
k=0
m0(χA−k) ∈ D−N(G⊥M).
Then ϕˆ(χ) = m0(χ)ϕˆ(χA−1) and
m0(χ) =
∑
h∈H(N+1)0
βh(χA−1, h)
for some βh. Therefore m0(χ) is a mask. Inversely let m0(χ) be a mask, i.e.
ϕˆ(χ) = m0(χ)ϕˆ(χA−1) ∈ D−N(G⊥M). From it we find
ϕˆ(χ) = m0(χ)m0(χA−1) . . .m0(χA−M−N)ϕˆ(χA−M−N−1),
and ϕˆ(χA−M−N−1) = 1 on G⊥M+1. Since ϕˆ(χ) = 0 on G⊥M+1 \G⊥M , it follows
m0(χ)m0(χA−1) . . .m0(χA−M−N) = 0
on G⊥M+1 \G⊥M .
To conclude the proof, it remains to note that for any −N+1 ≤ k ≤M+1
the inclusion EkA−k+M+1 ⊂ G⊥M+1 \G⊥M is true. Therefore the equation (4.9)
is fulfil if and only if the equation (4.10) is true. 
Lemma 4.3 Let ϕˆ ∈ D−N(G⊥M) be a solution of the refinement equation
ϕˆ(χ) = m0(χ)ϕˆ(χA−1).
Then for any α−N , α−N+1, . . . , α−1 = 0, p− 1
p−1∑
α0=0
|m0(G⊥−Nrα−N−N rα−N+1−N+1 . . . rα−1−1 rα00 )|2 = 1. (4.11)
Proof. Since ϕˆ ∈ D−N(G⊥M), it follows that ϕˆ(G⊥M+1 \ G⊥M) = 0. Using
theorem 4.1 we have
1 =
∑
α0,α1,...,αM−1=0
|ϕˆ(G⊥−Nrα−N−N . . . rα00 . . . rαM−1M−1 )|2 =
16
=
∑
α0,...,αM−1,αM=0
|ϕˆ(G⊥−Nrα−N−N . . . rα00 . . . rαM−1M−1 rαMM )|2 =
p−1∑
α0=0
|m0(G⊥−Nrα−N−N . . . rα00 )|2
·
∑
α1,...,αM−1,αM=0
|ϕˆ(G⊥−Nrα−N+1−N . . . rα0−1rα10 . . . rαM−1M−2 rαMM−1)|2 =
=
p−1∑
α0=0
|G⊥−Nrα−N−N . . . rα00 |2. 
Corollary. If N = 1 and m0(G
⊥
−1r
α−1
−1 r
α0
0 ) = λα−1+α0p then we can write the
equations (4.11) in the form
p−1∑
α0=0
|λα−1+α0p|2 = 1. (4.12)
Theorem 4.4 Suppose the functionm0(χ) satisfies the conditions T1,T2,T3,
(4.10), and the function
ϕˆ(χ) =
∞∏
n=0
m0(χA−n)
satisfies the condition (4.1). Then ϕ ∈ DM(G−N) generates an orthogonal
MRA.
Proof. It is evident that ϕˆ ∈ D−N(G⊥M), ϕˆ(χ) = m0(χ)ϕˆ(χA−1) and
(ϕ(x−˙h))h∈H0 is an orthonormal system. From theorems 3.4, 3.3, 3.2 we
find that the function ϕ generates an orthogonal MRA. 
Definition 4.1 A mask m0(χ) is called N-elementary (N ∈ N) if it is con-
stant on cosets G⊥−Nχ and its modulus |m0(χ)| take two values:0 and 1 only.
The refinable function ϕ with Fourier transform
ϕˆ(χ) =
∞∏
j=0
m0(χA−1)
is called N-elementary too.
Theorem 4.5 Let m0(χ) be an 1-elementary mask such that
p−1∑
α0=0
|m0(G⊥−1rα−1−1 rα00 )|2 = 1
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for any α−1 = 0, p− 1. Let us denote
E
(0)
0 = {α = 0, p− 1 : m0(G⊥−1rα−1) = 0}
and l = ♯E
(0)
0 , 0 ≤ l ≤ p−2. If ϕˆ(χ) =
∞∏
j=0
m0(χA−j), then ϕˆ(G⊥l+1\G⊥l ) = 0.
Proof. Since
G
⊥
l+1 \G⊥l =
p−1⊔
αl=1
p−1⊔
αl−1,...,α−1=0
(G⊥−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 r
αl
l )
we need prove that
ϕˆ(G⊥−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 r
αl
l ) = 0
for αl = 1, p− 1; α−1, . . . , αl−1 = 0, p− 1. Using a periodicity of ϕ we can
write
ϕˆ(G⊥−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 r
αl
l ) =
m0(G
⊥
−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 r
αl
l )ϕˆ(G
⊥
−2r
α−1
−2 r
α0
−1 . . . r
αl−1
l−2 r
αl
l−1) =
m0(G
⊥
−1r
α−1
−1 r
α0
0 )ϕˆ(G
⊥
−1r
α0
−1r
α1
0 . . . r
αl−1
l−2 r
αl
l−1) = · · · =
m0(G
⊥
−1r
α−1
−1 r
α0
0 )m0(G
⊥
−1r
α0α1
−1 ) . . .m0(G
⊥
−1r
αl−1
−1 r
αl
0 )m0(G
⊥
−1r
αl
−1).
Let us denote m0(G
⊥
−1r
k
−1r
j
0) = λk+jp and write ϕˆ in the form
ϕˆ(G⊥−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 r
αl
l ) = λα−1+α0p · λα0+α1p . . . λαl−1+αlp · λαl.
We will consider numbers λk+jp as elements of the matrix Λ = (λj,k), where j
is a number of a line, k is a number of a column. Let us consider the product
Π = λα−1+α0p · λα0+α1p . . . λαl−2+αl−1p · λαl−1+αlp · λαl (αl 6= 0).
We need prove that Π = 0 for αj = 0, p− 1, j = −1, l − 1 and for αl =
1, p− 1.
If αl ∈ E(0)0 , then λαl = 0 and Π = 0. Let αl ∈ E(1)0 and αl 6= 0.
If λαl−1+αlp = 0, then Π = 0 and theorem is proved. Therefore we assume
|λαl−1+αlp| = 1. In this case αl−1 ∈ E(0)0 and αl−1 = 0. Let us consider
λαl−2+αl−1p. If λαl−2+αl−1p = 0 then Π = 0. Therefore we assume |λαl−2+αl−1p| =
1. In this case αl−1 ∈ E(0)0 and αl−1 6= αl−1. Let us consider λαl−3+αl−2p. If
λαl−3+αl−2p = 0 then Π = 0 and the theorem is proved. Therefore we assume
|λαl−3+αl−2p| = 1. In this case αl−3 ∈ E(0)0 and αl−3 /∈ {αl−1, αl−2}.
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In the general case, if
|λαl−s+αl−s+1p| · |λαl−s+1+αl−s+2p| . . . |λαl−1+αlp| · |λαl| = 1
and
αl−s /∈ {αl−s+1, αl−s+2, . . . , αl−1}, αl−s ∈ E(0)0
then we consider λαl−s−1+αl−sp. If |λαl−s−1+αl−sp| = 0 then Π = 0 and the
theorem is proved. If |λαl−s−1+αl−sp| = 1 then
αl−s−1 /∈ {αl−s, αl−s+1, . . . , αl−1}, αl−s−1 ∈ E(0)0 .
We have two possible cases.
1) For some s ≤ l
λαl−s+αl−s+1p · λαl−s+1+αl−s+2p . . . λαl−1+αlp · λαl = 0.
In this case Π = 0, and the theorem is proved.
2) For s = l
|λα0+α1p| · |λα1+α2p| . . . |λαl−1+αlp| · |λαl | = 1.
In this case λα−1+α0p = 0 for α−l = 0, p− 1, then Π = 0 and the theorem is
proved. 
Remark. If l = p− 1, then m0(G⊥0 \G⊥−1) ≡ 0. It follow ϕˆ(G⊥0 \G⊥−1) and
consequently supp ϕˆ(χ) = G⊥−1. In this case the system of shift (ϕ(x−˙h))h∈H0
is not orthonormal system.
If l = 0, then |m0(G⊥0 )| ≡ 1 and the system of shifts (ϕ(x−˙h))h∈H0 will
be orthonormal if and only if ϕˆ(G⊥1 \ G⊥0 ) ≡ 0. In this case ϕ generate an
orthogonal MRA on any zero-dimensional group [14].
Corollary. Let ϕ ∈ DM(G−N) be an 1-elementary refinable function and ϕ
generate an orthogonal MRA on p-adic Vilenkin group G with p ≥ 3. Then
supp ϕˆ(χ) ⊂ G⊥p−2.
The next theorem shows the sharpness of this result.
Theorem 4.6 Let G – be a p-adic Vilenkin group, p ≥ 3. Then for any
1 ≤ l ≤ p − 2 there exists an 1-elementary refinable function ϕ ∈ Dl(G−1)
that generate an orthogonal MRA on group G.
Proof. We will find the Fourier transform ϕˆ as product
ϕˆ(χ) =
∞∏
j=0
m0(χA−j),
where the 1-elementary mask m0(χ) is constant on cosets G
⊥
−1r
α−1
−1 r
α0
0 . . . r
αs
s
(s ∈ N⊔{0}). We will construct the mask m0(χ) on the subgroup G⊥1 only,
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since m0(G
⊥
−1r
α−1
−1 r
α0
0 . . . r
αs
s ) = m0(G
⊥
−1r
α−1
−1 r
α0
0 ). We will assume also that for
any α−1 = 0, p− 1
p−1∑
α0=0
|m0(G⊥−1rα−1−1 rα00 )|2 = 1, (4.13)
since this condition is necessary for mask m0(χ).
Choose an arbitrary set E
(0)
l ⊂ {1, 2, . . . , p − 1} of cardinality ♯E(0)l = l.
Let us denote E
(1)
l = {1, 2, . . . , p− 1} \ E(0)l and m0(G⊥−1rα−1−1 rα00 ) = λα−1+α0p.
First we set
λ0 = 1, |λα| =
{
0, α ∈ E(0)l ,
1, α ∈ E(1)l
.
Now we will define λα−1+α0p for α0 ≥ 1. It follow from (4.13) that λα−1+α0p = 0
for α−1 ∈ E(1)l , α0 ≥ 1. Choose an arbitrary α(0)l−1 ∈ E(1)l and fix it. Now we
choose α
(0)
l−2 ∈ E(0)l and set
|λ
α
(0)
l−2+α
(0)
l−1p
| = 1, |λ
α
(0)
l−2+αp
| = 0 if α 6= α(0)l−1.
If numbers α
(0)
l−2, . . . , α
(0)
s ∈ E(0)l (s = l− 1, l− 2, . . . , 0) have been choosen we
choose α
(0)
s−1 ∈ E(0)l \ {α(0)l−2, . . . , α(0)s } and set
|λ
α
(0)
s−1+α
(0)
s p
| = 1, |λ
α
(0)
s−1+αp
| = 0 if α 6= α(0)s .
So the mask m0(χ) have been defined on the subgroup G
⊥
1 and consequently
on the group G.
It is evident that
λ
α
(0)
−1+α
(0)
0 p
· λ
α
(0)
0 +α
(0)
1 p
. . . λ
α
(0)
l−2+α
(0)
l−1p
· λ
α
(0)
l−1
6= 0.
Let us show that for any vector (α−1, α0, . . . , αl−1) 6= (α(0)−1, α(0)0 , . . . , α(0)l−1)
λα−1+α0p · λα0+α1p . . . λαl−2+αl−1p · λαl−1 = 0. (4.14)
Indeed, if αl−1 ∈ E(0)l then λαl−1 = 0. If αl−1 ∈ E(1)l and αl−1 6= α(0)l−1 then
λαl−2+αl−1p = 0. If αl−1 ∈ E(1)l and αl−1 = α(0)l−1 then we denote
s = min{j : αj = α(0)j }.
For this s we have λ
αs−1+α
(0)
s p
= 0 and the equality (4.14) is proved. It should
be noted that λ
α+α
(0)
−1p
= 0 for α = 0, p− 1. Therefore
λ
α+α
(0)
−1p
· λ
α
(0)
−1+α
(0)
0 p
. . . λ
α
(0)
l−2+α
(0)
l−1p
· λ
α
(0)
l−1
= 0. (4.15)
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Let us show that ϕˆ(G⊥l \ G⊥l−1) 6≡ 0 and ϕˆ(G⊥l+1 \ G⊥l ) ≡ 0. Since m0(χ) is
periodic with any period rα11 r
α2
2 . . . r
αs
s , it follow that
ϕˆ(G⊥−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 ) =
m0(G
⊥
−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 )m0(G
⊥
−1r
α0
−1r
α1
0 . . . r
αl−1
l−1 ) . . .m0(G
⊥
−1r
αl−2
−1 r
αl−1
0 )m0(G
⊥
−1r
αl−1
−1 ) =
= m0(G
⊥
−1r
α−1
−1 r
α0
0 )m0(G
⊥
−1r
α0
−1r
α1
0 ) . . .m0(G
⊥
−1r
αl−2
−1 r
αl−1
0 )m0(G
⊥
−1r
αl−1
−1 ) =
= λα−1+α0p · λα0+α1p · · · · · λαl−2+αl−1p · λαl−1 6= 0
for (α−1, α0, . . . , αl−2, αl−1) = (α
(0)
−1, α
(0)
0 , . . . , α
(0)
l−2, α
(0)
l−1). This means that
ϕˆ(G⊥l \G⊥l−1) 6≡ 0.
By analogy
ϕˆ(G⊥−1r
α−1
−1 r
α0
0 . . . r
αl−1
l−1 r
αl
l ) = λα−1+α0p · λα0+α1p · · · · · λαl−1+αlp · λαl.
If αl ∈ E(0)l then λαl = 0. If αl ∈ E(1)l and αl 6= α(0)l−1 then λαl−1+αlp = 0 for
any αl−1 = 0, p− 1. If αl ∈ E(1)l and αl = α(0)l−1 we define the number
s = min{j : αj = α(0)j−1}.
Then
ϕˆ(G⊥−1r
α−1
−1 r
α0
0 . . . r
αl
l ) = λα−1+α0p . . . λαs−1+α(0)s−1p
λ
α
(0)
s−1+α
(0)
s−2p
. . . λ
α
(0)
l−2+α
(0)
l−1p
·λ
α
(0)
l−1
= 0
since λ
αs−1+α
(0)
s−1p
= 0 for any αs−1 = 0, p− 1. This means that ϕˆ(G⊥l+1\G⊥l ) ≡
0. Consequently ϕˆ ∈ D−1(G⊥l ).
Let us show that (ϕ(x−˙h))h∈H0 is an orthonormal system. We need show
that the sum
S(α−1) =
p−1∑
α0,α1,...,αl−1=0
|ϕˆ(G⊥−1rα−1−1 rα00 . . . rαl−1l−1 )|2 =
=
p−1∑
α0,α1,...,αl−1=0
|λα−1+α0p|2|λα0+α1p|2 . . . |λαl−2+αl−1p|2|λαl−1|2 = 1
for any α−1 = 0, p− 1.
Let us consider next possible cases.
1) If α−1 = 0 then λα−1+α0p 6= 0 iff α0 = 0, λα0+α1p 6= 0 iff α1 = 0 and so on.
Consequently S(α−1) 6= 0 iff α−1 = α0 = · · · = αl−1 = 0. It means that
S(α−1) = 1.
2) If α−1 6= 0 and α−1 ∈ E(1)l then λα−1+α0p 6= 0 iff α0 = 0 and by analog
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S(α−1) = 1.
3) If α−1 ∈ E(0)l and α−1 = α(0)−1 then λα−1+α0p 6= 0 iff α0 = α(0)0 ,
λ
α
(0)
0 +α1p
6= 0 iff α1 = α(0)1 and so on. Consequently S(α−1) 6= 0 iff α0 = α(0)0 ,
α1 = α
(0)
1 , . . . , αl−1 = α
(0)
l−1. It means that S(α−1) = 1.
4) If α−1 ∈ E(0)l and α−1 = α(0)j (j ≥ 0) then λα−1+α0p 6= 0 iff α0 = α(0)j+1,
λα0+α1p 6= 0 iff α1 = α(0)j+2 and so on, αl−j−2 = α(0)l−1. Then αl−j−1 = · · · =
αl−1 = 0. This means that S(α−1) = 1. 
By theorem 4.4 ϕ(x) generate an orthogonal MRA. 
22
Bibliography
[1] M.Holshneider, Wavelets: an analitic Tool, Oxford Mathematical
Monographs, Clarendon press, Oxford, 1995
[2] Lang W.C., Orthogonal wavelets on the Cantor dyadic group, SIAM
J.Math. Anal., 1996, 27:1 ,305-312.
[3] Lang W.C., Wavelet analysis on the Cantor dyadic group. Housten
J.Math.,1998, 24:3, 533-544.
[4] Lang W.C., ”Fractal multiwavelets related to the Cantor dyadic group,
Internat. J. Math. Math. Sci., 1998, 21:2, 307-314.
[5] Mallat, S.: Multiresolution representation and wavelets. Ph.D. thesis,
University of Pennsylvania, Philadelphia, PA (1988)
[6] Meyer, Y.: Ondelettes et fonctions splines. Sminaire EDP, Paris, De-
cembre 1986
[7] Y. A. Farkov, Orthogonalwavelets with compact support on locally
compact abelian groups, Izvestiya RAN: Ser. Mat., vol. 69, no. 3, pp.
193-220, 2005, English transl., Izvestiya: Mathematics, 69: 3 (2005),
pp. 623-650.
[8] Y. A. Farkov, Orthogonal p -wavelets on R+, in Proc. Int. Conf.
Wavelets and splines. St. Petersburg, Russia: St. Petersburg Univer-
sity Press, July 3-8, 2005, pp. 4-16.
[9] Y. A. Farkov, Orthogonal wavelets on direct products of cyclic groups,
Mat. Zametki, vol. 82, no. 6, pp. 934-952, 2007, English transl., Math.
Notes: 82: 6 (2007).
[10] Yu. Farkov. Multiresolution Analysis and Wavelets on Vilenkin Groups.
Facta universitatis, Ser.: Elec. Enerd. vol. 21, no. 3, December 2008,
309-325
23
[11] Yu.A. Farkov, E.A. Rodionov. Algorithms for Wavelet Construction on
Vilenkin Groups. p-Adic Numbers, Ultrametric Analysis and Applica-
tions, 2011, Vol. 3, No. 3, pp. 181-195.
[12] S. Albeverio, S. Evdokimov, M. Skopina p-Adic Multiresolution Anal-
ysis and Wavelet Frames, J Fourier Anal Appl, (2010), 16: 693-714
[13] Agaev G.N., Vilenkin N.Ja., Dzafarli G.M., Rubinshtein A.I., Multi-
plicative systems and harmonic analysis on zero-dimensional groups,
ELM, Baku,1981 (in russian).
[14] Lukomskii S.F., Multiresolution analysis on zero-dimensional groups
and wavelets bases, Math. sbornik, 2010, 201:5 41-64, in rus-
sian. (english transl.:S.F.Lukomskii, Multiresolution analysis on zero-
dimensional Abelian groups and wavelets bases, SB MATH, 2010, 201:5,
669-691)
24
