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Rainfall-induced landslide is a complex problem involving transient seepage 
through unsaturated soil, and decrease in soil shear strength due to this 
seepage.  The problem is further complicated by the presence of fairly 
significant uncertainties in the soil properties.  It is essential to consider these 
uncertainties for more realistic assessment of slope stability.  This thesis 
focuses on characterizing the uncertainties in soil-water characteristic curve 
(SWCC) and the saturated hydraulic conductivity (ks), and investigating their 
impacts on seepage and stability of unsaturated slope.  These soil hydraulic 
properties are among the most critical input parameters which have been 
recognized in the analysis of rainfall-induced landslides. 
In order to incorporate the uncertainties in the seepage and slope stability 
analyses, a quantitative characterization of the uncertainties is required.  A 
correlated lognormal random vector containing two van Genuchten curve-
fitting parameters is proposed to characterize the uncertainty in SWCC.  This 
probability model is developed based on available measurement data for 5 soil 
textures ranging from sandy to clayey soil.  It is found that the lognormal 
random vector can reproduce the measured SWCC with reasonable realism.    
The spatial variability of ks is characterized by a stationary random field with 
exponential correlation function.  The marginal distribution of ks is derived 
based on the measurement data of saturated water content.  It is found that ks 
follows the lognormal distribution. 
The uncertainties in soil properties create uncertainties in the pressure 
head and the factor of safety of the slope.  Hence, a more consistent indicator 
of slope stability is the probability of slope failure (PF).  Estimation of the 
 ix
probability of rainfall-induced failure requires an efficient technique which is 
able to handle spatial variability and multiple potential failure modes.  Among 
the advanced simulation-based techniques, subset simulation is suitable for 
this problem.  A modified Metropolis-Hastings algorithm with reduced chain-
correlation is proposed for application with subset simulation.  In the modified 
algorithm, random samples are generated repetitively until the pre-candidate 
sample is accepted as the candidate sample.  The candidate sample is rejected 
only when it lies outside the failure domain.  Numerical examples are 
presented to demonstrate that subset simulation with the modified algorithm 
produces a more accurate estimate of PF over the range of random dimensions 
studied, both for explicit and implicit performance function.  The advantage is 
more significant for smaller PF. 
The proposed probability models and subset simulation with the 
proposed modified Metropolis-Hastings algorithm are used to conduct a 
probabilistic analysis of rainfall-induced landslide.  It is demonstrated 
numerically that probabilistic analysis accounting for spatial variability of ks 
can reproduce a shallow failure mechanism widely observed in real rainfall-
induced landslides.  This shallow failure is attributed to positive pore-water 
pressures developed in layers near the ground surface.  In contrast, 
deterministic analysis assuming a homogeneous profile cannot reproduce a 
shallow failure except for the extreme case of infiltration flux being almost 
equal to ks.  This highlights a practical advantage of probabilistic analysis.  
The uncertainty in SWCC causes a variation in the depth of the wetting front 
and the depth of the failure surface.  However, it does not change significantly 
the minimum factor of safety of the slope and the probability of failure. 
 x
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Chapter 1. Introduction 
 
1.1. RAINFALL-INDUCED SLOPE FAILURES 
Slope failures due to prolonged or excessive rainfall are commonly 
encountered, particularly in tropical countries (Rahardjo et al. 2001, Toll 
2001, Okimura et al. 2010, Soralump 2010).  Traditional slope stability 
analyses incorporate rainfall influences by assuming that the ground water 
table rises due to infiltration and this reduces the stability of the slope 
(Campbell 1974).  However, in many situations where shallow failures are 
concerned, it has been noted that there is not much evidence of a rise in the 
water table sufficient to trigger the observed slope failures (Fourie et al. 
1999).   
More recent studies (Gasmo et al. 2000, Rahardjo et al. 2001, Tsaparas 
et al. 2002, Collins and Znidarcic 2004, Rahardjo et al. 2007, Phoon et al. 
2009) explain the relation of rainfall and slope failure through the formation of 
a wetted zone near the ground surface.  Figure 1.1 illustrates this formation 
and the resulting changes in soil pore-water pressure.  Initially, the 
groundwater table in the slope may be located deep below the ground surface, 
causing the pore-water pressure to be negative with respect to ambient 
atmospheric conditions [see Fig. 1.1(a)].  This negative pore-water pressure is 
referred to as matric suction when referenced to the pore-air pressure.  When 
the pore-water pressure is negative, the soil is not fully saturated and it is 
usually referred to as unsaturated soil.  It has been recognized that matric 
suction contributes towards soil shear strength and hence towards stability of 
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the slope (Fredlund and Rahardjo 1993, Lu and Likos 2004).  During dry 
periods, the pore-water pressures become more negative, as can be seen in Fig. 
1.1(b).  Thus the matric suction and the slope stability increase.  During rainy 
periods, the infiltration of water at the ground surface causes an increase in 
pore-water pressures and a wetted zone can develop near the surface, as 
depicted in Fig. 1.1.(c).  This results in a decrease in the matric suction and the 
slope stability.  Slope failures have been attributed to the advancement of the 
wetting front into the slope until it reaches a depth where it triggers failure.  
This is because the shear strength provided by matric suction decreases 
sufficiently to trigger the failures.  These failures are usually characterized by 
shallow failure surfaces.  Field observations showed that for slopes in which 
the water table is at significant depth, most pore-water pressure changes take 
place less than 2 m from the ground surface (Tsaparas et al. 2003).  It has also 
been observed that many rainfall-induced landslides in Singapore are quite 
shallow in nature (Phoon et al. 2009). 
Rainfall-induced slope failure is a complex problem involving seepage 
analysis, the transient path of infiltration from unsaturated to saturated 
regimes, and both saturated and unsaturated soil strength (Collins and 
Znidarcic 2004).  The transient seepage through soil is governed by a 
differential equation which relates the amount of flow to the change in pore-













































Fig. 1.1.  Illustration of change in soil matric suction (a) initial condition (b) 
during dry periods (c) during rainy days (after Phoon et al. 2009). 
 
Due to the nonlinearity of the permeability function for unsaturated soils 
and the transient nature of the problem, analytical solutions for the governing 
equation are available only for a few special cases.  For general seepage 
analysis, numerical methods such as finite element method are often used to 
solve the governing equation.  An iterative procedure is generally required to 












obtain a solution for each time step.  Numerical difficulties such as oscillation 
and slow convergence, and possible approaches to overcome these difficulties 
have been highlighted in the literature (e.g. Celia et al. 1990, Tan et al. 2004, 
Cheng et al. 2008).  Seepage analysis will be discussed in detail in Chapter 3.  
It suffices to note here that unsaturated seepage analysis is a complex problem 
but it is essential for studying rainfall-induced slope failures. 
 
1.2. RELIABILITY ANALYSIS OF UNSATURATED SLOPE 
In addition to the physical complexity, the unsaturated slope analysis is further 
complicated by the presence of fairly significant uncertainties.  For instance, 
uncertainties in the soil properties have been well recognized.  The sources of 
uncertainty include the inherent variability in the soil, errors in measurement, 
systematic statistical error due to limited data and bias in the measurement 
(Christian et al. 1994, Phoon and Kulhawy 1999a, Baecher and Christian 
2003).  The hydraulic behaviour of soil such as the soil-water characteristic 
curve (SWCC) and hydraulic conductivity function are known to be highly 
variable (Carsel and Parrish 1988, Sillers and Fredlund 2001).  Furthermore, 
soil properties (such as soil cohesion, friction angle and saturated hydraulic 
conductivity) are expected to vary from point to point even if the soil deposit 
is nominally homogeneous.  This spatial variability means that the seepage 
should be analyzed as flow through multi-layered soil profile even in the 
simplest one-dimensional (1D) flow case.  Note that the extension from flow 
through homogeneous / single-layered profile to multi-layered flow is not 
straightforward and requires further study.  There are many studies on flow 
through multi-layered soil (e.g. Freeze 1975, Bakr et al. 1978, Yeh et al. 1985 
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a,b,c, Yeh 1989, Fenton and Griffiths 1993, 1997) which have highlighted 
some of the challenges involved.  In addition to the uncertainties in the soil 
properties, there are uncertainties in the climatic boundaries such as the 
temporal variation in rainfall infiltration. 
 Even if the soil properties and the rainfall infiltration have been 
estimated accurately, the predictions of the seepage and slope stability 
analyses can be expected to deviate from reality.  This deviation from reality 
introduces another uncertainty, which is commonly referred to as model 
uncertainty or model error (Christian et al. 1994, Tang et al. 2010).  For 
example, when slope stability is analyzed by limit equilibrium methods, the 
sources of model uncertainty include failure to find the most critical failure 
surface and the effects of having two-dimensional analysis while the real 
failure is three-dimensional (Christian et al. 1994). 
These uncertainties lead to uncertainty in pore-water pressure and the 
factor of safety of the slope.  It is essential to consider these uncertainties if 
slope stability were to be assessed more realistically.  In order to incorporate 
the uncertainties in the seepage and slope stability analyses, a quantitative 
characterization of the uncertainties is required.  Probability theory provides a 
consistent framework for characterizing uncertainties and incorporating it into 
engineering analysis (Ang and Tang 1984, Baecher and Christian 2003, Phoon 
2008).  The uncertainties in soil properties in saturated condition are 
reasonably well characterized (e.g. Sudicky 1986, Phoon and Kulhawy 
1999a).  In contrast, the uncertainties in the hydraulic properties of 
unsaturated soil, such as SWCC and unsaturated permeability, are scarcely 
studied in the literature.  For example, available information on the 
 6
uncertainty in SWCC is mainly limited to its second-order statistics such as 
the mean and coefficient of variation (e.g. Carsel and Parrish 1988, Sillers and 
Fredlund 2001, Fredlund et al. 2008).  Characterization of uncertainty in 
rainfall and model uncertainty are even more scarcely studied (Tang et al. 
2010).      
With the presence of uncertainties, the factor of safety is no longer a 
single number but a range of numbers with its own probability distribution.  
The factor of safety obtained from deterministic analysis (i.e. taking the mean, 
median or other characteristic values to represent the uncertain input 
parameters) is not a sufficient indicator of the slope stability.  A more 
consistent indicator of slope stability is the probability of slope failure.  In 
general engineering problems, failure can be defined as the state where the 
response or the performance of a system is unsatisfactory.  In the case of slope 
stability, failure can be defined as the event of having the factor of safety less 
than one, given the uncertainties in the soil properties, climatic conditions, and 
potential model errors.  
Theoretically, the probability of failure can be obtained by integrating 
the joint probability distribution of the random input parameters over the 
failure domain (see standard texts e.g. Ang and Tang 1984).  As there is more 
than one random parameter, the random space is multi-dimensional and a 
multi-dimensional integration is involved in the calculation.  Solving the 
multi-dimensional integration is only feasible for a few specific problems; 
hence many reliability estimation techniques have been developed for general 
problems.  It must be noted that the unsaturated slope problem involves (1) 
spatial variability, thus the random space is high dimensional (2) multiple 
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potential failure modes, as the location of the failure / slip surface is not 
known a priori, and (3) time-varying / transient analysis.  The analysis of 
rainfall-induced slope failure thus requires a reliability estimation technique 
which is able to handle these complexities.  Several reliability estimation 
techniques and their applicability to analysis of rainfall-induced slope failures 
will be discussed in Chapter 2. 
Slope stability problem is highly amenable to probabilistic analysis and 
thus has received considerable attention in the literature (Griffiths et al. 2009).  
Despite this, reliability analysis of unsaturated slope has not been well 
studied.  Most existing works focus on the saturated case where the 
uncertainty comes mainly from the shear strength parameters such as 
undrained shear strength, effective cohesion, and / or effective friction angle 
(Tang et al. 1976, Vanmarcke 1977a, 1977b, Li and Lumb 1987, Mostyn and 
Li 1993, Christian et al. 1994).  Even after the popularization of the 
unsaturated soil concept through standard texts such as Fredlund and Rahardjo 
(1993), most research in slope reliability still focus on the saturated case (e.g. 
Duncan 2000, Griffiths and Fenton 2001, Griffiths and Fenton 2004, Fenton 
and Griffiths 2003, Griffiths et al. 2008). 
As for unsaturated slope, few reliability studies can be found.  Although 
uncertainties in unsaturated soil properties and rainfall intensity have been 
well recognized, rainfall-induced slope failure is usually analyzed in a 
deterministic manner (e.g. Gasmo et al. 2000, Rahardjo et al. 2001, 2007).  
The existing works on unsaturated slope reliability (e.g. Chong et al. 2000, 
Gui et al. 2000) generally adopted classical reliability estimation techniques 
such as Monte Carlo simulation (MCS) or First Order Reliability Method 
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(FORM) which compels some significant simplification in the problem, such 
as ignoring spatial variability of the soil in order to have a few random 
parameters.  In summary, practical reliability assessment of unsaturated slope 
is still in its infancy although it is actively being developed. 
More advanced reliability estimation techniques have been proposed to 
overcome the limitations of MCS or FORM (see e.g. Schueller et al. 1989, 
Schueller et al. 2004, Schueller and Pradlwarter 2007 for review).  Among 
these techniques, subset simulation (Au and Beck 2003a) may be suitable for 
the analysis of unsaturated slope.  The key idea of subset simulation is 
estimating small failure probability efficiently based on larger conditional 
probabilities.  In this way, subset simulation can estimate failure probability 
using fewer samples than those required in MCS.  This reduction in sample 
size is desirable as finite-element seepage analysis must be performed for each 
sample.  The backbone of subset simulation is the simulation of conditional 
samples, using the Metropolis-Hastings algorithm (Metropolis et al. 1953, 
Hastings 1970).  The efficiency of subset simulation is governed by the 
efficiency of the Metropolis-Hastings algorithm.  In the field of statistics, the 
Metropolis-Hastings algorithm has been widely studied (Tierney 1994, Chib 
and Greenberg 1995, Tierney and Mira 1999).  However, improvement to the 
Metropolis-Hastings algorithm within the framework of subset simulation (or 
reliability estimation in general) is not well studied.  In addition, the 
applicability of such advanced reliability estimation techniques to the analysis 




1.3. OBJECTIVES OF STUDY 
The general goal of this study is to propose a framework for the reliability 
assessment of unsaturated slope under rainfall infiltration based on available 
data and current state of knowledge.  With this framework, the significance of 
incorporating the unsaturated aspect of the problem would be evaluated in a 
reasonably realistic albeit preliminary way.  As explained in the previous 
sections, reliability assessment of rainfall-induced landslide is a complex 
problem encompassing many challenging aspects.  Most of these aspects, both 
physical and probabilistic, deserve further research.  This thesis focuses on the 
role of uncertainties in the soil hydraulic properties on shallow rainfall-
induced landslides.  It is already known that soil hydraulic properties are 
among the most important governing factors.  Given the dearth of prior work, 
the scope is restricted: (1) statistical characterization of soil hydraulic 
properties based on measured data available in sufficient quantity from the 
literature, (2) development of a system reliability technique that would permit 
extensive parametric studies to be conducted efficiently without undue 
simplifications, and (3) clarify the role of uncertainties in soil hydraulic 
properties on unsaturated seepage and hence, downstream stability of rainfall-
induced landslides.  The UNsaturated SOil DAtabase (UNSODA, Leij et al. 
1996) is chosen for this study.  The type and quantity of available information 
in UNSOSA limits the uncertain parameters that can be characterized, which 
are primarily the SWCC and saturated permeability / hydraulic conductivity.  
With the above focus in mind, the objectives of this study are: 
1. To characterize the uncertainty in the hydraulic properties of unsaturated 
soil, namely the soil-water characteristic curve (SWCC) and the 
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hydraulic conductivity.  The work will focus on constructing a realistic 
probability model of SWCC based on measured data.  The probability 
model of saturated hydraulic conductivity is constructed based on 
established models in the literature.  The statistics of saturated hydraulic 
conductivity is derived based on the statistics of SWCC. 
2. To develop an efficient reliability estimation technique suitable for 
analysis of rainfall-induced slope failure.  The reliability estimation 
technique must be capable of handling complex performance function at 
the system level and accounting for spatial variability using a reasonably 
small sample size.  One fruitful line of development is to improve the 
efficiency of subset simulation by modifying the Metropolis-Hastings 
algorithm. 
3. To conduct probabilistic analysis of rainfall-induced slope failure using 
the proposed probability model and reliability estimation technique.  The 
effects of variability of soil properties, particularly the effects of soil 
spatial variability on unsaturated seepage and slope stability will be 
investigated. 
 
Rainfall data related to past landslides in some specific area is available in the 
literature (e.g. Phoon et al. 2009).  However, such data may not be sufficient 
for statistical inference of a random process model.  To clarify the role of 
uncertainties in the soil hydraulic properties, the infiltration flux (rainfall 
minus run-off) is assumed to be deterministic.  To assess model uncertainty of 
the slope stability analysis, a systematic comparison between the calculated 
and observed factors of safety should be done.  Even when sufficient 
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observation data is available, characterization of model uncertainty is not a 
trivial task (Tang et al. 2010, Zhang et al. 2010).  When no observation data is 
available, some studies resort to simple assumption of the model uncertainty 
(e.g. Christian et al. 1994).  This thesis does not attempt to characterize model 
uncertainty of the slope stability analysis due to data limitation.  As a result, 
the probabilities of failure reported in this study may not correlate directly 
with observed failures.  Nevertheless, the conclusions are still useful in 
clarifying the sensitivity of the probability of failure to various key parameters 
governing SWCC and hydraulic conductivity.  
The significance of this study can be summarized as follows: 
1. The reliability estimation technique developed in this study is useful not 
only for unsaturated slope problems but for reliability analysis of other 
problems involving spatial variability and multiple failure modes.   
2. Statistics of SWCC for 5 soil types (sandy clay loam, loam, loamy sand, 
clay, and silty clay) are evaluated.  Because SWCC is the key function in 
unsaturated soil mechanics, these statistics are useful for any 
probabilistic studies involving unsaturated soils.   
3. In the area of rainfall-induced landslides involving unsaturated soils, this 
study is among the first that assesses uncertainties and their impacts 
systematically.  The results of the probabilistic analysis may provide 
insights into the impact of uncertainties on unsaturated slope, such as 
identifying which random parameters have the most significant impact 
on slope stability and whether soil spatial variability needs to be 
considered in the analysis. 
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4. The probabilistic framework developed in this study may provide the 
basis for reliability-based design of slope, in which a slope is designed 
such that the probability of rainfall-induced failure is lower than a certain 
target probability (see Phoon 2008 for more information on reliability-
based design).  Based on the rainfall data, a threshold value of rainfall 
which corresponds to a target probability of failure can also be 
estimated. 
5. Another useful application of the developed framework is on landslide 
hazard and risk analysis.  A typical output of the analysis is a landslide 
hazard map which shows the probability of slope failure in a certain 
region and a landslide risk map which shows the probability and the 
consequence of the failure in the region.  Landslide hazard and risk 
analysis involves many tasks (see Fell et al. 2008 for a general 
framework of risk analysis) and reliability assessment can be applied to 
the task of estimating the probability of failure. 
 
1.4. ORGANIZATION OF THESIS 
Chapter 2 provides a literature review on the current state of the art on the 
reliability assessment of unsaturated slope.  The sources of uncertainty 
involved are discussed, with emphasis on the variability of soil hydraulic 
properties.  Available probability models for characterization of this variability 
are presented.  Several reliability estimation techniques and their applicability 
to the unsaturated slope problem are reviewed, with emphasis on subset 
simulation. 
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Chapter 3 provides a summary on the physical models used to analyze 
unsaturated seepage and slope stability.  The theory of water flow in 
unsaturated soils is presented, focusing on the finite-element formulation.  The 
factor of safety of the unsaturated slope is formulated based on the infinite 
slope model.  Numerical validation of these physical models is presented.  
This chapter concludes with the formulation of the performance function of 
the unsaturated slope under rainfall, which is essential for reliability 
estimation. 
In accordance with the first objective, Chapter 4 reports the work on 
probabilistic characterization of soil properties.  A lognormal random vector 
model is proposed for the soil-water characteristic curve (SWCC) parameters 
based on measurement data.  The construction of probability model is 
demonstrated using measurement data for 5 soil textures.  A lognormal 
random field model of soil saturated hydraulic conductivity is developed based 
on measurement data of soil water content and past literature. 
To fulfill the second objective, a modified Metropolis-Hastings 
algorithm is proposed in Chapter 5.  The modified algorithm aims to improve 
the efficiency of subset simulation by reducing the chain correlation of the 
simulated conditional samples.  Comparison of subset simulation with the 
original and modified Metropolis-Hastings algorithm is illustrated using 
numerical examples of an infinite slope. 
To address the third objective, Chapter 6 demonstrates probabilistic 
analysis of unsaturated slope using probability models and reliability 
estimation method proposed in this thesis.  The effects of variability of soil 
properties, particularly the soil spatial variability, towards the soil pressure 
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head, factor of safety of the slope, and probability of slope failure are 
investigated. 
Chapter 7 summarizes the conclusions arising from this study.  Possible 
directions for future research are recommended. 
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Chapter 2. Literature Review 
 
2.1. UNCERTAINTY IN ANALYSIS OF RAINFALL-INDUCED 
LANDSLIDES 
It has been widely acknowledged that geotechnical analyses involve 
uncertainties (Phoon and Kulhawy 1999a,b, Duncan 2000, Baecher and 
Christian 2003, Tang et al. 2010, among others).  Two main sources are the 
uncertainty in input parameters and uncertainty associated with the 
geotechnical calculation model (commonly referred to as model error or model 
uncertainty).  In the case of rainfall-induced landslides, the input parameters 
include soil properties and rainfall infiltration. 
The primary sources of uncertainty in soil properties are natural 
heterogeneity or inherent variability of the soil, measurement error, statistical 
uncertainty, and transformation uncertainty (Christian et al. 1994, Phoon and 
Kulhawy 1999a).  Inherent variability results from the combination of various 
geologic, environmental, physical-chemical processes that produced and 
continually modify the soil.  Measurement error can be caused by defects in 
the equipment, procedure, and operator.  Collectively, these first two source of 
uncertainty cause scatter in the measured data.  Note that to construct a 
probability model based on measured data, the scatter / uncertainty due to 
measurement error and that due to inherent variability should be separated.  
The uncertainty due to inherent variability reflects the real variation of the soil 
and hence needs to be taken into account in the geotechnical analysis.  In 
contrast, although measurement error causes scatter in the measured data, they 
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do not affect the real soil behavior and hence ideally should not be included in 
the geotechnical analysis. 
The measured data is also influenced by statistical uncertainty as only 
limited samples are gathered.  This uncertainty can be minimized by taking 
more samples.  Another source of uncertainty is the bias in measurement.  The 
experimental technique may measure a soil property in some systematically 
erroneous way.  An example is the field vane test which is known to 
overestimate the undrained shear strength of highly plastic clays (Christian et 
al. 1994).  Furthermore, the experiment typically does not measure directly the 
soil properties required for geotechnical analysis / design.  Instead, a 
transformation model is needed to relate the test measurement to the soil 
properties of interest.  Some degree of uncertainty will be introduced because 
most transformation models are obtained by empirical data fitting (Phoon and 
Kulhawy 1999b).  This source of uncertainty is referred to as transformation 
uncertainty in Phoon and Kulhawy (1999 a,b).  For example, the undrained 
shear strength (soil property required for design) is obtained from the 
corrected cone tip resistance (test measurement) through an empirical 
transformation model.  The SWCC parameter required for unsaturated seepage 
analysis is obtained from the measured soil water content through a curve-
fitting.  Phoon and Kulhawy (1999 a,b) provided a practical way to quantify 
the transformation uncertainty, and proposed a second-moment probabilistic 
approach to combine three sources of uncertainty (inherent variability, 
measurement error and transformation uncertainty) in a consistent manner. 
Model uncertainty arises from the fact that the one-dimensional seepage 
and the infinite slope model adopted in the analysis is a simplification of the 
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real mechanisms of slope failure.  When slope stability is analyzed by limit 
equilibrium methods, the sources of model uncertainty include failure to find 
the most critical failure surface and the effects of having two-dimensional 
analysis while the real failure is three-dimensional (Christian et al. 1994).  Fig. 




















Fig. 2.1. Sources of uncertainty in analysis of rainfall-induced landslides.   
Note: the list is not exhaustive. 
 
Before continuing the discussions, a remark in terminology is necessary.  
The uncertainty associated to inherent variability is often referred to as 
aleatory uncertainty.  The uncertainty due to the limited information, such as 
statistical uncertainty and model uncertainty are referred to as epistemic 
uncertainty or systematic error (Ang and Tang 1984, Baecher and Christian 
2008, Der Kiureghian 2008).  There is a conceptual difference between the 
two types of uncertainty.  The inherent variability describes the scatter of the 
soil property about the mean trend while the systematic error describes the 
uncertainty in the location of the mean trend itself (Christian et al. 1994). 
As stated in Chapter 1, this thesis is a numerical study based on available 
data in the literature.  The UNsaturated SOil DAtabase (UNSODA, Leij et al. 
1996) is chosen for this study and the type and quantity of available 
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information in UNSODA limits the uncertain parameters that can be 
characterized.  Given this limitation, the uncertainties summarized in Fig. 2.1 
will be addressed as follows: 
1. This thesis focuses on the uncertainty in soil-water characteristic curve 
(SWCC) and the saturated hydraulic conductivity ks.  There are two 
reasons for this.  First, the available information in UNSODA (Leij et al. 
1996) is mostly on the statistics of SWCC and saturated hydraulic 
conductivity.  Second, these hydraulic properties have been recognized 
as the key parameters in the analysis of rainfall-induced landslides 
involving unsaturated soil (Rahardjo et al. 2007, Phoon et al. 2009).  In 
the stability analysis of saturated slope, the significant properties are the 
shear strength parameters, namely the undrained shear strength cu, the 
effective cohesion c′ and the effective friction angle ′ (Christian et al. 
1994, El-Ramly et al. 2002, Griffiths and Fenton 2001, 2004, Wang et al. 
2010).  For rainfall-induced landslides involving unsaturated soil, the 
variability of hydraulic properties is more significant than the variability 
of soil strength properties.  Probabilistic slope stability analysis which 
considers the variability of soil cohesion and friction angle can be found 
elsewhere (Christian et al. 1994, Li and Lumb 1987, Griffiths and Fenton 
2001, 2004, Griffiths et al. 2008, 2009, among others).  Note that shear 
strength of unsaturated soils can be linked to the SWCC as well.  The 
uncertainty in the shear strength of unsaturated soil in this study is 
assumed to be fully characterized by the uncertainty in SWCC. 
2. The probability model of SWCC and the saturated hydraulic 
conductivity (ks) are constructed based on measurement data available in 
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the literature (e.g. Leij et al. 1996, Sudicky 1986).  The uncertainties due 
to inherent variability of the soil and measurement error are lumped in 
the data scatter, although uncertainty due to measurement error should be 
separated from the inherent variability.  Unfortunately, there is 
insufficient information to quantify the measurement error.  Therefore 
the uncertainty due to measurement error is included in the subsequent 
probabilistic analysis of slope.  It is also assumed that statistical 
uncertainty and transformation uncertainty are less significant than the 
inherent variability.  This simplification is reasonable because the 
inherent variability usually contributes substantially to the total 
uncertainty of the soil properties.  However, other sources of uncertainty 
may be significant under some circumstances.  Practical approach to 
combine different sources of uncertainty in a probabilistic analysis can 
be found in Christian et al. (1994), Phoon and Kulhawy (1999 a,b). 
3. Rainfall infiltration is considered as a deterministic quantity.  An 
uncertain parameter with temporal variation such as rainfall can be 
modeled as a random process.  Rainfall data related to past landslides in 
some specific area is available in the literature (e.g. Phoon et al. 2009).  
However, such data may not be sufficient for statistical inference of a 
random process model.  Moreover, characterization of the temporal 
variation in rainfall is a challenging task and it will not be attempted in 
this thesis. 
4. This thesis does not attempt to characterize model uncertainty of the 
seepage and slope stability analyses.  To assess model uncertainty, a 
systematic comparison between the calculated and observed performance 
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(such as the pore-water pressure in the soil or the slope factor of safety) 
should be done.  Even when sufficient observation data is available, 
characterization of model uncertainty is not a trivial task (Tang et al. 
2010, Zhang et al. 2010).  When no observation data is available, some 
studies resort to simple assumption of the model uncertainty (e.g. 
Christian et al. 1994).  This thesis does not attempt to characterize model 
uncertainty of the seepage and the slope stability analysis due to 
limitation of data.  Some limited model statistics on slope stability 
analyses are discussed in item (5) below. 
5. In this thesis, slope stability is analyzed using the infinite slope model, 
which belongs to the class of limit equilibrium methods (which include 
the methods of Bishop, Janbu, Spencer, and Morgenstern-Price, among 
others).  Tang et al. (1976) evaluated the uncertainties involved in the 
short-term stability of undrained clay slopes.  Based on 4 failure cases, 
they found that the Ordinary method of slice (Fellenius 1936) with 
circular slip surface provides an unbiased estimate of slope’s factor of 
safety and the coefficient of variation of the model error is 0.09.  
Christian et al. (1994) suggested that the Bishop (1955) simplified 
method overestimates the mean factor of safety of the slope by 5% and 
the model uncertainty of this method increases the coefficient of 
variation of the factor of safety by 7%.  Tang et al. (2010) compared the 
factor of safety calculated using the Morgenstern-Price method (1965) to 
the results of 20 centrifuge tests.  They found that the mean of the model 
error of this method is almost zero and the standard deviation ranges 
from 4% - 11%.  These studies suggested that the limit equilibrium 
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methods produce unbiased estimate of slope’s factor of safety and the 
model uncertainty is not significant.  Model uncertainty of the infinite 
slope model has not been studied in the literature.  However, some 
deterministic studies (Collins and Znidarcic 2004, Phoon et al. 2009) 
showed that results obtained using the infinite slope model generally 
agree with field observations.  Thus it is not unreasonable to assume that 
the infinite slope model provides an unbiased estimate of slope’s factor 
of safety and the model uncertainty is relatively less important in 
contrast to the uncertainties in the soil hydraulic properties. 
 
2.2. PROBABILITY MODEL OF UNCERTAIN SOIL PROPERTIES 
In order to incorporate the variability of the soil properties in a reliability 
analysis (particularly when simulation-based techniques are used), there are 
three main tasks involved: (1) statistical inference which attempts to construct 
a probability model based on the actual measurements of the soil properties, 
(2) probabilistic simulation which generates random realizations of input 
parameters based on the probability model and (3) reliability estimation which 
computes the probability of crossing some prescribed limit state. 
Some well-established probability models can be used to characterize the 
variability of the soil properties.  A soil property which exhibits a range of 
values is best modeled as a random variable.  Phoon (2008) explained that the 
random variable model is more consistent than choosing one characteristic 
value of the soil property (e.g. mean value, or the 95% percentile).  Correlated 
properties can be modeled by a random vector consisting of correlated random 
variables.  Properties with spatial correlation can be modeled by a random 
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field.  A random field is a collection of indexed random variables, which are 
not necessarily independent of each other (refer to Vanmarcke 1983, Cressie 
1993, Chiles and Delfiner 1999).  Parameters with temporal variability such as 
rainfall can be modeled by a one-dimensional random field.  A time-varying, 
one-dimensional random field is commonly referred to as a stochastic or 
random process. 
Phoon (2006b) noted that the multivariate probability distributions 
underlying random vectors or random fields are difficult to estimate 
empirically.  A practical procedure for modeling dependent non-Gaussian 
vectors involves at most the marginal distributions and the covariance matrix.  
The key challenge is to find a multivariate distribution function that is 
consistent with this second-order information.  Note that the solution is not 
unique.  It is even more difficult to infer a random field model based on 
limited data.  Some available tools for statistical inference of correlated data 
are summarized in Phoon (2006a, b).  Fenton (1999) summarized several 
second-order statistics which can be used to infer an appropriate random field 
model, namely the correlation function, semivariogram, wavelet coefficient 
variance and spectral density function.  Field and Grigoriu (2009) proposed a 
decision-theoretic method for selecting an optimal model from several models 
which are found to be consistent with the measurement data.  Their method 






2.2.1.Soil-Water Characteristic Curve 
The variability of the soil-water characteristic curve (SWCC) can be 
represented by the variability of its curve-fitting parameters.  Most of the 
probabilistic studies on the SWCC parameters focus on the second-moment 
characterization of each parameter, namely the mean, standard deviation, and 
coefficient of variation (e.g., Sillers and Fredlund 2001, Fredlund et al. 2008).  
Sillers and Fredlund (2001) presented the second moment statistics of SWCC 
parameters for various SWCC fitting equations.  Hills et al. (1992) presented 
some scatter plots to illustrate the correlations between curve-fitting 
parameters.  Similar to most soil properties, SWCC parameters have a strong 
physical bound (e.g. some parameter cannot assume a negative value) which 
dictates that their variability do not follow the normal distribution.  Carsel and 
Parrish (1988) attempted to construct a joint probability distribution function 
for the van Genuchten (1980) SWCC parameters.  The key step is to relate the 
empirical joint non-normal distribution of the SWCC parameters to a standard 
joint normal distribution.  Transforming a non-normal distribution to a normal 
distribution is commonly referred to as translation approach (this will be 
discussed in the subsequent section).  They used the Johnson distribution 
system to perform the translation.  De Rooij et al. (2004) proposed a logarithm 
and double-logarithm translation to model the van Genuchten SWCC 
parameters.  Chapter 4 of this thesis presents an alternate translation model 
based on shifted lognormal distribution to characterize the variability of the 




2.2.2.Soil Saturated Hydraulic Conductivity 
Measurement data have indicated that the saturated hydraulic conductivity ks 
exhibits spatial variation both in the vertical and horizontal direction (e.g. 
Freeze 1975, Hoeksema and Kitanidis 1985, Sudicky 1986, Benson 1991, 
1993, Benson et al. 1994).  Freeze (1975) considered this spatial variation by 
dividing the soil profile into some layers and modeling the hydraulic 
conductivity at each layer as a lognormal random variable.  These random 
variables are assumed as independent of each other, thus the spatial correlation 
between layers is not considered.  Sudicky (1986) conducted permeability 
measurements on a series of cores taken at an aquifer.  The cores are spaced at 
1 m horizontal intervals and each core was subdivided into 0.05 m equal 
length samples, generating a total of 1279 samples.  Each sample was placed 
into a falling head permeameter to determine the hydraulic conductivity.  It 
was shown that the measured conductivity can be modeled as a lognormal, 
stationary random field.  The correlation between samples separated by 
intervals in horizontal and vertical direction can be fitted into an exponential 
autocorrelation function.  The correlation lengths in the horizontal and vertical 
direction are estimated.  Similarly, Hoeksema and Kitanidis (1985) analyzed 
measurement data of 34 aquifers and concluded that the spatial variability of 
soil hydraulic conductivity can be reasonably represented by a lognormal, 
stationary random field with an exponential correlation function. 
Evidence for lognormally distributed hydraulic conductivity has been 
presented in other papers as well.  Freeze (1975) summarized a number of 
works that support the hypothesis of a lognormal distribution for hydraulic 
conductivity based on field measurements.  He also summarized some indirect 
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evidence that supports the lognormal assumption.  For example, grain size 
distributions are widely recognized to be lognormally distributed and 
hydraulic conductivity can be related in a functional way to some 
representative grain size diameter.  Baker and Bouma (1976) found that the 
lognormal distribution can be used to describe the saturated hydraulic 
conductivity of surficial soils.  Johnson et al. (1990) suggested that the 
lognormal distribution is also applicable to ks of compacted soils.  Data 
presented in Benson (1993) showed that site-specific conditions have a strong 
influence on the distribution of ks of compacted soils, but most of the data sets 
can be fitted by three-parameter lognormal distribution. 
The random field model of hydraulic conductivity has been adopted in 
many seepage studies.  Sudicky (1986) used his proposed model of ks (i.e. 
lognormal, stationary random field with exponential correlation function) as 
input in a macro-dispersion analysis.  It was found that the rate of dispersion 
and the mean advection rate computed using the input statistics agrees with the 
observed rate in the field.  Many studies adopted the lognormal random field 
model with exponential correlation function to conduct probabilistic analysis 
of various seepage problems, both for saturated (e.g. Fenton and Griffiths 
1993, 1997, Griffiths and Fenton 1997) and unsaturated soil (e.g. Yeh et al. 
1985 a,b,c, Yeh 1989, Gui et al. 2000).  This probability model is adopted in 
this study and will be described further in Chapter 4. 
 
2.2.3.Other Soil Properties 
There are other soil properties of which the variability is commonly 
considered in the probabilistic analysis of geotechnical problems, particularly 
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for problems related to saturated soil.  A list of second-order statistics (mean 
and coefficient of variation) of various soil properties can be found in Phoon 
et al. (1995) and Phoon and Kulhawy (1999a).  In the stability analysis of 
saturated slope, it has been recognized that the significant properties are the 
shear strength parameters, namely the undrained shear strength cu, the 
effective cohesion c′ and the effective friction angle ′ (Christian et al. 1994, 
El-Ramly et al. 2002, Griffiths and Fenton 2001, 2004, Wang et al. 2010).  
Lognormal distribution can be used to characterize the variability of many soil 
properties.  This is reasonable as soil properties such as c′ and ′ do not 
assume negative values.  Early works in probabilistic slope stability analysis 
modeled cu or c′ and ′ as random variables (Tang et al. 1976, Christian et al. 
1994).  Vanmarcke (1977) modeled cu as a lognormal, stationary random field.  
Subsequent works adopted the random field model for cu, c′ and ′ (Li and 
Lumb 1987, Griffiths and Fenton 2001, 2004, El-Ramly et al. 2002, Fenton 
and Griffiths 2003, Griffiths et al. 2008, 2009, among others).  Correlation 
between c′ and ′ has been recognized (e.g. Cherubini 2000, Fenton and 
Griffiths 2003).  When c′ and ′ are modeled as random fields, this correlation 
is usually ignored due to the complexity of the probability model (e.g. Li and 
Lumb 1987).  In the recent years, this correlation between random fields has 
begun to be considered.  Fenton and Griffiths (2003) presented a practical 
approach to simulate lognormal cross-correlated random fields to represent c′ 
and ′. 
This study focuses on unsaturated slope, where the variability of soil 
hydraulic properties is more significant than the variability of soil strength 
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properties.  Therefore the variability of soil properties other than SWCC and ks 
will not be discussed further. 
 
2.3. SIMULATION OF UNCERTAIN SOIL PROPERTIES 
Over the last decade, simulation of stochastic data has been a more active field 
of research compared to statistical inference / modeling of stochastic data.  
Phoon (2004, 2006b) gave a summary of the available techniques on 
simulation of stochastic data.  The key information in those treatises is briefly 
reviewed here to illustrate the challenges related to the simulation of stochastic 
data.  Methods to simulate univariate random variable with both Gaussian 
(normal) and non-Gaussian distribution are readily available, such as the 
inverse transform method, the composition method and the transformation 
method (refer to probability textbooks e.g. Ang and Tang 1984, Rubinstein 
1981).  Multivariate Gaussian random vector can be simulated using the 
inverse transform method, making use of the Gaussian conditional distribution 
(Ang and Tang 1984).   
For simulation of non-Gaussian random vectors, currently the general 
approach is to apply some nonlinear transforms to the standard Gaussian 
vector. The challenge in translation approach is to determine a Gaussian 
covariance matrix that would yield the target non-Gaussian covariance matrix 
after the nonlinear transform.  The relation of the Gaussian and non-Gaussian 
covariance matrix is available in closed-form only for a few special cases, 
such as lognormal random vectors.  For general non-Gaussian random vectors, 
the simulation can be carried out by expanding the non-Gaussian vector as a 
series of Hermite polynomials with the standard Gaussian random variables as 
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argument (Sakamoto and Ghanem 2002, Phoon 2004). Using these Hermite 
polynomials, no additional computational effort is needed for measurement 
data that cannot be fitted to any classical probability distribution functions.  
Phoon (2006b) summarized that the Gaussian probability model and non-
Gaussian probability models generated from the translation approach are 
sufficiently good for many practical scenarios.  However, there are theoretical 
limitations for translation approach (Arwade 2004, Phoon 2006b) and some 
observed data cannot be modeled using translation vectors.  Potential non-
translation approaches for the simulation of non-Gaussian random vectors 
include copula theory (Schweizer 1991) and non-Gaussian Karhunen-Loeve 
expansion (Ghanem and Spanos 1991, Phoon et al. 2005). 
A number of works on simulation of random processes / fields (e.g. 
Fenton and Vanmarcke 1990, Shinozuka and Deodatis 1991, Deodatis 1996, 
Popescu et al. 1998, Deodatis and Micaletti 2001, Phoon et al. 2002a, Phoon et 
al. 2002b, Puig et al. 2002, Sakamoto and Ghanem 2002, Phoon et al. 2005) 
demonstrate the theoretical and computational challenges involved.  
Simulation of random field is usually more efficient in the frequency domain.  
A random field can be represented as a series expansion in the frequency 
domain, involving a set of deterministic basis functions with corresponding 
random coefficients.  For example, the spectral representation method 
(Shinozuka and Deodatis 1991) simulate one-dimensional, stationary, 
Gaussian random field using cosine / sine-cosine functions and uncorrelated 
random variables as the random coefficients.  The coefficients are standard 
normal random variables (for the sine-cosine series) or uniform random 
variables (for the cosine series).  Another example of series expansion for 
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simulation of Gaussian field is the Karhunen-Loeve expansion which uses 
orthogonal deterministic basis functions and standard normal random variables 
as the random coefficients (Ghanem and Spanos 1991, Huang et al. 2001). 
Similar to the non-Gaussian random vectors, the simulation of non-
Gaussian random fields is mostly based on the translation approach, i.e. using 
nonlinear transforms of the standard Gaussian field.  The Hermite polynomials 
method is applicable for non-Gaussian random fields (see Sakamoto and 
Ghanem 2002, Puig et al. 2002, Field and Grigoriu 2004).  An example of 
non-translation approach for non-Gaussian field is to use the Karhunen-Loeve 
expansion with uncorrelated non-Gaussian random variables as the random 
coefficients (Phoon et al. 2002, Phoon et al. 2005).  The distribution of these 
random variables is initially taken to be the same as the target marginal 
distribution of the field and updated iteratively until the simulated field 
achieves the target marginal distribution.  Simulation of multiple random 
fields which are correlated to each other, referred to as cross-correlated 
random fields or vector fields, have also been explored (e.g. Deodatis 1996, 
Popescu et al. 1998).  In summary, the simulation of random vectors or 
random fields (Gaussian, translation and non-translation non-Gaussian) is 
generally based on some underlying random variables which can be simulated 
readily. 
 
2.4. RELIABILITY ASSESSMENT 
The focus of reliability assessment is to estimate the probability of failure 
given uncertainties in the input parameters.  Other important outcomes include 
information on the variability of some response parameters, e.g. the mean and 
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coefficient of variation of the slope factor of safety.  In general engineering 
problems, a failure event can be defined as the state where the response or the 
performance g(X) is less than a threshold value, where X = [X1, X2, …, Xn] 
denotes all the random variables involved in the problem.  These are the 
underlying random variables used in simulation of the random vectors or 
random fields which characterize the uncertainty in the resistance (e.g. soil 
properties), in the loading (e.g. rainfall infiltration), and model uncertainty.  
As the input parameters X consists of n random parameters, a ‘failure region’ 
can be defined as the region in the n-dimensional random space such that all 
states in the region leads to a failure event.  Let F denotes both the failure 
event and the failure region.  The estimation of probability of failure is 
discussed in this section.  The performance function g(X) of an unsaturated 
slope under rainfall will be formulated in Chapter 3. 
It is generally assumed that the underlying random variables have a 
continuous n-dimensional joint probability density functions (JPDF) denoted 
by fX.  In terms of the JPDF fX and the failure region F, the probability of 
failure of general systems can be written as (see e.g. Ang and Tang 1984) 




XF (x)dxfFPP X  (2.1) 
The above equation shows that the estimation of failure probability requires 
solving a multidimensional integral, which is only feasible for a few specific 
problems.  Therefore, many reliability estimation techniques have been 
developed to provide good estimates of the failure probability. 
Most reliability estimation techniques are intended for problems with 
single failure mode.  However, engineering problems often involve multiple 
failure modes, i.e. there are several potential modes of failure, in which the 
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occurrence of any one of the potential failure modes will constitute failure of a 
system (Ang and Tang 1984).  For example, a building foundation may fail 
due to inadequate bearing capacity or excessive settlement.  The rainfall-
induced slope failures studied here also involves multiple failure modes as the 
location of the failure / slip surface is not known a priori, even when the 
infinite slope model is adopted for the stability analysis.  In classical slope 
stability analysis, the failure surface of an infinite slope always occurs at the 
base of the slope.  In contrast, for unsaturated slope the shear strength at each 
soil layer is governed not only by depth but also by the matric suction in the 
soil, which varies with depth.  As a result, the lowest shear strength is not 
always found at the base of the slope.  This is more in agreement with 
observed shallow failures.  When the spatial variability of the soil is 
considered in the analysis, the location of the failure surface becomes even 
harder to predict.  Consequently, analysis of rainfall-induced slope failures 
requires reliability estimation techniques which are capable of handling 
multiple failure modes.  In such cases, which is often referred to as system 
reliability problems, the failure event F is defined by one or more of the 
performance functions being less than a threshold value.  Thus the 
performance function of a system g(X) consists of unions and/or intersections 
of the performance functions of components in the system. 
Despite over three decades of research into the evaluation of the 
reliability of engineering systems, the computation of failure probability of 
complex systems remains a challenge (Ma and Ang 1981, Ang and Tang 1984, 
Quek and Ang 1990, Schueller and Pradlwarter 2007).  With simple systems, 
the classical approach is to estimate the failure probability based on the union 
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and/or intersections of performance functions of components. Tractable 
methods such as first- and second-order probability bounds or point estimation 
(PNET) are commonly advocated (Ma and Ang 1981, Ang and Tang 1984).  
As the number of components become large and their inter-dependency gets 
more complex, such methods may become computationally demanding, 
inaccurate or difficult to apply.  Simulation-based methods are more 
appropriate for such problems. 
 
2.4.1.Reliability Estimation Techniques 
The techniques found in the literature can be grouped into two general types, 
namely the analytical and the simulation-based methods according to whether 
the random parameters set X are treated with probability theory or with tools 
of statistics (Hurtado 2004).  Examples of analytical methods are those 
methods based on the Taylor-series expansion of the limit state function, such 
as First Order Reliability Method (FORM) and Second Order Reliability 
Method (SORM).  These methods estimate the failure probability based on the 
nearest distance from the limit state function to the origin in the standard 
normal space (Ang and Tang 1984, Schueller and Stix 1987).  FORM 
approximates a nonlinear limit state function by a linear function.  SORM uses 
a second order polynomial to approximate the non-linear limit state function.  
Both methods suffer from high-dimension limitation as the ability to 
approximate the actual limit state (a nonlinear multi-dimensional surface) by a 
linear / plain surface decreases considerably with the increase in the random 
dimension (Hurtado 2004, Pradlwarter and Schueller 2010).  Schueller et al. 
(2004) suggested that the linear approximation becomes difficult for random 
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dimension higher than 30.  Furthermore, the computational effort of these 
methods also increases considerably with the increase in the random 
dimension (Hurtado 2004, Pradlwarter and Schueller 2010). 
More critically, these methods are not directly suited to deal with system 
reliability problems, i.e. problems with multiple limit state functions.  The 
unsaturated slope problem studied in this thesis may involve moderately high 
dimensional random space (due to the spatial variability of soil) as well as 
multiple potential failure modes.  Previous works which use FORM to 
estimate the probability of slope failure (e.g. Christian et al. 1994, Hassan and 
Wolff 2000) requires some simplification such as ignoring the spatial 
variability or prescribing the slip surface to avoid multiple failure modes.  
Ching et al. (2009, 2010) highlighted that FORM underestimates the 
probability of slope failure because slope stability problems are intrinsically 
system reliability problems with multiple failure modes and FORM is only 
able to find one particular mode.  Due to these limitations, reliability 
estimation techniques based on FORM / SORM will not be pursued further in 
this thesis.  
In simulation-based methods, samples of random input parameters X are 
generated and the probability of failure is then estimated from statistical 
analysis of these samples.  Thus a basic requirement for this class of methods 
is that (a) a probability model of the random input parameters has been 
developed and (b) an efficient method is available for simulating samples 
according to the probability model.  These two requirements have been 
discussed in Sections 2.2 and 2.3.  The most basic simulation-based method is 
the direct Monte Carlo simulation which generates samples of X 
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independently with identical distribution (refer to probability textbooks such 
as Ang and Tang 1984, Rubinstein 1981).  Using Monte Carlo simulation 











1~ X  (2.2) 
in which 
P̃F is the estimated probability of failure; 
IF is the indicator function which takes the value of 1 when X  F and zero 
otherwise; 
Nt is the number of samples, also called sample size; and 
subscript j denotes realization number. 
The estimator P̃F is a random variable with mean of PF, thus it is an 
unbiased estimator of PF.  In general, the efficiency of any simulation-based 
methods can be measured by the coefficient of variation (c.o.v) of the 
estimator.  For MCS, the c.o.v of the estimator is (e.g. Ang and Tang 1984): 
        2/1/1~ tFFF NPPPV   (2.3) 
The main advantage of MCS is its generality, in the sense that the 
nonlinearity of the performance function, the number of performance 
functions, and random-space dimension does not affect the applicability and 
efficiency of MCS.  Equation (2.3) shows that the efficiency of MCS depends 
only on the failure probability and the sample size.  MCS can estimate system 
reliability using a combination of union and intersection of the component 
failure events.  On the other hand, MCS is not efficient for problems with low 
probability of failure as a large number of samples is required to obtain a 
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sufficiently accurate probability estimator.  As a rule of thumb, it requires 
approximately 10 / PF samples to estimate PF with a 30% c.o.v. 
Other simulation methods have been proposed to address the limitation 
of MCS, while attempting to retain most of its generality.  The aim of such 
methods is to reduce the required sample size to achieve a certain c.o.v of the 
estimator V[P̃F].  Classical variance reduction techniques such as antithetic 
variates are reviewed in reliability textbooks (e.g. Ang and Tang 1984).  
Importance sampling attempts to reduce V[P̃F] by concentrating the samples in 
the ‘important’ regions, i.e. the regions which mainly contribute to the failure 
probability instead of spreading the samples over the full range of the random 
parameters.  This is achieved by simulating samples according to an 
importance sampling density (ISD) instead of its original distribution fX.  A 
popular strategy (Schueller and Stix 1987, Melchers 1987, Papadimitriou et al. 
1997, Der Kiureghian and Dakessian 1998) is to construct the ISD based on 
one or more design point(s), that is the points that have the highest probability 
density among all other points in their neighborhood and are located within the 
failure region.  Another strategy, referred to as adaptive sampling, is to 
construct the ISD based on samples of the failure domain generated 
beforehand.  Ang et al. (1992) generated random samples in the failure domain 
using MCS and the importance sampling density was constructed based on 
these samples using a kernel method.  Bucher (1988) computed the mean and 
covariance of the failure samples generated beforehand and constructed the 
importance sampling density as a multivariate normal distribution with the 
computed mean and covariance.  Au and Beck (1999) utilized Markov chain 
simulation to further develop the kernel sampling density introduced by Ang 
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et al. (1992).  They used Markov Chain Monte Carlo method, in particular the 
Metropolis algorithm (Metropolis et al. 1953), to generate random samples in 
the failure domain efficiently.  Similar to MCS, importance sampling can 
estimate the system reliability using a combination of union and intersection 
of the component failure events.  Ching et al. (2009, 2010) applied importance 
sampling to slope reliability analysis.  They showed that importance sampling 
provides an unbiased estimate of the actual probability of slope failure.  
However, only two random variables are involved in their analysis.  A serious 
limitation of the importance sampling concerns its applicability to problems 
with high-dimensional random space.  Au and Beck (2003b) observed that the 
c.o.v of the importance sampling estimator may grow systematically as the 
random space dimension increases.  It was found that ISD based on design 
points are applicable in high dimension (involving more than 100 random 
variables) only if the covariance matrix associated with each design point is 
close to the identity matrix.  They also highlighted that ISD based on pre-
samples / adaptive sampling is generally not applicable in high dimension.  Au 
and Beck (2001b) proposed an importance sampling density constructed as a 
weighted sum of conditional PDFs.  It was shown that this ISD is applicable in 
high dimension (up to 1500 random variables are involved), but this ISD is 
applicable only for linear dynamical systems.  Linear systems mean that the 
relationship between the input parameter and the output / response quantity of 
interest is linear.  As unsaturated slope problem is obviously nonlinear, this 





Another simulation technique that utilize Markov Chain Monte Carlo is subset 
simulation (Au and Beck 2001a, 2003a).  Subset simulation was originally 
proposed in engineering application for reliability assessment of structures 
against seismic excitation.  This technique attempts to overcome the 
inefficiency of MCS in estimating small probabilities by expressing the failure 
probability as a product of larger conditional probabilities.  This is achieved 
by defining a sequence of intermediate failure events.  The main task in this 
technique is to simulate the conditional samples, which can be accomplished 
by Markov chain simulation.  The Metropolis-Hastings algorithm (Metropolis 
et al. 1953, Hastings 1970) is employed to simulate the Markov chain samples.  
The gain in efficiency achieved by using conditional samples comes with the 
cost of the correlation between the samples which increase the variance of the 
estimator.  In the structural dynamics problems studied by Au and Beck 
(2003a), it has been demonstrated that subset simulation requires significantly 
smaller sample size than MCS to achieve a sufficiently accurate estimator.  
Schueller et al. (2004) observed that subset simulation shows a better 
performance than FORM, SORM, importance sampling, and line sampling in 
terms of its efficiency and its ability to handle problems with multiple failure 
domains, multiple design points, and high dimensionality.  Furthermore, 
similar to MCS, subset simulation can estimate the failure probability of 
general systems using a combination of union and intersection of the 
component failure events.  Hence subset simulation is a potential technique for 
reliability assessment of unsaturated slope. 
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An attractive feature of subset simulation is that the efficiency of subset 
simulation is governed by the efficiency of the Metropolis-Hastings algorithm.  
In the field of statistics, several modifications on the Metropolis-Hastings 
algorithm have been proposed (see Tierney and Mira 1999 for a review).  The 
advantage of such modifications in the framework of subset simulation and 
reliability estimation are discussed in more detail in Chapter 5. 
 
2.5. CONCLUDING REMARKS 
Uncertainties involved in the analysis of rainfall-induced slope failures have 
been summarized, with emphasis on the variability of the soil-water 
characteristic curve (SWCC) and saturated hydraulic conductivity.  In order to 
incorporate the variability in the analysis, there are three main tasks involved: 
(1) construct a probability model based on the stochastic data of the soil 
properties, (2) simulate random realizations of input parameters based on the 
probability model and (3) estimate the probability of failure, i.e. the 
probability of the system performance being less than a threshold value.  
Available probability models for SWCC, hydraulic conductivity, and other 
soil properties have been reviewed.  Available techniques to simulate the soil 
properties based on their probability model have been summarized.  
Simulation-based techniques for estimation of system reliability have been 
discussed.  Among those techniques, subset simulation appears to be suitable 
for reliability assessment of unsaturated slope, due to its applicability to 
problems with high-dimensional random space, multiple failure modes and 
nonlinear performance functions.  Performance function of the unsaturated 
slope and the failure definition will be formulated in Chapter 3. 
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Chapter 3. Unsaturated Seepage and Slope Stability 
Analysis 
 
This chapter provides a summary of the physical and / or numerical models 
used in this thesis to analyze rainfall-induced slope failure.  This is followed 
by the formulation of the performance function and the definition of failure, 
which are essential in reliability assessment.  It is clear that the performance 
function is related to the slope stability, and failure is caused by water 
infiltration.  Therefore, quantification of the soil suction loss due to infiltration 
and contribution of suction to the slope stability are required in order to 
formulate the performance function. 
The rate of suction loss is studied by conducting unsaturated seepage 
analysis.  Many studies conducted transient seepage analysis using the finite 
element method (Gasmo et al. 2000, Rahardjo et al. 2001, Cho and Lee 2002, 
Tsaparas et al. 2002, Rahardjo et al. 2007).  Some other studies used steady 
state solution (Lu and Griffiths 2004, Griffiths and Lu 2005, Lu and Godt 
2008, Phoon et al. 2009).  The concepts of unsaturated seepage, its finite 
element formulation, and some available analytical solutions are summarized 
in Sections 3.1 – 3.3. 
Slope stability is generally analyzed using limit equilibrium methods 
(Gasmo et al. 2000, Rahardjo et al. 2001, Tsaparas et al. 2002, Rahardjo et al. 
2007).  Finite element has begun to be used in slope stability analysis 
(Griffiths and Lu 2005), but the limit equilibrium methods are still more 
commonly used.  As highlighted in Chapter 2, some studies (Tang et al. 1976, 
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Christian et al. 1994, Tang et al. 2010) showed that the limit equilibrium 
methods produce unbiased estimate of slope’s factor of safety and the model 
uncertainty is not significant.  It has been suggested (Cho and Lee 2002, 
Collins and Znidarcic 2004, Phoon et al. 2009) that the infinite slope model 
can be used to analyze rainfall-induced slope failures.  The stability of an 
infinite slope will be presented in Section 3.5. 
Section 3.6 provides validation of the numerical models adopted in this 
study.  The pressure head solution of seepage analysis obtained using a finite 
element program is compared to available analytical solutions.  For the slope 
stability analysis, the factor of safety and the depth of failure obtained using 
the infinite slope model is compared to field observations of some real slope 
failures.  The chapter ends with formulation of the performance function based 
on the numerical models discussed. 
It is acknowledged that the numerical models adopted in this study do 
not address all aspects of the physical problem.  As illustrated in Fig. 1.1, 
rainfall-induced landslide is a complex problem.  To make a detailed 
uncertainty study of such landslide feasible, the physical problem is 
specialized into one of one-dimensional infiltration of rainfall precipitation 
(downward flux) from the slope surface.  It is acknowledged that there are 
other issues beside infiltration that may affect pore water pressure, and will 
ultimately affect stability and the probability of slope failure.  For instance, the 
surface boundary is a flux boundary with both downward and upward fluxes 
depending on atmospheric conditions.  This study focuses on infiltration and 
does not cover evaporation.  Discussions on evaporation and the recovery of 
matric suction (negative pore water pressure) during dry periods can be found 
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in Rezaur et al. (2003) and Phoon et al. (2009), among others.  The presence 
of vegetation also affects the soil near surface.    Vegetation may intercept 
rainfall, thus reducing the water available for infiltration.  The lost of moisture 
due to transpiration also affects the pore water pressure.  Furthermore, roots 
may provide reinforcement for the soil near surface.  Further discussions on 
the role of vegetation on seepage and slope stability can be found in Greenway 
(1987) and Phoon et al. (2009). 
 
3.1. GOVERNING EQUATION OF SEEPAGE THROUGH 
UNSATURATED SOIL 
The flow of water through soil is governed by the mass conservation law and 
Darcy’s law.  In Darcy’s law, the fluid flow can be written in terms of 
hydraulic conductivity and hydraulic gradient as follows, 
 dzdHkq /   (3.1) 
in which 
q is the flow flux, that is the volume of water passing through a unit cross-
sectional area per unit time (negative q denotes infiltration); 
k is the hydraulic conductivity in the direction of the flow; and 
H is the total head, which is the summation of pressure head h and elevation z. 
Substituting Darcy’s law into the mass conservation law gives the 












   (3.2) 
in which 
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 is the volumetric water content in the soil; and 
t is time. 
The above equations are presented in one-dimensional form for clarity 
and they are applicable to the case of the infinite slope model adopted in this 
study (Section 3.5).  Nevertheless, the principle of seepage reviewed here 
applies to two- and three-dimensional seepage as well. 
Equations (3.1) and (3.2) are applicable to both saturated and unsaturated 
seepage (Lu and Likos 2004).  The key distinction is that in unsaturated soil, 
the soil water content and hydraulic conductivity are functions of the soil 
matric suction or the degree of saturation, while in saturated soil both 
properties do not change with pore water pressure.  For saturated soil, the 
conductivity is equal to the saturated conductivity (k = ks) and the water 
content is equal to the porosity n (also referred to as the saturated water 
content s).  For unsaturated soil, the conductivity and the water content are 
functions of matric suction.  Note that matric suction is related to the pressure 
head as  = -γw h, in which γw is the unit weight of water and negative pressure 
head corresponds to positive matric suction. 
For unsaturated seepage, as the water content is a function of suction, the 







in which  
λw is the specific storage capacity which is equal to mwγw; and 
mw is the slope of the soil-water characteristic curve. 
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Substituting Eq. (3.3) into Eq. (3.2) gives the governing equation of one-













   (3.4) 
The above equation is Richards equation which is the basis of unsaturated 
seepage analysis.  As can be seen from the equation, there are two constitutive 
equations which define the hydraulic properties of unsaturated soils, namely 
the soil-water characteristic curve (SWCC) and the hydraulic conductivity 
function.  SWCC describes the relation between volumetric water content θ 
and matric suction while the conductivity function describes the relation 
between hydraulic conductivity k and θ (or k and matric suction).  Both 
relations are generally nonlinear. 
 
3.1.1.Constitutive Equations of Unsaturated Soil 
The ability of the soil to store water is defined by the SWCC, which describes 
the relation between soil volumetric water content and soil matric suction.  As 
suction increases, water is progressively removed from the soil.  The 
volumetric water content θ defines the amount of water contained within the 
soil pores.  SWCC provides the key relationship in describing the behavior of 
an unsaturated soil.  Once SWCC is known, it can be used to determine other 
properties of the unsaturated soil, including the hydraulic conductivity 
function. 
   Over the years, many equations have been suggested to fit soil water 
content obtained from field or laboratory measurements (Gardner 1958, van 
Genuchten 1980, Fredlund and Xing 1994, among others).  Reviews on 
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several widely-used SWCC models can be found in Leong and Rahardjo 
(1997a) and Sillers and Fredlund (2001).  The SWCC model of van Genuchten 
(1980) is adopted in this study.  This model is among the most well 
established SWCC models.  The model is given by: 
   1/11  nnrs r aθθ θθ   (3.5) 
in which  
 is the normalized water content; 
 is the volumetric water content; 
r and s are the residual and saturated volumetric water content, respectively; 
a is the curve-fitting parameter inversely related to the air-entry value; 
n is the curve-fitting parameter related to the pore size distribution; and 
ψ is the matric suction.  
This SWCC model will be discussed further in Chapter 4. 
The conductivity function can be developed based on field or laboratory 
measurements of hydraulic conductivity, or be predicted based on the SWCC.  
As with the SWCC, many mathematical models have been proposed to 
describe the conductivity function (Gardner 1958, Brooks and Corey 1964, 
Mualem 1976, among others).  Leong and Rahardjo (1997b) and Fredlund et 
al. (1994) reviewed various models of conductivity function.  Gardner (1958) 
model takes the form of an exponential function, hence it is commonly used to 
derive analytical solutions to Richards equation (Eq. 3.4).  Gardner model is 
adopted in this study so that the numerical results can be validated by 
available analytical solutions.  This conductivity function is given by 
  akk s  exp  (3.6) 
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in which ks is the saturated hydraulic conductivity. 
The “a” parameter in Eq. (3.5) and Eq. (3.6) are not necessarily 
equivalent, but both are related to the value of suction at which air starts to 
enter the soil pores (air-entry value).  Without sufficient measurement data of 
unsaturated conductivity, it is not unreasonable to assume the same value for 
both parameters (see e.g. Lu and Griffiths 2004, Srivastava and Yeh 1991). 
The SWCC and conductivity function are generally not unique for the 
drying and wetting process.  Hysteretic behavior is observed when the soil is 
subjected to alternating wetting and drying conditions (Lu and Likos 2004).  
Theoretically, the wetting curve should be used for infiltration problems and 
the drying curve for evaporation problems.  However, many of the published 
literature and available database present only the drying curve.  SWCC is 
commonly measured in the drying path due to increased difficulty in 
experimentally measuring the wetting path (Phoon et al. 2009).  In view of this 
limitation, the drying curve is adopted to analyze infiltration problems in this 
study.  This approach is commonly used in numerical analysis of rainfall-
induced landslides (e.g. Gasmo et al. 2000, Rahardjo et al. 2001, Tsaparas et 
al. 2002).  Another possible approach is to predict the wetting curve from the 
drying curve, for example by assuming that “a” for the wetting curve is twice 
of “a” for the drying curve (Kool and Parker 1987, Luckner et al. 1989).  
Using this approach, Chong et al. (2000) showed that using the drying curve to 
analyze infiltration problem leads to a deeper wetting front and thus it 
underpredicts the factor of safety of the slope.  Thus ignoring hysteresis in 
infiltration analysis produces a conservative estimate of slope stability.  This 
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approach is not adopted in this thesis as the prediction of the wetting curve 
based on the drying curve will introduce an additional uncertainty.  
 
3.2. TRANSIENT ANALYSIS OF UNSATURATED SEEPAGE 
Due to the nonlinearity of the constitutive equations, analytical solution to the 
flow equation (Eq. 3.4) is available only for few cases with simple initial and 
boundary conditions.  For general unsaturated seepage analysis, numerical 
approximations using finite element or finite difference approach is more 
popular.  Even when numerical approach is used to solve the flow equation, 
the available analytical solutions are useful as they provide a benchmark for 
validating the numerical results.  A worth-noting analytical solution has been 
proposed by Srivastava and Yeh (1991) for homogeneous and two-layered soil 
profile.  Using Gardner conductivity function and an exponential SWCC, they 
derived the pressure head profile at a given time due to infiltration. 
 
3.2.1.Finite Element Formulation of Richards Equation 
Finite element programs for seepage analysis basically solve Richards 
equation (Eq. 3.4) by applying Galerkin’s weighted residual method.  
Examples of such programs are the commercial software SEEP/W (Geoslope 
2007) and a non-commercial program THFELA (Cheng et al. 2008, Cheng 
2008).  Using Galerkin’s method, the finite element formulation of the flow 
equation is as follows (Geoslope 2007, Cheng 2008), 
        QHKHM t   (3.7a) 
in which 
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       
A
T
w dANNsM   (3.7b) 
        
A
T dABkBsK  (3.7c) 
     dLNqsQ T  (3.7d) 
In the above equations, 
{H}t is the vector of time derivative of total head, ∂H/∂t, at nodal points; 
 [k] is the element hydraulic conductivity matrix; 
{N} is the interpolating function; 
[B] is the gradient matrix; 
q is the applied infiltration flux across the side of an element; 
L is the boundary of the element; 
A is the area of element; and 
s is the element thickness. 
To obtain the total head at a given time, a finite difference approximation 
scheme is adopted.  Using the backward finite difference method, the finite 
element equation can be expressed as 
           jjj HMQtHMKt   11  (3.8) 
in which  
{Hj}is the vector of total head at time step j; 
{Qj}is the vector of nodal flux at time step j; and 
Δt is the time step used in the numerical computation.  
   Equation (3.8) shows that the hydraulic conductivity must be known in 
order to calculate the pressure head.  On the other hand, Eqs. (3.5) and (3.6) 
show that the soil SWCC and hydraulic conductivity are a function of pressure 
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head.  Therefore an iterative scheme is required to obtain the solution of Eq. 
(3.8) for each time step j.  The iteration is performed until the results satisfy 
the convergence criterion or until the number of iteration reaches a prescribed 
maximum.  A commonly used measure of convergence is the Euclidean norm 
of the pressure head vector.  The solution is deemed to have converged when 
the percentage difference in the pressure head vector norm between two 
consecutive iterations is less than a user specified tolerance value.  This 
measure of convergence is used in SEEP/W as well as in THFELA. 
It has been observed (Celia et al. 1990, Thomas and Zhou 1997, Tan et 
al. 2004, Cheng et al. 2008) that when the finite element formulation is applied 
to solve the transient seepage equation, some numerical problems are 
encountered, such as numerical oscillations and slow convergence.  Numerical 
oscillations refer to the phenomenon where the calculated solution oscillates 
around the correct value.  The calculated solution may be higher than the 
correct value for one time step; and it may be less than the correct value for 
the next time step.  Slow convergence means that the convergence of the 
results was found to take place slowly with decreasing mesh-size and time-
step size.    
Due to the complexity of the problems, numerical analyses of 
unsaturated transient seepage problems are usually performed using a 
relatively coarse mesh and large time-step size.  For reliability analysis which 
generally requires performing the numerical analysis many times, using 
refined mesh and small time-step size will increase the computational cost 
significantly.  This may be impractical, unless more powerful computational 
means such as parallel computing is adopted.  If slow convergence is 
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encountered, the solution obtained from the numerical analysis might not be 
accurate.  This inaccuracy may lead to erroneous estimates of slope stability. 
 
3.2.2.Program THFELA  
Several techniques have been proposed to handle the numerical problems, 
including various under-relaxation techniques (Paniconi and Putti 1994, Tan et 
al. 2004).  Finite element program THFELA (Cheng 2008, Cheng et al. 2008) 
attempted to achieve a more robust solution by combining the under-relaxation 
technique and the rational transformation method.  Cheng et al. (2008) 
demonstrated that this combined approach leads to an improved convergence 
rate with respect to refinement in spatial and temporal discretization compared 
to where only under-relaxation or transformation method alone is applied.  To 
further improve the robustness and efficiency of the program, temporal 
adaptive schemes are provided in THFELA.  In addition, it is a non-
commercial program so that the source code can be easily modified to suit 
probabilistic analysis.  Due to these reasons, THFELA is used to perform 
transient seepage analysis in this study.  Basic features of the program are 
reviewed briefly in this section. 
The basic idea of the transformation approach is to define a transformed 
head p to reduce the nonlinearity of the solution profiles.  In this way, 
transformation approach can overcome inefficiencies in the numerical solution 
caused by the strong nonlinearity of the soil hydraulic properties.  THFELA 
adopts the rational transform functions proposed by Pan and Wierenga (1995).  
















p t  (3.9) 
in which βt is the transform parameter.  Cheng (2008) discussed the choice of 
βt for various soil-textures. 
With this transformation, the finite element formulation in Eq. (3.7) 
becomes:  
              }{*** 11 zKtpMQtpMKt jjj    (3.10a) 
in which  
       
A
T dANNsM **   (3.10b) 
         
A









 *  (3.10e) 
{pj}is the vector of transformed head at time step j; and 
[k]* is the transformed element hydraulic conductivity matrix. 
As aforementioned, an iterative scheme is required to obtain the solution 
at each time step.  During the iterative process, under-relaxation strategies are 
often employed to improve the rate of convergence within a time step, 
especially for steep hydraulic conductivity functions.  The under-relaxation 
used in THFELA defines the head at the current iteration of the current time 
step as the average of the head at previous time step and the head at the 
previous iteration of the current time step.  This form of under-relaxation 
(referred to as UR1 in Cheng et al. 2008) is commonly adopted by commercial 
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software such as SEEP/W.  The difference is that in THFELA, the under-
relaxation is applied to the transformed head instead of the pressure head. 
In most unsaturated flow simulation methods, usually fixed spatial grids 
and fixed time steps are used.  This fixed discretization may not be adequate if 
the behavior of the solution changes within the simulation.  For such cases, the 
chosen mesh-size and time step may be suitable for the initial condition but 
they may become either too large (sacrificing accuracy) or too small (wasting 
computational time).  To handle this problem, THFELA provides a temporal 
adaptive scheme, namely a heuristic time adaptive scheme and an automatic 
time adaptive scheme.  The time adaptive scheme is particularly useful when 
THFELA is employed for reliability analysis.  In reliability analysis, the fixed 
time step suitable for one realization may be too large or too small for another.  
With the time adaptive scheme, the same initial time step can be used for all 
realizations and the time steps will be adjusted within each simulation. 
The heuristic scheme adjusts the step size empirically according to the 
number of iterations required for convergence of the non-linear solver.  When 
the number of iteration required to reach convergence within a time step is less 
than a prescribed minimum (fast convergence), the size for the next time step 
is increased.  When the number of iteration exceeds a prescribed maximum, 
the time step size is reduced. 
   The automatic temporal adaptive scheme uses a numerical estimate of the 
local temporal truncation error and selects the time step size for the next time 
step based on the value of this error estimate to constrain the temporal error 
near a user-prescribed tolerance.  Details on the automatic scheme and 
discussions on the advantages of each scheme can be found in Cheng (2008).  
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The heuristic time-adaptive scheme is used in this study due to its simple 
implementation. 
 
3.3. STEADY STATE ANALYSIS OF UNSATURATED SEEPAGE 
After a certain time, the infiltration will reach a steady state at which the soil 
water content / storage of water no longer changes with time.  Steady state 
analysis of unsaturated seepage is relatively simpler than the transient analysis 
as it does not require calculation of the change in storage of water with time.  
Thus the SWCC needs not be considered in the analysis.  Only one 
constitutive equation is involved in the analysis, namely the conductivity 
function.  As steady state analysis is relatively simpler, analytical solutions are 
available.  The analytical steady state solution is commonly used to conduct 
parametric studies or to study more complex problems related to unsaturated 
seepage, e.g. seepage through multi-layered soil profile (Warrick and Yeh 
1990, Yeh 1989).  Lu and Griffiths (2004) suggested that the unsaturated zone 
at 3 – 100 m below the ground surface is generally a steady zone and 
infiltration through this zone can be sufficiently analyzed by steady state 
analysis.  
Given a constant flux q throughout the duration of analysis, matric 
suction will continually decrease with time.  As a result, the stability of the 
slope also continually decreases.  The stability of the slope at steady state is 
thus the lower bound of the slope stability. 
For steady flow, there is no change in storage of water with time and the 
right hand side of Eq. (3.4) becomes zero.  Yeh (1989) derived an analytical 
solution of the steady state pressure head by substituting Gardner’s 
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conductivity model into Darcy’s law (Eq. 3.1).  By integration, the steady state 
pressure head becomes 




h //exp)exp(ln1 0    (3.11a) 
in which h0 is the prescribed pressure head at z = 0.   
For homogeneous soil, Eq. (3.11a) only applies for negative pressure 
head, h ≤ 0.  A physical explanation on why positive pressure head should not 
be encountered in homogeneous profile of unsaturated soil is given in Cheng 
(2008).  This physical constraint of h ≤ 0 causes Eq. (3.11a) to be valid only 
when the infiltration flux is less than the saturated hydraulic conductivity (see 
Lu and Griffiths 2004 for details), that is 
 01/  hkq s  (3.11b) 
Apart from this physical constraint, there is a mathematical constraint 
that the quantity in the bracket of the logarithm should be greater than zero 
(Lu and Griffiths 2004).  This leads to the second condition for Eq. (3.11a) to 
be valid 
  qkza sw /1ln   (3.11c) 
Yeh (1989) showed that Eq. (3.11a) is applicable to multi-layered soil 
profile.  For such profile, the pressure head is obtained by applying Eq. (3.11a) 
recursively, starting from the lowest layer.  Assuming that the saturated 
conductivity is constant within one layer (i.e. ks(z) = ks,i for zi-1 ≤ z ≤ zi), the 
pressure head at elevation zi can be calculated based on the pressure head at 
lower elevation zi-1.  The head is given by, 




1    (3.12) 
in which 
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hi-1 and hi are respectively the pressure head at elevation zi-1 and zi ; and 
ks,i is the saturated hydraulic conductivity of layer i. 
Note that it is possible for positive pressure head to be developed in 
layered soil.  A clear example is when the soil consists of a more permeable 
layer overlaying a less permeable layer.  When such soil profile is subjected to 
rainfall, the infiltration front reaches to the bottom of the top layer quickly due 
to its high conductivity, but then it is difficult to infiltrate deeper due to the 
lower conductivity of the soils at lower layers.  Thus, the rainfall water 
accumulates in the top layer, which may form a saturated zone with positive 
pressure head (Cheng 2008).  Some field investigations on slopes under 
rainfall revealed that positive pore water pressures can be developed in the top 
layer of the slope (e.g. Tsaparas et al. 2003).  Hence, there is some empirical 
support for this explanation.  As the physical constraint of h ≤ 0 no longer 
applies for infiltration through multi-layered soil profile, Eq. (3.12) is valid 
even when q > ks,i in one or several layers.  However, Eq. (3.12) is not valid 
when the infiltration flux is higher than the conductivity in the top layer.  In 
such case, the excess flux will flow as run-off, which cannot be modeled using 
1D, steady state analysis. 
 
3.4. STABILITY OF UNSATURATED INFINITE SLOPE 
As mentioned in Chapter 1, many rainfall-induced slope failures occur at 
shallow depth.  More specifically, rainfall-induced slope failures often occur 
with shallow failure surfaces oriented parallel to the slope surface (Rahardjo et 
al. 1995, Duncan and Wright 2005).  These characteristics allow the use of an 
infinite slope assumption (Cho and Lee 2002, Collins and Znidarcic 2004, 
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Phoon et al. 2009).  If each slice of an infinitely long slope is subject to the 
same amount and intensity of rainfall, an individual slice can be treated as a 
one-dimensional (1D) soil column subject to vertical infiltration (Collins and 
Znidarcic 2004).  Hence 1D seepage analysis may be sufficient for such 
analysis.   
Collins and Znidarcic (2004) compared the results obtained using the 
infinite slope model to 2D analysis results.  It was shown that the infinite slope 
model is able to capture the mechanisms of rainfall-induced slope failure.  
Phoon et al. (2009) predicted the failure depth and the rainfall intensity which 
trigger failure of some case studies.  They showed that their predictions 
generally agree with field observations.  The infinite slope model is therefore 
adopted in this thesis. 
The pressure head obtained from seepage analysis is used to calculate the 
stability of the slope.  Matric suction is calculated from the pressure head as 
ψ= -γw h.  To account for the matric suction, the effective stress in an 
unsaturated soil element can be written as (Bishop 1959) 
     au'  (3.13) 
in which  
σ' is the effective stress; 
σ is the total stress; 
ua is the pore-air pressure; and 
χ is the coefficient of effective stress contributed by matric suction. 
Note that the matric suction is equal to the difference between the pore-air and 
pore-water pressure, ψ = (ua – uw). 
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Vanapalli and Fredlund (2000) examined several proposed forms of χ.  
Based on shear strength tests with a suction range between 0 and 15,000 kPa,  







  (3.14) 
The above form of χ is also used by Lu and Griffiths (2004) to derive the 
steady state suction stress. 
Substituting the effective stress [Eq. (3.13)] into the Mohr-Coulomb 
failure criterion gives the shear strength of the unsaturated soil element as, 
   'tan'tan'   auc  (3.15) 
in which 
c' is the effective cohesion; and 
' is the effective friction angle of the soil. 
The increase in shear strength for an increase in suction is commonly 
denoted by tan b in the literature (e.g. Fredlund and Rahardjo 1993).  From 







  (3.16) 
It is important to notice that tan  b is related to the SWCC.  Hence the 
uncertainty in tan b is related to the uncertainty in SWCC.  This is the 
assumption made throughout this study. 
The effective friction angle is modeled as a function of depth of the 






   (3.17) 
in which  
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’0 is the effective friction angle at ground surface; 
d’ is the range of variation of friction angle within the weathering zone; 
zw is the weathering zone parameter; and  
L is the depth of the slope. 
In classical slope stability analysis, it is assumed that the failure surface 
occurs at the soil-rock interface.  For unsaturated soils, the failure surface may 
develop at different soil layer due to the variation of pore pressure along the 
depth.  Using the soil strength given by Eq. (3.15), the factor of safety profile 
along the elevation z can be written as: 













'2  (3.18) 
in which  
γ is the soil total unit weight; and  
β is the slope angle measured from the horizontal. 
The total (saturated) unit weight is adopted in the calculation of factor of 
safety.  In reality, the weight of unsaturated soil mass is less than the saturated 
weight, and the weight will change as infiltration progresses.  This change in 
unit weight is not accounted for in the calculation.  Due to this saturated unit 
weight, the calculated driving force is greater than the actual force.  Thus Eq. 
(3.18) may underestimate the factor of safety. 
Figure 3.1 shows a typical model for an unsaturated infinite slope with a 
weathered layer.  The infinite slope is considered to have failed when the 
minimum value of FS(z) is less than unity and the layer at elevation z which 
has this minimum FS forms the slip surface.  Numerically, it is possible to 
obtain FS(z) < 1 at a layer very near to the ground surface, e.g. less than 0.5 m 
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from ground surface.  However, this does not imply failure, as it is not realistic 
to have a slope failure at such shallow depth.  A possible approach to avoid 
such unrealistic results is by considering the roots cohesion and other 
vegetation effects in the factor of safety calculation (Phoon et al. 2009).  If the 
layers near ground surface are strengthened by the vegetation, it is unlikely to 
have a slip surface at those layers.  This study does not examine this physical 
aspect in detail.  To avoid unrealistic results, the minimum FS is calculated 









Fig. 3.1. Typical infinite slope with a weathered layer (after Phoon et al. 
2009). 
 
3.5. VALIDATION OF NUMERICAL MODELS 
3.5.1.Validation of Finite Element Seepage Analysis 
In this study the transient seepage equation is solved using finite element 
method, particularly using program THFELA.  As spatial variability is 
considered in the analysis, it is necessary to validate that THFELA produces 
correct solution for heterogeneous / multi-layered soil profile.  Cheng (2008) 
showed that THFELA produces comparable solution to a commercial program 
of finite element seepage SEEP/W for both 1D and 2D problems.  His 
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validation is mainly for homogeneous soil profile.  In this section, the pressure 
head solution obtained from THFELA is compared to available analytical 
solutions, such as the steady state solution in Eq. (3.12) or a transient solution 
(Srivastava and Yeh 1991). 
For this purpose, consider the flow of water through a soil column with 
depth of     L = 6 m.  The ground water table is assumed to be at the base of the 
soil column, thus the pressure head is h(z = 0) = 0.  An infiltration flux is 
prescribed, q =-5 ×10-7m/s.  The soil water content can be described by van 
Genuchten SWCC equation (Eq. 3.5) with a = 0.2 kPa-1 and n = 1.35.  The 
transient solution of pressure head is obtained using THFELA.  The transient 
solution is compared to the steady state solution for a few cases: (a) 
homogeneous profile with ks = 10-6 m/s (b) two-layered profile with ks top > ks 
bottom (c) two-layered profile with ks top < ks bottom and (d) heterogeneous 
profile with ks(z) obtained from a realization of random field with correlation 
length of 2.4 m (this random field model will be discussed in details in 
Chapter 4).  The van Genuchten SWCC equation (see Eq. 3.5) is used in 
THFELA.  No SWCC is involved in deriving the steady state solution.  Both 
the transient analysis in THFELA and the steady state solution use Gardner 
conductivity function (see Eq. 3.6).  The results are presented in Fig. 3.2.  It 
can be seen that the numerical, transient results from THFELA converge to the 
analytical steady state solution.  In this particular example, for both the 
homogeneous and heterogeneous soil profile, the transient results converge to 
the steady state solution after 20 days. 
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(a) homogeneous ks 
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(b) ks top > ks bottom 
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(c) ks top < ks bottom 
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(d) spatially variable ks 
 
Fig. 3.2. Comparison of transient solution from THFELA and analytical 
steady state solution. 
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For further validation, the transient solution from THFELA is compared 
to the analytical transient solution proposed by Srivastava and Yeh (1991) for 
homogeneous profile.  This analytical solution was derived based on Gardner 
conductivity equation and an exponential SWCC:  (r) / (s – r) = exp (-
a).  For comparison purpose, the transient analysis using THFELA is 
performed with this exponential SWCC.  Figure 3.3 shows that the finite 
element program produces comparable solution with the analytical solution. 
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Fig. 3.3. Comparison of numerical solution from THFELA and analytical 
transient solution. 
 
THFELA produces correct solution for the above examples where 
analytical solutions are available.  It is not possible to validate the results for 
other SWCC and conductivity equations.  There is no analytical solution to 
our knowledge for transient seepage with van Genuchten SWCC.  Although 
this validation is partial, it provides a reasonable basis to use THFELA for 
transient analysis of seepage through multi-layered profile.  The van 
Genuchten SWCC equation and Gardner conductivity function are adopted for 






3.5.2.Validation of Infinite Slope Model 
Collins and Znidarcic (2004) compared the results obtained using the infinite 
slope model to 2D analysis results.  It was shown that the infinite slope model 
is able to capture the mechanisms of rainfall-induced slope failure, although it 
under predicts the factor of safety.  The factor of safety and the time of failure 
estimated using the infinite slope model is a lower bound for rainfall-induced 
slope failures. 
Using the infinite slope model and steady state seepage analysis, Phoon 
et al. (2009) predicted the failure depth and the rainfall intensity which trigger 
failure of some case studies.  They showed that their predictions agree with 
field observations.  For illustration, an example is presented here (reproduced 
from Example 7-1 in Phoon et al. 2009).  In this example, the shallow 
landslides on the NTU campus in Jurong, Singapore, as reported in Rahardjo 
et al. (2001) are studied.  The rainstorm on the day of landslide lasted about 
2.5 hours with an equivalent hourly rainfall intensity of 37.8 mm.  The 
antecedent rainfall patterns for the 5 days preceding the landslide was 
expressed as an equivalent hourly rainfall intensity of 9 mm/hr.  The slope 
angle was about 29 and the ground water table is located at 6 m below the 
ground surface.  The numerical values of soil properties are taken from the 
typical values for Singapore residual soil properties, namely c′ = 0, ′0 
(weathered) = 26, unit weight of 20 kN/m3, the SWCC parameters are a = 
0.012 kPa-1 and n = 1.35, and saturated hydraulic conductivity ks = 1.43×10-6 
m/s.  The characteristics of the weathered layer are assumed to be d′= 4 and 
zw = 0.7 m.   
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Phoon et al. (2009) used the steady state solution of pressure head [as 
given in Eq. (3.11a)] and the infinite slope model to analyze these landslides.  
They found that the antecedent rainfall and the rainstorm can be represented 
by an equivalent steady state hourly rainfall of 10.25 mm/hr.  The infiltration 
flux is taken as 50% of the rainfall intensity, while the other 50% is assumed 
to be removed by run-off.  Figure 3.4 shows the pressure head and factor of 
safety profile for the slope obtained from steady state analysis.  A zone with 
factor of safety less than unity can be observed between 0.2–1.6 m below the 
ground surface.  This depth of potentially unstable zone predicted by the 
infinite slope model is consistent with the depths of shallow landslides 
observed in the field (Rahardjo et al. 2001). 
In order to investigate that the infinite slope model is also compatible 
with transient analysis, the above example is re-worked with transient seepage 
analysis performed by THFELA.  Following the observation of Rahardjo et al. 
(2001), the initial condition prior to antecedent rainfall is hydrostatic condition 
with a maximum negative pressure head of 2 m.  With this initial condition, 
the antecedent rainfall is applied for 5 days.  The pressure head at the end of 5 
days is then taken as the initial condition for the second analysis, in which the 
rain storm is applied for 2.5 hours.  For the antecedent rainfall, it was found 
that if the infiltration is assumed to be 50% of the rainfall intensity, no slope 
failure occurs.  Slope failure starts to occur when the infiltration is assumed to 
be 55% of the rainfall intensity, thus q = -4.95 mm/hr for antecedent rainfall 
and q = -20.8 mm/hr for the rain storm.  The pressure head and the factor of 
safety profile obtained from this analysis are shown in Fig. 3.5.  For this 
transient analysis, the infinite slope model correctly predicts slope failure after 
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rain storm of 2.5 hours.  The predicted location of failure is about 1.5 m below 
the ground surface, which agrees with observations of Rahardjo et al. (2001). 





























Fig. 3.4. Results from infinite slope model with steady state seepage. 
   
The shape of pressure head and factor of safety profile are different from 
those obtained using steady state analysis.  This difference is due to the 
prescribed infiltration flux.  In the steady state analysis, the infiltration flux is 
less than the soil permeability ks.  Hence the negative pressure head at the 
ground surface does not vanish completely.  In the transient analysis, the flux 
during the rain storm exceeds ks so that the surface becomes saturated.  Note 
that this discrepancy is due to the assumption in the infiltration flux and not 
due to the infinite slope model. 




























Fig. 3.5. Results from infinite slope model with transient seepage. 
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3.6. PERFORMANCE FUNCTION IN PROBABILISTIC ANALYSIS 
OF SLOPE 
In slope stability analysis, the performance function is the slope factor of 
safety.  As matric suction and other soil properties vary spatially, the factor of 
safety FS is a function of depth, as shown in Eq. (3.18).  The slope is 
considered fail when the minimum value of FS along the depth is less than 
unity and the layer at depth z which has this minimum FS is the slip surface.  
Following the discussions in Section 3.5, the performance function can thus be 
formulated as 
   XXX ,min)()( min zFSFSg z ,  0 < z < L – 0.5 m (3.19) 
The probability of slope failure is given by 
  1)(  XgPPF  (3.20) 
In the above equations, X represents the underlying standard normal random 
variables used to simulate the uncertain soil properties. 
The performance function shows that this problem is a system reliability 
problem, i.e. there are infinitely many potential modes of failure and the 
occurrence of one or more of the potential failure modes will constitute failure 
of the slope.  Due to the infinite slope assumption, all failure modes are simply 
failure planes parallel to the slope surface and only the depth of failure differs 
from one mode to another.  In a general 2D / 3D slope stability analysis, the 
failure modes can be any circular or non-circular slip surfaces.  Ching et al. 
(2009, 2010) emphasized that slope stability problems are intrinsically system 
reliability problems due to the existence of these potential failure modes.  An 
example is presented here to illustrate the multiple failure modes in infinite 
slope.  This example is taken from Griffiths et al. (2008). 
 66
3.6.1.Illustration of Multiple Failure Modes 
Consider an infinite clay slope with a spatially variable undrained shear 
strength profile as depicted in Fig. 3.6.  This example concerns neither 
unsaturated soil nor rainfall infiltration, but it serves the purpose of 









Fig. 3.6. Infinite clay slope with spatially variable undrained shear strength. 
 
In classical slope stability analysis, the spatial variability is not 
considered and cu is assumed to be constant throughout the depth.  Hence the 
failure surface will always be developed at the soil-rock interface, as the shear 
stress is the highest at that location.  In such case, the factor of safety is given 
by FS = cu/(L γ sin β cos β).  When the variation of the undrained shear 
strength varies along the depth z is considered, FS will also vary along z.  The 
failure surface will be developed at the depth which has minimum FS(z). The 
performance function and the probability of failure PF of the infinite slope 
problem are given by: 






zcFS uz  (3.21) 












Note that the above performance function and failure probability are 
analogous to those in the rainfall-induced problem [Eqs. (3.19) and (3.20)]. 
The undrained shear strength cu is modeled as a 1D lognormal stationary 
random field with mean μcu and standard deviation σcu.  The autocorrelation of 
the underlying normal random field, ln(cu), is assumed to follow an 
exponential function R(τ) = exp(-|τ|/b), in which τ is the lag and b is half of the 
correlation length, b=δ/2.  Parameters involved in this example are 
summarized in Table 3.1. 
 
Table 3.1.  Parameters of infinite slope in the undrained example. 
Parameter Description Value Unit
L Depth above base rock 2.5 m 
Γ Total soil unit weight 20 kN/m3
Β Slope angle 30  degree 
μcu Mean of undrained shear strength 25 kPa 
σcu Standard deviation of undrained 
shear strength 
10 kPa 
Δ = δ /L Normalized correlation length 1 - 
 
In a deterministic slope stability analysis, the mean value of cu is taken 
and the factor of safety is FS = μcu/(L γ sin β cos β) = 1.15.  For the 
probabilistic analysis, realizations of random field are generated using the 
spectral representation method described in Section 4.6.2.  Figure 3.7 shows 
two realizations of cu and the corresponding FS.  For comparison, the mean 
value of cu and the corresponding FS are also shown.  It can be seen that the 
depth of failure surface (denoted with an arrow in Fig. 3.7) varies from one 
realization to another due to the spatial variability of cu.   
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Fig. 3.7. Examples of realizations with failure surface located not at the base 
of the slope. 
 
It should be noted that unsaturated slope problem is inherently a system 
reliability problem, even when spatial variability is not considered.  The 
failure surface is not necessarily found at the base of the slope, because the 
soil shear strength is governed not only by depth but also by the matric suction 
in the soil, which in turn is governed by the infiltration.  In addition to the 
existence of multiple failure modes, a large number of random variables may 
be required to characterize the spatial variability of soil properties.  
Furthermore, small failure probability may be encountered when a real slope is 
analyzed.  Given the computational cost of the finite element seepage analysis, 
it is impractical to use a reliability estimation technique which requires a large 
number of samples.  These aspects substantiates the statement in Chapter 1 
that the reliability estimation technique used in reliability assessment of 
rainfall-induced landslides must be capable of handling system reliability, high 





3.7. CONCLUDING REMARKS 
Basic theory of seepage through unsaturated soils has been reviewed.  The 
focus is on the finite element formulation of the transient seepage equation, 
but available analytical solutions such as the steady-state solution were also 
briefly discussed.  The van Genuchten (1980) SWCC equation and Gardner 
(1958) conductivity function are used to describe the hydraulic behaviour of 
the unsaturated soil.  A finite element program THFELA (Cheng et al. 2008) 
is used to perform transient seepage analysis.  Partial validation of THFELA 
was presented by comparing its results to available analytical solutions. The 
factor of safety of the slope, incorporating the contribution of matric suction, 
was formulated based on the infinite slope model.  The performance function 
in the analysis of rainfall-induced slope failure is the slope factor of safety, 
and failure is defined as having factor of safety less than unity.  Slope stability 
problem is inherently a system reliability problem as it involves multiple 
potential failure modes.  Due to the infinite slope assumption, all failure 
modes are simply failure planes parallel to the slope surface and only the 
depth of failure differs from one mode to another. 
 70
Chapter 4. Probabilistic Characterization of Soil 
Properties 
 
The success of any numerical analysis of geotechnical problems greatly 
depends on the reliability of the input data such as the soil properties.  For 
problems associated with unsaturated zone, it is well recognized that the key 
properties are the soil water characteristic curve (SWCC) and the permeability 
or hydraulic conductivity function.  Many laboratory and field methods have 
been developed for measuring these functions.  Unfortunately, such direct 
measurements remain costly and time-consuming because of the high 
nonlinearity of the unsaturated soil hydraulic properties.  A first-order estimate 
(e.g. the mean or median) from statistical generalization of measurement data 
belonging to soils with similar textural and structural properties is useful.  This 
first-order statistical information is also useful as prior information for 
Bayesian updating. 
Probabilistic analysis generally requires more information than a first-
order statistical estimate, such as mean.  A probability model characterizing 
the full variation in the measured values of the soil properties is required.  
Realizations of the soil properties can then be simulated based on this 
probability model (refer to Section 2.3 for the simulation techniques).  The 
specific objective of this chapter is to develop the probability models of the 
two key unsaturated properties, namely SWCC and hydraulic conductivity.  
Available probability models of other soil properties (such as effective 
cohesion and friction angle) have been reviewed in Chapter 2. 
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The probability models will be developed based on available 
measurement data in the UNsaturated SOil DAtabase (UNSODA).  This 
database is developed by the U.S. Salinity Laboratory, United States 
Department of Agriculture.  The database contains experimentally measured 
hydraulic properties of 780 unsaturated soils with textural classifications 
ranging from clays to sands.  A large amount of data on measured soil water 
content both at saturated and unsaturated condition are available (e.g. more 
than 30 data are available for each soil type).  For the hydraulic conductivity, 
only a small amount of data is available (e.g. less than 15 curves of 
conductivity measurement are available for each soil type).  Supplementary 
information such as basic soil properties (particle-size distribution, bulk 
density, organic matter content) and descriptions of the experimental 
procedures are provided (Leij et al. 1996).  The probabilistic characterization 
presented in this chapter attempts to utilize UNSODA to the fullest extent as 
summarized below: 
1. A major part of this chapter is devoted to the construction of a 
probability model of the van Genuchten SWCC.  This part of work has 
been reported in Phoon et al. (2010).  This construction is performed by 
a simple approach: (a) reduce the measured water content data into a set 
of parameters via the van Genuchten curve-fitting equation, (b) 
normalize the fitted equations with the saturated volumetric water 
content to reduce the data scatter, and (c) model the remaining scatter 
using an appropriate random vector (possibly correlated and/or non-
normal) for the curve-fitting parameters.  This approach has been 
adopted to characterize other soil properties, e.g. Phoon et al. (2006, 
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2007) used it to construct a probability model for foundation load-
displacement curves. 
2. A probability model of the saturated hydraulic conductivity ks is 
constructed.  It has been recognized that ks exhibit spatial variability, 
thus the value of ks vary not only from one realization to another but also 
from one point in the soil deposit to another.  UNSODA does not 
provide sufficient data to estimate the statistics of ks, let alone to infer a 
random field model.  This study attempts to develop the probability 
model of ks by making the following assumptions: (a) the statistics and 
distribution of ks can be derived based on the measurement data of 
saturated water content / porosity (b) a random field model of ks 
available in the literature (Hoeksema and Kitanidis 1985, Sudicky 1986, 
Yeh 1989, among others) can be adopted to describe the spatial 
variability. This part of work has been reported in Santoso et al.(2011 a). 
3. The uncertainty in the unsaturated hydraulic conductivity function is 
characterized by the probability model of SWCC and ks.  This thesis 
adopts Gardner model (1958) to describe the relation between soil 
hydraulic conductivity and soil matric suction.  There are two parameters 
in Gardner model, namely the saturated hydraulic conductivity ks and the 
van Genuchten SWC curve-fitting parameter “a”.  Once the probability 
model of SWCC has been developed, the parameter “a” can be simulated 
readily.  It should be noted that there are other conductivity functions 
which are derived based on the soil water content (e.g. Mualem 1976).  
Thus, it is accurate to say that the probability model of SWCC provides 
important information on the uncertainty in the conductivity function. 
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4.1. AVAILABLE PROBABILITY MODELS OF SWCC 
As mentioned in the preceding section, the SWC curve-fitting parameters may 
be correlated and can be appropriately modeled by a random vector.  The 
distribution of each component in a random vector is called a marginal 
distribution.  A random vector should be described by a joint probability 
distribution function, which cannot be constructed by characterizing the 
marginal distributions of all the components alone.  It is also not possible to 
construct a joint probability distribution function uniquely based on the 
correlations between components.  Details are given elsewhere (Phoon 2004, 
2006).  It suffices to note here that a random vector is much harder to 
determine than a random variable, but it is necessary to do so for all problems 
involving curve-fitting parameters.  Correlations between these parameters 
should be investigated as a preliminary step in any probabilistic studies, 
because they control the shape of a single continuous curve.  Independence 
between these parameters should be validated critically, rather than assumed 
for expediency. 
Most of the previous studies on the SWCC-fitting parameters focus on 
the second-moment characterization, namely the mean, standard deviation, 
and coefficient of variation (e.g., Sillers and Fredlund 2001).  Fredlund et al. 
(2008) used the grain size distributions to estimate SWCC curves and 
determine the SWCC parameters using a construction technique. Their work 
results in a mean and standard deviation for each SWCC parameter. There are 
two important limitations when only the second-moment characterization is 
used.  First, the empirical histograms can be strongly non-normal; for which 
cases second-moment characterization is inadequate.  Second, the parameters 
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of a curve-fitting equation are usually correlated by construction as mentioned 
above.   
Hills et al. (1992) observed the correlations between curve-fitting 
parameters for hydraulic properties of unsaturated soils.  The authors 
presented some scatter plots but did not demonstrate how these scatter plots 
can lead to a realistic and consistent joint multivariate probability distribution 
function.  The correct reproduction of correlations is not merely an academic 
exercise.  When correlations are neglected, unrealistic soil water characteristic 
curves may be produced, even though the marginal distribution of each 
individual parameter is faithfully followed.  Zhang et al. (2003) demonstrated 
that the assumption of independent SWCC parameters exaggerates 
uncertainties in soil hydraulic properties while the assumption of perfectly 
correlated parameters underestimates the uncertainties, which may lead to 
unconservative estimations of the hydraulic properties. The presence of 
correlations complicates the construction of the joint probability model, 
particularly when the marginal distributions are strongly non-normal. Gitirana 
and Fredlund (2004) proposed a new class of SWCC equations defined by 
parameters that are independently related to shape features of the SWCC. 
However, the authors do not show whether the parameters are statistically 
independent. If that is the case, it will be easier to find the probability model; 
one can simply use some classical univariate distributions to fit the marginal 
distribution of each parameters. These new equations are not commonly 
applied in practice at present. 
Carsel and Parrish (1988) attempted to construct a joint probability 
distribution function for the van Genuchten (1980) parameters.  The key step 
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is to relate the empirical joint non-normal distribution of the van Genuchten 
(1980) parameters to a standard joint normal distribution.  When the 
experimental data on hand are restricted to only marginal distributions and 
correlations, this translation approach is popular for reasons explained by 
Phoon (2006).  Carsel and Parrish (1988) used the Johnson system to 
transform a joint non-normal to a joint normal distribution.  Their proposed 
approach is difficult to implement because of three main practical difficulties.  
First, the SB Johnson distribution is bounded from above and below by 
definition.  There are physical lower bounds for van Genuchten (1980) 
parameters.  Upper bounds were set at the largest observed values, which is 
less robust.  Second, the SB Johnson distribution is very difficult to estimate 
based on the first four moments of the experimental data (Johnson et al. 1994). 
This estimation is more difficult when only a small number of experimental 
data is available because the third and fourth population moments cannot be 
estimated accurately from the data. Third, the observed correlations between 
non-normal marginal distributions are not equal to the correlations between 
the underlying marginal normal distributions.  There is no simple method to 
calculate the latter correlations (Phoon 2004). De Rooij et al. (2004) argued 
that the choice of the non-normal to normal marginal transform should not be 
based on statistical considerations alone.  They observed that the natural 
logarithm of the saturated hydraulic conductivity [ln(Ks)] is widely accepted as 
normally distributed and any transformed SWCC parameter that shows a 
linear relationship with ln(Ks) is normal by definition.  Hence, the “best” 
marginal transform is the one that produces the largest coefficient of 
determination when the transformed SWCC parameter and ln(Ks) are coupled 
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using linear regression.  They proposed a double logarithm transform for the 
exponent of the van Genuchten (1980) model.  The distortion of exponents 
close to unity is extreme.  Unfortunately, these exponents are of practical 
interest.  There are theoretical reasons for avoiding strong nonlinear transform 
(such as double logarithm) in a translation model as well. 
An alternate translation model based on the three-parameter or shifted 
lognormal marginal distribution is presented in this chapter.  There are some 
advantages of using the shifted lognormal marginal distribution, as will be 
shown in Sections 4.3 and 4.4: (a) the physical lower bound of the curve-
fitting parameters can be satisfied, (b) there is a practical way to estimate and 
simulate the shifted lognormal distribution, and (c) there is a closed-form 
solution for the correlation matrix of the underlying joint normal distribution.  
The third advantage is of practical significance.  In previous works reported by 
Carsel and Parrish (1988) and De Rooij et al. (2004), the correlation matrix of 
the joint normal distribution is computed empirically by applying appropriate 
transformations on the observed data and calculating the product-moment 
correlation coefficient for each pair of transformed data.  It is useful to study 
the sensitivity of correlation effects, but the above empirical approach will not 
work because observed data cannot be re-arranged to produce slightly 
different correlations.  More fundamentally, the correlation matrix of the joint 
normal distribution is theoretically related to the nonlinear marginal transform 
and empirically estimated correlations may not agree with theory.  This subtle 
but important potential inconsistency has not been highlighted in previous 
works.  It will be shown that the curve-fitting parameters generated using the 
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shifted lognormal translation random vector produces SWCCs that are 
comparable to the measured SWCCs. 
 
4.2. SWC CURVE-FITTING 
4.2.1.Measurement Data 
The construction of probability model of SWCC is demonstrated using data 
for sandy clay loam (50 soils), loam (67 soils), and loamy sand (55 soils) in 
UNSODA.  To show that the proposed probability model is applicable to a 
broad range of soil textures, the approach is also applied to clayey soils, 
although the computed statistics are less robust because of limited data (17 and 
24 soils for clay and silty clay, respectively). 
These data are obtained from laboratory measurement of drying cycles.  
The measurement methods to obtain the water content data in UNSODA differ 
from dataset to dataset.  The data for each texture class was obtained from 5 – 
7 different measurement methods, e.g. Tempe cell, hanging water column, 
pressure plate, and other methods.  An ideal statistical analysis should sub-
divide the data further based on measurement methods.  In this study, such a 
sub-division is not feasible because the resulting smaller sample sizes will 
produce unacceptable statistical uncertainties.  Furthermore, it was observed 
from scatterplots that the SWCC parameters are not clustered based on the 
measurement method.  Hence, based on available data, it is reasonable to 
assume that the statistical results are not significantly affected by the 
heterogeneity of measurement methods in the databases.  Note that this does 
not imply that the measurement method has no impact on the SWCC 
parameters.  It does imply that potential measurement bias is not readily 
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detectable in the scatterplot analysis because variabilities produced by other 
influencing factors are more dominant. 
 
4.2.2.SWCC Equations 
A number of empirical equations have been proposed to fit the soil water 
characteristic curve (Sillers and Fredlund 2001).  The van Genuchten (1980) 
model is among the most popular ones.  The model has been given in Eq. (3.5) 
and is reproduced here for easy reference. 
   1/11  nnrs r aθθ θθ   (3.5) 
in which   
 is the normalized water content; 
 is the volumetric water content; 
r and s are the residual and saturated volumetric water content, respectively; 
“a” is the curve-fitting parameter inversely related to the air-entry value; 
“n” is the curve-fitting parameter related to the pore size distribution; and 
ψ is the matric suction.   
Based on this equation, nonlinear optimization techniques can be used to 
obtain the best-fit parameters (r, a, and n) for the experimental SWCC data 
sets (denoted as Method 1).  For brevity, “volumetric water content” is 
referred to as “water content” hereafter.  The saturated water content s is 
fixed at the experimental value corresponding to zero suction.   
Equation (3.5) limits the range of the water content between the 
saturated value s and the residual value r (Fredlund et al. 1994).  It is 
suggested that SWCC can be fitted more accurately by fixing the residual 
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water content r as zero.  Our curve fitting results showed that even when the 
residual water content r is retained as a curve-fitting parameter, the optimum 
value is zero for most cases.  This observation is in agreement with De Rooij 
et al. (2004). If r = 0, the normalized water content  reduces to the degree of 
saturation S as shown below: 
   1/11  nn
s
aS 
  (4.1) 
In this case (denoted as Method 2), only parameters “a” and “n” are 
involved in the curve-fitting procedure. 
Fredlund and Xing (1994) proposed a correction function to improve the 
accuracy of the soil water characteristic model in the very dry (high matric 
suction) range.  Their correction function forces the SWCC to reach zero 
water content at a very dry condition corresponding to a suction of 106 kPa.  
There are some experimental evidence and physics to partially support this 
assumption (e.g. Fredlund and Xing 1994, Siller and Fredlund 2001).  The 
correction function is given by: 
 




















in which ψr is the matric suction corresponding to r (denoted as Method 3).  
A value of ψr = 3000 kPa has been suggested for most soils (Sillers and 
Fredlund 2001). 
There are other physical variables that affect the SWCC for a given soil, 
including compaction conditions (Miller et al. 2002), changes in volume 
during desaturation (Parent et al. 2007), pore size distributions (Burger and 
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Shackelford 2001), pore fluid used in testing (Olson and Daniel 1980), soil 
particle mineralogy, temperature, and effective stress during testing.   Further, 
the measurement technique used to determine the SWCC may lead to different 
SWCCs (or at least data from different suction ranges) for the same soil.  The 
available data from the UNSODA do not permit quantification of the effects of 
these variables.  Hence, for the probabilistic approach in this chapter, the 
effects of these variables are necessarily lumped as part of the uncertainty in 
the parameters of commonly adopted SWCC models (van Genuchten 1980, 
Fredlund and Xing 1994). 
 
4.2.3.Determination of Curve-Fitting Parameters 
The curve-fitting parameters for each method are estimated using a non-linear 
minimum least square subroutine nlinfit from MatlabTM.  The curves produced 
by all methods are similar over the range of small to medium suction values 
(10-1–103 kPa); however, due to the different assumption on r of each 
methods, the curves are different over the high suction range.  Unfortunately, 
for all soil types, only a few data sets reach a high value of suction.  Hence it 
is very difficult to discern which method is more accurate.  Figure 4.1 
illustrates the difficulties of choosing the most accurate fitting method. For 
soil 1104 (sandy clay loam soil from Blackville, South Carolina), significant 
differences are found within the range of high suction.  For soil 2395 (sandy 
clay loam soil from Foster County, North Dakota), the same result is obtained 
for all the 3 methods.  For soil 2530 (loam soil from Foggia, Italy), Method 1 
seems to provide the best fit.  On the other hand, for soil 2602 (loam soil from 
Meggen, Switzerland), Method 3 seems to be superior to Method 1 and 2.  
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This result suggests that any fitting method may be suitable only to certain 
types of soil.  A possible reason of this limitation is that each fitting method 
contains assumptions on residual water content (e.g., the assumption of r = 0 
in Method 2, and the assumption of ψr = 3000 kPa in Method 3) which may 
not be applicable for all type of soils.   Note that the ambivalence underlying 
the 3 methods is related to the limitation of our state of knowledge; and not to 
a limitation in the proposed probabilistic model.  The positive practical 
outcome of this study is that all three methods appear to be equally useful, as 
long as the suction is less than 100 kPa.  This suction range is common in 








































































































































 (d) Soil 2602  
Fig. 4.1.  Fitted curves based on Methods 1, 2, and 3.  
Note: Soil 1104 is sandy clay loam soil from Blackville, South Carolina; Soil 2395 is sandy 
clay loam soil from Foster County, North Dakota; Soil 2530 is loam soil from Foggia, Italy; 
and Soil 2602 is loam soil from Meggen, Switzerland. 
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4.2.4.Statistics of SWCC Parameters 
The curve-fitting parameters are physically bounded from below by a > 0 and 
n > 1.  A close inspection of Eq. (3.5) should reveal that the air entry value is 
inversely proportional to “a”.  The “a” parameter controls the air-entry value 
as shown by the arrow in Fig. 4.2a.  Hence, it cannot be negative.  The “n” 
parameter must be larger than 1 so that water content will decrease with 
increasing suction.  As shown in Fig. 4.2b, a larger “n” value results in a 
steeper curve.  There are no distinct physical upper bounds for “a” and “n”. 



















nt a = 0.1
a = 3
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nt n = 1.1
n = 3
(b)  
Fig. 4.2.  Effect of curve-fitting parameters on SWCC curve: (a) “n” fixed at 
1.156 and (b) “a” fixed at 0.738. 
 
Based on the available soil data, the statistics of the 2 curve-fitting 
parameters obtained from 3 different methods are comparable.  Only results 
from Method 2 will be presented from hereon.  This does not necessarily 
imply that the assumption r = 0 is physically correct.  There are insufficient 
data at high suctions to validate the behavior of the fitted curves over this 
range.  It is judicious not to extend the probability model proposed in this 
chapter beyond the relatively low suction range (up to 104 kPa) in the 
database.  Hence, all SWCC plots are presented with a maximum suction of 
104 kPa.  Over this suction range, the 3 curve-fitting methods produce 
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comparable results and the assumption r = 0 is simply a convenient curve-
fitting constraint.  Figure 4.3 summarizes the first four moments and presents 
the histograms of “a” and “n” derived from Method 2.  The histograms of s 
based on the experimental values reported in UNSODA are also presented in 
Fig. 4.3.  The objective of this chapter is to construct a probability model of 
the normalized SWCC.  Thus, the probability model will contain only the 
curve-fitting parameters “a” and “n”.  However, it is important to estimate the 
statistics of s as they will be used subsequently in Section 4.6 to construct the 
probability model of ks.  Note that the value of s is the same for all 3 methods, 
as s is an experimental value and not obtained from curve-fitting.  In Fig. 4.3, 
N is the sample size, “S.D.” is the standard deviation, COV is the coefficient 
of variation, and “p-value” is the type I error from the Anderson-Darling 
goodness-of-fit test (> 0.05 implies no evidence to reject lognormal fit).  The 

























































































































































































































































































(a) (b) (c)  
Fig. 4.3. Empirical distributions of SWCC parameters:  
(a)Sandy clay loam (b)Loam (c)Loamy sand. 
 
For the sandy clay loam soil, the empirical cumulative distribution 
function (ECDF) of “a” exhibits a kink at about a > 8.  It appears that there are 
two populations within the database.  This is further supported by the 
scatterplot between “a” and “n” in Fig. 4.4a.  Note that a data point with a > 5 
or n > 2 is a visible outlier in comparison to the cluster of points in Fig. 4.4a.  
Fitted curves with a > 5 or n > 2 are not considered further.  Hence, N=38 is 
used instead of the full set N=50 for the sandy clay loam soil. 
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 (a)  (b)  (c) 
Correlation(-0.268 Correlation(-0.251 Correlation(-0.409
 

































 (e)  
Fig. 4.4. Correlation between curve-fitting parameters:  
(a)Sandy clay loam (b)Loam (c)Loamy sand (d)Clay (e)Silty clay.   
Arrow denotes points which are not shown for clarity, i.e., (a,n) = (0.050,1.760), 
(0.134,2.017), (0.209,1.851), (7.535,1.147). 
 
As shown in Fig. 4.4, for each soil type, “a” and “n” are inversely related 
to one another.  The product-moment correlations (ρ) between “a” and “n” are 
reported.  Mathematically, this correlation means that “a” and “n” form a 
bivariate random vector, which is more complex than two independent random 
variables.  Physically, negative correlation implies that “a” is small when “n” 
is large and vice-versa.  Figure 4.5(a) shows SWCC with negatively-correlated 
parameters (“a” is small and “n” is large).  The values of “a” and “n” in Fig. 
4.5(a) are taken from sandy clay loam data.  Figure 4.5(b) is generated 
numerically by assuming “a” and “n” are independent of each other (“a” and 
“n” are small compared to their respective mean values).  The SWCC shown 
in Fig. 4.5(a) are in accordance with the typical SWCC found in the literature 




(Sillers and Fredlund 2001, Fredlund et al. 1994) for sandy loam soils.  The 
assumption of statistical independence between SWCC parameters can 
potentially lead to a shape of SWCC atypical for sandy loam soils, as shown in 
Fig. 4.5(b).  The practical bottomline here is that unrealistic curves can only be 
eliminated from simulations by enforcing a proper negative correlation in the 
probability model. 















































Fig. 4.5. Effect of negative correlation between “a” and “n”: (a) example of 
negatively correlated “a” and “n” (“a” less than mean value but “n” higher 
than mean value) (b) example of independent “a” and “n” (“a” and “n” less 
than respective mean values). 
 
The correlation between s and the curve-fitting parameters (“a” and 
“n”) has been investigated.  As can be seen in Fig. 4.6, no correlation was 
found except for a weak correlation (<0.25) between s and “a” for loamy 
sand.  This absence of correlation supports the approach of normalizing the 
SWCC and constructing the probability model consists only of “a” and “n”.  
The correlation for clay and silty clay is not studied as the sample size for 
these data sets is considered not sufficient to produce a robust estimate of 
correlation. 
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Fig. 4.6. Correlation between s and the curve-fitting parameters:  
(a)Sandy clay loam (b)Loam (c)Loamy sand.   
 
4.3. LOGNORMAL JOINT PROBABILITY MODEL OF SWCC 
The lognormal distribution fit and the corresponding p-values displayed in 
Fig. 4.3 show that there is no evidence to reject the null hypothesis of 
lognormality of s and “a” with 5% significance.  There is no evidence as well 
to reject the null hypothesis that “n” is following a shifted lognormal 
distribution with lower bound at n=1.  The lognormal distribution fit for 
clayey soils (Appendix A) also supports the observation that “a” and “n” can 
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be modeled by a lognormal and shifted lognormal distribution, respectively.  
Therefore it is possible to represent the pair (a,n) with a joint lognormal 
probability distribution.  The approach to construct the joint lognormal 
probability model basically consists of 2 steps: (1) find the lognormal 
parameters to represent “a” and “n”, and (2) couple both components using the 
lognormal translation vector approach (Phoon et al. 2007). 
Similarly, s can be modeled with a lognormal random variable.  This 
model will be used subsequently in Section 4.6 to estimate the statistics of ks. 
 
4.3.1.Lognormal Random Variable 
A simple and commonly-used translation to relate non-normal data (Y) to the 
normal distribution is the logarithmic translation, X = [ln(Y–A) – lnY]/lnY, 
where X is a standard normal random variable, lnY and lnY is the mean and 
standard deviation of ln(Y–A), and A is the threshold (lower bound) of Y.  The 
cumulative distribution function (CDF) of Y is zero below A.  Hence the 
probability density function (pdf) of a lognormal random variable is (e.g. Ang 

























 ,    y>A (4.3) 
In the literature, the distribution in Eq. (4.3) is commonly termed three-
parameter lognormal or shifted lognormal while the lognormal distribution 
refers to the case where A = 0.  The shifted lognormal is referred to as 
lognormal for brevity from here.  Using the moment generating function of the 
lognormal random variable, the relation between the mean and variance of the 
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lognormal variate and those of the underlying normal variate is known 









   (4.4) 









  (4.5) 
in which μ and σ is the population mean and standard deviation of Y 
(measured data).  In practice, μ and σ are unknown but can be estimated by the 
sample mean μ̃ = (Σi yi) / N and standard deviation σ̃ = [Σi (yi - μ̃)2/(N – 1)]1/2, 
respectively.  The estimation of the threshold A can be found in Johnson et 
al.(1994).  For some practical cases, the threshold is known based on physics.  
The threshold is 0 for “a” and 1 for “n” as mentioned previously.  The 
lognormal parameters for “a” and “n” are reported in Table 4.1.  For the 
estimation of λ and ξ of loam soil, 3 pairs of “a” and “n” having largest value 
of “n” (n = 1.760, 1.851, 2.017) are removed.  These large “n” values are 
classified as outliers, based on a common statistical outlier detection method, 
namely they lie outside 3 interquartile ranges from the 75% quantile 
(Montgomery and Runger, 2003). 
 












A a 0 0 0 0 0 n 1 1 1 1 1 
lnY a -0.746 -0.860 -0.749 -0.542 -0.981 n -2.029 -1.889 -0.792 -2.438 -2.165 
lnY a 0.939 1.082 0.713 1.115 0.676 n 0.586 0.404 0.519 0.367 0.364 
Notes: 
a 12 soils with a>7 or n>2 excluded. 
b 3 soils with (a,n) = (0.050,1.760), (0.134,2.017), (0.209,1.851) excluded. 
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4.3.2.Lognormal Random Vector 
Simulation of a random vector is required to obtain realizations of correlated 
SWCC parameters.  A lognormal random vector Y can be generated from a 
normal random vector X.  More importantly, the correlation of the normal 
random vector ρXiXj and the correlation of the lognormal random vector ρYiYj 
are related by a simple closed-form equation (Phoon 2004),  
 
 










Note that Eq. (4.6) does not depend on the threshold parameter, A. 
A simple way to perform simulation of a lognormal bivariate random 
vector is to simulate 2 uncorrelated standard normal random variables, 
transform the uncorrelated normals into correlated normals with appropriate 
correlation given by Eq. (4.6), and translate the correlated normals into 
correlated lognormals. The procedure can be summarized as follows (Phoon 
2004): 
1) Two uncorrelated standard normal (zero mean and unit variance) 
random samples, X1 and X2 are generated using available random 
number generators, e.g, randn subroutine in MatlabTM. The population 
mean of the standard normal variable is 0; however, small sample size 
can lead to non-zero sample mean. Therefore the sample mean should 
be removed from the simulated numbers. 
2) The covariance matrix of these standard normal variables (C0) is 
computed. The Cholesky factor of C0 is computed, L0 = chol(C0) using 
MatlabTM. 
3) The correlation matrix of the normal random vector is RX = [1  ρX1X2; 
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ρX1X2   1].  The Cholesky factor of RX is L = chol(RX). 
4) The correlated normal random vector is generated using the Cholesky 
factor of the correlation matrix, X = X(L×L0 -1)T. 
5) The correlated lognormal random vector Y =<Y1 Y2>T, where Y1 = exp 
(λ1+ξ1X1) + A1 and Y2 = exp (λ2+ ξ2X2) + A2. 
The above procedure works for any random dimension.  The 2  2 correlation 
matrix given in step (3) is meant for illustration only. 
 
4.4. VALIDATION OF LOGNORMAL RANDOM VECTOR MODEL 
The simulation procedure in Section 4.3.2 is used to generate realizations of 
(a,n).  The normalized SWCCs can be simulated from these realizations of 
(a,n). The proposed translation lognormal model is evaluated by comparing 
selected statistics from measured and simulated SWCCs.   
The statistics of s are intended for developing the probability model of 
ks and not for the SWCC model.  However, it is of interest to see whether 
modeling s as a random variable, together with the random vector of (a,n), 
can reproduce the measured non-normalized SWCC.  This will be presented at 
the end of this section. 
 
4.4.1.Normalized SWCC 
Descriptive statistics of the measured and simulated curve-fitting parameters 
for sandy soils and clayey soils are shown in Tables 4.2 and 4.3, respectively.  
For all soil textures, the translation lognormal model reproduced the mean and 
standard deviation of the curve-fitting parameters well, but was less successful 
in reproducing the skewness and kurtosis.  In general, the distribution of the 
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simulated parameters is comparable to the measured parameters (see Fig. 4.7) 
although there are differences in some quantiles.  It is difficult to match high 
moments and quantiles without violating physical lower bounds. Phoon et al. 
(2008) applied a Hermite expansion that provides a better fit to moments and 
quantiles, but the physical lower bounds may not be satisfied for some soil 
types.  The correlation of “a” and “n” (ρ) and the theoretical correlation of the 
underlying normal variables (ρX1X2) computed from Eq. (4.6) are reported in 
Table 4.2.  Note that ρ is not the same as ρX1X2.  The values of ρ computed 
from measured and simulated data are reasonably close (see last row of Table 
4.2).   This correct reproduction of correlation means that the observed 
relationship between the curve-fitting parameters can be reproduced, as further 
validated by the scatterplots (top row of Fig. 4.8).  The bold squares in the 
scatterplot of loam (second column of Fig. 4.8) denote the outliers.  Those 













Table 4.2. Measured versus simulated statistics from lognormal translation for 
sandy soils. 
Statistics  
Sandy clay loam Loam Loamy sand 
Measureda Log translation Measured




Mean a 0.738 0.736 0.760 0.758 0.610 0.609 n 1.156 1.156 1.164 1.164 1.518 1.518 
Standard 
deviation 
a 0.878 0.864 1.133 1.110 0.497 0.492 
n 0.099 0.099 0.069 0.069 0.288 0.286 
Skew-
ness 
a 1.956 4.834 3.885 6.791 1.835 2.867 
n 1.522 2.060 1.045 1.283 2.564 1.753 
Kurtosis a 6.249 55.480 21.728 114.019 6.181 19.565 n 5.351 10.929 4.903 5.916 12.794 8.636 
25% 
quantile 
a 0.170 0.253 0.188 0.205 0.306 0.293 
n 1.092 1.088 1.123 1.115 1.371 1.319 
50% 
quantile 
a 0.458 0.475 0.372 0.424 0.385 0.473 
n 1.120 1.132 1.149 1.151 1.455 1.453 
75% 
quantile 
a 0.776 0.893 0.914 0.877 0.838 0.764 
n 1.220 1.195 1.193 1.199 1.590 1.643 
ρX1X2  - 0.317 -0.415 -0.547 -0.392 -0.518 -0.553 
ρ  -0.268 -0.272 -0.251 -0.255 -0.409 -0.412 
Notes: Sample size of simulation = 100,000. 
a 12 soils with a>7 or n>2 excluded. 
b 3 soils with (a,n) = (0.050,1.760), (0.134,2.017), (0.209,1.851) excluded. 
Table 4.3. Measured versus simulated statistics from lognormal translation for 
clayey soils. 
Statistics  
Clay Silty clay 
Measured Log translation Measured
 Log 
translation 
Mean a     0.314 0.313 0.471 0.472 n     1.093 1.094 1.123 1.123 
Standard 
deviation 
a     0.267 0.265 0.359 0.360 
n     0.035 0.035 0.046 0.046 
Skewness a     0.705 3.037 0.744 2.681 n     1.048 1.190 0.448 1.202 
Kurtosis a     2.473 21.773 2.642 16.639 n     4.414 5.644 2.561 5.921 
25% 
quantile 
a    0.065 0.146 0.198 0.238 
n     1.072 1.068 1.094 1.090 
50% 
quantile 
a   0.308 0.239 0.363 0.374 
n     1.087 1.087 1.113 1.115 
75% 
quantile 
a    0.478 0.393 0.760 0.590 
n     1.118 1.112 1.154 1.147 
ρX1X2  -0.215 -0.631 -0.324 -0.375 
ρ  -0.487 -0.488 -0.308 -0.308 
Notes: Sample size of simulation = 100,000. 
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Fig. 4.7. Empirical Cumulative Distribution Function (ECDF) of SWCC 
parameters: (a) Sandy clay loam (b) Loam (c) Loamy sand (d) Clay (e) Silty 
clay.  Solid line: measured data, dashed line: simulated data (sample size = 50). 
 
By substituting the simulated “a” and “n” to the curve-fitting equation 
(Eq. 4.2), the normalized SWCCs can be generated.  The bottom row in Fig. 
4.8 shows the comparison of the simulated SWCCs to the measured SWCCs.  
For clarity, instead of comparing the whole set of curves, the Q1, Q2, and Q3 
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curves are compared. These curves are generated by calculating respectively 
the 25%, 50%, and 75% quantiles of water content at each corresponding 
suctions.  Figure 4.8 shows that the SWCCs can be reproduced well for all 
types of soil.  This outcome shows that although the lognormal model does not 
match high moments and quantiles perfectly, it serves the practical objective 
of simulating realistic SWCCs most of the time.  The simulation result for 
clayey soils is slightly less accurate than the result for the sandy soils; this is 
probably due to the small sample size.  The translation lognormal model is 
developed based on the mean and standard deviation of the measured data.  As 
widely known, statistics obtained from a small sample size may deviate 
significantly from the population statistics.  It is anticipated that a probability 
model constructed based on a small sample size may not be able to capture the 
randomness of the parameters accurately. 
Figure 4.9 shows the histogram of water content at a given suction of 50 
kPa.  The water content is calculated from the normalized SWCC multiplied 
by the mean value of s.  Figures 4.8 and 4.9 provide useful information on the 
distribution and range of water content for a given suction, which is of 
practical interest.  The curves in Fig. 4.8 show the 25% quantile (Q1), the 
median or 50% quantile (Q2), and 75% quantile (Q3) of the water content for 
different values of suction.  Figure 4.9 shows the distribution of water content 
at a given suction.  It can be seen that the distribution of the water content 
estimated from the proposed probability model agrees well with the 
distribution of the measured water content, with exception of the distribution 
tails.  Based on the above comparisons (Tables 2 and 3, Figs. 4.7 – 4.9), it is 
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reasonable to say that the lognormal probability model can represent the 
scatter in the SWCC database of various soil textures with reasonable realism. 














































































































nt Measured Q1 or Q3
Measured Q2
Simulated Q1 or Q3
Simulated Q2
(a) (b) (c)








































































(d) (e)  
Fig. 4.8. Curve-fitting parameters and soil water characteristic curves:  
(a) Sandy clay loam (b) Loam (c) Loamy sand (d) Clay (e) Silty clay.  
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Fig. 4.9. Histogram of water content at suction of 50 kPa.  
Top row: measured data, bottom row: simulated data (sample size = 50).   
Note: the solid line is the sample mean of water content. 
 
It is possible to estimate ρX1X2 empirically from the transformed 
measured parameters.  This approach was adopted by Carsel and Parrish 
(1988) and De Rooij et al. (2004).  For illustration, the measured “a” and “n” 
are transformed into standard normal variables using the parameters in Table 
4.1 and calculate the empirical product-moment correlation of these 
transformed parameters. The empirical correlations are -0.317,-0.547, and       
-0.518 for sandy clay loam, loam, and loamy sand, respectively (second last 
row of Table 4.2).  As to be expected, these empirical correlations are different 
from the theoretical ρX1X2 calculated directly from Eq. (4.6).  This result 
simply implies that the translation model fits different data sets with different 
degree of accuracy.  It provides the best fit for data from loamy sand.  Phoon 
(2004, 2006) has clearly demonstrated that different non-normal joint 
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distributions can be constructed with the same set of non-normal marginal 
distributions.  The translation model is merely the most convenient and 
practical model available thus far.  The above detailed comparison of selected 
statistics shows that it is adequate, although the empirical ρX1X2 cannot be 
reproduced accurately.  Note that the adoption of empirical ρX1X2 will lead to 
theoretical violation of the translation model. 
 
4.4.2. Non-normalized SWCC 
As illustrated by the histogram in Fig. 4.3, the measurement data of s can be 
fitted with a lognormal distribution.  For the sandy clay loam, the parameters 
of the lognormal distribution are: the threshold is 0, the mean of ln(s) is -
0.937, and the standard deviation of ln(s) 0.126.  Realizations of s are 
simulated using this lognormal random variable model.  Together with the 
realizations of (a,n) simulated in the previous section, these realizations of s 
are substituted to Eq. (4.1) to obtain realizations of non-normalized SWCC.  
Figure 4.10 shows that the lognormal model for (s, a,n) is able to reproduce 
the non-normalized SWCCs. 
Measured Q1 or Q3
Measured Q2
Simulated Q1 or Q3
Simulated Q2






















Fig. 4.10. Non-normalized SWCC for sandy clay loam.  
Sample size of simulation = 50. 
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4.5. ALTERNATE PROBABILITY MODELS OF SWCC 
The lognormal distribution is not automatically chosen to represent the 
experimental data. Normal, gamma, extreme value, exponential, skew-normal 
(Azzalini 1985) and other classical distributions were explored. Based on the 
CDF, the lognormal distribution appears to be the most suitable distribution to 
represent the experimental data of the curve-fitting parameters. 
Another possible translation model is the bounded distribution (SB) from 
Johnson system (Johnson et al. 1994). Similar to the lognormal distribution, 
the SB distribution may be suitable for representing the curve-fitting 
parameters because it has a lower bound. The first- and second-moment of the 
curve-fitting parameters simulated using the SB distribution are generally less 
accurate than those obtained using the lognormal distribution. Furthermore, as 
mentioned earlier, there is no simple formula to calculate the correlation of the 
underlying joint normal distribution. 
Another possible method is the orthogonal polynomial expansion, e.g., 
Hermite expansion (Phoon 2004). For a certain sample size, there is a limit on 
the number of terms which can be estimated accurately. It appears that for 
SWCC parameters, the relatively small sample size (20–70 data points) may 
not yield more than 4 terms Hermite coefficients with acceptable accuracy. 
Unfortunately, 4 terms are not always sufficient to satisfy the lower bound of 
“a” and “n”. The sandy clay loam data can be represented by 4-terms modified 
Hermite (Phoon et al. 2008) but the same method may not apply generally to 




4.6. PROBABILITY MODEL OF SATURATED HYDRAULIC 
CONDUCTIVITY 
As discussed in Section 2.2.2, measurement data of saturated hydraulic 
conductivity (ks) exhibits spatial variability.  Thus a complete probabilistic 
characterization of ks requires knowledge of the multivariate probability 
distributions of ks at all points in the domain of interest (Benson 1993).  It is 
difficult to estimate the multivariate probability distribution underlying such 
random fields (Phoon 2006b).  A practical approach is to find a marginal 
distribution that fits the variability at a point and to define a correlation 
function to characterize the spatial dependence between ks at different 
locations. 
 
4.6.1.Marginal Distribution of ks 
The distribution of ks at a point is first considered.  UNSODA does not provide 
sufficient data to estimate this marginal distribution.  There is plenty of 
information on ks in the literature (e.g. Baker and Bouma 1976, Hoeksema and 
Kitanidis 1985, Sudicky 1986, Benson 1993).  However, it is more desirable to 
develop consistent probability models of SWCC and ks from the same data 
sets.  Given the limited data of ks in UNSODA, a practical approach is to 
derive a probability model from the data on saturated water content θs in 
UNSODA.  There are some well-known equations that describe the relation 
between θs and ks (see standard texts in soil mechanics, e.g. Lambe and 
Whitman 1969).  An example is the Kozeny-Carman equation (Lambe and 
Whitman 1969, Carrier 2003): 
       eeSCk KCs  111 320  (4.7) 
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in which  
γ is the unit weight of water; 
μ is the viscosity of water; 
CKC is the Kozeny-Carman empirical coefficient (usually taken to be 5); 
S0 is the specific surface area per unit volume or particles (1/cm); and  
e is the void ratio. 
Substituting the properties of water at temperature of 20, assuming that 
the soil particles can be represented by uniform spheres of diameter Deff (cm), 
and using the relationship of void ratio and porosity, e = θs / (1 – θs); Eq. (4.7) 
becomes 
     232 1552cm/sin  sseffs Dk    (4.8) 
The lognormal model summarized in Table 4.1 is used to generate realizations 
of θs.  For each realization of θs, the corresponding ks is calculated from Eq. 
(4.8).  Thus the marginal distribution of ks can be estimated based on the 
distribution of θs. 
To illustrate this approach, the statistics of ks for the sandy clay loam soil 
are estimated.  Carrier (2003) suggested that the effective diameter Deff can be 
calculated from the grain size distribution and that the smaller particles have 
the most influence on the calculated Deff.  UNSODA provides the grain size 
distribution for each soil sample.  Based on these grain size distributions, Deff 
is estimated to be 0.01 mm. 
Statistics of ks estimated based on this simulation are summarized in 
Table 4.4.  It can be seen that the mean value of ks generated from Eq. (4.8) is 
within the known range of permeability for sandy clay loam (refer to e.g. 
Lambe and Whitman 1969).  The high coefficient of variation is also 
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reasonable as ks is known to exhibit high variability (Sudicky 1986, Chong et 
al. 2000).  It was found that the simulated realizations of ks can be fitted by a 
lognormal distribution as well.  This agrees with the results of some statistical 
studies on hydraulic conductivity (Baker and Bouma 1976, Hoeksema and 
Kitanidis 1985, Sudicky 1986, Johnson et al. 1990, KSTAT 2008a).  As 
statistical correlation of θs and “a” or “n” is negligible (refer to Fig. 4.5), it is 
assumed that ks is not correlated to “a” and “n”. 
 
Table 4.4. Statistics and distribution of ks obtained from simulation for sandy 
clay loam. 
Statistics / distribution Value 
Mean 1.07 ×10-6 m/s 
Standard deviation 6.74×10-7 m/s 
Coefficient of variation 0.63 
Distribution Lognormal 
Mean of ln (ks)  -13.91 
Standard deviation of ln (ks) 0.578 
Note: sample size of simulation = 100,000. 
 
Gardner conductivity equation (1958) is adopted in this study to define 
the relation of the hydraulic conductivity in unsaturated condition to the soil 
matric suction.  This equation is reviewed in Chapter 3 and is reproduced here 
for easy reference: 
  akk s  exp  (3.6) 
The simulated values of ks and “a” can be substituted to Eq. (3.6) to 
obtain realizations of the unsaturated conductivity.  Figure 4.11 illustrates the 
simulated conductivity functions for sandy clay loam.  The distribution of ks 
causes the variability of the topmost part of the curve, while the distribution of 
“a” causes the hydraulic conductivity to start decreasing at different air-entry 
values. 
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Fig. 4.11 Simulated curve of hydraulic conductivity for sandy clay loam. 
 
It should be noted that the Kozeny-Carman equation is empirical and is 
mainly intended for granular soils.  It is thus acknowledged that the proposed 
probability model of ks is less robust than the probability model of SWCC.  
The approach of developing probability model of ks based on water content 
data and an empirical relation as presented here should only be used when the 
measurement data of ks for the soil type of interest is not available.  
Nevertheless, this approach is not without value, as it demonstrates that even 
with limited data, a practical probability model can be developed.  Note also 
that the findings are in agreement with the literature, namely that ks follows 
lognormal distribution and exhibits high variability. 
When this probability model of ks is used in analysis of rainfall-induced 
landslides, a higher standard deviation than that shown in Table 4.4 is to be 
used.  The statistics of ks reported in this section is derived from the statistics 
of s.  A higher standard deviation needs to be used to account for additional 
uncertainty arisen from the Kozeny-Carman equation.  In subsequent 
examples, the standard deviation of ks will be taken as equal to the mean of ks, 
thus the coefficient of variation is equal to 1. 
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4.6.2. Spatial Correlation of ks 
As this thesis focuses on one-dimensional (1D) seepage, this section focuses 
on 1D random field ks(z), in which z denotes the elevation (vertical position).  
Thus only the spatial variation along the vertical direction is considered. 
Practical characterization of a random field is usually based on second-
order analysis which involves only information regarding the mean, variance 
and correlation structure.  In the case of Gaussian random field, this second-
order information fully describes the random field.  Studies on spatial 
variability of ks (Hoeksema and Kitanidis 1985, Sudicky 1986, Benson 1991) 
adopted this second-order analysis to construct the random field model.  A 
commonly used description of the correlation structure is the autocorrelation 
R(τ), which is the correlation of the values of a random field at two different 
coordinates.  An alternate form of the second-order statistics is the power 
spectral density which defines the correlation structure in frequency domain 
and is obtained through Fourier transform of R(τ). 
An important assumption in characterization of ks is stationarity, also 
referred to as statistical homogeneity.  A stationary random field is a random 
field of which the JPDF and their statistics remain the same when the 
coordinate z is translated (Vanmarcke 1983).  In practice, only the mean, 
variance and the correlation structure are known and nothing is known about 
the higher order statistics.  Thus the assumption of stationarity means that the 
saturated hydraulic conductivity has a constant mean and variance at every 
point in the soil medium.  Note that this model of stationary random field is 
intended for a deposit / profile comprising soil with similar texture, porosity 
characteristics, and mineral composition (KSTAT 2008b).  For a profile 
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consists of various soil types, the stationarity assumption may not be 
appropriate. 
In the preceding section, the marginal distribution of ks at a point has 
been estimated based on available data of θs in UNSODA.  It has been 
validated that ks follows the lognormal distribution.  The available data is far 
from sufficient to characterize the spatial variability or to verify the 
assumption of stationarity.  A lognormal, stationary random field model is 
adopted in this thesis following past literature.  Thus the logconductivity ln ks 
is modeled as a 1D stationary Gaussian random field fully characterized by its 
mean μln ks, variance σln ks2 and correlation function R(τ).  For the correlation 
structure, most studies showed that an exponential or Markov function can be 
used to describe the observed correlation in logconductivity (Hoeksema and 
Kitanidis 1985, Sudicky 1986, KSTAT 2008b).  The exponential correlation 
function of ln ks implies a double exponential correlation of ks (KSTAT 
2008b).  Using this exponential function, the correlation and covariance of ln 
ks can be written as, 
    bR /exp    (4.9a) 
    bC
sk
/expln    (4.9b) 
in which  
R(τ) and C(τ) are respectively the correlation and covariance between the 
logconductivity of two points separated by a distance τ; and  
b is half the correlation length, b =  / 2.   
Correlation length, also referred to as scale of fluctuation, can be 
perceived as the distance over which points on the random field show 
substantial correlation.  Note that  is the correlation length of ln ks, not of ks.  
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In the analysis of flow through a soil profile of depth L the correlation length 
is commonly represented in a normalized form Δ = /L.  A large correlation 
length Δ→ ∞ implies a uniform profile with ks(z) = ks for 0 ≤ z ≤ L.  This 
means that variation only occurs from realization to realization, not within one 
realization.  In this case, ks is simply a single random variable.  Another 
extreme case is Δ→ 0 which implies that the conductivity at all points become 
independent.  Thus ks(z) are independent and identically distributed (i.i.d) 
random variables.  Data presented by Benson (1991) suggested that the 
correlation length of compacted clay liners is between 1 and 3 m. 
The one-sided spectral density function can be obtained through Fourier 
transform of C(τ)/π.  For this correlation function, the corresponding one-sided 
spectral density function is 







bG   (4.10) 
in which ω denotes the frequency. 
A simple way to simulate realizations of ks according to the above 
probability model is to first simulate a 1D Gaussian random field and obtain ks 
using translation afterwards.  The Gaussian random field can be simulated 
using methods discussed in Chapter 2, such as spectral representation method 
or K-L expansion.  The procedure is illustrated below for spectral 
representation method. 
1) Standard normal (zero mean and unit variance) random variables X1, X2, 
…, X2M are generated using available random number generators, e.g, 
randn subroutine in MatlabTM.  Here 2M random variables are generated 
so that M terms of sine and cosine series can be calculated. 
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2) A realization of the 1D Gaussian random field with zero mean and unit 
variance is simulated as (Shinozuka and Deodatis 1991): 







2 sincos   (4.11) 
in which  
σk = [G(ωk)Δω]1/2 is the standard deviation of the k-th term,  
ωk is the discretized frequency, and  
G(ω) is the one-sided power spectral density given in Eq. (4.10). 
3) A realization of ks can be obtained using translation, 
     zYzk kskss lnlnexp    (4.12) 
 
In seepage analysis, particularly when finite element method is 
employed to solve the flow equation, the profile is discretized into layers or 
elements each having a uniform saturated conductivity.  A common approach 
to obtain the conductivity for each layer is by averaging the values of the 
random field ln ks at points within the layer.  Figure 4.12 illustrates the 
averages of the random field.  Using the averaging approach, the logarithm of 














  point at
  (4.13) 
in which  
np is the number of point within one layer, defined as np = T /dz +1; 
T is the depth of each layer; 
dz is the random field discretization; 
i denotes the layer number, i = 1,…, nl; and 
nl is the number of layer within the soil column, defined as nl = L/T. 
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(a)    (b) 
Fig. 4.12. Random field representation of ln ks: (a) a realization of the random 
field (b) averages of the random field at each layer. 
 
Taking expectation of Eq. (4.13), the mean and variance of the averages 
can be derived as: 






















   (4.15) 
The above equations show that the reduction in variance due to averaging 
depends on T, dz and the correlation length.  As Δ increases, the value of R(.) 
increases and hence variance of the averages σ2ln ks,i increases.  As a finer mesh 
is used, T / dz decreases and hence σ2ln ks,i increases.  As Δ→ ∞ or T / dz → 0, 
σ2ln ks,i will be equal to σ2ln ks.  This behavior is similar to the variance 
reduction of local averages discussed in (Vanmarcke 1983).  Note that there is 
correlation between the averages and this correlation obviously increases as  
increases.   
z (m) 
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As ks is assumed to follow lognormal distribution, conductivity for each 
element is ks,i = exp(ln ks,i).  Having known the mean and variance of ln ks,i, 
those of ks,i can be straightforwardly obtained. 
 
4.7. CONCLUDING REMARKS 
Probability models of soil-water characteristic curve (SWCC) and hydraulic 
conductivity are studied.  These two parameters are the key properties of 
unsaturated soils.  The van Genuchten (1980) SWCC equation and Gardner 
(1958) conductivity function are used.  A correlated lognormal random vector 
containing two van Genuchten curve-fitting parameters (“a” and “n”) is 
proposed to characterize the variability of normalized SWCC.  The SWCC is 
normalized with respect to the saturated water content s.  The construction of 
probability model is demonstrated using experimental data for 5 soil textures 
available in UNSODA.  It was found that the translation lognormal random 
vector could reproduce the normalized SWCC with reasonable realism up to 
second-order statistics. 
There are two parameters in Gardner model, namely the saturated 
hydraulic conductivity ks and the van Genuchten SWC curve-fitting parameter 
“a”.  In order to have consistent probability models for SWCC and k, the 
probability model of ks is also developed from available data in UNSODA.  As 
UNSODA does not provide sufficient data on ks, a possible approach is to 
derive a probability model of ks based on the measurement data of s, making 
use of the Kozeny-Carman equation.  It was found that ks follows the 
lognormal distribution.  As the available data are not sufficient to characterize 
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the spatial variability of ks, the stationary random field model with exponential 
correlation function suggested by past literature is adopted.   
The probability models for sandy clay loam and clay developed in this 
chapter will be used as inputs in parametric study in Chapter 6.  The 
probability models are summarized in the table below. 
 
Table 4.5. Probability models of SWCC and ks to be used in parametric study. 
 






























1.07 ×10-6 m/s 
1.07 ×10-6 m/s 
3.3 ×10-7 m/s a 
3.3 ×10-7 m/s 
Distribution Lognormal Lognormal 
Spatial correlation 
   bR /exp    
Correlation length varies for the purpose of 
parametric study. 
Note:a The value is taken from the typical ks for clayey soil (Carsel and Parrish 1988) 
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Chapter 5. Modified Metropolis-Hastings Algorithm 
for Efficient Subset Simulation 
 
It has been discussed in Chapter 2 and 3 that slope stability analysis is 
inherently a system reliability problem.  Simulation-based techniques are 
arguably the most appropriate method to estimate reliability or failure 
probability of a system.  Some simulation techniques have been discussed in 
Section 2.4.1.  Monte Carlo simulation (MCS) is applicable for evaluating 
system reliability, but it is impractical for problems with small failure 
probability and a performance function which is computationally expensive to 
evaluate.  In this study, transient seepage is simulated using a finite element 
program which is computationally expensive.  Importance sampling is widely 
used to overcome this limitation of MCS, but it is problematic for problems 
with high-dimensional random space.  Subset simulation appears to be suitable 
for reliability assessment of unsaturated slope due to its applicability to 
problems with high-dimensional random space, multiple failure modes and 
nonlinear performance functions.  The main task in this technique is to 
simulate the conditional samples, which can be accomplished by Markov 
Chain Monte Carlo simulation.  This chapter seeks to improve the efficiency 
of subset simulation to reduce the computational cost of parametric studies of 
rainfall-induced landslides in Chapter 6.  This improvement in efficiency is 
achieved by modifying the algorithm of the Markov chain simulation. 
Markov Chain Monte Carlo (MCMC) simulation is a class of methods to 
simulate samples from a target distribution which is difficult to sample 
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directly.  The Metropolis-Hastings algorithm (Metropolis et al. 1953, Hastings 
1970) is one of the best known methods in this class.  This algorithm basically 
generates a sample and accepts or rejects the sample based on an acceptance 
probability, which is related to the target distribution.  In this way, a Markov 
chain is generated with the target distribution as the stationary distribution of 
the chain.  Rejection of a new sample means that the Markov chain stays in the 
current state.  The advantage of this algorithm over other sampling methods is 
that the target distribution need not be fully known.  For example, conditional 
distribution of some parameters given that failure has occurred (broadly 
defined as some subset of the sample space) can be sampled using the 
algorithm without prior knowledge of the failure probability.  This advantage 
can be exploited in a useful way for reliability estimation.  Subset simulation 
(Au and Beck 2003a) is one example of reliability estimation method which 
exploits the Metropolis-Hastings algorithm. 
It is known that Markov chain samples are correlated and the error of 
estimators produced by positively correlated samples is higher than that of 
independent samples with the same sample size.  In the case of subset 
simulation, the estimator of interest is the failure probability and the error of 
this estimator is commonly measured by its coefficient of variation (c.o.v).   
Samples with lower chain correlation produces smaller c.o.v, thus a more 
accurate estimator can be obtained without increasing the sample size.  This 
results in a more efficient simulation. 
One input which affects the correlation is the proposal probability 
density function (PDF) used in generating the Markov chain samples.  The 
optimal choice of proposal PDF is the one that reduces correlation and 
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minimizes estimation errors.  Metropolis et al. (1953) used a symmetric type 
of proposal PDF and Hastings (1970) generalized the algorithm for other type 
of proposal PDF.  Adaptive scheme, in which the parameters of the proposal 
PDF is updated along the chain by using the empirical covariance of the chain 
created up to that stage, was investigated by Haario et al. (2001, 2005) and 
Roberts and Rosenthal (2009).  Review on several types of proposal PDF can 
be found in Tierney (1994), Chib and Greenberg (1995).  The optimal choice 
of proposal PDF for application of subset simulation to random vibration 
problems were studied in Au and Beck (2003b).  In general, multivariate 
uniform or multivariate normal distribution is considered a reasonable choice 
for proposal PDF.  However, the optimal choice of proposal PDF is affected 
by the target distribution (problem-dependent in some sense) and it is unlikely 
to be unique.  This study focuses on the symmetric proposal PDF, therefore 
the term ‘Metropolis algorithm’ is more appropriate than ‘Metropolis-Hastings 
algorithm’.  However, within the framework of subset simulation, the term 
‘Metropolis-Hastings algorithm’ is commonly used regardless of the type of 
the proposal PDF (Au and Beck 2003b).  As the intended application of this 
study is in subset simulation, the term ‘Metropolis-Hastings algorithm’ is 
used, to be consistent with existing subset simulation literature. 
This study attempts to reduce the correlation of the simulated samples 
along a Markov chain by a different approach.  Instead of searching for the 
optimal proposal PDF for each problem of interest, a modified Metropolis-
Hastings algorithm is proposed.  It follows the original algorithm in terms of 
using the multivariate density of the whole random space to calculate the 
acceptance probability but it differs from the original algorithm in the way the 
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new samples are generated.  This modified algorithm produces less rejection 
of new samples, less correlation, and hence more accurate estimators.  The 
modification is more effective when it is applied repetitively within subset 
simulation. 
In this chapter, the basic idea underlying subset simulation is briefly 
reviewed to provide a concrete example where the Metropolis-Hastings 
algorithm plays a pivotal role. The original Metropolis-Hastings algorithm is 
presented with emphasis on simulation of conditional samples required in 
subset simulation.  A modified Metropolis-Hastings algorithm is then 
proposed with the expressed purpose of reducing the correlation between 
simulated samples.  It will be shown that the transition probability of the 
modified algorithm satisfies the reversibility condition and therefore the 
simulated samples follow the target distribution.  The usefulness of the 
proposed modification is shown by comparing the chain-correlation and error 
of estimators produced by the modified and the original algorithm.  Lastly, 
examples on reliability estimation of a soil slope are presented to demonstrate 
the applicability of the proposed modification to practical engineering 
problems.  Results presented in this chapter have been published in Santoso et 
al. (2010b, c). 
 
5.1. SUBSET SIMULATION 
Subset simulation (Au and Beck 2003b) estimates the failure probability as a 
product of larger conditional probabilities: 
         111121 ||...|   mmmmmmF FFPpFFPFFPFPFPP  (5.1) 
in which  
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F = Fm = {g(X) < cm} is the desired failure event, 
Fi = {g(X) < ci} is an artificially constructed “intermediate” failure event, 
g(X) is the performance function, 
X is a standard normal random variable (assumed univariate for clarity), and 
ci is the intermediate threshold of conditional level i which corresponds to a 
prescribed conditional probability p.  
The advantage of this method is that a small failure probability can be 
estimated with a relatively small sample size compared to direct Monte Carlo 
simulation (MCS).    
Subset simulation begins with a standard MCS to simulate independent 
samples of X.  These are called level-0 samples.  From these level-0 samples, 
some samples distributed according to p(X | F1) can be obtained.  They are 
simply samples of X  F1.  These samples of X  F1 are usually referred to as 
“seeds”.  Starting from each seed, Markov chain samples are simulated using 
the Metropolis-Hastings algorithm.  In this way, more samples distributed 
following p(X | F1) are obtained.  For this case, the target distribution is p(X | 
F1) = p(X) IF1(X) / P(F1), in which p(X) is the original unconditional 
distribution of the input parameters X and IF1 is the indicator function of F1.  
This process is repeated until the desired failure event Fm is reached.  The total 
sample size in subset simulation is Nt  = mN, in which m is the number of 
conditional levels and N is the number of samples in each level.  When a fixed 
p is used in each level, the intermediate threshold ci is the (pN + 1)-th smallest 
value of g(X) and m = int (log PF / log p). 
Using a prescribed conditional probability p to define the intermediate 


















1~  (5.2) 
in which X(m-1) are samples distributed according to p(X | Fm-1).  The choice of 
p = 0.1 appears to be suitable for various problems studied by the author.  Au 
and Beck (2003b) also suggested that p = 0.1 yields good efficiency for 
problems with failure probability of 10-3 to 10-6.  For clarity, the above 
procedure is illustrated for a univariate random variable X.  The 
implementation of the procedure to a multivariate random vector X which 
consists of many random components is fairly straightforward. 
Au and Beck (2003b) presented results on the statistical properties of P̃F.  
Some statistical properties which will be examined in subsequent discussion 
are summarized below. 
(a) Bias of P̃F 
Since some samples in a conditional level are used to start the Markov chains 
for the next level, there is correlation between the estimators of each 
conditional level.  Due to this correlation, P̃F is a biased estimator of PF.  It is 
asymptotically unbiased as the sample size N approaches infinity (Au and 
Beck 2003b). 
(b) Coefficient of variation of P̃F 
The c.o.v of the estimator at each conditional level i is given by (Au and Beck 
2003b): 























l   (5.4) 
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in which P̃i is an estimator of P(Fi|Fi-1);  
ηi is the correlation factor at conditional level i; and 
ρIi(l) is the correlation of the indicator function separated at lag l, at 
conditional level i.   
Eqs. (5.3) and (5.4) reveal that the c.o.v becomes higher as correlation 
increases.  These equations quantify the previously highlighted effect of chain 
correlation. 
The c.o.v of P̃F depends on the correlation of conditional probability P̃i 
at different conditional levels.  The lower and upper bound of V(P̃F) developed 
based on the assumption of uncorrelated and fully-correlated conditional 
levels are: 














2 ~~~~  (5.5) 
Note that η is involved in each V(P̃i) in Eq. (5.5).  This implies that using a 
modified algorithm which produces Markov chain samples with lower η at 
each conditional level in subset simulation will reduce V(P̃F) significantly. 
(c) Mean square error of P̃F 
The accuracy of a biased estimator can be assessed using the mean square 
error (MSE) of the estimator.  The MSE of an estimator is the expected 
squared difference between the estimator and the exact value: 
 










   (5.6) 
 
5.2. ORIGINAL METROPOLIS-HASTINGS ALGORITHM 
Although the Metropolis-Hastings algorithm is applicable for general target 
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distributions, the discussion in this section focuses on simulating samples for 
conditional distributions as it provides some insight on the behavior of this 
algorithm within the context of subset simulation.  Rigorous derivation of the 
algorithm for general target distributions can be found in Hastings (1970).  For 
brevity, “the Metropolis-Hastings algorithm” will be referred to as “the M-H 
algorithm” from here.  In principle, the M-H algorithm can start with initial 
samples which are not distributed in the manner of the target distribution.  
After a certain chain length, the samples will approach the target distribution 
provided that an appropriate proposal PDF is chosen.  In subset simulation, 
simulation in each conditional level starts with initial samples (seeds) obtained 
from the preceding conditional level which are distributed according to the 
target distribution.  This means that the M-H algorithm always starts with 
seeds distributed following the target distribution in the context of subset 
simulation.  This assumption is adopted from here. 
The main task of a Markov chain simulation is to find a transition 
probability which will lead the chain to the target distribution.  To accomplish 
this task, the M-H algorithm starts with an ‘arbitrary’ transition probability, 
referred to as the proposal PDF.  An acceptance probability is introduced to 
adjust the proposal PDF into the required transition probability.  The term 
‘arbitrary’ here does not mean that any distribution can be used as the proposal 
PDF.  The term ‘arbitrary’ only indicates that this proposal PDF is not the 
correct transition probability which will lead the Markov chain to the target 
distribution.  It will be discussed later that the choice of the proposal PDF is 
related to the initial state of the Markov chain.   
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An appropriate transition probability must satisfy the reversibility 
condition (Hastings 1970): 
),()(),()( xypyyxpx   for all possible x and y (5.7) 
in which  
π(.) is the target distribution, and 
p(x,y) is the transition probability from one sample Xk to the next sample Xk+1 
in the chain, p(x,y) = P(Xk+1 = y | Xk = x). 
When a transition probability satisfies the reversibility condition, a Markov 
chain simulated with this transition probability is distributed following the 
target distribution.  In the original algorithm, the transition probability is 
constructed as (Hastings 1970):  
 
   
   dyyxpxxp
xyyxpyxp
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in which  
α is the acceptance probability of the candidate sample, and 
p*(x,y) is the proposal PDF. 
Equation (5.8) reveals that there is a non-zero probability that the next sample 
in the Markov chain takes the same value as the current sample, i.e. the 
Markov chain remains in the current state.   
For the acceptance probability α, Hastings (1970) recommended the 
form proposed by Metropolis et al. (1953),  
 α = min{1, π(y) / π(x)} (5.9)   
It has been shown analytically (Hastings 1970) that with this choice of α, the 
transition probability in Eq. (5.8) satisfies the reversibility condition.  Note 
that the form of α in Eq. (5.9) is not the unique solution to the reversibility 
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condition in Eq. (5.7).  Other forms of α which satisfy the reversibility 
condition was presented in Hastings (1970). 
In this section, the M-H algorithm is illustrated using an example in 
which the random space is fully spanned by a random variable X following a 
standard normal distribution φ(X).  Let the performance function be g(X) = X 
and let X < cm constitutes the failure domain, in which cm is a constant.  
Applying subset simulation to estimate the failure probability of this example 
requires the simulation of conditional samples X < ci for each level i = 1, 2, …, 
m–1.  This 1D example is not intended to show the generality of the M-H 
algorithm, because a truncated normal distribution can be sampled directly 
without any advanced technique.  Rather, this example is used to highlight the 
key steps and the proposed modification in concrete terms.  In the next 
section, this example will be used to provide a numerical verification of the 
modified algorithm.   
The target distribution in each level p(X|X < ci) is a truncated normal 
distribution which can be written as π(x) = φ(x)IFi(x)/PFi where PFi is the 
probability that the sample lies in the i-th intermediate failure domain Fi and 
IFi(x) is the failure-indicator function which takes the value of 1 if x lies in Fi 
and zero otherwise.  As in subset simulation, the seeds are chosen to follow 
the target distribution, IFi(x) = 1 and the acceptance probability for the 
conditional normal distribution is given by α = min{1, φ(y) IFi(y)/φ(x)}.  The 
symmetric proposal PDF and the corresponding acceptance probability 
(Metropolis et al. 1953) are adopted.  Uniform distribution centered at the 
current sample is selected as the proposal PDF. 
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The original M-H algorithm for simulating samples in the i-th 
conditional level can be summarized as follows:  
1. Start from an initial sample X1 = x < ci. 
2. Generate a pre-candidate sample y following the proposal PDF, e.g. in this 
study y ~ uniform [x – l, x + l] where l is the half-width of the uniform 
PDF.  The parameter l is likely to be problem-dependent. 
3. Accept y as the candidate sample with probability α = min{1, φ(y) 
IFi(y)/φ(x)}. This can be done in 2 steps: 
a. Generate u~uniform[0,1]. If u < min{1,φ(y)/φ(x)}, take y as the 
candidate sample, X ' = y. Otherwise X ' = x. 
b. If X ' = x, the chain stays in the current state X2 = x.  If X ' = y, check 
the location of y (requires performance function calculation).  If y < ci, 
accept it as the next sample along the chain X2 = y.  Otherwise, the 
chain stays in the current state      X2 = x. 
4. Repeat steps 2 – 3 to get the next sample X3,…, XN / Nc along the chain. 
N/Nc is the chain length. 
   A sample size N of conditional samples can be obtained from one 
realization of the Markov chain containing N samples along the chain or from 
Nc realizations of the Markov chain with N/Nc samples along each chain.  The 
latter approach is adopted in subset simulation, i.e. there are Nc initial samples 
distributed following the target distribution and the above procedure (steps 1-
4) is used to simulate a realization of the Markov chain starting from each 
initial sample.  Note that in the original M-H algorithm, performance function 
calculation is required only when X ' = y (see step 3b).  Thus for a sample size 
of N, the number of performance function calculations is less than N. 
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Figure 5.1 illustrates the simulation of conditional samples along one 
chain for a target distribution of X < c1, with c1 = -1.28 corresponds to PF1 = p 
= 0.1.  From the current sample x, a pre-candidate sample is generated.  There 
are three different types of pre-candidate sample as illustrated by point ya, yb, 
and yc in Fig. 5.1.  Figure 5.1 illustrates the samples x = -1.7; ya = -2.2; yb = -
1.5; and yc = -0.8.  Using the uniform proposal PDF with unit half-width, the 
occurrence of point ya, yb, yc are equally possible.  Point ya is an example when 
the pre-candidate sample is less probable than the current sample, φ(ya) < φ(x).  
The probability that the pre-candidate sample will be accepted is φ(ya)/φ(x).  If 
φ(ya) is much less than φ(x), the pre-candidate sample is likely to be rejected 
in step 3a.  When the pre-candidate sample has a higher probability density, as 
for point yb and yc, the pre-candidate sample must be accepted and the 
algorithm proceeds to step 3b.  In step 3b, candidate samples such as point yb 
will be accepted as the next sample because it satisfies the condition X < -1.28 
while candidate samples such as point yc will be rejected.  The final threshold 
cm is also shown in Fig. 5.1 to illustrate the concept of subset simulation. 
















Fig. 5.1. Example of pre-candidate samples for simulation of conditional 
distribution X < -1.28. 
 
In choosing the proposal PDF, it must be noted that the proposal PDF is 
related to the initial state of the Markov chain.  An appropriate proposal PDF 
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must be chosen in order to ensure adequate coverage of the target sample 
space (Hastings 1970).  When the initial sample is distributed following the 
target distribution, as is the case in subset simulation, both bounded and 
unbounded distributions can be used as the proposal PDF.  The choice of the 
proposal PDF affects the correlation between the conditional samples.  In the 
general case where the initial sample is not distributed following the target 
distribution, the chosen proposal PDF must ensure a positive probability of 
going from the initial sample to the targeted domain.  For example, if an initial 
sample of x = 1 is used; a uniform proposal PDF with unit half-width will 
never lead the Markov chain to the target distribution p(X | X < -1.28), 
regardless of the chain length.  Using the unit half-width, the minimum value 
of a pre-candidate sample is 0.  This pre-candidate sample will be accepted as 
the candidate sample in step 3a as φ(0) > φ(1); but the candidate sample will 
be rejected in step 3b as 0 > -1.28.  For such case, unbounded proposal PDF 
such as normal distribution is more appropriate.  
As there is a nonzero probability that the chain remains in the current 
state, the simulated samples contain some repeated samples.  This occurs 
when the candidate state is equal to the current state due to rejection of the 
pre-candidate sample (step 3a), or when the candidate sample does not lie in 
the failure region and hence is rejected (step 3b).  The occurrence of repeated 
samples is essential to ensure that the stationary distribution of the Markov 
chain approaches the target distribution.  However, the presence of too many 
repeated samples is undesirable as it leads to high positive correlation between 
the Markov chain samples. 
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5.3. MODIFIED METROPOLIS-HASTINGS ALGORITHM 
One source of high positive correlation is the occurrence of many repeated 
samples.  If the pre-candidate or the candidate sample is rejected frequently, 
the Markov chain will consist of many repeated samples and the correlation 
between the Markov chain samples will be large.  Another source of high 
correlation is proximity.  When the half-width of the proposal PDF is very 
small, most of the pre-candidate / candidate samples are accepted; but the 
samples will all be clustered in a narrow domain.  The correlation will be high 
due to the proximity of the samples.  To eliminate the latter, various widths of 
the uniform proposal PDF were evaluated.   For problems studied by the 
authors, uniform PDF with unit half-width is found to give lower correlation 
compared to larger or smaller half-width.  Assuming that the width of the 
proposal PDF is appropriate, the correlation is now primarily governed by how 
frequent the pre-candidate or the candidate sample is rejected.   Accordingly, 
our proposal to reduce correlation is to modify the rejection rate at step 3a.  
This strategy is believed to be more practical than conducting costly 
parametric studies to determine the “best” proposal PDF. 
When a pre-candidate sample does not satisfy the condition u < 
min{1,φ(y)/φ(x)} due to its relatively low density (see point ya in Fig. 5.1 for 
illustration), another pre-candidate sample is generated.  Pre-candidate 
samples are generated randomly until the condition u < min{1,φ(y)/φ(x)} is 
satisfied.   In this way, there will be no rejection in step 3a because step 2 and 
3a are repeated until the pre-candidate sample is accepted.  The rejection of 
samples only occurs in step 3b, i.e when the candidate sample lies outside the 
limit X < ci.  The number of repeated samples produced by the modified 
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algorithm will be less than that produced by the original algorithm.  The 
correlation between samples will thus be lower.  In principle, the estimators 
produced by these samples should be more accurate.  Obviously, several pre-
candidate samples must be generated before u<min{1,φ(y)/φ(x)} is satisfied.  
This is not an expensive step as generating random number and computing 
φ(y) is a relatively minor task.  Let Ntrial be the average number of pre-
candidate samples that must be generated at each stage of the chain.  In 
subsequent sections, numerical examples will be presented and Ntrial will be 
discussed.  Note that no performance function calculation is involved in this 
regeneration of samples.  The regeneration of samples is performed in step 3a 
while the performance function calculation is required only in step 3b. 
The modified algorithm discussed above differs from the original 
algorithm only in step 3.  The modified M-H algorithm can be summarized as 
follows: 
1. Start from an initial sample X1 = x < ci. 
2. Generate a pre-candidate sample y following the proposal PDF, e.g. in this 
study y ~ uniform [x – l, x + l] where l is the half-width of the uniform 
PDF.  The parameter l is likely to be problem-dependent. 
3. Accept y as the candidate sample with probability α = min{1, 
φ(y)IFi(y)/φ(x)}.  This can be done in 2 steps: 
a. Generate u~uniform[0,1].  If u < min{1,φ(y)/φ(x)}, take y as the 
candidate sample, X ' = y.  Otherwise return to Step 2. 
b. Check the location of X ' (requires performance function calculation).  
If y < ci, accept it as the next sample along the chain X2 = y.  Otherwise, 
the chain stays in the current state X2 = x. 
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4. Repeat steps 2 – 3 to get the next sample X3,…, XN / Nc along the chain. 
N/Nc is the chain length. 
It has been mentioned that the regeneration of pre-candidate samples in 
the modified algorithm does not involve any performance function calculation.  
However, as samples are regenerated until X ' = y, performance function 
calculation is required for each candidate sample X ' (see step 3b).  Thus for a 
sample size of N, the number of performance function calculations is equal to 
N.  Recall that in the original algorithm, the number of performance function 
calculations is less than N (refer to Section 5.2).  It will be shown in Section 
5.5 that the benefit of the modified algorithm outweighs the increase in 
computational cost. 
Because less repeated samples leads to a lower correlation and a 
reduction on the variance of the estimator, one may be tempted to further 
modify the M-H algorithm so that no repeated samples occur in both steps 3a 
and 3b.  This modification can be done by repeating steps 2 and 3 each time a 
candidate sample is rejected.   However, samples simulated in this way will 
not satisfy the target distribution; as will be shown in the next section.  This 
counter example (see details in Appendix B) demonstrates that the occurrence 
of some repeated samples is essential to ensure that the simulated samples 
approach the target distribution.  Therefore the M-H algorithm cannot be 
modified in an arbitrary way. 
The basic idea of the proposed modification is along the line of the 
delayed rejection strategy developed in statistics by Tierney and Mira (1999).  
In the delayed rejection strategy, when a pre-candidate sample is rejected, 
instead of getting a repeated sample, another pre-candidate sample is 
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generated.  This ‘re-trial’ sample is generated according to a proposal PDF 
conditioned at the current sample and the rejected sample.  A different type of 
proposal PDF than the initial proposal PDF is adopted for this ‘re-trial’.  In our 
modification, the ‘re-trial’ samples are generated using the same type of 
proposal PDF and the proposal PDF is only conditioned at the current sample.  
Furthermore, the delayed rejection strategy is intended for general applications 
of M-H algorithm.  This study focuses on the application of the M-H 
algorithm within the framework of subset simulation. 
 
5.4. VERIFICATION OF MODIFIED METROPOLIS-HASTINGS 
ALGORITHM 
It has been discussed that an appropriate transition probability must satisfy the 
reversibility condition in Eq. (5.7).  If the transition probability of the 
modified algorithm is the same as the transition probability of the original 
algorithm given in Eq. (5.8), the reversibility condition ensures that the 
modified algorithm produces samples distributed following the target 
distribution.  However, the transition probability of this modified algorithm 
should be different because the probability of remaining in the current state 
has been reduced.  It is important to demonstrate that the modified algorithm 
would produce samples following the target distribution and this success is 
due to a modified transition probability which satisfies the reversibility 
condition.  This section demonstrates numerically that: (1) the transition 
probabilities of the modified and original algorithm are different (2) the 
transition probability of the modified algorithm satisfies the reversibility 
condition (3) the modified algorithm produce samples with reduced 
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correlation, and as a result (4) the samples simulated using the modified 
algorithm provide more accurate estimators than samples simulated using the 
original algorithm. 
The 1D example with failure domain of X < cm in the previous section 
will be used here as the transition probability and target distribution for this 
case can be obtained analytically.  Let cm = -3.09 so that the failure probability 
is PF = 10-3.  For the subset simulation, a uniform proposal PDF with unit half-
width and a conditional probability of p = 0.1 are adopted.  As p = 0.1, there 
are 3 conditional levels with the intermediate threshold of c1 = -1.28 and c2 = -
2.33.  The verification of the transition probability and the reversibility 
condition are illustrated using the Markov chain samples in the first 
conditional level.  A more extensive examination of the Markov chain samples 
in each conditional level is undertaken by studying the correlation and the 
error of the estimators.  Details of each verification exercise are summarized 
in Table 5.1. 




realizations of the 
Markov chain (Nc) 
Chain length 




a 2 The first level samples are studied. 
Target distribution = X < -1.28. Reversibility 
condition 10000
 a 2 
Correlation 100 b 10 Samples in each level are studied. 
Results are based on 10,000 




Note: a Larger Nc is used to reduce statistical uncertainty.  
b Based on sample size commonly used in subset simulation. 
 
5.4.1.Transition Probability 
The analytical transition probability of the original algorithm can be derived.  
In this example, α = min{1, φ(y)IF1(y)/φ(x)}.  For uniform proposal PDF with 
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unit half-width, p*(x, y) = 0.5 for x–1 < y < x+1 and zero otherwise.  
Therefore, the transition probability in Eq. (5.8) becomes:     
       







For a given value of initial sample x, the transition probability can be obtained 
analytically from Eq. (5.10). The transition probability p(x,y) obtained from 
Eq. (5.10) for several values of x is shown in Fig. 5.2.  In each graph, there is a 
jump on the density function of p(x,y) at y = x.  This indicates a high 
probability that the Markov chain remains in the initial state x.  The analytical 
cumulative distribution F(x,y) shown in Fig. 5.3 is obtained by integrating 
p(x,y).  F(x,y) is the cumulative distribution function (CDF) of y given X1 = x.  
Due to the jump in the density function, the analytical F(x,y) in Fig. 5.3 shows 
a straight vertical segment at y = x.  



















































(d) (e)  
Fig. 5.2. Transition probability p(x,y) of original Metropolis-Hastings 
algorithm with various values of initial sample x:  
(a)x = -1.4 (b)x =-1.6 (c)x = -1.8 (d)x = -2.0 (e)x =-2.3. 
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(d) (e)  
Fig. 5.3. Cumulative transition probability F (x, y) with various values of 
initial sample x: (a)x = -1.4 (b)x = -1.6 (c)x = -1.8 (d)x = -2.0 (e)x = -2.3. 
 
For both the original and the modified algorithm, the empirical F(x,y) 
can be obtained from the simulation of several (Nc = 1000) Markov chains 
starting with the same initial sample X1 = x.  The X2 of each chain is a sample 
of y; hence there are 1000 samples of y given X1 = x.  The empirical F(x,y) of 
the original algorithm coincides with the analytical F(x,y) obtained from Eq. 
(5.10).  This shows that our implementation of the original algorithm is 
correct.  The empirical F(x,y) of the modified algorithm are also plotted in Fig. 
5.3.  Note that the straight vertical segment on the empirical F(x,y) at y = x is 
built by the repeated samples which occur when the candidate samples are 
rejected.  A longer straight segment indicates more repeated samples.  It is not 
surprising that the empirical F(x,y) of the modified algorithm displays a 
shorter straight segment.  In the modified algorithm, repeated samples only 
occur when the candidate sample lies outside the failure domain X > 0.  As the 
 131
initial sample x goes farther away from the safe domain, less repeated samples 
occur.  For x = -2.3, all candidate samples simulated using uniform proposal 
PDF with unit half-width are in the failure domain.  Therefore there are no 
repeated samples and the empirical F(x,y) does not have a straight vertical 
segment, as displayed in Fig. 5.3(e).  It is evident that the transition probability 




It is important to verify that the new transition probability implied by the 
modified algorithm satisfies the reversibility condition.  For numerical 
verification, the reversibility condition is checked at discrete values of x and y.  
For a given value of x, multiplying p(x,y) with π(x) gives the left hand side of 
the reversibility condition in Eq. (5.7).  In this example, the target distribution 
is π(x) = φ(x)/0.1.   
To obtain p(x,y) numerically for a given value of x, Nc realizations of the 
Markov chain starting from the same initial sample X1 = x are simulated as 
explained in the preceding section.  The X2 of each chain is a sample of y; 
hence there are Nc samples of y given X1 = x.  The transition probability can be 
estimated as p(x,y) = N(y)/Nc, in which N(y) is the number of X2 samples with 
values in the interval of [y – dy/2, y + dy/2] and dy is the discretization 
interval. 
Performing the simulation for various values of x will produce a square 
matrix        T = Π×p(x,y), in which Π is a diagonal matrix of π(x).  It is clear 
that if the transition probability p(x,y) satisfies the reversibility condition in 
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Eq. (5.7), matrix T would be symmetric.  One possible way to measure the 
degree of non-symmetry of matrix T is by calculating the norm of matrix      
(T – T'), in which T' is the transpose of matrix T.  The norm of (T – T') is zero 
when matrix T is symmetric.  The infinity norm is used in this study as it 
appears to be a more discriminating measure of non-symmetry compared to 
other types of matrix norm. 
This verification is applied to test the transition probability of the 
original algorithm, the modified algorithm and the counter example described 
in Appendix B.  The range of possible values of x is -∞ < x < -1.28.  In this 
example, the range of -3.5 < x < -1.28 and a discretization interval dx = dy = 
0.05 are used.  The range can be justified as the density of x is negligible for 
x<-3.5.  The infinity norm of (T – T') for the original and the modified 
algorithm are 0.09 and 0.10, respectively.  The norm of (T – T') for the 
original and modified algorithm is comparable and both are small, suggesting 
that matrix T is symmetric and the reversibility condition is satisfied.  As 
aforementioned, it is found that the distribution of samples simulated using the 
counter example do not follow the target distribution.  It is found that matrix T 
is not symmetric for this case, as indicated by a larger norm of (T – T') of 
0.58.  This shows that the reversibility condition can be used to examine the 
correctness of a MCMC algorithm. 
 
5.4.3.Chain-correlation 
Figure 5.4 illustrates the effect of the modified algorithm on the correlation 
between Markov chain samples.  In this figure, ρ(l) denotes the correlation of 
samples separated at lag l in a Markov chain.  The c.o.v of the estimator in Eq. 
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(5.3) depends on the correlation of the indicator function ρI(l) and not on ρ(l).  
However, it can be reasonably assumed that ρI(l) is also reduced as ρ(l) is 
reduced.  Results of ρI(l) are presented in Fig. 5.5, supporting the assumption.   
As 1000 realizations of the Markov chain are simulated, there are 1000 
realizations of the correlation function.  In other words, each correlation 
function is estimated empirically from one Markov chain assuming 
stationarity.  For clarity, instead of comparing the whole set of functions; the 
25%, 50%, and 75% quantiles of the correlation functions are compared.  
These are obtained by calculating the 25%, 50%, and 75% quantiles of 
correlation at each corresponding lag.  As can be observed from Figs. 5.4 and 
5.5, the correlation of samples obtained from the modified algorithm decreases 
more rapidly than that of the original algorithm.  The practical advantage of 
lower correlation will be shown in the next section, which discusses the error 
of estimators produced by the Markov chain samples. 
(a) (b) (c)



































Fig.  5.4. Correlation of Markov chain samples produced by original and 







































Fig.  5.5. Correlation of indicator function produced by original and modified 
algorithms: (a)25% quantile (b)50% quantile (c)75% quantile. 
 
5.4.4.Error of Estimators 
The 1D example with failure domain X < cm is used in this section.  Several 
values of cm are used to study the estimators for different values of PF as 
summarized in Table 5.2.  The bias, c.o.v (Eq. 5.3) and MSE (Eq. 5.6) are 
used to measure the error of the estimators. 
Table 5.2.  Final and intermediate thresholds for various values of PF 
PF cm 
ci 
i=1 i=2 i=3 i=4 
10-2 -2.33 -1.28 - - - 
10-3 -3.09 -1.28 -2.33 - - 
10-4 -3.72 -1.28 -2.33 -3.09 - 
10-5 -4.26 -1.28 -2.33 -3.09 -3.72 
 
There are two estimators studied: (a) the intermediate threshold c̃i and (b) 
the final estimator P̃F.  Although in subset simulation the estimator of interest 
is P̃F, the intermediate threshold c̃i is studied because the error in P̃F is a result 
of accumulated errors in c̃i.  In this 1D example, the i-th threshold 
corresponding to the conditional probability of p = 0.1 is analytically 
computed as ci = Φ-1(pi), in which Φ-1(.) is the inverse cumulative distribution 
function of the univariate standard normal distribution.  In subset simulation, 
the estimator c̃i is obtained empirically as the (pN+1)-th smallest value of the 
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Markov chain samples X in level i (refer to the subset simulation procedure 
briefly described in Section 5.1). 
The bias, c.o.v and MSE of c̃i for each conditional level are shown in 
Fig. 5.6.  This figure presents results for the case of cm = -4.26 which 
corresponds to PF = 10-5.  Results for other values of cm are not shown because 
they show a similar trend.  Note that the first threshold c̃1 is obtained from 
level-0 samples (simulated using direct Monte Carlo); therefore the statistics 
of c̃1 is the same for both original and modified algorithm.  Figure 5.6 suggests 
that for all conditional level, estimators produced by the modified algorithm 
consistently have a larger bias and a smaller variation.  As the reduction in 
variation is more significant than the increase in bias, the modified algorithm 
produces more accurate estimators as indicated by smaller values of MSE.  
As P̃F is related to c̃m-1 and the modified algorithm produces more 
accurate c̃i, it may be expected that it will also produce more accurate P̃F.  
Subset simulation results for various values of PF are summarized in Table 
5.3.  Figure 5.7 shows the bias, c.o.v and MSE of P̃F.  It shows that P̃F 
produced by the modified algorithm is slightly more biased but has a smaller 
variation, which led to a smaller MSE.  The observations on c̃i and P̃F are 
consistent. 
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Fig. 5.6. Statistics of intermediate thresholds estimated using original and 
modified algorithm for the case of cm = -4.26 : (a) bias of estimator (b) 
coefficient of variation (c)mean square error.  
Note: Results for other values of cm show a consistent trend. 
 




E[P̃F] a V(P̃F)a LB UB 
% distinct 
(level 1) b η1 
(1) (2) (3) (4) (5) (6) (7) 
10-2 1.01E-02 0.20 0.15 0.37 49% 2.85 
10-3 1.02E-03 0.35 0.23 0.57 49% 2.86 
10-4 1.03E-04 0.55 0.28 0.80 49% 2.87 
10-5 1.07E-05 0.86 0.34 1.06 49% 2.86 
 
 
 Modified algorithm 
PF 
 E[P̃F] 
a V(P̃F)a LB UB 
% distinct 
(level 1) b η1 N trial 
(1) (8) (9) (10) (11) (12) (13) (14) 
10-2 9.52E-03 0.19 0.14 0.33 65% 1.76 2 
10-3 9.28E-04 0.28 0.19 0.52 65% 1.76 2 
10-4 9.14E-05 0.38 0.24 0.67 65% 1.77 2 
10-5 9.08E-06 0.50 0.28 0.87 65% 1.76 2 
Note: a Empirical results based on 10,000 independent simulation runs. 
b Ratio of the number of distinct samples to the sample size in each level N. 
LB and UB denote the lower and upper bounds of V(P̃F) obtained from Eq. (5). 
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Fig.  5.7. Statistics of failure probability estimated using original and modified 
algorithm: (a) bias of estimator (b) coefficient of variation (c)mean square 
error.  Note: computational cost of both algorithms is relatively the same. 
 
Results summarized in Table 5.3 may explain the reduction in V(P̃F).  By 
comparing column (6) and column (12), it is evident the modified algorithm 
produces less repeated samples, as mentioned previously.  The reduction in 
repeated samples leads to reduced chain correlation as shown in Figs. 5.4 and 
5.5.  The reduced chain correlation in turn produces a lower correlation factor 
η.  For illustration, the correlation factor for level 1 is presented [compare 
column (7) and (13)].  The reduction in η results in smaller V(P̃F).  As a 
reference for the empirical V(P̃F), the bounds for V(P̃F) from Eq. (5.5) are 
presented [see columns (4),(5),(10),(11)].  As can be seen, the empirical V(P̃F) 
is within  the calculated bounds. 
To assess the additional cost of the modified algorithm, the parameter 
Ntrial is recorded [see column (14)].  This is the average number of pre-
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candidate samples that need to be generated before the condition in Step 3(a) 
is satisfied in each stage of the Markov chain.  It is found that for this 1D 
example, only two repetitions on average are required regardless of the failure 
probability.  The computational time required to perform a single run of subset 
simulation using each algorithm is recorded.  It was found that for this 
example, the computational time t of both algorithms is relatively the same, 
with tmodified / toriginal = 1.04.  This is not surprising as this example is a 1D 
problem, in which there are not many rejected samples in step 3a so that the 
number of performance function calculations required in the original and 
modified algorithm may not be substantially different.  Furthermore, this 
example has a simple, explicit performance function so the number of 
performance function calculations may not affect the computational time 
significantly. 
The numerical verification exercises presented in Section 5.4.1 – 5.4.4 
show that the transition probability of the modified algorithm satisfies the 
reversibility condition.  Hence, the samples simulated using the modified 
algorithm are distributed according to the target distribution for the correct 
theoretical reason.  It has been shown that subset simulation using the 
proposed modified algorithm produces less correlated samples resulting in 
more accurate estimators compared to the original algorithm.  This 
improvement is more significant for smaller PF due to the multiplicative effect 
of correlation factor η in the c.o.v of P̃F [see Eq. (5.5)].  It goes without saying 
that the estimation of small failure probabilities is important in civil 
engineering reliability problems. 
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5.5. INFINITE SLOPE EXAMPLES 
The purpose of this section is to examine the applicability of the modified M-
H algorithm to practical problems.  Two examples of infinite slope analysis 
are presented.  The first example has an explicit performance function and will 
be used to study the effect of random dimension.  The second example is 
related to rainfall-induced landslides, thus it has an implicit performance 
function involving finite element analysis.  This second example will be used 
later for parametric study in Chapter 6. 
 
5.5.1.Example 1: Undrained Analysis 
Consider the infinite clay slope with a spatially variable undrained shear 
strength presented in Section 3.6.  The performance function of the slope is 
FSmin = min [cu(z)/  (L-z) sin  cos ] and the failure probability is PF = P 
(FSmin<1).  Parameters involved in this case are summarized in Table 5.4.  
Deterministic analysis gives FS = μcu/(L γ sin β cos β) = 1.74. 
 
Table 5.4.  Parameters of infinite slope in Example 1. 
Parameter Description Value Unit 
L Depth above base rock 2.5 m 
Γ Total soil unit weight 20 kN/m3
Β Slope angle 20  degree 
μcu Mean of undrained shear strength 28 kPa 
σcu Standard deviation of undrained 
shear strength 
5 kPa 
Δ = δ /L Normalized correlation length 3 - 
 
Realizations of random field are generated using the spectral 
representation method described in Section 4.6.2.  In this example the 
maximum frequency ωmax = 10π and depth-discretization dz = 0.025 m are 
used.  The random dimension of the problem is twice of the number of terms 
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used in the series M.  To study the effect of the random dimension, various 
values of the number of terms M is used: M = 5, 10, 20, 40 and 50.   
For benchmarking, Monte Carlo simulation with sample size of 100,000 
is performed for each values of M.  This sample size gives reasonable 
accuracy (c.o.v  0.3) for PF in the order of 10-4.  Failure probability obtained 
from the random field generated using M terms is denoted as PF(M) to 
distinguish it from the “true” PF which should be obtained using a sufficiently 
large M. 
A uniform proposal PDF with unit half-width and a conditional 
probability p = 0.1 are used in the subset simulation.  The sample size at each 
conditional level is N = 1000.  The statistics of the estimator P̃F(M) are 
obtained empirically based on 500 independent simulation runs.  Although in 
practice P̃F is obtained from a single or a few runs, here a large number of runs 
are used in order to reduce the statistical uncertainty.  Simulation results for 
various values of M are summarized in Table 5.5.   
 














M PF (M) MCS 
Original algorithm (N = 1000) 
P̃F (M) a V(P̃F) a LB UB 
% distinct  
(level 1) b η1 
(1) (2) (3) (4) (5) (6) (7) (8) 
5 < 10-5 2.60x10-6 1.02 0.47 1.47 21% 4.27 
10 2.15x10-4 2.14x10-4 0.87 0.38 1.33 12% 5.68 
20 9.00x10-4 8.29x10-4 0.83 0.38 1.96 4% 7.53 
40 1.12x10-3 1.10x10-3 0.86 0.43 4.35 1% 8.76 
50 1.09x10-3 1.12x10-3 0.95 0.43 5.59 0.2% 8.9 
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a Empirical results based on 500 independent simulation runs (average value).  
b Ratio of the number of distinct samples to the sample size in each level N. 
LB and UB denote the lower and upper bounds of V(P̃F) obtained from Eq. (5.5). 
It is found that the number of distinct samples produced by the original 
M-H algorithm decreases as M increases [refer to column (7)].  This agrees 
with the well known proposition that the acceptance probability α in the 
original algorithm approaches zero as the random dimension approaches 
infinity (Au and Beck 2003b).  The occurrence of few distinct samples results 
in high correlation factor and high c.o.v of estimator [see columns (8) and (4)]. 
In contrast, the modified M-H algorithm maintains sufficient number of 
distinct samples, correlation factor, and c.o.v of estimator for all values of M.  
As to be expected, this comes with additional cost.  As shown in columns (15) 
and (16), the number of regenerated samples Ntrial and the ratio of 
computational time tmodified / toriginal are proportional to M.  This means that the 
cost of the modified M-H algorithm is higher than the original, and the 
additional cost increases with the random dimension.  In order to fairly 
M 
Modified algorithm (N = 1000) 
P̃F (M) a V(P̃F) a LB UB 
% distinct 
(level 1) b η1 N trial 
tmodified 
/ toriginal 
(1) (9) (10) (11) (12) (13) (14) (15) (16) 
5 2.51x10-6 0.53 0.34 1.05 55% 1.7 3 1.3 
10 2.25x10-4 0.32 0.25 0.71 55% 1.62 4 1.7 
20 9.61x10-4 0.28 0.21 0.60 55% 1.56 13 2.4 
40 1.14x10-3 0.25 0.21 0.59 55% 1.58 104 5.8 
50 1.13x10-3 0.26 0.21 0.60 55% 1.60 250 10.3 
M 
Original algorithm  (N is increased to get toriginal = tmodified) 
P̃F (M) a V(P̃F) a LB UB 
% distinct  
(level 1) b η1 
(1) (17) (18) (19) (20) (21) (22) 
5 2.91E-06 2.94 0.38 1.48 21% 4.37 
10 2.05E-04 0.81 0.37 1.08 12% 5.73 
20 8.86E-04 0.70 0.29 0.99 4% 7.42 
40 1.10E-03 0.56 0.28 2.77 1% 8.76 
50 1.00E-03 0.52 0.24 1.41 0.2% 8.91 
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compare the performance of the original and modified algorithm, another set 
of subset simulation is performed with the original algorithm where a larger 
sample size N is used in each subset.  A larger sample size N is used so that 
the computational time is the same as that of the modified algorithm obtained 
previously, toriginal (N > 1000) = tmodified (N = 1000).  The results are 
summarized in columns (17) – (22) in Table 5.5.  With this larger sample size, 
the c.o.v of the estimator decreases, but it is still higher than the c.o.v 
produced by the modified algorithm.  Thus, given the same computational 
cost, the modified M-H algorithm produces more accurate estimate than the 
original. 
Figure 5.8 displays the statistics of P̃F obtained from the original M-H 
algorithm with N > 1000 and from the modified M-H algorithm with N = 
1000, thus the results are compared given the same computational cost.  It can 
be seen that the modified M-H algorithm consistently produces a smaller 
variation and a smaller MSE for P̃F.  This observation is consistent with those 
from the verification exercises in Section 5.4.  The benefit of the modified 
algorithm reduces as random dimension increases, but it is still effective for 
random dimension up to 100. 
As performance function calculation accounts for a major part of the 
computational cost, it is necessary to verify that the modified algorithm still 
performs better than the original for a problem involving implicit performance 
function.  This is discussed in the next example. 
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Original (N>1000, t = t modified)
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Fig. 5.8. Statistics of failure probability for Example 1: (a) bias of estimator  
(b) coefficient of variation (c) mean square error.  
Note: random dimension = 2M. 
 
 
5.5.2.  Example 2: Transient seepage analysis 
As in Example 1, consider an infinite slope where failure is defined as having 
factor of safety less than unity, PF = P(FSmin<1).  Unlike in Example 1, here 
the slope is not analyzed under undrained condition.  Instead, the slope is in 
unsaturated condition and is subjected to rainfall infiltration.  The main source 
of uncertainty in this example is the spatial variability of soil saturated 
hydraulic conductivity ks, which is modeled as a 1D lognormal stationary 
random field with exponential correlation function (refer to Chapter 4).  This 
example analyzes the probability of failure for slope with depth of L = 6 m, 
inclination angle of  = 30, and infiltration flux of q = -5×10-7 m/s.  The 
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SWCC parameters are a = 0.2 kPa-1 and n = 1.35.  The mean of ks is 10-6 m/s, 
its coefficient of variation is 1, and its normalized correlation length is δ/L = 1.  
The random field is generated by spectral representation method (refer to 
Section 4.6.2) with number of terms M = 30, thus the random dimension is 60.  
Further details on this example can be found in Section 6.3, in which this 
example is used to study the effects of spatial variability on seepage and slope 
stability. 
The probability of slope failure for rainfall duration of 3 days is 
estimated.  As a benchmark, MCS with sample size of 50,000 gives PF = 
3.4×10-4.  Subset simulation is first performed with sample size of N = 2000 in 
each subset.  A uniform distribution with range of 1.5 is used as the proposal 
distribution.  For N = 2000, the ratio of the computational time for 1 run of 
subset simulation is tmodified / toriginal = 2.4.  For a fair comparison, subset 
simulation with the modified M-H algorithm is performed using N = 2000, 
while subset simulation with the original algorithm is performed with larger 
sample size, namely N = 5300.  This simulation with larger N will require the 
same computational time as tmodified.  Simulation results of both the original 
and the modified algorithm are summarized in Table 5.6.  It can be seen that 
for this example with implicit performance function, the modified algorithm 












Table 5.6. Results of Example 2. 
Note: 
a Empirical results based on 30 independent simulation runs (average value).  
b Ratio of the number of distinct samples to the sample size in ea-ch level N. 
LB and UB denote the lower and upper bounds of V(P̃F) obtained from Eq. (5.5). 
 
5.6. CONCLUDING REMARKS 
A modified Metropolis-Hastings algorithm with reduced chain-correlation is 
proposed for application to subset simulation.  In the modified algorithm, 
random samples are generated repetitively until the pre-candidate sample is 
accepted as the candidate sample.  The candidate sample is rejected only when 
it lies outside the failure domain. 
The additional cost of the modified algorithm comes from two sources: 
(1) several random samples (Ntrial) must be generated before a pre-candidate 
sample is accepted (2) performance function calculation is required for each 
candidate sample, while in the original algorithm, some pre-candidate samples 
are rejected and performance function is not required in such case.  The former 
is not significant as generating random number and computing its distribution 
function is a relatively minor task.  The latter is more significant, particularly 
for implicit performance functions.  In comparing the performance of the 
original and the modified algorithm, a larger sample size is used for the 
original algorithm so that the computational cost of both algorithms is the 
same. 
It has been numerically verified that the modified algorithm satisfies the 
 P̃F (M) a V(P̃F) a LB UB 
% distinct 
(level 1) b η1 N trial 
Modified  
(N = 2000) 3.58×10
-4 0.4 0.24 0.44 43% 3.6 10 
Original 
(N = 5300) 3.28×10
-4 0.6 0.19 0.45 13% 8.4 - 
MCS 
(Nt = 50,000) 
3.4×10-4 - - - - - - 
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reversibility condition and therefore the simulated samples follow the target 
distribution for the correct theoretical reason.  The modified algorithm 
produces less rejection and less correlation between the Markov chain 
samples.  When applied to subset simulation, the modified algorithm produces 
a more accurate estimate of failure probability PF as indicated by a lower 
coefficient of variation and a lower mean square error.  The advantage is more 
significant for small PF.  It was found that Ntrial is not affected by the order of 
PF. 
Examples of soil slope with spatially variable properties were presented 
to demonstrate the applicability of the proposed modification to reliability 
estimation of engineering problems.  It was found that the modified algorithm 
produces a more accurate estimator over the range of random dimensions 
studied, both for explicit and implicit performance function. 
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Chapter 6. Effects of Soil Spatial Variability on 
Seepage and Slope Stability 
 
Probability models of soil hydraulic properties (SWCC and saturated 
hydraulic conductivity ks) have been developed in Chapter 4.  An efficient 
simulation for estimation of probability of system failure has been proposed in 
Chapter 5.  The application of the probability models and the simulation 
technique to analyze rainfall-induced landslides is presented in this chapter.  
The objective of this chapter is to highlight the significance of spatial 
variability on seepage through unsaturated soil and the resulting impact on the 
factor of safety and probability of failure of the slope.  The main question is 
whether ignoring spatial variability leads to conservative estimate of the 
remaining matric suction after infiltration and the probability of slope failure.  
Spatial variability of ks has been characterized by a lognormal random 
field model.  SWCC is not considered to be spatially variable due to the lack 
of measurement data or information in the literature for characterization of its 
spatial variation.  Thus in this chapter, soil spatial variability is only 
represented by the correlation length of ks.  When spatial variability is 
incorporated in the seepage analysis, the problem involves seepage through 
multi-layered soil profile, which is a complex physical problem.  The SWCC 
is first considered as deterministic to avoid another complexity.  The later part 
of this chapter studies the impact of the uncertainty in SWCC.  The main 
interest is to study whether the effects of spatial variability is still significant 
when the uncertainty in SWCC is also considered. 
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Unless otherwise stated, all examples in this chapter adopt: (a) the 
probability model for sandy clay loam and clay as summarized in Table 4.4, 
(b) the van Genuchten SWCC equation and Gardner conductivity function, 
and (c) subset simulation with modified Metropolis-Hastings algorithm for 
failure probability estimation.  Parts of this chapter have been reported in 
Santoso et al. (2010a, 2011b). 
Spatial variability means that the value of ks varies not only from one 
realization to another but also from one point in the soil deposit to another.  
Thus accounting for spatial variability in the analysis requires some 
knowledge on seepage through heterogeneous / multi-layered soil.  There is a 
large number of works considering the effects of spatial variability on flow 
through saturated soils.  Freeze (1975) performed Monte Carlo simulations to 
obtain the mean and variance of pressure head from one-dimensional (1D) 
saturated flow with head boundary for both steady state and transient analysis.  
The saturated hydraulic conductivity ks in each layer were simulated 
independently, hence no spatial correlation was considered.  Bakr et al. (1978) 
used the perturbation approach to derive the mean and variance of pressure 
head in 1D and 3D steady flow with flux boundary.  An exponential function 
was used to describe the spatial correlation of ln ks.  They concluded that the 
head variance strongly depends on the correlation length of ln ks.  More 
recently, Fenton and Griffiths (1993) showed that the correlation length of ln 
ks is significant in 2D steady state flow. 
There is a smaller number of works on the effects of spatial variability 
on flow through unsaturated (partially saturated) soils.  However, flow with 
spatially variable ks is similar to flow through multi-layered soil profile for 1D 
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infiltration.  The former’s variation is continuous, while the latter is essentially 
a discrete variation.  The latter is more commonly studied.   Takagi (1960) and 
Zaslavsky (1964) studied 1D unsaturated seepage through two-layered soil 
profile. They discussed the typical pressure head profile for the case of less 
conductive layer overlaying a more conductive layer.  Srinilta et al. (1969) 
presented experimental measurement of pressure head which agrees to the 
analytical results of Takagi (1960) and Zaslavsky (1964).  Warrick and Yeh 
(1991) studied 1D unsaturated seepage through multi-layered profile.  They 
showed the typical steady state pressure head profile for both the case of less 
conductive layer overlaying a more conductive layer and the reverse case.  
Yeh (1989) derived an analytical solution of pressure head for steady state 
seepage through multi-layered soil profiles.  Srivastava and Yeh (1991) 
derived an analytical solution or pressure head for transient flow through 
homogeneous or two-layered soil profiles.  Both solutions were derived based 
on Gardner’s (1958) conductivity function and were restricted to a constant 
flux boundary. 
Yeh et al. (1985 a, b) used the exponential conductivity function 
(Gardner 1958) to study the unsaturated seepage through spatially 
heterogeneous soil.  They treated the spatially varying ks and the SWCC / 
conductivity parameter α as correlated random fields and used a spectral 
technique to derive the variance of pressure head under steady state 
infiltration.  Their derivation showed that the variance increases with the mean 
of pressure head.  In order to verify the analytical solution, Yeh (1989) 
simulated the random fields of ks and α.  It was shown that the variance of 
pressure head obtained from simulation agrees with the variance derived by 
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Yeh et al. (1985 b).  The relation of correlation length to the variance of 
pressure head has not been studied as their simulation was performed for a 
single value of the correlation length. 
This study is focused on 1D seepage in order to clarify and highlight the 
effects of spatial variation in a simple way.  Although 1D analysis is not 
always realistic as it overestimates the head variance (Freeze 1975, Bakr et al. 
1978), nevertheless it errs on the conservative side.  Furthermore, it has been 
discussed that 1D seepage analysis is a sufficient approximation when applied 
to analysis of rainfall-induced slope failure (refer to Section 2.5). 
In this chapter, flow through saturated soil is first reviewed.  Next, 
Monte Carlo simulation (MCS) is used to perform saturated, steady state 
seepage analysis with ks modeled as a random field, in which each simulation 
is actually an analysis of flow through a multi-layered profile.  Lastly, the 
simulation will be extended to study the flow through unsaturated soil, both 
steady state and transient seepage.   
As this thesis is aimed toward analysis of rainfall-induced slope failure, 
the main interest is on unsaturated transient seepage.  However, it is useful to 
start the discussions with analysis of saturated, steady state seepage as this 
case is simpler and more established in the literature.  For saturated seepage, 
some statistics of the pressure head can be derived analytically so that the 
simulation results can be validated.  The knowledge on the behavior of 
saturated seepage through heterogeneous soil can be used as a reference to 




6.1. STEADY STATE SEEPAGE – SATURATED SOILS 
Equation (3.1) gives the Darcy’s law for steady state, 1D flow through a 
saturated soil column of depth L.  For easy reference, Eq. (3.1) is reproduced 
below, 
   dzdHzkq   (3.1) 
in which the flux q is the flow flux (negative denotes infiltration), k(z) is the 
hydraulic conductivity at elevation z, and H is the total head, which is the sum 
of the pressure head h and elevation z.  For saturated flow, k = ks. 
An important principle in both saturated and unsaturated seepage 
through layered profile is that the resulting pressure head depends not only on 
the conductivity of each layer but also on the position of the layer (Takagi 
1960, Zaslavsky 1964, Srinilta et al. 1969, Srivastava and Yeh 1991).  When 
water flows from a more conductive layer to a less conductive layer, there will 
be a pressure build up in the interface.  In the opposite case, when water flows 
from a less conductive layer to a more conductive layer, flow can be easily 
dissipated at the interface. 
There are two general problems in seepage analysis: (1) flux boundary 
problem, in which water infiltrates the soil with a deterministic constant flux 
q, and (2) head boundary problem, in which the head difference is a 
deterministic constant ΔH = H(L) – H(0).  In a flux boundary problem, the 
flux is known.  Since in steady state seepage the flux is the same at every 
layer, the pressure head can be obtained recursively based on Eq. (3.1), 
  isii kqdzhh ,1 /1  (6.1) 
in which hi denotes the pressure head at elevation of zi. 
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In a head boundary problem, the flux can be computed by means of 
equivalent conductivity.  It is widely known (e.g. Swartzendruber 1960) that 
under the same boundary conditions, a uniform profile with equivalent 
conductivity ke will discharge the same amount of flow as the profile with 
spatially variable ks, 
 LHkq e   (6.2) 
in which ΔH is the total hydraulic head difference of the profile.  The 
equivalent conductivity is given by the harmonic mean of the conductivity 
(Swartzendruber 1960),  










,  (6.3) 
in which ks,i is the averages of ks for layer i and n is the number of layer.  In a 
head boundary problem the flux is computed from Eq. (6.2) and substituted to 
Eq. (6.1) to obtain the pressure head. 
 
6.1.1.Flux Boundary Problem 
Consider a statistically homogeneous, saturated soil column of depth L = 1 m.  
The water table is located at the base of the column, thus h(0) = 0.  The 
surface of the soil column is ponded.  Thus water flows vertically from the 
surface (higher head) to the base of the soil column (zero head).  It is 
acknowledged that this case with ponding does not resemble soil column 
within a slope.  In real slope, the excess rainwater will be removed as a run-off 
and will not be accumulated.  However, the aim of this section is to observe 
the effects of spatial variability in saturated flow, which in turn will be used as 
a reference to interpret the results of unsaturated flow analysis.  Therefore it is 
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desirable that the example used in this section has boundary conditions similar 
to those of the unsaturated flow.  This case is specifically selected so that the 
resulting pressure head profile in the soil column mirrors the pressure head 
profile of an unsaturated soil column, i.e. zero head at the base and higher 
magnitude at the surface.  The ponded surface implies that the infiltration flux 
is higher than the saturated hydraulic conductivity.   
In this example the prescribed flux is a deterministic constant.  A typical 
sandy clay loam soil is adopted as the soil profile.  The soil saturated hydraulic 
conductivity is modeled as a lognormal random field with μks = 10-6 m/s and 
σks = 10-6 m/s (refer to Table 4.4).  The layer depth is chosen to be equal to the 
random field discretization, T = dz = 0.01 m.  To represent the ponding, the 
flux is prescribed as q = -6 μks, where negative sign denotes infiltration.  As 
aforementioned, when water flows from a less conductive layer to a more 
conductive layer, pressure is dissipated easily and possibly to the extent that a 
negative pressure develops at the interface of these layers.  To avoid having 
negative pressure head in this example of saturated flow, the flux is set to be 
much higher than μks. 
Figure 6.1 shows an example of realizations of ks with various values of 
correlation length and the resulting pressure head profile.  Note that the 
fluctuating pressure head profile in this figure is actually a composition of 
many pressure build ups and dissipations explained earlier.  For Δ = 10 (high 
correlation length), ks is almost uniform and as a result the pressure head 
profile is linear. 
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Fig. 6.1. A single realization of ks and the resulting pressure head profile in 
flux boundary problem. Note: q = -6×10-6 m/s. 
 
The mean pressure head can be derived by taking expectation of both 
sides in Eq. (6.1).  As q is a deterministic constant, the mean pressure head is 
the same for any value of correlation length.  The pressure head variance is 
given by: 
   111 ,1,,22222 ,2   ikshisiikshh iii khqdzRdzq      (6.4)  
in which R(hi, ks,i-1) is the correlation coefficient between pressure head and 
inverse conductivity at layer i.  The above equation shows that the variance of 
head at one layer is the accumulation of variance of head at the layers beneath 
it.  As the pressure head at the base is prescribed, the standard deviation at the 
base is zero, σho=0.  If R(hi, ks,i-1) is positive, then 
ii hh
 1 .  Numerical 
results (see Fig. 6.2) suggest that R(hi, ks,i-1) is positive.  Thus the standard 
deviation becomes higher for higher elevation.  This is intuitively correct as a 
point farther away from the prescribed boundary condition is expected to have 
higher variation.   
Equation (6.4) shows that for infiltration case (where the value of q is 
negative), the pressure head variance increases as σ2ln ks,i and R(hi, ks,i-1) 
increases.  It has been discussed that σ2ln ks,i increases as Δ increases.  It can be 
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shown that R(hi, ks,i-1) is related to the correlation between averages.  As Δ 
increases, correlation between averages increases and thus R(hi, ks,i-1) 
increases.  Figure 6.2 validates this relation.  The end result is that the head 
variance increases as Δ increases. 



















Fig. 6.2. Computed correlation between pressure head and inverse of 
conductivity.   
 
MCS with sample size of 5000 is performed in order to validate the 
above theoretical explanations.  Figure 6.3 shows the estimated mean (mh) and 
standard deviation of pressure head (sh) from this simulation.  It can be seen 
that the mean is the same for any Δ as anticipated.  The standard deviation is 
zero at the base of the profile because pressure head at the base is prescribed.  
In agreement with previous discussion, sh increases with elevation and higher 
correlation length produces higher sh.  The upper limit is when ks is modeled 
as a random variable. 
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Fig. 6.3.  Mean (mh) and standard deviation of pressure head (sh) in flux 
boundary problem.  Note: flux q = -6×10-6 m/s. 
 
 
6.1.2.Head Boundary Problem 
Consider the sandy clay loam soil column described in the previous section.  
Now the flux q is unknown but the pressure head at the top of the profile is a 
known deterministic constant, h(L) = 5 m.  The flux q can be obtained from 
Eq. (6.2) and the pressure head obtained from Eq. (6.1).  Note that if ks is 
uniform throughout the profile, the pressure head profile will be a linear line 
from h(0) = 0 to h(L) = 5 m, regardless of the value of ks. 
In this head boundary problem, ke and q are not deterministic and their 
distribution depends on the distribution of ks.  As the head at both ends of the 
profile are prescribed, the variance will be zero at both ends.  Therefore the 
highest standard deviation of pressure head is expected to be found at the 
midpoint of the profile.    
When Δ→ ∞, the profile resembles a uniform profile.  In this case the 
pressure head profile is linear and the pressure head value does not depend on 
ks.  Thus the pressure head is deterministic, h = z(ΔH/L–1) and the standard 
deviation is zero. 
For other values of Δ, it is not straightforward to derive the statistics of q 
and h.  However, the statistics can be derived for a special case of two-layered 
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profile, i.e. T=L/2.  From this derivation, it can be shown that the relation of 
head variance and Δ is not monotonic.  This can be explained as follows.  As 
Δ increases, σ2ln ks,i increases and the correlation between the averages 
increases.  For this boundary condition, the head variance increases with σ2ln 
ks,i.  On the other hand, the head variance decreases as the correlation between 
the averages increases (unlike in flux boundary problem).  Therefore the 
increase of Δ leads to two opposite changes in head variance.  The end result 
is that the relation of head variance and Δ is not monotonic.  Note that this 
trend is different from the flux boundary problem where the increase of Δ 
leads to the increase of two terms that both contribute to the increase in head 
variance. 
Figure 6.4 shows the mean and standard deviation of pressure head 
obtained from 5000 realizations.  The mean of the pressure head has a linear 
profile.  The standard deviation of the pressure head has a parabolic profile as 
expected.  Both the profiles of the mean and standard deviation of the pressure 
are similar to the results presented in Freeze (1975).  As discussed above, the 
lower limit of standard deviation is when ks is a random variable, that is sh = 0.  
It appears that sh increases with Δ for Δ = 0.1 - 0.4 and decreases with Δ for Δ 
> 0.4.  Regardless of the non-monotonic effect of , this example illustrates an 
extreme impact of the random variable assumption.  Note that in this case with 
head boundary, no uncertainty in the pressure head is captured when the 
random variable assumption is made. 
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Fig. 6.4. Mean (mh) and standard deviation of pressure head (sh) in head 
boundary problem.  Note: h(L) = 5 m. 
 
6.2. STEADY STATE SEEPAGE – UNSATURATED SOILS 
For saturated seepage with flux boundary, higher correlation length leads to 
higher variability of pressure head.  In this section, the relation of correlation 
length and the pressure head in unsaturated seepage with flux boundary is 
studied.  This section focuses on flux boundary problem discussed in Section 
6.1.1 as it is more relevant to the analysis of rainfall-induced slope failures in 
which the flux is specified based on rainfall data.  The discussions start with 
steady state seepage for which an analytical solution is available so that the 
results can be interpreted without potential complication from numerical 
errors.  Transient seepage will be discussed in the next section. 
Yeh (1989) presented an analytical solution for a steady state flow with 
constant flux through unsaturated soil (refer to Section 3.3).  For convenience, 
the solution for multi-layered profile is reproduced below, 




1    (3.12) 
in which 
hi-1 and hi are respectively the pressure head at elevation zi-1 and zi, and 






The pressure head is obtained by applying Eq. (3.12) recursively, starting 
from the lowest layer.  This approach is used in this study to perform steady 
state seepage analysis in spatially heterogeneous soil.  The above equation 
reveals that steady state seepage is governed by the ratio of the infiltration flux 
to the saturated hydraulic conductivity, and not by the magnitude of each 
parameter.  Two representative soil types, clayey soil and sandy clay loam 
soil, are studied below. 
 
6.2.1.Clayey Soil 
Consider a statistically homogeneous, unsaturated soil column of depth L = 6 
m.  The pressure head at the base of the profile is zero, h(0) = 0.  A typical 
clayey soil is adopted in this example.   In order to clearly capture the effects 
of variability of ks, the “a” parameter is assumed to be deterministic and is 
fixed at its mean value, a = 0.31 kPa-1 (refer to Table 4.4).  A typical value of 
ks for clayey soil (Carsel and Parrish 1988) is adopted, μks=3.3×10-7 m/s.  A 
coefficient of variation of 1 is assumed, thus      σks=3.3×10-7 m/s.  To simulate 
the rainfall, an infiltration flux of q= -0.1 μks is prescribed.  The layer depth is 
chosen to be equal to the random field discretization, T = dz = 0.05 m.  Figure 
6.5 shows an example of realizations of ks with various values of correlation 
length and the resulting pressure head profile.  Note that the pressure head is 
negative for unsaturated soil. 
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Fig. 6.5. Single realization of ks and resulting pressure head profile in 
unsaturated, steady state analysis with clayey soil and q/μks = -0.1. 
 
The statistics of the pressure head can be estimated from a large number 
of realizations of ks.  It has been discussed in Chapter 2 that Eq. (2.12d) is not 
valid when the infiltration flux is higher than the conductivity in the top layer, 
ks,nl < |q|.  In such case, the excess flux will flow as run-off, which cannot be 
modeled using 1D, steady state analysis.  When the soil hydraulic conductivity 
is modeled as a random field, it is possible to have some realizations where 
ks,nl < |q| even though the prescribed flux is less than the mean of ks.  The 
steady state solution for such realizations is not available.  Therefore, such 
realizations are excluded from the analysis.  For |q|/μks = 0.1, the number of 
excluded realizations is only around 1% of the total sample size. 
Figure 6.6 shows the mean and standard deviation of the pressure head 
as estimated from Monte Carlo simulation with sample size of 5000.  These 
results can be compared to the saturated results in Fig. 6.3 to observe the 
effects of partial saturation.  Unlike the saturated case, the mean pressure head 
profile is no longer linear and the mean changes with different correlation 
length of ln ks.  The standard deviation profile is also nonlinear.  The relation 
of correlation length of ln ks and the pressure head shows similar trend to that 
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in saturated seepage, namely higher correlation length produces higher 
standard deviation of pressure head sh.  The upper limit is when ks is a random 
variable.   






























Fig. 6.6. Mean (mh) and standard deviation of pressure head (sh) in 
unsaturated, steady state analysis with clayey soil and q/μks = -0.1.   
Note: curves for = 10 coincide with random variable curves. 
 
The mean profile in Fig. 6.6 shows that the upper layers of the soil have 
constant pressure head, thus the hydraulic gradient at this portion of the soil is 
equal to one.  Yeh (1989) derived the variance of pressure head at the layers 
with unit hydraulic gradient.  For deterministic a, the variance of pressure 
head is (see Eq. 12 in Yeh 1989), 
 
 







  (6.5) 
The standard deviation of pressure head calculated using the above equation 
are 0.24 m, 0.35 m, and 0.41 m for normalized correlation length of Δ = δ/L = 
0.1, 0.4 and 10, respectively.  These values are also shown in Fig. 6.6.  The 
standard deviation obtained from simulation agrees with the equation derived 
by Yeh (1989). 
How does the information presented in Fig. 6.6 help to understand the 
significance of spatial variability in rainfall-induced slope failure?  Recall that 
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higher negative pressure head leads to higher unsaturated shear strength, 
higher FSmin, and hence lower PF.  Thus the main interest is to check whether 
ignoring spatial variability will underestimate or overestimate the negative 
pressure head.  As the standard deviation of pressure head changes with 
correlation length (see the right graph in Fig. 6.6), one cannot simply say that 
the correlation length which produces higher mean of pressure  head will 
produce higher pressure head all the time.  The full distribution or the 
quantiles of the pressure head needs to be observed, instead of only the mean 
and standard deviation.  Figure 6.7 shows the quantiles of pressure head 
profile, which are obtained by calculating the quantiles of pressure head at 
each elevation.  It can be seen that for Q 25% and Q 50% (median), higher 
correlation length produces higher negative pressure head, while for Q 75% 
the effect of correlation length is less significant. 
To complement Fig. 6.7, the pressure head at a given elevation is 
observed.  Figure 6.8 shows the distribution of pressure head at elevation of z 
= 2 m and z = 4 m, as estimated from 5000 realizations.  It can be seen that for 
quantiles lower than 70%, higher correlation length produces higher negative 
pressure head.  For 70% up to 80% quantiles, different values of correlation 
length produce relatively similar pressure head.  Finally, for quantiles higher 
than 80%, higher correlation length produces lower negative pressure head.  
These observations agree with Fig. 6.7.  Both Figs. 6.7 and 6.8 provide useful 
information on the relation of correlation length of ln ks and the pressure head.  
This relation is not simple or monotonic, but for the most part, higher 
correlation length produces higher negative pressure head.  Thus ignoring 
spatial variability (e.g. adopting random variable model) in analyzing rainfall-
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induced slope failures is not likely to be conservative.  This issue will be 
explored further in Sections 6.3 and 6.4. 
-1 -0.8 -0.6 -0.4 -0.2 0











-0.8 -0.6 -0.4 -0.2 0











-0.6 -0.4 -0.2 0

















Fig. 6.7. Quantiles of pressure head in unsaturated, steady state analysis with 
clayey soil and q/μks = -0.1.  
Note:  curves for = 10 coincide with random variable curves. 
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(a)     (b)  
 
Fig. 6.8. Empirical cumulative distribution of pressure head in unsaturated, 
steady state analysis with clayey soil and q/μks= -0.1: (a)at z = 2 m (b)z = 4 m. 
Note: curves for = 10 coincide with random variable curves. 
 
It is of interest to verify whether the relation of correlation length of ln ks 
and the pressure head shows a similar trend for other values of input 
parameters.  The steady state solution of unsaturated seepage in Eq. (2.12d) 
reveals that the key input parameters are the ratio of |q|/ks and the SWCC 
parameter a. 
To study the effects of the ratio of flux to conductivity, another set of 
simulation is performed with |q|/μks = 0.5, thus q = -1.65×10-7 m/s.  
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Comparison of Fig. 6.9 to Fig. 6.7 shows that the effects of correlation length 
are more significant for the case with higher flux.  The relation of correlation 
length and pressure head shows similar trend as discussed previously, namely 
higher correlation length leads to higher negative pressure head; thus more 
suction remains after infiltration.  The flux with q/μks = -0.5 is used in the 
subsequent study. 
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Fig. 6.9. Quantiles of pressure head in unsaturated, steady state analysis with 
clayey soil and q/μks = -0.5. 
 
As before, realizations with ks,nl < |q| are excluded from the analysis.  For 
|q|/μks=0.5, the number of excluded realizations is around 34% of the total 
sample size.  The statistics of pressure head estimated based on the simulated 
realizations of ks are thus conditioned on ks,nl > |q|.  The statistics of pressure 
head presented in this section are the statistics of {h| ks (z = 6m) > 1.65×10-7 
m/s}.  These conditional statistics of pressure head can still provide useful 
information regarding the effects of spatial variability.  Note that this 
condition is due to the limitation of the steady state solution, and not of the 
probability model.  For brevity, the conditional statistics are still referred to as 





The value of SWCC parameter “a” is related to the soil type.  To study the 
effects of soil type, the previous example is re-analyzed with the soil profile 
consists of a typical sandy clay loam.  The hydraulic properties are μks = 10-6 
m/s, σks = 10-6 m/s, and a = 0.738 kPa-1 (refer to Table 4.4).  Figure 6.10 shows 
the quantiles of pressure head for this sandy clay loam soil.  Comparing Figs. 
6.10 to 6.9, it can be seen that soil with larger “a” (lower air-entry value) has 
less remaining suction.  This is in agreement with the results of Zhang et al. 
(2004). 
The relation of correlation length to pressure head shows similar trend 
for both values of “a”: higher correlation length leads to higher negative 
pressure head. 
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Fig. 6.10. Quantiles of pressure head in unsaturated, steady state analysis with 
sandy soil and q/μks = -0.5. 
 
6.3. TRANSIENT SEEPAGE – UNSATURATED SOILS 
In practice, the changes in pressure head due to infiltration within a certain 
time are generally of more interest than the steady state behavior, due to the 
nature of rainfall.  A transient seepage analysis is then required.  The steady 
state seepage results in the preceding sections can be viewed as a bound for 
the least possible matric suction under continuous rain.  The relation between 
 166
correlation length of ln ks and the pressure head at different elapsed time is of 
interest because actual rainfall may not last long enough for steady state 
suction to develop in the soil.  Freeze (1975) has shown that in a saturated 
transient flow, the magnitude and shape of the standard deviation profile of the 
pressure head changes with time.  The soil types covered in Section 6.2 are 
adopted in this section. 
 
6.3.1.Clayey Soil 
The transient analysis is first performed for the clayey soil.  As before, the 
SWCC parameters are considered deterministic and fixed at their mean values.  
The infiltration flux is q = -0.5 ks.  The finite element code THFELA is used 
to perform the transient flow analysis.  For each value of correlation length of 
ln ks, 1000 realizations are generated.  There are some realizations in which 
the infiltration flux is higher than the conductivity of the top layer.  In the 
steady state analysis, there is no available solution for such realizations and 
hence they are excluded from the analysis.  In contrast, the case of ks,nl < |q| 
can be solved using transient analysis so that all realizations of ks can be used 
in transient analysis.  THFELA handles such case by changing the boundary 
condition.  Instead of using flux boundary condition of q at the surface, a head 
boundary condition of h(L) = 0 is used.  This head boundary simulates a 
saturated surface.  This is reasonable because when the infiltration flux is 
higher than ks at top layer, the surface will be saturated.  Thus, in this example 
with q = -0.5 ks, 34% of the realizations are analyzed with head boundary 
condition and the rest with flux boundary condition.  The saturated case in 
Section 6.1 has highlighted that the relation of correlation length to pressure 
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head may show different trend for different boundary conditions.  To avoid 
this complication, the realizations with flux boundary condition (realizations 
with ks,nl > |q|) are studied first. 
The quantiles of pressure head at several time steps estimated 1000 
realizations are depicted in Fig. 6.11.  The pressure head profiles obtained 
from transient analysis show a wetting front which is not found in steady state 
analysis (compared to Fig. 6.9).  It should be noted that for low correlation 
length ( = 0.1 or 0.4), positive pore pressure is observed at layers above the 
wetting front.  When spatial variability of ks is considered, the soil can be 
roughly viewed as a multi-layered system with permeability varying between 
layers in a fairly complex way.  It is known that when water flows from a 
more permeable layer to a less permeable layer, there will be a pressure build 
up at the interface (Takagi 1960, Zaslavsky 1964, Srivastava and Yeh 1991).  
This pressure build up can generate a positive pore pressure when the 
difference in ks of adjacent layers is sufficiently large.  The difference in ks 
values between one layer and another becomes larger as the correlation length 
decreases.  Note that when ks is assumed to be a random variable, no positive 
pore pressure is developed.  Though the positive pore pressure is relatively 
small, this may have significant impact on the factor of safety of the slope 
(Cheng 2008). 
From 8 days onward, it can be seen that higher correlation length leads 
to deeper wetting front.  At layers above the wetting front, higher correlation 
length produces higher negative pressure head.  As infiltration continues, the 
pressure head profile will converge to the steady state profile, which has no 
distinct wetting front. 
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t = 20 days 
 
Fig. 6.11. Quantiles of pressure head obtained from unsaturated transient 
seepage analysis with clayey soil and q/μks = -0.5. 
 
The statistics presented in Fig. 6.11 are conditional on ks,nl > |q|.  To 
study the impact of this condition, the pressure head profiles obtained from all 
realizations of ks are compared to those in Fig. 6.11 (see Appendix C).  It 
suffices to note here that the results from all realizations also show that higher 




Before studying the effects of spatial variability in sandy soil, a deterministic 
analysis is performed to study the different behavior of seepage through sandy 
and clayey soil.  The mean value of ks is used in this deterministic analysis, 
that is, ks = 10-6 m/s for the sandy soil and ks = 3.3×10-7 m/s for the clayey soil.  
Figure 6.12 shows the pressure head profiles under transient seepage. 






























(a) (b)  
Fig. 6.12. Pressure head obtained from unsaturated transient seepage analysis 
with q/ks = -0.5 for: (a) Clayey soil (b) Sandy soil. 
 
The negative pressure head in a typical sandy soil dissipates faster than 
that in a clayey soil due to its higher ks.  Unlike steady state seepage which is 
governed only by the ratio of q/ks, transient seepage is governed also by the 
magnitude of q and ks (Srivastava and Yeh 1991, Zhang et al. 2004).  It can 
also be observed that sandy soil exhibits a sharper or more distinct wetting 
front.  This is due to its higher value of “a”.  Note that “a” is inversely related 
to the air-entry value.  Zhang et al. (2004) explained that an increase in air-
entry value leads to a sharper wetting front. 
The quantiles of pressure head computed from 1000 realizations of the 
sandy soil are shown in Fig. 6.13.  The pressure head profile in this sandy soil 
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reaches steady state at t = 20 days.  Note that the last row of Fig. 6.13 is 
comparable to Fig. 6.9. 
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t = 4 days 
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t = 20 days 
 
Fig. 6.13. Quantiles of pressure head obtained from unsaturated transient 
seepage analysis with sandy soil and q/μks = -0.5. 
 
The results for both soil types suggest that adopting a random variable 
model for ks (thus ignoring spatial variability) will lead to: (1) a deeper wetting 
front and (2) higher negative pressure head at layers above the wetting front.  
The practical ramification of these results on slope stability is not 
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straightforward.  A deeper wetting front means a larger part of the slope has 
become saturated, thus the slope is less stable.  On the other hand, higher 
negative pressure head increases soil shear strength, thus the slope is more 
stable.  A practical question is whether the random variable model of ks will 
underestimate or overestimate the slope stability.  This will be studied in 
Section 6.4. 
 
6.4. FACTOR OF SAFETY AND PROBABILITY OF SLOPE 
FAILURE 
Consider the clayey soil column analyzed in Section 6.3 as a slice in an 
infinite slope subjected to rainfall with q/ks = -0.5.  The values of input 
parameters of this slope are summarized in Table 6.1.  These values are taken 
from the typical soil properties of residual soils in Singapore (Phoon et al. 
2009).  In order to observe clearly the effects of spatial variability, the SWCC 
and other parameters are treated as deterministic. 
 
Table 6.1.  Summary of parameters of infinite slope 
Parameters Definition Value
γ (kN/m3) Soil unit weight 20
c’ (kN/m2) Effective cohesion 0
‘0  Effective friction angle at ground surface 29
zw (m) Parameter of weathered zone 0.5
d ‘ Range of variation of friction angle within 
weathering zone
4
β Slope angle measured from horizontal 30
dz (m) Discretization of random field 0.05
L (m) Slope depth 6
 
 
6.4.1.Factor of Safety 
The changes in pressure head and factor of safety (FS) with time obtained 
from deterministic seepage and slope stability analyses are depicted in Fig. 
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6.14.  It can be seen that the wetting front goes deeper as infiltration 
progresses, and the factor of safety at the wetted (saturated) zone decreases.  
In this example, at elapsed time of 4, 8, and 20 days, the minimum FS within 
the saturated zone is 1.67, 1.32, and 1.17, respectively (as indicated by 
arrows).  At steady state, the minimum FS within the saturated zone is also 
1.17.  As these values are higher than FS at the base, FSmin is found at the base 
of the slope.  In this example, it appears that the infiltration flux (|q|/ks = 0.5) 
does not induce a shallow failure.  This result is in agreement with analyses of 
real case studies carried out by Phoon et al. (2009).  They found that shallow 
failures are not encountered in deterministic analysis assuming homogeneous 
profiles, unless the infiltration flux is very close to ks.  Nevertheless, in real 
case of rainfall-induced landslides, shallow failures have been observed for 
infiltration flux much less than ks.  Hence, the nominal homogeneous profile 
routinely assumed in deterministic analysis is potentially unable to reproduce 
observed shallow failures even qualitatively in terms of failure depths. 































Fig. 6.14. Pressure head and factor of safety profile obtained from 
deterministic analysis. 
 
For the probabilistic analysis, 1000 realizations of ks are simulated based 
on the random field model.  To illustrate the resulting variability of FS, some 
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quantiles of FS are shown in Fig. 6.15.  When a high correlation length ( = 
10) or a random variable model is adopted for ks, this is similar to assuming a 
homogeneous profile.  The results are similar to the deterministic result: FSmin 
is found at the base of the slope and no shallow failure is encountered.  In 
contrast, for  = 0.1 or 0.4, FSmin occurs at about 1 m below the ground 
surface (see the 25% quantile of FS at 12 days and 20 days).  When ks varies 
with depth, positive pore-water pressures may develop at some layers above 
the wetting front due to the multi-layer effect (refer to Section 6.3.1).  These 
positive pore-water pressures can decrease the shear strength along a shallow 
layer sufficiently to cause failure.  This ability to reproduce a shallow failure 
mechanism widely observed in real rainfall-induced landslides is critical and 
may imply that it is not possible to simplify naturally varying soil profiles into 
some equivalent homogeneous profiles. 
It can be seen that soil with higher correlation length of ln ks consistently 
has a deeper wetting front.  The wetting front is marked by the sharp changes 
in the shape of the FS profile.  At layers below the wetting front, the value of 
FS is lower for higher Δ.  In contrast, at layers above the wetting front, FS is 
higher for higher Δ.  As the minimum FS is found above the wetting front (i.e. 
at the saturated zone), the end result is that higher correlation length leads to 
higher factor of safety of the slope (FSmin). 
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(b) t = 12 days 
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(c) t = 20 days 
 
Fig. 6.15. Quantiles of FS profile at elapsed time of: (a) 8 days (b) 12 days (c) 
20 days. 
 
6.4.2.Probability of Slope Failure 
To study the significance of spatial variability on slope reliability, the failure 
probability of the infinite slope is estimated based on the realizations of ks, 
pressure head and FS simulated in Sections 6.2 – 6.4.  All realizations of ks are 
used in PF estimation.  Thus the estimated PF is not conditional on ks,nl > |q|.  
The sample size used in the previous sections is 5000 for the steady state and 
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1000 for the transient analysis.  In order to estimate PF with reasonable 
accuracy, when these realizations do not contain sufficient failure samples, PF 
will be estimated using subset simulation.   
The probability of slope failure estimated based on steady state seepage 
analysis is first presented.  For a constant flux q throughout the duration of the 
analysis, steady state analysis gives the upper bound of the probability of 
rainfall-induced slope failure.  Figure 6.16 illustrates the relation of correlation 


















Fig. 6.16. Relation of correlation length of ks and probability of rainfall-
induced slope failure at steady state. 
 
To study the slope stability within short-term duration, P̃F is estimated 
based on transient seepage analysis.  Failure is defined as having FSmin < 1 at 
any time within the elapsed time.  Figure 6.17 illustrates the relation of 
correlation length and P̃F.  It can be seen that both transient and steady state 
seepage analyses show that higher correlation length of ln ks leads to a lower 
estimate of P̃F.  This result is anticipated as Section 6.4 showed that higher 
correlation length leads to higher factor of safety.  The practical implication is 
that assuming a higher correlation length than the real spatial variation of the 































































Fig. 6.17. Relation of correlation length of ks and probability of rainfall-
induced slope failure at elapsed time of: (a) 4 days (b) 8 days (c) 12 days (d) 
20 days. 
 
A refinement to the performance function is used in the subset 
simulation and in terms of clarity is best justified using an illustration.  
Consider simulation for the case where  = 1 and elapsed time of 4 days.  
Figures 6.14 and 6.15(a) suggest that within 5 days, the factor of safety at z < 
4 m remains unchanged.  Following Eq. (2.18), the performance function is 
FSmin = minz [FS(z, X)] for 0< z < 5.5 m.  Using this performance function, 
almost all samples of X will produce the same value of FSmin, namely 
FSmin=FS(z = 0).  Recall that to prescribe the conditional probability, subset 
simulation involves selecting 10% of the samples which produce the lowest 
FSmin (refer to subset simulation procedure in Section 5.2).  If almost all 
samples produce the same value of performance function, this 10% condition 
P̃F < 10-6  
for  = 10 
P̃F < 10-6 
for  = 10 
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cannot be prescribed.  To overcome this problem, the performance function is 
adjusted to FSmin = minz [FS(z, X)] for 4 < z < 5.5m.  It is correct to use this 
performance function as previous MCS results indicate that the wetting front 
occurs within this zone.  For the zone below the wetting front (0 < z < 4m), the 
minimum factor of safety is found at elevation z = 0, namely the ground water 
table (see Figs. 6.14 and 6.15).  In this case study, it is physically impossible 
to have a failure at the ground water table.  This is because pressure head is 
always zero at the ground water table, and the soil mass alone (without 
contribution from negative pore-water pressure) provides sufficient shear 
strength so that the factor of safety at elevation z = 0 is always higher than 
one. 
It has been verified that P̃F estimated by subset simulation is close to a 
benchmark P̃F obtained from MCS with much larger sample size (refer to 
Section 5.5.2).  MCS is performed with the performance function of FSmin = 
minz [FS(z, X)] for 0< z < 5.5 m.  This shows that the refined performance 
function in the subset simulation produces correct results. 
 
6.5. UNCERTAIN SWCC  
Before analyzing the impact of uncertainty in SWCC on seepage and slope 
stability, it is important to recall how SWCC parameters control soil water 
content and hydraulic conductivity.  The capacity of a soil to store water can 
be described by the water storage coefficient mw, which is the arithmetic slope 
of the SWCC [refer to Eq. (3.3)].  The soil with a greater water storage 
capacity requires more water to become saturated.  Thus for soils with the 
same hydraulic conductivity and infiltration flux, the downward movement 
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(deepening) of the wetting front is slower in the soil with a larger mw (Zhang 
et al. 2004).  Thus at a given time, the soil with a larger mw has a shallower 
wetting front (Zhang et al. 2004).  Differentiating Eq. (3.5) with respect to a, 
n, and s will reveal that water storage capacity increases as a, n, or s 
increases.  Thus matric suction dissipates more slowly in the soil with a larger 
value of a, n, or s, and the wetting front at a given time is shallower.   
Note also that parameter “a” is inversely related to air-entry value.  A 
larger value of “a” implies a lower air-entry value.  Once suction exceeds the 
air-entry value, air enters the largest soil pores and these air-filled pores 
become non-conductive conduits for water flow.  Thus the conductivity k 
becomes lower than the saturated value (ks).  Given the same ks and initial 
suction, soil with a lower air-entry value will have a lower k.  This lower 
conductivity makes suction dissipate more slowly.  Hence, a smaller portion of 
the soil column becomes saturated and the wetting front at a given time is 
shallower. 
Another important point is that when water flows from one layer to 
another layer with different values of SWCC parameters, there is no 
accumulation of pore water pressure in the interface as observed in the flow 
through multi-layered profile with different ks at each layer. 
 
6.5.1.Uncertain SWCC and Spatially Variable ks 
To study the impact of uncertainty in SWCC on seepage and slope stability, 
the infinite slope of clayey soil discussed in Sections 6.3 and 6.4 are re-
analyzed.  Realizations of the SWCC parameters (a,n) are simulated from the 
lognormal random vector model developed in Chapter 4.  For infiltration flux 
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of q = -0.5 ks and correlation length of ln ks of  = 0.1, analysis with 
deterministic SWCC in Section 6.4 gives P̃F = 0.131.  Thus there are on 
average 131 failure realizations out of 1000 total realizations.  To illustrate the 
seepage behavior, the pressure head profile and the factor of safety of some 
failure realizations are shown in Fig. 6.18(a).  These are realizations which 
give the 20%, 40%, 60%, 80% lowest value of FSmin out of the 131 failure 
realizations. 
This example is re-analyzed with SWCC parameters as a lognormal 
random vector and ks as a lognormal random field.  There are on average 155 
failure realizations out of 1000 total realizations, thus P̃F = 0.155.  Figure 
6.18(b) shows realizations which give the 20%, 40%, 60%, 80% lowest value 
of FSmin out of these 155 failure realizations.  Comparing Fig. 6.18(b) to Fig. 
6.18(a), it can be seen that the uncertainty in SWCC creates some variation in 
the depth of the wetting front, and the depth of failure surface.  This is 
expected as it has been discussed above that the SWCC parameters, 
particularly “a” parameter, control the depth of the wetting front.  
On the other hand, the uncertainty in SWCC does not change FSmin 
significantly.  Therefore there is only a slight change in P̃F due to uncertainty 
in SWCC.  The impact of the uncertainty in SWCC on P̃F can also be assessed 
by comparing the conditional mean of the SWCC parameters given that failure 
has occurred to their unconditional mean (Wang et al. 2010).  In this example, 
the mean of the SWCC parameters obtained from the failure realizations are 
mean (a | F) = 0.311 kPa-1 and mean (n | F) = 1.09.  Recall that the mean of 
“a” and “n” for this clayey soil are 0.314 kPa-1 and 1.093.  As the mean given 
failure is close to the unconditional mean, it is indicated that the impact of 
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uncertainty in SWCC on P̃F is secondary.  This secondary impact can be 
partially explained as follows.  In this infinite slope example, due to the slope 
geometry and the strength properties of the soil, it takes very low suction (near 
zero) or even positive pore-water pressure for shallow failure to occur.  This is 
more easily caused by spatial variation in ks than by the change in values of 
SWCC parameters. 
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Fig. 6.18.  Failure realizations obtained from analysis with ks as a random field 
with correlation length of  = 0.1, and: (a) deterministic SWCC (b) random 
SWCC.  Note: elapsed time = 8 days. 
 
Figure 6.19 illustrates the impact of the uncertainty in SWCC for the 
case with less severe spatial variability.  This figure shows the results for 
correlation length of ln ks of  = 10 and elapsed time of 12 days.  It can be 
seen that the difference in the shape and depth of the wetting front, and the 




significant in this case than in previous case (Fig. 6.18).  Unlike in previous 
case, here it is found that the mean values of SWCC parameters of the failure 
realizations are lower than their unconditional mean, namely mean (a | F) = 
0.19 kPa-1 and mean (n | F) =1.07.  This suggests that the uncertainty in 
SWCC may have a more significant effect on failure probability.  Analysis 
with deterministic SWCC gives P̃F = 1.6×10-3, while analysis with uncertain 
SWCC gives P̃F = 2.7×10-3.  Note that the uncertainty in SWCC has a more 
significant impact when correlation length of ln ks is high, that is when spatial 
variability of ks is minimal. 
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Fig. 6.19.  Failure realizations obtained from analysis with ks as a random field 
with correlation length of  = 10, and: (a) deterministic SWCC (b) random 





Results presented in Figs. 6.18 and 6.19 suggest that the uncertainty in 
SWCC does not affect PF significantly, for instance, it does not change the 
order of magnitude of PF.  The estimated failure probability for other values of 
correlation length and elapsed time are summarized in Fig. 6.20.  It can be 
seen that the uncertainty in SWCC generally has no significant impact on the 
failure probability.  The impact is slightly more significant when the 
correlation length of ks is high.  The uncertainty in SWCC makes the seepage 
behavior more complex.  It increases PF in some cases, while decreases it in 
some others.  Figure 6.20 also shows that given the uncertainty in SWCC, the 
effect of soil spatial variability remains the same, namely higher correlation 


















































Fig. 6.20.  Probability of failure estimated from analyses with deterministic 
SWCC and random SWCC.  Note: In both analyses, ks is a random field with normalized 
correlation length of . 
 
P̃F < 10-6 
for  = 10 
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6.5.2.Uncertain SWCC and Deterministic ks 
To further study the significance of spatial variability, an analysis with SWCC 
parameters modeled as a random vector and ks considered as a deterministic 
constant throughout the slope is performed.  It is found that ignoring the 
uncertainty in ks decreases the estimated P̃F significantly.  For the elapsed time 
of 12 days, previous analysis with ks as a random field with  = 0.1 gives (1) 
P̃F = 0.27 when SWCC is considered deterministic, and (2) P̃F = 0.24 when 
the uncertainty in SWCC is incorporated (refer to Fig. 6.20).  In contrast, 
analysis with uncertain SWCC and deterministic ks gives P̃F < 10-6.  This is 
expected as it has been highlighted that for homogeneous profile, shallow 
failure is only encountered for extreme ratio of q/ks (refer to Section 6.4).  For 
homogeneous profile, there is no positive pore pressure developed, even with 
extreme values of “a” or “n”.  The loss of matric suction does not decrease the 
factor of safety sufficiently to cause a shallow failure. 
To understand qualitatively the impact of uncertainty in SWCC and ks on 
seepage behavior, two randomly chosen realizations are shown in Fig. 6.21.  
Results from analysis accounting for the uncertainty in both SWCC and ks 
(bold lines) can be taken as a benchmark.  It can be seen that analysis which 
ignore the uncertainty in SWCC (solid lines) can still capture the shallow 
failure, although it may not always predict the depth of wetting front correctly.  
Results from analysis which ignore the uncertainty in ks (dotted lines) deviates 
farther than the benchmark results.  This analysis may predict the depth of 
wetting front reasonably well in some realizations [e.g. Fig. 6.21(a)], but in 
some others the predicted wetting front is far from the benchmark result [e.g. 
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Fig. 6.21(b)].  This analysis overestimates the factor of safety of the slope and 
is unable to reproduce observed shallow failures even qualitatively in terms of 
failure depths. 
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Fig. 6.21. Typical realizations of pressure head and FS profile:  
(a) Realization #1 (b) Realization #2.  Note: correlation length of ln ks is  = 0.1 and 
elapsed time = 12 days. 
 
6.6. CONCLUDING REMARKS 
The effects of spatial variability on seepage through unsaturated soil and the 
resulting impact on the factor of safety and probability of slope failure are 
studied.  Soil spatial variability is represented by the correlation length of 
saturated hydraulic conductivity ks.  When spatial variability is considered, the 
problem involves seepage through multi-layered soil profile.  When water 
flows from a more conductive layer to a less conductive layer, there will be 




negative pore water pressure, this pressure build-up can generate a positive 
pore pressure when the difference in ks of adjacent layers is sufficiently large.  
The difference in ks between one layer and another becomes larger as the 
correlation length decreases.  These positive pore pressures can decrease the 
shear strength along layers near the ground surface, sufficiently to cause 
failure.  This ability to reproduce a shallow failure mechanism widely 
observed in real rainfall-induced landslides is critical and may imply that it is 
not possible to simplify naturally varying soil profiles into some equivalent 
homogeneous profiles.  When a homogeneous profile is assumed, thus ks is 
assumed to be a random variable, no positive pore pressure is developed.  This 
random variable model cannot reproduce a shallow failure except for the 
extreme case of infiltration flux q being almost equal to ks. 
Results for both clayey and sandy soils suggest that for flux boundary 
problem, a higher correlation length of ks will lead to a deeper wetting front 
and higher negative pressure head at layers above the wetting front.  
Eventually, a higher correlation length leads to higher factor of safety (FSmin) 
and a lower estimate of failure probability of the slope. 
The uncertainty in SWCC causes a variation in the depth of the wetting 
front and the depth of failure surface.  However, it does not change FSmin and 
the probability of failure significantly.  Given the uncertainty in SWCC, the 
effect of soil spatial variability remains the same, namely higher correlation 
length of ks tends to give unconservative estimate of the probability of slope 
failure.  The secondary impact of the uncertainty in SWCC can be partially 
explained as follows.  For the infinite slope examples presented in this study, 
due to the slope geometry and the strength properties of the soil, it takes very 
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low suction (near zero) or even positive pore-water pressure for shallow 
failure to occur.  This is more easily caused by spatial variation in ks than by 
the change in values of SWCC parameters.  Spatial variation in ks leads to 
accumulation of pore water pressure in the interface between layers. The 
variability of SWCC changes the capacity of soil to store water, but it does not 
cause such accumulation of pore water pressure, even when the SWCC is 
considered to be spatially varying. 
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Chapter 7. Conclusions 
 
7.1. CONCLUSIONS 
The general goal of this study is to propose a framework for the reliability 
assessment of unsaturated slope under rainfall infiltration based on available 
data and current state of knowledge.  The objectives of this study are: (1) to 
characterize the uncertainty in the hydraulic properties of unsaturated soil, 
namely the soil-water characteristic curve (SWCC) and the hydraulic 
conductivity, by constructing suitable probability models, (2) to develop an 
efficient reliability estimation technique that is capable of handling complex 
performance function at the system level, accounting for spatial variability 
using a reasonably small sample size, and (3) to conduct probabilistic analysis 
of rainfall-induced slope failure using the proposed probability model and 
reliability estimation technique. 
The works done can be summarized as follows: 
1. A lognormal random vector has been proposed to model the variability 
of van Genuchten soil-water characteristic curve (SWCC) parameters.  
This probability model was constructed based on experimental data of 
various soil textures.  It has been shown that the translation lognormal 
random vector can reproduce the measured SWCC reasonably well up to 
second-order statistics.  While some other works may have presented the 
marginal distribution of van Genuchten SWCC parameters and the 
correlation between these parameters, the proposed probability model 
has a practical advantage: there is a closed-form solution for the 
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correlation matrix of the underlying joint normal distribution which 
facilitates a practical simulation of the uncertain SWCC parameters. 
2. In order to have consistent probability models for SWCC and k, the 
probability model of ks is also developed from available data in 
UNSODA.  As UNSODA does not provide sufficient data on ks, a 
possible approach is to derive a probability model of ks based on the 
measurement data of s, making use of the Kozeny-Carman equation.  It 
is acknowledged that this approach makes the proposed probability 
model of ks less robust than the probability model of SWCC.  
Nevertheless, the approach presented here is not without value, as it 
demonstrates that even with limited data, a practical probability model 
can be developed.  Note also that the findings are in agreement with the 
literature, namely that ks follows lognormal distribution and exhibits high 
variability.  As the available data are not sufficient to characterize the 
spatial variability of ks, the stationary random field model with 
exponential correlation function suggested by past literature is adopted. 
3. A modified Metropolis-Hastings (M-H) algorithm has been proposed to 
reduce the correlation between the simulated Markov chain samples and 
thus to improve the efficiency of subset simulation.  The reduction in 
correlation leads to reduction in the coefficient of variation (c.o.v.) of 
estimators produced by the Markov chain samples.  The modified M-H 
algorithm is applied in subset simulation to produce a more accurate 
estimator of failure probability, as indicated by a lower c.o.v. and a 
lower mean square error of the estimator.  Based on examples of infinite 
slope, it was shown that given the same computational cost, subset 
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simulation with the modified M-H algorithm can estimate failure 
probability more accurately compared to the original M-H algorithm.   
4. Probabilistic analysis of unsaturated slope accounting for the uncertainty 
in ks and SWCC has been conducted.  The effects of soil spatial 
variability in seepage and slope stability were investigated.  Spatial 
variability is represented by the correlation length of saturated hydraulic 
conductivity ks.  Spatially variable profile can reproduce a shallow 
failure mechanism widely observed in real rainfall-induced landslides.  
This shallow failure is attributed to positive pore-water pressures 
developed in layers near the ground surface.  In contrast, homogeneous 
profile cannot reproduce a shallow failure except for the extreme case of 
infiltration flux q being almost equal to ks. 
5. For problems with flux boundary condition, higher correlation length of 
ks leads to higher negative pressure head, higher factor of safety, and 
thus lower probability of failure.  A random variable model implies an 
infinite correlation length.  Thus, it will lead to non-conservative 
assessment of slope stability. 
6. The uncertainty in SWCC causes a variation in the depth of the wetting 
front and the depth of failure surface.  However, it does not change 
significantly the minimum factor of safety of the slope and the 
probability of failure.  Given the uncertainty in SWCC, the effect of soil 
spatial variability remains the same, namely higher correlation length of 





The development of an efficient simulation technique to estimate failure 
probability, particularly for a system with a large number of random 
parameters, remains an open area for future research.  A possible direction is 
the combination of subset simulation and the concept of surrogate response or 
performance function.  The idea of surrogate function is to construct a 
simpler, explicit performance function to replace the actual, implicit 
performance function of the system.  In this way, the performance function 
evaluation required in simulation-based reliability estimation will be 
computationally cheaper.  Several methods have been developed to construct 
the surrogate performance function, such as the classical response surface 
method (Bucher 1990, Schueller et al. 1989), neural network (Hurtado and 
Alvarez 2001), and support vector machine (Deheeger and Lemaire 2007, 
Hurtado 2007).  Reviews and discussions on each method can be found in 
Hurtado (2004) and Bucher and Most (2008).  For the unsaturated slope 
problem, the most expensive part of computation is the finite element seepage 
analysis.  The idea of using available analytical solutions, such as the steady 
state solution, as the surrogate performance function in subset simulation is 
worth considering. 
Another important issue is the temporal variability of the rainfall 
infiltration.  This study focused on the variability of soil properties, while the 
infiltration flux was assumed to be a deterministic constant.  Further study is 
needed to characterize the temporal variability of the infiltration flux and 
incorporate it in the analysis of rainfall-induced slope failure.  A possible 
approach to characterize variability is to develop a random process model 
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based on available rainfall data for a specific site.  When the infiltration flux 
was considered to be constant within the duration of analysis, slope stability 
continually decreases with time and the steady state analysis gives the upper 
bound of the probability of slope failure.  With the temporal variability taken 
into account, the slope stability may increase or decrease with time.  The 
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Appendix A. SWCC Parameters of Clayey Soils 
 
It is stated in Section 4.3 that the SWCC parameters “a” and “n” of clayey 
soils can be modeled by a lognormal and shifted lognormal distribution, 
respectively.  The histogram and the lognormal distribution fit for clayey soils 
are shown in Fig. A.1. The dotted curves represent the lognormal distribution. 
 




























































































































Appendix B. Counter Example for the Modified 
Metropolis-Hastings Algorithm 
 
In Chapter 5, it is stated that the Metropolis-Hastings cannot be modified in an 
arbitrary way.  Any modified algorithm must have a transition probability 
which satisfies the reversibility condition and the simulated samples must 
follow the target distribution.  It has been shown that the modified Metropolis-
Hastings algorithm proposed in this study satisfies both requirements.  A 
counter example is presented here to illustrate that a transition probability that 
does not satisfy the reversibility condition will produce simulated samples 
which deviate from the target distribution. 
For the target distribution of p(X | X < ci), the algorithm of the counter 
example is as follows: 
1. Start from an initial sample X1 = x < ci.   
2. Generate a pre-candidate sample y following the proposal PDF. 
3. Accept y as the candidate sample with probability α = min{1, 
φ(y)IFi(y)/φ(x)}.  This can be done in 2 steps: 
a. Generate u~uniform[0,1].  If u < min{1,φ(y)/φ(x)}, take y as the 
candidate sample, X ' = y.  Otherwise return to Step 2. 
b. Check the location of X ' (requires performance function calculation).  
If y < ci, accept it as the next sample along the chain, X2 = y.  Otherwise 
return to Step 2. 
4. Repeat steps 2 – 3 to get the next sample X3,…, XN / Nc along the chain. N / 
Nc is the chain length.    
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The reversibility condition is measured by the infinity norm of matrix (T 
–T ').  For this counter example, the infinity norm of matrix (T – T ') obtained 
from numerical simulation with a sample size of 10000 is 0.68.  This is far 
from the norm of matrix T for the original and the modified algorithm, which 
is around 0.07.  This high value of norm indicates that matrix T is not 
symmetric.  Thus, the counter example does not satisfy the reversibility 
condition. 
To verify the distribution of the simulated conditional samples, a single 
realization of the Markov chain with length of 1000 is simulated.  The target 
distribution is a truncated standard normal, X | X < -1.28.  Figure B.1. shows 
the empirical CDF of Markov chain samples simulated using the original, 
modified, and the counter algorithm.  The analytical CDF of a truncated 
normal distribution is also shown.  As apparent from the figure, the original 
and the modified algorithm follow the target distribution while the counter-
example does not. 
















Fig. B.1. Comparison of the empirical cumulative distribution of samples 





Appendix C. Pressure Head for Infiltration Flux 
Exceeding Saturated Hydraulic Conductivity 
 
To study the effects of spatial variability, a numerical example illustrating 
transient seepage through unsaturated soil with spatially variable ks was 
presented in Section 6.3.  The infiltration flux is fixed at half of the mean 
value of ks, q = -0.5 ks.  The finite element code THFELA is used to perform 
the transient flow analysis.  There are some realizations in which the 
infiltration flux is higher than the conductivity of the top layer,  ks,nl < |q|.  
THFELA handles such case by changing the boundary condition.  Instead of 
using flux boundary condition of q at the surface, a head boundary condition 
of h(L) = 0 is used.  This head boundary simulates a saturated surface.  Thus, 
in this example with    q = -0.5 ks, 34% of the realizations are analyzed with 
head boundary condition and the rest with flux boundary condition.  To ensure 
that the results show the effects of spatial variability, and not obscured by 
additional effects of different boundary conditions, only realizations with flux 
boundary condition (realizations with ks,nl > |q|) were studied in Section 6.3.  
Hence, the quantiles of pressure head shown in Fig. 6.11 are conditional on 
ks,nl > |q|.  To study the impact of this condition, the pressure head profiles 
obtained from all realizations of ks are shown in Fig. C.1. 
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Fig. C.1. (Unconditional) quantiles of pressure head obtained from 
unsaturated transient seepage analysis with clayey soil and q/μks = -0.5. 
 
Comparison of Fig. C.1 (all realizations of ks are considered) to Fig. 6.11 
(only realizations that satisfy ks,nl > |q| are considered) shows that the effects of 
spatial variability is less apparent when all realizations are studied.  Up to 12 
days, pressure head profile obtained from different values of correlation length 
and even from random variable model are almost the same.  Note that 
realizations with ks,nl > |q| are analyzed as flux boundary problem while the 
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remaining realizations as head boundary problem.  The saturated case in 
Section 6.1 has highlighted that the relation of correlation length to pressure 
head may show opposite trend for flux boundary and head boundary problems.  
This may partially explain why the effects of spatial variability are less clear 
in Fig. C.1. 
At elapsed time of 20 days, particularly for Q 75%, it can be seen that 
soil with higher correlation length of ln ks will have deeper wetting front and 
higher remaining suction.  This is the same trend as observed in the quantiles 
of pressure head in flux boundary problem (Fig. 6.11). 
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