Abstract. Let G be a solvable group of automorphisms of a finite group K. If |G| and |K| are coprime, then there exists an orbit of G on K of size at least |G|. It is also proved that in a π-solvable group, the largest normal π-subgroup is the intersection of at most three Hall π-subgroups.
Introduction
All groups considered here are finite groups. We prove the following: Theorem 1.1. Let G be a solvable group acting faithfully on a group K. If (|G|, |K|) = 1, then there exist x, y ∈ K such that
As a consequence of Theorem 1.1, we have that in a faithful coprime action of a solvable group G there always exists an orbit of size at least |G|. This answers a question raised by I. M. Isaacs in [9] .
Corollary 1.2. If G is a solvable group that acts faithfully on a group K with (|G|, |K|) = 1, then there exists x ∈ K such that
The main step in the proof of Theorem 1.1 is the study of large orbits of primitive solvable linear groups. This is accomplished in Theorem 3.4. Theorem 1.1 can be rephrased in a somewhat different way:
Theorem 1.3. Let π be a set of primes, G a π-solvable group and H a Hall π-subgroup of G. Then there exist x, y ∈ G such that
We remark that Theorem 1.3 was proved by D. S. Passman in [12] for sets π = {p} consisting of a single prime. We point out that in [18] , V. I. Zenkov shows that if H is a nilpotent Hall π-subgroup of a π-solvable group G, then the intersection of any number of conjugates of H in G can be expressed as the intersection of (at most) three conjugates of H.
By well established reduction methods, the proof of Theorem 1.1 boils down to showing that a solvable group G, acting faithfully and primitively on a finite module V with (|G|, |V |) = 1, has "enough" regular orbits on V ⊕ V . That is given by Corollary 3.6, which follows from Theorem 3.4 where we consider a more general context, by dropping the coprimality assumption. We mention here that in the proof of Theorem 3.4 we are using the computer algebra system [GAP] in order to check some "small" primitive groups.
We recall that an irreducible G-module V is said to be primitive if there is no nontrivial decomposition of V into a direct sum of subspaces V = V 1 ⊕ V 2 ⊕· · ·⊕V m such that G permutes the set {V 1 , V 2 , . . . , V m }. A linear group G ≤ GL(d, p k ) is said to be primitive if the natural G-module is primitive.
It is clear that in looking for regular orbits of a primitive solvable linear group G, we can assume that G is a maximal primitive solvable linear group. Further, by reducing the scalars, there is no loss of generality in assuming that the ground field of the module is a prime field.
In the following lemma we collect a number of facts concerning the structure of maximal primitive solvable linear groups. We mainly adopt the notation in [14] . In particular, we denote by G 1 G 2 the central product of two groups G 1 and G 2 and by F 2 (G) the second term of the Fitting series of G (i.e. F 2 (G)/ F(G) = F(G/ F(G))).
Lemma 2.1. Let G be a primitive maximal soluble group of GL(d, p), p a prime.
Then G has a unique maximal abelian normal subgroup A, A is cyclic and |A| = p a − 1 for some integer a.
Let C = C G (A) and let F = F(C) be the Fitting subgroup of C. Let e = e(G) = d/a. Then the following holds:
(1) G/C is a cyclic group and |G/C| divides a; We remark that for
We will maintain throughout the paper the meaning of the symbols a, e, A, C, F introduced in Lemma 2.1.
We state now a couple of well-known facts about symplectic modules. We say that an H-module U is symplectic if U carries a nonsingular symplectic form that is invariant by the action of H. 
Proof. By the Zassenhaus decomposition
⊥ , the orthogonal (with respect to the nonsingular S-invariant
⊥ ≤ C U (S) and equality follows by considering dimensions.
Lemma 2.3. Let U be a symplectic H-module and assume that
Proof. One can choose x 1 , x 2 , . . . , x k ∈ U 1 and y 1 , y 2 , . . . , y k ∈ U 2 such that, for i = 1, . . . , k, the linear span P i of x i and y i is a hyperbolic plane and U is the orthogonal sum of the P i 's. Then observe that if h ∈ H centralizes all the elements x i , then h centralizes also all the elements y i .
We need also some estimate on the order of centralizers in primitive linear actions. The following lemma is inspired by [16 
Proof. The cyclic group A acts fixed point freely on V , so (1) is clear.
with E an extraspecial s-group. We consider the restriction V E . It is a direct sum of faithful irreducible E-modules, since Z(E) ≤ A acts fixed point freely on V . As dimensions of centralizers do not change by extending the ground field and they add up in direct sums, we can assume that V is an irreducible, faithful E-module on an algebraically closed field F. If χ is the (Brauer) character corresponding to V , then, as char( Proof. We work by induction on |U |.
Then G is isomorphic to a subgroup of G 1 × G 2 and hence, by induction,
We can hence suppose that U is an irreducible G-module. If U is imprimitive, there exists a normal subgroup N of G such that U N is non-homogeneous; we choose N maximal with such properties. Let As Further, f is positive at (2, 6, 2), (2, 3, 3) , (3, 8, 1) , (7, 3, 1) and (3, 2, 2). Therefore, recalling that the prime divisors of e must divide p a − 1, we are left with the cases (p, e, a) = (2, 3, 2), (3, 4, 1) or p ≥ 3, e = 2, a = 1.
Assume (p, e, a) = (2, 3, 2). By Lemma 2.1(4), C/F is isomorphic to a subgroup of Sp (2, 3) . Hence, λ|G : where γ = log 4 (6).
Remark 2.8. The bound is sharp for K = F(Sp(2, 2)). Also, 1.292 ≤ γ ≤ 1.293.
Proof. By induction on |U |.
Arguing as in step (1) of the proof of Theorem A in [3] , we have an orthogonal decomposition U = W 1 ⊥W 2 ⊥ · · · ⊥W n , where each W i is K-irreducible or the sum of an irreducible K-module and its dual. In both cases W i is non-singular, for all i.
Working by induction on |U |, we can hence assume that U = W 1 . Let N be a normal subgroup of K. By step (2) of the proof of Theorem A in [3] ,
where each U i is either homogeneous or the sum of the homogeneous components corresponding to an irreducible M -module and its dual.
If h > 1 and M is the kernel of the transitive permutation action of K on
. Therefore, we can assume that, for all N K, U N is either homogeneous or the sum of a homogeneous N -module and its dual. Since the kernel of a module is the same as the kernel of its dual, it follows that every abelian normal subgroup of K is cyclic. As K is nilpotent, it follows that there exists a cyclic normal subgroup B of K with |K : B| ≤ 2 (see for instance [7, III.7.6] for all p n ≥ 3, we are left with the case p n = 2. Then K ≤ Sp(2, 2) and hence |K| ≤ 3. As 3 = 4 γ /2, the proof is finished.
The primitive case
Given a group G and a prime q, we denote by n q (G) the number of elements of order q of G and by n q (G) the number of elements of prime order = q of G.
We further denote by ν(G) (resp. ν q (G); resp. ν q (G)) the number of subgroups of G of prime order (resp. of order q; resp. of order a prime = q ) not contained in
The proof of the next lemma is straightforward and we omit it.
Lemma 3.1. Let G be a group and q a prime.
Lemma 3.2. Let H be a solvable and completely reducible subgroup of Sp(4, 3).
Then there exists a 2-subgroup K of H such that |H : K| ≤ 48 and n 2 (K) ≤ 3.
Proof. It is well known that a maximal subgroup of Sp(4, 3) is conjugate to one of five groups 
By Lemma 2.1(4), symplectic groups are naturally involved in the structure of primitive linear groups. We collect in the following lemma some information about some small solvable symplectic groups (see also [13, 2.10, 2.11]).
Lemma 3.3. Let R be a solvable group, U an elementary abelian normal q-subgroup of R (q a prime) and assume that R/U acts completely reducibly and faithfully, respecting a nonsingular symplectic form on U . Then there is a normal subgroup
6 , then |R/K| ≤ 48, R/K has at most 23 subgroups of prime order, π(K/U ) ⊆ {3, 5, 7} and one of the following holds:
Proof. By assumption H = R/U is a solvable completely reducible subgroup of the symplectic group Sp(U ). Note that an irreducible H-submodule of U must be either nonsingular or totally isotropic. Observe also that we may shift to subgroups (c): Assume that |U | = 2 8 and that H fixes no totally isotropic subspace of U . Observe that U has no irreducible submodule of odd dimension. If U is reducible and one irreducible submodule of U has dimension 6, then H ≤ L × GL(2, 2), where L is an irreducible solvable subgroup of Sp (6, 2) . By (b) (and the last paragraph in its proof), we get (c).
If the submodules of U are at most 4-dimensional, then H ≤ Sp(4, 2) × Sp(4, 2) and we are done by (a).
Assume now that U is irreducible and imprimitive. If the minimal blocks have dimension 2, then
If the minimal blocks are 4-dimensional, they are either both totally isotropic or both nonsingular. In the first case, the centralizer of one of them centralizes also the other and H ≤ Γ(2 4 ).C 2 . In the latter case, H ≤ Γ(2 4 ) S 2 and, recalling that Sp(4, 2) has no element of order 21, (c) follows.
Finally, if H is primitive, then We now come to our main result about primitive solvable linear groups. We observe that the condition about multiplicities of regular orbits is needed for handling the imprimitive case. We also remark that in the proof of the following result, some small primitive groups have been checked by constructing them in the algebra computer system [GAP]. Proof. We prove that if G is not one of the groups in (1)- (4), then G satisfies the following property:
(P) there is an element v ∈ V such that C G (v) has at least p regular orbits on V .
Observe that we can assume that G is a maximal primitive solvable subgroup of GL(d, p). We adopt the notation of Lemma 2. 
Thus we are left with the cases p d = 2 i , i = 1, 2, 3. Γ(2) and Γ(2 3 ) verify (P), while Γ(2 2 ) = GL(2, 2) is the exceptional case in (1) . Therefore, in the following we can assume e ≥ 2.
To find a vector v as in (P), we are going to look for a regular orbit of the subgroup K = F 2 (C) 
where k = 1/2, 2/3 and c = 2(γ + 1) ≤ 4.585, in the domain p ≥ 2, e ≥ 2 and a ≥ 1. Note also that if p = 2, then a = 1.
One checks, for both values of k, that f k is increasing in p and a, and it is increasing in e when ea ≥ 13. Therefore, evaluating f k at suitable points, it follows that: and that f 2/3 (p, e, a) > 0 for all p ≥ 3, e ≥ 2, a ≥ 5, while f 2/3 (2, e, 5) > 0 for e ≥ 9, f 2/3 (2, e, 6) > 0 for e ≥ 6, f 2/3 (2, e, 7) > 0 for e ≥ 4 and f 2/3 (2, e, a) > 0 for all e ≥ 3 when a ≥ 8. Observe that if e = 20, then p ≥ 11 and f 2/3 (11, 20, 1) > 0. If e = 21, then p ≥ 43 and f 2/3 (43, 21, 1) > 0.
Therefore, recalling that each prime divisor of e divides p a − 1, there exist an element v ∈ V such that C G (v) ∩ K = 1, or we are in one of the following cases: Table 1 (1) a = 1: e ≤ 19 for p ≥ 7, e = 2 i (1 ≤ i ≤ 4) for p = 3, 5; (2) a = 2: e ≤ 9 for p ≥ 3, e = 3 i (1 ≤ i ≤ 3) for p = 2; (3) a = 3: e ≤ 3 for p ≥ 5, e = 2 i (1 ≤ i ≤ 3) for p = 3, e = 7 for p = 2; (4) a = 4: e ≤ 5 for p = 3, e = 3, 5, 9 for p = 2; (5) a = 6, e = 3, p = 2.
Therefore, except for the cases in Table 1 1 and also (p, e, a) = (3, 28, 1)  and (p, e, a) = (3, 10, 2). But if (p, a) = (3, 1) or (3, 2) , then e is a power of 2.
Therefore, we are just left with the cases in Table 1 One checks that f (x, e) is increasing in x for x = p a ≥ 11 and that f (11, e) > 0 for e ≥ 7.
For e = 5 or e = 7, observe that the only odd prime divisor of e 2 − 1 is 3. Thus
2 + e(e + 1) and again K has a regular orbit on V . Thus for e ≥ 5 there is a v ∈ V such that |C G (v)| ≤ |G : K| ≤ 6a. Since p ea − 6 · a p 3 4 ea + p > 0 for p a ≥ 11, e ≥ 5 and p a = 8, e = 7 we are done for e prime, e = 2, 3. Assume e = 2. Note that hence p ≥ 3 and then by Lemma 2.1(2) and Lemma 2.4 each nontrivial element in G centralizes at most p a elements of V . Let L be the normalizer in C of a Sylow 3-subgroup of C. Then |C : L| = 4 and in L there are at most 9 subgroups of prime order not contained in A (namely at most 6 involutions and at most 3 subgroups of order 3). Therefore, L has a regular orbit on V for all p a ≥ 9; that is, there exists a
we are left with the cases p a = 3, 5, 7 to check. If p a = 3, then G is a subgroup of GL(2, 3) that contains the normal quaternion subgroup of GL (2, 3) . Thus G is either contained in a Sylow 2-subgroup of GL (2, 3) and hence it satisfies (P), or G contains SL(2, 3) and we have the exceptional cases in (2) .
Assume now a = 1, p = 5, 7 and let H = G ∩ SL (2, p) . Observe that H acts fixed point freely on V , since an element x ∈ SL(2, p) has 1 as an eigenvalue only if p divides |x|. Therefore, C G (v) ∩ H = 1 for any 1 = v ∈ V and hence C G (v) is isomorphic to a subgroup of the cyclic group G/H. Observe that |G : H| = 4 if p = 5. If p = 7, then |G : H| = 3 since G is the normalizer in GL(2, 7) of a subgroup E Q 8 and E is normal in a Sylow 2-subgroup of SL(2, 7). Thus C G (v) has just one subgroup of prime order and hence it has at least (p 2 − p)/(p − 1) = p regular orbits on V .
Assume finally e = 3. First let a = 1, so that G = C ≤ GL(3, p) and p ≥ 7. Define H = (K ∩ SL(3, p) )B, where K = F 2 (C) and B is the 2-complement of A. Note that H is metanilpotent. Further, G/H is a cyclic {2, 3}-group, since G/K is cyclic of order 3 and K = (K ∩ SL(3, p) )A (since F ≤ (K ∩ SL(3, p) )A, so 3 does not divide |K : (K ∩ SL(3, p) )A| and | (K ∩ SL(3, p) 
3 ), and hence K/H is a cyclic 2-group. The Sylow 2-subgroups of H are quaternion groups, so ν 2 (H) = 9, and if x ∈ H is an involution, dim(C V (x)) ≤ 1 as 1 cannot be a double eigenvalue of x. Also, ν 3 (H) = 12. As
is a cyclic {2, 3}-group and |D| ≤ 3(p − 1). D has at most two subgroups of prime order and isomorphic to a central product G 1 G 2 where G 1 is the (unique up to conjugation) maximal primitive subgroup of GL(2, 7) with e(G 1 ) = 2 and G 2 is the maximal primitive subgroup of GL(3, 7) with e(G 2 ) = 3. One checks that G 1 G 2 has just 18 noncentral involutions. Since 7 6 − 18 · 7 4 − 120 · 7 3 > 0 the subgroup K = F 2 (G) has a regular orbit on V .
Since p 6a − 6ap 
We consider E 1 , E 2 as subgroups of GL(8, 3) (using for instance the method in [14, p. 19] ). By Lemma 2.1(5) we can assume that, up to conjugation in GL (8, 3) ,
by the maximality of H and hence up to conjugation G ≤ G 3 . One now checks by [GAP] that there is a v ∈ V such that C G q (v) has at least three regular orbits on V , for q = 3, 5, 7.
Assume 
and for all p ≥ 2 if a = 2, we are done. e = 10: By Table 1 , we are left with the case a = 1. By Lemma 2.1(6), G = G 1 G 2 where G 1 (resp. G 2 ) is isomorphic to primitive maximal soluble subgroups of GL(2, p) (resp. GL (5, p) ) with e 1 = e(G 1 ) = 2 (resp. e 2 = e(G 2 ) = 5). Let K = F 2 (G). Then K/A is the direct product of a group isomorphic to the alternating group A 4 and an extension of a completely reducible nilpotent subgroup of SL (2, 5) We can again consider just the case a = 1. By Lemma 2.1(6) and (7), G is the central product of groups G 1 (C p−1 E 1 ).SL (2, 3) where E 1 is extraspecial of order 3 3 and G 2 (C p−1 E 2 ).D, with E 2 extraspecial, |E 2 | = 2 5 and D isomorphic to either S 3 S 2 or a Frobenius group of order 20 (see [14, §8.1] 
is certainly positive. Thus K has a regular orbit on V . As p 12 − 24p 9 − 24p is also positive, (P) follows. e = 14: Again a = 1 and G is the central product of G 1 (C p−1 Q 8 ).SL(2, 2) and G 2 (C p−1 E).D, with E extraspecial of order 7 3 and D a maximal irreducible soluble subgroup of SL(2, 7). Let K = F 2 (G). Then π(K) = {2, 3, 7} and, arguing as in the case e = 10, ν 2 (K) ≤ 398 (observe that a Sylow 2-subgroup of SL(2, 7) has just one involution; see for instance [7, II.8.10] 
9 . By Lemma 2.4(2),(4) the subgroups of prime order of K centralize at most 3 8 elements. Since 3 16 −(3280+2 9 )3 8 > 0 there is a v ∈ V such that C K (v) = 1, and hence C G (v) is isomorphic to a subgroup of G/K. By Lemma 2.4(3) the 2 -elements of C G (v) centralize at most 3 8 elements in V . So C G (v) has at least three regular orbits on V , as 3
Here a = 1, so by Lemma 2.1(6) and (7), G is the central product of groups
and D a maximal irreducible soluble subgroup of Sp (4, 3) . Working in the direct product G/A and using Lemma 3.2, it follows that there exist a {2, 3}-subgroup 
Proofs of the theorems
In order to handle imprimitive linear groups, we need some information on permutation actions on subsets.
If G is a permutation group on a set Ω and Γ ⊆ Ω, we denote by G Γ the (setwise) stabilizer of Γ in G. We remark that Hartley and Turull prove that K 1 can even be chosen to be a product of elementary abelian groups. We do not, however, need this stronger statement in the following.
Proof of Theorem 1.1. By the Hartley-Turull Lemma, we can assume that K is solvable.
Since
. By induction on |K| we can assume that K = V , a completely reducible G-module (possibly of mixed characteristic).
If V is reducible, say V = V 1 ⊕ V 2 , for proper G-modules V i , then by induction on |V | there exist x i , y i ∈ V i such that C G (x i ) ∩ C G (y i ) = C G (V i ), for i = 1, 2, and we are done by considering x = x 1 + x 2 and y = y 1 + y 2 .
Therefore, we can assume that V is irreducible. We prove that G has a regular orbit on V ⊕ V that is clearly equivalent to the existence of x, y ∈ V with C G (x) ∩ C G (y) = 1.
Let V = W 1 ⊕ W 2 ⊕ . . . ⊕ W n be an imprimitivity decomposition of V with a maximal number n of blocks and let H = N G (W 1 ). Then W = W 1 is a primitive H-module. (Observe that we also allow n = 1: in that case V is primitive.)
As p = char(W ) does not divide |H|, by Corollary 3.6 there exist w 1 , w 2 , . . . , w p ∈ W ⊕ W belonging to distinct regular orbits of H/C H (W ) on W ⊕ W .
Let T be a (right) transversal of H in G. Then, writing actions (multiplicatively) on the right, V ⊕ V = α∈T (W ⊕ W )α and there is a homomorphism ϕ : G → Sym(T ), defined by αϕ(g) = β, where α, β ∈ T , g ∈ G and αg = h α β for some h α ∈ H (h α depending also on g).
By Lemma 4.1, there are Γ 1 , . . . , Γ p ⊆ T (with possibly some of the Γ i 's empty) such that T is the disjoint union of the Γ i 's and 
and hence it is Lconjugate to H i , we can assume H i ∩ L = H i , for i = 1, 2, 3.
As
Therefore, we can assume G = L = KH with K a normal π-complement of G and H ∈ Hall π (G). As O π (G) = 1, H acts faithfully on K and hence by Theorem 1.1 there exist x, y ∈ K such that
In proving Theorem 1.4, we use the following elementary result: 
