Abstract. This paper studies the order reduction phenomenon for initial-boundary-value problems that occurs with many Runge-Kutta time-stepping schemes. First, a geometric explanation of the mechanics of the phenomenon is provided: the approximation error develops boundary layers, induced by a mismatch between the approximation error in the interior and at the boundaries. Second, an analysis of the modes of the numerical scheme is conducted, which explains under which circumstances boundary layers persist over many time steps. Third, a new condition on the Butcher tableau, called weak stage order, is provided that can recover the full order, and that is compatible with diagonally implicit Runge-Kutta schemes. And fourth, modified boundary conditions are derived that remedy the order reduction phenomenon.
Introduction
Runge-Kutta (RK) methods advance a time-dependent differential equation forward in time by means of multiple stages. Each stage corresponds to one right hand side evaluation or solve, and appropriate linear combinations of those evaluations generate a high order of accuracy. Two particular advantages of RK schemes over alternative approaches, such as multistep schemes, are their locality in time and their stability properties [16] . In particular, for stiff problems, many types of high-order implicit RK (IRK) methods exist that are Astable.
A commonly identified key drawback of RK methods is their computational cost per time step. However, RK methods incur another, less well-known, fundamental difficulty: when applied to initial boundary value problems (IBVPs) with time-dependent boundary conditions and/or forcing, the observed order of accuracy of the numerical solution is often lower than the order of the numerical method. This phenomenon is known as order reduction. This paper is devoted to the analysis of this phenomenon for IBVPs. Specifically, we consider a problem of the form     
on Ω × {t = 0},
where L is a linear differential operator, and B is a boundary operator. Most of the presentation/analysis in this paper is focused on the problem with Dirichlet boundary conditions (b.c.) and a linear, second-order operator L (e.g., a diffusion equation). However, the order reduction phenomenon arises for other types of b.c. (see §6) and other differential operators (see §5.5) as well, and much of the analysis presented in this paper can be extended to more general problems.
Order reduction of RK schemes is well-known for stiff ODEs [31] , and described in textbooks [37] . The idea is to consider a sequence of test equations that become increasingly stiff as the time step ∆t decreases, thus generating a different -lower-order -limit than the standard ∆t → 0 (see §6.1). In contrast, order reduction for IBVPs appears to be less well studied (see §1.3). While related, the IBVP case has some fundamental differences to the stiff ODE case, most prominently: (i) a given IBVP corresponds to a whole family of IVPs, and it is formally infinitely stiff; and (ii) boundary conditions play a crucial role in order reduction for IBVPs.
The specific focus of this paper is: (a) a geometric explanation of the mechanics underlying order reduction for IBVPs; (b) a modal analysis of the global-in-time approximation error and its spatial behavior; (c) the presentation of new conditions on RK schemes that circumvent order reduction; and (d) the systematic derivation of modified boundary conditions that avoid order reduction.
Compared to prior research on order reduction (which has largely focused on characterizing the accuracy of the RK schemes via formal error bounds, see §1.3), this paper provides a constructive characterization of the phenomenon due to spatial boundary layers (BLs). The naive thing to do for the stages of a RK method is to impose the b.c. for the PDE at the times t i associated with the stages, i.e., u i = g i = g(t i ) in the case of Dirichlet b.c.. These conventional b.c. let the error vanish at the boundary, leading to the paradoxical situation that for IBVPs, RK schemes may lose accuracy because the approximation is too accurate near the boundary. The analysis of BLs presented here also gives rise to modified b.c. that remedy the problem. Moreover, the view on BLs highlights that order reduction is generally even more severe in spatial derivatives of the solution, which are of interest in many practical applications.
A crucial property of the order reduction phenomenon studied here is that the loss of convergence order is caused solely by the time discretization. Therefore, the analysis in this paper focuses on semi-discrete problems, where only time is discretized, but space is left continuous; and likewise, all numerical examples are conducted with an extremely fine spatial resolution. This is feasible, as we restrict to schemes that are unconditionally stable when they are applied to problem (1.1). The restriction to the semi-discrete case has an important implication: the order reduction phenomenon cannot be simply overcome by the choice of a specific spatial discretization; any spatial discretization that converges (as ∆x → 0) to the semi-discrete limit will encounter the order reduction phenomenon studied here.
A First Look at the Order Reduction
Phenomenon. Here we demonstrate that order reduction can occur with simple schemes (e.g., DIRK), applied to simple problems (e.g., the 1D heat equation). The only aspect that is strictly needed is that the problem has timedependent forcing or b.c.; autonomous problems do not incur order reduction (as the analysis in the following sections reveals).
As a specific example, we consider the IBVP (1.1) with L = ∂ xx , Ω = (0, 1), and forcing f , Dirichlet b.c. g, and i.c. u 0 chosen so that the exact solution is u(x, t) = cos(t). We discretize the problem in space, on a uniform grid with 10000 points, using standard second order centered differences (we take a large number of grid points, so that spatial approximation errors are negligible relative to temporal errors). Finally, the resulting system is advanced DIRK1=backw. Euler DIRK2 DIRK3 DIRK4 convergence order of u 1 2 2 2 convergence order of u x 1 1.5 1.5 1.5 convergence order of u xx 1 1 1 1 convergence order of u xxx 1 0.5 0.5 0.5 Table 1 . Observed convergence order (in time) for DIRK 1 to 4. forward in time using standard first to fourth order DIRK schemes (see Appendix A for the specific schemes used). Table 1 shows the resulting convergence orders for the solution and its spatial derivatives, measured in the maximum norm. Backward Euler (BE) shows no order reduction in function value or derivatives. DIRK2 shows a reduction of half an order per spatial derivative (u x converges with O(∆t 1.5 ); u xx with O(∆t), etc.). More severe order reduction is observed for DIRK3 and DIRK4 -in fact, their convergence orders are the same as with DIRK2. None of the schemes is more accurate than second order. Even more, the high-order RK schemes are even less accurate than BE, if more than two spatial derivatives are of interest.
The convergence results in Table 1 highlight two important messages about order reduction. First, it can arise in very simple problems (the true solution here is constant in space, which is as simple as it can get for unsteady problems). Second, it manifests in two ways: (i) spatial derivatives may be less accurate than function values; and (ii) schemes of order higher than two may drop to second order (less for spatial derivatives). We now provide a geometric explanation for these observations.
Geometric Explanation of Order Reduction via Boundary Layers.
The cause for the observations in Table 1 can be illustrated by studying the shape of the local truncation errors. Figure 1 shows the local (a single time step) and global (fixed final time) errors in space, for the same 1D heat equation problem considered in §1.1, using BE, DIRK2, and DIRK3, respectively. In each panel, results for three choices of ∆t are shown, with successive ratios of 2. For all schemes, BLs appear locally (i.e., after a single step). However, for BE the BLs vanish globally (i.e., at the final time), while for DIRK2 and DIRK3 the BLs persist globally.
For all schemes, the error in the interior of the domain scales like the order of the method, but the BL amplitudes scale like O(∆t 2 ). For DIRK3, this results in an order reduction of 1 for u. Moreover, any BL has a thickness of O( √ ∆t), resulting in a/an (additional) reduction of half an order per spatial derivative.
The geometric cause why BLs arise in the approximation error can be understood as follows. Every stage of a DIRK scheme is a BE-type solve. Therefore, it is useful to first examine the BE scheme, applied to the 1D heat equation in the unit interval u n+1 − ∆t u n+1 xx = u n + ∆t f n+1 for 0 < x < 1, (
with a smooth forcing, and conventional Dirichlet b.c. applied, i.e., u n+1 = g n+1 for x ∈ {0, 1}. Let u * be the exact solution. Then the approximation error at time t n+1 , defined as n+1 = u n+1 − u * (t n+1 ), satisfies the BVP n+1 − ∆t n+1 xx = n + F n+1 for 0 < x < 1, ( with homogeneous Dirichlet b.c.. Here F n+1 = −(u * (t n+1 )−u * (t n )−∆t u * xx (t n+1 )−∆t f n+1 ) = O(∆t 2 ).
Problem (1.3) is a singularly perturbed BVP, where the time step ∆t is the small parameter. Standard boundary layer theory [8] implies that, generally, the solution exhibits a boundary layer (BL) of thickness O( √ ∆t), and amplitude determined by n + F n+1 . If the i.c. are captured exactly, i.e., 0 = 0, then the BL amplitude is O(∆t 2 ). This explains exactly the top left panel in Figure 1 .
Higher order DIRK schemes combine intermediate stage solutions, each of which arises from a BE-type (and thus singularly perturbed) problem. The BLs of the stage solutions will generally not cancel out, thus yielding a composite BL in the numerical approximation. How the composition of BLs from the stages works, and why BLs may vanish globally in time (cf. BE), is the focus of the study in §2.
1.3.
Prior Research on Order Reduction for IBVPs. As demonstrated above, order reduction for IBVPs is a fundamental phenomenon. However, despite being addressed from numerous angles in the literature, it does not appear to be standard textbook knowledge yet. Here, we outline the prior work. The main focus has been on observing the phenomenon and characterizing/estimating the worst-case error convergence. A few remedies to order reduction have been proposed, for important special cases. A geometric derivation of order reduction has not been provided previously: none of the references below mention the term "boundary layer".
Focusing on implicit schemes, Brenner, Crouzeix, and Thomée [9] examine order reduction in the local error for linear constant coefficient PDEs in Banach spaces, and point out that the desired p-th order global error is achieved if the schemes are "strictly accurate" (equivalent to stage order) of order p − 1. Verwer [36] studies the phenomenon in DIRK schemes for linear problems with time-dependent Dirichlet b.c.; he derives global 2 error convergence rates and demonstrates numerically that 3rd and 4th order DIRK schemes perform no better than 2nd order schemes.
Various theoretical results on the convergence for linear PDEs [5, 15, 22, 27] have shown that: (i) the convergence order may be limited by the scheme's stage order [5, 27] ; (ii) the order is in general fractional and depends on the b.c. prescribed [27] ; and (iii) for parabolic equations, full convergence order is attained sufficiently far away from boundaries [23] . Interestingly, even though these studies suggest that the order loss originates near the boundary, no formal connections to numerical boundary layers have been made, and the convergence of higher spatial derivatives of the numerical solution has not been systematically studied. Furthermore, no remedies have been provided in these studies. Extensions of the results to quasilinear parabolic equations [24] and nonlinear equations [29] have been given.
Some approaches aimed at remedying order reduction in IRK schemes have been proposed [2, 4, 12] . A conceptually simple, yet practically complicated, methodology is given in [12] : decompose the solution into one part from an IBVP that does not exhibit order reduction, and another part obtained directly from the data. The work in [2, 4] is the closest to the modified boundary conditions provided in §4; however, the propagation of errors between time steps is not studied. Those papers also provide convergence results for Lu, which is less accurate than u.
Order reduction can also occur in explicit RK schemes [1, 13, 30, 33] . In contrast to implicit RK schemes, theoretical results must consider the fully discretized problem (due to the stability time step restriction), and the mechanism by which b.c. are prescribed is different. For ERK schemes, applied to advective problems without forcing, approaches to overcome order reduction have been proposed based on modifying the intermediate stage b.c. [1, 13] . Similar ideas have been developed in the context of conservation laws [30] . Another proposed remedy [33] is similar to the decomposition in [12] , but for explicit schemes. Among other multistage methods, order reduction has also been observed in Rosenbrock methods [28] and explicit Runge-Kutta-Nyström methods [3] .
1.4. Synopsis and Organization of this Paper. The examples above highlight that the mechanism for order reduction in IBVPs is the occurrence of BLs, caused by singularly perturbed BVPs. However, in some cases BLs may be as accurate as the scheme (e.g., DIRK2), and in other cases they may not be present at all in the global solution (e.g., BE). Consequently, there are two levels on which order reduction could be avoided: (a) strong order reduction avoidance (ORA), meaning that no BLs are present at all; and (b) weak ORA, meaning that the amplitude of BLs is of the order of the scheme. Weak ORA avoids order reduction in function values; but derivatives in general still incur order reduction. In contrast, strong ORA avoids order reduction in all derivatives as well.
We first present, in §2, a theoretical framework to characterize the behavior of the globalin-time error, leading to the results: the convergence order is generally limited by the stage order of the scheme, and the numerical solution in general contains BLs that cause an extra reduction in convergence order for derivatives. Sections 3 and 4 focus on remedying order reduction. In §3 the concept of weak stage order is introduced. It makes the BLs that affect the final result as accurate as the scheme's order (weak ORA), and it is compatible with diagonally IRK (DIRK) schemes. An alternative way to avoid order reduction is given in §4, by formulating modified boundary conditions (MBC). Numerical results are shown in §5, demonstrating order reduction and its remedies, in various examples. A discussion on generalizations is provided in §6.
Analysis of Order Reduction in the Global Error
The prior section demonstrates that RK schemes can result in singular behavior, such as BLs, in the numerical solution -and that this behavior may be the root cause of order reduction for IBVPs. However, the existence of a singular perturbation problem in each RK stage does not by itself explain the formation of a BL, and order reduction, in the global truncation error. For example, schemes such as DIRK2 and DIRK3 generally produce BLs in the global error (leading to order reduction), while other schemes, such as backward Euler (BE), do not.
This section provides an analysis that characterizes the global error behavior in space, and derives conditions under which order reduction occurs or does not occur. For simplicity, we restrict our attention to the IBVP (1.1) in 1D, with a linear differential operator L and Dirichlet b.c.. However, we point out that the results in this section can, in principle, be generalized to multiple space dimensions, and to more general b.c. (see §6).
This section is organized as follows: In §2.2, we derive equations governing the global truncation error for implicit RK schemes for time-periodic numerical solutions. Then, in §2.3- §2. 4, we use these equations to analyze the global error in space through an eigenmode decomposition, and show that most of the eigenmodes result in a singular perturbation problem for the global truncation error. Finally, we highlight in §2.5, with a worked example for the heat equation, that errors from the superposition of the singular eigenmode solutions in §2.4 fail to cancel, and hence reduce the accuracy of the global error. This analysis provides important insight into how order reduction occurs, and allows for the development of approaches that remedy order reduction in RK schemes in the subsequent sections.
2.1. Review of Implicit Runge-Kutta Time-Stepping for IBVP. This subsection collects the key notation and results for implicit RK schemes used throughout the paper. The time-stepping coefficients for a general RK scheme may be represented by the Butcher notation
where the entries of c are the row sums of A, i.e., c = A e, and e denotes the vector of all ones. Throughout this paper we restrict the analysis to RK schemes which are unconditionally stable when applied to the IBVP (1.1) (so that the semi-discrete limit is justified) and with a non-singular coefficient matrix A. Note that some examples of unconditionally stable schemes, such as EDIRK schemes [21] , are excluded by this last assumption.
Diagonally implicit Runge-Kutta (DIRK) schemes are an important sub-class of implicit RK schemes. For these schemes the matrix A is lower triangular; and because we assume A non-singular, they have non-vanishing diagonal entries. DIRK schemes are particularly simple, because the stages can be solved sequentially, with each solve being a small modification of a backward Euler step. In turn, for a general dense, non-singular A, one time step of the RK scheme consists of an s × s system of coupled BVPs.
One step of the scheme applied to the IBVP (1.1) can be expressed as BVP relations for the stage values
followed by an explicit update rule for the new value
for which no b.c. are required. Here ∆t > 0 is the time step, and u n denotes the numerical solution at time t n = n∆t. The i-th stage solution u n+1 i
is associated with time t n + c i ∆t, as are the corresponding forcing terms f
The following definitions and properties of RK methods (cf. [16] ) will be used throughout this paper. A scheme is said to have (classical) order p if for sufficiently smooth IVPs, the error obtained from a single RK step is O(∆t p+1 ), i.e., the Taylor expansions of the numerical solution and the exact solution agree up to p-th order terms in powers of ∆t. This imposes a set of constraints on the RK coefficients, which are known as the order conditions [10, 16] . Because we consider linear differential operators, we list here the RK order conditions for linear problems:
Here a power of a vector applies to each component, i.e., A RK scheme has stage order q if
Note that also the conditions b T c j−1 = 1 j for 1 ≤ j ≤ q need to be satisfied [37] . However, we only consider the situation in which the scheme's order is as least as high as its stage order, q ≤ p; hence these last conditions are automatically satisfied.
Remark 2.1. High stage order is a restrictive property for DIRK schemes. DIRK schemes with nonzero diagonal entries are limited to stage order q = 1 [16] . Moreover, DIRK schemes with singular A may have stage order q = 2 (but not higher). Examples are EDIRK schemes, such as Crank-Nicolson, or TR-BDF2 [6, 11] . ♣
The stability function of the RK scheme is given by R(ζ) = 1 + ζ b T (I − ζ A) −1 e. The value R(ζ) measures the growth u n+1 /u n in one step ∆t, when applying the RK scheme to the test equation u (t) = λu, where ζ = λ∆t.
A RK scheme is called A-stable, if it is stable for all stable solutions of u (t) = λu, i.e., its stability function satisfies |R(ζ)| ≤ 1 for Re(ζ) ≤ 0. In addition, the scheme is called L-stable if R(ζ) → 0 as ζ → −∞.
A RK scheme is called stiffly accurate [31] , if the last row of A equals the vector b T , i.e., if a sj = b j for j = 1, . . . , s. A stiffly accurate RK scheme with invertible coefficient matrix A, which is A-stable, is also L-stable [37] , which follows from a direct evaluation of the ζ → −∞ limit of the stability function.
2.2.
Equations for the Approximation Error. In this subsection we derive the general equation for the time evolution of the error incurred by a RK scheme applied to the IBVP (1.1). We then examine the periodic solutions to the error equations arising from a periodic forcing and b.c.. The reasons why time-periodic solutions are in fact sufficient to characterize order reduction are non-trivial, and they are explained in Remark 2.6 at the end of this subsection.
Below, let W e (θ) denote the wedge in the left complex half plane defined by: λ ∈ W e (θ) ⇐⇒ |arg(−λ)| < θ. The key assumption throughout this paper is that both the PDE and the scheme are well-defined and stable, in the following sense:
(a) There are constants δ c > 0 and 0 < θ 1 < π/2 such that:
For any λ / ∈ W e (θ 1 ), the operator I − λL has a bounded inverse in L ∞ . Further, the bound is uniform for |λ| < δ c . Condition (c) guarantees that the scheme equations (2.1-2.2), equivalently (2.6), have a well defined solution at each step. It is rather natural for RK schemes, and most commonly used methods (incl. most DIRK, Gauss, Radau, Lobatto) satisfy it. Condition (d) is a technical assumption on the RK scheme that will be used to estimate and bound the numerical errors. Requiring a uniform bound on the condition number of T (z) avoids a situation in which two of the eigenvectors (i.e., columns of T (z)) become parallel as z → 0. It is worth noting that condition (d) may be alternatively stated using perturbation theory, via conditions on A and an (s − 1) × (s − 1) matrix determined by A and b. For brevity, however, we leave (d) in its current form. Due to its important role below, we introduce notation for the subspace spanned by the vectors orthogonal to b:
Condition (e) is also a technical assumption we make on the RK scheme. Most commonly used RK schemes satisfy b T A −1 e = 0 (in particular, all stiffly accurate schemes do so, because
. However, some schemes do violate it, for example the 2-stage 4-th order Gauss method [16] .
Condition (a) is required for two reasons. First, together with Lemma 2.2, it will be used in estimating the error for the numerical solutions. Second, it is also a numerical stability condition because it guarantees that the spectrum of L is contained within W e (θ 1 ), which is within the left complex half plane. While we do not have a proof, it is plausible that the uniform bound restriction in (a) may follow just from the statement that the spectrum of L is contained within W e (θ 1 ), and some "weak" extra assumptions. Certainly, this is true for some important examples. Specifically, when the inverse can be written in terms of Green's functions (e.g., heat equation), then one can see that the property applies. In fact, the inverses of differential operators are generally given by Green's functions, which are singular at the spectrum. Then what is required is that the Green's function be uniformly bounded, in L 1 , for λ small enough outside some wedge W e (θ 1 ).
Lemma 2.2 (Uniformly bounded inverse near λ = 1). The operator I − λL has a uniformly bounded inverse in L ∞ , for λ in some complex neighborhood of λ = 1.
Proof. We have (I
Time-periodic solutions to the IBVP (1.1) can be obtained when the forcing and b.c. have the form f =f e ıωt and g =ĝ e ıωt , wheref andĝ are functions defined on Ω and ∂Ω, respectively, and ω is a (real-valued) constant. Then u =û e ıωt is the periodic solution, wherê u is the (unique because of (2.5a)) solution to the BVP (ıω − L)û =f with b.c. Bû =ĝ. Correspondingly, as we will see later, the numerical scheme also has periodic solutions when the forcing and boundary data have a time-harmonic dependence.
The error analysis of a RK step is complicated by the fact that intermediate stage solves are conducted before the end result for the step, u n+1 , is obtained. These intermediate stage solves can be made transparent by interpreting the scheme as an update rule applied to a state vector including all the stage values, in addition to u n+1 , i.e., u n+1 = (u n+1 1 , . . . , u n+1 s , u n+1 ) T . In this notation, one step of a generic IRK scheme (2.1-2.2) can be compactly expressed as 6) where
where 0 denotes a zero vector of length s. We employ the following notational conventions: s-dimensional vectors have over-arrows, (s + 1)-dimensional vectors are boldface and have under-bars, and a superscript n refers to a value at time n∆t.
Equation (2.6) is an (s+1)-dimensional equation, yet it includes only s boundary conditions. We show below that the apparently missing boundary condition will appear as an algebraic constraint. Hence (2.6) is more precisely a differential-algebraic equation.
Let u * be the exact solution to the IBVP (1.1). Then the local truncation errors (LTEs) for all the stages u n+1 i and u n+1 , denoted by δ n = (δ 1 , . . . , δ s , δ n+1 ) T , are obtained by substituting u * into the update rule (2.6). A Taylor expansion for u * (around t n ), plus use of the PDE in (1.1), yields the LTE formula
where we have assumed a periodic exact solution u * (x, t) = U * (x)e ıωt , with ω ∈ R a constant. For a p-th order Runge-Kutta scheme with stage order q, the first q ≤ p summands in δ 1 , . . . , δ s vanish. Thus 
− u * (t n + c i ∆t). This vector then satisfies an equation similar to (2.6):
For the remainder of this section, we assume conventional b.c., i.e., g Note that we have set up a framework that differs from the standard analysis of RK schemes, by considering the error propagation incurred not only at the end of each time step ( n+1 ), but also at all the intermediate stages. Next we introduce a definition that is crucial to this analysis: 
Clearly, a RK scheme having stage order q means r (j) = 0 for 1 ≤ j ≤ q. These vectors will play an important role below, even when they are nonzero -as hinted by the fact that the stage LTEs δ 1 , . . . , δ s in (2.7) can be expressed in terms of the r (j) . The order conditions (2.3) directly imply the following orthogonality property: Proposition 2.4. For a p-th order RK scheme, the stage order vectors satisfy b T A j r (k) = 0 for 1 ≤ j + k ≤ p − 1, with j ≥ 0 and k ≥ 1.
Next we examine the particular solutions to equation (2.8) that describe the time-periodic response to the time-periodic forcing δ n . Specifically, we look for solutions where the time dependence is separated, and introduce new variables (with a slight abuse of notation) of the form:
where z := e ıω∆t , (2.10) and
Substituting (2.10) into (2.8) yields
Finally, we invert (I − z −1Ẽ ), and introduce the derivative coefficient matrix
where
(2.14)
Hence equation (2.12) can be rewritten as 15) and e denotes the (s + 1)-vector of all ones.
Remark 2.5. For stiffly accurate RK schemes, the solution at time t n+1 is given by the s-th stage solution, as the last two equations in the system (2.15) are identical. In that case it suffices to study the s × s system corresponding to the matrix M . ♣
To recap, the spatial error vector (corresponding to the time-periodic response of the error equation) satisfies the BVP system (2.15), in which the derivative coefficient matrixM pre-multiplies the operator term L . Before we study this matrix ( §2.3), we explain why periodic solutions suffice to characterize order reduction.
Remark 2.6 (Why periodic solutions only). If the periodic solutions exhibit order reduction (OR) for a given scheme, then OR occurs for the IBVP (1.1) -as in the examples in §1.1. However, the error equation (2.8) allows for solutions far more general than the periodic ones, so OR by mechanisms other than periodic solutions could occur. Nevertheless, we conjecture (and offer some, admittedly non-rigorous, arguments below) that periodic solutions are sufficient to characterize OR, provided that some restrictions on the equation and scheme are made.
As a simple example of a class of problems where it is easy to see that OR can arise only from periodically forced solutions, consider the following situation: (i) The operator L, with homogeneous boundary conditions, has a complete set of eigenfunctions {ϕ (x)} ∞ =1 , each corresponding to a PDE normal mode; and (ii) The decay rate (in time) of the normal modes grows rapidly with their index , for both the PDE and scheme 1 -in particular: the numerical scheme should have growth rates R such that R vanishes rapidly as → ∞.
2
In this case the solution to the problems (PDE and numerical) can be decomposed into a homogeneous equation solution, plus an integral/sum over time-periodic solutions, see below. The homogeneous solution can be written as a rapidly convergent sum over normal modes (because of the rapid growth with of the decay rate in time of the eigenmodes). However, the numerical time evolution for a normal mode ϕ e λ t is given by R n ϕ , where R = R(λ ∆t), with R the scheme's stability function, and λ is the eigenvalue associated with ϕ . This is exactly consistent with the order of the scheme, so that (because of the rapid convergence of the normal modes series) there is no OR for the homogeneous component. It follows that any form of OR must arise solely from the effect of the time-periodic components in the numerical solution.
The decomposition into an homogeneous solution plus an integral/sum over periodic solutions follows by writing the forcing and b.c. functions as inverse Laplace (resp. Mellin for the scheme) transforms. Assume then that these transforms have no singularities for Re(s) > 0 (|z| > 1, resp.), and are meromorphic in a region including the imaginary axis (unit circle, resp.), which is a rather mild restriction. Then, by appropriately manipulating the integration contours for the inverse transforms, the PDE response to the forcing and b.c. can be written as integrals plus sums over periodic functions only: e ıωt , or z n with |z| = 1, time dependence. This translates into a solution component that is an integral/sum over periodic solutions. The remainder, by construction, is a solution to the homogeneous problem.
Note that, if one were interested in a full analysis of the error behavior, one could solve the error equations using the Laplace/Mellin transform. This may potentially allow for a relaxation of the "rapid growth of the normal mode decay rate" assumption. However, note that a violation of this restriction does not invalidate our analysis. It only means that other mechanisms for OR, in addition to the one studied here, are possible. Examples of this are shown later, in §5.2 and §5.5. ♣
Spectral Properties of the Derivative Coefficient Matrix.
In this subsection we examine equation (2.15) in the eigenbasis defined by the matrixM . We first estimate the eigenvalues and eigenvectors ofM for z = e ıω∆t on the unit circle, where ω is real and ∆t is small. Of particular relevance is the existence of small eigenvalues forM , as they give rise to singularly perturbed BVPs (producing BLs and, potentially, other effects associated with singular BVPs). We call an eigenvalue λ = 0 ofM small if λ → 0 as ∆t → 0.
Let us first focus on the matrix M , defined in (2.14). Since z = e ıω∆t , for ∆t 1, expanding ∆t z−1 in powers of ∆t yields
Because e b T is a rank-1 matrix, in the limit ∆t → 0 all eigenvalues of M vanish, except for one that is equal to 1 ıω and has multiplicity one. How these zero eigenvalues are approached as ∆t → 0 depends on the structure of A and b.
Lemma 2.7. For a fixed real ω = 0 (with z = e ıω∆t ), the matrix M has no zero eigenvalues, provided 0 < ∆t < Due to its block structure, the matrixM has one zero eigenvalue (corresponding to the zero column), and shares all the remaining eigenvalues with M . Moreover, using the asymptotic expansion from (2.16), one may approximate the eigenvalues of M (and thusM as well), through perturbation theory. Specifically, the matrix 1 ıω e b T is diagonalizable, therefore the Bauer-Fike theorem [7] can be used to bound the distance between the eigenvalues of M and the corresponding ones of 1 ıω e b T by O(∆t). Combining these observations with Lemma 2.7, we obtain the following properties of the eigenvalues of the derivative coefficient matrix: Theorem 2.8 (Eigenvalues ofM and M ). For 0 < ∆t 1 and a fixed ω ∈ R such that z = e ıω∆t = 1, the matrixM , defined in (2.13), has exactly one zero eigenvalue. Its other eigenvalues are identical to those of M . The matrix M satisfies:
(1) It has one O(1) eigenvalue, which is at most O(∆t) away from Item (2) is not as straightforward as (1) since λ = 0 is a degenerate eigenvalue of M when ∆t = 0. To show (2), we write M = ∆t z−1 M * , where M * := e b T + δA and δ = z − 1, so that when ∆t 1, we have |δ| 1. In addition, we write the eigenvalues of M * as λ * = δµ (with the corresponding eigenvalues of M being ∆t µ). We now work in a coordinate basis defined by the eigenvectors of the unperturbed matrix e b T . Let O b ∈ R s×(s−1) be a matrix whose columns form an orthonormal basis for
Using T 0 as a similarity transformation, the transformed rank-1 matrix becomes (T
, where δ ij is the Kronecker delta. The characteristic equation for M * then follows from a direct computation of the corresponding determinant: To justify item (4), let w be an eigenvector of M , i.e., M w = λ w. This yields ∆t z−1 e b T w + ∆tA w = λ w, and thus (I − ζA) w = ζ z−1 ( b T w) e. Now, if 1/ζ is not an eigenvalue of A (i.e., (4a) does not hold), then (I − ζA) is invertible, and hence ( b T w)ζ(I − ζA) −1 e = (z − 1) w. Consequently, (4b) holds, because
Items (4c) and (4d) follow from (2.5c) when (4a) applies. On the other hand, when (4b) applies, ζ must be on the boundary of the stability region, since |z| = 1. Then (4c) follows from (2.5b), and (4d) from the definition of A-stability. Finally, item (5) follows from the definition of M in (2.14).
has an L ∞ bound which is uniform for ∆t small enough.
, where the columns of T are eigenvectors of M , and D is the diagonal matrix with the corresponding eigenvalues.
Thus it suffices to show that 1−λL has a bounded inverse for every eigenvalue λ of M . This fact follows from (4c) in Theorem 2.8 and Assumption (2.5a). Assumption (2.5d) implies that both T (∆t) and T −1 (∆t) remain bounded as ∆t → 0. Combined with Assumption (2.5a), this ensures that (I − M L) −1 is uniformly bounded as ∆t → 0.
This result is used in §2.4 and §3.2 to estimate the magnitude of the errors (i.e. the amplitude of the numerical BLs) incurred by the scheme. Without loss of generality, we label the eigenvalues ofM in such a way that λ 1 = O(1), λ s+1 = 0, and λ 2 through λ s are small but nonzero. The properties below on the matrixM will be used to characterize the global error in §2.4. Proposition 2.10 (Eigenvectors ofM ). For a p-th order RK scheme, let T i and r i be the left and right eigenvectors associated with λ i , normalized so that T i r j = δ ij for 1 ≤ i, j ≤ s. ThenM has the left and right eigenvectors
, associated with the same nonzero eigenvalue λ i for 1 ≤ i ≤ s. It also has the left and right eigenvectors corresponding to the zero eigenvalue:
and r
Finally, the left eigenvector 1 satisfies
, where h is defined in (2.15), and the last entries of the right eigenvectors (
Proof. We only prove the statements in the last sentence, which are the only non-obvious ones. To leading order in ∆t, the vector 1 is a left eigenvector of the rank-1 matrix e b T , associated with the O(1) eigenvalue.
, with a similar expansion for the eigenvalue, and substitute into
Collecting powers of ∆t then reveals that the vector coefficient
is a linear combination of the vectors
On the other hand,
We know from the LTE vector that δ s+1 = O(∆t p+1 ), so that With the fundamental properties of the derivative coefficient matrixM established, we now provide some further understanding of its small eigenvalues. An important special situation is given by the following. . . 
Regarding the equivalence of these three properties, the only non-obvious one is why (iii) implies (ii). It follows because the space b ⊥ is (s − 1)-dimensional, and orthogonal to both b T and b T A. For schemes with subspace decoupling, the spectrum of M has a very simple structure:
Lemma 2.12. For subspace decoupling schemes, the small eigenvalues of M are exactly ∆t-times the eigenvalues of A, with right eigenvectors perpendicular to b. At the same time, such schemes are extremely limited in scope: Lemma 2.13. Any RK scheme with subspace decoupling (see Def. 2.11) is at most second order. Moreover, if the scheme is stiffly accurate, it is at most first order. be the component of the error in the eigenmode corresponding to the eigenvalue λ i . Then, left-multiplying equation (2.15) by the left eigenvectors ofM , we obtain the following set of decoupled BVPs: 18) plus the algebraic relation The global error of the RK scheme is determined by the last, (s + 1)-st, entry of (x). To examine this error, we first insert the resolution of identity and write (x) via an eigenexpansion:
Next we use the last entries of the right eigenvectors r i , given by Proposition 2.10, to compute the last entry of (x), which corresponds to the global error: (1), or smaller. Hence, in general, the global error s+1 can only be guaranteed to be O(∆t q+1 ), assuming q < p. Specifically: (a) Away from the regions affected by singular perturbation effects (e.g., BLs), the error is O(∆t p ). The reason is that in these regions Taylor approximations (i.e., powers of ∆t, see §2.5) for the solutions are valid, so that the appropriate cancellations built into the RK scheme work. (b) In contrast, within the BLs of the eigenmodes, this cancellation normally does not work, because the solutions in the BLs cannot be described via simple expansions in powers of ∆t (hence Taylor does not apply). In fact, usually the BLs for the different modes have different scaling dependencies (in particular, thickness), see §2.5. Hence they cannot be cancelled through a linear combination of modes. The result is, in general, a "composite" BL in s+1 , which is only as accurate as the lowest order term affecting ittypically this is O(∆t q+1 ). This captures the key geometric causes of order reduction for IBVPs. Before analyzing those BLs in more detail ( §2.5), two important aspects must be remarked. = g(t n + c i ∆t)) guarantee that stiffly accurate schemes exactly enforce the b.c. u n+1 = g n+1 . In contrast, non-stiffly accurate schemes generally do not. Equation (2.19) reveals the error at the boundary. Specifically, since ψ 1 through ψ s satisfy homogeneous b.c., the 0-eigenvalue mode ψ s+1 controls the error at the boundary. For stiffly accurate schemes, b T A −1 = (0, . . . , 0, 1) and δ s = δ s+1 . Thus T s+1 = (0, . . . , 0, 1, −1) and ψ s+1 ≡ 0. In particular, the component vanishes at the boundary. In contrast, for non-stiffly accurate schemes, ψ s+1 is (in general) non-vanishing and only of accuracy O(∆t q+1 ) (unless the terms in the sum ψ s+1 = T s+1 h happen to cancel in a way to yield higher order, see §3.3). This low order mismatch at the boundary is another manifestation of OR. In §4.2 we show how to avoid this problem via modified b.c.. ♣ Remark 2.16 (Slowly decaying modes). The analysis in this section relies on periodic modes. As pointed out in Remark 2.6, this suffices to capture the order reduction phenomena, provided that the normal modes for both the equation and the scheme decay in time, and do so sufficiently fast as their space frequency grows. Here we describe two examples where this condition is violated:
Schemes with growth factor such that |R(ζ)| → 1 as ζ → −∞. Then, the numerical solution may contain transient artifacts. For example, in the heat equation those artifacts resemble BLs, but they thin out in width slowly over time (and thus can compromise the observed order for the solution and its derivatives). The artifacts can be triggered by BLs produced during the initial step, via the mechanism introduced in §1.2. The high frequency modes thus introduced die then arbitrarily slowly -slower the higher the frequency, which is why the artifacts tend to become narrower as time grows. An important RK scheme exhibiting this behavior is the implicit mid-point rule, defined by the Butcher tableau A = c = [1/2], with b = [1] . Because it has only one stage, the matrixM has one O(1) and one zero eigenvalue. Hence, this scheme has no time-periodic numerical modes with BLs. Note that the implicit mid-point rule is the simplest case of a Gauss method, which achieve order 2s with s stages.
These methods have R(ζ) → (−1) s as ζ → −∞, thus they are all examples for the issue described here. In addition, for s ≥ 2, they also exhibit OR in the time-periodic sense, due to existence of small eigenvalues.
A second example of "slowly decaying modes" occurs when the operator L in (1.1) is purely dispersive. In this case the normal modes for the equation itself are time-periodic, with no decay. An accurate numerical scheme will approximate this behavior, with normal modes that decay very slowly -at least as long as their frequencies are not too high. Just as for the schemes where |R(ζ)| → 1 as ζ → −∞, this can lead to long-lived transients in the numerical solution (also triggered by BL effects) which compromise the observed order for the solution. An example of this situation in provided in §5. In this subsection, we conduct an asymptotic analysis of the approximations generated by the RK scheme, in the presence of BLs. We use the 1D heat equation (cf. §1.1) as a concrete IBVP, so that specific expressions and scaling laws arise for the BLs. However, the fundamental mechanism is generic -modulo the situations described in Remarks 2.18 and 2.20. We consider a generic RK scheme satisfying the assumptions in (2.5).
The equations for the eigenmodes follow from the prior subsection by using L = ∂ xx . The mode ψ i (x) solves the BVP
where h i (x) = T i h, and the global error is given by (2.19). Further: λ 1 = O(1) and λ s+1 = 0, while the other eigenvalues are O(∆t). Thus we write λ i = µ i ∆t + O(∆t 2 ), 2 ≤ i ≤ s, where the µ i are non-zero constants. As a consequence of item (4c) in Theorem 2.8, we know that µ i is not a negative real number, hence Re(
where we use the principal branch of the square root.
The solution to equation (2.21), for 2 ≤ i ≤ s, can be described using standard matched asymptotic expansions [8, 17, 18, 20] . In general ψ i has two BLs (one at each boundary) of thickness O( √ ∆t). Inside the BLs, the solution is described by the "inner" expansions, while the "outer" expansion describes the solution away from the BLs. The non-singular mode ψ 1 is some "friendly" function devoid of any singular behavior, i.e, ψ 1 , and all its derivatives, scale like h 1 and its derivatives. Likewise, the zero eigenvalue mode is just ψ s+1 (x) = h s+1 (x).
Outer expansion, 2 ≤ i ≤ s. This expansion is valid in the region given by √ ∆t x and x 1 − √ ∆t. It is a "regular" expansion, i.e., it is based on simply expanding the solution in powers of the small parameter:
). Note that expansions like this are, generally, non-convergent (only asymptotic
In particular, to leading order the BL has size h i (0) = O(∆t q+1 ), where q is the stage order.
In the BL, to leading order:
and Ψ i solves
where S(X) = 1 − e −X . In the BL region the two modes without BLs are constant to leading order:
Note that: if √ µ i is not a real number, the BL includes high frequency oscillations triggered by Im( √ µ i ). How visible these oscillations are depends on the ratio Im(
The larger this ratio, the larger the role of the oscillations. ♣ Composite expansion, 2 ≤ i ≤ s. The outer and inner expansions can be combined into an expansion that is valid in the whole interval, the composite expansion [17, 18] . In this case, displayed up to m-th order, this is 24) where
From these results, Equation (2.19) , and the fact that h i (0) = O(∆t q+1 ), it follows that the global error s+1 inside the BL has the form 25) where the a i = a i (∆t), 2 ≤ i ≤ s, and a s+1 = a s+1 (x, ∆t) are polynomials in ∆t of degree p − q − 2. In particular, at leading order the BL error is a superposition of a constant and BL functions S(X/ √ µ i ), with (possibly) different scaling constants µ i and different coefficients a i (0)∆t q+1 . Some of the coefficients may have higher order than O(∆t q+1 ), if a i vanishes up to some order in ∆t, see §3. Equation (2.25) reveals the structure of s+1 in the BL, and explains why (generically) RK schemes incur order reduction in BLs. Specifically: because the functions S(
) are linearly independent when the µ i are distinct (as well as independent from a constant function), Taylor-based cancellations (on which the scheme relies to achieve its order) do not occur.
Hence the actual order is controlled by the coefficients a i ∆t q+1 of the O(1) functions S(
). To be precise, the magnitude of the BL in each component ψ i is determined, up to any given order, by the difference between the b.c. ψ i (0) = 0 and the outer expansion's limit value Φ m (0), see (2.24) . Note that h i (0) ∼ k i ∆t q+1 + O(∆t q+2 ), with k i a constant. Therefore, when any k i = 0 (the generic situation), the BL occurs in the leading order, as highlighted by (2.25) . Otherwise the BL is of higher order.
Using (2.25) one can understand what is possible in terms of strategies for order reduction avoidance (ORA). For example, strong ORA (no order reduction occurs for neither the function nor the spatial derivatives) cannot be achieved as long as any of the functions S(X/ √ µ i )
is present in the global error. This is because every spatial derivative decreases the order of the error by 1/2. Hence, even if the coefficients of these functions are of high order, order reduction will still occur in sufficiently high spatial derivatives. However, the only way for none of the functions S(X/ √ µ i ) to appear in the global error is to have none of the corresponding modes affecting s+1 (either because their coefficients vanish or because cancellations happen). This would mean that only ψ 1 and ψ s+1 affect the solution at the end of the time step (because A is invertible), i.e., the coefficients of ψ 2 , . . . , ψ s in (2.19) vanish. That, however, requires that b T A −1 r i = 0. Furthermore, the O(1) terms (as powers of ∆t) in r i are in b ⊥ , see the asymptotic expansion at the end of §2.3. Hence, they span an (s − 1)-dimensional subspace that is orthogonal to both b T A −1 and b T , i.e., the scheme must be subspace decoupling (see Def. 2.11) and thus is limited to low order as characterized by Lemma 2.13.
On the other hand, weak ORA (no order reduction occurs for the function values) can be achieved if, for example: Of these three ideas, item (c) is conceptually the simplest. The reason why it can achieve the goal is as follows. By (2.19), the error s+1 is a linear combination of the eigenmodes ψ i , 1 ≤ i ≤ s + 1. By item (II) in §2.4, we have ψ 1 = O(∆t p ) everywhere; and ψ s+1 ≡ 0 due to stiff accuracy, see Remark 2.15. From the "Outer expansion" above, we know that the error away from the BL regions is O(∆t p ). Hence, from (2.24), the error-contribution from Φ m (x) in the composite expansions for ψ i , 2 ≤ i ≤ s, must add up to O(∆t p ) as well -since these are the only terms, potentially below O(∆t p ), that contribute away from the BL in the error formula (2.19). Then, from (2.24) it follows that, if all the µ i are equal, the contribution from the BL exponentials also adds up to O(∆t p ).
The problem with item (c) is that it is too restrictive to be useful. For RK schemes with more than two stages, the eigenvalue condition implies, as above, that the scheme is subspace decoupling and thus limited to low order. Hence, of the three avenues of weak ORA, only items (a) and (b) are useful. Values of ρ ij with negative (resp. positive) real part correspond to an exponentially (in x) decaying (resp. growing) function, and contribute to a BL near x = 0 (resp. x = 1). Values of ρ ij on the imaginary axis correspond to purely oscillatory functions. ♣ Remark 2.18 highlights that in principle the roots ρ ij of the singular equation (2.18) could be purely imaginary, leading to modes ψ i ∼ exp(x/(∆t 1/m ρ ij )) that have high frequency oscillations (HFO) extending over the whole domain. (This is the same type of behavior that arises in WKB theory [8] ). For constant coefficient PDEs, however, dissipation (i.e., the spectrum of L is contained within the wedge in (2.5a)) eliminates the possibility of HFO: Proof. Suppose that the constant coefficient L = α ∂ m x +lower order terms, where m ∈ N and α = 0, were to produce HFO in the numerical error. That means, in the limit as ∆t → 0, there is at least one mode ψ i ∼ exp(x/(∆t 1/m ır)) that solves the ODE (1 − ∆tµ i L)ψ i = 0, where r is purely real. Substituting L and the exponential ansatz for ψ i into the ODE, yields the relationship α = (ır) m /µ i . This allows us to write the eigenvalues of L (found by substituting e ıkx into Lu = λu) as
where k is real. In general only certain values of k are allowed, but those (infinitely many) include arbitrarily large k. We now show that (2.26) violates the hypothesis (2.5) when k → ∞. Specifically:
(i) By Theorem 2.8(c): |arg(1/µ i )| ≤ π − θ 2 (θ 2 defines the wedge in (2.5b)).
(ii) Assumption (2.5a) asserts that the eigenvalues λ of L satisfy |arg(λ)| > π − θ 1 .
In the limit as k → ∞, the eigenvalues (2.26) grow with a slope that approaches 1/µ i (i.e., Im(λ)/Re(λ) → Im(µ
Since 1/µ i has a slope with angle ≤ π − θ 2 , the eigenvalues must cross every line with a larger slope angle, including the line with angle π − θ 1 . However, this violates item (ii).
The assumptions in (2.5) were introduced to (in particular) guarantee that the scheme equations can be solved at each step, and avoid numerical instabilities. But they are in no way necessary (particularly, they exclude non-dissipative systems to simplify the analysis), and less constraining assumptions are possible. Thus, in the general situation, we cannot rule out HFO -even though we have not observed them in actual examples. That being said, even if HFO situations are not possible, BLs that include oscillations do occur. Further, because the BL thickness scales like ∆t 1/m (m = operator order), unless ∆t is very small, these BLs with oscillations can be quite thick, for example see Figure 4 in §5.2.
Remark 2.20 (Multiple dimensions). Clearly, OR occurs in higher dimensions as well. Along smooth parts of the domain boundary, BLs should arise, similarly to the 1D BLs studied here. In addition, at corners, even more complex OR effects could arise. We do not investigate those issues here. For the 3-stage stiffly accurate DIRK3, we have
, and ψ 4 ≡ 0 (not shown).
The modes ψ 2 and ψ 3 solve singularly perturbed BVPs, and produce BLs in the global-in-time error ( 4 = 3 , since the scheme is stiffly accurate). All modes vanish at the boundary, hence the numerical solution has no error in the boundary values.
For the 2-stage non-stiffly accurate DIRK3, we have
The mode ψ 2 solves a singularly perturbed BVP, and produces a BL in the global error. The constant-in-space mode ψ 3 (associated to the zero eigenvalue) produces a mismatch in the boundary values for 3 . This is reflecting the fact that non-stiffly accurate schemes with conventional boundary conditions do not guarantee that the numerical solution satisfies the exact boundary conditions, see Remark 2.15.
For both schemes, the mode ψ 1 associated to the O(1) eigenvalue is more accurate than ψ 2 and ψ 3 (plus, it has no BLs). Note also that (both cases) the global-in-time error exhibits the full 3rd order accuracy of the schemes in the domain interior.
Weak Stage Order
In this section we present new conditions for the Runge-Kutta (RK) time-stepping coefficients (A, b, c) to avoid order reduction (OR) in IBVP. Prior work for stiff ODEs [37] , as well as the modal analysis in the prior section, show that OR may be avoided (in the weak ORA sense) through the use of a RK scheme with high stage order. Unfortunately, high stage order, i.e., q > 1, is not possible with DIRK schemes (see Remark 2.1).
Here we relax the stage order condition to a more general one that is both: (i) devoid of OR; and (ii) compatible with a DIRK structure. We therefore refer to the new condition as weak stage order. To our knowledge, the concept of weak stage order is the first attempt to address OR by using Butcher coefficients of the DIRK-type [19] . Hence, for the time-stepping of PDEs, weak stage order coefficients can provide a practical approach for avoiding OR when using conventional b.c..
It should be stressed that neither high stage order, nor high weak stage order fully remove BLs from the numerical solution. Rather they reduce the size of the BLs to the order of the scheme. Thus, OR may still occur in the solution derivatives.
Definition of Weak Stage
Order. The idea leading to the weak stage order condition is based on finding criteria for (A, b, c) that remove the low order error terms in the BL analysis from §2. The key challenge is that the error terms depend on the time step ∆t, so it is not immediately clear how a single fixed condition on (A, b, c) can remove the errors for all values of ∆t. We show below that the invariant subspaces of the Butcher tableau matrix A play a key role. Specifically, we define the weak stage order condition as follows: (ii) (Invariant subspace property) V is A-invariant, i.e., A v ∈ V for all v ∈ V.
Definition 3.1 generalizes the notion of stage order, and is automatically satisfied by a scheme with classical stage order q. Every RK scheme has both classical stage order q ≥ 1 and weak stage orderq ≥ 1, since A e = c guarantees that r (1) = 0. A more general version of this special case is: Vq is an A-invariant subspace. ♣ Remark 3.4. Weak stage order is a linear concept, and the analysis in this section shows that it remedies order reduction for linear IBVPs (1.1). In addition, it plausibly also does so for nonlinear PDE IBVPs in which the b.c. are linear (e.g., Dirichlet), see §5.4. In contrast, for problems in which the root cause of order reduction itself is nonlinear, weak stage order may not achieve the same benefit that classical stage order does. ♣
Order Results for Schemes with High Weak Stage Order.
In this subsection we show that the weak stage order condition, along with the assumptions in (2.5) on the RK scheme, can avoid order reduction for the periodically forced solutions examined in §2. Specifically, we estimate the spatial error for the periodic in time solution s+1 (x), and show that it is of order O(∆t min{q+1,p} ).
Left-multiplying equation (2.15) by the (zero-eigenvalue) vector s+1 ofM (see Proposition 2.10) yields an expression for s+1 (x) in terms of the stage error vector (x) = ( 1 , . . . , s ) T only:
Here δ consists of the first s components of the LTE vector δ, and (x) satisfies the forced equation from the the first s components of (2.15):
Equation (3.1) shows that the error s+1 (x) consists of two parts: a contribution from the classical truncation error (− b T A −1 δ + δ s+1 ); and a contribution b T A −1 from the stage error vector (x), which contains the solution to a singular perturbation problem. The term δ s+1 in the classical truncation error can be estimated from the formula (2.11), and shown to be O(∆t p+1 ). For a RK scheme with weak stage orderq, the stage order vectors { r (1) , . . . , r (q) } lie in an A-invariant subspace, which is also A −1 -invariant. The term b T A −1 δ can then be shown to have orderq + 1 using Definition 3.1 and Proposition 2.4:
Estimating the error s+1 (x) therefore relies on characterizing the remaining quantity b T A −1 (x). The following proposition demonstrates how the weak stage order condition suppresses the low order errors in the quantity b T A −1 (x). Roughly speaking, solutions to (3.2) with a right hand side proportional to a stage order vector r (j) for j ≤q do not contribute to errors in the expression for s+1 (x).
Proposition 3.5. Consider a Runge-Kutta scheme (A, b, c) with weak stage orderq, and let M be given by equation (2.14) . Then for any smooth function f (x) and stage order vectors r (j) , 1 ≤ j ≤q, the following quantities vanish for any x ∈ Ω:
Proof. Let V denote the A-invariant subspace in Definition 3.1. It suffices to show that v(x) ∈ V for all x ∈ Ω. Then b T v(x) = 0 follows by property (i) in Definition 3.1, and property (ii) implies that V is also A −1 -invariant, so that A −1 v(x) ∈ V, and thus
We show that v(x) ∈ V by working in a coordinate basis defined by V and its orthogonal space V ⊥ . Let σ = dim(V). Note that no assumption is made on σ relative toq. If some of the vectors r (j) are linearly dependent or vanish, σ <q is possible; and σ ≥q is possible if the vectors r (j) are only contained in a larger A-invariant space, but do not span an A-invariant space themselves.
. . , v s } form two orthonormal bases for V and V ⊥ , respectively. Moreover, define the matrices V = v 1 , . . . , v σ ∈ R s×σ and V ⊥ = v σ+1 , . . . , v s ∈ R s×(s−σ) , and denote the full orthogonal matrix P = V, V ⊥ ∈ R s×s . We have b T V = 0, thus (and similarly for b T A −1 v(x)):
We now show that V T ⊥ v(x) = 0, which will complete the proof. First, observe that V is also an M -invariant subspace: for any v ∈ V we have
which follows from the fact that V is A-invariant and orthogonal to b.
Because V is M -invariant, the matrix P T M P (which is M written in the coordinate basis { v j } s j=1 ) is block upper-triangular [26, Chapter 8.6 ]. Multiplying (3.4) by P T , and using the block structure of P T M P , we obtain
decouples from the V T v(x) components. Moreover, the corresponding right hand side vanishes, The importance of Proposition 3.5 is that it does not depend on either z or ∆t. As a result, this provides a pathway to avoid order reduction through use of the time-stepping coefficients only. We now state the main theorem demonstrating that the weak stage order condition avoids order reduction in IBVP. Proof. For ∆t 1, we expand the error s+1 (x) in (3.1) in terms of ∆t. Using the result in (3.3), δ s+1 = O(∆t p+1 ), and the parameter z = 1 + O(∆t), the error s+1 (x) in (3.1) becomes
It is therefore sufficient to show that b T A −1 (x) = O(∆t min{q+1,p} ). To do this, first substitute expressions for the truncation errors δ from equation (2.11) into the right hand side of equation (3.2) and use the fact that
is a linear combination of stage order vectors that satisfy, by hypothesis, Definition 3.1. Hence, Proposition 3.5 implies that
, with b.c. ϕ = 0. We may then subtract ϕ from and compute
because − ϕ solves a similar BVP with right hand side O(∆tq +1 ) + O(∆t p ), so that − ϕ = O(∆t min{p,q+1} ), using the statement of Corollary 2.9.
Theorem 3.6 demonstrates that order reduction in function values can be avoided with a weak stage orderq = p − 1. Schemes with a high weak stage order effectively reduce the amplitude of the singular behavior, i.e. boundary layers, in the solution error. Hence, one may still observe a reduction of order in the solution derivatives.
Remark 3.7. While Theorem 3.6 is stated (and proved) for periodic solutions only, numerical calculations indicate that high weak stage order removes order reduction for non-periodic solutions as well. Here we present a stiffly accurate, L-stable, 4-stage, 3rd order DIRK scheme with weak stage order 2. This scheme is constructed using the conditions from the special case in Remark 3.3, The special case of the weak stage order definition (see Remark 3.3) can be interpreted via the modal analysis introduced in §2.4 as follows: high weak stage order reduces the BL amplitude in certain eigenmodes, and only these eigenmodes contribute to the globalin-time error. For example, the above scheme has one O(∆t 3 ) mode corresponding to the O(1) eigenvalue, one mode corresponding to the zero eigenvalue (constant zero due to stiff accuracy), and three singular modes due to small eigenvalues. The vector r (2) being a right eigenvector of A renders two of these three singular modes to have magnitude O(∆t 3 ), while the remaining O(∆t 2 ) singular mode does not contribute to the global error. In the non-stiffly accurate case, the mode corresponding to the zero eigenvalue, ψ s+1 , is O(∆tq +1 ).
Modified Boundary Conditions
The prior section has focused on avoiding order reduction by specific RK schemes. This section presents an alternative approach, through modification of the prescribed b.c. -hereon referred to as the modified boundary conditions (MBC). These can be derived via a formal power series expansion of the numerical solution, and they suppress the formation of boundary layers, or singular behavior, in each stage up to the order of the scheme. The advantage of MBC (over weak stage order) is that they do not restrict the RK scheme that is used; the disadvantage is that they are more complicated to implement. In §4.1 we derive MBC via a power series expansion; and in §4.2 we show that they suitably reduce the magnitude of BLs, and also reduce any boundary mismatch for non-stiffly accurate schemes.
Derivation via Power Series Expansion.
We derive the MBC via a power series expansion of the solution to the RK stages. The stages for a single RK step from t n to t n+1 satisfy equation (2.1), which reads in vector form
Note that u n+1 requires boundary conditions for each vector component.
Due to the singular nature of the equations, the expansion of the solution to (4.1) in the powers of the small parameter ∆t may not be uniformly valid (in the whole domain), see §2.5. Whether or not this happens, and to which order, depends on the b.c.. We show in this subsection that it is possible to choose the b.c. in such a fashion that the formal powers of ∆t expansion provides a uniform approximation to the solution up to the order of the RK scheme. This, effectively, suppresses the BL up to the scheme's order, but not to all orders. Hence, for high enough derivatives, the power series expansion will also fail and order reduction occurs.
In the absence of the singular behavior triggered by the b.c., u n+1 can be written via a formal power series expansion as: u n+1 p ∼ j≥0 ∆t j U j . Substituting this expansion into (4.1) and collecting equal powers of ∆t leads to expressions for U j . When L is linear, the power series expansion for u n+1 p reduces to the Neumann series expansion [34, Chapter 6] , and results in a recursive formula for U j :
Thus U j = (AL) j u n e + (AL) j−1 (A f ) for j ≥ 1, Hence, the power series solution u n+1 p takes the form u
The expansion in (4.2) is known, in standard matched asymptotic expansions theory [8, 14, 17, 20] , to accurately represent the solution away from the BL only. In fact, the BL and other singular phenomena are precisely caused by the failure of (4.2) to satisfy the b.c.. Hence, if BL are to be avoided (at least to some order), we need the b.c. to match (4.2) up to the desired order.
Truncating the series (4.2) up to the scheme's order p, and evaluating at the boundary, yields a set of b.c. that match (4.2) up to order p, but do not incorporate any boundary information. To enforce the b.c. of the IBVP (1.1), we use the PDE to replace terms that involve the high spatial derivatives of the solution by time derivatives of the solution and the forcing, which are defined at the boundary in terms of the data. A technical detail is that, in (4.2), the operator L j is not applied to the exact solution, but to the numerical solution which does not satisfy the PDE exactly. Hence we (i) express the numerical solution u n = u * (t n ) + n as the sum of the exact solution u * at t n and the approximation error due to time discretization; and (ii) use the PDE u * t = Lu * + f to replace L j u * (t n ) by ∂ j t u * (t n ) and the forcing f at time t n . Taylor-expanding f at t n , the truncated expansion yields
In contrast to the results in §2, where we examined the global error over many time steps, the focus here is to find boundary conditions that suppress singular behavior at each individual time step. In other words, it is a single step argument. In equation (4.3), n is the error incurred by the formal expansion, so that by construction it is assumed to be O(∆t p ). The MBC are then obtained by neglecting the error term n , and evaluating the truncated series (4.3) at the boundary:
Here u n at the boundary was set to g n . By construction, g MBC matches (4.2) up to the scheme's order p, and incorporates b.c. information. The MBC are unique up to order p, i.e., any other b.c. that suppress the singular behavior up to the same order, can differ from the MBC only by O(∆t p+1 ) terms. As an example, the 3rd order MBC (MBC3), i.e., p = 3, take the following form:
To recap, we have presented a general and systematic procedure for obtaining new b.c. that suppress BLs up to a given order. In the case of L linear, this procedure yields the same b.c. as obtained by Alonso-Mallo [2] via a different approach, namely a recursive relation based on (4.1) with conventional b.c. specified at the recursion initialization (to incorporate the boundary information).
Remark 4.1. In two important special cases, the MBC (4.4) simplify. First, when the boundary data g and the forcing f at the boundary are time-independent, then the summation in (4.4) vanishes. This reflects the fact that order reduction does not arise for autonomous problems. Second, the MBC g MBC can also be written as the conventional b.c., modified by a sum involving only the stage order vectors r (j) . Thus, when the RK scheme's stage order satisfies q ≥ p, all terms involving the stage order vectors vanish, implying that the MBC g MBC agree with the conventional b.c. up to the scheme's order p. ♣
Boundary Value Mismatch.
Although the MBC (4.4) can be used to avoid order reduction, they may still result in a small mismatch of the numerical solution at the boundary with the exact prescribed boundary data: in general, the MBC do not enforce u n+1 = g n+1 at the end of the time step -even for stiffly accurate schemes (for a discussion of boundary mismatch in non-stiffly accurate RK schemes, see Remark 2.15). Enforcing u n+1 = g n+1 , however, may be of practical interest. In this subsection, we first show that the MBC yields a boundary mismatch error, n+1 = u n+1 − g n+1 , that is always of the scheme's order (which is good). Moreover, we provide a recipe to further modify g MBC to ensure that u n+1 = g n+1 while still avoiding order reduction (which is even better). Note that Alonso-Mallo showed that the b.c. in [2] also reduce the boundary mismatch to the scheme's order, however, no attempt to eliminate this boundary mismatch has been made.
Quantification of the boundary error in the MBC. The numerical solution at the end of the time step can be expressed as a linear combination of u n and intermediate stage solutions by using (4.1) and (2.2):
(4.5) Evaluating (4.5) at the boundary and subtracting the true boundary value yields an expression for the error at the boundary
We may quantify the boundary mismatch n+1 introduced by the MBC, by (i) substituting the MBC u n+1 = g MBC from equation (4.4) into (4.6), and (ii) Taylor-expanding g n+1 at t n to obtain
In the above expression for n+1 , the first p terms in the summation vanish due to the order conditions (2.3). Hence n+1 = O( n ) + O(∆t p+1 ), which implies that the global error at the boundary is at most O(∆t p ). In order words: the MBC generally introduce an error in u n+1 at the boundary, but order reduction is avoided.
Eliminating boundary mismatch. Equation (4.6) can be used to further modify g MBC to ensure that the numerical solution satisfies the true b.c. at every time step. If n = 0 for all n, then the numerical solution u n+1 at the boundary satisfies
Conversely, if equation (4.7) holds and the initial data satisfy the true b.c., i.e., 0 = 0, then n = 0 for all n > 0. Equation (4.7) defines one linear constraint on the values of u n+1 at the boundary. Hence to ensure that n+1 = 0, one only needs to modify the component of g MBC in the direction of b T A −1 to satisfy the constraint (4.7), while keeping components orthogonal to b T A −1 unchanged. This leads to a new set of MBC
Note that by construction, these new corrected b.c. for u n+1 , i.e., u n+1 = g * MBC , satisfy the linear constraint (4.7) and hence ensure that n = 0 for every n (provided that 0 = 0). In addition, the modification b T A −1 ( g MBC − g n e) + g n − g n+1 in formula (4.8) is only an O(∆t p+1 ) correction to g MBC . Hence, the boundary conditions g * MBC still suppress the singular behavior in the numerical solution, to order p, and thereby avoid order reduction. A key part of the derivation is to use the PDE to express the MBC in terms of ∂ j t g(t n ) and L i ∂ j t f (t n ), which are computable from the data g and f . Consequently, MBC are challenging to apply when the data g and f are provided in a way that renders the computation of their derivatives challenging.
Another fundamental difficulty arises when L is nonlinear. In this case, the power series expansion of the solution to (4.1) involves, in general, terms that are not directly computable from the known data g and f . Such a limitation may seriously hinder the practical use of MBC for nonlinear problems. For example, consider the viscous Burgers' equation (see §5.4) where Lu is replaced by the nonlinear operator N u = νu xx − uu x . When evaluating the truncated power series expansion at the boundary, the terms up to 2nd order in ∆t can be expressed in terms of g(t n ), ∂ t g(t n ) and ∂ tt g(t n ). However, the 3rd order term contains the boundary evaluation of (∂ t u * (t n ))∂ x (∂ t u * (t n )), which requires knowledge of spatial derivatives of the exact solution.
Numerical Examples
In this section we illustrate the order reduction phenomenon, and the two remedies developed above (weak stage order ( §3) and modified b.c. ( §4)), in several numerical examples: heat [32] is used to construct a solution in each case. The spatial approximation is conducted via fourth-order centered differences on a fixed grid with 10000 cells. This renders spatial approximation errors negligible, thus isolating temporal discretization errors (measured in the maximum norm, unless noted otherwise), in line with the analysis in §2.
We focus on stiffly accurate DIRK schemes here due to their practical interest. In each example, we first demonstrate order reduction incurred with the standard 3-stage, 3rd-order DIRK scheme with weak stage order (WSO) 1 (A.3). Then we show how MBC, applied to the same RK scheme, recover the full order of convergence. Finally, we show that the new 4-stage, 3rd-order DIRK scheme with WSO 2 ( §3.3) recovers the full convergence order (for function values) as well. The examples also highlight some limitations of the new approaches, such as arising in high-order MBC for nonlinear problems or the recovery of the full order in derivatives.
Heat Equation.
This test case has been considered already in §1.1 to introduce the order reduction phenomenon. Here we show that: (i) MBC recover full convergence order for function values as well as some derivatives; (ii) the full order for derivatives is only recovered when the MBC are carried out to the appropriate order; and (iii) DIRK schemes with high WSO recover the full order for function values, but generally not for derivatives. Consider the 1D heat equation 
Schrödinger Equation.
As an example of a dispersive problem, we consider the Schrö-dinger equation The analysis of the global-in-time error, given in §2, reveals the time-periodic behavior of the numerical scheme's error, under a time-periodic forcing. As the numerical results below show, such a time-periodic solution, with spatial BLs, is also obtained for the Schrödinger equation as t → ∞. However, it turns out that in addition, a RK scheme with order reduction produces transient dispersive waves that affect the error away from the BLs. And even more, those waves may produce order-reduction-like effects in the interior of the domain. Clearly, this is an important observation, as it highlights that order reduction effects need not necessarily be limited to thin zones near the domain boundaries.
Without providing a complete formal analysis, the origin of the dispersive waves can be understood as follows. The analysis in §2 yields that the time-periodic error that the RK scheme approaches (as t → ∞) is small (O(∆t 3 )) away from the BLs, and larger (O(∆t 2 )) inside the BLs, which are of width O(∆t 0.5 ). Because the initial (t = 0) error does not possess BLs, the actual error is a superposition of the time-periodic error with BLs (given in §2), and its complement that corresponds to the RK scheme applied to the homogeneous equation (5.2) (i.e., f = 0 and g = 0) with i.c. given by in (2.15). Figure 3 ) are obtained. In addition, we consider errors evaluated away from the BLs (light colors). As expected from the results above, these exhibit a more interesting behavior. Without any remedies to order reduction, we observe (roughly) an error scaling of u = O(∆t 2.5 ), u x = O(∆t 2 ), and u xx = O(∆t 1.5 ), thus indicating order reduction effects away from the BLs. In addition, MBC and high WSO remove the order reduction, not only in the BLs, but also inside the domain. It should be re-iterated that the transient effects vanish after sufficiently long times (which, for most RK schemes, are O(∆t), with a very large constant).
Advection-Diffusion Equation.
As revealed by the analysis in §2, order reduction for IBVPs is intricately linked to boundary layers (BLs) produced by the time-stepping. A natural question is therefore: what happens in problems that possess a physical BL? To answer this question, we consider the linear advection-diffusion equation
with manufactured solution u * (x, t) = sin(2 π (x − t)), and the nondimensional viscosity ν = 10 −3 . When ν is small, the equation becomes advection-dominated, and prescribing Dirichlet b.c. at the outflow boundary x = 1 results in a BL of width O(ν) in the error (note that even though our u * does not have a BL, the error does). Figure 6 show the convergence results. In addition to measuring errors (in the maximum norm) over the whole domain, we also study the error over the domain x ∈ [0, 1 − 5ν], i.e., away from the BL (light colors). The results show L-shaped transitions in error behavior, depending on which types of BLs dominate. The ν-BL is of magnitude O(∆t 3 ) and width O(ν), thus its effect on the u x error is O(∆t 3 /ν). In turn, the order reduction BLs (for the WSO 1 scheme) are of magnitude O(∆t 2 ) and of width O(∆t 0.5 ), thus affecting the u x error with O(∆t 1.5 ). Balancing these expressions explains why the kink in the u x error (left panel) occurs at ∆t = O(ν 2/3 ). Likewise, the same error experiences a kink at ∆t = O(ν 2 ) for the WSO 2 scheme (right panel). Thus, for large ∆t values the ν-BL dominates the error, and the scheme appears to not exhibit order reduction. However, for ∆t sufficiently small, the error behaves the same way it does for the heat equation ( §5.1), and order reduction becomes apparent. In line with our theory, the L-shapes in the errors are removed when MBC3 (middle panel) are applied. Those recover the full 3rd order convergence throughout the full range of ∆t values. The WSO 2 scheme (right panel) recovers a clean third order for u. However, it still loses an order in u x , even though this becomes visible only for very small ∆t values.
Viscous Burgers' Equation.
With this example we demonstrate that order reduction, as well as some remedies, also apply in nonlinear problems (see Remark 3.4). We consider the viscous Burgers' equation A crucial limitation is that the third order term in the MBC, obtained from the expansion in §4, contains terms that are not accessible without knowledge of the exact solution (see §4.3). Hence, MBC3 cannot be formulated via the procedure introduced in §4. However, MBC2 can be formulated in terms of the data, and they coincide with the corresponding expression obtained for linear problems. Figure 7 shows that the same type of order reduction arises as for linear problems (left panel). The MBC2 recover the full 3rd order for u, but lose orders for derivatives (middle). The same results are obtained with the WSO 2 scheme (right).
Linear Advection Equation and Airy's Equation.
All examples above have L a second-order differential operator. To demonstrate that the order reduction results, as well as the remedies, apply more generally, we consider the following two problems:
(1) The linear advection equation: u t = u x for (x, t) ∈ (0, 1) × (0, 1.2] with Dirichlet b.c. at x = 0 and manufactured solution u * (x, t) = sin(2π(x − t)). (2) Airy's equation:
, and manufactured solution u * (x, t) = cos(15t). 
Conclusions and Outlook
We have demonstrated that order reduction is a generic phenomenon in implicit RK timestepping for IBVPs with time-dependent data. It is caused by the formation of spatial boundary layers in the numerical solution. These originate because the stage update equations are singular boundary value problems, where the use of conventional b.c. generates a mismatch between the boundary and the interior -which is resolved by generating a boundary layer in the solutions. We have studied the global-in-time behavior of these boundary layers via a modal analysis; and we have provided and examined two different approaches to overcome order reduction: (a) new conditions on the RK coefficients (weak stage order); and (b) modified b.c. that render the boundary data mismatch as small as the order of the RK scheme. The modified b.c. have the advantage that they work for a wide range of RK schemes; however, they may be complicated to compute, and difficult to implement for non-linear problems. In turn, schemes with weak stage order require no modification of the spatial approximation; however, these new conditions rule out many existing RK methods.
Because order reduction is caused by boundary layers, one could be inclined to think that it is only a minor concern, because its effects can be "felt" only near the boundary. That is not the case, because: The analysis in §2 also applies to RK schemes with a singular coefficient matrix A, such as Crank-Nicolson (CN) and EDIRK schemes [21] . The CN scheme is an example of a secondorder scheme devoid of boundary layers (strong ORA, see §1.4), because the matrix M has no small eigenvalues (one is O(1) and the other is zero). However, CN is not L-stable, and it incurs the same problem as the implicit midpoint rule (see §2.4), namely the growth factor approaches −1 as ζ → −∞.
It should be stressed that order reduction arises in explicit RK schemes as well [13, 33] . However, the semi-discrete analysis in this paper does not directly apply.
Finally, the weak stage order and the modal analysis presented in this paper apply beyond IBVPs and RK schemes. In §6.1 we discuss the role of weak stage order in avoiding order reduction in stiff ODEs, and in §6.2 we employ the modal analysis to show that linear multistep methods (LMMs) do not exhibit order reduction.
6.1. Order Reduction and Weak Stage Order for Stiff Linear ODEs. This paper has focused on order reduction in RK schemes for IBVP. However, order reduction is more well-known in the context of stiff ODEs. In fact, it should not come as a surprise that order reduction arises in both cases, given that an IBVP is an infinitely stiff time-evolution problem. We now show that the concept of weak stage order, introduced in §3, can also remedy order reduction for stiff linear ODEs. To that end, we examine the model ODE proposed by Prothero and Robinson [31] : y = λ(y − φ(t)) + φ (t) (6.1) with i.c. y(0) = φ 0 and Re λ < 0. The exact solution is y(t) = φ(t), which we assume to be analytic.
When a RK scheme (with coefficients A, b T , and c) is applied to (6.1), the error n+1 , at time t n+1 , can be computed (see [37] , Chapter IV.15) to be n+1 = R(ζ) n + ζ b
where ζ = λ∆t. The vector δ n+1 and scalar δ n+1 denote the truncation errors incurred at the intermediate stages, and at the end of the time step, respectively. Written in terms of derivatives of φ, and the stage order vectors r (j) , they read as
Using these expressions, we obtain the RK schemes's stiff ODE order as follows:
Proposition 6.1. Suppose the Runge-Kutta scheme (A, b, c), with A invertible, has weak stage orderq. Then in the stiff limit ζ −1, the local truncation error 1 for equation (6.1), which is obtained by setting 0 = 0, is of order min{q + 1, p + 1}.
Proof. The proof follows by a direct calculation of 1 . Setting 0 = 0 in (6.2), and substituting the formula for δ n+1 , we have
Weak stage orderq means that the stage order vectors r (j) for 1 ≤ j ≤q lie in an A-invariant space V that is orthogonal to b. Thus V is also (I − ζ A) −1 -invariant, and (I − ζ A) −1 r (j) ∈ V, hence b T (I − ζ A) −1 r (j) = 0, for 1 ≤ j ≤q.
As a result, the first j ≤q terms in (6.3) vanish, resulting in the sum to become over j ≥q +1.
In the stiff ODE limit, i.e., ∆t 1 and ζ −1, the term ζ b T (I − ζ A) −1 r (j) can be bounded in terms of A −1 , r (j) , and an O(1) constant. Hence the expression for 1 in (6.3) is O(∆tq +1 ), while δ 1 = O(∆t p+1 ), which together yields 1 = O(∆t min{q+1,p+1} ).
Remark 6.2. By construction, weak stage order satisfiesq ≥ q. Hence Proposition 6.1 improves the stiff error bound given by the stage order q. ♣ Remark 6.3. For stiff ODEs, the global truncation error is of orderq. This is a difference to PDE IBVPs, for which the global error is of orderq + 1. Hence, to avoid order reduction for stiff ODEs, the RK scheme must haveq = p. In contrast, for IBVPs the choiceq = p − 1 is sufficient. ♣ 6.2. Order Reduction in non-Runge-Kutta Time-Stepping Methods. This paper shows that order reduction for IBVPs, due to boundary layers in the spatial error, arises rather generically in Runge-Kutta methods. A crucial question is then: do all time-stepping schemes suffer from order reduction, or are some methods fundamentally devoid of it? The general answer is: any scheme that achieves high order via linear combinations of different approximations to temporal derivatives possesses a mechanism for order reduction. This includes Richardson extrapolation methods, deferred correction methods (as documented for semi-implicit spectral deferred correction [25] ), and, of course, Implicit-Explicit (ImEx) RK schemes.
In contrast, schemes that achieve high order via a single BVP solve per step are devoid of the order reduction mechanism. This includes linear multistep methods (LMMs), for example backward differentiation formula (BDF) methods.
To illustrate that LMM do not exhibit order reduction, we use the framework introduced in §2. where β s = 0. The scheme (6.4) defines a linear recursion relation for u n+s , and can be written using matrix notation on the vector solution (u n+s , . . . , u n+1 ) T , see [16] . To characterize the error, denote n = u n − u * (t n ), and let n+1 = ( n+s , . . . , n+1 ) T . One can then obtain an equation for the error vector n+1 , similar to (2.8), by considering time-periodic solutions n = z n (x) and δ n = z n δ(x): 
