Abstract. We characterize matrices whose powers coincide with their Hadamard powers.
Let M n (F) be the algebra of all n × n matrices over the field The Hadamard product and Hadamard matrix functions arise naturally in a variety of ways (see e.g. [3, Section 6.3]). So, it is perhaps useful to know for which matrices A we have p(A) = p H (A) for all such polynomials p, or equivalently, A r = A (r) for every r ∈ N.
The latter question has been recently posed in [5] for the case of real matrices, and two characterizations of such matrices have been given in [2] and [4] . In this note we give another description of such matrices. (c) There exist k ∈ N, distinct non-zero elements λ 1 , . . ., λ k ∈ F, and idempotent
λ i E i and
Proof. The implication (a) ⇒ (b) is trivial. We begin the proof of the implication (b) ⇒ (c)
, then our assumptions give that (1)
This implies that
. Then the degree of p(λ) is at most n + 1 and p(0) = 0, so that the equivalence (2) implies that p(a ij ) = 0 for all i, j. Let q(λ) be the minimal polynomial annihilating the element 0 and all entries of A. Then the polynomial q(λ) divides the polynomial p(λ), so that its degree is at most n + 1. Therefore, the equivalence (2) gives that q(A) = 0, and so m(λ) divides q(λ), as m(λ) is the minimal polynomial of A. This means that m(λ) factors into distinct linear factors, so that the matrix A is diagonalizable over F and the set {λ 1 , . . . , λ k } of all non-zero eigenvalues of A coincides with the set of all non-zero entries of A.
Now, for each
.
on the spectrum of the diagonalizable matrix A. Since each entry of A belongs to the set
For the proof of the implication (c) ⇒ (a), we just compute the powers:
We now give the canonical form of an idempotent (0, 1)-matrix. When the field F is the field R of all real numbers, this can be obtained easily from the canonical form of a nonnegative idempotent matrix (see e.g. [1, Theorem 3.1 on page 65]).
Suppose that the characteristic of the field F is either zero or larger than n. Then there exists a permutation matrix P such that Proof. Suppose first that E has no zero rows and no zero columns. We must show that m = n and E = I. Assume on the contrary that m < n. Since tr (E) = m and E is a (0, 1)-matrix, there exists a permutation matrix P such that
where the diagonal entries of A ∈ M m (F) are equal to 1, while the diagonal entries of D ∈ M n−m (F) are equal to 0. Since E is an idempotent, we have A 2 + BC = A, so that, in view of our characteristic assumption, A 2 is also a (0, 1)-matrix. It follows that A must be the identity matrix. As P EP T is an idempotent, we obtain that BC = 0, This contradicts the fact that E has no zero columns. So, we must have that m = n and
To prove the general case, let us group the indices i = 1, 2, . . . , n into four sets according to whether the i-th row and the i-th column of E are both non-zero, or the i-th row is zero but the i-th column is not, and so on. So, there exists a permutation matrix P such that
where T , U, V , W are (0, 1)-matrices such that T and U have no zero rows in common, and T and V have no zero columns in common. Since E 2 = E, we have T 2 = T , T U = U, V T = V and V U = W . It follows from W = V U that U has no zero columns and V has no zero rows. Indeed, if U had a zero column, then the whole column in P EP T would be zero, cotradicting the definition of the second group of indeces. As T and U = T U have no zero rows in common, T has no zero rows. Similarly, T cannot have a zero column.
By the first part of the proof, we obtain that T = I which gives the desired form.
In Theorem 2 we cannot omit the assumption on the characteristic of the field F. Proof. We must explain only how to obtain the assertion (d) from the assertion (c) of Theorem 1. We first observe that the matrix E = E 1 + · · · + E k is an idempotent (0, 1)-matrix of rank m. By Theorem 2, there is a permutation matrix P such that
where I is the identity matrix of size m, and U, V are (0, 1)-matrices such that U has no zero columns, V has no zero rows, and V U is also a (0, 1)-matrix. Let u 
. ., E k and E = E 1 + · · · + E k are (0, 1)-matrices, all the ones of a matrix E j (j = 1, . . . , k) are at positions where also E has ones. Thus, we have
where U j is a matrix obtained from U by replacing some ones with zeros, and likewise for I j , V j , and (V U) j . Now, it follows from E j = E j E = EE j that U j = I j U and V j = V I j , so that each of the first m rows (resp. columns) of P E j P T is either equal to 0 or to a corresponding row (resp. column) of P EP T . Thus, the matrix P E j P T is a sum of some of rank-one matrices v i u T i ; for these indices i, put µ i = λ j . Then we have
It is worth mentioning that we can eliminate the permutation matrix P in the assertion (d) of Theorem 3 by setting
that gives the form
This way, of course, we lose information about the first m coordinates of these vectors.
As one of the referees noticed, the same form of A can be derived from the theorem in [2] , 
