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In the first part of the paper, we deal with Euclidean Jordan alge-
braic generalizations of some results of Brualdi on inclusion regions
for the eigenvalues of complex matrices using directed graphs. As
a consequence, the theorems of Brauer–Ostrowski and Brauer on
the location of eigenvalues are extended to the setting of Euclidean
Jordan algebras. In the second part, motivated by the work of Li
and Tsatsomeros on the class of doubly diagonally dominant ma-
trices with complex entries and its subclasses, we present some
inter-relations between the H-property, generalized strict diagonal
dominance, invertibility, and strict double diagonal dominance in
Euclidean Jordan algebras. In addition, we show that in a Euclidean
Jordan algebra, the Schur complements of a strictly doubly diago-
nally dominant element inherit this property.
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1. Introduction
In matrix analysis, the Levy–Desplanques theorem [9] states that if a matrix A = [aij] ∈ Cn×n is
strictly diagonally dominant, that is,
|aii| > Ri(A) :=
∑
j∈N\{i}
|aij|, ∀ i ∈ N := {1, 2, . . . , n},
then A is invertible. Brauer–Ostrowski theorem [9] extends this result and proves that if A is strictly
doubly diagonally dominant, that is,
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|aii| |ajj| > Ri(A) Rj(A), ∀ i = j ∈ N,
then A is invertible. Equivalent to Levy–Desplanques theorem, the well-known Geršgorin theorem [9]
states that all eigenvalues of the matrix A are contained in the union of n Geršgorin discs,
σ(A) ⊆ ⋃
i∈N
{z ∈ C : |z − aii| ≤ Ri(A)}.
As a generalization, Brauer’s theorem [9] locates the eigenvalues of the matrix A in the union of n(n−
1)/2 ovals, known as the Brauer Cassini ovals of matrix A,
σ(A) ⊆ ⋃
i,j∈N, i =j
{z ∈ C : |z − aii| |z − ajj| ≤ Ri(A) Rj(A)}.
Various authors, inspired by the geometric elegance of these inclusions, generalized the ideas and
themethodsof this theory toobtainother typesof inclusion regions. Brualdi [1] unifiedandgeneralized
some of these results by the use of graphs, Li and Tsatsomeros [10] gave new results on the class of
doubly diagonally dominant matrices and its subclasses, and Moldovan and Gowda [11] extended the
Geršgorin type inclusion for an object in a Euclidean Jordan algebra.
In this article, we extend someof their results to the setting of Euclidean Jordan algebras. To explain,
consider a Euclidean Jordan algebra (V, ◦, 〈·, ·〉) of rank r and an element x ∈ V . For a given Jordan
frame {e1, . . . , er}, let
x =
r∑
i=1
xiei +
∑
i<j
xij
be its Peirce decomposition. Define the corresponding Geršgorin radii of x [11] by
Ri(x) := 1√
2||ei||
⎛
⎝ i−1∑
k=1
||xki|| +
r∑
j=i+1
||xij||
⎞
⎠ , ∀ i ∈ {1, . . . , r}
and the Brauer ovals of x by
Bij(x) := {λ ∈ R : |λ − xi| |λ − xj| ≤ Ri(x) Rj(x)}, i = j ∈ {1, . . . , r},
where ||x|| := √〈x, x〉 for all x ∈ V .
We show that:
(1) Ifx is strictlydoublydiagonallydominantwithrespect toagivenJordanframe, thenx is invertible.
(2) The spectral eigenvalues of x are in the union of its Brauer ovals.
(3) The Schur complement of a strictly doubly diagonally dominant element is also strictly doubly
diagonally dominant.
The organization of the paper is the following. In Section 2, we introduce new concepts and recall
various results and notation from Euclidean Jordan algebra theory. In Section 3, we extend to Euclid-
ean Jordan algebras Brualdi’s results [1] on the eigenvalues of complex matrices and present some
consequences. In Section 4, we study the relationship betweenH-property, generalized strict diagonal
dominance, invertibility, and strict double diagonal dominance in Euclidean Jordan algebras. In addi-
tion, we show that in this setting, the Schur complements of a strictly doubly diagonally dominant
element inherit this property.
2. Preliminaries
Throughout this paper, we use the following concepts and notations. A matrix A ∈ Rn×n is said
to be a Z-matrix if all its off-diagonal entries are nonpositive; a P-matrix if all its principal minors are
positive; an S-matrix if there is a vector d > 0 (i.e. with positive entries) in Rn such that Ad > 0.
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Let (V, ◦, 〈·, ·〉) denote a Euclidean Jordan algebra of rank r, see [6,13,8]. It is well-known that V is
a product of simple algebras, each isomorphic to one of thematrix algebrasHerm(Rn×n),Herm(Cn×n),
Herm(Hn×n), Herm(O3×3) (which are the spaces of n × n Hermitian matrices over reals/complex
numbers/quaternions and the space of 3 × 3 Hermitian matrices over octonions, respectively) or the
Jordan spin algebraLn (whose underlying space is Rn), n > 1. In thematrix algebras, the inner product
and the Jordan product are defined by
〈X, Y〉 := Re trace(XY) and X ◦ Y := 1
2
(XY + YX),
respectively, and in Ln by the usual inner product on Rn and by
x ◦ y =
⎡
⎣ x0
x
⎤
⎦ ◦
⎡
⎣ y0
y
⎤
⎦ :=
⎡
⎣ 〈x, y〉
x0y + y0x
⎤
⎦ ,
where x0, y0 ∈ R and x, y ∈ Rn−1.
Given a Jordan frame {e1, . . . , er}, let
x =
r∑
i=1
xiei +
∑
i<j
xij, y =
r∑
i=1
yiei +
∑
i<j
yij
be the Peirce decomposition of x and y in V with respect to the same Jordan frame. We denote by
Ri(x) := 1√
2||ei||
⎛
⎝ i−1∑
k=1
||xki|| +
r∑
j=i+1
||xij||
⎞
⎠ , ∀ i ∈ {1, . . . , r}
the Geršgorin radii of x [11] with respect to the given Jordan frame. We say that
• x and y are equimodular if |xi| = |yi|, ∀ i ∈ {1, . . . , r} and ||xij|| = ||yij||, ∀ i < j ∈ {1, . . . , r};
• C(x) = [cij] ∈ Rr×r is the comparison matrix of x if cij :=
⎧⎨
⎩
√
2 |xi| ||ei||, i = j
−||xij||, i = j
;
• x is an H-element if C(x) is a P-matrix;
• x is strictly diagonally dominant [11] if |xi| > Ri(x), ∀i ∈ {1, 2, . . . , r};• x is strictly doubly diagonally dominant if |xi| |xj| > Ri(x) Rj(x), ∀ i = j ∈ {1, 2, . . . , r};• x is a generalized strictly diagonally dominant element if there exists a = ∑ri=1 aiei > 0 such that
Pa(x) is strictly diagonally dominant, where the quadratic representation Pa (a ∈ V) is defined
on V by
Pa(z) = 2a ◦ (a ◦ z) − (a ◦ a) ◦ z.
Let
M(x) :=
⎧⎨
⎩y : y =
r∑
i=1
yiei +
∑
i<j
yij, |xi| = |yi|, ∀ i and ||xij|| = ||yij||, ∀ i < j
⎫⎬
⎭
be the set of all elements equimodular with x. Clearly, any two elements in M(x) have the same
comparison matrix and the same set of Geršgorin radii.
For any element x ∈ V there exist a Jordan frame {e1, e2, . . . , er} and real numbers λ1, λ2, . . . , λr
[6, Theorem III.1.2] such that x = λ1e1 + λ2e2 + · · · + λrer . Furthermore, det(x) = λ1λ2 · · · λr . The
numbers λi are called the spectral eigenvalues of x and their set is denoted by σsp(x). For Hermitian
matrices over reals/complex numbers/quaternions, these spectral eigenvalues coincide with the real
right eigenvalues; they can be different in the case of octonions [11].
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Now, let c be an idempotent of V . Consider the Peirce decomposition V = V(c, 1) ⊕ V(c, 1
2
) ⊕
V(c, 0), where V(c, γ ) = {x ∈ V : x ◦ c = γ x} for γ ∈
{
0, 1
2
, 1
}
. Given x ∈ V, let
x = u + v + w, (1)
where u ∈ V(c, 1), v ∈ V(c, 1
2
), and w ∈ V(c, 0). When c = e1 + e2 + · · · + ek , k ≤ r, we have
x = ∑
1≤i≤j≤r
xij = u + v + w, where u =
∑
1≤i≤j≤k
xij, w =
∑
k+1≤i≤j≤r
xij.
Suppose that u is invertible in the Euclidean Jordan (sub)algebra V(c, 1) and let u−1∗ denote the
inverse of u in V(c, 1). Then, the Schur complement of u in x [7] is defined by
x/u := w − Pv(u−1∗ ).
We conclude this section with a brief description of quaternions and octonions. The linear spaceH
of quaternions is a 4-dimensional linear space over Rwith a basis {1, i, j, k}. The spaceH is made into
an algebra by means of the conditions
i2 = j2 = k2 = −1 and ijk = −1.
For any x = x0 1 + x1 i + x2 j + x3 k ∈ H, we define the real part and conjugate by
Re(x) := x0 and x := x0 1 − x1 i − x2 j − x3 k.
The linear space O of octonions is an 8-dimensional linear space with basis {1, e1, e2, e3,
e4, e5, e6, e7}. The spaceO becomes an algebra via the following multiplication table on the non-unit
basis elements [14]:
e1 e2 e3 e4 e5 e6 e7
e1 −1 e3 −e2 e5 −e4 −e7 e6
e2 −e3 −1 e1 e6 e7 −e4 −e5
e3 e2 −e1 −1 e7 −e6 e5 −e4
e4 −e5 −e6 −e7 −1 e1 e2 e3
e5 e4 −e7 e6 −e1 −1 −e3 e2
e6 e7 e4 −e5 −e2 e3 −1 −e1
e7 −e6 e5 e4 −e3 −e2 e1 −1
For an element
x = x0 1 + x1e1 + x2e2 + x3e3 + x4e4 + x5e5 + x6e6 + x7e7
in O, we define the real part and conjugate by Re(x) := x0 and
x = x0 − x1e1 − x2e2 − x3e3 − x4e4 − x5e5 − x6e6 − x7e7.
In both H and O, we define the norm by |x| = √xx. In these spaces, we have xx = |x|2 and
|xy| = |x| |y|, for all x and y. It is well known that H and O are non-commutative normed division
algebras, and whileH is associative, O is not.
For a square quaternionic or octonionic matrix A, we define the conjugate A and transpose AT in
the usual way. If A = A∗ := (A)T , we say that A is Hermitian and write A ∈ Herm(Fn×n), where
F = H or O.
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Let A ∈ Herm(O3×3) be given by
A :=
⎡
⎢⎢⎢⎣
p a b
a¯ q c
b¯ c¯ r
⎤
⎥⎥⎥⎦ ,
where p, q, r ∈ R and a, b, c ∈ O. In this setting, the determinant of A, which is the product of its
spectral eigenvalues, is given, via the Freudenthal formula [3,11], by
det(A) = pqr + 2Re(b¯(ac)) − r|a|2 − q|b|2 − p|c|2. (2)
For discussions on eigenvalues of quaternionic/octonionic matrices, we refer to [2–5,15,16].
3. Spectral eigenvalues and directed graphs
Inmatrix analysis, several classical results concerning inclusion regions and estimates for the eigen-
values of complex matrices were unified and generalized by Brualdi [1] by the use of graphs. In what
follows, we extend to Euclidean Jordan algebras some of his results and present some consequences.
Let x = ∑ri=1 xiei + ∑i<j xij be the Peirce decomposition of x with respect to a Jordan frame{e1, . . . , er} . With x and the given Jordan frame we associate their directed graph, D(x), defined as
follows:
• The vertices of D(x) are 1, 2, . . . , r.
• There is an arc (i, j) from i to j and an arc (j, i) from j to i if and only if xij = 0.• A path (of lenght p) from i to j, denoted by Pij is a sequence of distinct vertices i = i0, i1, . . . , ip = j
such that (i0, i1), (i1, i2), . . . , (ip−1, ip) are arcs of D(x).• A circuit γ ofD(x) is a sequenceofdistinctvertices i0, i1, . . . , ip,p ≥ 1,where (i0, i1), . . . , (ip−1, ip),
(ip, i0) are arcs of D(x). We denote the set of all circuits of D(x) by (x).
AnyD(x) is symmetric, that is for every arc that belongs toD(x), the corresponding inverted arc also
belongs to D(x). We say that x is irreducible if its directed graph is strongly connected, i.e., for every pair
of distinct vertices i, j, there is a path Pij in D(x). We call x weakly irreducible if every vertex of D(x)
belongs to some circuit.
Theorem 1. Let V be a Euclidean Jordan algebra of rank r and x = ∑ri=1 xiei + ∑i<j xij be the Peirce
decomposition of x ∈ V with respect to a given Jordan frame {e1, . . . , er} . If x is weakly irreducible and∏
i∈γ
|xi| >
∏
i∈γ
Ri(x), ∀ γ ∈ (x),
then x is invertible.
Proof. Let V be one of the real/complex/quaternion/octonion Hermitian matrix algebras. We assume,
without loss of generality, that the Jordan frame is the canonical one given by {E1, E2, . . . , Er},where
Ei is thematrixwith one in the (i, i) slot and zeros elsewhere (if not, asV is simple, any Jordan frame can
bemapped onto the canonical one, using algebra automorphisms, [6, Theorem IV.2.5]). If x satisfies the
hypothesisof the theoremwith respect to this Jordan frameandV is oneof the real/complex/quaternion
Hermitian matrix algebras, then the proof is similar to that of Theorem 2.3 in [1].
Now let V = Herm(O3×3) and A :=
⎡
⎢⎢⎣
d1 a b
a¯ d2 c
b¯ c¯ d3
⎤
⎥⎥⎦ ∈ V, where d1, d2, d3 ∈ R and a, b, c ∈ O.
Case 1. Suppose a, b, c = 0. Then the circuits γ1 = 1, 2, γ2 = 1, 3, γ3 = 2, 3 are in (A) which
implies that
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|d1||d2| > (|a| + |b|)(|a| + |c|), |d1||d3| > (|a| + |b|)(|b| + |c|),
|d2||d3| > (|a| + |c|)(|b| + |c|). (3)
Next, suppose that A is not invertible in this algebra which means that one of the spectral eigenvalues
of A is zero, that is, det(A) = 0. Thus, from [3],
0 = det A = d1d2d3 + 2Re(b¯(ac)) − d3|a|2 − d2|b|2 − d1|c|2. (4)
This implies that
|d1d2d3| =
∣∣∣− 2Re(b¯(ac))+ d3|a|2 + d2|b|2+d1|c|2∣∣∣ ≤ 2|a||b||c|+|d3||a|2+|d2||b|2+|d1||c|2,
hence
|d1||d2||d3| − 2|a||b||c| − (|d3||a|2 + |d2||b|2 + |d1||c|2|) ≤ 0. (5)
Next, we show that B :=
⎡
⎢⎢⎢⎣
|d1| −|a| |b|
−|a| |d2| |c|
|b| |c| |d3|
⎤
⎥⎥⎥⎦ is a positive definite matrix. Assuming the contrary,
suppose B has a non-positive eigenvalue λ = −μ, μ ≥ 0. Hence, by Brauer’s theorem [9] on the
location of eigenvalues, we have that |−μ−|di|| · |−μ−|dj|| ≤ Ri(B)Rj(B), i = j. This implies that|di||dj| ≤ (μ + |di|)(μ + |dj|) ≤ Ri(B)Rj(B), i = j which contradicts (3). Then B is positive definite,
i.e.,
det B = |d1||d2||d3| − 2|a||b||c| − (|d3||a|2 + |d2||b|2 + |d1||c|2|) > 0
which is clearly in contradiction with (5). Hence A is invertible in Herm(O3×3).
Case 2. Let one of the off-diagonal elements be zero and the other two different from zero. Without
loss of generality, let a = 0 and b, c = 0. Then(A) contains only the circuitsγ2 = 2, 3 andγ1 = 1, 3,
hence
|d2||d3| > |c|(|b| + |c|) (6)
and
|d1||d3| > |b|(|b| + |c|). (7)
Suppose A is not invertible. This implies, using (5), that
|d1||d2||d3| − (|d1||c|2 + |d2||b|2) ≤ 0. (8)
Let B :=
⎡
⎢⎢⎢⎣
|d1| 0 |b|
0 |d2| |c|
|b| |c| |d3|
⎤
⎥⎥⎥⎦ .Wewill show that B is a positive definite matrix. First, using (7), we have
det B = |d1||d2||d3| − |d1||c|2 − |d2||b|2 > |b|2|d2| + |b||c||d2| − |d1||c|2 − |d2||b|2
= |c|(|b||d2| − |c||d1|) =: |c|K. (9)
Next, using (6), we have
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det B = |d1||d2||d3| − |d1||c|2 − |d2||b|2 > |d1|(|c|2 + |c||b| − |c|2) − |d2||b|2
= |d1||c||b| − |d2||b|2 = |b|(|d1||c| − |d2||b|) =: −|b|K. (10)
Hence
det B
|c| > K and
det B
|b| > −K. By adding the last two inequalities we get det B
(
1
|c| +
1
|b|
)
> 0
which implies det B > 0. Hence B is positive definite contradicting (8). In conclusion, A is invertible.
Case 3. If two or three of the off-diagonal elements are zero, then A is not weakly irreducible. So, this
case will not arise.
This concludes the proof for V = Herm(O3×3). Now, if V = Ln and {e1, e2} is a Jordan frame in V ,
then for any weakly irreducible element x = x1e1 + x2e2 + x12 ∈ V, (x) consists of only one circuit
γ = 1, 2, hence x is strictly doubly diagonally dominant. Given
|x1| |x2| > R1(x) R2(x),
and using R1(x) = ||x12|| = R2(x) we have that [11, Example 2]
det(x) = x1x2 − ||x12||2 = 0,
proving the invertibility of x.
Thus, we have proved the invertibility of x when V is one of the standard simple algebras. Now
from the individual case to the product case we can proceed as in [11, proof of Theorem 10]. Using the
structure theorem, we can write V = V1 × V2 × · · · × Vk , where each Vi is simple. Without loss of
generality, we let k = 2 and put r1 = rank(V1), r2 = rank(V2). Then any element of V can be regarded
as a column vector with two components, the first one belonging to V1 and the second one to V2. If{e1, e2, . . . , er} is a Jordan frame in V , then after rearranging the elements, we may write
{e1, e2, . . . , er} =
⎧⎪⎨
⎪⎩
⎡
⎣ g1
0
⎤
⎦ ,
⎡
⎢⎣ g2
0
⎤
⎥⎦ , . . . ,
⎡
⎣ gr1
0
⎤
⎦ ,
⎡
⎢⎣ 0
h1
⎤
⎥⎦ , . . . ,
⎡
⎢⎣ 0
hr2
⎤
⎥⎦
⎫⎪⎬
⎪⎭ , (11)
where {g1, g2, . . . , gr1} and {h1, h2, . . . , hr2} are Jordan frames in V1 and V2, respectively. Now, writ-
ing the given element x as a column vector with two components u ∈ V1 and v ∈ V2, the Peirce
decomposition of x can be written as
x =
r1∑
i=1
ui
⎡
⎢⎣ gi
0
⎤
⎥⎦+ ∑
i<jr1
⎡
⎢⎣ uij
0
⎤
⎥⎦+ r2∑
i=1
vi
⎡
⎢⎣ 0
hi
⎤
⎥⎦+ ∑
i<jr2
⎡
⎢⎣ 0
vij
⎤
⎥⎦ .
Next, since x is weakly irreducible we have that u and v are weakly irreducible with respect to
{g1, g2, . . . , gr1} in V1 and {h1, h2, . . . , hr2} in V2. By our previous arguments, u and v are invertible in
V1 and V2 respectively. It follows that x is invertible in V . This concludes the proof of the theorem. 
Corollary 2. Let V be a Euclidean Jordan algebra of rank r and x = ∑ri=1 xiei + ∑i<j xij be the Peirce
decomposition of x ∈ V with respect to a given Jordan frame {e1, . . . , er} . If x is weakly irreducible,
then
σsp(x) ⊆
⋃
γ∈(x)
⎧⎨
⎩λ ∈ R :
∏
i∈γ
|λ − xi| ≤
∏
i∈γ
Ri(x)
⎫⎬
⎭ .
Proof. Wecan proceed as in the proof of Geršgorin theorem [11], using the result fromTheorem1. 
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By Brauer–Ostrowski theorem, a strictly doubly diagonally dominant (complex) matrix [10] is in-
vertible. A generalization of this result in Euclidean Jordan algebras follows from Theorem 1 as we can
see in the next corollary.
Corollary 3. Let V be a Euclidean Jordan algebra. If x ∈ V is strictly doubly diagonally dominant with
respect to some Jordan frame, then x is invertible.
Proof. If V is one of the real/complex/quaternion Hermitian matrix algebras then the proof is similar
to that of Brauer–Ostrowski theorem. If V is the algebra Herm(O3×3), the spin algebra Ln or a product
of simple Euclidean Jordan algebras, then we proceed as in the proof of Theorem 1. 
Another consequence of Theorem 1 is a generalization in Euclidean Jordan algebras of the well-
known Brauer’s theorem on the location of eigenvalues.
Corollary 4. Let V be a Euclidean Jordan algebra of rank r and x = ∑ri=1 xiei + ∑i<j xij be the Peirce
decomposition of x ∈ V with respect to a given Jordan frame {e1, . . . , er} . Then
σsp(x) ⊆
r⋃
i =j=1
Bij(x),
where
Bij(x) := {λ ∈ R : |λ − xi| |λ − xj| ≤ Ri(x) Rj(x)}, i = j ∈ {1, . . . , r}
are called the Brauer ovals of x with respect to the given Jordan frame.
Proof. We can proceed as in the proof of Geršgorin theorem [11], using Corollary 3. 
4. Generalizations of strict diagonal dominance in Euclidean Jordan algebras
In what follows, motivated by the work of Li and Tsatsomeros [10], we present some relationships
between H-property, generalized strict diagonal dominance, invertibility, and strict double diagonal
dominance in Euclidean Jordan algebras. In addition, we show that in this setting, the Schur comple-
ments of a strictly doubly diagonally dominant element inherit this property.
Theorem 5. Let V be a Euclidean Jordan algebra. If x ∈ V is a generalized strictly diagonally dominant
element with respect to a given Jordan frame, then M(x) is nonsingular.
Proof. Let x ∈ V be a generalized strictly diagonally dominant element with respect to a given Jordan
frame {e1, . . . , er}. Then there exists a = a1e1+a2e2+· · ·+arer > 0 such that Pa(x) =
∑
i≤j aiajxij
is strictly diagonally dominant, i.e.,
a2i |xi| >
1√
2||ei||
⎛
⎝ i−1∑
k=1
akai||xki|| +
r∑
j=i+1
aiaj||xij||
⎞
⎠ , ∀ i ∈ {1, . . . , r}.
Let y ∈ M(x). Then Pa(y) is strictly diagonally dominant, hence invertible [11, Theorem 10]. Next,
since a is invertible, we have that y is invertible [6, Proposition II.3.1 and II.3.3]. In conclusion,M(x) is
nonsingular. 
The converse is not true as we can see from the following example.
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Example 6. Let V = Herm(Rn×n), A :=
⎡
⎣ 1 −2
−2 1
⎤
⎦ , and let the Jordan frame be the canonical one.
Notice thatM(A) is nonsingular. Next, we will show that there is no (diagonal) matrix D > 0 such that
PD(A) = DAD is strictly diagonally dominant. Suppose the contrary, that there is aD :=
⎡
⎣ d1 0
0 d2
⎤
⎦ > 0
such that d21 > 2d1d2, d
2
2 > 2d1d2. This implies d1 > 4d1 hence d1 < 0, which is a contradiction. 
The following result shows the equivalence between generalized strict diagonal dominance and
the H- property of an element in a simple Euclidean Jordan algebra, regardless of the choice of Jordan
frames.
Theorem 7. Let V be a simple Euclidean Jordan algebra of rank r and let x = ∑ri=1 xiei + ∑i<j xij be
the Peirce decomposition of x ∈ V with respect to a given Jordan frame {e1, . . . , er} . The following are
equivalent:
(1) x is a generalized strictly diagonally dominant element with respect to some Jordan frame.
(2) x is an H-element with respect to the given Jordan frame.
Proof. Let x ∈ V be a generalized strictly diagonally dominant element with respect to a Jordan frame
{f1, . . . , fr}, i.e., there exists a = a1f1 + a2f2 + · · · + arfr > 0 such that
ai |xi| > 1√
2||fi||
⎛
⎝ i−1∑
k=1
ak||xki|| +
r∑
j=i+1
aj||xij||
⎞
⎠ , ∀ i ∈ {1, . . . , r}.
Since V is simple, there exists  ∈ Aut(V) an automorphism of V [6, Theorem IV.2.5] such that
(fi) = ei, i = 1, . . . , r. As this automorphism preserves the inner product [6, p. 57], we have:
Pa(x) is strictly diagonally dominant with respect to {f1, . . . , fr} ⇔
(Pa(x)) = P(a)((x)) =: Pd(y) is strictly diagonally dominant with respect to {e1, . . . , er} ⇔
∃ d :=(a)= a1e1+ . . .+arer>0 such that C(y) · (a1 . . . ar)T>0,where C(y)= C((x)) = C(x)⇔
C(x) is a Z ∩ S-matrix with respect to {e1, . . . , er} ⇔
C(x) is a P-matrix with respect to {e1, . . . , er} ⇔ x is an H-element. 
Unlike the previous result, the next theorem holds in any Euclidean Jordan algebra but only for
certain Jordan frames.
Theorem 8. Let x be an element in a Euclidean Jordan algebra V of rank r. The following are equivalent:
(1) x is invertible.
(2) x is a generalized strictly diagonally dominant element with respect to some Jordan frame.
(3) x is an H-element with respect to some Jordan frame.
(4) x is strictly doubly diagonally dominant with respect to some Jordan frame.
Proof. (1) ⇒ (3): Let x be invertible. Then, by the spectral decomposition theorem, there exists a
Jordan frame {e1, . . . , er} and real numbers λ1, . . . , λr all different from zero such that x = λ1e1 +
λ2e2 + . . . + λrer . With respect to this Jordan frame, C(x) = diag(
√
2|λ1| ||e1||, . . . ,
√
2|λr | ||er ||)
is a P-matrix hence x is an H-element.
(2)⇔ (3): Analogous to the proof of Theorem 7. In this case the two Jordan frames can be the same.
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(2) ⇒ (1): Follows from Theorem 5.
(1) ⇒ (4): Let x be invertible. Then, by the spectral decomposition theorem, there exists a Jordan
frame {e1, . . . , er} and real numbers λ1, . . . , λr all different from zero such that x = λ1e1 + λ2e2 +
. . . + λrer . With respect to this Jordan frame x is strictly doubly diagonally dominant.
(4) ⇒ (1): Follows from Corollary 3. 
Our final result is about Schur complements of strictly doubly diagonally dominant elements.
Theorem 9. Given a Jordan frame {e1, . . . , er} in V and 1 ≤ k ≤ r, let c = e1 + e2 + . . . + ek and
x = u+ v+w as in (1). If x is strictly doubly diagonally dominant with respect to {e1, . . . , er}, then x/u
is strictly doubly diagonally dominant with respect to {ek+1, . . . , er}.
Proof. If V is a simple Euclidean Jordan algebra then the inner product can be replaced by a positive
multiple of the trace inner product, 〈x, y〉 = α〈x, y〉tr = α tr(x◦y), α > 0. In this way, the conditions
involving strict double diagonal dominance can be simplified, so we can take ||ek|| = 1 for all k. From
now on, we assume that V is simple and carries the trace inner product. Moreover, since the result is
vacuously true when r ≤ 2 (this includes the case V = Ln), we assume that r ≥ 3.
First,wewill prove the result fork = 1.Then, using inductionwewill prove the result for 1 ≤ k ≤ r.
Let u = x1e1, with x1 = 0. Then [12, Lemma 2]
x/u = w − Pv(x−11 e1) =
r∑
i=2
ziei +
∑
2≤i<j≤r
zij,
where
zi := xi − ||x1i||
2
2x1
and zij := xij − 2
x1
x1i ◦ xij.
Thus, x/u is strictly doubly diagonally dominant if∣∣∣∣∣xs − ||x1s||
2
2x1
∣∣∣∣∣
∣∣∣∣∣xt − ||x1t||
2
2x1
∣∣∣∣∣ > 12
∑
s
∥∥∥∥xij − 2
x1
x1i ◦ x1j
∥∥∥∥ ∑
t
∥∥∥∥xij − 2
x1
x1i ◦ x1j
∥∥∥∥ (12)
for all s = t ∈ {2, 3, . . . , r}, where s := {(i, j) : 2 ≤ i < j ≤ r, i = s or j = s}.
Now, the strict double diagonal dominance of x is inherited by its comparison matrix C(x). By
the Li–Tsatsomeros theorem [10, Theorem 3.3] we have that the Schur complement C(x)/[√2|x1|] is
strictly doubly diagonally dominant, hence∣∣∣∣∣
√
2|xs| − ||x1s||
2
√
2|x1|
∣∣∣∣∣
∣∣∣∣∣
√
2|xt| − ||x1t||
2
√
2|x1|
∣∣∣∣∣
>
∑
s
(
||xij|| + 1√
2|x1|
||x1i|| ||x1j||
) ∑
t
(
||xij|| + 1√
2|x1|
||x1i|| ||x1j||
)
for all s = t ∈ {2, 3, . . . , r}.Using ||x1i◦x1j||2 = 18 ||x1i||2 ||x1j||2 [6, LemmaV.3.1] and triangle and
reverse triangle inequalities, we get inequality (12). Hence x/u is strictly doubly diagonally dominant.
Next, suppose that x = u+v+w is strictlydoublydiagonallydominantwith respect to {e1, . . . , er},
let c = e1 + e2 + · · · + ek , and let u be an invertible element in the Euclidean Jordan (sub)algebra
V(c, 1).Wewill show by induction on r that x/u ∈ V(c, 0) is strictly doubly diagonally dominantwith
respect to {ek+1, . . . , er}. Let k ∈ {2, . . . , r − 1} and let a := x1e1. By [12, Theorem 1],
(x/a)/(u/a) = x/u.
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Now, using the above result for k = 1, we have that x/a is strictly doubly diagonally domi-
nant with respect to {e2, e3, . . . , er} and u/a is strictly doubly diagonally dominant with respect to{e2, e3, . . . , ek}. By the induction hypothesis, x/u = (x/a)/(u/a) is strictly doubly diagonally domi-
nant with respect to {ek+1, ek+2, . . . , er}.
Finally, if V is any Euclidean Jordan algebra, we can use the same construction as in (11) and regard
x ∈ V = V1 × V2 as a column vector with two components x(1) ∈ V1 and x(2) ∈ V2. We may write
the Peirce decomposition of x in the form
x =
⎡
⎣ x(1)
x(2)
⎤
⎦ = r1∑
i=1
x
(1)
i
⎡
⎣ gi
0
⎤
⎦+ ∑
i<jr1
⎡
⎣ x(1)ij
0
⎤
⎦+ r2∑
i=1
x
(2)
i
⎡
⎣ 0
hi
⎤
⎦+ ∑
i<jr2
⎡
⎣ 0
x
(2)
ij
⎤
⎦ .
Let c =
⎡
⎣ c(1)
c(2)
⎤
⎦ ,where c(1) is an idempotent in V1 and c(2) is an idempotent in V2. Corresponding to
x = u + v + w, we can write u =
⎡
⎣ u(1)
u(2)
⎤
⎦ , v =
⎡
⎣ v(1)
v(2)
⎤
⎦ , and w =
⎡
⎣w(1)
w(2)
⎤
⎦ . It is easy to see that
x(1) = u(1) + v(1) +w(1) is the Peirce decomposition of x(1) when we write the Peirce decomposition
of V1 with respect to the idempotent c
(1). We have a similar decomposition for x(2). Next, since x is
strictly doubly diagonally dominant we have that u is strictly doubly diagonally dominant, hence u
is invertible in V(c, 1) (by Corollary 3). This implies that u(i) is invertible in Vi(c
(i), 1) for i = 1, 2.
Now, since a quadratic representation on V splits into a product of quadratic representations, we verify
that x(1)/u(1) and x(2)/u(2) are the components of x/u. The strict double diagonal dominance of x now
implies that x(1) and x(2) are strictly double diagonally dominantwith respect to {g1, g2, . . . , gr1} inV1
and {h1, h2, . . . , hr2} in V2 respectively, hence x(1)/u(1) and x(2)/u(2) are strictly diagonally dominant
in V1 and V2, respectively, proving the result. 
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