On the monomial reduction number of a monomial ideal in $K[x,y]$ by Herzog, Jürgen et al.
ar
X
iv
:1
90
8.
03
76
5v
1 
 [m
ath
.A
C]
  1
0 A
ug
 20
19
ON THE MONOMIAL REDUCTION NUMBER OF A MONOMIAL
IDEAL IN K[x, y]
JU¨RGEN HERZOG, SOMAYEH MORADI, MASOOMEH RAHIMBEIGI AND ALI
SOLEYMAN JAHAN
Abstract. The reduction number of monomial ideals in the polynomial K[x, y]
is studied. We focus on ideals I for which J = (xa, yb) is a reduction ideal. The
computation of the reduction number amounts to solve linear inequalities. In some
special cases the reduction number can be explicitly computed.
Introduction
Let K be a field. In this paper we study monomial ideals in the polynomial ring
K[x, y] for which J = (xa, yb) is a reduction ideal for suitable integers a, b ≥ 1. We
denote this class of ideals by Ia,b. Thus I ∈ Ia,b if and only if I
r+1 = JIr for some
integer r ≥ 0. The smallest integer r, with this property, denoted r(I), is called
the reduction number of I with respect to J . The main concern of this paper is to
bound r(I) and to compute it explicitly in some special cases.
The monomial ideals belonging to Ia,b can be described as follows: for u ∈ K[x, y],
u = xcyd, let ν(u) = a/c + b/d. Then it is easy to see that I ∈ Ia,b if and only if
ν(u) ≥ 1 for all u ∈ I. We call an ideal I ∈ Ia,b quasi-equigenerated, if ν(u) = 1
for all u ∈ G(I). Here G(I) is the unique set of minimal monomial generators of I.
Note that I ∈ Ia,b is quasi-equigenerated if and only if all monomial generators of
I are of degree ab with the respect to the non-standard grading of K[x, y] given by
deg(x) = b and deg(y) = a. The set of quasi-equigenerated ideals in Ia,b we denote
by I1a,b. Let g = gcd(a, b), then I ∈ I
1
a,b, if and only if there exists A ⊆ {1, . . . , g}
with 1, g ∈ A such that I = IA, where G(IA) = {x
ia
g yb−i
b
g : i ∈ A}.
Vasconcelos [10] gives an upper bound for the reduction number of the graded
maximal ideal of a standard graded K-algebra A in terms of the arithmetic de-
gree A. This bound applied to the fiber F (I) of I yields the inequality r(I) <
arith-deg(F (I)). In general the arithmetic degree is hard to compute, but in the
case that I is quasi-equigenerated, the arithmetic degree of F (I) coincides with the
multiplicity e(F (I)) of F (I). This fact enables us to show that r(I) < g/ gcd(A) for
I ∈ I1a,b where g = gcd(a, b) and I = IA, see Theorem 2.1. For the convenience of the
reader we give here a self-contained proof of the fact that e(F (IA))) = g/ gcd(A).
By using a strong result of Gruson, Lazardsfeld and Peskine [2] one obtains an even
stronger upper bound, namely r(I) ≤ g/ gcd(A) − |A| + 2 (Theorem 2.2). In the
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special case considered here this bound is also the consequence of a beautiful result
of Hoa and Stu¨ckrad [5, Theorem 1.1]
In Theorem 3.1 it is shown that for any integers 1 ≤ a ≤ b and any 1 ≤ j ≤ g− 1
where g = gcd(a, b), there exist IA ∈ Ia,b with gcd(A) = 1 and r(IA) = j. This shows
that reduction number can take any value up to the bound given in Theorem 2.1. In
the next result, Theorem 3.2, the monomial ideals I = IA ∈ I
1
a,b for which r(I) = 1
are characterized, and in Proposition 3.3 a precise formula for the reduction number
of 3-generated IA ∈ I
1
a,b is given. This result is used in Theorem 3.4 to classify the
monomial ideals in Ia,b which attain the maximal possible value for the reduction
number, namely the number g − 1 where g = gcd(a, b). We close Section 3 by
discussing for a given integer a the ratio ma(j)/ma, where ma is the cardinality of
I1a,b and ma(j) is the cardinality of the monomial ideals in I
1
a,b with r(I) = j. We
expect that lima→∞ma(j)/ma exists and is equal to 0. This can be easily shown for
j = 1. On the other hand, if one asks a similar question for 3-generated ideals, then
by using a famous result from number theory due to Hardy and Wright [6], we show
in Proposition 3.5 that such a limit does not always exist.
In Section 4 we consider more closely the reduction number of monomial ideals in
Ia,b which are not necessarily quasi-equigenerated. It turns out, see Proposition 4.2,
that min{a, b}−1 is a bound for reduction number of such ideals. Let Ip = (x
a, up, y
b)
where up = x
cyd for p = (c, d) and ν(up) ≥ 1. For fixed numbers a and b, r(Ip)
depends only on position of p. For example, r(Ip) = a − 1 if p = (1, b − 1) and
r(Ip) = 1 if and only if a/2 ≤ c and b/2 ≤ d, see Proposition 4.4. Let R(a,b) be
the set of numbers r(Ip) with Ip ∈ Ia,b. By what we said before it follows that
R(a,b) ⊆ {1, . . . ,min{a, b}−1}. In general, the difference between these two sets can
be as big as we want. Indeed, in Proposition 4.5 we show that for any prime number
p ≥ 2 we have (p− 1)− |R(p,p)| ≥ (p− 1)/2− 1. In contrast to this result we show
in Proposition 4.6 that for any integer a ≥ 2 we have
⋃
bR(a,b) = {1, . . . , a− 1}.
A comparison between the reduction number of an ideal I ∈ Ia,b and its quasi-
equigenerated part I0 ∈ I
1
a,b is made in Section 5. It is shown in Proposition 5.1
that r(I0) ≤ r(I). In the case that I = IA + I
′ where I ′ = (u : ν(u) > r), this
comparison shows that the upper bound given by Gruson, Lazardsfeld and Peskine
[2] holds for r(I), even if I is not quasi-equigenerated. This fact applies in particular
to lex ideals in Ia,b when a < b.
In the following Section 6 we prove the surprising fact, shown in Corollary 6.2,
that for any monomial ideal in I ∈ Ia,b there exist unique monomial ideal I ⊆ L with
r(L) = 1 and such that r(L′) > 1 for all L′ with I ⊆ L′ ⊂ L. Then in Theorem 6.4
we compute all the generators of L when I itself is generated by 3 elements. Finally
in the last section we study the reduction number of powers of ideals belonging to
Ia,b. By a result of Hoa [4, Proposition ], r(I
k) ≤ ⌈(r(I) − 1)/k⌉ + 1 for I ∈ Ia,b.
This implies in particular that r(Ikl) ≤ r(I l) for all k, l ≥ 1. However, we do not
know whether r(Ik+1) ≤ r(Ik) for all k ≥ 0. In Theorem 7.2 all ideals I ∈ I1a,b
with the property that r(Ik) = 1 for k ≫ 0 are characterized, and it is shown that
if r(Ik0) = 1 for some k0, then r(I
k) = 1 for k ≥ k0. In Proposition 7.4 we show
that for I ∈ I1a,b the number inf{k : r(I
k) = 1} can take any value between 1 and
2
gcd(a, b)− 2, and in Proposition 7.1 it is shown that for k ≥ a− 2, r(Ik) is constant
1 or constant 2 for all I ∈ Ia,a, depending on xy
a−1, xa−1y belong to I or not belong
to I.
1. Preliminaries
Let R be a Noetherian ring and I ⊂ R be an ideal. An ideal J ⊆ I is called a
reduction ideal of I, if Ik+1 = JIk for some k ≥ 1. The smallest number k for which
Ik+1 = JIk is called the reduction number of I with respect to J , and is denoted by
rJ(I).
Definition 1.1. Let K be a field and S = K[x1, . . . , xn] the polynomial ring over
K in n interminates. Let I ⊂ S be a monomial ideal. A monomial reduction of I is
a monomial ideal J ⊂ I which is a reduction ideal of I. A monomial reduction ideal
J of I is called a minimal monomial reduction ideal of I, if any monomial ideal L
which is properly contained in J , is not a reduction ideal of I.
In order to describe the minimal monomial reductions of a monomial ideal, we
introduce some notation. Let u = xa11 x
a2
2 · · ·x
an
n be a monomial in S. Then a =
(a1, a2, . . . , an) is called the exponent vector of u, and we write u = x
a. By a result
of Singla [7, Proposition 2.1], I admits a unique minimal monomial reduction. More
precisely, she shows the following:
Proposition 1.2. Let I ⊂ K[x1, . . . , xn] be a monomial ideal, and conv(I) be the
convex hull of the set {a ∈ Rn : xa ∈ I}. Then conv(I) is a polyhedron. Let
{a1}, . . . , {ar} be the 0-dimensional faces of conv(I). Then J = (x
a1, . . . ,xar) is the
unique minimal monomial reduction of I.
For example, let I = (x7, x6y2, x3y3, x2y5, xy6, y10). Then J = (x7, x3y3, xy6, y10)
is the unique minimal monomial reduction of I. Figure 1 demonstrates this theorem
in our example.
Since the minimal monomial reduction ideal J of a monomial ideal I is uniquely
determined, we simply write r(I) for rJ(I), if consider the monomial reduction
number of I.
Now let I be a monomial ideal of height 2 in K[x, y]. It is customary to denote
by G(I) the unique minimal set of monomial generators of I. Since height(I) = 2,
the ideal I contains pure powers of x and y.
Corollary 1.3. Let I ⊂ K[x, y] be a monomial ideal with G(I) = {xa, yb, . . .}.
Then J = (xa, yb) is a minimal monomial reduction ideal of I, if and only if for all
xcyd ∈ G(I) one has bc+ ad ≥ ab.
Proof. Let L be the line in R2 passing through the points (a, 0) and (0, b). Then
L = {(x, y) : bx+ ay = ab}. Let H+a,b be the halfspace defined by L which does not
contain the origin (0, 0). Then (c, d) ∈ H+a,b if and only if bc+ad ≥ ab. Therefore, the
set of 0-dimensional faces of conv(I) is equal to {(a, 0), (0, b)} if and only if bc+ad ≥
ab for all xcyd ∈ G(I). Hence the desired conclusion follows from Proposition 1.2.

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Figure 1. conv(I) for I = (x7, x6y2, x3y3, x2y5, xy6, y10).
For any monomial u ∈ K[x, y], u = xcyd, let
ν(u) = (bc + ad)/ab.
Note that for any two monomials u, v ∈ K[x, y] one has ν(uv) = ν(u) + ν(v).
We denote by Ia,b the set of monomial ideals I ⊂ K[x, y] with x
a, yb ∈ G(I)
and ν(u) ≥ 1 for all u ∈ G(I). By Corollary 1.3, the monomial ideals I ∈ Ia,b
are precisely the monomial ideals in K[x, y] for which J = (xa, yb) is the (unique)
minimal monomial reduction ideal.
Furthermore, we denote by I1a,b ⊂ Ia,b the set of monomial ideals I ∈ Ia,b with
ν(u) = 1 for all u ∈ G(I). Note that I ∈ I1a,b if and only if (c, d) ∈ L for all
xcyd ∈ G(I), where, as in the proof of Corollary 1.3, L is the line passing through
the points (a, 0) and (0, b).
If a = b, and I ∈ I1a,b, then I is equigenerated, that is, all monomial generators of
I are of same degree, namely of degree a. In general, if a and b are not necessarily
equal, and I ∈ I1a,b, then I is quasi-equigenerated in the sense that deg(u) = ab for
all u ∈ G(I) with respect to the non-standard grading deg(x) = b and deg(y) = a.
For example, (x3, y6, x2y4) ∈ I3,6, (x
3, y6, xy4) ∈ I13,6, and (x
3, y6, xy) 6∈ I3,6.
Let L0 ⊂ L be the line segment connecting (a, 0) and (0, b), and let g = gcd(a, b).
Then
C = {(i
a
g
, b− i
b
g
) : i = 0, . . . , g}(1)
is the set of integer points on L0. Thus, if I ∈ I
1
a,b, then there exists a unique subset
A ⊂ [0, g] with 0, g ∈ A such that I = IA, where
IA = (x
ia
g yb−i
b
g : i ∈ A),
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and I1a,b = {IA : A ⊂ [0, g] with 0, g ∈ A}. Here, for two integers c ≤ d, we denote
by [c, d] the set of integers {i : c ≤ i ≤ d}.
Let B ⊂ [0, g] with 0, g ∈ B and IB = (x
ia
g yb−i
b
g )i∈B, then IA + IB = IA∪B.
We set
A+B = {a+ b : a ∈ A, b ∈ B},
and define kA recursively by setting 1A = A and kA = A + (k − 1)A. Then
IAIB = IA+B and I
k
A = IkA.
There is a strong relationship between reduction numbers of an ideal I and al-
gebraic invariants of the fiber cone of I. For a graded ideal I in the polynomial
ring S = K[x1, . . . , xn], K is a field, the fiber cone of I is defined to be the graded
K-algebra
F (I) =
⊕
k≥0
Ik/mIk,
where m = (x1, . . . , xn) is the graded maximal ideal of S.
Lemma 1.4. Let I ∈ Ia.b and J = (x
a, yb), and let J¯ be the ideal generated by the
elements xa + mI and yb + mI in F (I)1, and let mF (I) be the graded maximal ideal
of F (I). Then J¯ is a reduction ideal of mF (I) and
r(I) = rJ¯(mF (I)).
Proof. Let r = r(I), then Ir+1 = JIr. Hence, Ir+1/mIr+1 = (J +mI)/mI)(Ir/mIr),
which implies that mr+1F (I) = J¯m
r
F (I). This shows that r(I) ≥ rJ¯(mF (I)).
Conversely, let r = rJ¯(mF (I)) and let v+mI
r+1 ∈ mr+1F (I), where v ∈ I
r+1\mIr+1 is a
monomial. By our assumption, v+mIr+1 = (u+mI)(w+mIr) = uw+mIr+1 for some
monomial w ∈ Ir and u = xa or u = yb. Thus, v−uw ∈ mIr+1. Suppose v−uw 6= 0.
Then v ∈ mIr+1, since mIr+1 is a monomial ideal. This is a contradiction. So
v = uw ∈ JIr, as desired. 
For a monomial ideal I with G(I) = {u1, . . . , um} and a positive integer c, we let
I [c] be the monomial ideal with G(I [c]) = {uc1, . . . , u
c
m}.
Lemma 1.5. Let I ∈ Ia,b, and c > 0 be an integer. Then I
[c] ∈ Iac,bc, and
r(I) = r(I [c]).
Proof. The proof follows from the fact that for any two monomial ideals M,L ⊂
K[x, y] one has (ML)[c] =M [c]L[c]. 
In [10] Vasconcelos gives an upper bound for the reduction number of the graded
maximal ideal of a standard graded K-algebra A in terms of the arithmetic degree
of A. In general, if M is a finitely generated graded A-module, the arithmetic degree
of M is defined to be the number
arith-deg(M) =
∑
P∈Ass(M)
multP (M)e(A/P ).
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Here e(M) denotes the multiplicity of M , and multP (M) the length of ΓPAP (MP ),
where
ΓPAP (MP ) = {x ∈MP : (P
kAP )x = 0 for some k}.
Applied to our situation, the result of Vasconcelos together with Lemma 1.4 gives
Theorem 1.6. Let I ∈ Ia,b. Then r(I) < arith-deg(F (I)).
Remark 1.7. It follows from the associativity formula for multiplicities (cf. [1,
Corollary 4.7.8]) that e(A) = arith-deg(A), if dimA/P = dimA for all P ∈ Ass(A).
This is for example the case if A is Cohen–Macaulay or A is a domain.
We call a graded ideal I ⊂ K[x, y] quasi-equigenerated, if there exists a non-
standard grading of K[x, y] such that I is generated by homogeneous polynomials
with respect to this grading. Thus any quasi-equigenerated monomial ideal, as
defined before, is also a quasi-equigenerated graded ideal.
In the case that I is a quasi-equigenerated graded ideal, say, I = (f1, . . . , fm) with
deg fi = d for all i for suitable degrees of the variables, then one has
F (I) ∼= K[f1, . . . , fm] ⊂ S.
In particular, if I = IA ⊂ K[x, y] with {0, g} ⊆ A ⊆ [0, g], then
F (I) ∼= K[{x
ia
g yb−i
b
g : i ∈ A}].
2. An upper bound for the monomial reduction number of
quasi-equigenerated monomial ideals in K[x, y]
Let A be a finite number of integers. We denote by gcd(A) the greatest common
divisor of the integers belonging to A. As a consequence of Theorem 1.6 we obtain
Theorem 2.1. Let I ∈ I1a,b with G(I) = {x
ia
g yb−i
b
g : i ∈ A}, where {0, g} ⊂ A ⊆
[0, g] and g = gcd(a, b). Then e(F (I)) = g/ gcd(A). In particular, r(I) < g/ gcd(A).
Proof. We first show that e(F (I)) = g/ gcd(A). Let gcd(A) = t. If t > 1, then
I = (I ′)[t], where G(I ′) = {xi
′(a′/g′)y(b
′)−i′(b′/g′) : i′ ∈ A′} where A′ = {i/t : i ∈ A},
a′ = a/t, b′ = b/t and g′ = g/t.
Because F (I) ∼= F (I ′), we get e(F (I)) = e(F (I ′)) and gcd(A′) = 1. Suppose we
have the desired result for I ′. Then e(F (I ′)) = gcd(a′, b′), and hence
e(F (I)) = e(F (I ′)) = gcd(a′, b′) = gcd(a, b)/ gcd(A).
Thus we may assume from the very beginning that gcd(A) = 1, and have then to
show that e(F (I)) = g.
Let Q = Q(F (J)) be the quotient field of F (J). Since J is a reduction ideal of I, it
follows that F (I) is a finitely generated F (J)-module. Therefore, Q⊗F (J)F (I) ∼= Q
e,
where e = e(F (I)), see for example [1, Corollary 4.7.9].
Let L = (ui : i ∈ [0, g]), where ui = x
ia
g yb−i
b
g . We claim that
Q⊗F (J) F (I) = Q⊗F (J) F (L).(2)
The inclusion Q ⊗F (J) F (I) ⊆ Q⊗F (J) F (L) is obvious, because F (I) ⊆ F (L). For
the other inclusion it is enough to show that uj ∈ Q⊗F (J) F (I) for all j ∈ [1, g− 1].
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Since gcd(A) = 1, there exist non-negative integers ri such that
∑
i∈A rii ≡
j(mod g). Therefore,
∑
i∈A rii = j + rg for some non-negative integer r. Let
r¯ =
∑
i∈A ri. Then∏
i∈A
urii = x
(
∑
i∈A rii)
a
g y
∑
i∈A ri(b−i
b
g
) = x(j+rg)
a
g yr¯b−(j+rg)
b
g = uj
urgu
r¯−1
0
ur0
.
This show that F (L) ⊂ Q⊗F (J)F (I), and hence Q⊗F (J)F (L) ⊆ Q⊗F (J)F (I). This
proves the claim.
It follows from (2) that e(F (I)) = e(F (L)). Let I ′ be the monomial ideal with
G(I ′) = (xa, x
a
g yb−
b
g , yb). Then, I ′ = IA′ with A
′ = {0, 1, g}. Since gcd(A′) =
1, we get as before, e(F (I ′)) = e(F (L)), and hence e(F (I)) = e(F (I ′)). Let
ϕ : K[z1, z2, z3]→ F (I
′) = K[xa, x
a
g yb−
b
g , yb] be the K-algebra homomorphism with
z1 7→ x
a, z2 7→ x
a
g yb−
b
g and z3 7→ y
b. Then Ker(ϕ) = (zg2 − z1z
g−1
3 ), so that
F (I ′) ∼= K[z1, z2, z3]/(z
g
2 − z1z
g−1
3 ). It follows that e(F (I
′)) = g, as desired.
Now we apply Theorem 1.6, and obtain that r(I) < arith-deg(F (I)). Since
I ∈ I1a,b it follows that F (I) is a domain. Therefore, Ass(F (I)) = {(0)}, and hence
arith-deg(F (I)) = mult(0)(F (I))e(F (I)) = e(F (I)).

The upper bound for the reduction number of a quasi-equigenerated monomial
ideal as given in Theorem 2.1 can be improved by using a strong result of Gruson,
Lazarsfeld and Peskine [2].
Theorem 2.2. Let I ⊂ K[x, y] be a quasi-equigenerated monomial ideal with G(I) =
{xi
a
g yb−i
b
g : i ∈ A}, where {0, g} ⊂ A ⊆ [0, g] with g = gcd(a, b). Then
r(I) ≤
g
gcd(A)
− |A|+ 2.
Proof. We may assume that K = C, since for monomial ideals the reduction number
is independent of the base field. Then the fiber cone of I may be viewed as the
homogeneous coordinate ring of an irreducible curve in P|A|−1. By [2, Theorem 1.1],
it follows that reg(F (I)) ≤ e(F (I))− |A|+ 2. In the proof of Theorem 2.1 we have
seen that e(F (I)) = g
gcd(A)
. By a result of Trung [8], one has rJ¯(mF (I)) ≤ regF (I).
Thus the desired result follows from Lemma 1.4. 
3. On the values for the reduction number for quasi-equigenerated
monomial ideals I ⊂ K[x, y]
In this section we show for any 0 ≤ j < gcd(a, b) − 1, there exists a quasi-
equigenerated monomial ideal I ⊂ K[x, y] with xa, yb ∈ G(I) and r(I) = j. We also
classify the quasi-equigenerated monomial ideals with smallest positive reduction
number, namely reduction number 1, and those with maximal reduction number.
Theorem 3.1. Let I ∈ I1a,b. Let g = gcd(a, b) and j ∈ [1, g − 1]. Then r(I) = j,
where I = (xi
a
g yb−i
b
g : i ∈ A) with A = [0, 1] ∪ [j + 1, g].
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Proof. For the proof of the theorem we have to show that Ij+1 = JIj and Ij 6= JIj−1,
where J = (xa, yb). Equivalently,
(i) (j + 1)A = {0, g}+ jA, and
(ii) jA 6= {0, g}+ (j − 1)A.
Proof of (i): It is obvious that {0, g} + jA ⊆ (j + 1)A. So it is enough to show
that (j + 1)A ⊆ {0, g} + jA. In other words, we have to show: given ri ∈ A for
i = 1, . . . , j + 1, then there exist r′1, . . . r
′
j ∈ A such that
r := r1 + r2 + · · ·+ rj+1 = r
′
1 + · · ·+ r
′
j or r1 + r2 + · · ·+ rj+1 = g+ r
′
1 + · · ·+ r
′
j.
If for some i we have ri = 0 or ri = g, then the assertion is trivial. Hence for the
rest of the proof we may assume that ri 6= 0, g for all i.
We consider different cases.
Case 1: There exist k 6= ℓ with rk = 1 and rℓ 6= 1. We may assume r1 = 1 and
r2 6= 1. Then j + 1 ≤ r2 < g, and it follows that
r = 1 + r2 + · · ·+ rj+1 = (1 + r2) + r3 + · · ·+ rj+1.
Since r2 < g, it follows r2+1 ∈ A, so that r is the sum of j elements belonging to A.
Case 2: ri = 1 for all i. Then
r = j + 1 = (j + 1) + 0 + · · ·+ 0︸ ︷︷ ︸
j − 1
.
Case 3: ri 6= 1 for all i. Then j + 1 ≤ ri < g for all i. Suppose there exist k 6= ℓ
with rk + rℓ ≤ g, say k = 1 and ℓ = 2, then
r = (r1 + r2) + r3 + · · ·+ rj+1,
and we are done because r1+r2 ∈ A. So in the sequel we may assume that rk+rℓ > g
for all k 6= ℓ.
Subcase 3.1: We assume rk+rℓ 6∈ [g+1, g+j] for some k 6= ℓ. Then (rk+rℓ)−g ∈ A.
We may assume k = 1 and ℓ = 2, and then we get
r = g + ((r1 + r2)− g) + r3 + · · ·+ rj+1.
Since (r1 + r2)− g ∈ A, we see that r ∈ g + jA.
Subcase 3.2: We assume rk + rℓ ∈ [g +1, g+ j] for all k 6= ℓ. If there exists i such
that ri ≤ g − 2, we assume that i = 3, and then
r = (r1 + r2 − j) + (r3 + 2) + (r4 + 1) + · · ·+ (rj+1 + 1).
Since all summands on the right hand side belong to A, we are done in this case.
If there exists no i such that ri ≤ g − 2, then ri = g − 1 for all i, and hence
2g − 2 = r1 + r2 ≤ g + j. This implies that g ≤ j + 2. On the other hand
j + 1 ≤ r1 = g − 1. Therefore, g = j + 2, and
r = (g − 1)2 = g + g + · · ·+ g︸ ︷︷ ︸
g − 3
+1.
Since g − 3 = j − 1, it follows that r ∈ g + jA, and the proof of (i) is completed.
8
Proof of (ii): We claim that j ∈ jA \ ({0, g}+ (j− 1)A). Indeed, j ∈ jA, because
[0, j] ⊂ jA. On the other hand, since (j − 1)A) =
⋃j−1
i=0 (j − 1− i)[0, 1] + i[j + 1, g],
it follows {0, g}+ (j− 1)A ⊆ [0, j− 1]∪ [j+1, jg]. Therefore, j 6∈ {0, g}+ (j− 1)A.

The next result classifies all quasi-equigenerated monomial ideal with reduction
number 1.
Theorem 3.2. Let I = IA ∈ I
1
a,b with g = gcd(a, b) > 1. Then
r(I) = 1 if and only if A = {0, d, 2d, . . . , (g/d)d = g} and d = gcd(A) 6= g.
Proof. Let gcd(A) = d. Then IA = (IA′)
[d] with gcd(A′) = 1, IA′ ∈ I
1
a′,b′ where
a′ = a/d, b′ = b/d and g′ = gcd(a′, b′) = g/d. Since r(I) = r(IA′) by Lemma 1.5,
it suffices to show that r(IA′) = 1 if and only if A
′ = [0, g′]. Hence we may as well
assume that gcd(A) = 1 and we show that r(I) = 1 if and only if A = [0, g].
Suppose first that A = [0, g]. Then I = (xia/gyb−ib/g)i=0,...,g = (x
a/g, yb/g)g. Note
that
(xa/g, yb/g)2g = (xa, yb)(xa/g, yb/g)g.
This shows that r(I) = 1, since g > 1.
Conversely, suppose r(I) = 1. Then I2 = JI, where I = (xia/gyb−ib/g)i∈A and
J = (xa, yb). This implies that 2A = {0, g} + A. This last equation implies that
2A ≡ A(mod g). Therefore,
A¯ = {i+ gZ : i ∈ A}
is a subgroup of Z/(g). Since gcd(A) = 1, there exist zi ∈ Z such that 1 =
∑
i∈A zii.
Hence, 1+gZ =
∑
i∈A zi(i+gZ) ∈ A¯, and so A¯ = Z/(g). This implies that A = [0, g].

Now we classify the quasi-equigenerated monomial ideals I ⊂ K[x, y] with maxi-
mal reduction number. First we show
Proposition 3.3. Let a, b be positive integers, and let I = (xa, xe(a/g)yb−e(b/g), yb),
where g = gcd(a, b) and e ∈ [1, g − 1]. Then r(I) = (g/ gcd(e, g))− 1.
Proof. The ideal I ⊂ K[x, y] is quasi-equigenerated with G(I) = {xi
a
g yb−i
b
g : i ∈ A},
where A = {0, e, g}. Then I = IA. Let k = gcd(e, g). It follows from Theorem 2.2
that Ig/k = JI(g/k)−1, where J = (xa, yb). It remains to be shown that I(g/k)−1 6=
JI(g/k)−2, which means that ((g/k)− 1)A 6= {0, g}+ ((g/k)− 2)A.
Indeed, an arbitrary element of (g/k)− 2)A is of the form r1e + r2g, where 0 ≤
r1 + r2 ≤ (g/k)− 2. For any 0 ≤ j ≤ (g/k)− 2, let
Aj = {je + (ℓ− j)g : 0 ≤ j ≤ ℓ ≤ (g/k)− 2}.
One can see that ((g/k)− 2)A =
⋃(g/k)−2
j=0 Aj .
By contradiction, if ((g/k) − 1)e ∈ ((g/k) − 2)A, then ((g/k) − 1)e ∈ Aj and
((g/k)−1)e = je+(ℓ−j)g for some 0 ≤ j ≤ ℓ ≤ (g/k)−2. Thus ((g/k)−1)(e/k)−
j(e/k) = (ℓ− j)(g/k). So g/k divides ((g/k)−1− j)(e/k). Since gcd(g/k, e/k) = 1,
it follows that g/k divides (g/k) − 1 − j, which is a contradiction. By a similar
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argument, if ((g/k)−1)e ∈ ((g/k)−2)A+g, then ((g/k)−1)e = je+(ℓ−j+1)g for
some 0 ≤ j ≤ ℓ ≤ (g/k)− 2, and hence g/k divides (g/k)− 1− j, a contradiction.
Thus ((g/k)− 1)e /∈ {0, g}+ ((g/k)− 2)A. 
Now we get
Theorem 3.4. Let I ∈ I1a,b. Let g = gcd(a, b). Then r(I) = g − 1, if and only if
g = 1 and I = (xa, yb), or
I = (xa, xe(a/g)yb−e(b/g), yb),
where e ∈ [1, g − 1] and gcd(e, g) = 1.
Proof. If we assume that r(I) = g − 1, then Theorem 2.2 yields that g − 1 ≤
g
gcd(A)
− |A| + 2. This implies that |A| ≤ 3. If |A| = 2, then I = (xa, yb) and
r(I) = 0, and hence g = 1. If |A| = 3, the result follows from Proposition 3.3.
Conversely, if I = (xa, yb) with gcd(a, b) = 1, then clearly r(I) = g − 1, and if
I = (xa, xe(a/g)yb−e(b/g),y
b
) with c ∈ [1, g − 1] and gcd(e, g) = 1, then r(I) = g − 1,
again by Proposition 3.3. 
Let I1a,a(j) be the set of all monomial ideals I ∈ I
1
a,a with r(I) = j. Theorem 3.1
implies that I1a,a(j) 6= ∅ for j = 1, . . . , a − 1. Let ma(j) = |I
1
a,a(j)| and ma =
|I1a,a|. Note that ma = 2
a−1. It would be of interest to have bounds for the ratio
ma(j)/ma, and to know whether lima→∞ma(j)/ma exists. Actually we expect that
this limits exist and that m(j) := lima→∞ma(j)/ma = 0. For example, we have
m(1) = 0. Indeed, by Theorem 3.2 we obtain that ma(1) equals the number of
divisors of a which are different from a. It follows that 1 ≤ ma(1) < a, and hence
0 ≤ ma(1)/ma < a/2
a−1. This yields the desired conclusion.
We may ask similar questions when we restrict ourselves only to 3-generated
ideals. In this case we let na be the number of all 3-generated ideals of I
1
a,a, and
na(j) be the number of all 3-generated ideals of I
1
a,a of reduction number j. Here
we can show the following
Proposition 3.5. lim supa→∞ na(a − 1)/na = 1 and lim infa→∞ na(a − 1)/na = 0.
In particular, lima→∞ na(a− 1)/na does not exist.
Proof. It follows from Proposition 3.3 that na(d − 1) = φ(a), where φ is the well-
known Euler function, while na = a − 1. Hardy and Wright [6, Theorem 326 ]
showed that lim supa→∞ φ(a)/a = 1. Also in Theorem 328 they showed that
lim inf
a→∞
(φ(a)/a) log log a = e−γ ,
where γ = 0.577215665 . . . is the Euler constant. This implies that lim infa→∞(φ(a)/a) =
0. Therefore, we also have lim supa→∞ φ(a)/(a−1) = 1 and lim infa→∞ φ(a)/(a−1) =
0, as desired. 
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4. On the monomial reduction number for monomial ideals with 3
generators
In this section we study the reduction number of ideals I ∈ Ia,b which are gener-
ated by 3 elements. Let I be such an ideal. Then
I = (xa, yb, xcyd) and 0 < c < a, 0 < d < b and ad+ bc ≥ ab.
Let g = gcd(a, b). It follows from Proposition 3.3 that
r(I) = g/(gcd(cg/a, g)− 1, if ad+ bc = ab.(3)
Now we consider the case that I is not necessarily quasi-equigenerated. Let, as
before,
H+a,b = {(c, d) ∈ Z
2 : bc+ ad ≥ ab}.
We set Ip = (x
a, yb, xcyd) for p = (c, d) ∈ H+a,b, and up = x
cyd.
The following result characterizes the reduction number of Ip.
Proposition 4.1. With the assumptions and notation introduced we have
r(Ip) = min{k : u
k
p ∈ J
k} − 1.
Proof. We first show that
G(Ikp ) \G(JI
k−1
p ) ⊆ {u
k
p} for all k > 0.(4)
Indeed, Ip = J + L, where L = (up), and hence
Ikp = J
k + Jk−1L+ · · ·+ JLk−1 + Lk and JIk−1p = J
k + Jk−1L+ · · ·+ JLk−1.
Therefore, Ikp = JI
k−1
p + L
k, which implies that G(Ikp ) ⊆ G(JI
k−1
p ) ∪ G(L
k). Since
G(Lk) = {ukp}, the assertion follows.
Recall that r(Ip) = min{k : I
k
p = JI
k−1
p } − 1. Thus it follows from (4) that
r(Ip) = min{k : u
k
p ∈ JI
k−1
p } − 1. Now if u
k
p ∈ JI
k−1
p , then u
k
p ∈ J
k−iLi for some
0 ≤ i ≤ k − 1. If i > 0, then uk−ip ∈ J
k−i ⊆ JIk−i−1p . Hence in this case k is not
minimal with the property that ukp ∈ JI
k−1
p . Therefore, i = 0, and the desired result
follows. 
Note that (Z2, <) is a partially ordered set, with
(e, f) < (g, h)⇔ e < g and f ≤ h, or e ≤ g and f < h.
The characterization of the reduction number given in Proposition 4.1 can be phrased
as follows: Let k be the smallest positive integer for which there exist positive inte-
gers k1 and k2 such that
k(c, d) ≥ (k1a, k2b) and k = k1 + k2.(5)
Then r(Ip) = k − 1.
Proposition 4.2. With the notation introduced we have
(a) r(Ip) < min{a, b} for all p ∈ H
+
a,b.
(b) r(Iq) ≤ r(Ip) for p, q ∈ H
+
a,b with q ≥ p.
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Proof. (a) We may assume a ≤ b. We must show that r(Ip) < a. By Proposition 4.1,
r(Ip) < a, if u
a
p ∈ J
a. This is the case if and only if ac ≥ ia and ad ≥ (a − i)b for
some 0 ≤ i ≤ a. We may choose i = c. With i = c the first inequality is trivially
satisfied, while ad ≥ (a− c)b because p ∈ H+a,b.
(b) Let p = (c, d) and q = (e, f), and let r(Ip) = r1 + 1 and r(Iq) = r2 + 1. By
(5), r1 is smallest integer for which r1c ≥ ia and r1d ≥ (r1 − i)b for some i. Since
e ≥ c and f ≥ d, it follows that r1e ≥ ia and r1f ≥ (r1 − i)b. This shows that
r2 ≤ r1. 
The following corollary says that for any a, b, the extremal values 1 and min{a, b}−
1 for r(Ip) are attained for suitable p.
Corollary 4.3. With the notation and assumptions as before, let a ≤ b.Then
r(Ip) = a− 1, if p = (1, b− 1), and
r(Ip) = 1, if and only if (a/2, b/2) ≤ p = (c, d).
In particular, r(Ip) = 1 for p = (a− 1, b− 1).
Proof. Let p = (1, b − 1). By Proposition 4.2, r(Ip) ≤ a − 1. We must show that
for any integer k < a we have (xyb−1)k /∈ (xa, yb)k, see Proposition 4.1. Suppose
that (xyb−1)k ∈ (xa, yb)k, then exists some integer i with 0 ≤ i ≤ k such that
x(k−i)ayib | xky(b−1)k. It follows that (k − i)a ≤ k and ib ≤ (b − 1)k. The second
inequality implies that i < k, and then the first inequality implies that a ≤ k, a
contradiction.
We have (a/2, b/2) ≤ (c, d) if and only if (a, b) ≤ 2(c, d). Hence the assertion
follows from (5). 
Let R(a,b) = {r(Ip) : p ∈ H
+
a,b}. Then R(a,b) ⊆ [1,min{a, b} − 1]. For example,
R(5,7) = [1, 4]. In general, R(a,b) is a proper subset of [1,min{a, b}−1]. For example,
R(7,10) ( [1, 6], because 5 6∈ R(7,10).
It seems to be difficult to determine all pairs of positive integers (a, b) for which
R(a,b) = [1,min{a, b}−1]. However, in the next result we show that if min{a, b} > 2,
then the set of reduction numbers {r(Ip) : p ∈ L0} 6= [1,min{a, b} − 1]. Here L0 is
the line segment connecting (a, 0) with (0, b). Indeed, we have
Proposition 4.4. Let a ≤ b and p ∈ L0. Then
(a) r(Ip) < a/2, if a does not divide b.
(b) r(Ip) 6= a− 2.
Proof. (a) Suppose r(Ip) ≥ a/2. Then (3) implies that a/2 ≤ g/ gcd(cg/a, g) − 1,
where g = gcd(a, b). Since g ≤ a it follows that gcd(cg/a, g) = 1. This implies that
a/2 ≤ g − 1. Let a = a′g with a′ a positive integer. Then (a′g)/2 < g, and hence
a′/2 < 1. Therefore, a′ = 1, and so a = g, a contradiction.
(b) Suppose r(Ip) = a−2. Then a > 2 and a−1 = g/ gcd(cg/a, g), a contradiction
because a− 1 does not divide a. 
Let as before, a ≤ b. The next result shows that in general (a − 1)− |R(a,b)| can
be as big as we want. Indeed, we have
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Proposition 4.5. Let p > 2 be a prime number. Then
(p− 1)− |R(p,p)| ≥ (p− 1)/2− 1.
Proof. Let Iq = (x
p, yp, xcyd) with q = (c, d) ∈ H+a,b. By Proposition 3.3, for all
integer points q′ on L0 we know that r(Iq′) = p − 1. Next we show that for all
q′ = (p − i, i + 1) with i = 1, . . . , p − 2 we have r(Iq′) ≤
p−1
2
. For the proof it is
enough to show that there exist integers j, k > 0 with j + k ≤ p−1
2
such that either
(i) (p+1
2
)(p− i) ≥ (p− i)[(p−1
2
)− (j + k)] + pj + p, and
(ii) (p+1
2
)(i+ 1) ≥ (i+ 1)[(p−1
2
)− (j + k)] + pk
or
(iii) (p+1
2
)(p− i) ≥ (p− i)[(p−1
2
)− (j + k)] + pj, and
(iv) (p+1
2
)(i+ 1) ≥ (i+ 1)[(p−1
2
)− (j + k)] + pk + p.
Indeed we should find j and k such that
(i)′ (p− i)(j + k + 1) ≥ p(j + 1), and
(ii)′ ((i+ 1)(j + k + 1) ≥ pk
or
(iii)′ (p− i)(j + k + 1) ≥ pj, and
(iv)′ ((i+ 1)(j + k + 1) ≥ p(k + 1).
Suppose first that i is an even number. Then we choose j = p−i−1
2
, k = (i/2) − 1.
Then (iii)′ and (iv)′ hold. Now suppose that i is odd. Set j = (p−i
2
)−1 and k = i+1
2
.
Then the inequalities (i)′ and (ii)′ hold for this choice of j and k.
Now let q′′ ∈ H+a,b \ L0 arbitrary. Then there exists q
′ = (p − i, i + 1) with
q′ ≤ q′′. Together with Proposition 4.2, we get r(Iq′′) ≤ r(I
′
q) ≤
p−1
2
. Therefore,
|R(p,p)| ≤ (p− 1)/2 + 1. This yields the desired conclusion. 
In contrast to the previous result we have
Proposition 4.6. Let a ≥ 2 be an integer. Then⋃
b
R(a,b) = {1, . . . , a− 1},
where the union is taken over all b with b ≥ a.
Proof. For any a and b we know that R(a,b) ⊆ [1,min{a, b} − 1]. Hence, obviously
one has ∪bR(a,b) ⊆ {1, . . . , a−1}. In order to prove the other inclusion, we apply (5)
and must show that for given a ≥ 2 and r with 1 ≤ r− 1 ≤ a− 1, there exist b, c, d
with b ≥ a and c < a, d < b such that cr ≥ at, dr ≥ bs for some positive integers s
and t with r = s+ t.
We choose t = r−1, then s = 1. With this choice of s, t we may choose c = a−1,
d = ⌈a
r
⌉ and b = ⌈a
r
⌉r. Then all required inequalities are satisfied. It is sufficient
that we show r is a smallest number for this choice of c, b and d. Now let r′ be any
positive integer such that
(i) (a− 1)r′ ≥ a(r′ − i), and
(ii) ⌈a
r
⌉r′ ≥ (⌈a
r
⌉r)i.
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(ii) implies that r′ ≥ ri, and by (i) we obtain that i 6= 0. Hence, r′ ≥ r, as desired.

5. On the reduction numbers of a monomial ideal and its
quasi-equigenerated part
Let I ∈ Ia,b. By the definition of Ia,b, we have ν(u) ≥ 1 for all u ∈ I, where
ν(u) = (ad + bc)/ab, see Section 1. The quasi-equigenerated part I0 ∈ I
1
a,b of I is
defined to be the monomial ideal generated by all u ∈ G(I) with ν(u) = 1.
In Proposition 4.2 it is shown that r(Iq) ≤ r(Ip) if Iq ⊆ Ip. One may wonder,
whether always r(I) ≤ r(I ′), if I ⊆ I ′. Simple examples show that is not always the
case. However, we have
Proposition 5.1. Let I ∈ Ia,b and I0 be the quasi-equigenerated part of I. Then
G(Ik0 ) \G(JI
k−1
0 ) ⊆ G(I
k) \G(JIk−1).
In particular, r(I0) ≤ r(I).
Proof. Let u ∈ G(Ik0 ) and suppose that u ∈ G(JI
k−1). We have to show that
u ∈ G(JIk−10 ). Assume u /∈ G(JI
k−1
0 ). We can write I = I0 + I1, where I1 is
generated by the monomials xcyd ∈ G(I) such that bc + ad > ab, then
JIk−1 = J(I0 + I1)
k−1 = JIk−10 + JI
k−2
0 I1 + · · ·+ JI
k−1
1 .
This implies that G(JIk−1) ⊆
⋃k−1
i=0 G(JI
k−i−1
0 I
i
1). Thus it suffices to show that
u /∈ G(JIk−i0 I
i
1), for all i ≥ 1.
Since u ∈ G(Ik0 ), it follows that ν(u) = k. Suppose there exist some i ≥ 1 such
that u ∈ JIk−i0 I
i
1. Then, by using again (i) and (ii), it follows that ν(u) > k, a
contradiction. 
In the following special case, the reduction number of I is determined by the
reduction number of its quasi-equigenerated part.
Theorem 5.2. Let 1 ≤ a ≤ b be integers and g = gcd(a, b). Furthermore, let A ⊂
[0, g] with {0, g} ⊆ A. Let r ∈ R, r ≥ 1 and I = IA + I
′, where I ′ = (u : ν(u) > r).
Then IA is the quasi-equigenerated part of I, and
(a) r(I) = 1, if r(IA) = 0;
(b) r(I) = r(IA), if r(IA) > 0.
In particular, r(I) ≤ g/ gcd(A)− |A|+ 2.
Proof. (a) We must show I2 ⊆ JI. We know that I2 = (IA+I
′)2 = (IA)
2+IAI
′+I ′2
and JI = JIA + JI
′. The condition r(IA) = 0 means that IA = J . Hence it is
sufficient to show I ′2 ⊆ JI ′. Let u ∈ I ′2. Then ν(u) > 2r ≥ 2. Hence if u = xcyd,
then c ≥ a or d ≥ b. We may assume c ≥ a. Then u = xau′, where u′ is a monomial
with ν(u′) > 2r − 1 ≥ r. Therefore u′ ∈ I ′ and u ∈ JI ′.
(b) With notation of Proposition 5.1 we have I0 = IA and r(I0) ≤ r(I). So it is
sufficient to show that r(I0) ≥ r(I). Suppose that r(I0) = m > 0. We want to show
Im+1 ⊆ JIm. Indeed, let w ∈ Im+1. Then w = u1 · · ·ukv1 · · · vm+1−k with ui ∈ I0
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and vj ∈ I
′. If k = m + 1, then the assertion follows, since Im+10 = JI
m
0 . Now let
k < m+1. Since ν(ukv1) > 1+r ≥ 2, it follows from the proof of part (a), that ukv1 =
w1w2, where w1 ∈ J and w2 ∈ I
′. Therefore, w = w1(u1 · · ·uk−1w2v2 · · · vm+1−k)
belongs to JIm, as desired. 
Observe that the ideals in Theorem 5.2 are lex ideals if b > a. Recall that
a monomial ideal I is called a lex ideal, if and only if for all monomial u ∈ I
and all monomials v with deg(v) = deg(u) for which v > u with respect to the
lexicographical order, it follows that v ∈ I.
Indeed, let I be as in Theorem 5.2 with r = 1, and let u ∈ I and a monomial v
with deg(v) = deg(u) and v > u. Then ν(v) > ν(u), because b > a. This shows
that v ∈ I, and hence I is a lex ideal. In particular, Theorem 5.2 shows that lex
ideals may have any reduction number ≥ 1.
6. Monomial ideals of reduction number 1
In Section 3 we classified the quasi-equigenerated monomial ideals with reduction
number 1. Here we consider more generally monomial ideals I ∈ Ia,b with 1 ≤ a ≤ b,
and analyze what it means that r(I) = 1. We have the following simple observation.
Lemma 6.1. One has r(I) = 1, if and only if I 6= J , and for all monomials
up, uq ∈ I \ J with upuq = x
cyd and (c, d) 6≥ (a, b), we have xc−ayd ∈ I if c ≥ a, or
xcyd−b ∈ I if d ≥ b.
Proof. We have r(I) = 1, if and only if I2 = JI. This is the case if and only if for
all monomials up, uq ∈ I \ J , it follows that upuq ∈ JI.
If p + q ≥ (a, b), then upuq ∈ J
2 ⊂ JI. Suppose now that p + q 6≥ (a, b). Then
c ≥ a or d ≥ b, because cb + ad ≥ 2ab. Assume that c ≥ a. Then d < b, since
p + q 6≥ (a, b), and upuq = x
au where u = xc−ayd. Hence upuq ∈ JI if and only if
u ∈ I. 
Corollary 6.2. Let I ∈ Ia,b with 1 < a ≤ b. We assume that I 6= (x
a, yb).
(a) Let L1, L2 ⊂ Ia,b be monomial ideals such that I ⊆ L1, L2 and r(L1) =
r(L2) = 1. Then r(L1 ∩ L2) = 1.
(b) There exists a unique monomial ideal L ⊂ Ia,b with I ⊆ L and r(L) = 1 and
such that r(L′) > 1 for all L′ with I ⊆ L′ ⊂ L.
Proof. (a) Let J = (xa, yb). Since I ⊆ L1, L2 it follows that J 6= L1, L2. Now let
up, uq ∈ (L1 ∩ L2) \ J with p + q = (c, d) 6≥ (a, b). Then up, uq ∈ L1 \ J . Since
r(L1) = 1, Lemma 6.1 implies that x
c−ayd ∈ L1 if c ≥ a, or x
cyd−b ∈ L1 if d ≥ b. We
may assume that c ≥ a. Then xc−ayd ∈ L1. By the same reason, since r(L2) = 1,
we have xc−ayd ∈ L2. Therefore, x
c−ayd ∈ L1 ∩ L2, Similarly, if d ≥ b, we see that
xcyd−b ∈ L1 ∩ L2. Therefore r(L1 ∩ L2) = 1, by Lemma 6.1.
(b) By Theorem 3.2, there exists a monomial ideal L ⊇ I with r(L) = 1. Let L be
the set of all monomial ideals L with I ⊆ L and r(L) = 1. By (a), L0 =
⋂
L∈L L has
reduction number 1, and of course it is the unique smallest ideal with this property
containing I. 
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Examples 6.3. (a) Let I = (xa, yb, {up : p ∈ D}), where D ⊆ {p : p ≥ (a/2, b/2)}.
Then r(I) = 1. Indeed, p + q ≥ (a, b) for all p, q, and the assertion follows by
Lemma 6.1.
(b) Let I1 = (x
4, y8, x3y3) with up1 = x
3y3. It can be seen that ν(up1) ≥ 1 and
r(I1) = 2. We want to build the smallest monomial ideal with reduction number 1
containing I. At first, let u2 = u
2
p1
= x6y6 ∈ I21 . We observe that u2 = x
4(x2y6).
Therefore, any ideal of reduction number 1 containing I1 must contain x
2y6. Now
consider I2 = (x
4, y8, up1, up2), where up2 = x
2y6. Then it can be checked that
r(I2) = 1, as desired.
In the next theorem we describe for any 3-generated monomial ideal I ⊂ K[x, y]
for which (xa, yb) is the monomial reduction ideal, the unique smallest monomial
ideal L with I ⊆ L and r(L) = 1.
Let 1 < a ≤ b be integers. We let Da,b = H
+
a,b ∩ {(i, j) : i < a, j < b}.
Theorem 6.4. Let 1 < a ≤ b be integers, and let p = (c, d) ∈ Da,b and I =
(xa, yb, up). For all integers i ≥ 1 we write
ic = ria + ci, id = sib+ di,
with ri, si, ci, di integers such that 0 ≤ ci < a and 0 ≤ di < b. We set pi = (ci, di)
for all i ≥ 1. Let k be the smallest integer such that rk + sk ≥ k. Then L =
(xa, yb, up1, . . . , upk−1) is the unique smallest monomial ideal containing I such that
r(L) = 1.
Proof. In the first step we show that r(L) = 1.
First we claim that
ri + si ≥ i− 1 for all i ≥ 1.(6)
For proof of claim, we consider ibc = riab + cib and iad = siba + dia. Now, since
up ∈ Da,b, we see that iab ≤ i(cb+ad) = (ri+si)ab+(cib+dia). Because 0 ≤ ci < a
and 0 ≤ di < b, it follows that (ri + si)ab ≥ iab − (cib + dia) > (i− 2)ab. It means
ri + si ≥ i− 1, and the claim is proved.
Next we show that pi ∈ Da,b for i = 1, . . . , k−1. Indeed, for i = 1, . . . , k−1 we have
ri + si = i− 1, by (6) and the definition of k. Therefore, the equations ic = ria+ ci
and id = sib+di imply that i(cb+ad) = (i−1)ab+cib+dia. Since p = (c, d) ∈ Da,b,
it follows that cb + ad ≥ ab. Hence cib + dia = i(cb + ad) − (i − 1)ab ≥ ab. Since
ci < a and di < b, we see that pi ∈ Da,b, as desired.
Now we prove that upiupj ∈ JL for i, j ≤ k − 1. This then shows that r(L) = 1.
We have
(i+ j)c = (ri + rj)a+ (ci + cj), and (i+ j)d = (si + sj)b+ (di + dj).
By Lemma 6.1 we may assume (ci + cj, di + dj) 6≥ (a, b). Then ci + cj ≥ a and
di + dj < b, or ci + cj < a and di + dj ≥ b, because pi ∈ Da,b for i = 1, . . . .k − 1.
Let us assume that ci + cj ≥ a and di + dj < b. Because ci + cj ≥ a we can write
(i + j)c = (ri + rj + 1)a + (ci + cj − a) with 0 ≤ ci + cj − a < a. Therefore,
pi+j = (ci + cj − a, di + dj), and upiupj = x
aupi+j . So, if i + j < k, then upi+j ∈ L,
and hence upiupj ∈ JL.
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Now let i + j ≥ k. By (6) and the definition of k, it follows ri + si = i − 1 and
rj + sj = j − 1. and hence ri + rj + 1 + si + sj = i+ j − 1. Thus it suffice to prove
the following claim
(∗) Let h ≥ k and rh + sh = h− 1. Then uph ∈ L.
Let h = k + l. Since rk + sk ≥ k, it follows that l > 0. we have
hc = (rk + rl)a + (ck + cl), hd = (sk + sl)b+ (dk + dl),(7)
and on the other hand
hc = rha+ ch, hd = shb+ dh.(8)
Comparing (7) with (8), we see that
rk + rl ≤ rh and sk + sl ≤ sh.
Therefore,
h− 1 = rh + sh ≥ (rk + sk) + (rl + sl) ≥ k + l − 1 = h− 1,
because rk + sk ≥ k and rl + sl ≥ l− 1, due to our assumption on k and due to (6).
This implies that
rk + sk = k and rl + sl = l − 1.(9)
We also observe that
uph = upkupl.(10)
Indeed, upkupl = x
ck+clydk+dl and uph = x
chydh. We have ch = ck+cl and dh = dk+dl,
if and only if ck + cl < a and dk + dl < b. Suppose ck + cl ≥ a or dk + dl ≥ b. We
may assume that ck + cl ≥ a. Then
hc = (rk + rl + 1)a+ ck + cl − a.
As before, rk + rl + 1 ≤ rh and sr + sl ≤ sh. Therefore,
h = k + l = (rk + rl + 1) + (sr + sl) ≤ rh + sh = h− 1,
a contradiction.
Let {h1, h2, . . . , } be the set of integers > k with the property that h1 < h2 < · · ·
and rhi + shi = hi − 1 for all i.
Now we prove (∗) by induction on i. Let h1 = k + l1. Then rl1 + sl1 = l1 − 1,
by (9). Since h1 is the smallest element ≥ k for which such an equation holds, it
follows that l1 < k. Therefore, upl1 ∈ L. Thus (10) implies that uph1 ∈ L
Now let i > 1, then li < k or li > k. If li < k, then as before we have that
uphi ∈ L, and if li > k, then there exists j < i such that hj = li because li < hi and
rli + sli = li − 1. By induction hypothesis it follows that upli = uphj ∈ L. Again by
using (10), we conclude that uphi ∈ L.
In the second step we show that L is the smallest monomial ideal with r(L) = 1
containing I. Let L′ be the unique smallest monomial ideal with r(L′) = 1. Then
L′ ⊆ L. By induction on i we show that upi ∈ L
′ for i = 1, . . . , k − 1. Then L ⊆ L′,
and hence we have equality. The induction begin is trivial, because p1 = p and
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up ∈ I ⊆ L
′. Now let 1 < i ≤ k − 1. By induction hypothesis, upi−1 ∈ L
′. Then
upupi−1 ∈ (L
′)2. We have upupi−1 = x
c1+ci−1yd1+di−1 . Suppose (c1 + ci−1, d1+ di−1) ≥
(a, b). Then adding the equations ic = ri−1a + c1 + ci−1 and id = si−1b + d1 + di−1,
we get
i(c+d) = (i−2)(a+b)+(c1+ci−1)+(d1+di−1) ≥ (i−2)(a+b)+(a+b) = (i−1)(a+b).
This implies that i(c − a) + i(d − b) ≤ −a − b, a contradiction. Therefore, (c1 +
ci−1, d1 + di−1) 6≥ (a, b). Then as shown in the first step we have c1 + ci−1 ≥ a and
d1 + di−1 < b, or c1 + ci−1 < a and d1 + di−1 ≥ b. We may assume c1 + ci−1 ≥ a
and d1 + di−1 < b. Then, as above we get upupi−1 = x
aupi. So x
aupi ∈ (L
′)2. Since
r(L′) = 1, we have xaupi ∈ JL
′, and since yb does not divide xaupi it follows that
upi ∈ L
′. 
7. Monomial reductions and powers
In this part we study the reduction numbers of powers of ideals which belong to
Ia,b.
The following inequalities are an immediate consequence of a more general result
due to Hoa [4, Lemma 2.7], applied to our situation.
Proposition 7.1. Let I ∈ Ia,b. Then r(I
k) ≤ ⌈(r(I)− 1)/k⌉+ 1.
These inequalities imply that r(Ik) ≤ r(I) for all k. We even expect that
r(Ik+1) ≤ r(Ik) for all k ≥ 1.(11)
The inequalities (11) imply in particular that if r(Ik0) = 1, then r(Ik) = 1 for
k ≥ k0. For I ∈ I
1
a,b we can show this without using (11).
Theorem 7.2. Let I ∈ I1a,b, where I = IA . Furthermore, let g = gcd(a, b).
(i) Let gcd(A) = 1. Then the following conditions are equivalent:
(a) r(Ik) = 1 for some k.
(b) {0, 1, g − 1, g} ⊆ A.
(c) r(Ik) = 1 for all k ≥ g − 2.
(ii) If r(Ik0) = 1, then r(Ik) = 1 for k ≥ k0.
Proof. (i): Note that Ik = IkA. Since gcd(A) = 1, we have gcd(kA) = 1. Therefore,
Theorem 3.2 implies that
r(Ik) = 1 ⇐⇒ kA = [0, kg].(12)
(a)⇒ (b): Let r(Ik) = 1, and assume that 1 6∈ A. Then 1 6∈ kA, contradicting (12).
By symmetry it also follows that g − 1 ∈ A.
(b) ⇒ (c): By (12), we have to show that kA = [0, kg] for k ≥ g − 2. Let
B = {0, 1, g − 1, g}. By assumption, B ⊆ A. Observe that
kB =
k⋃
i=0
[i(g − 1), i(g − 1) + k] for all k.(13)
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We prove (13) by induction on k. For k = 1, the assertion is trivial. Now assume
that kB =
⋃k
i=0[i(g − 1), i(g − 1) + k]. Then
(k + 1)B = kB +B = (kB + [0, 1]) ∪ (kB + [g − 1, g])
=
k⋃
i=0
[i(g − 1), i(g − 1) + k + 1] ∪
k⋃
i=0
[(i+ 1)(g − 1), (i+ 1)(g − 1) + k + 1]
=
k+1⋃
i=0
[i(g − 1), i(g − 1) + k + 1].
In particular, (13) implies that kB = [0, kg] for k ≥ g − 2. Therefore, [0, kg] =
kB ⊆ kA ⊆ [0, kg] for k ≥ g − 2, and hence kA = [0, kg] for k ≥ g − 2.
(c)⇒ (a) is trivial.
(ii): Let d = gcd(A). Then I = (IA′)
[d] with gcd(A′) = 1 and Ik = (IkA′)
[d].
Therefore, by Lemma 1.5 we have r(Ik) = r(IkA′) for all k. Hence we may assume
that gcd(A) = 1 and it is enough to show that r(Ik+1) = 1 if r(Ik) = 1. Indeed,
kA = [0, kg], and (k + 1)A = kA+ A ⊇ kA + {0, 1, g − 1, g}, because of (i). Hence
(k + 1)A ⊇ kA+ ([0, 1] ∪ [g − 1, g]) = ([0, kg] + [0, 1]) ∪ ([0, kg] + [g − 1, g])
= [0, kg + 1] ∪ [g − 1, (k + 1)g] = [0, (k + 1)g],
since g − 1 ≤ kg + 1. Thus (12) implies that r(Ik+1) = 1. 
The upper bound for the reduction number of I given in Theorem 2.1 can be
improved by 1 under additional assumptions.
Corollary 7.3. Let I ∈ I1a,a, I = IA with gcd(A) = 1. Suppose that r(I
k) = 1 for
some k. Then r(I) ≤ a− 2.
Proof. Let F (I) be the fiber cone of I. Since I is equigenerated it follows that
F (I) ∼= K[{u : u ∈ G(I)}]. Since g = a, Theorem 7.2 implies that r(Ik) = 1 for
some k if and only if {0, 1, a−1, a} ⊂ A. Thus, G(I) = {f1x, f1y, g1, . . . , gr, f2x, f2y},
where f1 = x
a−1, f2 = y
a−1 and the gi are monomials of degree a, Therefore, the
hypotheses of [3, Theorem 1.1] are satisfied, and we get reg(F (I)) ≤ a − 2. Hence
the desired conclusion follow from Theorem 1.6. 
By the result of Gruson-Lazardsfeld-Peskine [2] we have r(IA) ≤ a−2 if {0, 1, . . . , a−
1, a} ⊂ A. This provides another proof of Corollary 7.3.
Let I ∈ I1a,b and let c(I) = inf{k : r(I
k) = 1}. Then Theorem 7.2 implies c(I) ≤
g − 2, if c(I) <∞, where g = gcd(a, b).
Proposition 7.4. Let 2 ≤ a ≤ b be integers with g = gcd(a, b), and let j be an
integer with 1 ≤ j ≤ g − 2. Then there exists an ideal I ∈ I1a,b such that c(I) = j.
Proof. Let j be any integer with 1 ≤ j ≤ g− 2, and let A = [0, g− j− 1]∪ [g− 1, g].
We claim that c(IA) = j. The claim implies the desired conclusion.
Proof of claim: By (12) it suffices to show
(i) [0, jg] = jA;
(ii) (j − 1)g − j /∈ (j − 1)A.
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Proof of (i): It is enough to show that [0, jg] ⊆ jA. Let k ∈ [0, jg], we want to
show k ∈ jA. We have
jA =
j⋃
i=0
(i[0, g−j−1]+(j−i)[g−1, g]) =
j⋃
i=0
([0, i(g−j−1)]+[(j−i)(g−1), (j−i)g]).
Therefore,
jA =
j⋃
i=0
[(j − i)(g − 1), i(g − j − 1) + (j − i)g].
Let Ii = [(j − i)(g − 1), i(g − j − 1) + (j − i)g]. It suffices to show Ii
⋂
Ii+1 6= ∅ for
all 0 ≤ i ≤ j − 1, which is equivalent to say that
(j − i)(g − 1) ≤ ((i+ 1)(g − j − 1) + (j − (i+ 1))g) + 1 for all 0 ≤ i ≤ j − 1.
In other words, we need i ≤ i(g−j−1) for all 0 ≤ i ≤ j−1. Indeed, this is satisfied,
since j ≤ g − 2. So (i) is proved.
Proof of (ii): Suppose that
(j − i)g − j ∈ (j − 1)A =
j−1⋃
i=0
[(j − 1− i)(g − 1), i(g − j − 2) + (j − 1− i)g].
Then
(j−1)g− j ∈ [(j−1− i)(g−1), i(g− j−2)+ (j−1− i)g] for some i ∈ [0, j−1].
Hence simultaneously we have,
(1) (j − 1− i)(g − 1) ≤ (j − 1)g − j.
(2) (j − 1)g − j ≤ i(g − j − 2) + (i− 1− i)d.
(1) implies that i ≥ 1 and (2) implies that j ≥ (j + 2)i, and it is impossible. So we
have a contradiction. 
The following gives us the limit value of r(Ik) for k ≫ 0.
Proposition 7.5. Let I ∈ Ia,a with a ≥ 2, and let IA ⊂ I be the equigenerated part
of I. Then for all k ≥ a− 2,
r(Ik) =
{
1, if xya−1, xa−1y ∈ I,
2, otherwise.
Proof. Suppose first that xya−1, xa−1y ∈ I. Then xya−1, xa−1y ∈ IA. Therefore,
r(IkA) = 1 for k ≥ a−2 by Theorem 7.2. Now, since gcd(A) = 1, Theorem 3.2 implies
that IkA = (x, y)
ka for all k ≥ a− 2. Since IkA ⊆ I
k, we also have Ik = (x, y)ka.This
gives us r(Ik) = 1 for all k ≥ a− 2.
Next assume that xya−1 /∈ I or xa−1y /∈ I. Then xya−1 /∈ IA or x
a−1y /∈ IA,
and so Theorem 7.2, implies that r(IkA) ≥ 2 for all k ≥ a − 2. Note that for all
k, IkA is the ideal equigenerated part of I
k. Therefore, Proposition 5.1 implies that
r(Ik) ≥ r(IkA) ≥ 2 for all k ≥ a− 2. On the other hand, Proposition 7.1 yields that
r(Ik) ≤ 2, because r(I) ≤ a− 1 by Theorem 2.1. This yields the desired conclusion.

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