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Multi-agent behavior modeling aims to understand the
interactions that occur between agents. We present a multi-
agent dataset from behavioral neuroscience, the Caltech
Mouse Social Interactions (CalMS21) Dataset. Our dataset
consists of trajectory data of social interactions, recorded
from videos of freely behaving mice in a standard resident-
intruder assay. The CalMS21 dataset is part of the Multi-
Agent Behavior Challenge 2021 and for our next step, our
goal is to incorporate datasets from other domains studying
multi-agent behavior.
To help accelerate behavioral studies, the CalMS21
dataset provides a benchmark to evaluate the performance
of automated behavior classification methods in three set-
tings: (1) for training on large behavioral datasets all
annotated by a single annotator, (2) for style transfer to
learn inter-annotator differences in behavior definitions,
and (3) for learning of new behaviors of interest given lim-
ited training data. The dataset consists of 6 million frames
of unlabeled tracked poses of interacting mice, as well as
over 1 million frames with tracked poses and correspond-
ing frame-level behavior annotations. The challenge of our
dataset is to be able to classify behaviors accurately using
both labeled and unlabeled tracking data, as well as being
able to generalize to new annotators and behaviors.
Dataset and Challenge: https : / / www . aicrowd .
com / challenges / multi - agent - behavior -
representation - modeling - measurement - and -
applications
1. Introduction
The behavior of intelligent agents is often shaped by
interactions with other agents and the environment. As
Figure 1: Overview of behavior classification. A typical
behavior study starts with extraction of tracking data from
videos. We show 7 keypoints for each mouse, and draw
the trajectory of the nose keypoint. The goal of the model
is to classify each frame (30Hz) to one of the behaviors of
interest from domain experts. The behavior is defined with
respect to social interactions between the mice.
a result, models of multi-agent behavior are of interest
in diverse domains, including neuroscience [40], video
games [20], sports analytics [50], and autonomous vehi-
cles [6]. Here, we study multi-agent animal behavior from
neuroscience and introduce a dataset to benchmark behav-
ior model performance.
Traditionally, the study of animal behavior relied on the
manual, frame-by-frame annotation of behavioral videos
by trained human experts. This is a tedious and time-
consuming process, and cannot easily be crowdsourced
due to the training required to identify many behaviors ac-
curately. Automated behavior classification is a popular
emerging tool [23, 3, 13, 32, 40], as it promises to reduce
human annotation effort, and opens the field to more high-
throughput screening of animal behaviors. However, there























and benchmarking social behavior classification, and the
behaviors annotated in those datasets may not match the set
of behaviors a particular researcher wants to study. Collect-
ing and labeling enough training data to reliably identify a
behavior of interest remains a major bottleneck in the appli-
cation of automated analyses to behavioral datasets.
We present a dataset of behavior annotations and tracked
poses from pairs of socially interacting mice, the Caltech
Mouse Social Interactions 2021 (CalMS21) Dataset, with
the goal of advancing the state-of-the-art in behavior clas-
sification. From top-view recorded videos of mouse in-
teractions, we detect seven keypoints for each mouse
in each frame using Mouse Action Recognition System
(MARS) [40]. Accompanying the data, we introduce three
tasks pertaining to the classification of frame-level social
behavior exhibited by the mice (Figure 1). Finally, we re-
lease a large data split of tracked poses without behavior
annotations, that can be used to study unsupervised learning
methods. To test model generalization, our dataset contains
splits annotated by different annotators and for different be-
haviors.
In addition to providing a performance benchmark for
multi-agent behavior classification, our dataset is suitable
for studying several research questions, including: How do
we train models that transfer well to new conditions (anno-
tators and behavior labels)? How to train accurate models
to identify rare behaviors? How can we best leverage unla-
beled data for behavior classification?
2. Related Work
Automated behavior classification tools are becoming
increasingly adopted in neuroscience [40, 14, 23, 3, 32].
These automated classifiers generally consists of the fol-
lowing steps: pose estimation, feature computation, and be-
havior classification. Our dataset provides the output from
our mouse pose tracker, MARS [40], to allow participants
in our dataset challenge to focus on developing methods for
the latter steps of feature computation and behavior classi-
fication. We will therefore focus our exploration of related
works on these two topics, specifically within the domain of
neuroscience.
Existing behavior classification methods are typically
trained using tracked poses or hand-designed features in
a fully-supervised fashion with human behavior annota-
tions [21, 40, 5, 14, 32]. Pose representations used for be-
havior classification can take the form of anatomically de-
fined keypoints [40, 32], fit shapes such as ellipses [21, 9,
34], or simply a point reflecting the location of an animal’s
centroid [33, 37]. Features extracted from poses may reflect
values such as animal velocity and acceleration, distances
between pairs of body parts or animals, distances to ob-
jects or parts of the arena, and angles or angular velocities
of keypoint-defined joints. To bypass the effort-intensive
step of hand-designing pose features, we have also previ-
ously explored self-supervised methods for feature extrac-
tion [41].
As an alternative to supervised behavior classification,
several groups have used unsupervised methods to identify
actions from videos or pose estimates of freely behaving an-
imals [4, 26, 47, 44, 28, 22, 29] (also reviewed in [10, 36]).
In most unsupervised approaches, videos of interacting an-
imals are first processed to remove behavior-irrelevant fea-
tures such as the absolute location of the animal; this may
be done by registering the animal to a template or extract a
pose estimate. Features extracted from the processed videos
or poses are then clustered into groups, often using a model
that takes into account the temporal structure of animal tra-
jectories, such as a set of wavelet transforms [4], an au-
toregressive hidden Markov model [47], or a recurrent neu-
ral network [28]. Behavior clusters produced from unsu-
pervised analysis have been shown to be sufficiently sensi-
tive to distinguish between animals of different species and
strains [19, 28], and to detect effects of pharmacological
perturbations [48]. Clusters identified in unsupervised anal-
ysis can often be related back to human-defined behaviors
via post-hoc labeling [47, 4, 44], suggesting that cluster
identities could serve as a low-dimensional input to a super-
vised behavior classifier.
The CalMS21 dataset provides a benchmark to evaluate
the performance of behavior analysis models. Related an-
imal social behavior datasets include CRIM13 [5] and Fly
vs. Fly [14], which focuses on supervised behavior classi-
fication. In comparison to existing datasets, CalMS21 en-
ables evaluation in multiple settings, such as for annotation
style transfer and for learning new behaviors. The trajectory
data provided by the MARS tracker [40] (seven keypoints
per mouse) in our dataset also provides a richer description
of the agents compared to single keypoints (CRIM13). Ad-
ditionally, CalMS21 is also a good testbed for unsupervised
and self-supervised models, consisting of a large (6 million
frame) unlabeled dataset.
Other datasets studying multi-agent behavior include
those from autonomous driving [6, 42], sports analytics [49,
11], and video games [39, 18]. Generally, the autonomous
vehicle datasets focus on tracking and forecasting, whereas
trajectory data is already provided in CalMS21, and our fo-
cus is on behavior classification. Sports analytics datasets
also often involves forecasting and learning player strate-
gies. Video game datasets have perfect tracking and gener-
ally focus on reinforcement learning or imitation learning of
agents in the simulated environment. While the trajectories
in CalMS21 can be used for imitation learning of mouse be-
havior, our dataset also consist of expert human annotations
of behaviors of interest used in scientific experiments. As
a result, CalMS21 can be used to benchmark supervised or




The CalMS21 dataset is designed for studying behavior
classification, where the goal is to assign frame level la-
bels of animal behavior to temporal pose tracking data. The
tracking data is a top-view pose estimate of a pair of in-
teracting laboratory mice, produced from raw videos using
MARS [40], and reflect the location of the nose, ears, neck,
hips, and tail base of each animal (Figure 2).
We define three behavior classification tasks on our
dataset. These tasks are studied as part of the Multi-Agent
Behavior (MABe) Challenge 2021 using CalMS21. In Task
1 (Section 3.1), we evaluate the ability of models to clas-
sify social behaviors of interest given a large training set of
annotated videos; sample frames of the three behaviors are
shown in Figure 3A. In Task 2 (Section 3.2), models must
be adjusted to reproduce new annotation styles for the be-
haviors studied in Task 1: Figure 3B demonstrates the anno-
tator variability that can exist for the same videos with the
same labels. Finally, in Task 3 (Section 3.3), models must
be trained to classify new social behaviors of interest given
limited training data.
In Tasks 1 and 2, each frame is assigned exactly one be-
havior label (including ”other” when no social behavior is
shown), therefore these tasks can be handled as multi-class
classification problems. In Task 3, we provide separate
training sets for each of seven novel behaviors of interest,
where in each training set only a single behavior has been
annotated. For this task, model performance is evaluated
for each behavior separately: therefore, Task 3 should be
treated as a set of binary classification problems.
Behaviors are temporal by nature, and often cannot be
accurately identified from the poses of animals in a single








Figure 2: Pose keypoint definitions. Illustration of
the seven anatomically defined keypoints tracked on the
body of each animal. Pose estimation is performed using
MARS [40], which uses a Stacked Hourglass model[31]
trained on 15,000 labeled images.
to-one time series prediction problems, where the time-
evolving trajectories of 28-dimensional animal pose data (7
keypoints x 2 mice x 2 dimensions) must be mapped on each
frame to a behavior label. Tasks 2 and 3 are also examples
of few-shot learning problems, and would benefit from cre-
ative forms of data augmentation, task-efficient feature ex-
traction, or unsupervised clustering to stretch the utility of
the small training sets provided.
To encourage the combination of supervised and un-
supervised methods, we provide a large set of unlabeled
videos (around 6 million frames) that can be used for fea-
ture learning or clustering in any task (Figure 4).
3.1. Task 1: Classical Classification
You’ve been approached by a neuroscience lab studying
social behaviors in mice, and asked to help them automate
their behavioral annotation process. They are able to pro-
vide you with several hours of example videos that have all
been annotated consistently for the three behaviors that lab
would like to study.
Task 1 is a standard sequential classification task: given a
large training set comprised of pose trajectories and frame-
level annotations of freely interacting mice, we would like
to produce a model to predict frame-level annotations from
pose trajectories on a separate test set of videos. There are
70 videos in the public training set, all of which have been
annotated for three social behaviors of interest: close in-
vestigation, attack, and mount (described in more detail in
Section 4.2). The goal is for the model to reproduce the
behavior annotation style from the training set.
Sequential classification has been widely studied, exist-
ing works use models such as recurrent neural networks [8],
temporal convolutional networks [27], and random forests
with hand-designed input features [40]. Input features to
the model can also be learned with self-supervision [41, 7],
which can improve classification performance using the un-
labeled portion of the dataset.
3.2. Task 2: Annotation Style Transfer
Your classifiers were a hit, and your neuroscientist col-
leagues are now using them to quantify social behaviors!
However, other labs have started using your classifiers in
the same experimental setting and found that the predicted
behaviors disagreed with their own annotations. You real-
ize that different labs are working from different ”in-house”
definitions of these three social behaviors. You resolve to
create a new version of your classifiers match the ”style”
of each new lab’s annotations, so that you can determine
where labs are disagreeing in their definitions of behaviors.
In general, when annotating the same videos for the same
behaviors, there exists variability across annotators (Fig-
ure 3B). As a result, models that are trained for one anno-








Figure 3: Behavior classes and annotator variability. A. Example frames showing some behaviors of interest. B. Domain
expert variability in behavior annotation, reproduced from [40]. Each row shows annotations from a different domain expert
annotating the same video data.
a small amount of data from several new annotators, we
would like to study how well a model can be trained to re-
produce each individual’s annotation style. Such an ”anno-
tation style transfer” method could help us better understand
differences in the way behaviors are defined across annota-
tors and labs, increasing the reproducibility of experimental
results.
In this sequential classification task, we provide six 10-
minute training videos for each of five new annotators, and
evaluate the ability of models to produce annotations in each
annotator’s style. The behaviors in the training datasets are
the same as Task 1. In addition to the annotator-specific
videos, competitors have access to a) the large collection of
task 1 videos, that have been annotated for the same behav-
iors but in a different style, and b) the pool of unannotated
videos, which could be used for unsupervised clustering or
feature learning.
This task is suitable for studying techniques from trans-
fer learning [43] and domain adaptation [45]. We have a
source domain with labels from task 1, which needs to be
transferred to each annotator in task 2 with comparatively
fewer labels. Potential directions include learning a com-
mon set of data-efficient features for both tasks [41], and
knowledge transfer from a teacher to a student network [2].
3.3. Task 3: New Behaviors
Your collaborators have decided to branch out and
start studying several other social behaviors of interest, and
they’ve asked you to help them create classifiers for those
behaviors, too. Because they just started studying these be-
haviors, they are only able to provide you with a small num-
ber of annotated example videos for each action.
It is often the case that different neuroscience labs will
want to study different specific behaviors in the same ex-
perimental setting. The third task is designed to test the
ability of models to learn new behavior labels given a small
amount of data. Because the goal of this Task is to develop
general approaches for few-shot training of new behavior
classifiers, we have obscured the names of the behaviors in
the training set, to prevent use of domain-specific knowl-
edge in classifier design.
As for the previous two tasks, we provide a training set of
videos in which behaviors have been annotated on a frame-
by-frame basis, and evaluate the ability of models to pro-
duce frame-wise behavior classifications on a held-out test
set. We expect that the large unlabeled video dataset (Fig-
ure 4) will help improve performance on this task, by en-
abling unsupervised feature extraction or clustering of ani-
mal pose representations prior to classifier training.
Since each new behavior has a small amount of data,
few-show learning techniques [46] can be helpful for this
task. The data from Task 1 and the unlabeled set could also
be used to set up multi-task learning [51], and for knowl-
edge transfer [2].
4. Dataset Preparation
4.1. Behavior Video Acquisition
Experimental mice (”residents”) were transported in
their homecage to a behavioral testing room, and accli-
matized for 5-15 minutes. Homecages were then in-
serted into a custom-built hardware setup[21] where be-
haviors are recorded under dim red light condition using
a camera (Point Grey Grasshopper3) located 46cm above
the homecage floor. Videos are acquired at 30 fps and
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Task 3 (Behavior 0)
98.5%
1.5%
Task 3 (Behavior 1)
86.0%
14.0%
Task 3 (Behavior 2)
80.7%
19.3%
Task 3 (Behavior 3)
99.1%
0.9%
Task 3 (Behavior 4)
95.3%
4.7%
Task 3 (Behavior 5)
90.7%
9.3%
Task 3 (Behavior 6)
Percentage of Annotated Behaviors
(b) Percentage of Annotated Behaviors
Figure 4: Available data for each task in our challenge. Our dataset consists of a large set of unlabeled videos alongside a
set of annotated videos from one annotator. Annotators 1, 2, 3, 4, 5 represent different domain experts who have annotated
videos in our dataset. Behaviors 0, 1, 2, ...6 represent new behaviors used in task 3.
(NorPix). Following two further minutes of acclimatiza-
tion, an unfamiliar group-housed male or female BALB/c
mouse (”intruder”) was introduced to the cage, and animals
were allowed to freely interact for a period of approximately
10 minutes. BALB/c mice are used as intruders for their
white coat color (simplifying identity tracking), as well as
their relatively submissive behavior, which reduces the like-
lihood of intruder-initiated aggression.
4.2. Behavior Annotation
Behaviors were annotated on a frame-by-frame basis by
a trained human expert. Annotators were provided with si-
multaneous top- and front-view video of interacting mice,
and scored every video frame for close investigation, attack,
and mounting, defined as follows (reproduced from [40]):
1. Close investigation: resident (black) mouse is in close
contact with the intruder (white) and is actively sniff-
ing the intruder anywhere on its body or tail. Active
sniffing can usually be distinguished from passive ori-
enting behavior by head bobbing/movements of the
resident’s nose.
2. Attack: high-intensity behavior in which the resident
is biting or tussling with the intruder, including peri-
ods between bouts of biting/tussling during which the
intruder is jumping or running away and the resident is
in close pursuit. Pauses during which resident/intruder
are facing each other (typically while rearing) but not
actively interacting should not be included.
3. Mount: behavior in which the resident is hunched over
the intruder, typically from the rear, and grasping the
sides of the intruder using forelimbs (easier to see on
the Front camera). Early-stage copulation is accompa-
nied by rapid pelvic thrusting, while later-stage cop-
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Evaluation: infer behavior
labels on test set of videos
Dataset: pose estimates and
behavior labels from 70 videos
Task: learn relationship
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Figure 5: Summary of Tasks. Visual summary of datasets, tasks, and evaluations for the three tasks in the MABe 2021
Challenge using CalMS21.
ulation (sometimes annotated separately as intromis-
sion) has a slower rate of pelvic thrusting with some
pausing: for the purpose of this analysis, both behav-
iors should be counted as mounting, however periods
where the resident is climbing on the intruder but not
attempting to grasp the intruder or initiate thrusting
should not. While most bouts of mounting are female-
directed, occasional shorter mounting bouts are ob-
served towards males; this behavior and its neural cor-
relates are described in [25].
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Annotation was performed either in BENTO[40] or us-
ing a previously developed custom Matlab interface. In
most videos, the majority of frames will not include one of
these three behaviors (see Table 1): in these instances, ani-
mals may be apart from each other exploring other parts of
the arena, or may be close together but not actively interact-
ing. These frames are labeled as ”other”. Because this is not
a true behavior, we do not consider classifier performance
in predicting ”other” frames accurately.
4.3. Pose Estimation
The poses of mice in top-view recordings are estimated
using the Mouse Action Recognition System (MARS,[40]),
a computer vision tool that identifies seven anatomically de-
fined keypoints on the body of each mouse: the nose, ears,
base of neck, hips, and tail (Figure 2). Briefly, MARS es-
timates animal pose using a stacked hourglass model [31].
MARS was trained using a dataset of 15,000 video frames,
in which all seven keypoints were manually annotated on
each of two interacting mice (annotators were instructed to
estimate the locations of occluded keypoints.) To improve
accuracy, each image in the training set was annotated by
five human workers, and ”ground truth” keypoint locations
were taken to be the median of the five annotators’ esti-
mates of each point. All videos in the CalMS21 Dataset
were collected in the same experimental apparatus as the
MARS training set [21].
5. Evaluation
The 2021 MABe Challenge evaluates competitor perfor-
mance in terms of the macro average of the F1 score for
each behavior of interest; in cases of ties, Precision is used
as an additional metric. Because of the high class imbal-
ance in behavior annotations, we use macro averaging to
compute a single F1 score and Precision for a given model,
omitting the ”other” category (observed when a frame is not
positive for any annotated behavior) from our metrics. for
consistency, we use these same conventions to evaluate the
performance of the baseline models in this paper.
F1 score and Precision The F1 score is the harmonic
mean between Precision P and Recall R, defined as:





Table 1: The percentage of frames labeled as attack, inves-













Where true positives (TP) is the number of frames that a
model correctly labels as positive for a class, false positives
(FP) is the number of frames incorrectly labeled as positive
for a class, and false negatives (FN) is the number of frames
incorrectly labeled as negative for a class.
The F1 score is a useful measure of model performance
when the number of true negatives (TN, frames correctly
labeled as negative for a class) in a task is high. This is
the case for the CalMS21 dataset, where for instance attack
only occurs on around 2% of frames.
Average Precision Although not used in the 2021 MABe
Challenge due to file size constraints (and thus also not
included in our baselines here), a clearer understanding
of model performance can be achieved using the Average
Precision (AP). The AP approximates the area under the
Precision-Recall curve for each behavior class. We compute
AP as in [1]. Assuming a continuously valued model out-
put (eg, the confidence of the model that a given frame was
of class X), we first define 104 bins of equal size, spanning
the range of values in the model output. For each bin τj ,
we then compute model precision P (τj) and recall R(τj),
where predicted labels are created by assigning a positive
label to frames where the model output is greater than or
equal to τj , and a negative label otherwise. We then com-





We call the unweighted class-averaged AP the mean av-
erage precision (MAP).
6. Baseline Results
To evaluate the suitability of our dataset for the three
challenge tasks, we evaluated the performance of a naive
neural network-based approach to behavior label prediction
(Figure 6). For these baselines, we avoided incorporating
any significant domain-specific knowledge or feature engi-
neering, and spent limited time exploring specialized net-
work architectures. We expect that a more tailored approach
should produce marked improvement above the baselines
provided here.
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Figure 6: Task setup. The set of animal poses across recent past, present, and recent future frames is used to predict the
observed behavior label on the current frame. Here we show a 1D convolutional neural network, but in general any model
may be used for classification.
Fully Connected 1D Convolution Recurrent Neural Network Self-Attention Network
Legend Behavior Fully-connected layer Hidden units Attention layer
Figure 7: Baseline models. Different baseline setups we evaluated for behavior classification. The input frame coloring
follows the same convention as Figure 6: past frames in green, current frame in orange, and future frames in cyan.
6.1. Model Input
Each frame in the CalMS21 dataset is represented by a
flattened vector of 28 values, representing the (x,y) location
of 7 keypoints from each mouse (resident and intruder). For
our baselines, we normalized all (x,y) coordinates by the
resolution of the video (1024 × 570 pixels). Associated
with these (x,y) values is a single behavior label per frame:
in Tasks 1-2, labels may be “attack”, “mount”, “investiga-
tion”, or “other” (i.e. none of the above), while in Task 3,
we provide a separate set of binary labels for each behav-
ior of interest. The proportion of frames annotated for each
behavior is shown in Table 1.
We do not require behavior classification models to be
causal, so information from both past and future frames can
be used to estimate animals’ behavior. Thus, in the most
general form, the input to our model is a stacked set of an-
imal poses from the immediate past, the present frame, and
the immediate future, and the model is trained to predict the
behavior label only for the present frame (Figure 6). We
refer to our input stack of poses across frames as an input
trajectory, where the number of past and future frames in-
cluded in the input trajectory is a model hyperparameter.
Table 3 shows the performance for settings when single
frame, only past frames, and both future and past frames
are used.
Neighboring frames in input trajectories are highly cor-
related. Therefore, to sample a broad temporal win-
dow without significantly increasing the dimensionality of
model input, we introduced a skip factor as a second hy-
perparameter. For a given input trajectory, a skip factor of
N signifies that only every N th frame is used when sam-
pling past/future frames. Given current frame t, sampling
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50 future frames with a skip factor of 2 would produce a
stack of frames {t, t + 2, t + 4, ...t + (2 × 50)}. We note
that more sophisticated compression methods, such as non-
uniform downsampling or interpolation, could lead to better
representations of temporal data.
6.2. Data Augmentation
Behavior labels should be invariant to certain features of
the raw pose data, such as the absolute location of the two
animals in the arena. We therefore augmented our training
data using transformations of animal locations, including
random rotations, translations, and reflections of the pair
of mice. To preserve temporal and relative spatial structure,
the same transformation was applied to all frames in a given
input trajectory, and to all keypoints from both mice on each
frame.
This data augmentation method did not significantly im-
prove model performance for Task 1, although it did im-
prove performance on the more data-limited Tasks 2 and 3.
It is possible that a more thorough form of data augmen-
tation, incorporating additional domain-specific knowledge
of animal behavior, could further improve model perfor-
mance. Alternatively, performance on behavior classifica-
tion tasks could be improved by using domain knowledge
to remove non-informative sources of variance, for exam-
ple by transforming animal trajectories from allocentric to
egocentric coordinates.
6.3. Model Architectures Tested
We explored a family of neural network-based classifi-
cation approaches for Task 1, including a fully connected
network, a 1d convolutional network, a recurrent neural net-
work with LSTM units, and a self-attention network (Fig-
ure 7). Each model included two to five layers of hidden
units, followed by a densely connected output layer con-
taining four units for each of the four classes (including
”other”), normalized using a softmax transformation. The
class with the highest confidence score was taken to be the
predicted label for the given frame. All models were trained
using categorical cross entropy loss [15], using an 80/20
split of the challenge dataset into training and validation
sets.
Following our preliminary exploration, we found that the
model performs well when including 100 past frames and
100 future frames, with a skip factor of 2, in the input tra-
jectory. This means that our input trajectory included every
other frame from 200 frames before the current frame to
200 frames after the current frame (or +/-6.667 seconds).
We used these values for all tested models.
We also explored other hyperparameter values within
each model, including the number of units per layer and the
learning rate. Settings of these parameters may be found in
the project code. Among the explored architectures, we ob-
tained the highest performance using the 1D convolutional
neural network (Table 2). We therefore used this architec-
ture for baseline evaluations in all subsequent sections.
6.4. Single-Frame and Causal Models
While our baseline models use both past and future
frames to classify behavior, an ability to predict behavior
without knowledge of the future is useful in some settings,
such as for real-time behavior classification during closed-
Behavior F1 Score PrecisionFully Conn LSTM Self Attn 1D Conv Fully Conn LSTM Self Attn 1D Conv
attack 0.5790 0.4384 0.4355 0.5900 0.4535 0.3471 0.4276 0.5038
investigation 0.7330 0.6822 0.5882 0.7450 0.7760 0.7522 0.6356 0.8308





















Fully Conn. LSTM Self Attn 1D Conv
Table 2: Comparison of different architectures tested on Task 1. The structure of each model is shown in Figure 7.
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Behavior F1 PrecisionSingle Frame Causal Full Single Frame Causal Full
attack 0.1214 0.5451 0.5900 0.0762 0.4193 0.5038
investigation 0.6898 0.6759 0.7450 0.8033 0.8392 0.8308

























Single Frame Causal Full
Table 3: Performance of baseline models when predicting just from the current frame (”Single Frame”), from past + current
frames (”Causal”) and from past, present, and future frames (”Full”). Causal and Full models use our 1D convolution network
baseline; the single frame baseline uses a fully connected network, as 1D convolution does not make sense for single frame
data.
loop experiments [38, 17, 24]. We additionally evaluate
our 1D convolutional baseline model on Task 1 given only
past and current frames. For comparison, we also investi-
gated model performance given only the pose on the current
frame.
Including future frames improved model performance in
nearly all metrics, likely due to improved prediction of be-
havior onset (Table 3). While the single-frame model was
comparable in performance to the causal model for investi-
gation and mounting, we observed that single-frame models
performed poorly when classifying attack, which is primar-
ily identified by the speed and acceleration of animal move-
ment.
6.5. Task 1 Baseline Model Results
In Task 1, we used our 1D convolutional neural network
model to predict attack, investigation, and mount behaviors,
given pose trajectories including 100 past frames, the cur-
rent (to-predict) frame, and 100 future frames, generated
with a skip factor of 2 (Figure 6). Performance of the model
under these conditions is summarized in Table 4.
In training the baseline model, we opted not to address
the class imbalance shown in Table 1. We expect that per-
formance of our baseline model on rare classes such as at-
tack and mounting could be improved by taking class im-





























Table 4: Baseline results for Task 1
We found that many prediction errors are localized
around behavior transition boundaries, as shown in Figure
8. These errors likely arise in part from annotator variability
in identifying the start and stop frames of a given behavior
bout. A more detailed analysis of intra- and inter-annotator
variability is included in MARS [40].
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Figure 8: Example of errors from a sequence of behaviors from Task 1, showing errors at behavior transitions.
Annotator Behavior F1 PrecisionPre-trained Fine-tuned Pre-trained Fine-tuned
1 attack 0.7431 0.7916 0.7429 0.8056
1 investigation 0.7823 0.8197 0.9129 0.8869
1 mount 0.8737 0.8899 0.8145 0.9368
2 attack 0.8019 0.8226 0.8320 0.8735
2 investigation 0.8466 0.8772 0.9597 0.9461
2 mount 0.7081 0.7111 0.7135 0.7344
3 attack 0.6908 0.6991 0.7092 0.7767
3 investigation 0.5539 0.6192 0.6729 0.6286
3 mount 0.7623 0.7861 0.7579 0.8117
4 attack 0.5845 0.7004 0.4739 0.6951
4 investigation 0.6428 0.6860 0.7536 0.6724
4 mount 0.9362 0.9175 0.9460 0.9030
5 attack 0.6704 0.6582 0.8213 0.6527
5 investigation 0.8025 0.8201 0.8776 0.9053





































































Table 5: Baseline results for Task 2
6.6. Task 2 Baseline Model Results
Similar to Task 1, Task 2 involves classifying attack, in-
vestigation, and mount bouts. However, in this task, our
goal is to capture the particular annotation style of different
individuals. This is an important step in identifying sources
of discrepancy in behavior definitions between datasets or
labs. Unlike Task 1, we do not provide a large training set
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for each annotator: for each new annotator, only six videos
are available.
Given the limited training set size in Task 2, training a
neural network from scratch may not work well. Therefore,
we used the model trained on Task 1 as a pre-trained model
for the baseline experiments in Task 2. Since the behaviors
in Task 2 are the same as those in Task 1, the pre-trained
models from Task 1 perform reasonably well in Task 2 out
of the box (Table 5, ”Pre-trained” columns). However, fine-
tuning of model parameters to each annotator allowed us to
improve model performance over this pre-trained baseline
in most cases (Table 5, ”Fine-tuned” columns.)
We found that allowing all weights of our pre-trained
model to be modified during fine-tuning often resulted in
overfitting of the training set, causing a drop in model per-
formance relative to the pre-trained model. This likely
arises in part due to class imbalance, which has a more sub-
stantial effect on model performance when the training set
is small.
To overcome this challenge, we trained the fine-tuned
network in phases. In the first phase of fine-tuning, we froze
weights in all layers except for the final, densely connected
output layer, and trained for a set number of epochs. The
number of initial fine-tuning epochs is another model hy-
perparameter which we tuned for each annotator. Follow-
ing this initial period of fine-tuning, we unfroze weights in
all layers and train until convergence on a validation set.
Following this approach, we were able to improve our per-
formance over the pre-trained model under most conditions
(Table 5.)
6.7. Task 3 Baseline Model Results
Task 3 is a data-limited classification problem with pre-
viously unseen behaviors. Although these behaviors do oc-
cur in the Task 1 and Task 2 datasets, they are not labelled.
The challenges in this task arise from both the low amount
of training data for each new behavior and the high class
imbalance, shown in the ”% Frames” column of Table 6.
For this task, we used our trained Task 1 baseline model
as a starting point. Due to the small size of the training
set, we found that models which did not account for class
imbalance performed poorly. We therefore addressed class
imbalance in our baseline model by replacing our original
loss function with a weighted cross-entropy loss in which
we scaled the weight of the under-represented class by the
number of training frames for that class; this was done sepa-
rately for each binary classifier. As in Task 2, we fine-tuned
our model for each behavior in two steps: first freezing all
but the output layer for a fixed number of epochs, and then
unfreezing all weights and allowing training to run to com-
pletion; the learning rate was hand-tuned on a per-behavior
basis. Results for Task 3 are provided in Table 6.
We found classifier performance to depend both on the
Behavior % Frames F1 Precision
behavior-0 3.25 0.3666 0.6733
behavior-1 1.47 0.1448 0.5833
behavior-2 14.0 0.3019 0.6246
behavior-3 19.3 0.4455 0.3444
behavior-4 0.90 0.0291 0.2474
behavior-5 4.74 0.3358 0.5980
behavior-6 9.29 0.3921 0.6103

























Table 6: Baseline results for Task 3
percentage of frames during which a behavior was ob-
served, and on the average duration of a behavior bout, with
shorter bouts having lower classifier performance. For most
behaviors, our trained classifiers had higher Precision than
F1 score, suggesting that recall of the baseline classifiers is
low and could be improved by addition of a more lenient
detection threshold. In our baseline analysis, we used the
same number of past and future frames for all behavior clas-
sifiers (100 past frames and 100 future frames, with a skip
factor of 2). It is likely that further adjusting frame counts
and skip factors on a per-behavior basis may help improve
performance on behaviors with shorter bouts.
7. Conclusion
We introduce CalMS21, a new dataset for detecting the
actions of freely behaving mice engaged in naturalistic so-
cial interactions in a laboratory setting. The released data
include over 70 hours of tracked poses from pairs of mice,
and over 10 hours of manual, frame-by-frame annotation of
animals’ actions. Our annotations of actions emphasize so-
cial behaviors, which occur when animals are in close prox-
imity, and depend on the posture and movements of both
animals.
Our dataset provides a useful new benchmark for eval-
uating the performance of multi-agent behavior classifiers,
part of the Multi-Agent Behavior Challenge 2021. In ad-
dition to reducing human effort, automated behavior clas-
sification can lead to more objective, precise, and scalable
measurements compared to manual annotation [3, 12]. Fur-
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thermore, techniques studied on our dataset can be poten-
tially applied to other multi-agent datasets, such as those
for sports analytics and autonomous vehicles.
In addition to the overall goal of supervised behavior
classification, we emphasize two specific problems where
we see a need for further investigation. The first of these
is the utility of behavior classifiers for comparison of anno-
tation style between different individual labs. The ability
to identify sources of inter-annotator disagreement is im-
portant for the reproducibility of behavioral results, and we
hope that this dataset will foster further investigation into
the variability of human-defined behavior annotations. A
second problem of interest is the automated detection of
new behaviors of interest given limited training data. This
is especially important for the field of automated behavior
analysis, as few-shot training of behavior classifiers would
enable researchers to use supervised behavior classification
as a tool to rapidly explore and curate large datasets of be-
havioral videos.
Alongside manually annotated trajectories provided for
classifier training and testing, we include a large set of unla-
beled trajectory data from nearly 300 videos. The unlabeled
dataset may be used to improve the performance of super-
vised classifiers, for example by learning self-supervised
representations of animal trajectories [41], or it may be used
on its own for the development of unsupervised methods for
behavior discovery or trajectory forecasting.
In this dataset release, we have opted to emphasize the
supervised classification of behavior from keypoint-based
animal pose estimates. The remarkable rise in popularity
of markerless pose estimation in behavioral neuroscience
can be attributed to the emergence of easy-to-use tools for
pose estimation that require only small amounts of training
data [30, 35, 16]. However, it is possible that raw video
data, or features derived from video, could also be used for
behavior classification. To emphasize keypoint-based clas-
sification method, our dataset does not include raw video
data- however an interesting future direction for investiga-
tion would be to determine under what circumstances inclu-
sion of video data may improve the performance of behavior
classifiers.
Finally, we also note the power of unsupervised behav-
ior analysis methods for identifying actions of animals that
a human annotator may not be able to reliably annotate. Re-
cent single-animal work has shown that unsupervised pose
analyses can enable the detection of subtle differences be-
tween experimental conditions [48]. While the three Tasks
included in this dataset release emphasize supervised learn-
ing, our large collection of unlabeled trajectories may be
useful for the development of similar methods in socially
interacting mice. A common problem in unsupervised anal-
ysis is evaluating the quality of the learned representation.
Therefore, an important topic to be addressed in future work
is the development of appropriate challenge tasks to eval-
uate the quality of unsupervised representations of animal
movements and actions.
We value any input from the community on CalMS21
and the MABe Challenge. If you have any sugges-
tions, or would like to add your multi-agent behavior
dataset to future years of MABe, you can reach us at
mabe.workshop@gmail.com.
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