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1.1 Motivation: hydrogen storage
The extensive research efforts to realize the hydrogen economy are motivated by finite and
diminishing petroleum reserves and increasingly dire environmental issues associated with con-
tinued reliance on fossil fuels. The obstacles preventing conversion to the hydrogen economy are
primarily technological. We simply do not yet possess the means to produce, store, and utilize
hydrogen in ways that can compete economically with fossil fuels. According to a recent United
States Department of Energy (DOE) report, storage of hydrogen remains the most difficult of
these technological challenges [1].
The goal of hydrogen storage research is to fit as much hydrogen as possible in a given volume
while minimizing the additional mass and volume required for the storage material. The metric
for evaluating all hydrogen storage materials is the wt %, defined as the ratio of the mass of the
stored hydrogen to the mass of the storage system. A high wt % is required to make hydrogen
a viable alternative to fossil fuels in practical applications. For example, the storage system on
a car powered by a hydrogen fuel-cell must be of of comparable weight and size to current gas
tanks for the technology to gain acceptance. The Department of Energy has determined that
the hydrogen storage density of 9 wt% is required to enable vehicles with fuel-cells to replace
petroleum-fueled vehicles on a large scale [2, 3].
Because two-thirds of United States oil consumption goes to meet the needs of transportation,
vehicle applications and the constraints they impose provide the primary rubric against which
hydrogen storage technologies are evaluated [2]. In addition to density considerations, hydrogen
storage mechanisms for vehicle applications must have fast kinetics and be fully reversible,
durable, and safe [1, 4]. At present, however, the density constraint remains the most difficult
to overcome [4]. Indeed, the current state of the art materials are unable to meet even the
1
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near-term DOE goal of 6 wt % [5].
Simply meeting the target storage density is not enough, however, because a practical hy-
drogen storage system must also be able to quickly and reversibly absorb and release gas under
ambient conditions. To satisfy this requirement, the binding energy of a hydrogen molecule
to a candidate material must be just right. If the binding energy is too low, extremely low
temperature or high pressure is required to store the gas, but if the binding energy is too high,
prohibitively high temperatures are required to release gas from the system. The ideal value for
the binding energy may be estimated by requiring that the system be at or near equilibrium at
standard temperature and pressure so that small changes in either parameter may drive uptake
or release of hydrogen. For thermodynamic processes at constant temperature and pressure,
such as the adsorption of H2 by a material, the appropriate condition for equilibrium is that the
change in Gibbs free energy equals zero:
∆G = ∆H − T∆S = 0, (1.1)
where ∆H is the change in enthalpy of the system, T is the temperature, and ∆S is the change
in entropy [6]. For the case of hydrogen in a storage material, ∆H is the binding energy and
∆S is the entropy of the surrounding gas. The entropy of hydrogen gas at 298 K and 1 atm
is 131 J/K·mol [6]. Using eq. 1.1, we find that the ideal binding energy for practical hydrogen
storage is approximately 40 kJ/mol.
This thesis concerns hydrogen stored in C60 molecules. Pure, solid C60 will likely never be
a practical means of hydrogen storage because it satisfies neither the density nor the energy
requirements discussed above. The binding energy of H2 in C60 is only about 10 kJ/mol.
Therefore, high pressures on the order of 100 atm are required, and the safety issues associated
with driving around with hydrogen at high pressure are prohibitive. Further, this system can
store at most only one hydrogen molecule per C60 molecule. This limits the maximum wt %
achievable with H2 in C60 to the ratio of the masses of the two molecules, 2/720 ≈ 0.3 wt %. Of
course this storage density can be achieved only in the limit of infinitely high pressure, and at the
maximum pressure available in our lab, 1500 psi, only about one third of the available storage
sites are filled. This constraint reduces the maximum storage density to 0.1 wt %. This storage
density is two orders of magnitude smaller than those required to be competitive with petroleum
fuel. To put the inadequacy of C60 as a practical hydrogen storage material in perspective, a
buckyball-powered car would need four metric tons of C60 to go as far on one tank of hydrogen
as a gasoline-powered car with a 15 gallon tank. This amount of C60 is about twice the weight
of a large car.
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However, the unique properties of solid C60 make it an attractive system in which to study
hydrogen storage. As efforts continue to develop novel materials capable of hydrogen storage
densities much greater than is possible in C60 and with near-optimal binding energies, it is
insufficient simply to create a new material, measure its hydrogen uptake, and move on to
the next material. To make progress in hydrogen storage research, we must obtain a detailed
physical understanding of the interactions that bind hydrogen to a host material. Because
hydrogen binds to C60 at a single, well-defined site, understanding the quantum dynamics of
H2 in C60 is a relatively simple task, making it possible to gain the necessary details of the
hydrogen–host interactions. As discussed below, studies of H2 trapped in C60 are relevant to
broader efforts in hydrogen storage research in two primary ways: by providing insight into
the interactions of H2 molecules with curved carbon structures and by shedding light on the
dynamics of trapped hydrogen in general.
1.1.1 The C–H interaction potential
Various forms of nanostructured carbon have attracted much attention as possible materials
for practical hydrogen storage [7]. Carbon nanotubes generated a great deal of controversy
because of conflicting reports of the storage capacity of nanotubes, with some erroneous results
as large as 20 wt % [8]. The concensus, however, seems to be that the the hydrogen uptake of
nanotubes is too low for vehicle applications [9, 10, 11]. While the carbon-hydrogen interaction
in these materials is too weak for practical storage at ambient conditions, the interaction between
hydrogen and metals is too strong [12]. By binding metals to carbon-based nanostructures, it
is hoped that an optimum middle ground may be achieved. Theoretical studies suggest great
promise for organometallics [3, 5], but the experimental realization of these ideas is presently
lacking.
Critical to all these studies of hydrogen storage in nanostructured carbon materials is a
detailed knowledge of the C–H interaction potential. Obtaining such information is complicated
in the case of carbon nanotubes because of the difficulty in obtaining pure and well-characterized
samples. One might attempt to apply earlier studies of graphite to the problem, but Herman and
Lewis have shown that the well-known potential for hydrogen interacting with graphite surfaces
does not adequately represent the interaction of hydrogen with curved carbon surfaces such as
those found in C60 and nanotubes [13]. It is possible, however, to obtain high-quality crystalline
samples of C60, and the unique binding site for H2 in this system is well understood. C60–H2
is therefore the simplest system available that adequately approximates the C–H interaction
potential in carbon materials of interest for practical hydrogen storage. We expect that studies
of C60–H2 will provide insight into processes occurring in promising novel organic materials.
3

























Figure 1.1: DRIFT spectra at room temperature of H2 in C60 (left) and in MOF-5 (right).
Identifying features common to both spectra allows us to apply what we know of H2 in C60 to
H2 in MOF-5.
1.1.2 Spectroscopy of trapped hydrogen
In addition to studying the C60–H2 system to learn about the C–H interaction potential for
nongraphitic carbon, this system also provides some general insight into the quantum dynamics
of trapped hydrogen. Hydrogen storage research presently focuses much attention on H2 ad-
sorption by organometallic compounds [5, 3, 12] and metal-organic frameworks [14]. Though
the exact degree of hydrogen adsorption by these materials remains under debate, some reports
suggest that materials such as metal-organic framework 5 (MOF-5) may be near the thresh-
old for practical applications [15, 16, 17, 18]. To improve the the storage capacity of such
materials, however, the physical details of their interactions with adsorbed hydrogen must be
understood. Unfortunately, due to their high hydrogen uptake, the interactions of these materi-
als with adsorbed H2 molecules are necessarily complex. For example, as many as four distinct
H2 adsorption sites have been identified for MOF-5 [18]. This situation makes the modeling and
theoretical analysis of such systems difficult at best.
As a guide to such complex systems, C60–H2 presents a “simple” system with only one
distinct adsorption site. The simplicity of the C60–H2 system enables us to gain a detailed
understanding of the quantum dynamics of trapped hydrogen that may then be applied to other,
more complicated systems. Learning about C60–H2 is a bit like finding zero-order wavefunctions
in perturbation theory. We expect the dynamics of H2 in C60 to be similar to the dynamics of
H2 in more technologically promising materials so that we can “perturb” what we know about
the simple system to understand features of the more complex system.
4
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As an example of this idea, two spectra of trapped H2 are shown in Fig. 1.1, one for H2 in
C60 and another for H2 in MOF-5. The frequencies marked with arrows in both spectra note the
frequencies of the most intense rotational-vibrational transitions of free H2 in the gas phase. By
identifying these transitions in the C60–H2 spectrum (for example, the small peak at 4100 cm
−1
corresponds to Q(1)1), we observe a characteristic redshift relative to the gas phase values for
H2 in C60, and in addition we find that H2 behaves as a nearly free rotor in C60. Because H2 is
adsorbed by C60 at only one type of interstitial site, the peaks in the spectrum are well-defined
and identifying each transition is a relatively simple task. Looking at the H2–MOF-5 spectrum
in Fig. 1.1, on the other hand, we see that all the of the peaks are much broader and are therefore
more difficult to assign. Without the aid of the H2–C60 spectrum as a point of reference, the
situation might seem hopeless, but guided by H2–C60, we easily identify the redshift and see
that H2 in MOF-5 behaves as a nearly free rotor.
1.2 C60
The stable phase of carbon in bulk form under ambient conditions is graphite [19]. Graphite is
composed of stacks of two-dimensional hexagonal lattices of carbon atoms known as graphene.
Curvature may be introduced into a graphene sheet by creating pentagonal defects in place
of some of the hexagons. A formula due to Euler relates the number of faces (f), vertices
(v), and edges (e) in a polyhedron: f + v = e + 2. Restricting ourselves to a polyhedron
with only hexagonal and pentagonal faces, Euler’s formula specifices that exactly 12 pentagonal
defects provide the required curvature to deform a graphene sheet into a closed polyhedron
[19]. Molecular polyhedra formed in this way are known as fullerenes, named for geodesic dome
designer R. Buckminster Fuller.
Any number of hexagons may be used to make a fullerene, but it is energetically unfavorable
to have two adjacent pentagons because of the increased local curvature [19]. At least 20
hexagons are required to separate all 12 pentagons, and it turns out that the most abundant
fullerene has this minimum number of hexagonal faces for a total of 60 atoms at each vertex as
in C60, also known as buckminsterfullerene or the buckyball. The structure of C60 has the form
of a truncated icosahedron as shown in Fig. 1.2. The highly symmetrical structure of Fig. 1.2 is
formed by starting with three mutually orthogonal golden rectangles, connecting each rectangle’s
corners to their five nearest neighbors, and truncating the edges of the resulting icosahedron by
a factor of 1/3. To make the buckyball the right size, its dimensions are then multiplied by 7.1
Å and divided by the golden ratio.
1The meanings of this label and the others in Fig. 1.1 are explained in §2.4.
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Figure 1.2: Truncated icosahedral structure of the fullerene C60 containing 20 hexagonal and 12
pentagonal faces. The edges shared by two hexagons are double bonds while the edges defining
pentagons are single bonds.
Molecules with icosahedral symmetry such as C60 have the highest symmetry of any known
molecule [19]. This fact was key to the confirmation of the structure of C60 through the ob-
servation of a single nuclear magnetic resonance peak [20] and four infrared-allowed transitions
[21] following the initial discovery of C60 by Kroto et al. [22]. Studies such as in this thesis
were made possible shortly thereafter when it was discovered how to create large amounts of
C60-containing soot by evaporating graphite in a helium atmosphere, separating the C60, and
creating solid C60 by evaporating a benzene solution containing C60 [19, 23].
The structure of solid C60, ‘fullerite’, is face-centered cubic (fcc) at room temperature with
space group Fm3̄m as shown in Fig. 1.3.2 The lattice constant at room temperature is 14.17
Å with a nearest neighbor separation of 10.02 Å [19]. Because of the nearly spherical shape
of the C60 molecule, two types of large voids or interstitial sites exist between the molecules.
For each C60 molecule in the solid, there are two sites with tetrahedral symmetry and one
with octahedral symmetry. The smaller sites are formed by four C60 molecules arranged in a
tetrahedron. These sites have a van der Waals radius of 1.12 Å that is too small to admit bound
species such as H2. The tetrahedral sites are important in the dynamics of H2 diffusion within
the C60 lattice, however, because they connect the larger sites formed by six C60 molecules
arranged in an octahedron. With a van der Waals radius of 2.02 Å the octahedral sites are
2For information about space group structures, see Ref. [24].
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Figure 1.3: Face-centerd cubic lattice of C60 molecules with the room temperature C60–C60
distance (10.02 Å) and lattice constant (14.17 Å) marked. Each carbon atom is represented by
a sphere with radius equal to the van der Waals radius.
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Figure 1.4: Face-centerd cubic lattice of C60 molecules with the room temperature C60–C60
distance (10.02 Å) and lattice constant (14.17 Å) marked. Each carbon atom is represented by
a sphere with radius equal to the van der Waals radius.
large enough to accept a number of atomic and molecular species, including He, Ne, Ar, Kr,
Xe, H2, N2, O2, H2O, and CO [25]. In the room temperature phase the octahedral sites retain
octahedral symmetry despite the fact that C60 molecules are not spheres. The symmetry of the
octahedral sites is not lowered because the C60 molecules rotate freely at room temperature, and
this orientational disorder makes the C60s look like spheres from a symmetrical point of view.
Below 260 K solid C60 undergoes an orientational phase transition in which the free rotations
of the high temperature phase are converted to ratcheting motions between symmetrically equiv-
alent orientations. The relative center-of-mass positions of the C60 molecules do not change, but
the symmetry of the low-temperature orientations must be described with a four-molecule unit
cell so that the structure is effectively simple cubic with space group Pa3̄. This phase transition
is accompanied by a lattice contraction from 14.15 to 14.10 Å, a decrease of 0.4%, and further
cooling to 10 K reduces the lattice parameter to 14.04 Å [26]. Because the translational energies
of H2 in C60 are highly sensitive to the separation of the confining C60 molecules, this contraction
results in a shift in the translational frequencies of our observed spectra, as discussed in §5.3. In
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the low-temperature phase, the symmetry of the octahedral sites is lowered to S6. In octahedral
symmetry, points related by rotations of π and π/2 are equivalent, but in S6 symmetry, only
points related by rotations of π are the same. This change in symmetry has a pronounced effect
on our spectra, as explained in §5.2.
1.3 H2
The low mass of the H2 molecule gives it a large zero point energy when confined so that
quantum effects figure prominently in the behavior of trapped H2. For example, the small mass
of H2 also gives it a large rotational energy constant. Thus even at room temperature there
is significant population of the rotational ground state in which H2 is a spherical molecule, far
from the classical picture of a dumbbell that is commonly used. As a consequence, H2 forms a
quantum mechanical molecular solid below 14 K at 1 atm in which the molecules freely rotate
in their lattice sites all the way down to absolute zero [27].
The rotational characteristics of an H2 molecule concerns the motion of the protons. The
two protons in H2 are indistinguishable fermions, so the overall molecular wavefunction must
therefore be antisymmetric. If the spin part of the wavefunction is symmetric under exchange
of the protons, then the rotational part of the wavefunction must be antisymmetric, but if the
spin part is antisymmetric then the rotational part must be symmetric. The nuclei may occupy
either an anti-symmetric singlet state with s= 0 or a symmetric triplet state with s= 1 [28].
This leads to two kinds of H2: parahydrogen with nulcei in the singlet state and a symmetric
rotational wavefunction restricted to even values of the rotational quantum number J , and
orthohydrogen with nuclei in the triplet state and an anti-symmetric rotational wavefunction
restricted to odd J . Because the aptly named triplet state is triply degenerate while the singlet
state is nondegenerate and because the energy splitting between ortho and para hydrogen is only
0.75 meV, at room temperature ortho H2 molecules with odd J outnumber para H2 molecules
with even J by a ratio of 3:1. In the absence of magnetic impurities such as oxygen to flip the
nuclear spins, relaxation to the lower energy para H2 state occurs very slowly with a timescale
of days [25]. Thus on the timescales of the experiments presented here, cooling H2 to as low as
10 K leaves 75% of the molecules trapped in the J=1 ortho state.
Because H2 is a homonuclear diatomic molecule, the electrons are shared equally between
the nuclei and it has no permanent dipole moment. To absorb an incident photon, a molecule
must have a dipole moment that acts as a little antenna that interacts with the photon. Free
H2 is therefore infrared inactive, and we are able to observe it only through interactions with
the C60 host. The infrared activity induced by the electric field of the C60 host is discussed
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in §2.5. Being composed of four charges, H2 does possess a permanent quadrupole moment
in all states but the spherically symmetric rotational ground state. The electric field of the
H2 quadrupole moment may induce a dipole moment in the surrounding C60 molecules which
then interacts with incident photons, providing another means to probe the H2 molecule. This
quadrupole-induced dipole mechanism is discussed in §2.6.
1.4 Survey of experimental facts about H2 in C60
Neutron scattering experiments have shown that hydrogen binds to the octahedral interstitial
sites in solid C60 and that occupancy of the smaller tetrahedral sites is negligible [25]. In addition
double occupancy of the octahedral sites by two hydrogens is found to be negligible. With the
additional reasonable assumption that the adsorbed H2 molecules are distributed randomly
throughout the lattice and that they do not interact, all of the requirements for the Langmuir
model of adsorption are satisfied [29]. In this model, the isotherm resulting from a measurement






where the fitting parameter P0 is given by [30]
P0 ∝ exp(−Eb/kBT ). (1.3)
For H2 in C60 at 273 K, P0 = 160 bar. Therefore at the maximum attainable pressure for our
system of 100 bar, approximately one third of the octahedral sites in our sample of C60 contain
H2 molecules. From the form of eq. (1.3), we see that measuring P0 as a function of temperature
allows us to extract the binding energy Eb for H2 in C60 which has been found to be 68 meV.
From this binding energy we can find the well depth of the confining potential by adding the
zero-point energy of a three-dimensional harmonic oscillator, 32~ω. Using this method we find
the well depth for H2 to be 92 meV. This value is comparable to the theoretical well depth of
102 meV found by FitzGerald, et al. [25], but is significantly lower than the 130 meV predicted
by the potential of Herman and Lewis [13].
The diffusive properties of H2 within solid C60 are discussed here because they are critical to
the experimental technique used to obtain our low-temperature spectra. It has been found that
diffusion of H2 molecules in and out of a C60 grain occurs with a time scale that is proportional
to the square of the radius of the grain [31]. This expresses the common sense notion that given
an initial concentration of H2 molecules within a C60 grain, it takes longer for H2 to diffuse out
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of large grains than small ones. The radius-squared dependence of the diffusive time constant
allows us to increase the outgassing time from minutes to days by using large C60 crystallites
rather than powders of small grains. The role of this dramatic increase in the diffusive time
constant to our low-temperature experiments is discussed in §3.3.
1.5 Why go cold?
The infrared spectroscopy of H2 trapped in C60 at temperatures as low as 10 K is presented in this
thesis. Although several investigations at room temperature have been made [30, 32, 33, 34, 13],
much additional information may be extracted from the spectrum once the hydrogen is cooled
to its translational-rotational-vibrational ground state.
We probe changes in the vibrational, rotational, and translational states of trapped hydrogen
molecules. At room temperature H2 molecules are already in the vibrational ground state, but
as many as five rotational states and six translational states are significantly populated. As a
result our room temperature spectra contain many broad and overlapping peaks. This situation
hinders our ability to extract detailed information about the underlying quantum dynamics of
H2 in C60.
However, at temperatures in the range of 10–20 K, all of the rotational and translational
excited states freeze out, leaving the trapped hydrogen molecules in their quantum mechanical
ground state. Low temperatures simplify the infrared spectrum of H2 in C60 by removing many
of the overlapping peaks. In addition, because the C60 lattice vibrates less at low temperature,
the peaks are also sharper by more than an order of magnitude. This sharpness not only allows
us to more precisely determine the positions of previously observed peaks, it also enables the
observation of previously unknown fine structure in our spectra, which makes possible more
rigorous comparisons with theoretical models.
1.6 Thesis outline
This thesis is primarily a presentation and discussion of new low-temperature infrared spectra
obtained for hydrogen trapped in C60. A good fraction of the results and analysis contained
here may be found in more concise form in Ref. [35]. This work builds on several previous
investigations of H2 in C60, starting with the inelastic neutron scattering data of FitzGerald et
al. [25]. In a follow-up study to Ref. [25], Yildirim and Harris sought to explain the coupling
between the rotational and translational states of trapped H2 [36]. Their work serves as one
of the two major points of reference for the analysis of our new low-temperature spectra. The
11
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other theoretical study influential to this thesis is the recent analysis by Herman and Lewis of
the room temperature spectrum of H2 in C60 [13]. Many of the more qualitative or intuitive
theoretical aspects as well as the experimental work presented here build on the room tempera-
ture spectroscopy of H2 in C60 performed by FitzGerald et al. [30] and discussed in the Honors
Theses of Scott Forth and Marie Rinkoski [32, 33]. Finally, Christie Simmons’s Honors Thesis
provided a more detailed discussion of the dynamics of trapped H2, including a calculation of
the induced-dipole contribution to the spectrum.
The thesis is organized as follows. Chapter 2 discusses the theory of H2 quantum dynamics
and infrared spectroscopy of confined H2 molecules. The vibrational, rotational, and transla-
tional motions of H2 trapped in C60 are discussed, followed by an introduction to the quantum
mechanics of infrared spectroscopy. The chapter concludes with a discussion of the two domi-
nant modes of induced infrared absorption of H2 in C60, the overlap term and the quadrupole
term. In Ch. 3 the experimental equipment and procedures used in this study are reviewed, in-
cluding the DRIFTS technique, the custom-built DRIFTS cryostat, the procedure for obtaining
spectra at low temperature, and data analysis techniques. The results of these experiments are
presented in Ch. 4. Chapter 5 discusses the features of our low-temperature spectra such as the
interaction-induced redshift, the zero-phonon peaks, the translational sidebands, line profiles and
widths, the anharmonicity of the translational levels, and the fine structure in the translational
bands due to crystal field effects and rotational-translational coupling. Finally, conclusions and
opportunities for further investigation are presented in Ch. 6. Two appendices are included that
discuss the infrared spectroscopy of related systems such as H2 in C70 and H2 in MOF-5.
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Excitations of H2 in C60
2.1 H2 quantum dynamics
A diatomic molecule such as H2 has six degrees of freedom that may be divided into three basic
types of motion: vibration, rotation, and translation. In the classical picture of Fig. 2.1, three
coordinates (x, y, z) are required to describe the location of the H2 center of mass, two angles
(θ, φ) are required to describe the orientation of the H–H internuclear axis, and one coordinate
(ρ) is required to describe the relative separation of the two H atoms.
Quantum mechanically this means that the state of a confined hydrogen molecule may be
specified using six quantum numbers: three translational, two rotational, and one vibrational.
Changes in these quantum numbers corresponding to transitions from one quantum state to
another may be induced by the absorption of an incident photon at the appropriate energy.
This is the essence of infrared spectroscopy in which measuring photon absorption by the H2–
C60 system probes the quantum dynamics of the system. The three types of transitions are




Figure 2.1: A classical picture of the six degrees of freedom of a hydrogen molecule. When H2
is confined in C60 each of the three types of motion is quantized.
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discussed in turn below.
2.1.1 Vibrational
Knowledge of the exclusion principle and the fact that H2 molecules exist allows us to make
three qualitative assumptions about the form of the interaction potential versus internuclear
separation ρ between two H atoms in a hydrogen molecule. First, when the atoms are far apart,
they should not interact at all, so we expect the potential to asymptotically approach a constant
value as ρ→∞. Second, when ρ is very small, Pauli repulsion will keep the two atoms from
overlapping too much, so we expect the potential to approach +∞ as ρ→ 0. Finally, because
molecular hydrogen exists the interaction potential must admit bound states and there must be
a minimum in the potential at ρ = ρe.
It is in general not possible to find an analytical function that describes the internuclear
potential for all ρ, but fairly good approximate expressions have been found, and because of the
importance of the H2 vibrational spectrum to astrophysics, very accurate ab initio calculations
of the potential exist [38]. Ab initio values for the H2 internuclear potential are shown over
the separation range 0.5–4.0 Å in Fig. 2.2. These accurate values are computationally intensive
to obtain so it is desirable to find approximate closed-form expression for the potential. The
simplest commonly used expression for a molecular vibrational potential is the Morse potential
given by
U(ρ− ρe) = De (1 − exp [−β(ρ− ρe)])2 , (2.1)
where ρe is the equilibrium separation between the H atoms, β is a constant that depends on the
anharmonicity of the potential, and De is the depth of the well, equal to the dissociation energy
between the two H atoms plus the zero-point energy of the H2 molecule in the well [39]. Fitting
eq. (2.1) to the ab initio potential, we find that for the H2 molecule, De =4.736 eV, ρe =0.7407
Å, and β=2.217 Å−1, with the resulting potential shown in Fig. 2.2.
Looking in Fig. 2.2 at the shape of the potential near ρ = ρe, we see that it is approximately
parabolic for small displacements from equilibrium. Thus a harmonic approximation is valid for
low-lying vibrational states ν so that
Evib ≈ (ν + 1/2) ν0, (2.2)
where ν0 is the frequency of the fundamental vibrational transition, 4161 cm
−1. This approxi-
mation is discussed in detail in Christie Simmons’s Honors Thesis [34].
The harmonic approximation is particularly appropriate to our experiments in light of the
large energy separation (∼ 0.5 eV) between the ground and first excited vibrational states of
14






















Figure 2.2: Ab initio calculated values (blue line) for the vibrational potential of the H2 molecule
from Ref. [37] as well as the least-squares fit of a Morse potential (red line) to the ab initio values.
The parameters of the Morse potential in eq. (2.1) corresponding to this fit are De =4.736 eV,
ρe = 0.7407 Å, and β= 2.217 Å
−1. The energy difference between the ground and first excited
states in this potential is 0.515922 eV or 4161.17 cm−1 which corresponds to the frequency of
the fundamental vibrational transition of free H2.
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Figure 2.3: Population of vibrational ground (ν = 0, blue line) and excited (ν > 0, red line)
states of the H2 molecule versus temperature. There is virtually zero probability of occupation
of excited vibrational levels at room temperature and below. The characteristic temperature
above which vibrational excited states become appreciably populated is approximately 6000 K.
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Figure 2.4: Population of rotational ground (J = 0 and 1, blue line) and excited (J > 1, red
line) states of the H2 molecule versus temperature. Because the characteristic temperature
above which rotational excited states become appreciably populated is approximately 100 K, we
observe a strong temperature dependence in the rotational features of our spectra between 10
and 300 K.
H2 due to the small mass of the H atom. This energy difference is 20 times greater than the
canonical 25 meV room temperature thermal energy. Hence the probability of an H2 molecule
occupying a vibrational excited state at room temperature is e−20≈0. As shown in Fig. 2.3, we
expect nearly all of the H2 molecules in our sample to be in the vibrational ground state, and
therefore our DRIFTS technique probes only the first two vibrational levels.
So far this discussion of the vibrational dynamics of H2 has been limited to that of a free
molecule. It turns out that the influence of the C60–H2 interaction potential on the vibrational
states results in a 1% reduction in ν0 relative to free H2. This redshift of the vibrational spectrum
is discussed in detail in §2.3.
2.1.2 Rotational
In free space a diatomic molecule such as H2 exhibits quantized rotational motion in the two
degrees of freedom required to specify the orientation of the internuclear axis. As will be dis-
cussed in §2.2, the small dependence of the interaction potential on the orientation of the H2
molecule means that H2 in C60 behaves as a nearly free rotor. The rigid rotor model treats a
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diatomic molecule as two point masses rotating about their center of mass and connected by a
massless rod of fixed length as depicted in Fig. 2.4. From classical mechanics we know that the
energy of a rotating dumbbell such as this is E=L2/2I, where L is the angular momentum and
I=µr2 is the moment of inertia (µ is the reduced mass and r is the length of the rod). To recast
this model in the quantum regime, all that is required is to quantize the angular momentum of
the system so that L2 → ~2J(J + 1), where J is the quantum number labeling rotational states.





= BνJ(J + 1), (2.3)
where Bν is a rotational constant that depends on the vibrational state ν of the molecule. For
hydrogen in the ν = 0 state B0 = 59.3 cm
−1, and in the ν = 1 state B1 = 56.4 cm
−1 [40].
The rotational constant decreases with increasing ν because in vibrationally excited states, the
internuclear separation is greater and therefore the moment of inertia is larger.
The small mass of H2 makes its rotational constant much larger than those of all other
molecules. The energies of the rotational transitions are therefore quite large. For example,
according to eq. 2.3 the rotational contribution to the S(1) band in the fundamental vibration
spectrum of H2 has an energy of ES(1) = B1(3)(4) −B0(1)(2) = 558 cm−1= 69.2 meV. The ro-
tational energies are large enough that the perturbation due to the C60–H2 interaction potential
is quite small as mentioned previously, but they are also small enough that unlike the vibra-
tional states, we see a significant temperature dependence of the rotational state populations on
cooling from room temperature down to 10 K. Figure 2.4 shows the population of ground and
excited rotational states as a function of temperature.1 While our room temperature spectra
contain significant contributions from excited state transitions, below 100 K most of the excited
states have frozen out. The number of peaks in the spectrum is therefore reduced, making it
easier to deconvolute the individual transitions present in the spectrum.
2.1.3 Translational
In addition to vibrating and rotating, trapped hydrogen molecules exhibit quantized transla-
tional motion within the C60 octahedral sites as illustrated in Fig. 2.5. Now the relevant degrees
of freedom are the three required to specify the position of the H2 within the octahedral site.
The translational dynamics of H2 in C60 are determined by the C60–H2 interaction potential
discussed in §2.2. This potential is a complicated function of the position within the site, but the
center of mass motion of H2 trapped in C60 octahedral site may be approximated as a perturbed
1Recall from §1.3 that H2 comes in two varieties, ortho and para, that do not interconvert in the absence of
magnetic impurities. Both rotational ground states, J=0 and J=1 are included in the ground state population
of Fig. 2.4.
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Figure 2.5: Population of translational ground (n= 0, blue line) and excited (n > 1, red line)
states of the H2 molecule versus temperature. Because the characteristic temperature above
which translational excited states become appreciably populated is approximately 40 K, we
observe a strong temperature dependence in the translational features of our spectra between
10 and 300 K.
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isotropic harmonic oscillator as suggested by Fig. 2.6(b). The model of Yildirim and Harris
[36] uses spherical coordinates with quantum numbers N , L, and mL while Herman and Lewis
[13] use Cartesian coordinates with quantum numbers nx, ny, and nz. These approaches are
equivalent at the level of the harmonic approximation, but different perturbing terms must be
added to bring the models into agreement with the data. These two approaches are complemen-
tary because while the Yildirim and Harris model is more easily applicable to the symmetry of
the low-temperature phase of C60, the Herman and Lewis model is approximately separable in
Cartesian coordinates so that simple one-dimensional calculations such as those in §5.5 may be
applied to the translational dynamics.
Details of the translational energies and transitions of H2 in C60 are discussed in §5.3 and
5.5, but to determine the temperature dependence of the translational transitions, it is sufficient








where n is the translational quantum number. Our low temperature data suggest that the
spacing ~ω between translational levels is approximately 120 cm−1 at 10 K. This energy spacing
is significantly smaller than that of the rotational levels, and we must cool the system below 40
K to have fewer than 10% of the trapped hydrogen molecules making transitions from excited
translational states.
In reality the interaction potential discussed in the following section results in somewhat
anharmonic translational levels. This anharmonicity is responsible for much of the width of the
main peaks of the room temperature spectrum. One of the primary advantages of obtaining
spectra at low temperature is to put the trapped H2 in its translational ground state so that the
width due to the anharmonicity is eliminated.
2.2 The C60–H2 interaction potential
The infrared spectrum of H2 in C60 differs from that of free H2 because of the effects of the
confining potential of the C60 lattice. This potential leads not only to the translational sidebands
that dominate our spectra, but also to shifts in the vibrational and rotational energies of the H2
molecule.
The C60–H2 interaction potential may be expressed as an atom-atom potential. In this
approach the complete C60–H2 potential is written as a sum over the potentials between each
hydrogen atom and the sixty carbon atoms of each of the six surrounding C60 molecules [41, 25,
13]. The interaction potential between each pair of atoms in the C60–H2 system may be modeled
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as a competition between the positive energy contribution of a short-range repulsive (or overlap)
term and the negative energy contribution of a long-range attractive (or dispersion or London
or van der Waals or induced dipole-dipole) term. For two charge distributions interacting at a
separation r, the attractive term has been calculated to vary as r−6 [42, 43], while the repulsive
term is generally so difficult to calculate, even for simple charge distributions, that it is typically
modeled empirically as some rapidly decaying function of r such as r−12 or exp(−r). Thus
the two most common forms of an atom-atom interaction potential are the Lennard-Jones 12–6
potential and the Buckingham exp–6 potential. Herman and Lewis [13] have shown that the
exp-6 form of the potential produces better agreement with the experimental data. We therefore














where rij is the separation vector between atoms i and j. The constant ǫ sets the depth of the
potential well for the atom-atom interactions and σ gives the separation at which the repulsive
and attractive terms are equal in magnitude. The constant β sets the strength of the overlap
repulsion and may be assumed to be independent of the particular system in question so that
its value may be fixed at 11.2912/σ [13].
Because much of the motivation for studying H2 in C60 derives from a desire to understand the
C–H interaction potential for non-graphitic carbon, the particular values of ǫ and σ appropriate
for the H2–C60 system are of great interest. Herman and Lewis [13] found best agreement
between calculated and experimental spectra for ǫ = 3.25 meV and σ = 3.22 Å.
The angular corrugation of the potential given by eq. 2.5 is actually quite small; that is,
VC60−H2 is nearly spherically symmetric. FitzGerald et al. found that the barrier between ori-
entations for which the potential is a maximum and for which it is a minimum is on the order
of 1 meV [25]. This barrier only slightly perturbs the free rotation of a trapped H2 molecule,
however. As discussed above in §2.1.2, the small mass of the molecule makes the separation in
rotational energy levels quite large, on the order of 50 meV. Despite the tight confinement of
H2 in C60, trapped H2 nearly freely rotates within the C60 interstitial sites.
Because of the small size of the angular corrugation of VC60−H2, the potential in eq. (2.5)
may be put in a more manageable form by assuming that the C60 molecule is orientationally
disordered and integrating over all orientations so that the C atoms of the C60 molecules become
smeared uniformly over the surface of a sphere [25]. This simplifies the separation vectors rij
so that the potential is now a function of only the distance R between the H2 molecule and the
center of the C60 and the radius a (3.551 Å) of a C60 molecule. After performing this averaging,
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Figure 2.6: One-dimesional C60–H2 interaction potential (eq. 2.6) for a hydrogen molecule
displaced a distance x from the center of the C60 octahedral site. For reference, the carbon
nuclei are located at ±3.54 Å and the RMS displacement of a H2 molecule is approximately 0.45
Å in the translational ground state [25]. (a) provides an expanded view of the potential while
(b) zooms in to the level of typical H2 displacements. In (b), a parabola was fit to the potential
over the interval −0.5 ≤ x ≤ 0.5.


























In Chapter 5 we analyze the translational energies of H2 in C60 using a one-dimensional version
of (2.6), in which case R = d ± x, where d (7.087 Å) is the distance from the center of a C60
molecule to the center of the octahedral site and x is the displacement of the H2 molecule from
the center of the octahedral site. A plot of the potential for the one-dimensional case is shown
in Fig. 2.6. In Fig. 2.6(a) we see that for large displacements from the center of the octahedral
site, the repulsive term of eq. (2.6) dominates and the potential resembles a square well more
closely than a harmonic potential. However, at low temperature (in the translational ground
state), the RMS displacement of a H2 molecule is only ∼0.45 Å [25]. Thus the zoomed-in scale
in Fig. 2.6(b) provides a more accurate view of the potential felt by the H2 molecule. On this
scale we see that the potential is much more nearly harmonic, as illustrated in Fig. 2.6(b) where
the potential for displacements between ±0.5 Å was fit to a parabola. The observed agreement
between the fit and the potential shows why the translational states of H2 in C60 may be modeled
as a slightly anharmonic oscillator. For higher excited states, however, the RMS displacement
increases and the anharmonicity becomes more pronounced.
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In addition, we note in Fig. 2.6 that the potential is negative for small displacements. This
reflects the fact that the C60 molecules forming the octahedral site are separated by a great
enough distance that the long-range attractive term of the potential dominates at and near
the center of the well. Indeed, using eq. (2.6) we find that the attractive term is larger than
the repulsive term at the center of the octahedral site by a factor of five. The energy of a
translational state relative to zero potential is the binding energy of a hydrogen molecule in an
octahedral site. As shown in the next section, §2.3, the net attractive potential and hence the
large binding energy for the first few translational states leads to the large frequency redshift
observed in our spectra.
2.3 Interaction-induced redshift
In all of the experiments described described here, we observe the ν = 0 → 1 fundamental
vibrational transition. Because the interaction of H2 with C60 is stronger in the ν = 1 state
than in ν=0, there is a coupling between the H2 vibrational states and the interaction potential
that shifts the energies of trapped H2 vibrational transitions relative to those of free H2. The
interaction potential modifies the rotational transitions as well, but this effect is an order of
magnitude smaller than the perturbation of the vibrational transitions. The observed frequencies
of the transitions in the infrared spectrum of H2 trapped in C60 are redshifted by approximately
50 cm−1 relative to the frequencies observed for the corresponding transitions in gas phase H2.
The redshift is shown below to be proportional to the difference in binding energy between
the initial and final states involved in the transitions, or equivalently, to the difference in the
polarizability of H2 in the two states. Another way of thinking about the redshift is that the
attractive interaction potential stretches the H–H bond in the H2 molecule and reduces the
energies of the rotational and vibrational transitions. This interpretation is discussed at the end
of the section.
The C60–H2 interaction potential gives rise to a frequency shift relative to free H2 that we will
call ∆ν. For a transition between energy states Ei and Ef , the frequency shift is the difference
between the transition energies of the H2 molecule in the host lattice and in the gas phase:











(EH − EG)f − (EH − EG)i
]
, (2.7)
where the subscripts H and G refer to H2 in the C60 host and in the gas phase, respectively.
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Because we observe the magnitude of the redshift (∼50 cm−1) to be small relative to the energies
of the rotational-vibrational transitions (∼4000 cm−1), the energy differences in (2.7) may be
approximated using first order perturbation theory. The first order correction E1 to an unper-
turbed energy level E0 associated with a state ψ subject to a perturbing Hamiltonian H ′ is
given by the expected value of H ′ in state ψ: E1 = 〈ψ |H ′|ψ〉 [28]. In our case, E0 corresponds
to the energy of an H2 state in the gas phase, E
0 + E1 is the energy in the C60 host, and H
′
is VC60−H2, the interaction potential. To find the frequency shift to first order, we calculate
the difference in the expected values of VC60−H2 in the initial and final states involved in the
transition. For zero-phonon transitions in which ni =nf =n (these are the only transitions that
have well-defined energies in the gas phase), and assuming that the rotational states do not vary
with n, we have
(EH − EG)f = 〈ν = 1, Jf , n |VC60−H2 | ν = 1, Jf , n〉 ≡ 〈V 〉f and
(EH − EG)i = 〈ν = 0, Ji, n |VC60−H2 | ν = 0, Ji, n〉 ≡ 〈V 〉i . (2.8)




(〈V 〉f − 〈V 〉i) . (2.9)
The observed frequency shift is a tradeoff between a redshift due to the attractive part of
the potential and a blueshift due to the repulsive part [44] so that (2.9) may be separated as














Here 〈Va〉i and 〈Vr〉i are the expected values of the attractive and repulsive parts of the interac-
tion potential in the initial state, and ᾱ0,Ji and ᾱ1,Jf are the isotropic polarizabilities of the H2
molecule in the initial and final states. The dependence on the polarizabilities of eqs. (2.11a and
2.11b) may understood by going all the way back to eq. (2.5) and noting that the parameters ǫ
and σ that set the strength of the interaction potential are proportional to the polarizabilities of
both C60 and H2 [25, 42, 43]. Because the polarizability of the H2 molecule changes between the
intial and the final states [46], the interaction potential is also different in these two states. In
24
2.3. Interaction-induced redshift
Table 2.1: Calculated isotropic (ᾱ) and anisotropic (∆α) static dipole polarizabilities (in a30) of
the H2 and D2 molecules in several of the rotational-vibrational states of commonly encountered
in our research (all values reproduced from Kolos and Wolniewicz [46] except ν=1, J=1 which
is from Rychlewski [47]).
H2 D2
ν J ᾱ ∆α ᾱ ∆α
0 0 5.4139 2.0239 5.3453 1.9584
0 1 5.4235 2.0317 5.3500 1.9623
0 2 5.4427 2.0474 5.3595 1.9699
0 3 5.4714 2.0709 5.3738 1.9814
0 4 5.5096 2.1022 5.3928 1.9968
0 5 5.5571 2.1415 5.4165 2.0160
1 0 5.8846 2.4862 5.6745 2.2764
1 1 5.8985 2.5014 5.6826 2.2862
fact, the polarizability of the H2 molecule is the only contributor to eq. (2.5) that depends on the
rotational-vibrational state of the H2 and hence all other aspects of the potential cancel out in
taking the difference between 〈V 〉i and 〈V 〉f in eq. (2.9). For reference, the static polarizabilities
of the H2 and D2 molecules in several rotational-vibrational states are reproduced from Kolos
and Wolniewicz [46] in Table 2.1.







where σH2 and σC60 are the Lennard-Jones parameters for H2 and C60 with values of 2.97
and 9.22 Å, respectively [48, 49]. This parameter is required to adjust the change in 〈Vr〉 with
polarizability because the exact functional form of the repulsive term of the potential is unknown.
Using the Lennard-Jones parameters quoted above, we find that y has a value of about 10 for
C60–H2. Therefore, if V were dominated by the repulsive part, the term in parentheses in
(2.11b) would represent a 10% contribution to ∆ν. However, as discussed above in §2.2, 〈V 〉
is dominated by the attractive part for all thermally populated translational states at room
temperature and below.2 Thus to within 1–2%, the term in parentheses in (2.11b) may be set
2The relative contribution of the attractive and repulsive terms depends on n because as n increases, so does the
RMS displacement of the H2 molecule within the octahedral site; cf. Griffiths, Fig. 2.7 [28]. Because Vr ∝ exp(−r)
and Va ∝ r
−6, as the displacement increases (r decreases) the repulsive term becomes more important relative to
the attractive term.
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Modeling the translational motion of H2 in C60 as an isotropic three-dimensional harmonic
















where E0 is the C60–H2 potential minimum, and ~ω is the spacing between translational levels
[44]. The term (n+3/2)~ω gives the total energy of the 3D harmonic oscillator and the factor of
1/2 in front is from the Virial Theorem to give the average potential energy of the oscillator. As
an alternative to the approximate harmonic model, if the translational energies of the trapped
molecule are known, as they are for H2 in C60 [13], these energies may be used in place of the
harmonic energies.
2.4 Infrared spectroscopy
We use Fourier transform infrared spectroscopy (FTIR) to observe transitions among the translational-
rotational-vibrational states discussed in §2.1. Infrared spectroscopy probes the dynamics of a
system by shining infrared radiation on a sample and measuring how much gets absorbed by
the sample at each frequency. In practice, incoherent radiation with a blackbody spectrum is
used to probe a broad range of frequencies all at once by using a Michelson interferometer and
Fourier transforming the resulting signal as discussed in §3.5.
For a molecule to absorb a photon at a particular frequency, there must be a dipole moment
present in the system that can interact with the electric field of the incident photon. In addition,
the molecule must be able to make a transition between two states separated by an energy
difference equal to the energy of the photon so that ∆E = hν. Classically, one may think of the
vibrating, rotating, and translating molecule as an oscillating dipole acting as an antenna that
absorbs and emits radiation at frequencies resonant with its modes of oscillation. The quantum
mechanical description of this process is that the electric field E of the photon and the dipole
moment µ interact with an energy µ · E that acts as a time-dependent perturbation term in the
Hamiltonian of the system. It can be shown (see Ref. [28], §9.1–2) that the probability of this
perturbation inducing a transition between states |ψa〉 and |ψb〉 is proportional to the square of
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the matrix element of µ between the two states,
Pa→b ∝ |〈ψa |µ |ψb〉 |2. (2.15)
For our purposes it is important to consider when the transition probability in eq. 2.15 is
nonzero because these are the circumstances that create peaks in our spectra. First, the induced
transition probability is a resonance effect (see Ref. [28], §9.2) so that Pa→b is essentially zero
unless the energy of the incident photon is very close to the energy difference between the two
states. Second, it is evident from eq. 2.15 that the transition probability is zero if the dipole
moment is either zero (as is the case for free H2) or a constant (because |ψa〉 and |ψb〉 are
orthogonal). Finally, the functional form or symmetry of µ must be such that 〈ψa |µ |ψb〉 6= 0.
Because H2 has no intrinsic dipole moment, transitions can occur only when a dipole moment
is induced through interactions with the C60 host. There are two mechanisms by which this can
occur for H2 trapped in C60, and they are discussed below in §2.5 and 2.6 after a brief discussion
of the system of notation used in infrared spectroscopy.
As an experimental tool with a long history, infrared spectroscopy has developed an initially
baffling but ultimately quite convenient system of nomenclature for the transitions in a system.
The basic idea of the notation is that different letters refer not to different types of transitions
such as rotational or translational but to the change in the quantum number associated with any
type of transition. The letters needed to label the transitions studied in this thesis areO, P , Q, R,
and S which refer to changes in some quantum number of −2, −1, 0, +1, and +2, respectively. A
convention is then assumed for the placement of these letters to differentiate among the different
types of transitions. In this work, capital letters refer to rotational transitions (e.g., Q means
any rotational transition with ∆J = 0) while translational transitions will be labeled either
by subscripts (e.g., SP is a rotational transition with ∆J = +2 combined with a translational
transition with ∆n=−1) or by referring to a particular ‘branch’ of a rotational transition (e.g.,
the R-branch is a translational transition with ∆n= +1). When needed the initial rotational
quantum number is given in parentheses so that OR(2) is a transition starting in J = 2 with
∆J = −2 and ∆n = +1. To avoid confusion the translational transitions with ∆n = 0 will
be referred to as ‘zero-phonon’ transitions rather than Q transitions. Because every transition
studied here includes the fundamental vibrational transition ν = 0 → 1 (the vibrational R
transition), this transition will always be assumed and is not included in the labels. Finally, the
word band dates from a time when spectra consisted of a series of bright strips on a photographic
plate, but here it will be used, usually in the context of fine structure, to refer to the entire set
of peaks associated with some rotational transition.
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2.5 Overlap term
Any infrared activity of H2 must be induced through interactions with the C60 molecules. One
mechanism by which this may occur is when a dipole moment is induced on a hydrogen molecule
by the electric field of the surrounding C60 molecules. This effect is known as the induced-dipole
or overlap term because it results from the ‘overlap’ of the wavefunctions of the H2 molecule
and the C60 molecules when they are in close proximity. Christie Simmons provides a detailed
treatment of the overlap term in §6.3.2 of her Honors Thesis [34]. The presentation below
summarizes her results.
As mentioned in §2.2, the potential felt by an H2 molecule at the center of the octahedral
site is well approximated as spherical simple harmonic oscillator [25]. In this limit the induced
dipole moment on the H2 is the product of the H2 polarizability tensor α and a linear electric
field3 ~EC60 = −A~R so that
~µind,H2 = −αA ~R (2.16)
where A is a constant of proportionality that depends on the strength of the interaction and ~R
is the H2 center of mass displacement vector.
In a coordinate system with the z-axis parallel to the H2 internuclear axis, the polarizability
tensor is diagonal with components (α⊥, α⊥, α‖) on the diagonal. As in Table 2.1, α is tradition-





(α‖ + 2α⊥), ∆α = α‖ − α⊥. (2.17)
In the case of H2 it is known that the transitions arising from this induced dipole are domi-
nated by the isotropic part of the polarizability [50, 34] and that their intensity is proportional
to |〈ψa | ~Eph · ~µind,H2 | ψb〉|2, where ~Eph is the electric field due to the incident photon. This
matrix element may be factored into vibrational-rotational and translational components. The
vibrational-rotational states |ν Jm〉 are coupled by the isotropic polarizability ᾱ, while the trans-
lational states |nLmL〉 are coupled by the radial variation of ~EC60 and the angular variation
~Eph. For z-polarized light, the matrix element is
〈ψa | ~Eph · ~µind,H2 | ψb〉 = −A〈ν=0 Jm | ᾱ | ν=1 J ′m′〉〈n | ~R | n′〉〈LmL | Y 01 | L′m′L〉,
(2.18)
3The approximate nature of this model becomes clear when it is observed that this field violates Gauss’s Law
~∇ ·E = 0.
28
2.6. Quadrupole term
and for right- and left-circularly polarized light it is
〈ψa | ~Eph · ~µind,H2 | ψb〉 = −A〈ν=0Jm | ᾱ | ν=1J ′m′〉〈n | ~R | n′〉〈LmL | Y ±11 | L′m′L〉.
(2.19)
Equations 2.18 and 2.19 lead to selection rules for all overlap induced dipole transitions of ∆J=0
, ∆m=0, ∆n=±1, ∆L = ±1. The selection rule ∆mL = 0 or ±1 depends on the polarization of
the incident photon, but ∆mL = 0 and ±1 are allowed in our experiments because the infrared
radiation used is unpolarized. Because of the selection rule ∆J=0, the overlap term contributes
only to the Q transitions in this approximation, although there is a small contribution to the
S transitions when the anisotropic part of the H2 polarizability is taken into account. Also,
we see that in the harmonic approximation for ~EC60 the overlap term allows both the P - and
R-branch translational transitions. Zero-phonon modes with ∆n=0 are not allowed because the
inversion symmetry of the C60 octahedral site makes ~EC60 equal to zero at the center of the site.
Nonetheless, the zero-phonon modes have been weakly observed [30, 35], presumably because of
some mechanism that breaks the inversion symmetry of ~EC60 .
2.6 Quadrupole term
Because the wavelength of the incident infrared radiation (2–2.5 µm) is three orders of magnitude
larger than the dimensions of a single C60 octahedral site (∼ 1 nm), incident photons interact
with not only the trapped hydrogen molecules but also the surrounding cage of C60 molecules.
This means that if a hydrogen molecule induced a dipole moment on the surrounding C60s
that depended on the state of the hydrogen, then a photon could interact with the dipole
moment on the C60, but the dynamics observed would be that of the H2. Such an effect does
in fact occur—it has been shown that the other dominant contribution to the induced infrared
absorption of trapped H2 is the induction of a dipole moment on the host molecules by the
electric field of the H2 permanent quadrupole moment [13]. Just as in eq. 2.16 for the overlap
term, the magnitude of the dipole moment induced on the C60 molecules is proportional to the
H2 quadrupole field and to the polarizability of C60. Because C60 has a large polarizabilty (83 Å
3
[19]), the quadrupole-induced dipole should be quite large and make a significant contribution to
the observed spectrum. Herman and Lewis [13] have shown that this is the case. The important
fact about the quadrupole term is that it has a rotational selection rule ∆J =0,±2 associated
with it and is therefore almost solely responsible for the large S peaks observed in our spectra.
The goal of this section is to determine the selection rules associated with the quadrupole term,
not only for the J quantum number which is already known but also for the m quantum number
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as well. After an introduction to the properties of the quadrupole moment, two approaches to
this problem are discussed. The reader should be warned that what follows is highly technical
and the payoff is somewhat meager. There is no harm in skipping this section as long as one
keeps in mind that this quadrupole-induced dipole mechanism gives rise to the two S transitions
that appear in our spectra.








but the evaluation of eq. 2.20 may be difficult depending on the properties of ρ(x′). By expanding
the function 1/|x − x′|, it is possible to express Φ(x) as a ‘multipole expansion’ in which the
zero-order term is the charge, the first-order term is the dipole moment, the second-order term
is the quadrupole, and so on (see Ref. [51], §4.1). For the purposes of extracting selection rules,
it is more convenient to express the multipole expansion in spherical coordinates, but to allow
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 . (2.21)
In this expansion r is the distance to the center of the distribution, i, j ∈ {x, y, z}, q is the
total charge, p is the dipole moment, and Qij is the quadrupole moment [51]. Because the H2
molecule is neutral and has no dipole moment, the first nonzero term in the expansion is the









Because Qij = Qji and
∑
iQii = 0 [51], the quadrupole moment in general has five independent
components. However, for a diatomic molecule we may choose a molecular frame so that the
z-axis is the symmetry axis of the charge distribution [52]. Then only one component of the







From eq. 2.23 we see that the quadrupole moment may be thought of as a measure of the
departure of a charge distribution from spherical symmetry. A spherically symmetric charge
distribution has 3z2 = r2 so the quadrupole moment is zero (this is why the spherically symmetric
J=0 state of H2 has no quadrupole moment).
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To calculate selection rules it will be necessary to rotate out of the H2 frame into the fixed
frame of the surrounding C60 molecules. For this purpose we express the quadrupole moment
in spherical coordinates. In terms of the Racah spherical harmonics4 the multipole expansion of












Cm∗l (θ, φ), (2.24)
where the 2l-pole moments Qml are given by [53]
Qml =
∫
ρ(r) rl Cml (θ, φ)d
3r. (2.25)
Again we may rotate to a molecular frame so that the only component of Qml is Q
0
2 ≡ Q2 [52].
There is often ambiguity as to what is meant by the quadrupole moment of a molecule. Q2 might
be found in the literature differing by factors of 2 or e [53]. In quantum mechanical contexts
the quadrupole moment is usually taken to mean the matrix element 〈J,m=J |Q02 |J,m=J 〉
which is sometimes written 〈3z2 − r2〉 [27]. However, in determining selection rules, we are
concerned only with the symmetry properties of the quadrupole moment and not its numerical
value. By eq. 2.25, we see that under a rotation of the H2 internuclear axis by an angle (β, α)
to a space-fixed frame, Q2 transforms as C
m
l so that [52]
Qm2 = Q2C
m
2 (β, α). (2.26)
As a first approach to finding the quadrupole term selection rules, we started by considering
the H2 molecule in a molecular frame such that its quadrupole moment simply has some value
given by 〈3z2 − r2〉.5 The quadrupole moment was then rotated according to eq. 2.26 into a
space-fixed frame in which the coordinates of the surrounding C60 molecules were defined. The
electric field due to this quadrupole moment was then evaluated at the position of each C60
molecule, and the net quadrupole-induced dipole moment was calculated. By finding the net
dipole moment as a function of the H2 orientation (β, α), selection rules for ∆J and ∆m may
be calculated. The selection rule ∆J = 0,±2 is known [13], but the selection rule for ∆m has
not previously been determined. A ∆m selection rule will be crucial to any understanding of
the spectral fine structure accessible in our low temperature experiments (§5.6).




4π/(2l + 1) (see Ref. [52], Appendix A).
5Actual values for the H2 molecule in various rotation-vibration states may be found in Table 1.3 of Ref. [52].
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As a first approximation we assume a purely isotropic polarizability for the C60 molecules so
that the dipole induced on them by the H2 quadrupole moment will be of the same form as eq.
2.16: ~µind,C60 = ᾱEQ. A hydrogen molecule interacts with the six C60 molecules forming the





where (ri,Θi,Φi) are the coordinates of the i
th C60 molecule relative to the H2 molecule. The
evaluation of eq. 2.28 is a terrible mess; however, we find that ~µnet,C60 contains components with
the spherical harmonics Y m2 for all values of m, implying a selection rule ∆m = 0,±1,±2.
As a check on this method, we attempted to repeat the calculation for a system in which
the ∆m selection rule is known. Sears and Van Kranendonk state that the selection rule is
∆m = ±2 for transitions caused by the dipole moment induced in a surrounding hcp lattice of
para-H2 molecules by the quadrupole moment of an ortho-H2 impurity in solid hydrogen [54].
We adapted the program used to calculate ~µnet,C60 for the fcc C60 lattice to sum the induced
dipole over the twelve nearest neighbors of an hcp lattice. Unfortunately, it was not possible
computationally to simplify the resulting net induced dipole moment into a form containing
only Y 22 and Y
−2
2 . Given this inconclusive outcome, the ∆m selection rule stated above for H2
in C60 should be regarded as tentative.
Another approach, the one taken by Herman and Lewis [13], was to adapt the theory devel-
oped by Van Kranendonk and company for induced dipole moments in solid hydrogen [52] to H2
interacting with C60 molecules. In particular, Poll and Van Kranendonk ([55], cited in Poll and
Hunt [56]) found that the dipole induced when a diatomic molecule interacts with a spherical









C(ΛL1; ν −M,M)Y ν−MΛ (ω)Y ML (Ω). (2.29)
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Here r is the internuclear distance in the diatomic molecule and R is the separation of the
centers of mass. The angle ω is the rotational orientation of the diatomic molecule internuclear
axis relative to a space-fixed frame, and Ω specifies the orientation of the vector connecting the
molecular/atomic centers of mass in the space-fixed frame. C(ΛL1; ν −M,M) is a Clebsch-
Gordan coefficient (see Ref. [52], §A.2), and A(ΛL; rR) is a coefficient that sets the relative
strengths of the various induction effects (overlap, quadrupole, etc.) depending on the values
of Λ and L. Λ = 0, L= 1 corresponds to the overlap term, while Λ = 2, L= 3 represents the
quadrupole term. The index ν specifices a spherical component of the dipole (see Ref. [52],
§A.3), where ν may take on values 0,±1 and the relation between spherical components and
Cartesian components of the dipole is µ0 = µz and µ±1 = ∓(µx ± iµy)/
√
2.
Comparison of expressions similar to eq. 2.29 in Refs. [56, 55, 54] has revealed that the
quantum number Λ is associated with the angular momentum Ji = J1 + J2, the sum of the
individual angular momenta of the atom, and the molecule and L is associated with L, the
angular momentum of the relative translational motion of the two molecules. M is the z-
component of L. At present the derivation of eq. 2.29 is unknown to us, and we also do not
know why Λ = 2, L = 3 means quadrupolar induction while Λ = 0, L = 1 corresponds to the
overlap term. In addition, from the Clebsch-Gordon coefficient in eq. 2.29 we see that the
quantum number associated with the total angular momentum of the system (J = Ji + L) has
a value of 1 for all induction terms. The origin of this fact is also unknown to us.







C(231; ν −M,M)Y ν−M2 (ω)YM3 (Ω). (2.30)
Using this approach, all that remains to calculate the ∆m selection rule is to sum the contribution
to the net quadrupole-induced dipole via eq. 2.30 of the six C60 molecules in the octahedral site.
As a first test, we verified that our method reproduced the ∆m = ±2 selection of Sears and
Van Kranendonk in the hcp lattice [54]. Then the total dipole moment induced on the six
C60s by the H2 quadrupole moment was calculated. Unfortunately, the H2–C60 problem is more
difficult than that of solid hydrogen because whereas the molecules are fixed in solid hydrogen,
H2 in C60 is free to translate. The extra three degrees of freedom in the H2–C60 case made
the problem intractable computationally. However, the net dipole moment could be calculated
for particular translational displacements, and while certain symmetrical displacements of the
H2 molecule (such as toward a C60) resulted in restricted selection rules, general displacements
allow ∆m = 0,±1,±2, in agreement with the first method of calculation.
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2.7 Summary of transitions
Figure 2.7 illustrates the allowed transitions for a temperature in which only the ground and
first excited translational states and the ground (J=0 and 1) rotational states are populated.6
Each arrow in 2.7 corresponds to a peak that could be observed in a spectrum. The ν=0 → 1
fundamental vibrational transition accompanies each transition shown and is the reason for
the break in the energy scale. The solid black lines represent the dominant features of the
spectrum, the R-branch transitions in which ∆n = +1. The next most prominent features of
the spectra above 40 K are the P transitions with ∆n=−1 shown with dashed lines in Fig. 2.7.
The symmetry-forbidden weak zero-phonon modes (∆n = 0) are illustrated with dotted lines.
Both the overlap and the quadrupole terms contribute to the intensity of the J = 0 → J = 0
(Q(0) transitions) and the J = 1 → J = 1 (Q(1) transitions), while only the quadrupole term
appreciably contributes to the J = 0 → J = 2 (S(0)) and J = 1 → J = 3 (S(1)) transitions. At
higher temperatures the allowed transitions are the same except that transitions originating in
excited translational and rotational excited states must be included.
6This is the case between about 40 and 100 K.
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Figure 2.7: Energy level scheme for the fundamental vibrational transition of H2 in C60. The
rotational selection rules are ∆J=0 (Q transitions) and ∆J=+2 (S transitions). The dominant
features of our spectra are translational sidebands with ∆n = +1 (R branch, solid lines) and
∆n=−1 (P branch, dashed lines). Weak transitions are also observed with ∆n=0 (Q branch,





The most straightforward scheme for obtaining infrared absorption spectra of a sample is to
send a beam of infrared radiation through a sample and compare what comes out the other side
to a blank reference, thereby measuring the absorption of the sample as a function of frequency.
For the H2 in C60 system, however, this simple scheme is not practical for two reasons, one due
to the H2 and the other due to the C60. The first reason, as mentioned in §1.3, is that free
H2 has no permanent dipole moment and is therefore infrared inactive. Any infrared activity
of H2 must be induced through interactions with the host C60 lattice, and the induced infrared
absorption is quite small. Therefore a long optical path length through the sample is required
for the IR photons to have a reasonable chance of being absorbed by the H2. This requirement
of a long path length becomes problematic, however, when we consider the second complication
of our system. C60 is transparent in the IR but highly scattering so that an incident beam
becomes quite diffuse and difficult to measure after taking a long path through the sample.
The technique of diffuse reflectance Fourier transform infrared spectroscopy (DRIFTS) over-
comes both of these difficulties. A schematic DRIFTS system is shown in Fig. 3.1. Radiation
from an infrared source reflects off of two mirrors to reach an ellipsoidal mirror that focuses the
radiation onto the sample. The sample comprises multiple irregularly shaped grains that cause
the incident radiation to undergo multiple scattering events. Some of the radiation is absorbed
by the C60 or the H2 in the sample, and the rest exits at random angles. The radiation that
exits the sample is sent to the collection optics and detector via a second ellipsoidal mirror. The
absorption frequencies of the sample may be determined by looking for dips in the spectrum
measured by the detector.
The DRIFTS technique takes advantage of the highly scattering but transparent C60 grains
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Figure 3.1: Schematic of radiation propagation through the DRIFTS optics within a vacuum
enclosure. (a) ellipsoidal mirrors (b) high-pressure dome (c) sample (d) copper sample holder
(e) CaF2 windows (f) mirrors (image courtesy of Yorgos Strangas).
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to achieve a long effective optical path length through the sample. Thus DRIFTS uses the
second problem discussed above to our advantage to solve the first problem. The long effective
path length allows us to observe the weak infrared absorption of H2. In the process described
above, absorption of radiation may occur in either the C60 or the H2 molecules. By referencing
the C60–H2 spectrum to a blank spectrum of C60 alone, we obtain the absorption spectrum of
the trapped H2.
This is the procedure for obtaining DRIFT spectra that was used in the earlier studies of
H2 in C60 conducted at room temperature [30, 32, 34] and is the one traditionally used in other
DRIFTS studies [57]. As discussed in §1.5, however, it is advantageous to collect spectra at low
temperature. This might seem a straightforward task, but the large size of the collecting optics
in a DRIFTS rig (approximately 15×10×10 cm) makes it unwieldy for use at low temperatures.
To our knowledge, only two groups have obtained DRIFT spectra at temperatures as low as 77
K [58, 59]. The achievement of DRIFTS at liquid helium temperatures required the design and
construction of a cryogenic apparatus consisting of a DRIFTS rig, a large vacuum enclosure, a
cold finger cryostat, and a high-pressure sample cell, all affectionately referred to as ‘the box’.
3.2 The Box
To cool a sample to liquid helium temperature, it must be pumped down to a vacuum such
as those achievable with diffusion pumps, on the order of 10−6 torr. Otherwise, the gas inside
the vacuum chamber will exchange heat between the cold finger and the walls of the chamber,
creating a frosty chamber and inefficient cooling. The design challenges for the DRIFTS cryostat,
therefore, were to create a vacuum enclosure large enough to accomodate the DRIFTS optics and
a cold finger, with infrared-transparent windows and a high-pressure gas line, that was capable
of maintaining pressures as low as 10−6 torr. Over the course of about 18 months before the
first low-temperature spectra were taken, the design for the box was developed by Phil Korngut
and Stephen FitzGerald and constructed by Bill Marton. A schematic of the final product is
shown in Fig. 3.2 and a photograph in Fig. 3.3.
Complete details of the design and operation of the box may be found in Ref. [60]. The box
is a vacuum chamber containing a liquid helium cold finger, a sample mount with high-pressure
dome, and a DRIFTS accessory. Infrared radiation enters through CaF2 windows and passes
through the sample as described in §3.1. The vacuum chamber of the DRIFTS cryostat is a
welded aluminum box (15 × 12 × 15 cm). The top and one side of the box have removable panels
to allow insertion and adjustment of the DRIFTS accessory, sample mount, and high-pressure
gas line. The high-pressure gas line as well as the cold finger cryostat enter via compression
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Figure 3.2: Schematic of the DRIFTS cryostat. (a) high-pressure H2 line (b) vertical alignment
stage (c) vacuum line (d) DRIFTS optics mount (e) ellipsoidal mirror (f) high-pressure ZnSe
dome (g) copper sample holder (h) CaF2 window (i) copper cold finger (j) radiation shield (k)
cryostat vacuum shell (image courtesy of Yorgos Strangas).
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Figure 3.3: Photograph of the DRIFTS cryostat. For scale, the circular object between the
high-pressure line and the vertical alignment stage is a quarter.
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seals on the fixed portion of the top panel, and the vacuum chamber was pumped down through
a port in the removable lid.
The cold finger is a Janis Research Company ST-300T continuous flow cryostat modified by
cutting off the outer vacuum wall 10 cm above the sample mount so that pumping down the
box also evacuates the cryostat. The sample is positioned within the DRIFTS accessory via a
10 cm copper slab bolted to the bottom of the cryostat cold finger. The sample powder is held
in a recess at the top of a 0.6 in. copper rod soldered to the end of the copper slab. To minimize
unwanted reflection from the rod, its walls were tapered and covered with absorbing black paint
(Krylon Ultra-Flat Black).
To load gas into the sample under high pressure, the sample is enclosed in one of two domes
capable of withstanding pressures as high as 100 bar. Two domes were used in this work. Both
domes consist of a steel frame supporting windows transparent in the mid-infrared. The first
dome has ZnSe windows and is the dome used in previous room temperature studies of H2
trapped in C60. ZnSe is transparent to infrared radiation with frequencies between 450 and
20,000 cm−1, a range that comfortably includes the 4000–5000 cm−1 frequency range of interest
in this study. However, the epoxy holding the ZnSe windows to the steel frame is not rated for
temperatures as low as 10 K. Despite the inability to cool the sample with the ZnSe dome in
place, a procedure was developed to continue use of this dome at low temperature as described
in the following section (§3.3.1). The second dome used avoids the problems of the ZnSe dome
by using windows made of 1/8 in. sapphire (transparent 50000–1600 cm−1) brazed onto titanium
retainer rings, which were then welded onto the walls of the steel frame. The brazed sapphire
windows are able to withstand liquid helium temperatures and pressures of at least 100 bar.
The sapphire dome was sealed to the copper sample mount using an indium o-ring. Gas entered
the cell through a 1/8 in. copper tube soldered onto the bottom of the copper slab.
The DRIFTS accessory, a modified “Collector” assembly from Spectra-Tech, Inc., was bolted
to the bottom of the box, and the mounting bolts on the base of the box were covered with
o-ring sealed caps to prevent leaks.
With all of these components in place, after months of bolt tightening and leak checking,
pressures as low as 10−6 torr could be maintained in the box, making possible the spectroscopy
of trapped gases at liquid helium temperature.
The large sample compartment of a Bomem DA3 Michelson interferometer was modified to
accomodate the box so that a 1 mbar vacuum could be maintained within the spectrometer to
eliminate water and CO2 absorption in the spectra. A globar infrared source was used with a
KBr beamsplitter. We used a liquid nitrogen cooled mercury cadmium telluride detector and




Temperature of the sample was determined using two silicon-diode temperature sensors, one
attached to the base of the coldfinger and the other mounted at the end of the copper slab
next to the sample pedestal. These sensors indicated that the copper slab near the sample was
typically 1–2 K warmer than the coldfinger. Cooling of the sample was achieved by adjusting
the liquid helium flow rate through the transfer line with a needle valve. The temperature could
be stabilized to within 1 K using a Lakeshore temperature controller. This allowed us to collect
spectra at any temperature between 5 K and room temperature.
The efficiency of the collection optics in the DRIFTS accessory is quite sensitive to the
height of the sample relative to the ellipsoidal mirrors (in Fig. 3.2, the height of (f) relative to
(e)). Prior to cooling down, the sample height was optimized as in Refs. [32, 34], but upon
cooling the copper cold finger contracted and optimal sample height was lost. The thermal
contraction ∆L of a rod of length L follows ∆L = αL∆T , where α is the coefficient of linear
thermal expansion (17 ×10−6/K for copper) and ∆T is the change in temperature. The cold
finger rod is approximately 20 cm long so on cooling from 295 to 10 K, we expect a contraction
of 1 mm. This is a large distance in terms of optical alignment so the height of the cryostat had
to be adjusted before taking data at each temperature to optimize the signal. A large plastic
spacer nut ((b) in Fig. 3.2) that supported the cryostat above the compression o-ring fitting was
included in the design of the box to achieve this height adjustment. With 20 threads per inch in
the nut, the height of the sample could be adjusted to a precision of 0.1 mm per 28◦ of rotation
with no effect on the pressure inside the box.
3.3.1 ZnSe dome procedure
As mentioned in §3.2, the epoxy holding the ZnSe windows to the steel frame is not rated to
withstand low temperature. To perform experiments using the ZnSe dome before the brazed
sapphire dome arrived, we used large C60 crystals with dimensions of 1–2 mm. Because the
time required for H2 to diffuse into C60 scales with the square of the radius of the C60 grain, the
time it takes H2 to reach diffusive equilibrium at room temperature and 100 bar changes from
minutes for powder samples to days for the large C60 crystals. For three days the C60 was loaded
with H2 at 100 bar inside the ZnSe dome. The loading pressure was measured with a pressure
transducer with a rated accuracy of 0.5 bar. Then we released the pressure, removed the dome,
and sealed the box. The box was evacuated below 10−5 mbar before cool-down. Liquid helium
from a storage dewar was transferred to the cryostat cold finger to cool the sample, and exhaust
helium gas was pumped out of the system using a mechanical pump. This method allowed the
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system to cool from room temperature to 10 K in about 10 minutes. Because of the slow time
scale for diffusion in the large C60 crystals, we estimate that only a few percent of the trapped
H2 escaped during this process.
Because the ZnSe dome must be removed at low temperature, it is not possible to use an
exchange gas to keep the cold finger and sample at the same temperature. Thermal contact
between the C60 crystals and the copper sample cup was achieved using Apiezon N-grease which
remains sticky, greasy and thermally conductive down to 4 K.
3.3.2 Sapphire dome procedure
The epoxy problems of the ZnSe dome are eliminated in the sapphire dome because its windows
are brazed onto titanium rings attached to the steel frame of the dome. Thus the sapphire dome
does not have to be removed prior to cool-down, enabling two important capabilities. First,
gas at high pressure may be loaded into the sample at any temperature above the boiling point
(20 K for H2). Second, a small pressure of helium may be introduced into the dome to act as
an exchange gas, allowing us to achieve lower sample temperatures by a few degrees and much
more accurate and precise control of the sample temperature.
Physisorption is enhanced at low temperatures because reducing kT relative to the depth of
the adsorption site potential reduces the chances that a gas molecule will hop out of the absorp-
tion site. Therefore, such high pressures are no longer required for loading at low temperature.
At room temperature we controlled the amount of gas loaded into a sample by changing the
pressure. However, the quantity of interest is not the pressure of gas applied to the sample
but rather the amount of gas adsorbed by the sample. To control this quantity accurately at
low temperature, hydrogen gas was added to the system by first filling a calibrated volume (25
cm3) to a known pressure. The entire quantity of gas was then allowed to adsorb on the sam-
ple. Knowing the sample mass, it was possible to calculate the wt % of adsorbed hydrogen, a
quantity of particular importance in high-uptake materials such as MOF-5.
3.4 Data acquisition
An FTIR spectrometer measures infrared intensity as a function of the length of one of the arms
of a Michelson interferometer. Christie Simmons has an excellent description of the operation
of a Michelson interferometer in her Honors Thesis [34], so only the essential ideas are presented
here. Radiation from a light source (a pseudo-blackbody hot SiC rod (globar) in our case) is
separated into two paths by a beamsplitter. The radiation is then reflected by mirrors at the




















Figure 3.4: (a) Sample interferogram. The Fourier transform of such an interferogram produces
the spectrum shown in (b). The spectrum in (b) is a blank C60 reference; (c) shows the effect
of adding H2 to the system.
the difference in length of the two paths and hence the relative phase of the two beams can
be controlled. The two beams then interfere when they are recombined, and the interference
pattern as a function of the position of the moveable mirror is measured at the detector. Such
an interference pattern is known as an interferogram, such as that shown in Fig. 3.4(a). When
the path length difference of the two beams is zero, all frequencies constructively interfere, a
condition known as ‘white-light’. The interferogram is then Fourier transformed to provide a
spectrum of intensity versus frequency as in Fig. 3.4(b).
The frequency resolution of an FTIR spectrometer is determined by the distance traveled by
the moveable mirror because the variances of a Fourier transform pair (in this case, frequency
and distance) must satisfy ∆x∆ν ≥ 1. To have a small ∆ν, ∆x must be large, and the mirror
must travel a longer distance. Conveniently, when the resolution of a spectrometer is measured
in cm−1, the required distance for the mirror is the reciprocal of the resolution. For example, for
our low temperature data collected at 0.5 cm−1 resolution, the mirror had to move 2 cm. The
drawback of obtaining spectra at high resolution, however, is that it takes longer for the mirror
to move a greater distance, which makes the spectrum more susceptible to noise and drifting
sample conditions.
To obtain the infrared absorption spectrum of hydrogen, we must take a spectrum of H2 in
C60 and reference it to a spectrum of pure C60 with no trapped hydrogen. All of the spectra in this
thesis display the so-called absorbance of a sample. The absorbance, A, is found by measuring
a sample spectrum (in our case H2+C60, (c) in Fig. 3.4), I(ω), and a reference spectrum (pure
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C60, (b) in Fig. 3.4), I0(ω), and calculating
A = − log I
I0
. (3.1)
This equation is known as the Beer-Lambert Law and may be derived by assuming that the
reduction in intensity of an incident beam by a sample equals the intensity of the beam times
the fraction of photons α that get absorbed by the sample by unit distance:
dI = −Iαdx (3.2)
I = I0e
−αx (3.3)
→ − log I
I0
= αx ≡ A. (3.4)
As defined here, α = ǫc, where c is the concentration of the sample and ǫ is the emissivity (a
blackbody has ǫ= 1 and a perfect mirror has ǫ= 0). The absorbance of a sample is related to
the transmission through it (T = I/I0) by A = − log T . Because the magnitude of the measured
absorbance depends on several factors such as optical alignment and the amount of sample that
vary from experiment to experiment, the vertical scale will be left unlabeled in many of the
spectra in this thesis. We are generally interested in relative rather than absolute intensities of
peaks.
3.5 Data manipulation
Each of the low-temperature spectra shown in Ch. 4 is an average of 250 scans from 5 files
to reduce noise. At 0.5 cm−1 resolution, collecting this many scans takes about 15 minutes.
The raw spectra were referenced to the a pure C60 spectrum of the same sample taken three
days later. A piecewise linear baseline correction was then applied with the points defining the
correction well away from features of interest in the spectrum.
To achieve thermal contact between the copper sample mount and the sample, it was neces-
sary to coat the sample cup with Apiezon N-grease. N-grease produces a broad absorption band
between 4230 and 4450 cm−1 with two strong peaks centered at 4256 and 4334 cm−1. Fig. 3.5(c)
shows a room temperature measurement of the N-grease absorption spectrum. Unfortunately,
the frequencies of the Q transitions of H2 in C60 lie within the range of the N-grease absorption
band. The result is severely degraded information about the Q transitions, as shown in Fig.
3.5(a). Using the Bomem GRAMS software, however, it is possible to scale one spectrum and
add it to another. Thus to remove the N-grease peaks from Fig. 3.5(a), we referenced our spectra
































Figure 3.5: (a) DRIFT spectrum of H2 in C60 at 10 K with Apiezon N-grease coating the copper
sample cup and C60 crystals. (b) Same as (a) but referenced to a background with more N-
grease so that the N-grease absorption appears as dips rather than peaks. The strong absorption
band of N-grease shown in (c) between 4230 and 4430 overlaps with the Q band and must be
eliminated. This is possible by referencing the H2 spectrum to two background files containing
different amounts of N-grease with the resulting pure H2 spectrum shown in (d).
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spectra were the same but the N-grease peaks had opposite signs, it was possible to eliminate
the N-grease peaks by taking a linear combination of the spectra in Fig. 3.5(a) and (b). With
the right choice of multiplicative constants, the N-grease absorption was completely eliminated,
resulting in the spectrum of Fig. 3.5(d). The spectrum was then rescaled to reflect the actual




4.1 Temperature-dependent absorption spectra of H2 in C60
The DRIFT spectrum of H2 trapped in a C60 lattice is shown in Fig. 4.1 over the temperature
range 10–295 K. Each peak in this spectrum corresponds to the H2 fundamental vibrational
transition, ν=0→1, added to some combination of changes in the rotational and/or translational
states of the trapped H2. At 10 K only the translational ground state is populated, as may be
seen in Fig. 2.5, and in the absence of magnetic impurities, there is no mechanism by which
ortho–para conversion may occur. The ground state of H2 in C60 therefore has ν = 0, n = 0,
and J =0 or 1. Thus at low temperature we expect to observe four transitions labeled QR(0),
QR(1), SR(0), and SR(1). The Q(0) and Q(1) transitions are separated by only 6 cm
−1 in free
H2, however [61]. This splitting is less than the splittings in the translational levels caused by
interactions with the C60 lattice so both QR(0) and QR(1) should appear to be a single feature
in the low temperature spectrum. As a result the spectrum at 10 K in Fig. 4.1 is dominated by
only three features, all of which arise from the fundamental vibrational-translational transition
(ν = 0 → 1, n = 0 → 1), combined with changes in the rotational state of the H2 molecule.
These peaks in the 10 K spectrum are more than an order of magnitude sharper than at room
temperature.
As the temperature is increased, excited translational states become populated. We see this
in Fig. 4.1 as a broadening of the dominant features of the spectrum, primarily on the high
frequency sides of the peaks. This asymmetry is indicative of increasing level spacing due to
the anharmonicity of the translational levels, consistent with the discussion in §2.2 and the
predictions of Herman and Lewis [13] and Yildirim and Harris [36].
In addition, population of excited translational states causes P transitions with ∆n = −1





















Figure 4.1: Temperature dependence of DRIFT spectra of the fundamental vibrational transition
of H2 in C60. The most prominent features of the spectra are translational-rotational sidebands
with ∆n=+1 and ∆J=0, +2. The arrows mark the positions of the weak zero-phonon modes
(∆n = 0) that lie midway between the P and R translational sidebands. The asterisks mark
features that we are confident arise from trapped H2 excitations but were not able to assign.
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for SP (0). Figure 4.1 shows an increase in the intensity of these transitions as the temperature
is raised. We also observe an SP (1) transition, but it cannot be distinguished by eye from the
dominant SR(0) peak at 4550 cm
−1.
At the midpoint between the R and P transitions, we also expect to observe zero-phonon
modes in which no translational transition occurs and ∆n = 0. These positions are marked
with arrows in Fig. 4.1. Because the zero-phonon modes are ‘forbidden’ by the symmetry of
the octahedral site, they should be much less intense than the R and P transitions. Indeed, we
observe a weak but distinct set of peaks at each of the positions indicated by the arrows. The
widths of the peaks forming the zero-phonon bands are generally on the order of 0.5–1 cm−1,
considerably sharper than the fine structure features seen in the translational sidebands on the
right side of Fig. 4.2.
We also observed two features that we are confident arise from trapped H2 excitations but
were not able to assign. The frequencies of these transitions are also shown in Table 5.3 and
do not correspond to any simple combination of trapped H2 rotational-translational transitions.
Possible explanations for these features are explored in §5.2.
To complete this overview of the experimental results before turning to a more detailed
analysis of the data, we note that the frequencies for all of the observed transitions are redshifted
by ∼55 cm−1 relative to the gas phase values for free H2. This trend is shown in Fig. 4.2 where
the gas phase frequency of each transition has been subtracted from the observed frequency for
H2 in C60. For the Q band, the gas phase value of Q(1) was used as the reference because it
is more intense than the Q(0) transition in the absence of ortho–para conversion [54]. In the
region of the Q band (the leftmost arrow in Fig. 4.1), we observe a doublet peak at −57 cm−1
which we attribute to Q(1). A much weaker peak with a frequency 6 cm−1 higher in frequency is
assigned to Q(0) because 6 cm−1 is the observed splitting between Q(1) and Q(0) [25]. Several
peaks appear in the region expected for S(0) (the middle arrow in Fig. 4.1) but they are all
rather weak and some of them appear to be due to imperfect cancellation with the C60 reference
spectrum. By analyzing the features of the reference, however, we are confident that at least
four peaks centered at −60 cm−1. For the S(1) transitions (the rightmost arrow in Fig. 4.1), we
observe a strong peak at −63 cm−1 with additional absorption over a range of 14 cm−1 on both


















Figure 4.2: R-branches (∆n=+1) of Q(0 and 1), S(0), and S(1) at 10 K. The frequencies have
been shifted by the corresponding values for gas phase H2: Q(0 and 1) by 4155.3 cm
−1, S(0) by





The model presented in §2.3 showed that the coupling between the C60–H2 interaction poten-
tial and the rotational-vibrational state of the H2 molecule results in a frequency shift of the
spectrum. The shift is proportional to the interaction potential and to the fractional change in
polarizability of the H2 molecule in the initial and final states involved in the transition (eq.
2.13). Because the polarizability of H2 is greater in excited states [46], and because the binding
energy defined in eq. 2.14 is negative for all thermally populated translational levels at room
temperature and below, the model predicts highly redshifted spectra for all observed transitions.
Using the previously measured room temperature value of E0 for H2 in C60 (744 cm
−1, Ref. [30])
in conjunction with the polarizability values calculated by Kolos et al. [46] (see Table 2.1), we
estimate the room temperature redshifts to be −50, −53, and −55 cm−1 for the Q, S(0), and
S(1) transitions, respectively. These agree quite well with the measured values of −49, −52,
and −55 cm−1. For reference the infrared frequencies for the vibrational-rotational transitions
of free H2 are shown in Table 5.1.
On cooling to 10 K, the data show an increase in the redshift of 7–8 cm−1 with the values
now being −57, −60, and −63 cm−1 for the Q, S(0), and S(1) transitions, respectively. Analysis
of the redshift at low temperature is complicated by the fact that we have no experimental data
for the binding energy at 10 K. The room temperature binding energy was determined from the
outgassing rate of H2 from C60 [30], but at low temperature the hydrogen is locked in place,
making outgassing experiments impossible. The low temperature redshift must therefore be
approached as a modification of the room temperature value.
The redshift is expected to depend on temperature for two reasons. First, as the temperature
decreases, fewer excited translational states are occupied. According to eq. 2.14, the redshift
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Table 5.1: Rotational-vibrational transition frequencies (cm−1) of free H2 in the gas phase. All
values taken from Ref. [50] unless otherwise noted.
Q(0) 4161.2 S(0) 4497.8a O(2) 3806.8b
Q(1) 4155.3 S(1) 4712.9 O(3) 3568.2b
Q(2) 4143.5 S(2) 4917.0





decreases with increasing translational quantum number n. Below about 40 K only the transla-
tional ground state is occupied, so we expect the low temperature redshift to be greater. Second,
the depth of the C60–H2 interaction potential (E0 in eq. 2.14) increases upon contraction of the
C60 lattice. Just as the energy levels of a particle in a box are inversely proportional to the
square of the dimensions of the box, we expect the translational energy levels of trapped H2
to increase as reducing the temperature causes the C60 lattice to contract. The temperature
dependence of the C60 lattice is reproduced from David et al. [26] in Fig. 5.1. We find that the
C60 lattice contracts by 1% on cooling from room temperature to 10 K. As in §2.2, we assumed
an exp–6 model for the C60–H2 interaction potential. Because the dominant attractive term of
the potential that varies inversely as the sixth power of the separation between the H2 and C60
molecules, we expect this 1% lattice contraction to result in a 6% increase in the depth of the
interaction potential.
Combining these effects of occupying only the translational ground and a 1% lattice contrac-
tion, we predict redshifts at 10 K of −60, −64, and −66 cm−1. These are all consistently larger
than the observed values. In fact, these predictions are all ∼5% larger than the observed values,
and it is tempting to remove the effect of the lattice contraction from the calculation. However,
this coincidence is likely spurious, and the discrepancy probably reflects the crudeness of our
estimate of E0 at 10 K. Our calculated and observed values of the redshift at room temperature
and 10 K are summarized in Table 5.2. FitzGerald et al. calculated the low temperature binding
energy for H2 in C60 that best fit their neutron scattering data [25], but we find that this value
of −884 cm−1 predicts redshifts that are too large by 20%.
An alternate description of the redshift mechanism is that interactions with the C60 lattice
stretch the H2 bond length, leading to the decreased vibrational frequency. This interpretation





















Figure 5.1: Temperature dependence of the C60 lattice constant between 5 and 320 K. The sharp
reduction in lattice constant occurs at the phase change at 260 K. The lattice contracts by 1%
between room temperature and 10 K. (digitized and reproduced from David, et al. [26].)
Table 5.2: Calculated and observed values for the redshift of the rotational-vibrational transi-
tions of H2 trapped in C60 at room temperature and 10 K.
295 K 10 K
Calc. Obs. Calc. Obs.
Q 50 49 60 57
S(0) 53 52 64 60
S(1) 55 55 66 63
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the rotational constant B by an estimated 0.7 cm−1 or 1.2%, which leads to the observed
increase in redshift on moving from Q to S(0) to S(1).1 It might at first seem counterintuitive
that stuffing hydrogen molecules into the octahedral sites of a C60 lattice would stretch the H–H
bond length. However, we know from §2.2 that the H2–C60 interaction potential is dominated
by the attractive term so that the hydrogen atoms are being pulled in opposite directions by
the adjacent C60 molecules.
5.2 Zero-phonon peaks
As discussed in Ch. 2, zero-phonon transitions with ∆n=0 should not be observed because the
center of a C60 octahedral site is a point of inversion symmetry. However, these features appear
quite clearly in the room temperature spectra of H2 in C60, as may be observed by the peak at
4100 cm−1 in Fig. 4.1. Several explanations were proposed for the existence of the zero-phonon
modes at room temperature. First, in the room temperature phase of C60, the molecules are
freely rotating. However, the time scale for these rotations is slow relative to the vibrational
frequency of a hydrogen molecule. Therefore, probing H2 in C60 with infrared spectroscopy
catches the C60 molecules in fixed, random orientations lacking inversion symmetry rather than
a spherically symmetric blur of orientations. Another explanation for the room temperature
zero-phonon modes was that the presence of lattice impurities or defects might destroy inversion
symmetry. However, the zero-phonon modes occur at the midpoint of the P and R (∆n= ∓1)
branches, which suggests that the lattice sites giving rise to the zero-phonon modes produce an
interaction potential that is similar to that giving rise to the P and R sidebands.
At low temperature, it is even more puzzling that we observe these zero-phonon modes as
marked by the arrows in Fig. 4.1 and shown on an expanded scale in Fig. 5.2. The positions
of the observed zero-phonon peaks are shown in Table 5.3. The zero-phonon peaks are still
1The change in bond length required for this description is tiny: B = ~2/2I and I ∝ ρ2. A reduction in B by
1.2% implies an increase in ρ by 0.6%. Given ρe =0.74 Å for free H2, the change in bond length giving rise to the





















Figure 5.2: Zero-phonon branches (∆n=0) of Q(0 and 1), S(0), and S(1) at 10 K. The frequen-
cies have been shifted by the corresponding values for gas phase H2: Q(0 and 1) by 4155.3 cm
−1,
S(0) by 4497.8 cm−1, and S(1) by 4712.9 cm−1. Peaks that are due to imperfect cancellation
with the reference have been marked with an x.
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at the center of the sidebands, so vacancies and impurities remain an unlikely explanation. In
addition, orientational disorder cannot explain the existence at low temperature of the zero-
phonon modes because below 260 K, the C60 molecules undergo ratcheting motions between
symmetrically equivalent orientations that have inversion symmetry. It is known, however,
that C60 in the low temperature phase contains a degree of ‘merohedral disorder’ in which two
energetically similar orientations coexist. This disorder freezes in place below 85 K and as many
as 17% of the C60 molecules in a lattice may adopt the minority orientation when the crystal
is slowly cooled [63]. Although merohedral disorder would destroy perfect inversion symmetry,
the reduction in symmetry has been considered negligible in theoretical models [36, 13].
Because the zero-phonon modes are so weak at low temperature, care must be taken in
differentiating them from noise in the spectrum. This is accomplished by looking through the
pure C60 reference spectrum and noting the location of features that appear in both the reference
and the absorbance spectrum. With features as small as the zero-phonon peaks, anything that
appears at the same location as a feature in the reference must be considered to be an imperfect
cancelation and discarded. Potential zero-phonon peaks that we believe are not due to H2 are
marked with an x in Fig. 5.2. In addition, these peaks were checked against the points used to
define the baseline correction for the spectrum. No erroneous peaks were found to have been
created in this way. The zero-phonon peaks that passed these tests are listed in Table 5.3.
The zero-phonon peaks should be the easiest to understand from a theoretical point of view
because they represent pure rotational-vibrational transitions and do not possess the additional
complexity of translational transitions. Though these are the smallest features in our spectra,
the zero-phonon modes are important for three reasons. First, the zero-phonon modes serve
as the benchmarks for determining the frequencies of the translational modes of H2 in C60
that will be discussed in §5.3. Second, the sharpness of the zero-phonon peaks relative to the
sidebands allows us to explore in §5.4 the nature of the relaxation processes that give the peaks
in our spectra their observed widths. Finally, because energy level splittings associated with
translational states are not present in the zero-phonon peaks, they enable the most clear-cut
comparison with available theoretical models as discussed in §5.6.
5.3 Translational sidebands
The dominant feature of the spectrum of H2 in C60 at room temperature and below is a set
of sidebands corresponding to a change in the translational state of the trapped hydrogen. To
isolate the translational mode contribution to the translational-rotational-vibrational spectra of


















Figure 5.3: R-branch fine structure of the Q(0 and 1), S(0), and S(1) transitions (black solid
lines) at 10 K fit to a sum (red dotted lines) of Lorentzian lineshapes (dashed lines). The spectra
have been shifted by the center frequency of the corresponding zero-phonon modes, Q(0 and
1) by 4098.5 cm−1, S(0) by 4438 cm−1, and S(1) by 4650.4 cm−1 to show the frequency of
the translational transition. The R-branches of Q(0 and 1) and S(0) were fit to a sum of six
Lorentzians. S(1) required a sum of seven Lorentzians to achieve a satisfactory fit. The fit
parameters are listed in Table 5.4. The vertical bars illustrate the effective width of the bands.
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S(1) transitions from the corresponding regions of the spectrum. The shifted spectra collected
at 10 K are shown in Fig. 5.3 and represent the energies of the R-branch translational transition
n= 0 → 1 for each of the three rotational-vibrational transitions observed. Perhaps the most
striking aspect of the data when presented in this way is that they look so similar, despite the
broad range of sublevels and splittings of the ground and excited states for each of the three
transitions. Each of the R-branches is split into at least six peaks, and each has its center of area
lying at 118 cm−1. The ‘effective width’ for each band is shown by the vertical bars in Fig. 5.3.
These widths are also quite similar, ranging from 35 cm−1 for QR to 31 and 32 cm
−1 for SR(0)
and SR(1), respectively. A possible explanation for the slightly greater width of the QR band
is that it should contain a dominant contribution from QR(1) as well as a smaller contribution
from QR(0) which should occur 6 cm
−1 higher in frequency.
The translational energies shown in Fig. 5.3 are comparable to several previous attempts
to determine the fundamental translational energy of H2 trapped in C60 at low temperature.
Neutron scattering measurements showed peaks centered at 113 cm−1 [25], a value that was
reproduced by the theoretical work of Yildirim and Harris [36]. Using NMR to observe the
temperature dependence of the splitting in the m = 0 and m = ±1 levels of the J = 1 state,
Tomaselli and Meier estimate a value of 105±15 cm−1 for the fundamental translational energy
of trapped H2 in its vibrational ground state [64]. Finally, the theoretical model of Herman
and Lewis [13] achieved the best fit to the room temperature spectra of FitzGerald et al. [30]
using a value of 96 cm−1. However, contraction of the lattice at low temperature would increase
this energy. An efficient Schrödinger equation solver was developed in Matlab to determine the
translational energies of an H2 molecule subject to the one-dimensional potential of Herman
and Lewis [13] calculated for arbitrary lattice constant (eq. 2.6). The Schrödinger equation
solver used a shooting and matching method implemented with the Numerov algorithm to
determine the translational energies.2 Using this technique we determined that the 96 cm−1
room temperature translational energy corresponds to an energy of 110 cm−1 at 10 K.
While these three values determined by other methods are within 5–10% of our value of 118
cm−1, they are all consistently lower. We believe the explanation for this discrepancy is that
the translational energies determined by NMR, neutron scattering, and a model potential all
reflect that of the H2 molecule in its vibrational ground state. Our infrared technique, however,
probes the translational energy of H2 in its vibrational excited state. The difference in these
2See Appendix A for a more complete description of these methods. In a shooting method an array of trial
energies is put into the Schrödinger equation and the eigenenergies are identified as those satisfying the boundary
conditions. Matching is a more flexible method incorporating shooting that employs the continuity requirements
for ψ and ψ′ to find the eigenenergies. The Numerov algorithm is a highly accurate (fifth-order) and efficient














Figure 5.4: Our experiments probe the n=0 → 1 translational transition in conjunction with the
fundamental vibrational transition (dashed line, energy = 118 cm−1), while all other experiments
[25, 64, 13] observe the n=0 → 1 transition in the vibrational ground state (solid line, energy
= 113 cm−1). The energy we observe is ∼5% larger because the C60–H2 interaction potential is
stronger in the vibrational excited state.
two measurements is illustrated in Fig. 5.4. From Table 2.1 we see that the polarizability of
the H2 molecule is greater in its vibrational excited state, which implies (see §2.2) that the
interaction potential is stronger and therefore the translational energy should also be greater
in the vibrational excited state. In fact, because the Schrödinger equation is linear in the
potential, our observed translational energy should be greater by the same factor as the change
in the polarizability, ∼6%. Scaling the values of Yildirim and Harris [36] and Herman and Lewis
[13] by 6% gives translational energies of 120 and 117 cm−1, respectively, in good agreement
with our value of 118 cm−1.
61





















Figure 5.5: Room temperature DRIFT spectrum of H2 in C60 (blue curves) fit to Gaussian and
Lorentzian lineshapes (red curves). Though the quality of the fit is comparable in both cases,
achieving a satisfactory fit with Gaussians requires an additional broad peak (black curve).
5.4 Line profiles and widths
Previously, it had been assumed that the peaks in our infrared spectra were best described
by Gaussian line profiles [32, 34]. However, Herman and Lewis recently found that Lorentzian
lineshapes provide a more satisfactory fit to the room temperature spectra of H2 in C60 (cf. Ref.
[13], Figs. 1 and 4). This suggestion by Herman and Lewis led us to reinvestigate the lineshapes
used in our fits to the specta, and we find that Lorentzian lineshapes indeed provide a better fit
to the data from room temperature down to 10 K. A comparison of fits to the data using both
lineshapes at room temperature is shown in Fig. 5.5, and a comparison at 10 K is shown in Fig.
5.6. The room temperature fits are based on the deconvolution of the spectrum of H2 in C60
performed by Christie Simmons in her Honors Thesis [34]. The curve shown in red in Fig. 5.5
represents a sum of individual peaks for the P -, Q-, and R-branches of each of the Q(0, 1, 2,
and 3), S(0, 1, 2, and 3), and O(2 and 3) transitions, for a total of 30 peaks in addition to the
broad Gaussian shown in black. For the fit to Lorentzians, the same constraints on the fitting
parameters have been used as in Christie’s Gaussian fits; only the lineshape has been changed
and the parameters optimized for the new shape. The fits in red to the spectrum at 10 K in
Fig. 5.6 represent a sum of six peaks, with an additional broad peak required for the Gaussian
fit as was required at room temperature.
Because Lorentzians provide the same quality of fit as Gaussians but with one fewer peak
required, we conclude that the Lorentzian is a more appropriate lineshape for the spectra of H2
in C60 from room temperature down to 10 K. There was never a good physical justification for
including the broad Gaussian; it was merely added to improve the fit, so we feel no compunction
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Figure 5.6: QR-branch of the DRIFT spectrum of H2 in C60 at 10 K (blue curves) fit to Gaussian
and Lorentzian lineshapes (red curves). As with the room temperature data, though the quality
of the fit is comparable in both cases, achieving a satisfactory fit with Gaussians requires an
additional broad peak (black curve).
in dispensing with it in favor of the Lorentzians. Determination of the appropriate lineshape
allows us to extract more accurate parameters for the peaks associated with each transition, but
more importantly, it enables us to draw conclusions about the physical processes controlling the
peak shape in our spectra.
Spectral lines may be broadened either homogeneously or inhomogeneously [65]. Homoge-
neously broadened lines are associated with Lorentzian lineshapes and inhomogeneously broad-
ened lines are associated with Gaussian lineshapes [13]. Though we see a better fit with
Lorentzians, in reality our peaks will be some convolution of both Gaussian and Lorentzian
lineshapes. Both homogeneous and inhomogeneous broadening will generally be present in a
system, and by choosing Lorentzian over Gaussian lineshapes, we are asserting that the contri-
bution to the width due homogeneous broadening dominates over inhomogeneous processes.
Inhomogeneous broadening may come from many sources such as Doppler broadening and
isotope broadening, but in our system the dominant source of inhomogeneous broadening should
arise from each of the H2 molecules in our sample seeing slightly different local environments.
As we have seen in §2.3, the strength of the C60–H2 interaction potential can shift the transition
frequencies of the H2 molecules, so if each H2 sees a slightly different potential, we will observe
a spread in frequencies about some mean value. The transitions of each of the H2 molecules will
have some homogeneous width as discussed below, but if the transition energies of all the various
H2 are distributed independently, then the Central Limit Theorem from probability theory [66]
says that the spread of energies due to the transitions in all the H2 molecules in the sample will
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follow a Gaussian distribution.
Homogeneous broadening may arise from at least two effects: lifetime broadening and col-
lisional broadening [65]. Lifetime broadening occurs as a result of the energy-time uncertainty
relation ∆E∆t ≈ ~. A particular quantum state will have an uncertainty in its energy associ-
ated with the lifetime τ that the system is expected to remain in that state. The absorption of
radiation involves a transition between two energy levels, a ground state and an excited state.
Lifetimes of states add like resistors in parallel so that if a state has more than one process by









Thus the width of a spectral line is determined by the ground and excited state lifetimes which
determine the width of those states as depicted in Fig. 5.7. This width due to homogeneous
lifetime broadening is known as the ‘natural width’ of a spectral line.
In addition to broadening due to the lifetime for spontaneous decay from a state, collisions
or interactions with the environment may induce transitions with an associated decay time T1.
To include the effects of T1 broadening in eq. 5.1, we could add the term 1/T1. If T1 becomes
shorter than the other τi for the state, then this sort of interaction-induced broadening becomes
important. For H2 in C60, the dominant source of T1 broadening is expected to be due to
coupling of H2 states with C60 lattice phonons. Rather than inducing transitions and decreasing
the decay lifetime of a state, interactions with the environment may simply interrupt the phase
of a state. Broadening due to dephasing collisions is known as T2 broadening [65]. The time T2
is the time between phase interruptions.
Given that homogeneous broadening dominates the widths of our spectra, it is impossible
to determine whether the responsible homogeneous processes are phonon-assisted transitions
or dephasing collisions. Herman and Lewis suggest some combination of lattice vibrations and
rotation of the C60 molecules as the source of the homogeneous width [13].
As shown in Fig. 5.3, we have fit the R-branch translational sidebands of the spectrum
of H2 in C60 at 10 K to a sum of six Lorentzians for the Q and S(0) peaks and a sum of
seven Lorentzians for the S(1) peak. The results of these fits are displayed in Table 5.4. The
FWHMs of most of these peaks are on the order of 3–4 cm−1, but for each of the three rotational
transitions, we observe a much broader shoulder on the high frequency side with FWHMs of
9–10 cm−1. One possible explanation for the broad shoulders is that they represent a cluster
of low-intensity, unresolved peaks. Another possible explanation is that as the highest energy
sublevels in a band, they have more accessible decay routes within the band and therefore have
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Figure 5.7: Schematic of homogeneous broadening giving rise to the natural linewidth of spectral
lines. The uncertainty principle prescribes uncertainties in the energies of the ground and excited
and states that are determined by the lifetimes of the states. The width of a transition between
these states is determined by the energy widths of the two states. A similar picture applies to
all other types of broadening, the only difference being the source of width for the two states
involved in the transition. Illustration adapted from Ref. [65].
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Table 5.4: Frequencies, FWHMs, and relative intensities of the QR, SR(0), and SR(1) transitions
of H2 in C60 at 10 K fit to Lorentzian lineshapes. Frequencies have been shifted by the zero-
phonon values of 4098.5, 4438, and 4650.5 cm−1.
Frequency (cm−1) FWHM (cm−1) Rel. Intensity
107 1.8 0.07
112 3.2 0.63

















shorter lifetimes than the other sublevels. Potential support for this idea is that the lowest
frequency peak in each translational sideband is also the narrowest peak, presumably because it
has no lower energy state to decay into within the band. However, these explanations are at the
level of pure speculation because we presently have no means of distinguishing between them
experimentally.
To conclude this discussion of lineshapes and widths, we note that the widths of the individual
peaks within each translational sideband are significantly greater than the widths of the zero-
phonon peaks shown in Fig. 5.2 which are on the order of 0.5 to 1 cm−1. Herman and Lewis
observed a similiar effect in the room temperature spectra, noting that the zero-phonon peaks
had roughly half the width of the translational sidebands [13]. The increased width of the peaks
making up the translational sidebands suggests that the relaxation process is enhanced for
translational excited states. The most likely explanation for this enhancement of the relaxation
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rate is that the translational sidebands simply have more decay channels available. A zero-
phonon band must relax only from a rotational-vibrational excited state, while an excited state
for one of the sideband transitions also contains translational excited states as a decay route
in addition to the rotational-vibrational states. Looking at eq. 5.1 for the total decay lifetime,
we see that adding an additional term to the sum would decrease the lifetime and increase the
width of the associated peak.
An enhanced decay process for translational excited states provides a possible explanation
for the disappearance of the zero-phonon modes at temperatures above 70 K as shown in Fig.
4.1. At low temperature the zero-phonon modes are distinguishable from background noise in
the spectrum because their sharpness also makes them tall. But as translational excited states
become thermally populated above 40 K, the intensity of the n = 0 → 1 transition decreases
because the n=0 state becomes depopulated, and the increased width of transitions among the
n>0 states makes them so short as to be indistinguishable from the noise.
5.5 Translational anharmonicity and splitting
In addition to determining the translational energies of H2 trapped in C60 as in §5.3, we would like
to determine the deviation of the C60–H2 interaction potential from the harmonic approximation
as well as the splitting between excited translational states. This allows an indirect probe
of the spatial variation in the potential. We have addressed this problem in three related
but complementary ways that may be roughly characterized as theoretical, semi-empirical, and
empirical, though the theoretical method is hardly rigorous and the empirical method is a
bit speculative. In each of these methods we characterize the translational energies by three
numbers: the fundamental, the anharmonicity, and the splitting. In the (nx ny nz) translational
state notation of Herman and Lewis [13], the fundamental is defined as the energy of the n=
(000)→(001) transition, the anharmonicity is defined as the difference between the fundamental
and the center of mass of the n=(001)→(002) and n=(001)→(011) transitions, and the splitting
is defined as the difference between the n = (001) → (002) and n = (001) → (011) transitions.
Note that permutations of the labels (nx ny nz) are implied because Herman and Lewis assume
isotropy as a starting point for their model.
The simple theoretical approach was to use the Schrödinger equation solver discussed previ-
ously to find the translational energies of a hydrogen molecule trapped in the one-dimensional
C60–H2 interaction potential, eq. 2.6. The anharmonicity and splitting calculated in this way
are essentially those Herman and Lewis [13] would calculate in their separable model at low tem-
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perature.3 However, as noted in §5.3, the projected Herman and Lewis value for the n= 0→1
transition energy is lower than the experimental value by 8 cm−1 because our infrared technique
probes the H2 translational energy in the vibrational ν= 1state rather than the ν=0 vibrational
state. Therefore, we scaled the attractive term of the potential by 1.087 to reflect the change in
H2 polarizability between the ground and first excited vibrational levels (cf. Table 2.1). However,
this resulted in inaccurate translational energies, so the repulsive term was scaled by the factor
necessary (1.134) to make the calculated fundamental translational transition energy equal the
known value of 118 cm−1. Using this approach, we predict the calculated anharmonicities and
splittings to be within 0.1 cm−1 of 13.5 cm−1 and 27 cm−1, respectively, for temperatures of
10, 40, 70, and 100 K. In other words, while the fundamental translational transition energy is
rather sensitive to temperature through lattice contraction (it increases by 15% on cooling from
room temperature to 10 K), the anharmonicity and splitting of the translational levels appear
to be rather insensitive to temperature. Herman and Lewis calculate a room temperature an-
harmonicity and splitting of 13.8 and 27.6 cm−1, respectively—a change of only 2% relative to
both values at 10 K.
Our semi-empirical approach was to fit a crude model for the translational energy level
structure to the R-branch translational sidebands measured at 70 K. At this temperature, it is
expected that the equilibrium populations of H2 molecules in the ground and first excited states
are 76% and 21%, respectively, with only 3% of the H2 molecules in a translational state with
n>1. Thus our 70 K data should provide the cleanest picture available of transitions from the
first excited translational state. The crude model assumes a translational energy level structure
consisting of degenerate ground and first excited states, and the second excited state is split
into two levels. Thus the translational states in this model are effectively (000), (001), (011),
and (002), and the goal was to fit to our 70 K spectrum to three Lorentzians corresponding to
the transitions n=(000)→(001), n=(001)→(002), and n=(001)→(011). Next we determined
what intensities to use for the various transitions. The relative intensities should certainly be
weighted by the thermal populations of the initial states, but it was unclear whether estimates
for the relative sizes of the matrix elements ought to be included. Given the form of VC60−H2, the
two models we tried for the relative intensities were a simple harmonic oscillator and an infinite
square well. For the simple harmonic oscillator, a transition to a state |n〉 is proportional to
n (recall that for the ladder operators in a simple harmonic oscillator, a†|n〉 ∝
√
n+ 1 |n + 1〉
3Note that in the one-dimensional model, the splitting is simply (En=1 − En=0). Also in this model, the
anharmonicity is half the splitting because the n=(001)→ (011) transition does not exist in 1-D and is therefore
assumed to be degenerate with n=(000)→ (001).
4While the dependence of the attractive term on the polarizability is well understood, the behavior of the
repulsive term is not (hence the empirical factor y in eq. 2.11a). Though the factor 1.13 was chosen just to fit the
data, it is not implausibly large.
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Figure 5.8: Q, S(0), and S(1) R-branches at 70 K (blue line) fit to a crude model (red line) in
which the ground and first excited states are degenerate and the second excited state is split into
two levels. The three translational bands were each fit to three Lorentzians corresponding to
excitations from the ground state to the first excited state (black line) and from the first excited
state to the two second excited states (green lines). The P -branches were included as well to
improve the fit but are not shown separately. The data were collected at 4 cm−1 resolution. A
temperature of 85 K was assumed to fit the intensities, and the other parameters are displayed
in Table 5.5.
[28] and that a transition intensity is proportional to the square of the matrix element [39]).
For an infinite square well potential, however, the intensities are independent of n. It turns out
that roughly equivalent fits may be achieved with either model. However, the C60–H2 system
is interesting in that while the translational energy levels are approximately harmonic because
the potential is a parabola, the intensities of the peaks in the spectrum more closely follow
those of an infinite square well as determined by Herman and Lewis [13]. The reason for this
seeming contradiction is that while the first few translational energies depend primarily on the
interaction potential at small displacements (see Fig. 2.6), the matrix elements that determine
the intensities of the transitions are more sensitive to the tails of the wavefunctions where the
potential is more nearly a square well.5
The results of the semi-empirical approach are shown in Fig. 5.8. A temperature of 85 K
was needed to achieve good agreement for the relative intensities of the ground and excited state
5Consider the matrix element for a linear perturbation as in §2.5, 〈ψ|x|ψ′〉; the matrix element is large when
x is large.
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Table 5.5: Parameters for the anharmonicity and splitting (both in cm−1) used to create the fit





transitions.6 The parameters for the splittings and anharmonicities used for the fit shown in
Fig. 5.8 are displayed in Table 5.5. The parameters were optimized by performing a nonlinear
least-squares fit by hand in Excel. Looking at Table 5.5, we see that the anharmonicities for
all three rotational transitions are quite similar and are also comparable to the anharmonicity
of 13.5 cm−1 calculated by solving the Schrödinger equation for the one-dimensional interaction
potential. The splittings range from about 25 cm−1 for Q to 30 and 31 cm−1for S(0) and
S(1) and are comparable as well to the splitting of 27 cm−1 found by the theoretical method.
However, it is interesting to note that a significantly smaller splitting was required for Q than for
either of the S transitions. This difference most likely reflects rotational-translational coupling,
as discussed in §5.6.
In addition to the three R-branch transitions mentioned above, the P -branch transitions with
intensities weighted by the appropriate Boltzmann factor were included in Fig. 5.8 to improve
the quality of the fit. The P -branch peaks may be seen most clearly in the QP peak at ∼3985
cm−1 and in the SP (0) peak at ∼4325 cm−1. The SP (1) was also included, but it overlaps the
primary SR(0) feature and cannot be independently resolved within the red fit curve. As may
be observed in Fig. 5.8, the fit for the SP (0) peak is quite poor. This disagreement is due not to
a deficiency of the model but to the subtraction of the N-grease peaks described in §3.5. SP (0)
lies right in the middle of the N-grease absorption band and was destroyed during subtraction
in the 70 K spectrum.
Our final method to determine the anharmonicity of the translational levels was to explore
what could be learned from the spectra themselves, independent of any theoretical model. This
empirical approach involved taking the absorbance spectra at 70 and 100 K shown in Fig. 4.1
and subtracting from them the spectrum at 10 K (with some modifications), the idea being
that the 70 and 100 K spectra contain both ground and excited state translational transitions,
while the 10 K spectrum contains only transitions from the ground. Thus after the subtraction,
6Though our sample may have been a bit warmer than 70 K, 85 K seems to be outside our uncertainty in
sample temperature.
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we should be left with peaks due to transitions originating in only the excited translational
states. This is a crude technique to be sure, but it does provide useful information about the
translational levels.
It is mentioned above that the 10 K spectrum was subtracted with some modifications. The
first required modification was to scale the 10 K spectrum by the ratio of the population of the n=
0 level at 10 K to the population of that level at 70 or 100 K because we only wanted to subtract
as much of the n=0→1 transition as was present in the higher temperature spectra. However,
because the spectra at different temperatures were not obtained under identical conditions, the
temperatures used to perform this scaling are only rough approximations. In addition to this
scaling, two further modifications were required. We observed that at higher temperatures, the
widths of the peaks become larger because of increased thermal vibrations of the lattice. We
compensated for this by approximating the 10 K spectrum using fits to six or seven Lorentzians
shown in Fig. 5.3 and increasing the widths of these individual Lorentzians to smear out the
10 K spectrum. Finally, as discussed in §5.3, the translational energies depend on temperature
because of changes in the lattice constant. Thus to line up the spectra for proper subtraction,
the frequencies of the peaks in the 10 K spectrum must be reduced to match the translational
energies at 70 and 100 K. Unfortunately, because SR(0) overlaps with SP (1), which has a
considerable temperature dependence in this range, we could not use this technique to learn
about the translational anharmonicity of the S(0) transition.
The results of this procedure are shown in Fig. 5.9 for the R-branch of the Q transition at
70 and 100 K and for the R-branch of the S(1) transition at 100 K. The centers of area of the 10
K spectra and of the difference spectra are marked with vertical lines in Fig. 5.9. The difference
in frequency between the pairs of vertical lines represents the translational level anharmonicity
for each transition. Unfortunately, because the n=(000)→(001) transition is nearly degenerate
with the n=(001)→(011) transition [13], it is impossible to resolve the (001)→(011) transitions
in the difference spectra, and we are unable to calculate the excited state splittings. However,
despite the crudeness of this approach, the results for the anharmonicity are quite comparable
to those obtained with the other two methods. We find the anharmonicity of the Q transition
to be 13 cm−1 at 70 K and 16 cm−1 at 100 K, while that of the S(1) transition is 13 cm−1 at
100 K. These values are quite close to the 13.5 cm−1 predicted by the theoretical method and a
bit larger than the 11–12 cm−1 found using the semi-empirical method. A greater value for the
anharmonicity at 100 K for the Q transition is to be expected because of significant population
in translational states with n> 1 at 100 K, though the smaller value for the anharmonicity in
S(1) at 100 K suggests that this result is fortuitous and that we simply have large error bars on
the anharmonicities determined in this way. Finally, it should be noted that the position of the
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Figure 5.9: R-branches of Q and S(1) at 10 K (blue curves) subtracted from the corresponding
R-branches at 70 K and 100 K for Q and at 100 K for S(1) (black curves), leaving only the
n = 1 → 2 transitions (red curves). The vertical lines mark the centers of area of the peaks
of the same color, and the distance between the vertical bars gives the anharmonicity of the
translational levels.
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center of area of one of these difference spectra is highly sensitive to the factor used to scale the
10 K spectrum before subtraction.
It is reassuring that each of the three approaches yield similar results, but because the semi-
empirical approach is a natural extension (though a simplification) of the theory of Herman and
Lewis [13] to low temperature and because it is also grounded in the data, we are most confident
in the semi-empirical results.
5.6 Analysis of Fine Structure
In §1.5 it was claimed that one the advantages of obtaining infrared spectra at low temperature
is to enable more direct and rigorous comparisons with the theoretical models of H2 trapped in
C60. The rich fine structure present in the data at the lowest temperatures suggests that such a
comparison is now possible. Hopefully the data presented here will result in a detailed critique
and refinement of available models, but such an analysis is a formidable task. The purpose of
this section is to explore an initial, if simplistic, comparison of our low temperature infrared
data to the theory developed by FitzGerald et al. [25] and expanded by Yildirim and Harris [36]
to explain neutron scattering experiments of H2 in C60. This comparison will be made first for
the zero-phonon modes and then for the translational sidebands.
5.6.1 Zero-phonon modes
The |Jm〉 rotational states of H2 are split by the crystal field of the surrounding C60 lattice
[25, 36]. This splitting should be most prominent in the zero-phonon peaks because these
pure rotational-vibrational transitions do not have the added complication of coupling with
translational states that should be present in the sidebands. The magnitude of the splitting is
determined by calculating the matrix elements
〈Jm |VC60−H2(r,Ω) |J ′m′ 〉, (5.2)
where the interaction potential VC60−H2(r,Ω) is written in terms of spherical harmonics rather
than the form of eq. 2.6 to facilitate calculation of the matrix elements. The coefficients of the
expansion have been determined through fits to neutron scattering data [25]. In this form, the
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Table 5.6: Expansion parameters for VC60−H2(r) (eq. 5.3) taken from Ref. [25]. The values shown
are for the low-temperature Pa3̄ symmetry calculated with the self-consistent harmonic method.
Units for V00, V20, and V40 are cm
−1.
V00 V40 V40 αc αs
−881.5 −9.68 −3.2 0.845 1.941
leading terms of the interaction potential are [25]























The parameters in eq. 5.3 are listed in Table 5.6. The matrix elements of eq. 5.2 were calculated
in Mathematica for all values of m in rotational levels up to J = 5. The eigenvalues of the
matrix resulting from this calculation are shown in Table 5.7. The splittings calculated using
the parameters in Table 5.6 are smaller than the experimental values by a factor of 1.64 because
the large zero-point energy of the H2 molecule also contributes to the splitting [25]. The values
shown in Table 5.7 have been scaled so that the splitting between |1 ±1〉 and |1 0〉 equals the
observed value of 6 cm−1 [25].
Theoretically the simplest band for comparison with theory would be the SQ(0) because it
has a nondegenerate ground state and so there are fewer transitions to consider. Unfortunately,
as shown in Fig. 5.2, our data for the zero-phonon peaks are much less clear for S(0) than for
the S(1) or the Q bands. In the analysis below we focus on the SQ(1) band because the data
for this band contain the most unambiguous features.
Figure 5.10 shows the experimentally measured SQ(1) zero-phonon peaks of H2 in C60 fit
to transitions from the two J = 1 levels to the five levels of J = 3 subject to the selection rule
∆m=0,±1,±2. The splittings used are the eigenvalues of the matrix formed by eq. 5.2, and the
relative intensities of the transitions are set by eq. 5.3 as well. The selection rule for ∆m was
chosen as the one giving the best fit to the data, though it happens to agree with the results of
§2.6. However, from Fig. 5.10 we see that the fit is deficient in several respects. Most notably is
that the prominent peak at 4650.4 cm−1 present in the data is not reproduced in the calculated
spectrum, and the fit contains a large peak at 4646 cm−1 that is not present in the data. This
large peak is due to a transition from the upper sublevel of J=1 to the second lowest sublevel of
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Table 5.7: Splittings and degeneracies of H2 rotational states due to the Pa3̄ crystal field of C60
(eq. 5.3). The m values composing each energy level are listed as well for J=1, 2, and 3.
∆E (cm−1) Degeneracy m
J=1 −4.0 1 0
2.0 2 ±1
J=2 −3.6 1 0
−1.4 2 ±1, ±2
3.2 2 ±1, ±2
J=3 −3.6 1 0, ±3
−2.2 2 ±1, ±2
0.7 2 ±1, ±2
3.1 1 ±3
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Figure 5.10: The model for crystal field splitting of Ref. [25] (blue curve) fit to the SQ(1) zero-
phonon peaks (black curve). The blue curve is a sum of individual transitions from the m= 0
and ±1 levels of the J=1 state to the m=0, ±1, and ±2 levels of J=2 subject to the selection
rule ∆m=0, ±1, or ±2.
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J =3. The squared matrix element for this transition is small only under a ∆m=±1 selection
rule. However, this selection rule makes other predictions in clear contradiction with the data.
Despite the inconclusive nature of this analysis, we note that the overall width of the entire
calculated SQ(1) band (12 cm
−1) agrees quite well with the width of the observed band.
5.6.2 Translational sidebands
The translational sidebands are expected to have a more complicated structure than the zero-
phonon bands because of additional splittings due to rotational-translational coupling [36]. How-
ever, the greater intensity of the sidebands compensates somewhat for this added complexity by
allowing us to analyze the data more closely.
As shown in Fig. 5.10, crystal field effects split the SQ(1) band by approximately 10 cm
−1
from the highest to the lowest sublevel, and it is known that the crystal field splitting between the
J=0 and J=1 states is about 6 cm−1 [25]. Therefore, by observing the temperature dependence
of one of the translational sidebands, it should be possible to determine which components of
the band (the individual Lorentzians in Fig. 5.3) correspond to transitions from a ground state
and which correspond to transitions from an excited state. For example, assuming a splitting
of 6 cm−1, a reduction in temperature from 20 K to 10 K would result in a decrease (increase)
of 20% in the intensity of transitions originating from the excited (ground) state.
Using the sapphire dome with the sample subject to a helium exchange gas, we referenced
a spectrum of H2 in C60 taken at 20 K to one at 10 K. The full QR spectrum and Lorentzian
fits at 10 K as well as the 20 K minus 10 K difference spectrum are shown in Fig. 5.11. From
the definition of an absorbance spectrum (eq. 3.1), we see that bumps going up in the difference
spectrum correspond to transitions originating in an excited state, and bumps going down are
associated with ground state transitions. The bumps in the difference spectrum all line up
within 1 cm−1 with the Lorentzians composing the QR spectrum which gives us some confidence
that the bumps correspond to real changes in the population of the split sublevels.7 Also, it is
interesting to note that, defining the baseline of the difference spectrum to be zero, one may
observe by eye that the total area of the bumps is negative. This suggests that the total area of
the spectrum is not conserved on cooling from 20 K to 10 K, but if the bumps in the difference
spectrum are due solely to shifting level populations, we would expect the total area to remain
constant.
7SR(0) and SR(1) could not be used for this analysis because the added complexity of the ∆J =2 transition
made correlating bumps with individual Lorentzians impossible.
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Figure 5.11: 20 K minus 10 K difference spectrum (blue curve) and Lorentzian fits to the R-
branch of the Q transition at 10 K (black curve) color-coded to denote excited state (red curves)
and ground state (green curves) transitions. Positive bumps in the difference spectrum corre-
spond to states with higher population at 20 K and are therefore associated with excited states,




Conclusions and Future Work
Achieving practical hydrogen storage for fuel cell applications will require the development
of new materials capable of adsorbing high densities of hydrogen at low pressures near room
temperature. The search for these materials must be guided by a detailed understanding of
the mechanisms that bind hydrogen molecules to a host. C60 cannot store enough hydrogen for
practical applications, but the unique and easily modeled binding site of H2 in C60 makes for
an ideal system in which to study the quantum dynamics of trapped H2. By exploring one of
the simplest problems in quantum mechanics, the particle in a box, we learn details about the
intermolecular interactions between hydrogen and carbon necessary to understand novel organic
storage materials. We also gain insight into the behavior of confined H2 in general that may
then be applied to more complex and more technologically promising materials.
Our probe of the dynamics of trapped H2 is infrared spectroscopy, and while previous studies
of the spectrum of H2 in C60 at room temperature provided a great deal of information, the
number and width of the peaks in the spectrum precluded rigorous comparison with theoretical
models. With the construction of the DRIFTS cryostat, we were able to obtain spectra at
temperatures as low as 10 K and extract a wealth of information from the spectra. By cooling
the sample to its quantum mechanical ground state, we were able to measure the fundamental
translational energy of H2 trapped in C60 at 10 K to be 118 cm
−1. Upon warming to 70 K, the
first translational excited state became populated and we were able to measure the anharmonicity
of the translational levels and compare the result with the theory of Yildirim and Harris [36]
and Herman and Lewis [13]. Because the peaks in the spectrum were sharper by more than an
order of magnitude we were also able to observe the second-order effect of H2 rotational states
on the redshift in addition to the larger effect of the vibrational states that had been observed
at room temperature. This sharpness also enabled the observation of a rich fine structure in the
translational sidebands that still awaits a satisfactory theoretical description.
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Now that a system combining high-pressure gas handling and low-temperature DRIFTS has
been demonstrated with C60, many exciting possibilities to study new materials exist. The
analysis of our data on H2 in C70 contained in Appendix B remains preliminary, and the mea-
surement of the H2–C70 spectrum at low temperature would facilitate our understanding of
that system as well as provide a fruitful complement to our understanding of H2 in C60. As
discussed in Appendix C, the initial room temperature results on MOF-5 at room temperature
were promising because we observed rotational S transitions that provide valuable information
about the dynamics of trapped hydrogen. Unfortunately, the sample degraded by the time we
were able to take spectra at low temperature, and the S transitions had disappeared. Repeating
this experiment with a fresh MOF-5 sample will be a top priority.
During this expansion into spectroscopy of H2 stored in new materials, an important question
will be whether the prominence of the S peaks and the information they provide is peculiar to
H2 in C60 because of the large polarizability of C60 or whether the enhancement of the S peaks
is a more general phenomenon inherent to the DRIFTS technique. Whether new experiments
see S transitions in MOF-5 or not, it is only one example of a material of intense current
interest and will certainly be eclipsed by future generations of novel hydrogen storage materials.
Understanding the fundamental advantages and limitations of the DRIFTS technique will be
critical to the application of our knowledge of H2 in C60 to future materials.
In addition to these more applied pursuits, several fundamental questions remain about
the infrared spectrum of H2 in C60. First, the fine structure observed in the zero-phonon
bands and in the translational sidebands is only partially understood on a qualitative level.
The new data presented in this thesis have enabled more rigorous comparisons with theory,
but such comparisons are at a very early stage. A full theoretical study similar to that of
Yildirim and Harris [36] for the neutron data will likely be required to satisfactorily explain the
influence of crystal field effects and rotational-translational coupling on the zero-phonon modes
and translational sidebands. The sharpness of the peaks at low temperature also allowed the
observation of different widths for the zero-phonon transitions and the translational sidebands,





This appendix reviews many of the computational techniques needed for the work presented in
this thesis. First is a discussion of the numerical solution of the one-dimensional Schrödinger
equation using a shooting and matching method implemented in Matlab with the Numerov
algorithm and in Mathematica. These programs are required to determine the temperature
dependence of the translational energies of H2 in C60 as discussed in §5.3. The second part of
this appendix contains a description of some of the computational tools that have been developed
in Mathematica, Excel, IGOR Pro, and Bomem GRAMS that facilitate the general activities of
the lab.
A.1 Shooting and Matching
Precious few problems in quantum mechanics can be solved exactly, and although the transla-
tional dynamics of H2 in C60 in similar in some respects to two of them, the harmonic oscillator
and the particle in a box, perturbation theory or numerical methods are required to learn about
the translational behavior of trapped H2. Yildirim and Harris [36] modeled the translational
motion of H2 in C60 as a perturbed spherical harmonic oscillator, while Herman and Lewis [13]
added perturbations to a harmonic oscillator in Cartesian coordinates. In addition, Herman
and Lewis [13] used numerical methods to extract translational energies of H2 subject to the
interaction potential described in §2.2. Herman and Lewis [13] found translational energies for
the full three-dimensional potential, but they also noted that the interaction potential is nearly
separable in Cartesian coordinates so that the simpler one-dimensional problem may be used as
an approximation and as a check on their more complicated three-dimensional technique. To
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compare our low-temperature data with the theory of Herman and Lewis developed for room
temperature spectra, we needed to determine the temperature dependence of the translational
energies caused by contraction of the C60 lattice. The shooting and matching technique used
for this calculation is described below.1
We consider the one-dimensional time-independent Schrödinger equation
−~2
2m
∇2ψ(x) + V (x)ψ(x) = Eψ(x). (A.1)
The shooting method takes advantage of the fact that for a quantum system with a discrete
energy spectrum, only certain values of E, the eigenvalues, lead to normalizable solutions for
ψ, the eigenfunctions. For our purposes we consider only bound states so that ψ must satisfy
the boundary condition ψ → 0 as x → ±∞. The strategy of the shooting method, then, is to
numerically integrate the Schrödinger equation for a bunch of values of E and see which ones
come closest to satisfying the boundary conditions of the problem.
Because the Schrödinger equation is a second-order differential equation, finding a solution
requires values of ψ and dψ/dx at some x as initial conditions. For a symmetric (even) potential,
such as the C60–H2 interaction potential, this task is made relatively easy by exploiting the
symmetry of the resulting wavefunctions [67]. The eigenfunctions ψ(x) will be alternately even
or odd functions of x. Even solutions will have an antinode at x = 0 and odd solutions will have
a node at x = 0. Thus an odd solution has ψ(0) = 0 and dψ/dx 6= 0 at x = 0 while an even
solution has ψ(0) 6= 0 and dψ/dx = 0 at x = 0. The Schrödinger equation is linear, which means
that if ψ is a solution, so is aψ for any constant a. Therefore, we may arbitrarily set ψ(0) = 1
for even wavefunctions and dψ/dx = 1 at x = 0 for odd wavefunctions. With the required initial
conditions in hand, we may solve the Schrödinger equation to find ψ(x) and then normalize it
at the end to get the correct solution.
Suppose for now that we have found ψ(x) for a bunch of energies (how to actually do this
will be discussed in the following section §A.2). We would now like to determine which energies
are closest to the eigenenergies of the system. The method for doing this is illustrated in Fig.
A.1. As mentioned above, when the trial energy E is an eigenenergy En, ψ goes to zero at
x = ±∞. Conveniently, when E < En the calculated diverges toward +∞ for large |x|, and
when E > En it diverges toward −∞ for large |x|. Then all a computer program looking for
En has to do is look for a sign change in ψ at large |x| as it marches through the set of trial
energies. Locating the sign change brackets En to within the energy step used by the program.
This procedure may then be iterated to achieve the desired level of accuracy by progressively
1Herman and Lewis [13] also used shooting and matching to solve the one-dimensional problem so the approach
taken here is likely quite similar to theirs.
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Figure A.1: Illustration of the shooting method for the translational ground state with energy
E0 of H2 in C60. Only the trial with E = E0 (green curve) yields a normalizable solution. When
E > E0 (red curve), ψ diverges toward +∞, and when E < E0 (blue curve), ψ diverges toward
−∞. The C60–H2 interaction potential is shown in black. The x-axis is in Å. (figure concept
after Giordano [67])
narrowing the search window for En and using a smaller energy step.
2
This is the approach taken in the Mathematica Schrödinger equation solver described in
§A.4.1. This method is limited to even potentials, however, and is relatively inefficient compu-
tationally. Therefore, a Schrödinger equation solver was developed in Matlab using matching as
well as shooting that executes many times faster than the Mathematica solver. In a matching
algorithm the strategy is to integrate toward a matching point x = xm from both +∞ and −∞.
The eigenfunctions are those solutions that ‘match’ in the middle and satisfy the requirements
that both ψ and dψ/dx be continuous, as illustrated in Fig. A.2. Practically speaking it is not
necessary to start the integration at ±∞; values of |x| large enough to provide the boundary
condition ψ(x) ≪ ψ(0) will suffice. The matching point xm may be chosen anywhere within
the classically allowed region of the potential, the region between the ‘turning points’ at which
E = V . As a general rule it is good practice to integrate from classically forbidden regions into
2A more efficient approach would be to use the secant method for finding roots once the approximate eigenvalues
are known [68].
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Figure A.2: Illustration of the matching method for the translational ground state with energy
E0 of H2 in C60. ψL and ψR are scaled to satisfy the continuity of ψ. The energy is varied via a
shooting method until a trial with E = E0 (top) is found that satisfies the continuity of dψ/dx
at the matching point. When E 6= E0 (bottom), the derivatives of ψL and ψR are not equal at
the matching point.
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classically allowed regions so that exponentially growing or decaying solutions such as those in
Fig. A.1 do not grow and dominate the calculated solution [68].
When the integrations from the left and right have been done to yield ψL and ψR, respectively,
the solutions may be arbitrarily scaled so that ψL(xm) = ψR(xm), again because the Schrödinger
equation is linear. The condition for a match then relies on the other continuity requirement
ψ′L(xm) = ψ
′
R(xm). Shooting is used to vary the energy until a match is found. This technique
is implemented in the Matlab Schrödinger equation solver described in §A.3.
A.2 The Numerov Algorithm
The most widely used algorithm for solving general ordinary differential equations is the fourth-
order3 Runge-Kutta method. However, if the differential equation to be solved lacks a first
derivative term (as is the case with the Schrödinger equation), then one order better may be
achieved using the Numerov algorithm. In addition, the Numerov algorithm is more efficient than
fourth-order Runge-Kutta because the Numerov algorithm requires only two function evaluations
per step while fourth-order Runge-Kutta requires six.
A derivation of the Numerov algorithm may be found in Ref. [69]. The result is that differ-
ential equations of the form
d2ψ
dx2
+ k2(x)ψ(x) = 0 (A.2)





















where h is the step size and the index j gives the position x = jh. To compute ψj+1 and solve
the differential equation, two neighboring points ψj−1 and ψj are required as initial conditions.
If ψ is known to be even, good choices are ψ(h/2) = ψ(−h/2) and if ψ is odd, choose ψ(0) = 0
and ψ(h) > 0. If the potential is not even, a higher-order method must be used to estimate
ψ(x + h) from the values of ψ(x) and ψ′(x) (e.g., for bound states ψ(x) = 0 may be used for
large |x|) [70].
3A numerical algorithm of order n finds a solution with a global error that is O(hn) where h is the step size
used.
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A.3 Matlab Schrödinger Equation Solver
Our implementation of shooting and matching with the Numerov algorithm is adapted from
code by Göran Lindblad [71], which uses the form of the algorithm found in Ref. [70]. After the
wavefunction is calculated for an array of energies, Matlab’s built-in root finding algorithm is
used to perform the matching step. The program should be capable of handling a quite general
potential, but is currently set up to solve the Schrödinger equation for the one-dimensional
potential of Herman and Lewis [13] found in eq. 2.6. The potential is defined in zJ (that’s
10−21 J). The conversion factor between zeptojoules and wavenumbers is 1 zJ = .019862229
cm−1. In these units ~2/2m for an H2 molecule is 1.661 × 10−3 zJ · nm2. The accuracy of this
program was verified by reproducing the one-dimensional energies of Herman and Lewis [13]. To
determine the temperature dependence of the fundamental translational energy, we solved the
Schrödinger equation for different values of the C60 lattice constant. The C60 lattice constant
measured by David et al. [26] over the temperature range 5–320 K is reporduced in Table A.1
for reference.
The Matlab Schrödinger equation solver is quite efficient. As an example, the fundamental
translational transition (n=0 → 1) and translational anharmonicity (E1→2−E0→1) for about 30
temperatures between 10 and 320 K are shown in Fig. A.3. These calculations were performed
in about one minute on a laptop. The same calculation would require about 45 minutes using
the Mathematica implementation. From Fig. A.3 we see that the energy of the fundamental
and the anharmonicity both depend linearly on the lattice constant. The slopes of least-squares
fits to the lines in Fig. A.3 are −118 cm−1/Å for the fundamental and 4.6 cm−1/Å for the
anharmonicity.
A.4 Mathematica
A.4.1 Schrödinger Equation Solver
Though less efficient, the Mathematica Schrödinger equation solver is more user-friendly than
the Matlab version. Because the program relies on the symmetry of the wavefunctions, it only
works for even potentials. Rather than integrating the Schrödinger equation using the Numerov
algorithm, the Mathematica solver uses the built-in function NDSolve with the default method
and a selectable accuracy goal. This program looks for a sign change in the wavefunction at
large |x| as it steps through the range of trial energies. This brackets the eigenvalues to within
the energy step size used; the program then iterates by zooming in on the range where the sign
change occurred and solving for a new array of energies with a finer step size. The accuracy
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Table A.1: Values of the C60 lattice constant as a function of temperature digitized from David,
et al. [26].









































































































Figure A.3: Top: energy of the fundamental translational transition versus temperature. Bot-
tom: fundamental translational energy versus lattice constant (in red) and translational anhar-
monicity (in blue). The slopes of least-squares fits for the fundamental and the anharmonicity
are −118 cm−1/Å and 4.6 cm−1/Å, respectively.
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Figure A.4: One-dimensional translational ground state wavefunction (red curve) for H2 in C60
fit to a Gaussian function (blue curve).
of this method was verified by reproducing the one-dimensional energies of Herman and Lewis
[13].
In addition to user-friendliness, it is easy to view and analyze the resulting wavefunctions in
Mathematica, something that is harder to do in the Matlab version because it currently stores
only a few values of the wavefunction in memory. For example, the ground state wavefunction of
a harmonic oscillator has a Gaussian shape. To determine how close the H2 in C60 translational
ground state wavefunction is to that of the harmonic oscillator, the Schrödinger equation solver
can be used to find the wavefunction and then Mathematica’s NonlinearFit function can be
used to fit the wavefunction to a Gaussian. The result is shown in Fig. A.4. The fit is fairly
good, reflecting the fact that the C60–H2 interaction potential is nearly harmonic for small
displacements from the center of the octahedral site. The H2 translational wavefunction decays
slightly faster than the Gaussian, as is to be expected because the C60–H2 potential is stiffer
than a harmonic potential. It would be interesting to see if this effect becomes more pronounced
for excited translational wavefunctions.
A.4.2 Potentials and E-fields
In addition to solving the Schrödinger equation, the other major use of Mathematica we have
developed is for determining the C60–H2 interaction potential and for calculating the electric
field experienced by a hydrogen molecule trapped in a solid C60 octahedral site. These programs
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~ 0.5 A
n = 0 n = 2
Figure A.5: Equipotential surfaces of the C60–H2 interaction potential. Left: equipotential set
near the zero-point energy of the trapped H2. Right: equipotential at approximately the energy
of the n=2 translational level.
share a common starting point of defining the positions of the 360 carbon atoms that define a
C60 octahedral site. The interaction potential is then calculated according to eq. 2.5, and the
electric field is calculated from Coulomb’s law. For the electric field calculations, a simple
model is employed in which positive charges are placed at the positions of the carbon nuclei and
negative charges are placed at the centers of the C–C double bonds in each C60 molecule.
Equipotential surfaces of the C60–H2 interaction potential may be generated using Math-
ematica’s ContourPlot3D command, as illustrated in Fig. A.5. Unfortunately, it takes several
hours to generate one of these plots on a relatively fast computer. This figure shows surfaces of
constant potential with the energies set (roughly) to the values appropriate for the translational
state and the second excited state. It is interesting to note that the box the H2 molecule is
trapped in has much more rounded edges near the bottom of the potential (n = 0) than at
higher energies (n = 2). This is perhaps suggestive of the success of Yildirim and Harris [36]
in modeling the interaction potential in spherical coordinates to fit low temperature data while
Herman and Lewis [13] succeeded using Cartesian coordinates for high temperature data.
The electric field calculations were used to determine the magnitude of the electric field at
the center of the octahedral site in an attempt to explain the presence of the zero-phonon modes
in the infrared spectrum. The zero-phonon modes are forbidden if the electric field due to the
surrounding C60 molecules has inversion symmetry, but this symmetry is broken slightly when
the true, non-spherical shape of a C60 molecule is taken into account and when the C60 molecules
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are allowed to rotate freely. This investigation was inconclusive, but the linear approximation
of the electric field for small displacements from the center of the octahedral site used in §2.5
was justified.
There are also several useful smaller programs on the lab computer. One called TrigToYθφ.nb
converts expressions involving sin and cos into spherical harmonics Y ml . Another called Matrix-
Elem.nb takes a user-defined operator and calculates the matrix element of that operator between
H2 rotational states |Jm〉. It is also set up to run through all m for a given J and find eigenvalues
of the matrix to calculate crystal field splittings of the rotational sublevels.
A.5 Igor
A.5.1 Peak Fitting
Igor has a built-in multiple peak fitting function that works pretty well. For the peak-fitting
package to show up in the Macros menu, a couple of files have to be in the folder Igor Procedures:
Multi-peak fitting 1.3.ipf and Peak Functions.ipf. These files are in place on the lab computer,
but if it ever occurs that that’s no longer the case, a clean installation of Igor puts the files in
(something like) Igor Pro Folder→WaveMetrics Procedures→Analysis→Peak Fitting so they have
to be moved from there to Igor Procedures. If those files are all in place, the fitting routines are
accessed by selecting CreateFitSetupPanel from the Macros menu. Select waves for the x- and
y-data, then click Set, then Graph. Put in the number of peaks Igor should fit to the data, then
step through each peak with the up and down arrows and select initial values for the three peak
parameters. Guessing parameters goes faster if the cursors are used to define the amplitude,
position, and width and then clicking the From cursor buttons. If the cursors are not available
on the graph, make the graph the top window and press crtl+i. After selecting initial guesses, it
might be a good idea to save the parameter set (Igor can hold up to 11 sets of peaks), then click
Do Fit. There is an option to fit the baseline, but be warned that this process is not transparent
to the user and it is difficult to extract accurate values for the peak parameters. To see the code
that runs the peak fitting routine, select File→ Open File→ Procedure→ Multi-peak Fitting.ipf.
The lab computer has been set up with a modified version of the built-in PrintPeakParams macro
that exports the parameters resulting from the fit into a table.
There are times when it would be nice to put the individual peaks from the fit in a new
figure, as in Fig. 4 in Ref. [35]. Doing so is much more difficult than one might hope because of
the way Igor hides the waves corresponding to the fitting peaks. The easiest way to accomplish
this is to obtain the peak parameters, recreate the peaks as columns in Excel, and copy and
paste back into Igor.
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A.5.2 Peak Center
It is often nice to have a quantitative measure of the center of area of a peak. An Igor macro
has been written for this purpose called PeakCenter. It is part of Hugh’s Procedures.ipf, which
should be automatically loaded in Igor on the lab computer. Just place the cursors on either
side of the peak and type PeakCenter() in the command line. One caveat is that the macro
assumes evenly spaced data points; if this is not the case, it will compute the wrong area and
the center it reports will be incorrect.
A.6 Excel
A.6.1 Deconvolution
We use gigantic Excel spreadsheets to achieve an empirical fit to the room temperature spectra,
such as that in Fig. 5.5. The spreadsheets are fairly complicated, and the best way to learn
how they are structured is simply to click around and learn all the dependencies. Most of it is
standard Excel stuff, but one less-common tool that is very useful for doing the deconvolution
is the scroll bar. To make one, look under the View menu for Toolbars and then Forms (of all
places). The scroll bar button is the rectangle with up and down arrows on it. Draw the scroll
bar, then right click it to format it, link it to cells, etc.
A.6.2 Nonlinear Least Squares
A faster and more precise way to optimize the deconvolution is to use Excel’s Solver function.
Make a residuals column containing the difference between the data and the fit at each point
and then create a cell that is the sum of the squared residuals (SSR). Open Solver under the
Tools menu and set Target Cell to the SSR cell. Tell Solver to minimize that cell and pick the
appropriate parameters and constraints. This technique usually only works for one maybe two
parameter fits, but can be quite useful once the rough work has been done by hand.
A.7 GRAMS
A.7.1 File Information
Within the Bomem GRAMS software, it is possible to access information about what manipu-
lations brought a particular spectrum or absorbance file to the form that appears in the data
window. After opening the file of interest in GRAMS and making sure it is highlighted in the
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Data Browser (to get the Data Browser look under the ‘Options’ menu), go to the ‘File’ menu
and select ‘File Information’. Click the button at the bottom that says ‘Audit Log’.
The beginning of the Audit Log provides all sorts of useful information such as spectrometer
settings, number of scans, a time stamp, etc. The only potentially confusing item is that the
time in seconds it took the spectrometer to collect the spectrum is listed under ‘Coad Time’.
Below the header information, the Audit Log contains information about what was done to a
particular spectrum, such as what reference was used to calculate the absorbance spectrum,
where the baseline correction points were placed, what sort of smoothing was applied, what
peaks were removed to fit the current theory, and so on.
A.7.2 Exporting Data to Igor
To copy a spectrum from GRAMS to the clipboard for pasting into Igor or Excel, make sure
the trace of interest is the active one in the data browser, then go to Copy screen as in the Edit
menu and select Data. crtl+v then puts the data into one’s table of choice.
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B.1 Comparisons with C60
Though C60 is the most abundant molecule present during the production of fullerenes, stable
fullerenes with more carbon atoms are occasionally produced. The majority of these higher-mass
fullerenes are C70 molecules [19]. While C60 molecules are shaped like soccer balls, C70 molecules
are shaped more like rubgy balls as in Fig. B.1. The structure of C70 may be derived from that
of C60 by slicing a C60 molecule in half perpendicular to one of the 5-fold symmetry axes defined
by the pentagons, pulling apart the hemispheres, rotating one of them by π/5 radians, and
adding a belt of 5 new hexagons to reconnect the hemispheres [19]. The aspect ratio of the long
axis to the short axes in the prolate spheroidal C70 molecule is approximately 1.12 [72].
The crystal phases adopted by C70 are more complicated than those of C60, but §7.2 in the
book by Dresselhaus et al. provides a nice summary [19]. Just as C60 undergoes an orientational
phase transition at 260 K, a similar transition occurs for C70, but at two temperatures, one for
rotations about the long axis and another for rotations about the short axis. Above 340 K, the
C70 molecules in the solid freely rotate so that they behave structurally like spheres. The close-
packed fcc phase (a=15.01 Å) is the most stable phase, but most crystals also contain a large
fraction of a hexagonal close packed (hcp) phase. As the temperature is reduced to between
340 and 280 K, the structure of solid C70 becomes anisotropic as rotations about the short axis
begin to freeze out and the long axes align. The fcc structure becomes rhombohedral as the
alignment of the long axes of the C70s along the [111] direction causes the body diagonal of the
fcc cell to stretch. The fcc lattice constant of 15.01 Å is slightly larger than that of C60’s 14.17
Å. The hcp phase is also present in this temperature range, but as in the fcc phase, alignment
of the C70 long axes creates anisotropy in the structure. X-ray diffraction measurements of the
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Figure B.1: Structure of the C70 molecule. The long axis of C70 has a nuclear diameter of 8.0
Å while the diameter along the short axis is the same as for C60, 7.1 Å [72].
C70 sample used in our experiments indicated the presence of both structures.
1 Finally, below
280 K, rotations around the long axes freeze out. The structure of the low temperature phase
is monoclinic.
The 5% increase in the lattice constant of C70 relative to C60 leads to a similar change in the
size of the octahedral trapping site for H2. Because the dominant attractive term of the C70–H2
interaction potential is proportional to r−6, this small change in the size of the octahedral site
would lead to an approximately 30% change in the strength of the potential. As in §2.3, we
therefore might expect a significant change in the redshift for H2 in C70. In addition, the energies
for a particle in a square well are proportional to a−2, where a is the width of the well. Crudely
modeling the translational dynamics of trapped H2 as a particle in a square well, we might also
expect a change of approximately 10% in the translational energies of H2 in C70 relative to H2
in C60.
B.2 Results
Room temperature spectra of H2 in C70 are shown in Fig. B.2 at pressures of 300, 600, 900,
1200, and 1300 psi. The spectrum of H2 in C70 appears remarkably similar to the spectrum of
H2 in C60. The spectrum still represents a highly redshifted fundamental vibrational transition
in addition to three main rotational transitions (Q, S(0), and S(1)), each with two translational
sidebands and a zero-phonon mode. A comparison of the room temperature spectra of H2 in




















Figure B.2: DRIFT spectrum of H2 in C70 at room temperature and pressures of 300, 600, 900,
1200, and 1300 psi. This spectrum is quite similar to the spectrum of H2 in C60 except that
the peaks are broader the translational energy is smaller, and the zero-phonon modes are more
intense.
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Table B.1: Comparison of the room temperature spectra of H2 in C60 and C70: Etrans is the
average translational transition energy, R width and Q width are the FWHMs of the respective
peaks, and Q/R pct. gives the strength of the Q transition relative to the R. The relative
intensities quoted are the fractional contribution of each transition to the entire spectrum. The
column C70/C60 is the ratio of the other two. The redshifts, Etrans and the widths are given in
cm−1.
C60 C70 C70/C60
Redshift 49 52 1.06
Etrans 129 117 0.91
R width 120 180 1.50
Qa width 60 100 1.67
Q/R pct. 5 13 1.60
Rel. intensities
Q 0.46 0.40 0.87
S(0) 0.13 0.12 1.08
S(1) 0.31 0.36 1.16
aNote that here and in Q/R pct., ‘Q’ labels translational
states, but in the relative intensities, Q is a rotational transi-
tion.
C70 and in C60 is shown in Fig. B.3. Deconvolutions of both spectra were performed as in Ref.
[34] except that Lorentzian rather than Gaussian lineshapes were used.
The P -, Q-, and R-branches of Q(0, 1, 2, and 3), S(0, 1, 2, and 3), and O(2 and 3) were
included in the deconvolution for a total of 21 peaks.2 Details of how quantum statistical
mechanics allows the 63 parameters required to describe these parameters to be reduced to
about 10 free parameters are contained in Ref. [34]. It is sufficient to know that performing this
deconvolution allows us to compare features of the H2–C70 and H2–C60 spectra such as redshifts,
translational energies, widths, and relative intensities of the Q and S peaks. This comparison
is summarized in Table B.1. The redshift is greater in C70 by 6%, presumably because the
larger lattice constant makes the long-range attractive part of the H2–C70 interaction potential
even more dominant over the repulsive part (see §2.3). The average3 translational energy is
lower in C70 than in C60 by 9%. This decrease is consistent with the change in 10% predicted
by the square well model mentioned above. The widths of both the Q and the R are much
greater (∼50%) for H2 in C70 than in C60. This effect is not well understood at present but we
2The dominant Q peaks are split by only 6 cm−1 and were considered degenerate for this fit.
3Technically this is the average of En in the transition n→ n+ 1 weighted by the population of translational
































Figure B.3: Deconvolutions of the DRIFT spectra of H2 in C70 and C60 at room temperature and
∼1200 psi. The data are shown in green, Q-branch transitions in yellow, P -branch in red, and
R-branch in blue. Rotational transitions Q(0, 1, 2, and 3), S(0, 1, 2, and 3), and O(2 and 3)
were included. Each transition was represented with a Lorentzian, and the sum of all of them
is shown in black.
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speculate that it is due to larger fluctuations in the interaction potential caused by the rotations
of the more irregularly shaped C70 molecules. The zero-phonon (Q in Table B.1) intensity
relative to the R-branch is much greater in C70 than in C60. These transitions require broken
inversion symmetry, but it is unknown whether they are enhanced in C70 due to the lack of
inversion symmetry of the C70 molecule, the symmetry of the C70 octahedral site in the room
temperature phase, or a greater number of impurities in the C70 sample. Finally, we note that
there is a significant increase in the intensity of the S(1) peak in C70 at the expense of the Q
peak relative to the intensities observed in C60. Similar (but smaller) fluctuations in the relative
intensity of Q to S(1) have been observed in different samples of C60 (cf. Figs. 11 and 13, Ref.
[32]), but their origin remains a mystery. In C60 the effect appeared to be related to the grain
size of the powder, but in the case of C70 this effect might be attributable to the larger lattice
constant increasing the contribution of the quadrupole term or decreasing the contribution of
the overlap term.
In addition to the differences in the infrared spectra, the most striking difference between
H2 in C70 versus C60 is in the diffusion kinetics. With a fine powder of C60 grains the time-
scale for H2 to diffuse into the C60 lattice is on the order of a few hours. Using C70 grains
of comparable dimensions, however, diffusion into the lattice occurs virtually instantaneously.
This rapid loading has the drawbacks that we are unable to observe the diffusion kinetics as it
unfolds and that we cannot use the low-temperature experimental procedure discussed in §3.3.
However, it is possible that the barriers to diffusion are so low from site to site that the sample
could be loaded at low temperature. For H2 in C60 this is not possible because the barriers are
too high relative to kT , but the fast kinetics of C70 may enable a new avenue for exploration




C.1 Motivation and Background
Though C60 will likely never be a practical hydrogen storage material, there is currently a large
effort devoted to finding materials that will meet the storage densities and binding energies
required for practical applications. There has been considerable interest recently in hybrid
organic-inorganic materials to strike a balance between the low binding energies of organic
systems and the high binding energies of inorganics [12]. One such material is metal-organic
framework-5 (MOF-5), first synthesized in 1999 [14] and shown in 2003 to adsorb 4.5 wt % H2
at 78 K and 1.0 wt % at room temperature and 20 bar [15]. These initial results generated
excitement within the hydrogen storage community, but a more recent study by the same group
found a storage capacity of only 1.3 wt % at 77 K [74], a value confirmed by other groups [17, 16].
Despite these lower estimates of storage capacity, MOF-5 remains an interesting material for
study because it is representative of a new class of highly tunable materials that show promise
for hydrogen storage applications [18]. Understanding the interactions of hydrogen with the
various MOF binding sites will be critical to the development of materials with higher storage
capacities.
MOF-5, also known as isoreticular MOF-1 (IRMOF-1), is formed by linking clusters of four
ZnO tetrahedra together to form the corners of a cube. The edges of the cube are formed by the
linkers, which are 1,4-benzenedicarboxylate (BDC) for MOF-5.1 The unit formula (one corner
of the cube) for MOF-5 is Zn4O13-(C8H4)3 with a mass of 769.9 g/mol and a simple cubic lattice
constant of 25.80 Å.2 Because the linkers are rather long compared to the ZnO clusters, there is
1The 1,4- in BDC means that the carboxylates are joined to the benzene ring on opposite sides of the hexagon,
making the BDC linker quite long.





















Figure C.1: DRIFT spectra of MOF-5(h) and MOF-5(d) collected at room temperature. The
large peaks in MOF-5(h) in the region 4000–5000 cm−1 overlap the frequency region of the
adsorbed H2, which is why we use MOF-5(d) in our experiments.
a large volume in the interior of the cube capable of accomodating adsorbed hydrogen: 80% of
the volume of the crystal lies outside the van der Waals spheres of the atoms in the framework
[14].
Two properties of MOF-5 relevant to our experiments are its structural degradation over
time and the infrared spectrum of the pure material. Unlike C60 which is a very stable molecule,
the structure of MOF-5 decomposes on a timescale of weeks when left exposed to air as noted
by Panella and Hirscher, and Huang et al. [16, 75]. Infrared spectra of pure MOF-5, both
hydrogenated MOF-5(h) and deuterated MOF-5(d), are shown in Fig. C.1. Assignment of the
details of this spectrum to the various elements of the MOF-5 structure was performed by
Bordiga et al., who were also the first to record infrared spectrum of H2 in MOF-5 [76]. The
strong absorption peaks in MOF-5(h) between 4000 and 5000 cm−1 overlap the frequency region
of adsorbed H2 and therefore create cancellation errors in our spectra of H2 in MOF-5. For this
102
C.2. Results
reason we use MOF-5(d) in our experiments which contains only one such problematic peak at
4520 cm−1. In a sample degraded by air, however, the low-temperature spectrum of MOF-5(d)
contains strong peaks at 4254, 4381, and 4507 cm−1.
In the original paper by Rosi et al. on H2 storage in MOF-5, two general types of adsorption
sites where H2 binds to MOF-5 were identified through inelastic neutron scattering measurements
[15]. One of these sites was associated with the ZnO clusters while the other was attributed
to binding to the BDC linker. More recently Yildirim and Hartman used neutron diffraction
combined with first principles calculations to identify three distinct ZnO adsorption sites and
also to confirm binding at the benzene site [18]. The infrared data of Bordiga et al. show two
peaks associated with higher binding energy sites such as the ZnO sites, but it is unclear whether
the 9 cm−1 energy difference in these peaks is due to ortho-para splitting or to different redshifts
at distinct sites [76].
Our experiments with H2 in MOF-5 at room temperature used a procedure identical to
that of H2 in C60 at room temperature except that we pumped on the sample for several days
at 80 ◦C to remove adsorbed gases and impurities from the MOF-5 synthesis process such as
dimethylformamide (DMF). However, thermogravimetric measurements indicate that DMF and
water do not begin to desorb from MOF-5 in appreciable amounts until it is heated to 150 ◦C
[76]. To obtain the spectrum of H2 in MOF-5 at low temperature we used the sapphire dome
and calibrated volume as described in §3.3.2 to expose the MOF-5 to a known amount of H2
gas.
C.2 Results
C.2.1 Room temperature spectra
Using the ZnSe dome, H2 was loaded into a powder of MOF-5(d) at room temperature at
pressures between 200 and 1400 psi. While H2 reaches diffusive equilibrium in C60 powder
within minutes, the timescale for H2 adsorption by MOF-5 is too fast for us to observe. DRIFT
spectra of H2 in MOF-5(d) are shown in Fig. C.2. We observe strong, broad peaks in the vicinity
of the gas phase values for the Q, S(0), and S(1) transitions, and weaker high-frequency peaks
that probably correspond to the S(2) and S(3) transitions.
The most striking difference between the spectrum of H2 in MOF-5 versus that of H2 in C60
is the absence of translational sidebands that are so prominent in the H2–C60 spectrum. Because
we observe no symmetrically placed pairs of bands to assign to P - and R-branch translational
transitions, we associate each of the peaks in Fig. C.2 with zero-phonon modes. Presumably
























Figure C.2: DRIFT spectrum of H2 in MOF-5 collected at room temperature. In order of
increasing intensity, the spectra correspond to H2 loading pressures of 200 to 1400 psi in steps
of 200 psi. The red curve at S(0) shows the effect of correcting for the imperfect cancellation
with the MOF-5 reference.
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sites lack inversion symmetry as a consequence of the large MOF-5 unit cell. The positions of
the most intense features in the Q and S(1) peaks are 4137 and 4690 cm−1, respectively.3 By
comparing the free H2 transitions marked by arrows in Fig. C.2 to the dominant features of the
H2–MOF-5 spectrum, we see that the redshift is the same for each of the rotational transitions to
within approximately 10 cm−1. In addition, we see that H2 adsorbed on MOF-5 is approximately
a free rotor to within a few percent of the values given by eq. 2.3. This free rotor behavior is
consistent with some expectations of the rotational barriers at the MOF-5 adsorption sites on
the order of 1–2 meV [76] (similar to those observed in C60), while other studies suggest that
the barrier to rotation ought to be much higher. Rosi et al. reported barriers of 17 and 10 meV
for the ZnO and benzene sites, respectively [15]. Yildirim and Hartman calculated barriers of 27
and 14 meV for similar sites [18]. These large rotational barriers ought to significantly perturb
the rotational energies of H2 in MOF-5, contrary to the data shown in Fig. C.2.
Finally, we see that both Q and S(1) are redshifted by ∼20 cm−1. This value is significantly
lower than the 30 cm−1 redshift observed by Bordiga et al. at 15 K, suggesting that the dominant
peak in our spectrum is due to less tightly bound H2 at a benzene site. However, due to the large
width of the peaks in our room temperature spectrum, it is difficult to draw firm conclusions
from this observation.
C.2.2 Low temperature spectra
The room temperature spectrum of H2 in MOF-5 differs from that of C60 not only in the
absence of translational sidebands, but also in the greater width of the peaks. We expect that
the increased width occurs because each of the adsorption sites has a slightly different binding
energy [18, 76] which would lead to slightly different redshifts at each site. At low temperature
we hoped to be able to resolve a set of peaks for each rotational transition corresponding to the
different adsorption sites.
Using the sapphire dome, we loaded a known volume of H2 at 6 psi and 30 K into a powder of
MOF-5(d). By observing the pressure decrease and knowing the mass of MOF-5 in the system,
we calculated that approximately 10 H2/4Zn entered the MOF-5 host. Given the analysis
above, we were quite surprised to observe the spectrum shown in Fig. C.3 with its single peak.
As it turns out, during the nine months that elapsed between the measurement of the room
temperature and low temperature spectra, the sample degraded to the extent that hydrogen
adsoprtion was significantly reduced. This agrees with the observation of Panella and Hirscher
that a MOF-5 sample exposed to air degrades after about six weeks [16]. We found that holding
the sample under vacuum for several days at high temperature did not reverse the degradation.






















Figure C.3: DRIFT spectrum of ∼ 10H2/4Zn adsorbed into MOF-5 at 30 K. Peaks caused by
imperfect cancellation with the reference are marked with an x.
106
C.2. Results
The single dominant peak in Fig. C.3 has a frequency of 4131 cm−1, in good agreement
with the value of the dominant peak observed by Bordiga et al. at ‘high’ pressures (6 mbar)
[76]. Three or four smaller peaks appear in Fig. C.3; however, all but the one at 4700 cm−1 are
due to imperfect cancellation with peaks in the MOF-5(d) reference specdtrum. The peak at
4700 cm−1 is near the S(1) transition frequency for free H2 (4713 cm
−1), but the most puzzling
aspect of Fig. C.3 is why this potential S(1) peak is so small given the large S peaks in the room
temperature spectrum. First, it should be noted that we expect full ortho to para conversion of
H2 adsorbed in MOF-5 at low temperature due to the magnetic moments of the ZnO clusters.
We would then expect S(1) to be smaller, but the intensity should be transferred to S(0) which is
not observed. Another consideration is that the S peaks are allowed only by the quadrupole term
which depends on the polarizability of the host. In the H2–C60 spectrum, the large polarizability
of the C60 molecule is responsible for the large S peaks, but all of the molecular components
of MOF-5 have polarizabilities at least five times smaller than the value for C60. Therefore, it
is also possible that either the preferred binding sites at low temperature have much smaller
polarizabilities than those at room temperature or, perhaps more likely, that the polarizability
of the binding site changed drastically when the structure of the sample degraded. Further
experiments on clean samples will be required to clarify this issue.
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