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1. Introduction
Hints of the study of patterns in permutations date back a century, to Volume I, Section III, Chapter
V of MacMahon’s 1915 magnum opus Combinatory Analysis [126]. In that work, MacMahon showed
that the permutations that can be partitioned into two decreasing subsequences (in other words, the
123-avoiding permutations) are counted by the Catalan numbers. Twenty years later, Erdo˝s and
Szekeres [84] proved that every permutation of length at least (k − 1)(ℓ − 1) + 1 must contain either
12⋯k or ℓ⋯21. Roughly twenty-five years after Erdo˝s and Szekeres, Schensted’s famous paper [146]
on increasing and decreasing subsequences was published.
1
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Most, however, date the study of permutation classes to 1968, when Knuth published Volume 1 of
The Art of Computer Programming [118]. In Section 2.2.1 of that book, Knuth introduced sorting
with stacks and double-ended queues (deques), which leads naturally to the notion of permutation
patterns. In particular, Knuth observed that a permutation can be sorted by a stack if and only
if it avoids 231 and showed that these permutations are also counted by the Catalan numbers. He
inspired many subsequent papers, including those of Even and Itai [85] in 1971, Tarjan [156] in 1972,
Pratt [140] in 1973, Rotem [145] in 1975, and Rogers [144] in 1978.
Near the end of his paper, Pratt wrote that
From an abstract point of view, the [containment order] on permutations is even more
interesting than the networks we were characterizing. This relation seems to be the only
partial order on permutations that arises in a simple and natural way, yet it has received
essentially no attention to date.
Pratt’s suggestion to study this order in the abstract was taken up a dozen years later by Simion
and Schmidt in their seminal 1985 paper “Restricted permutations” [148]. The field has continually
expanded since then, and is now the topic of the conference Permutation Patterns, held each year
since its inauguration (by Albert and Atkinson) at the University of Otago in 2003.
Several overviews of the field have been published, including Kitaev’s 494-page compendium Pat-
terns in Permutations and Words [112], one chapter in Bo´na’s undergraduate textbook A Walk
Through Combinatorics [54] and several in his monograph Combinatorics of Permutations [50], and
Steingr´ımsson’s survey article [155] for the 2013 British Combinatorial Conference. In addition,
the proceedings of the conference Permutation Patterns 2007 [125] contains surveys by Albert [2],
Atkinson [22], Bo´na [53], Brignall [62], Kitaev [111], Klazar [117], and Steingr´ımsson [154] on various
aspects of the field.
This survey differs significantly from prior overviews. This is partly because there is a lot of new
material to discuss. In particular, Section 2.5 presents Fox’s results on growth rates of principal
classes. After that, Section 3 is peppered with recent results, while Section 4 presents some new re-
sults improving on those published. More significantly, this survey differentiates itself from previous
summaries of the area by its focus on permutation classes in general.
In order to maintain this focus, a great many beautiful results have been omitted. Thus, despite
the impressive results of Elizalde [83], consecutive patterns will not be discussed. Nor will there be
any discussion of mesh patterns, which began as a generalization of the “generalized” (now called
vincular) patterns introduced by Babson and Steingr´ımsson [28] in their classification of Mahonian
statistics but have since been shown to be worthy of study on their own via the wonderful Reciprocity
Theorem of Bra¨nde´n and Claesson [60]. We similarly neglect two questions raised by Wilf in [165]:
packing densities (which Presutti and Stromquist [141] have shown can be incredibly interesting)
and the topology of the poset of permutations (where McNamara and Steingr´ımsson [130] have
established some significant results). Indeed, we even ignore the original application to sorting,
despite the deep results of Albert and Bousquet-Me´lou [10] and Pierrot and Rossin [137, 138]. Alas,
even this list of omitted topics contains omissions, for which I apologize.
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Figure 1: The containment order on permutations.
1.1. Basics
Throughout this survey we think of permutations in one-line notation, so a permutation of length
n is simply an ordering of the set [1, n] = {1,2, . . . , n} of integers. The permutation π contains the
permutation σ of length k if it has a subsequence of length k that is order isomorphic to σ, i.e., that
has the same pairwise comparisons as σ. For example, the subsequence 38514 is order isomorphic
to 25413, so 25413 is contained in the permutation 36285714. Permutation containment is perhaps
best seen by drawing the plot of a permutation, which is the set of points {(i, π(i))} as shown on the
right of Figure 1. Permutation containment is a partial order on the set of all finite permutations,
so if σ is contained in π we write σ ≤ π. If σ /≤ π, we say that π avoids σ.
The central objects of study in this survey are permutation classes, which are downsets (a.k.a.,
lower order ideals) of permutations under the containment order. Thus if C is a class containing the
permutation π and σ ≤ π then σ must also lie in C. Given any set X of permutations, one way to
obtain a permutation class is to take the downward closure of X ,
Sub(X) = {σ ∶ σ ≤ π for some π ∈X}.
There are many other ways to specify a permutation class, for example as the set of permutations
sortable by a particular machine, as the set of permutations that can be “drawn on” a figure in the
plane (considered at the end of this subsection), or by a number of other constructions described in
Section 3. However, by far the most common way to define a permutation class is by avoidance:
Av(B) = {π ∶ π avoids all β ∈ B}.
If one permutation of B is contained in another then we may remove the larger one without changing
the class. Thus we may take B to be an antichain, meaning that no element of B contains any others.
In the case that B is an antichain we call it the basis of this class. The case where B is a singleton
has received considerable attention; we call such classes principal.
The pictorial view shown in Figure 1 makes it clear that the containment order has the eight
symmetries of the square, which (from the permutation viewpoint) are generated by inverse and
reverse. For example, the classes Av(132), Av(213), Av(231), and Av(312) are all symmetric
(isomorphic as partially ordered sets), as are the classes Av(123) and Av(321). This shows that
there are only 2 essentially different principal classes avoiding a permutation of length 3. There are
7 essentially different principal classes avoiding a permutation of length 4.
We are frequently interested in the enumeration of permutation classes. Thus letting Cn denote the
set of permutations of length n in the class C, we wish to determine (either exactly or asymptotically)
the behavior of the sequence ∣C0∣, ∣C1∣, . . . (this sequence is called the speed of the class in some
contexts). One way of doing this is to explicitly compute the generating function of the class,
∑
n≥0
∣Cn∣xn = ∑
π∈C
x∣π∣,
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π ⊕ σ =
π
σ
π ⊖ σ = π
σ
Figure 2: The sum and skew sum operations.
where here ∣π∣ denotes the length of π. We are often interested in whether this generating function
is rational (the quotient of two polynomials), algebraic (meaning that there is a polynomial p(x, y) ∈
Q[x, y] such that p(x, f(x)) = 0), or D-finite (if its derivatives span a finite dimensional vector space
over Q(x)).
In practice it is often quite difficult to compute generating functions of permutation classes, and
thus we must content ourselves with the rough asymptotics of ∣Cn∣. To do so we define the upper
and lower growth rate of the class C by
gr(C) = lim sup
n→∞
n
√∣Cn∣ and gr(C) = lim inf
n→∞
n
√∣Cn∣,
respectively. It is not known if these two quantities agree in general.
Conjecture 1.1. For every permutation class C, gr(C) = gr(C).
If the upper and lower growth rates of a class are equal, we refer to their common value as the
(proper) growth rate of the class. In order to establish a sufficient condition for the existence of
proper growth rates, we need two definitions. Pictorially, the (direct) sum of the permutations π
and σ, denoted by π ⊕ σ, is shown on the left of Figure 2. If π has length k and σ has length ℓ, we
can also define the sum of π and σ by
(π ⊕ σ)(i) = { π(i) for i ∈ [1, k],
σ(i − k) + k for i ∈ [k + 1, k + ℓ].
The analogous operation depicted on the right of Figure 2 is called the skew sum.
The permutation class C is said to be sum closed (respectively, skew closed) if π⊕σ ∈ C (respectively,
π ⊖ σ ∈ C) for every pair of permutations σ,π ∈ C. The permutation π is further said to be sum
(respectively, skew) decomposable if it can be expressed as a nontrivial sum (respectively, skew sum)
of permutations, and sum (respectively, skew) indecomposable otherwise. It is easy to establish that
a class is sum (respectively, skew) closed if and only if all of its basis elements are sum (respectively,
skew) indecomposable. By observing that a single permutation cannot be both sum and skew
decomposable, we obtain the following.
Observation 1.2. Every principal permutation class is either sum or skew closed.
The sequence {an} is said to be supermultiplicative if am+n ≥ aman for all m and n. Fekete’s Lemma
states that if the sequence {an} is supermultiplicative then lim n√an exists and is equal to sup n√an.
A simple application of this lemma gives us the following result.
Proposition 1.3 (Arratia [19]). Every sum closed (or, by symmetry, skew closed) permutation class
has a (possibly infinite) growth rate. In particular, this holds for every principal class.
Proof. Suppose C is a sum closed permutation class, and thus π ⊕ σ ∈ Cm+n for all π ∈ Cm and
σ ∈ Cn. Moreover, a given τ ∈ Cm+n arises in this way from at most one such pair so ∣Cm+n∣ ≥ ∣Cm∣∣Cn∣.
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This shows that the sequence {∣Cn∣} is supermultiplicative, and thus lim n√∣Cn∣ exists by Fekete’s
Lemma.
In particular, gr(C) ≥ n√∣Cn∣ for all sum or skew closed classes C and all integers n, which can be
used to establish lower bounds for growth rates of these classes. (We appeal to this fact in the proofs
of both Proposition 2.1 and Theorem 2.10.)
Continuing our exploration of the sum operation, for every permutation π there are unique sum
indecomposable permutations α1, . . . , αk (called the sum components of π) such that π = α1⊕⋅ ⋅ ⋅⊕αk.
Therefore the permutations in a sum closed class can be viewed as sequences of sum indecomposable
permutations. In particular, if a class is sum closed and the generating function for its nonempty
sum indecomposable members is s, then the generating function for the class is 1/(1 − s).
A permutation is layered if it is the sum of decreasing permutations. Clearly every decreasing
permutation is sum indecomposable, so by our previous remarks the generating function for the
class of layered permutations is
1
1 − x
1−x
= 1 − x
1 − 2x
.
(We could have instead observed that the layered permutations are in bijection with integer compo-
sitions.) It is not difficult to show that the basis of the class of layered permutations is {231,312}.
A permutation is separable if it can be built from the permutation 1 by repeated sums and skew
sums. For example, the permutation 576984132 is separable:
765984132 = 32154⊖ 1⊖ 132
= (321⊕ 21)⊖ 1⊖ (1⊕ 21)
= ((1⊖ 1⊖ 1)⊕ (1⊖ 1))⊖ 1⊖ (1⊕ (1⊖ 1)).
The term separable is due to Bose, Buss, and Lubiw [56], who proved that the separable permutations
are Av(2413,3142), although these permutations first appeared in the much earlier work of Avis
and Newborn [27].
Recall that the little Schro¨der number indexed by n − 1 counts the number of ways to insert paren-
thesis into a sequence of n symbols in such a way that every pair of parentheses surrounds at least
two symbols or parenthesized groups and no parentheses surround the entire sequence (see Stan-
ley [152, Exercise 6.39.a]), while the large Schro¨der numbers are twice the little Schro¨der numbers.
It follows immediately from our decomposition above that the separable permutations are counted
by the large Schro¨der numbers. For example, the permutation from our example can be encoded by
the pair
⊖, ((● ● ●)(●●)) ● (●(●●)),
where ⊖ indicates that the outermost division is a skew sum and each pair of parentheses within
the expression denotes the opposite type of decomposition as the pair enclosing it. These numbers
begin 1, 2, 6, 22, 90, 394, 1806, . . . , and have the algebraic generating function
3 − x −
√
1 − 6x + x2
2
.
It follows that the growth rate of the separable permutations is approximately 5.83.
The pictorial perspective presented in Figure 1 leads naturally to a geometric treatment of the
containment order, in which permutations are objects of a moduli space. From this viewpoint, the
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Figure 3: Two pairs of equivalent figures.
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Figure 4: On the left, the permutation 63124578 can be drawn on a V. On the right, the
permutation 18756432 can be drawn on an X.
fundamental objects are figures, which are simply subsets of the plane. Given two figures Φ,Ψ ⊆ R2,
the figure Φ is involved in the figure Ψ, denoted Φ ≤ Ψ if there are subsets A,B ⊆ R and increasing
injections τx ∶ A→ R and τy ∶ B → R such that
Φ ⊆ A ×B and τ(Φ) ⊆ Ψ,
where τ(Φ) = {(τx(a), τy(b)) ∶ (a, b) ∈ Φ}.
The involvement order is a preorder on the collection of all figures (it is reflexive and transitive
but not necessarily antisymmetric). If Φ ≤ Ψ and Ψ ≤ Φ, then we say that Φ and Ψ are equivalent
figures and write Φ ≈ Ψ. If two figures have only finitely many points, it can be shown that they are
equivalent if and only if one can be transformed to the other by stretching and shrinking the axes.
Figure 3 shows two examples of equivalent figures.
We call a figure independent if no two points of the figure lie on a common horizontal or vertical
line. It is clear that every finite independent figure is equivalent to the plot of a unique permutation
(which we could call its modulus if adopting the moduli space perspective). Under this identifica-
tion, the involvement order on equivalence classes of finite independent figures is isomorphic to the
containment order on permutations. Every figure Φ ⊆ R2 therefore defines a permutation class,
Sub(Φ) = {π ∶ π is equivalent to a finite independent figure involved in Φ},
which we call a figure class. If π ∈ Sub(Φ) then we say that π can be drawn on the figure Φ. Two
examples of this are shown in Figure 4. For example, the class Sub(V) of permutations that can be
drawn on the leftmost figure in Figure 3 contains all permutations that consist of a decreasing se-
quence followed by an increasing subsequence. It is not difficult to show that Sub(V) = Av(132,231).
The class Sub(X) was studied by Elizalde [82], who established a bijection between this class and
a set of permutations studied by Knuth in Volume 3 of The Art of Computer Programming [119].
Both of these classes are examples of geometric grid classes, introduced in Section 4.2.
1.2. Avoiding a permutation of length three
Here we briefly consider the two simplest nontrivial principal classes: Av(231) and Av(321). As
mentioned in the introduction, both of these classes are counted by the Catalan numbers (and thus
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Figure 5: The construction of Dyck paths from permutations avoiding 231 (left) and 321
(right).
avoids 231
empty
empty
avoids 231
Figure 6: A 231-avoiding permutation.
have growth rates of 4), so there ought to be nice bijections between them and Dyck paths. Indeed
there are, as shown in Figure 5, and it is almost the same bijection for both classes.
The bijection depicted in Figure 5 is originally due to Knuth [118, 119], though it was Kratten-
thaler [121] who gave the nonrecursive formulation we describe. In this bijection, we plot a per-
mutation and then draw the Dyck path that lies just below its right-to-left minima (an entry is a
right-to-left minimum if it is smaller than every entry to its right). It is then possible to show that
the positions of the non-right-to-left minima can be determined from this Dyck path. There are at
least eight more essentially different bijections between these two classes. For the rest of them we
refer to Claesson and Kitaev’s survey [77].
Despite the elegance of this bijection, Av(231) and Av(321) are very different classes. Indeed, Miner
and Pak [131] make a compelling argument that there is no truly “ultimate” bijection between these
two classes. As discussed in Section 3, Av(231) has only countably many subclasses, while Av(321)
has uncountably many. Indeed, Albert and Atkinson [3] have proved that every proper subclass of
Av(231) has a rational generating function, while a simple counting argument shows that Av(321)
contains subclasses whose generating functions aren’t even D-finite.
Another way to see the contrast between Av(231) and Av(321) is to consider the decomposition of
a 231-permutation shown in Figure 6. As this figure shows, all entries to the left of the maximum
in a 231-avoiding permutation must lie below all entries to the right of the maximum. Going in the
other direction, every permutation constructed in this manner avoids 231. Thus if we let f denote
the generating function for the 231-avoiding permutations (including the empty permutation), we
see immediately that
f = xf2 + 1,
so f is the generating function for the Catalan numbers.
Despite the similarities of Figure 5, there is no analogue of Figure 6 for the 321-avoiding permuta-
tions. Perhaps the best structural description of this class one can give is the following.
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Figure 7: On the left, a drawing of the permutation 257193468 on two parallel lines. On the
right, three parallel lines.
Proposition 1.4. The class of permutations that can be expressed as the union of two increasing
subsequences is Av(321).
Proof. Label each entry of π ∈ Av(321) by the length of the longest decreasing subsequence that
ends at that entry. Clearly we have only used the labels 1 and 2, and for each value of i the entries
labeled by i form an increasing subsequence.
In his thesis, Waton proved the following geometric version of Proposition 1.4 (illustrated on the
left of Figure 7).
Proposition 1.5 (Waton [163]). The class of permutations that can be drawn on any two parallel
lines of positive slope is Av(321).
Our proof of Proposition 1.4 generalizes easily to show that every k⋯21-avoiding permutation can be
expressed as the union of k−1 increasing subsequences. However, Waton showed that Proposition 1.5
does not extend in the same way. Consider three parallel lines at distances d1 and d2 from each
other as depicted on the right of Figure 7. Clearly every permutation that can be drawn on these
lines avoids 4321, but Waton proved that every different choice of the ratio d1/d2 leads to a different
proper subclass of Av(4321).
1.3. Wilf-equivalence
As we saw in the last subsection, the permutations 231 and 321 are equally avoided. Instead of
being a coincidence of small numbers, this turns out to be a common phenomenon. The classes C
and D are said to be Wilf-equivalent if they are equinumerous, i.e., if ∣Cn∣ = ∣Dn∣ for every n. In
this subsection we are primarily concerned with Wilf-equivalence of principal classes, so instead of
saying that Av(β) and Av(γ) are Wilf-equivalent we simply say that β and γ are Wilf-equivalent.
Large swaths of Wilf-equivalences can be explained via a much stronger notion of equivalence,
though doing so requires a shift of perspective to full rook placements (frps). These consist of a
Ferrers board with a designated set of cells, called rooks (here drawn as dots), so that each row
and column contains precisely one rook. For example, both objects in Figure 8 are frps. (We use
French/Cartesian indexing throughout this survey, so for us a Ferrers board is a left-justified array
of cells in which the number of cells in each row is at least the number of cells in the row above.)
There is a natural partial order on the set of all frps: given frps R and S, we say that R is contained
in S if R can be obtained from S by deleting rows and columns. Furthermore, this partial order
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Figure 8: On the left, a frp with its danger zone for the permutation 12 shaded. On the right,
the frp that the danger zone contracts to after removing rookless rows and columns.
generalizes the containment order on permutations. To make this precise, let us call a frp square if
the underlying Ferrers board is square and say that the permutation π of length n corresponds to the
n×n frp with rooks in the cells (i, π(i)) for every i. When restricted to square frps, the containment
order on frps is equivalent to the containment order on the corresponding permutations.
Because of this correspondence between permutations and square frps, we say that a frp contains
the permutation σ if it contains the square frp corresponding to σ and otherwise say that it avoids
σ. Observe that the entire square containing σ must be contained within the frp; for example, the
frp below contains 12 but avoids 21.
We say that the permutations β and γ are shape-Wilf-equivalent if given any shape λ, the number
of β-avoiding frps of shape λ is the same as the number of γ-avoiding frps of shape λ. Shape-Wilf-
equivalence implies Wilf-equivalence by considering only square shapes, but it also implies quite a
bit more.
Proposition 1.6 (Babson and West [29]). If β and γ are shape-Wilf-equivalent, then for every
permutation δ, β ⊕ δ and γ ⊕ δ are also shape-Wilf-equivalent.
Proof. Suppose that there is a bijection between β-avoiding and γ-avoiding frps of every shape. Now
fix a shape λ. We construct a bijection between β ⊕ δ-avoiding frps and γ ⊕ δ-avoiding frps of shape
λ. Let R be a β ⊕ δ-avoiding frp of shape λ.
We call a cell of R dangerous if there is a copy of δ completely contained in the region above and to
the right of the cell. The entire set of dangerous cells is called the danger zone (see Figure 8). The
danger zone forms a (possibly empty) Ferrers board nestled in the bottom-left corner of R. Ignoring
the rookless rows and columns of the danger zone, we thus obtain a β-avoiding frp. We may then
use the bijection between β-avoiding and γ-avoiding frps of that shape to produce a γ ⊕ δ-avoiding
frp of shape λ, as desired.
Only two shape-Wilf-equivalence results are known. We sketch bijective proofs for both.
Theorem 1.7 (Backelin, West, and Xin [30]). For every value of k, the permutations k⋯21 and
12⋯k are shape-Wilf-equivalent.
By Proposition 1.6 this implies that the permutations k⋯21 ⊕ β and 12⋯k ⊕ β are Wilf-equivalent
for every permutation β. Special cases of Theorem 1.7 had been established before the general case
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0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1
0 1 1 1 1 1 2 2
0 1 1 2 2 2 21 21
0 1 1 2 2 2 21 31
0 1 1 2 3 3 31 32
0 1 1 2 3 4
0 1 2 21
0
1
11
21
211
221211111
111111111
211110
Figure 9: Krattenthaler’s bijection, shown here converting a 321-avoiding frp to a 123-avoiding
frp.
above; West proved the k = 2 case in his thesis [164], while the k = 3 case was shown by Babson and
West [29]. Krattenthaler [122] was the first to give a truly nice bijection between k⋯21-avoiding and
12⋯k-avoiding frps, using the growth diagrams of Fomin [87].
Consider the labeled frp shown on the left of Figure 9. In this diagram every corner is labeled by
an integer partition (the labels lie slightly above and to the right of the corners). This partition
(written in shortened notation) represents the shape of the resulting standard Young tableaux when
the partial permutation lying below and to the left of that corner is passed through the Robinson–
Schensted correspondence. As one can imagine, there are a variety of restrictions on such growth
diagrams. For example, the labels along the northwest-southeast boundary form an oscillating
tableaux, meaning that each partition differs from the previous partition by precisely one box.
We will not concern ourselves with the other requirements here, except to call labeled tableaux
formed in this way valid. One of the facts that Krattenthaler established is that given the oscillating
tableaux along the border of a valid growth diagram, one can reconstruct all of the interior corner
labels, and from these, the position of the rooks in the corresponding frp. Thus we need only concern
ourselves with the labels of this border. It follows from Fomin’s work that by conjugating the
partitions labeling the border of a valid growth diagram one obtains another valid growth diagram.
Now recall that if a frp avoids k⋯21, its shape under Robinson–Schensted has fewer than k parts
(Schensted’s Theorem [146]). Equivalently, all parts along the border of its valid growth diagram will
have fewer than k parts. As Krattenthaler observed, this combination of Fomin’s growth diagrams
and Schensted’s Theorem shows that if we conjugate each of those partitions, we obtain the border
of a valid growth diagram in which no part is k or larger. Therefore we have produced a unique frp
avoiding 12⋯k, giving a bijection between k . . . 21-avoiding and 12⋯k-avoiding frps. Krattenthaler’s
bijection not only proves Theorem 1.7 but also its analogue for involutions, first established by
Bousquet-Me´lou and Steingr´ımsson [59].
We move on to the second of two known examples of shape-Wilf-equivalence.
Theorem 1.8 (Stankova and West [149]). The permutations 231 and 312 are shape-Wilf-equivalent.
Motivated by Fomin’s growth diagrams, Bloom and Saracino [41] gave a beautiful bijective proof of
Theorem 1.8. Consider a 231-avoiding frp, as shown in the upper-left diagram of Figure 10. This
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Figure 10: Bloom and Saracino’s bijection between 231-avoiding (upper-left) and 312-avoiding
frps (bottom-left).
time, instead of partitions, we label each corner of the northwest-southeast border by the length of
the longest increasing sequence in the partial permutation lying below and to the left of that corner.
We then read these labels to construct a labeled Dyck path, as shown on the right of this figure.
We need a final term. A weak tunnel in a Dyck path is a horizontal segment between two vertices of
the path that stays weakly below the path (the paths shown in Figure 10 each have a weak tunnel
indicated in gray). Bloom and Saracino proved that these labeled Dyck paths satisfy three rules:
• Monotone property: Labels increase by at most 1 after an up step and decrease by at most 1
after a down step.
• Zero property: The 0 labels are precisely those on the x-axis.
• 231-avoiding tunnel property: Given two vertices at the same height connected by a weak
tunnel, the label of the leftmost vertex is at most the label of the rightmost vertex. (This was
called the “diagonal property” in [40].)
They also proved that there is a bijection between labeled Dyck paths and 231-avoiding frps satisfying
these three properties. Suppose we perform the same operation on 312-avoiding frps, as shown on
the bottom of Figure 10. Bloom and Saracino showed that the resulting labeled Dyck paths have
all of the same properties except for one; the 231-avoiding tunnel property becomes the
• 312-avoiding tunnel property: Given two vertices at the same height connected by a weak
tunnel, the label of the rightmost vertex is at most the label of the leftmost vertex.
To prove Theorem 1.8, we merely need to construct a bijection between labeled Dyck paths satisfying
the monotone, zero, and 231-avoiding tunnel properties and those that satisfy the monotone, zero,
and 312-avoiding tunnel properties. This (as is illustrated on the right of Figure 10) is done by
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Figure 11: A typical basis element for the class of permutations sortable by two increasing
stacks in series.
fixing the labels on the x-axis at zero, and then replacing the label ℓ in the labeled Dyck path of a
231-avoiding frp by h − ℓ + 1, where h is the height of the corresponding vertex.
As no other shape-Wilf-equivalences are known, we must pose the following question.
Question 1.9. Do Theorems 1.7 and 1.8 (and their implications) constitute all of the shape-Wilf-
equivalences?
To finish mapping the known world of Wilf-equivalence of principal classes, we need one more result.
Theorem 1.10 (Stankova [150]). The permutations 1342 and 2413 are Wilf-equivalent, but not
shape-Wilf-equivalent.
Bloom [39] was the first to describe a nice bijection between these classes (more precisely, he con-
structed a bijection between 1423-avoiding permutations and 2413-avoiding permutations). By show-
ing that his bijection preserves certain permutation statistics, he was able to establish a conjecture
of Dokos, Dwyer, Johnson, Sagan, and Selsor [80].
Finally, we remark that classes do not need to have the same number of basis elements to be Wilf-
equivalent. For example, Atkinson, Murphy, and Rusˇkuc [24] showed that the class Av(1342) is
Wilf-equivalent to the infinitely based class
Av({2 (2k − 1) 4 1 6 3 8 5 ⋯ (2k) (2k − 3) ∶ k ≥ 2}),
which consists of those permutations that can be sorted by two increasing stacks in series (for a
visualization of these basis elements, see Figure 11; a proof of this result using frps is given in Bloom
and Vatter [42]). Burstein and Pantone [70] later showed that Av(1234) and Av(1324,3416725) are
Wilf-equivalent, along with other unbalanced Wilf-equivalences.
1.4. Avoiding a longer permutation
In the study of principal classes, there is a steep increase in difficulty when we increase the length
of the basis element from 3 to 4. We begin this section with a routine bound, but end it with the
easily-stated but notorious problem of computing the growth rate of Av(1324).
Proposition 1.11. The growth rate of Av(k⋯21) is at most (k − 1)2.
Proof. Let π be a k⋯21-avoiding permutation of length n. By the obvious generalization of Proposi-
tion 1.4 mentioned in Section 1.2, we can partition the entries of π into k−1 increasing subsequences.
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∼ ∼ ∼
Figure 12: Demonstrating the Wilf-equivalence of a two-layer permutation and a monotone
permutation of the same length. The first and last equivalences follow from Theorem 1.7,
while the central equivalence is an application of symmetry.
Label these subsequences 1 to k − 1 and extend this labeling to their entries. We can easily recon-
struct π if we know the positions and values of the entries of each of these subsequences. We can
record this information in two lists, one reading left to right, the other reading bottom to top. Thus
there are at most (k − 1)2n permutations of length n that avoid k⋯21, as desired.
There does not seem to be an elementary way to establish a matching lower bound for Proposi-
tion 1.11. Bo´na [51, Corollary 5.8] proved that for every permutation β,
√
gr(Av(β ⊖ 21)) = 1 +√gr(Av(β ⊖ 1)),
which implies that gr(Av(k⋯21)) = (k − 1)2, but his proof is quite involved. The first derivation of
gr(Av(k⋯21)) follows from a much more general result of Regev.
Theorem 1.12 (Regev [142]). The growth rate of Av(k⋯21) is (k − 1)2.
This immediately implies the following, which will be useful later when we bound the growth rate
of principal classes avoiding layered permutations (Theorem 3.8).
Corollary 1.13. For any layered permutation β of length k and consisting of at most two layers,
the growth rate of Av(β) is (k − 1)2.
Proof. The single layer case is Regev’s Theorem 1.12, while the two-layer case follows by Theorem 1.7
and symmetry, as shown in Figure 12.
Gessel [95] later gave an explicit formula for the generating functions of the classes Av(k⋯21) in
terms of determinants. Stanley [153] expressed the significance of Gessel’s result by writing that
Gessel’s theorem reduces the theorems of Baik, Deift, and Johansson to “just” analysis,
viz., the Riemann-Hilbert problem in the theory of integrable systems, followed by the
method of steepest descent to analyze the asymptotic behavior of integrable systems.
(The quote refers to Baik, Deift, and Johansson’s proof [31] that, after appropriate rescaling, the
distribution of the longest increasing subsequence statistic on permutations of length n converges to
the Tracy-Widom distribution.)
Gessel’s result was later rederived by Bousquet-Me´lou [58] using the kernel method. In the case
k = 4, she expressed the enumeration as an explicit sum,
∣Avn(4321)∣ = 1(n + 1)2(n + 2)
n∑
i=0
(2i
i
)(n + 1
i + 1
)(n + 2
i + 2
).
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(Bousquet-Me´lou had given an earlier derivation of this formula in [57].) The generating function in
the k = 4 case is known to be D-finite but nonalgebraic, and no “nice” formulas are known for any
larger values of k.
The Wilf-equivalences of Section 1.3 together with the trivial symmetries show that (from an enu-
merative perspective) there are only two more cases of principal classes avoiding a permutation of
length 4: Av(1342) and Av(1324). Bo´na was the first to enumerate Av(1342), by constructing
a bijection between the skew indecomposable 1342-avoiding permutations and β(0,1)-trees, which
had been previously counted by Tutte [158]. (Because the class Av(1342) is skew closed, its gener-
ating function can be computed easily from the generating function for its skew indecomposables,
as mentioned in Section 1.1.)
Theorem 1.14 (Bo´na [46]). The generating function for Av(1342) is
32x
1 + 20x− 8x2 − (1 − 8x)3/2 ,
and thus the growth rate of this class is 8.
Bloom and Elizalde [40] have recently shown how to derive this generating function using the tech-
niques of Bloom and Saracino [41] discussed in Section 1.3, which we briefly sketch.
First, instead of counting Av(1342) they count the symmetric class Av(3124). A frp is board minimal
if its rooks do not lie in any smaller Ferrers board, or equivalently, if it has a rook in each of its
upper-right corners. There is an obvious bijection, which we denote by χ, between permutations and
board minimal frps. It is also easy to see that were a frp from χ(Av(3124)) to contain 312, there
would be a rook in an upper-right corner above and to the right of this copy of 312, a contradiction.
Therefore these frps avoid 312.
Next label the border of these frps as in Section 1.3 and convert them to Dyck paths. The cor-
responding Dyck paths must satisfy the monotone, zero, and 312-avoiding tunnel properties, and
in addition, because they arise from board minimal frps, they satisfy the peak property: the labels
rounding any peak (an up step followed by a down step) are ℓ, ℓ + 1, ℓ for some value of ℓ.
Thus we are reduced to counting the family of labeled Dyck paths satisfying the monotone, zero,
312-avoiding tunnel, and peak properties. Bloom and Elizalde were able to find the generating
function for these by introducing a catalytic variable and applying Tutte’s quadratic method (which
is described in Flajolet and Sedgewick [86, VII. 8.2]).
This leaves a single case, that of Av(1324). As reported in [81], at the conference Permutation
Patterns 2005, Zeilberger made the colorful claim that
Not even God knows ∣Av1000(1324)∣.
Steingr´ımsson is less pessimistic, writing in [155] that
I’m not sure how good Zeilberger’s God is at math, but I believe that some humans will
find this number in the not so distant future.
Bo´na currently holds the record for the lowest upper bound on the growth rate of Av(1324).
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1
1 1
1 2 2 1
1 2 5 6 5 3 1
1 2 5 10 16 20 20 15 9 4 1
1 2 5 10 20 32 51 67 79 80 68 49 29 . . .
1 2 5 10 20 36 61 96 148 208 268 321 351 . . .
1 2 5 10 20 36 65 106 171 262 397 568 784 . . .
1 2 5 10 20 36 65 110 181 286 443 664 985 . . .
Figure 13: The number of 1324-avoiding permutations, grouped into columns by their number
of inversions.
Theorem 1.15 (Bo´na [44]). The growth rate of Av(1324) is at most 13.74.
Bo´na established Theorem 1.15 by refining the approach of Claesson, Jel´ınek, and Steingr´ımsson [76]
presented in Section 3.1. Claesson, Jel´ınek, and Steingr´ımsson made a further conjecture which, if
true, would give a better upper bound. Consider the table shown in Figure 13. In this table, the
entry in column k+1 of row n is the number of 1324-avoiding permutations of length n with precisely
k inversions. As the gray cells are meant to indicate, it appears that the entries along a column are
weakly increasing and eventually constant. They proved that the columns are eventually constant,
but could not show that they are weakly increasing. If this conjecture could be proved, it would
give the improved bound of eπ
√
2/3 ≤ 13.01 on the growth rate of Av(1324). Indeed this might be
part of a much more general phenomenon; empirical evidence suggests that the analogous table for
β-avoiding permutations has weakly increasing columns for all β ≠ 12⋯k.
Arratia [19] had conjectured that gr(Av(β)) ≤ (k − 1)2 for all permutations β of length k, and
Bo´na [51] had gone even further, conjecturing that equality held if and only if β was layered. We
know now (by Fox’s results presented in Section 2.5) that these conjectures are far from the truth,
but the first known counterexample was the class Av(1324). Using quite a bit of computation and
the insertion encoding (introduced by Albert, Linton, and Rusˇkuc [15]), Albert, Elder, Rechnitzer,
Westcott, and Zabrocki [13] showed that
gr(Av(1324)) ≥ 9.47.
Extrapolating from the amount their lower bounds improved as they increased the accuracy of their
approximation, they guessed that the true value lies between 11 and 12. Madras and Liu [127] later
used Markov chain Monte Carlo methods to estimate that this growth rate lies between 10.71 and
11.83.
At present, the best estimate seems to be due to Conway and Guttmann [78]. They extended the
approach of Johansson and Nakamura [106] (who had computed the first 31 terms of the enumeration)
to compute the first 36 terms of the enumeration of this class and then applied the methodology
laid out in Guttmann [98] to approximate that
∣Avn(1324)∣ ∼ Cµnν√nng,
where C ≈ 9.5, ν ≈ 0.04, g ≈ −1.1. and µ—the growth rate—is approximately 11.60.
Bevan [36] has recently established that gr(Av(1324)) > 9.81 by constructing a large subset of this
class with a particularly regular structure. Sketching his proof would require quite a detour, but we
attempt to convey a hint of his novel approach.
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pi(i)
pi(j)
Figure 14: The drawing on the left shows the Hasse diagram of the poset of a 1324-avoiding
permutation. On the right, this Hasse diagram has been divided into three trees.
Given a permutation π, define the poset Pπ on the points {(i, π(i))} in which (i, π(i)) ≤ (j, π(j))
if both i < j and π(i) < π(j), i.e., if this pair of entries forms a noninversion in π. The drawing on
the left of Figure 14 shows the Hasse diagram of the poset of a 1324-avoiding permutation. Because
this permutation avoids 1324, its Hasse diagram does not contain a diamond:
Therefore if we restrict the Hasse diagram to π(1) and all entries lying above and to its right we
see a rooted tree, as drawn on the right of Figure 14. Next let π(i) denote the greatest point lying
below π(1). If we restrict the Hasse diagram to π(i) and all entries lying below and to its left, we
see another rooted tree. Finally, for this example, if we let π(j) denote the leftmost entry to the
right of π(i) and restrict the Hasse diagram to this entry and all entries above and to its right, we
see yet another rooted tree. Let us call rooted trees like the first and third up trees and trees like
the second down trees.
Bevan’s construction consists of alternating up trees and down trees, while interleaving their vertices.
However, this alone is not sufficient to avoid 1324. For example, the following interleaving of a down
tree and an up tree contains 1324.
Thus we must be careful in performing this interleaving. In constructing the permutation shown in
Figure 14, we avoided creating a copy of 1324 by interleaving the vertices of the up trees with the
principal subtrees of the down tree, as indicated by the shading in Figure 14 (a principal subtree of
a rooted tree is a component of the forest obtained after removing the root).
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2. Growth rates of principal classes
In the 1980s, Stanley and Wilf independently conjectured that every proper permutation class (that
is, every class except the class of all permutations) has a finite upper growth rate. Obviously, it
suffices to prove this for principal classes. In this context, the growth rate of Av(β) is often (though
not in this survey) called the Stanley–Wilf limit of β.
Two noteworthy partial results were proved in the 20th century. First Bo´na [49] proved the Stanley–
Wilf Conjecture for Av(β) when β is a layered permutation (we prove a stronger result in Theo-
rem 3.8). Then Alon and Friedgut [18] used a result of Klazar [113] about Davenport-Schinzel
sequences to prove that for every β there is a constant cβ such that ∣Avn(β)∣ < cnγ(n)β where γ grows
even more slowly than the inverse Ackermann function (the inverse Ackermann function itself is
considered to be less than 5 for all “reasonable” values of n). This result caused Wilf’s belief to
waver; in 2002 he [165] wrote that
This conjecture had been considered a “sure thing,” but the results of Alon and Friedgut
seem to make it somewhat less certain because a similar bound, involving the Ackermann
function, in the Davenport-Schinzel theory turns out to be best possible.
In 2004, Marcus and Tardos [129] presented an elegant proof of the Stanley–Wilf Conjecture. About
their proof, Zeilberger [168] wrote
Once I thought that proofs of long-standing conjectures had to be difficult. After all
didn’t brilliant people make them, and didn’t these people, and many other brilliant
people, unsuccessfully try to prove them? Isn’t that a meta-proof that the proof, if it
exists, should be long, difficult, and ugly? And if not, shouldn’t they, at least, contain
entirely new ideas and/or techniques?
We present Marcus and Tardos’ proof in Section 2.3. Of course, the proof of the Stanley–Wilf
Conjecture only raises new questions. For example, what can be said about the relationship between
the growth rate of Av(β) and the length of β? Many conjectures (some of which were mentioned in
Section 1.4) have been made about this relationship, and most have been proven false. The first truly
general result in this direction is due to Valtr, and appeared in a paper of Kaiser and Klazar [107].
We present a specialization.
Proposition 2.1. For all sufficiently large k and all permutations β of length k, gr(Av(β)) > k2/27.
Proof. Set n = ⌊k2/9⌋ (the integer part of k2/9) and let β be any pattern of length k. Using linearity
of expectation and Stirling’s Formula, we see that the probability that a permutation of length n
chosen uniformly at random contains β is at most
1
k!
(n
k
) < nk(k!)2 ≤
k2k
9k (k/e)2k < (
e2
9
)k .
This quantity tends to 0 as k → ∞ so for sufficiently large k at least half of the permutations of
length n avoid β. Now Proposition 1.3 and Stirling’s Formula show that
gr(Av(β)) ≥ n√∣Avn(β)∣ ≥ n√n!/2 ≥ n
√⌈k2/9⌉!
n
√
n/2 ≥
k2
9e n
√
n/2 > k2/27
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for large enough k, as desired.
Therefore growth rates of principal class grow at least quadratically in terms of the length of the
avoided pattern, but the upper bound conjectured by Arratia is false (as we saw in Section 1.4).
The fact that Arratia’s Conjecture failed for a layered permutation only lent more credence to the
long-standing conjecture that among all permutations β of length k, the permutation that is easiest
to avoid (thereby giving the greatest growth rate) is layered. In his survey for the 2013 British
Combinatorial Conference, Steingr´ımsson [155] wrote that
Although the evidence is strong in support of the conjecture that the most easily avoided
pattern of any given length is a layered pattern, there is currently no general conjecture
that fits all the known data about the particular layered patterns with the most avoiders.
However, there are some ideas about what form the most avoided layered patterns ought
to have, and specific conjectures that have not been shown to be false.
The oldest of the specific conjectures Steingr´ımsson mentions appeared in Burstein’s 1998 thesis [69].
Bo´na [52] made a competing conjecture in 2007 that the most easily avoided permutation of length
k was 1⊕ 21⊕ 21⊕⋯⊕ 21 for odd k and 1⊕ 21⊕ 21⊕⋯⊕ 21⊕ 1 for even k.
After these conjectures were made, Claesson, Jel´ınek, and Steingr´ımsson [76] established that for
every layered permutation β of length k the growth rate of Av(β) is less than 4k2 (we present their
argument in Section 3.1). Bo´na [45] refined this approach to show that for his conjectured easiest-
to-avoid permutations, the corresponding growth rates were at most 2.25k2. Because of this, the
function
g(k) =max{gr(Av(β)) ∶ ∣β∣ = k}
was widely believed to grow quadratically. Thus it was quite a shock when Fox [88] showed in
2014 that g(k) grows faster than any polynomial. We prove a specialization of Fox’s Theorem in
Section 2.5.
Before moving on, because this section concerns estimates we briefly define the pieces of big-oh
notation we use. Let f(n) and g(n) be positive functions. These functions are asymptotic, written
f ∼ g, if f(n)/g(n)→ 1 as n→∞. We write f = O(g) if there is a constant C such that f(n) ≤ Cg(n)
for all sufficiently large n. We similarly write f = Ω(g) if there is a constant c such that f(n) ≥ cg(n)
for all sufficiently large n. Finally, we write f = Θ(g) if both f = O(g) and f = Ω(g).
2.1. Matrices and the interval minor order
In the context of principal classes, the most general results on growth rates have come from expanding
the vista to the context of (zero/one) matrices. The study of patterns within matrices dates back
to at least 1951, when Zarankiewicz [167] posed what is now known as the Zarankiewicz Problem.
While his problem is often phrased in terms of bipartite graphs, what he actually asked was
Soit Rn, ou` n > 3, un re´seau plan forme´ de n2 points range´s en n lignes et n colonnes.
Trouver le plus petit nombre naturel k2(n) tel que tout sous-ensemble de Rn forme´ de
k2(n) points contienne 4 points situe´s simultane´ment dans 2 lignes et dans 2 colonnes
de ce re´seau.
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Translated, the Zarankiewicz Problem asks for the minimum number of ones such that any way
those ones are arranged in an n × n matrix there will be a 2 × 2 submatrix of all ones.
Let us introduce some notation to discuss this and more general problems. The weight of the matrix
M is the number of ones it contains, and we denote this quantity by wt(M). We also say that the
matrix P is a submatrix of M if P can be obtained from M by deleting rows, columns, and ones (in
this last case, changing them to zeros). A generalization of Zarankiewicz’s problem is to determine
the asymptotics of the function
ex(n;P ) =max{wt(M) ∶M is an n × n matrix avoiding P as a submatrix},
and the quantity Zarankiewicz asked about was ex(n;J2)+1, where we denote by Jk the k×k all-one
matrix.
Shortly after Zarankiewicz posed his problem, Ko˝va´ri, So´s, and Tura´n [120] showed that the answer
is asymptotic to n3/2. We include a short proof below. The upper bound is from the original proof
while the lower bound was presented by Reiman [143] in 1958.
Theorem 2.2. The function ex(n;J2) is asymptotic to n3/2.
Proof. We begin with the upper bound. TakeM to be a J2-avoiding n×n matrix of weight ex(n;J2).
For each i, let di denote the number of ones in row i. Call two ones in the same row a couple, so
row i contains (di
2
) couples. Clearly M can have at most (n
2
) total couples because the same two
columns cannot participate as a couple in two different rows so
(n
2
) ≥ n∑
i=1
(di
2
),
Next we use the Cauchy-Schwarz inequality to conclude that ∑d2i ≥ (∑di)2 /n. By noting that
wt(M) = ∑di, we obtain
n2 − n ≥ n∑
i=1
d2i −
n∑
i=1
di ≥ (wt(M))2
n
−wt(M),
showing that ex(n;J2) does not grow asymptotically faster than n3/2.
For the lower bound, let q be a prime power and suppose that n = q2 + q + 1. It is known that there
is a finite projective plane of order q, with n points and n lines. Label the points p1, . . . , pn and the
lines ℓ1, . . . , ℓn and define the incidence matrix M by setting its (i, j) entry equal to one if and only
if the point pi lies on the line ℓj . Clearly M does not contain J2, because any two points determine
a unique line. Moreover, a basic counting argument shows that in a projective plane of order q every
point lies on q + 1 lines. Thus we have
wt(M) = (q + 1)(q2 + q + 1) ≈ n3/2.
The fact that ex(n;J2) ∼ n3/2 follows from this and basic results about the distribution of primes.
As Ko˝va´ri, So´s, and Tura´n [120] noted in their original paper, the upper bound in Theorem 2.2 can
be generalized to show that ex(n;Jk) = O(n2−1/k) for all k and they conjectured that this is the true
order of magnitude, i.e., that ex(n;Jk) = Θ(n2−1/k). While this conjecture is widely believed to be
true, it remains open. The best general lower bound shows that ex(n;Jk) = Ω(n2−2/(k+1)).
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Almost 40 years passed before the function ex(n;P ) was investigated for matrices other than Jk,
in two papers published around the same time and, oddly enough, concerning the same forbidden
pattern (up to symmetry). Bienstock and Gyo˝ri [38] established that
ex(n; ( 1 1
1 1
)) = O(n logn).
(It is common practice in this field to suppress zeros.) Along with giving an independent proof of
this result, Fu¨redi [91] also presented a construction (set M(i, j) = 1 if and only if j − i is a power
of 2) showing that this is the correct rate of growth. Both papers were motivated by problems
in discrete geometry: Bienstock and Gyo˝ri were investigating the complexity of an algorithm for
computing obstacle-avoiding rectilinear paths in the plane, while Fu¨redi used this extremal function
to bound the number of unit distances between the vertices of a convex polygon.
The first systematic investigation of these extremal functions was performed by Fu¨redi and Ha-
jnal [92] in 1992. They found the extremal functions (up to constant factors) for several matri-
ces. Some of these extremal functions are quite exotic; for example, using the work of Hart and
Sharir [100] Fu¨redi and Hajnal showed that
ex(n; ( 1 1
1 1
)) = Θ(nα(n)),
where α(n) is the inverse Ackermann function. At the end of their article, they asked
is it true that the complexity of all permutation configurations are linear?
The statement that ex(n;Mβ) is linear in n for every permutation β became known as the Fu¨redi–
Hajnal Conjecture; hereMβ denotes the permutation matrix of β, which is defined byMβ(i, j) = 1 if
and only if β(i) = j. Indeed, at the time Marcus and Tardos proved the Fu¨redi–Hajnal Conjecture,
they did not know about the Stanley–Wilf Conjecture, nor that Klazar had shown that the Fu¨redi–
Hajnal Conjecture implied the Stanley–Wilf Conjecture (we prove this in the next subsection).
Despite the rich history of these submatrix problems, later advances—especially those of Fox [88]—
show that the permutation containment order is much more closely related to a different order on
matrices, the interval minor order. In retrospect, this order has featured in the proofs of all of
the main results presented in this section, before it had ever been formally defined. Such a formal
definition requires a few preliminaries. The contraction of two adjacent rows of a matrix is obtained
by replacing those two rows by a single row that has a one in a column if either of the original rows
had a one in that column. We define the contraction of a column analogously. We further say that
P is a contraction of M if P can be obtained fromM by a sequence of contractions of adjacent rows
or columns.
To give an alternative definition of contractions, given an n×n matrixM and intervals X,Y ⊆ [1, n],
we denote byM(X×Y ) the block ofM consisting of those entriesM(i, j) with (i, j) ∈X×Y = {(x, y) ∶
x ∈X,y ∈ Y }. The contraction P of M can be defined by a pair of sequences 1 = c1 ≤⋯ ≤ ct+1 = n+1
(the column divisions) and 1 = r1 ≤ ⋯ ≤ ru+1 = n + 1 (the row divisions) where we set
P (i, j) = { 1 if the block M([ci, ci+1) × [rj , rj+1)) contains a one and
0 otherwise.
(We continue to use Cartesian coordinates so that the permutation matrix of π looks like its plot.)
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Figure 15: A 9 × 9 permutation matrix containing J3 as an interval minor.
Finally, the matrix P is an interval minor of M if P is a submatrix of a contraction of M . In
other words, the interval minor order allows for the contraction of adjacent rows or columns, and
the deletion of ones. As we will see, at the coarsest level, questions about growth rates of principal
permutation classes are intimately connected with the following question:
How much can an n × n matrix weigh if does not contain Jk as an interval minor?
We present two answers, in Sections 2.3 (an upper bound) and 2.5 (a lower bound). The connection
between this question and growth rates is explored in Sections 2.2 and 2.4. We begin with two
elementary observations.
Observation 2.3. If the matrix M contains the permutation matrix Mβ as an interval minor then
it also contains Mβ as a submatrix.
Due to this fact, when we say that a matrix contains a permutation matrix we needn’t specify
which order we are considering. Indeed, permutation matrices are essentially characterized by the
condition in Observation 2.3—it is an easy exercise to show that if P is such that every matrix
containing P as an interval minor also contains P as a submatrix then, modulo all-zero rows and
columns, P is a permutation matrix.
Observation 2.3 implies that if a matrix contains Jk as an interval minor then it contains every k×k
permutation matrix. Thus to get an upper bound on gr(Av(β)) we can consider the set of matrices
that avoid J∣β∣ as an interval minor. In particular, the Fu¨redi–Hajnal Conjecture will follow if we
can establish that, for every k, there is a constant ck such that wt(M) ≤ ckn for every n ×n matrix
that does not contain Jk as an interval minor.
The link between avoiding Jk and lower bounds on growth rates comes via the following fact, whose
truth is demonstrated by Figure 15.
Observation 2.4. For every nonnegative integer k, there is a permutation β of length k2 whose
permutation matrix contains Jk as an interval minor.
Therefore if many permutation matrices avoid Jk as an interval minor, they also avoid Mβ for some
permutation β of length k2.
2.2. The number of light matrices
The main result of this subsection provides the link between the extremal Fu¨redi–Hajnal Conjecture
and the enumerative Stanley–Wilf Conjecture. We state it in a slightly different way than it was
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Figure 16: The interval minor M /2 formed in the proof of Klazar’s Theorem 2.5.
originally presented. Let us define the density of the matrix M as
δ(M) =max{wt(P )
m
∶ P is an m ×m interval minor of M} .
Note that this definition measures the maximum average number of ones per row over all square
interval minors of M . In particular, the density of a matrix can be greater than 1; for example, the
permutation matrix shown on the left of Figure 15 has density at least 3, because it contains J3 as
a minor.
We seek to bound the number of matrices of small density.
Theorem 2.5 (Klazar [114]). Let d ≥ 0 be a constant. There are fewer than 152dn matrices of size
n × n and density at most d.
Proof. We prove the theorem by induction on n. As the base case n = 1 is trivial, we may assume
that n ≥ 2 and that the claim holds for all lesser values of n.
Let M be an n × n matrix of density at most d and denote by M /2 the interval minor of M formed
by using the row and column divisions {1,3,5, . . . , n + 1}, without deleting any ones. Thus M /2 is
formed by contracting 2× 2 blocks of M (or possibly smaller blocks on the top and right), as shown
in Figure 16.
By the definition of density, wt(M /2) ≤ d⌈n/2⌉. Now we ask how many n×n matrices could condense
to a given ⌈n/2⌉× ⌈n/2⌉ matrix M /2. Each nonzero entry of M /2 can come from at most 15 possible
blocks of M (all blocks except for the all-zero block), while the zero entries of M /2 can only come
from an all-zero block of M . Since M /2 has at most d⌈n/2⌉ nonzero entries, the number of n × n
matrices that could condense to it is at most 15d⌈n/2⌉.
Therefore, the number of n×n matrices of density at most d is at most 15d⌈n/2⌉ times the number of
possibilities for M /2, which by induction is less than 152d⌈n/2⌉. In other words, the number of n × n
matrices of density at most d is less than
15d⌈n/2⌉ ⋅ 152d⌈n/2⌉ = 153d⌈n/2⌉ < 152dn
for n ≥ 2, completing the proof of the theorem.
This result shows that the Fu¨redi–Hajnal Conjecture implies the Stanley–Wilf Conjecture as follows:
if the Fu¨redi–Hajnal Conjecture is true, then for every permutation β there is a constant cβ such
that ex(n;Mβ) ≤ cβn for all n. Therefore everyMβ-avoiding matrix has density at most cβ . Klazar’s
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Theorem 2.5 shows that there are at most (152cβ)n such matrices, so there are only exponentially
many such permutation matrices, so gr(Av(β)) is finite.
As we have presented it, the bound in Klazar’s Theorem 2.5 is essentially best possible. To see
this, let M be any n × n matrix with dn ones and density d. Then M itself contains 2dn = (2d)n
submatrices of size n × n and density at most d. Thus to improve on the link between bounds
in the Fu¨redi–Hajnal Conjecture and those in the Stanley–Wilf Conjecture, one must restrict to
permutation matrices. Via some quite delicate bounds, Cibulka [75] showed that the number of
n×n permutation matrices of density at most d is at most (2.88d2)n. Fox [88] gives a much simpler
proof that the nth root of this number is O(d2).
2.3. Matrices avoiding Jk are light
We now present Marcus and Tardos’ proof of the Fu¨redi–Hajnal Conjecture. The general approach
is again to consider a specific contraction.
Theorem 2.6 (Marcus and Tardos [129]). If the n×n matrix M does not contain Jk as an interval
minor then
δ(M) ≤ 2k4(k2
k
).
Proof. Let fk(n) denote the maximum weight of an n×n matrix that avoids Jk as an interval minor.
We apply induction on n, noting that the n = 1 case is trivial. Let M be an n × n matrix of weight
fk(n) not containing Jk as an interval minor. We form the interval minor M /q by choosing our row
and column divisions to be {1, q + 1,2q + 1, . . . n + 1}; here q is a parameter to be determined at the
end of the proof. Thus we are contracting M into q × q blocks (possibly including smaller blocks on
the top and right). Of course, M /q also does not contain Jk as an interval minor.
The cleverest part of the proof is the following definition. A q×q block ofM is called tall if it contains
ones in at least k different rows and/or wide if it contains ones in at least k different columns. We
begin by bounding the number of tall and/or wide blocks of M .
Suppose that more than (k − 1)(q
k
) tall blocks of M correspond to entries in the same row of M /q.
We contract each such block into a single column. This gives an interval minor of M containing q
rows and (k−1)(q
k
) columns in which every column contains at least k ones. By deleting extraneous
ones as needed, we may assume that each column has precisely k ones. However, that leaves us
with only (q
k
) choices of columns for this interval minor, and thus (under our assumption about the
number of tall blocks in this row) at least one column must occur at least k times, showing that M
contains Jk as an interval minor, a contradiction.
By symmetry, at most (k−1)(q
k
) entries of each column of M /q correspond to wide blocks in M . As
M /q has ⌈n/q⌉ rows and columns, we have the bound
# of tall and/or wide entries of M /q ≤ 2 ⌈n
q
⌉ (k − 1)(q
k
),
which is linear in n. For these entries ofM /q we use the trivial bound that they correspond to blocks
with at most q2 nonzero entries. The remaining entries of M /q, corresponding to blocks that are
neither tall nor wide, can have at most (k − 1)2 nonzero entries. Putting these bounds together, we
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obtain by induction that
wt(M) ≤ 2q2 ⌈n
q
⌉ (k − 1)(q
k
) + (k − 1)2fk (⌈n
q
⌉) .
In order to get a sense of the solution to this recurrence, we iterate it approximately:
fk(n) ≲ 2qn(k − 1)(q
k
) + (k − 1)2fk (n
q
) ,
≲ 2qn(k − 1)(q
k
) + (k − 1)2 (2n(k − 1)(q
k
) + (k − 1)2fk ( n
q2
)) ,
≲ 2qn(k − 1)(q
k
) + 2n(k − 1)3(q
k
) + 2n
q
(k − 1)5(q
k
) +⋯.
We can further approximate this quantity by viewing it as a geometric series with ratio (k − 1)2/q:
fk(n) ≲ 2qn(k − 1)(q
k
) ∞∑
i=0
((k − 1)2
q
)i .
This series has a finite sum so long as we choose q > (k − 1)2, in which case we get a linear upper
bound on wt(M), completing the proof. In particular, setting q = k2, we see that
∞∑
i=0
((k − 1)2
k2
)i = k2
2k − 1
< k,
and the bound becomes
fk(n) ≲ 2k4(k2
k
)n.
While we presented only estimates above in order to motivate the choice of q, with this bound on
fk(n) now discovered it would only take a simple inductive argument to give a rigorous proof.
We have proved quite a bit more than the Stanley–Wilf Conjecture. Every proper downset of
matrices in the interval minor order must avoid some matrix Jk. Thus every proper downset of
matrices in this order has bounded density by Marcus and Tardos’ Theorem 2.6 and thus grows at
most exponentially by Klazar’s Theorem 2.5. Proper permutation classes are merely subsets of these
downsets.
2.4. Dense matrices contain many permutations
Having established upper bounds on growth rates, we now turn our attention to lower bounds. In
this subsection we prove a simplified version of a result of Cibulka [75], showing that dense matrices
contain many permutation matrices. In the following subsection, we use this result to show that
growth rates of principal classes can be very large. Our first result in this direction, below, gives a
lower bound for how many permutation matrices a dense matrix with a certain amount of regularity
must contain.
Proposition 2.7 (Cibulka [75]). Suppose that the matrix M has n columns and m ≥ n rows, and
that each column contains at least n ones. Then M contains at least n!/(m
n
) permutation matrices
of size n × n.
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Proof. Proceeding from left to right, we can find at least n! copies of n × n permutation matrices
in M by choosing a nonzero entry in a new row from each column. Of course, some permutation
matrices may be contained in M many times. However, M cannot contain more than (m
n
) copies of
a given n×n permutation matrix because that is the number of ways to select the rows from which
the nonzero entries are then chosen.
The bound we actually use follows from Proposition 2.7 via Stirling’s Formula:
n!
(m
n
) ≥
n!
mn/n! =
(n!)2
mn
≥ ( n2
e2m
)n .
The main result of this subsection establishes the link between the weight of a matrix and the
number of permutation matrices contained in it. Note that the conclusion of this theorem is only
interesting for large densities δ(M).
Theorem 2.8 (based on Cibulka [75, Theorem 6]). For every n × n matrix M , there is some value
of m ≥ 1 such that M contains γm or more m ×m permutation matrices, where γ = δ(M)1/9/16.
Proof. The argument resembles that used to prove Marcus and Tardos’ Theorem 2.6, though with
an additional clever idea and different parameters. In particular, instead of being given k (formerly
the size of the forbidden interval minor), here we choose k to be the smallest perfect square such
that k ≥ e4γ2. Clearly we can satisfy this requirement for some k at most 2e4γ2.
Define fγ(n) to be the greatest possible weight of an n×n matrix that does not contain γm or more
m ×m permutation matrices for any value of m. The theorem is equivalent to the fact that
fγ(n) < (16γ)9n, (1)
which we establish by induction on n. If n ≤ (16γ)9, then (1) holds trivially. Thus we may assume
that n > (16γ)9 and take M to be an n×n matrix of weight fγ(n) that does not contain γm or more
m ×m permutation matrices for any value of m.
Again we begin by forming the interval minor M /q by choosing our row and column divisions to be{1, q+1,2q+1, . . . n+1}, although this time we set q = 4k2 instead of k2. We have by induction that
wt(M /q) < (16γ)9⌈n/q⌉. The definitions of tall and wide are unchanged: a q × q block of M is tall
(respectively, wide) if it contains ones in at least k different rows (respectively, columns).
The next step is to bound the number of tall/wide blocks of M , but this time we obtain a different
bound because of our assumption thatM contains few permutation matrices. We bound the number
of tall blocks that correspond to a single row of M /q, since the bound for wide blocks in a column
will follow by symmetry.
Given a set of tall blocks corresponding to entries in the same row of M /q, we group them into
contiguous sets of k tall blocks apiece. Our bound comes from considering two different types of
groups. First, if the ones in all of the blocks of a group of tall blocks lie in only k3/2 rows, we call the
group concentrated. In this case, we form a minor by removing the all-zero rows of the block (this
can be viewed as a contraction) and then contracting each block of the group to a single column. In
doing so we obtain a matrix with k columns and at most k3/2 rows in which every column contains
at least k ones (because the original blocks were tall). Applying Proposition 2.7 to this interval
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minor shows that it (and thus also M) contains at least
k!
(k3/2
k
) ≥ (
k2
e2k3/2
)k = (
√
k
e2
)
k
≥ γk
k × k permutation matrices. Thus M cannot contain a concentrated group of tall blocks.
It remains to consider groups of tall blocks that are not concentrated. If we have a nonconcentrated
group of tall blocks then these blocks can all be contracted into a single column with at least k3/2
ones. Thus if M contains k3/2 nonconcentrated groups then by contracting each group into a single
column we obtain a matrix with k3/2 columns and q = 2k2 rows in which each column contains at
least k3/2 ones. Applying Proposition 2.7 to this interval minor shows that it contains at least
(k3/2)!
(2k2
k3/2
) ≥ (
k3
2e2k2
)k
3/2
= ( k
2e2
)k
3/2
≥ (e2γ2
2
)k
3/2
> γk3/2
k3/2 × k3/2 permutation matrices. Therefore M cannot contain k3/2 nonconcentrated groups within
the same row of blocks.
We now count the ones in M . A given row of M /q must correspond to fewer than k5/2 tall blocks
because when arranged in groups of k tall blocks apiece, no group can be concentrated, and M
cannot contain k3/2 nonconcentrated groups. Using the trivial bound that a q × q block can contain
at most q2 ones, we see that the combined weight of an entire row of tall blocks is at most q2k5/2. As
there are ⌈n/q⌉ such rows of blocks and also ⌈n/q⌉ columns of blocks that are subject to analogous
constraints, the total weight of all tall and/or wide blocks in M is less than 2⌈n/q⌉q2k5/2.
Next we must bound the weight of the blocks that are neither tall nor wide. Each such block
has weight less than k2. Moreover, the number of such blocks is at most wt(M /q) < (16γ)9⌈n/q⌉.
Combining our bounds (and remembering that q = 4k2 while k ≤ 2e4γ2) shows that
wt(M) < 2 ⌈n
q
⌉ q2k5/2 + (16γ)9 ⌈n
q
⌉k2,
< (4qk5/2 + 2(16γ)9k2
q
)n,
= (16k9/2 + (16γ)9
2
)n.
It can be now be checked that
16k9/2 ≤ 16 ⋅ 29/2e18γ9 < (16γ)9
2
,
establishing (1) and completing the proof.
The clever new idea in the proof of Theorem 2.8 is that of concentration, which allows one to handle
tall/wide blocks in either of two different ways. In Cibulka’s original proof he also refined the notion
of tall/wide blocks, distinguishing between tall, very tall, and ultratall blocks. With these additional
considerations, he was able to lower the 9 in the statement of the theorem to 4.5.
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2.5. Dense matrices avoiding Jk
Our final result of this section shows that the formerly widely held belief that gr(Av(β)) grows
quadratically in ∣β∣ is false. This result, proved by Fox [88], is established by means of an elegant
construction.
Throughout this section we are concerned with a matrix M of size n × n where n is a power of 2,
say n = 2r. We divide the interval [1,2r] into a number of dyadic intervals. The interval [1,2r] is
itself dyadic. Its two halves, [1,2r−1] and [2r−1 + 1,2r] are also dyadic. In turn, the halves of each
of those intervals are dyadic, and this process continues until we reach the singletons, which are all
dyadic. More formally, a dyadic interval is any interval of the form [a2b+1, (a+1)2b] for nonnegative
integers a and b. A dyadic rectangle is then a product of two dyadic intervals (in the same sense as
the products we used to define contraction).
The number of dyadic intervals in [1,2r] is
r∑
b=0
2b = 2r+1 − 1 = 2n − 1,
and every element of [1, n] lies in precisely r + 1 such dyadic intervals (one of each size). The final
observation we need to make about dyadic intervals is their most important property, at least from
the viewpoint of our upcoming construction. Suppose that I1 and I2 are subintervals of [1, n], and
for i ∈ {1,2} let Di denote the smallest dyadic interval containing Ii. If D1 = D2, then both I1 and
I2 must contain elements of both halves of this dyadic interval. Therefore we can conclude that the
smallest dyadic intervals containing two disjoint subintervals of [1, n] are distinct.
We are now ready to describe the construction of M . Order the dyadic subintervals of [1, n] as
D1, . . . ,D2n−1 arbitrarily and let A be a (2n − 1) × (2n − 1) auxiliary matrix. We build M from A
by setting
M(i, j) = { 1 if A(k, ℓ) = 1 for every pair k, ℓ with (i, j) ∈Dk ×Dℓ,
0 otherwise.
The following result illustrates the usefulness of this construction.
Proposition 2.9 (Fox [88]). Suppose that A and M are related as above. If A avoids Jk as a
submatrix, then M avoids Jk as an interval minor.
Proof. Suppose that M contains Jk as an interval minor. Thus there are row and column divisions
1 = r1 ≤ ⋯ ≤ rk+1 = n + 1 and 1 = c1 ≤ ⋯ ≤ ck+1 = n + 1 such that for every i and j, the block
M([ci, ci+1) × [rj , rj+1)) contains a nonzero entry.
Now choose indices c1, . . . , ck such that for every i, the smallest dyadic interval containing [ci, ci+1) is
Dci and similarly choose indices r1, . . . , rk such that for every j, the smallest dyadic interval contain-
ing [rj , rj+1) is Drj . Our observation above shows that because the intervals we are considering are
disjoint, these are sets of distinct indices. Thus it follows by the construction ofM that A(ci, rj) = 1
for all indices i and j, i.e., that A contains Jk as a submatrix, completing the proof.
As one might expect for an extremal result, the proof of Fox’s Theorem is probabilistic. In order to
find a dense matrixM avoiding Jk as an interval minor we choose the entries of the auxiliary matrix
A uniformly at random and then (essentially) construct M as above. While this part of the proof is
conceptually straight-forward, the reader may find the requisite inequalities a bit laborious.
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Theorem 2.10 (Fox [88]). For all sufficiently large positive integers k such that
√
k/8 is an integer,
there exists a matrix of density at least 2
√
k/16 that avoids Jk as an interval minor.
Proof. Suppose that r =√k/8 is an integer and set n = 2r so that every integer in the interval [1, n]
lies in precisely r+1 dyadic intervals. The proof uses a parameter q, which is a probability that will
be determined near the end and will satisfy 1/2 > q ≥ 4r/k.
We begin by building the auxiliary matrix A of size (2n − 1) × (2n − 1). Choose each entry of A
uniformly at random so that it is 1 with probability 1−q. Let X denote the random variable counting
the number of copies of Jk occurring as a submatrix in A. Clearly
E[X] = (2n − 1
k
)2(1 − q)k2 .
The standard bound 1 − x ≤ e−x shows that (1 − q)k2 ≤ e−qk2 . For the binomial coefficient, we have
(2n − 1
k
) < (2n)k
k!
< (2n)k
2k
= nk,
where the second inequality follows because k ≥ 4. Combining these bounds yields
E[X] < n2ke−qk2 .
The right-hand side of this inequality is maximized when q is as small as possible. As
q ≥ 4r
k
= 4 log2 n
k
> 4 lnn
k
,
we see that
E[X] < n2ke−4k lnn = n−2k.
In particular,
Pr[A contains Jk as a submatrix] ≤ E[X] < n−2k,
so almost all such matrices avoid Jk as a submatrix.
Now construct M as in Proposition 2.9. The probability that an entry of M is equal to 1 is thus(1 − q)(r+1)2 because every entry lies in (r + 1)2 dyadic rectangles. It is worth remarking that
the entries of M are highly correlated (when viewed as n2 random variables). In particular, the
probability that M is the zero matrix is at least q, because one of the entries of A corresponds to the
dyadic rectangle [1, n] × [1, n], and thus must be 1 if M is to have any nonzero entries. Of course,
this correlation does not prevent us from appealing to linearity of expectation, which shows that
E[wt(M)] = n2(1 − q)(r+1)2 .
However, we must guarantee that M avoids Jk as an interval minor, and this construction does not
provide such a guarantee (though it makes it exceedingly likely). Therefore we take M as above if
it avoids Jk as an interval minor (i.e., if A avoids Jk as a submatrix), and otherwise set M equal to
the zero matrix. From our previous computation of E[X], we see that
E[wt(M)] ≥ n2(1 − q)(r+1)2 − n2 ⋅Pr[A contains Jk as a submatrix],
> n2(1 − q)(r+1)2 − n2−2k,
> n2(1 − q)(r+1)2 − 1.
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Thus there is an n×nmatrixM avoiding Jk as an interval minor with weight at least this expectation.
To finish the proof we need to choose q and then manipulate the inequalities to show that the density
of M is at least 2
√
k/16, which is equivalent to showing that wt(M) ≥ n3/2. For the rest of the proof
we assume that k ≥ 482 = 2308 and set q = 1/√k. As promised at the beginning of the proof,
1
2
> q = 1√
k
> 4(
√
k/8)
k
= 4r
k
.
We now claim that for this value of q and the particular matrix M we have selected,
wt(M) ≥ n2(1 − q)(r+1)2 − 1 > n22−3qr2 − 1 > n3/2. (2)
Of these three inequalities, the first follows from our choice of M and the second requires the most
work. Canceling the 1 and the n2, we want to show that (1 − q)(r+1)2 > n−3qr. Taking logarithms of
both sides, this is equivalent to
(r + 1)2 log(1 − q) > −(3 log 2)qr2 (3)
For q < 1/2, we have the bound log(1 − q) > −3q/2 so the left-hand side of (3) can be bounded by
(r + 1)2 log(1 − q) > −3
2
(r + 1)2q.
For r ≥ 6 (which we have because k ≥ 482),
−
3
2
(r + 1)2 > −(3 log 2)r2 (≈ −2.08r2) ,
verifying (3) and thus the second inequality of (2).
All that remains is to show the final inequality of (2). Recall that n = 2r, so
n22−3qr
2
− 1 = n2−3qr − 1 = n2−3/8 − 1.
This quantity is greater than n3/2 = 2√k/16n for n ≥ 4, completing the proof.
It remains only to connect this result to growth rates of principal classes, which we do via our
previous definition of
g(k) =max{gr(Av(β)) ∶ ∣β∣ = k}.
Choose k large enough so that Theorem 2.10 holds. Recall by Observation 2.4 that there are
permutations of length k2 that contain a Jk minor. Let β be such a permutation and set ℓ = k2.
Fox’s Theorem shows that there is a matrixM of density at least 2ℓ
1/4/16 which avoids Jk as a minor
and thus also avoids the permutation matrix of β. Cibulka’s Theorem 2.8 then shows that there is
a value of m such that M contains γm or more m ×m permutation matrices, where
γ = δ(M)1/9
16
= 2ℓ
1/4/144
16
= 2ℓ1/4/144−4.
Every permutation matrix contained in M also avoids the permutation matrix of β. From our
observation in Section 1.1 about supermultiplicativity it follows that gr(Av(β)) ≥ γ, showing that
g(k) = 2Ω(k1/4).
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Figure 17: A member of the infinite antichain commonly denoted U .
Thus g(k) grows faster than every polynomial. (There is no commonly agreed upon term for
functions that grow like 2n
α
for 0 < α < 1. Because such functions grow much more slowly than 2n,
they are often called subexponential when found as upper bounds for algorithmic problems. However,
this term does not accurately convey how quickly such functions do grow, so terms such as stretched
exponential and mildly exponential are also used.)
3. Notions of structure
We saw in the previous section that proper permutation classes have finite upper growth rates.
However, none of those techniques are of any use if we want to know the precise growth rate of a
class. Indeed, even if we only want to estimate growth rates, it is hard to imagine those techniques
providing much insight. Thus it seems that to know more about growth rates of permutation classes
we must take a detailed look at their structure.
As we will see, there are a great many aspects of “structure” for permutation classes that have so
far resisted unification. For a first aspect of structure, consider the permutation shown on the left
of Figure 17. In the middle and right of this figure, two drawings of the permutation graph, Gπ, of
this permutation are presented. This is the graph on the vertices {(i, π(i))} in which (i, π(i)) and(j, π(j)) are adjacent if they form an inversion, i.e., i < j and π(i) > π(j). The drawing on the right
of this figure shows that the permutation graph of this permutation is a split-end path, that is, it is
constructed from a path by adding four vertices, two adjacent to each leaf. Clearly we could modify
this construction to build an infinite set of permutations whose permutation graphs are all split-end
paths.
It is easy to see that if σ ≤ π then Gσ is an induced subgraph of Gπ , though the converse need
not hold (for example, Gπ and Gπ−1 are isomorphic, but of course unless π is an involution, it is
not contained in π−1). Therefore, since no split-end path is an induced subgraph of another, it
follows that the infinite set of permutations built this way is an infinite antichain (recall that an
antichain is a set of pairwise incomparable permutations). The same approach shows that the family
of permutations alluded to in Figure 11 also forms infinite antichain; the graph of the permutation
from that figure is shown below.
A well-quasi-order (wqo) is a quasi-order (a binary and transitive, but not necessarily antisymmet-
ric, binary relation) that contains neither an infinite strictly descending sequence nor an infinite
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antichain. Because containment is a partial order on permutations, we use the term well-partially-
ordered (wpo) to describe this property instead. Of course, permutation classes cannot contain
infinite strictly decreasing sequences, so wpo is synonymous with the absence of infinite antichains
in this context. Well-quasi/partial-orders have been studied quite extensively in a variety of contexts.
Cherlin [74] surveys these investigations from a particularly general perspective.
The infinite antichain we constructed above from split-end paths lies in the class Av(321). Atkinson,
Murphy, and Rusˇkuc [23] showed that the only wpo principal classes are Av(1), Av(21), Av(231),
and their symmetries. This supports our statement in Section 1.2 that despite their Wilf-equivalence,
the classes Av(231) and Av(321) are very different.
The following property of wpo classes can be tremendously useful.
Proposition 3.1. The subclasses of a wpo permutation class satisfy the descending chain condition,
i.e., if C is a wpo class, there does not exist an infinite sequence C = C0 ⊋ C1 ⊋ C2 ⊋ ⋯ of permutation
classes.
Proof. Suppose to the contrary that the wpo class C were to contain an infinite strictly decreasing
sequence of subclasses C = C0 ⊋ C1 ⊋ C2 ⊋ ⋯. For each i ≥ 1, choose βi ∈ Ci−1 ∖ Ci. The set of
minimal elements of {β1, β2 . . .} is an antichain and therefore finite, so there is an integer m such
that {β1, β2 . . . , βm} contains these minimal elements. In particular, βm+1 ≥ βi for some 1 ≤ i ≤ m.
However, we chose βm+1 ∈ Cm ∖ Cm+1, and because βm+1 contains βi, it does not lie in Ci and thus
cannot lie in Cm, a contradiction.
In their 1996 paper, Noonan and Zeilberger [134] conjectured that every finitely based permutation
class has a D-finite generating function. Clearly the finite basis hypothesis is necessary—because
there are infinite antichains of permutations, there are uncountably many permutation classes with
distinct generating functions, but only countably many D-finite generating functions with rational
coefficients. The status of the Noonan-Zeilberger Conjecture is still unresolved, though Zeilberger
no longer believes it to be true (as witnessed by his quote about Av(1324) presented in Section 1.4).
Moreover, the work of Conway and Guttman [78] suggests that Av(1324) has a non-D-finite gener-
ating function, giving us a concrete potential counterexample.
One might also ask about the other direction. If a class has a “nice” generating function, does it
have a good deal of structure? Indeed, at the same conference, Zeilberger asked for necessary and
sufficient conditions for a class to have a rational/algebraic/D-finite/... generating function [81].
However, the work of Albert, Brignall, and Vatter [12] shows that this question is almost certainly
intractable.
To briefly sketch this argument, let C be a proper permutation class, so Marcus and Tardos’ The-
orem 2.6 shows that there is some constant γ such that ∣Cn∣ < γn for all n. By modifying the
construction of the antichain in Figure 17, it can be shown that for every finite γ, there is an infinite
antichain A containing at least δn permutations of each sufficiently long length n for some constant
δ > γ. Moreover, A can be constructed in such a way that its downward closure, Sub(A), has a ra-
tional generating function. Therefore if we start with the class C ∪Sub(A) and remove ∣Cn∣ elements
of length n from A for every sufficiently long length n, we obtain a permutation class containingC that has (up to the addition of a polynomial) the same rational generating function as Sub(A),
proving the following.
Theorem 3.2 (Albert, Brignall, and Vatter [12]). Every permutation class except for the class of
all permutations is contained in a class with a rational generating function.
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In light of Theorem 3.2, it is clearly hopeless to attempt to establish a structural characterization
of classes with rational (or algebraic, or D-finite, ...) generating functions. A similar issue arises in
the definition of perfect graphs. In that context, we know that the chromatic number of a graph,
χ(G), is at least its clique number, ω(G) and we would like to ask which graphs achieve equality,
but we’re faced with the problem that given any graph, its union with a sufficiently large complete
graph will satisfy χ = ω. Thus we say that a graph is perfect if χ = ω for the graph and all of its
induced subgraphs. In the permutation class context, we parallel this by saying that a permutation
class is strongly rational (respectively, strongly algebraic) if it and all of its subclasses have rational
(respectively, algebraic) generating functions. Our counting argument from before now yields the
following implication.
Proposition 3.3. Every strongly algebraic permutation class is wpo.
I have conjectured that this is actually the characterization of strongly algebraic permutation classes,
though this conjecture has never before appeared in print.
Conjecture 3.4. A permutation class is strongly algebraic if and only if it is wpo.
As of yet, very little has been established about strongly algebraic classes, but there are some results
on strongly rational classes. Using the substitution decomposition (the topic of Section 3.2), Albert
and Atkinson [3] proved that every proper subclass of Av(231) has a rational generating function.
More generally, Albert, Atkinson, and Vatter [8] showed that in a strongly rational class, the sum
indecomposable permutations also have a rational generating function. Other properties of strongly
rational classes are discussed in Section 4.2.
In the rest of this section we present several more notions of structure and study their interactions.
Most of the tools developed here are applied in the final section, where we ask about the set of all
growth rates of permutation classes.
3.1. Merging and splitting
Here we consider a very coarse notion of structure. Given any two permutation classes C and D, their
merge, C⊙D, consists of those permutations whose entries can be partitioned into two subsequences,
one order isomorphic to a permutation in C and the order isomorphic to a permutation in D (usually
thought of as coloring the entries of the permutation red or blue). For example, Proposition 1.4
shows that
Av(321) = Av(21)⊙Av(21),
and this generalizes to any class of the form Av(k⋯21). What if we change one of the Av(21)
classes to Av(12)? Then we obtain the class of permutations that can be expressed as the union of
an increasing subsequence and a decreasing subsequence. This class was introduced by Stankova [150]
who named it the class of skew-merged permutations and computed its basis:
Av(21)⊙Av(12) = Av(2143,3412).
Atkinson [20] was the first to compute the (algebraic) generating function of this class.
It should be noted that the merge operation preserves very few properties. The example of Av(321)
shows that it does not preserve wpo or rational generating functions, while the example of Av(4321)
shows that it does not preserve algebraic generating functions. Moreover, it is relatively easy to
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construct examples of finitely based classes whose merge is not finitely based, so merge does not
preserve finite bases (though Ke´zdy, Snevily, and Wang [110] proved that the merge of Av(12⋯k)
with Av(ℓ⋯21) always has a finite basis). However, we can get a bound on the growth rates of
merges by the following result (which seems to have first appeared, though implicitly, in Albert [1]).
Proposition 3.5. For any two permutation classes C and D,
gr(C ⊙D) ≤ (√gr(C) +√gr(D))2 .
Proof. Given a permutation of length k from C and another permutation of length n − k from D,
there are (n
k
)2 ways to merge them to form a permutation of length n: choose k positions to be
occupied by the permutation from C, then choose the k values for this subsequence, and then the
permutation is determined. Therefore
∣(C ⊙D)n∣ ≤ n∑
k=0
(n
k
)2∣Ck ∣∣Dn−k ∣ ≤ ( n∑
k=0
(n
k
)√∣Ck ∣∣Dn−k ∣)
2
. (4)
To avoid introducing epsilon, we sketch the proof from this point, though it is not difficult to make
it formal. Suppose that ∣Cn∣ ≈ γn and ∣Dn∣ ≈ δn. Then (4) becomes
∣(C ⊙D)n∣ ≲ ( n∑
k=0
(n
k
)√γkδn−k)2 = (√γ +√δ)2n .
Taking nth roots gives the desired inequality.
Which classes can we obtain via merges? Let us say that the class C is splittable if C is contained inD⊙E for proper subclasses D,E ⊊ C. Thus Av(k . . . 21) is splittable for every k, as is the class of skew-
merged permutations. But clearly the class Av(21) of increasing permutations is not splittable, as
is (with a bit more thought) the class of layered permutations. In its fullest generality, this remains
an open (and seemingly quite difficult) question.
Question 3.6. Which permutation classes are splittable?
Question 3.6 remains open even for principal classes. The case of Av(β) where β is layered has
been considered several times in the literature. Bo´na [52] presented the first splittability result for
such classes, though not in this language. His result was then generalized by Claesson, Jel´ınek, and
Steingr´ımsson [76], which was in turn generalized by Jel´ınek and Valtr to the following.
Proposition 3.7 (Jel´ınek and Valtr [105]). For all nonempty permutations α, β, and γ, we have
Av(α⊕ β ⊕ γ) ⊆ Av(α⊕ β)⊙Av(β ⊕ γ).
In particular, every principal class whose basis element is the sum of three (or more) nonempty
permutations is splittable.
Proof. Take π ∈ Av(α⊕β⊕γ). We seek to color the entries of π red and blue so that the red entries
avoid α⊕ β and the blue entries avoid β ⊕ γ. We proceed from left to right, coloring the entry π(i)
red unless
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red α
mixed β
blue β
blue γ
blue pi(i)
blue pi(j)
blue pi(k)
Figure 18: The final contradiction in the proof of Proposition 3.7.
(B1) doing so would create a red copy of α⊕ β, or
(B2) there is already a blue entry below and to the left of π(i).
If either of these conditions hold, we color π(i) blue.
The red entries of π avoid α⊕β by definition, so it suffices to show that the blue entries avoid β⊕γ.
Suppose otherwise, and let π(k) denote the bottommost entry of a blue copy of β ⊕ γ in π. If π(k)
were colored blue because of rule (B1), then π would contain a copy of α ⊕ β ending at π(k), and
thus this together with the blue copy of γ shows that π would contain α⊕ β ⊕ γ. As this leads to a
contradiction, π(k) must have been colored blue because of rule (B2).
Let π(j) denote the leftmost blue entry below and to the left of π(k). By this choice of π(j), we
know that it was colored blue because of rule (B1), and thus it forms the rightmost entry of an
otherwise-red copy of α ⊕ β in π. We now seek to establish the contradiction shown in Figure 18.
Choose π(i) to be the leftmost entry in the blue copy of β ⊕ γ which π(k) lies in. Clearly if the red
copy of α were to lie completely to the left of π(i) then π would contain α⊕β⊕γ, so some entries of
this copy of α must lie to the right of π(i). However, this means that all of the entries of the mixed
copy of β must lie to the right of π(i), and thus because π(i) is blue, none of the red entries of this
copy of β may lie above π(i). Finally, the blue entry π(j) must also lie below π(i) because it lies
below π(k). However, this implies that the mixed copy of β must lie entirely below and to the left
of the blue copy of γ, contradicting our assumption that π avoids α⊕ β ⊕ γ.
While the work of Jel´ınek and Valtr [105] focuses on the abstract notions of splittability, the earlier
work of Claesson, Jel´ınek, and Steingr´ımsson [76] was concerned with the applications of Proposi-
tions 3.5 and (their version of) 3.7 to growth rates of principal classes with layered basis elements.
In particular, we see that Av(1324) ⊆ Av(132)⊙Av(213), and thus the growth rate of Av(1324) is
at most 16. Bo´na [44] has since refined this approach to give an upper bound of 13.74.
Our next result was promised in the beginning of Section 2.
Theorem 3.8 (Claesson, Jel´ınek, and Steingr´ımsson [76]). For every layered permutation β of length
k, the growth rate of Av(β) is less than 4k2.
Proof. Given a positive integer ℓ, we denote by δℓ the permutation ℓ⋯21. We prove the stronger
inequality that for a sequence ℓ1, . . . , ℓm of positive integers summing to k,
gr(Av(δℓ1 ⊕⋯⊕ δℓm)) ≤ (2k − ℓ1 − ℓm −m + 1)2 < 4k2.
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The proof is by induction on m. The m = 1, 2 cases follow from Corollary 1.13, so we may assume
that m ≥ 3. By Propositions 3.5 and 3.7,
√
gr(Av(δℓ1 ⊕⋯⊕ δℓm)) < √gr(Av(δℓ1 ⊕ δℓ2)) +√gr(Av(δℓ2 ⊕⋯⊕ δℓm)),≤ (ℓ1 + ℓ2 − 1) + (2(k − ℓ1) − ℓ2 − ℓm − (m − 1) + 1),= 2k − ℓ1 − ℓm −m − 1,
as desired.
We conclude this subsection by returning to a (very) special case of the splittability question. What
about principal classes for which the basis element is the sum of just two permutations, i.e., those
of the form Av(α⊕ β)? Here we can apply Proposition 3.7 to see that
Av(α⊕ β) ⊆ Av(α⊕ 1⊕ β) ⊆ Av(α⊕ 1)⊙Av(1⊕ β).
Thus so long as neither α⊕ 1 nor 1 ⊕ β is equal to α⊕ β, such classes are splittable. By symmetry,
this leaves only those classes of the form Av(1 ⊕ β). We have already remarked that Av(12) is
not splittable. Jel´ınek and Valtr [105] showed that Av(132) is also not splittable. However, via an
intricate argument, they were able to prove that every class of the form Av(1 ⊕ β) with ∣β∣ ≥ 3 is
splittable, which is the final piece needed to obtain the following result.
Theorem 3.9 (Jel´ınek and Valtr [105]). For all sum (or skew) decomposable permutations β of
length at least four, the class Av(β) is splittable.
3.2. The substitution decomposition
While the merge construction can provide somewhat reasonable upper bounds on growth rates on
splittable classes, it sheds little light on the exact enumeration problem. In this subsection, we
investigate the substitution decomposition, which has proved very useful for computing generating
functions of classes, especially when combined with the techniques of Section 4.2. It should be noted
that, as with most of the structural notions discussed in this section, the substitution decomposition
has been studied for a wide variety of combinatorial objects. For a slightly outdated survey, we refer
to Mo¨hring and Radermacher [132]. This concept dates back to a 1953 talk of Fra¨ısse´ [89], although
its first significant application was in Gallai’s 1967 paper [93] (see [94] for a translation).
An interval in the permutation π is a set of contiguous indices I = [a, b] such that the set of values
π(I) = {π(i) ∶ i ∈ I} is also contiguous (four intervals are indicated in the permutation on the left
of Figure 19). Given a permutation σ of length m and nonempty permutations α1, . . . , αm, the
inflation of σ by α1, . . . , αm, denoted σ[α1, . . . , αm], is the permutation of length ∣α1∣ + ⋯ + ∣αm∣
obtained by replacing each entry σ(i) by an interval that is order isomorphic to αi in such a way
that the intervals themselves are order isomorphic to σ. For example, the permutation shown in
Figure 19 is
2413[1,132,321,12] = 4 798 321 56.
Every permutation of length n ≥ 1 has trivial intervals of lengths 0, 1, and n; all other intervals are
termed proper. We further say that the empty permutation and the permutation 1 are trivial. A
nontrivial permutation is simple if it has no proper intervals. The shortest simple permutations are
thus 12 and 21, there are no simple permutations of length three, and the simple permutations of
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2413
⊕
11
⊖
111
⊕
⊖
11
1
1
Figure 19: The plot of the permutation 479832156 and its substitution decomposition tree.
length four are 2413 and 3142. Simple permutations and inflations are linked by the following result.
Its proof follows in a straight-forward manner once one establishes the fact that the intersection of
two intervals is itself an interval.
Proposition 3.10 (Albert and Atkinson [3]). Every nontrivial permutation π is an inflation of
a unique simple permutation σ. Moreover, if π = σ[α1, . . . , αm] for a simple permutation σ of
length m ≥ 4, then each αi is unique. If π is sum decomposable, then there is a unique sequence of
sum indecomposable permutations α1, . . . , αm such that π = α1 ⊕⋯⊕ αm. The same holds, mutatis
mutandis, with sum replaced by skew sum.
By recursively decomposing the permutation π and its intervals as suggested by Proposition 3.10, we
obtain a rooted tree called the substitution decomposition tree of π (an example is shown on the right
of Figure 19). The substitution depth of π is the height of its substitution decomposition tree, so for
example, the substitution depth of the permutation from Figure 19 is 3, while the substitution depth
of every simple or monotone permutation is 1, and the substitution depth of every nonmonotone
layered permutation is at most 2.
The main result of Albert and Atkinson’s formative paper on the substitution decomposition is the
following.
Theorem 3.11 (Albert and Atkinson [3]). Every permutation class with only finitely many simple
permutations is strongly algebraic (and thus in particular, wpo). Moreover, every permutation class
with only finitely many simple permutations and bounded substitution depth is strongly rational.
For example, Theorem 3.11 shows that the class of separable permutations is strongly algebraic,
because the only simple permutations in this class are {1,12,21}. However, there are (relatively
speaking) few permutation classes with only finitely many simple permutations, so it may appear
that the substitution decomposition is not as applicable as might be hoped. We remedy this when
we present a generalization in Section 4.2 (Theorem 4.16).
A different generalization is due to Brignall, Huczynska, and Vatter [65]. They gave a proof of
Theorem 3.11 using “query-complete sets of properties” showing that the conclusion holds not just
for the permutation class itself but for a great many subsets of it. For example, if a permutation
class contains only finitely many simple permutations then the generating function for the alternating
(up-down) permutations, or the even permutations, or the involutions in the class is also algebraic.
Given two classes D and U , the inflation of D by U is defined as
D[U] = {σ[α1, . . . , αm] ∶ σ ∈ Dm and α1, . . . , αm ∈ U}.
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The class C is said to be substitution closed if C[C] ⊆ C. The substitution closure ⟨C⟩ of a class C can
be defined in any number of ways, for example as the smallest substitution closed class containingC, or as the largest permutation class with the same set of simple permutations as C, or as
⟨C⟩ = C ∪ C[C] ∪ C[C[C]] ∪⋯.
We leave it to the reader to convince themselves that these are all equivalent definitions and then
to establish the following.
Proposition 3.12. A class is substitution closed if and only if all of its basis elements are simple
permutations.
Atkinson, Rusˇkuc, and Smith [26] investigated bases of substitution closures of principal classes. In
a great many cases these bases are infinite, but they were able to compute several bases in the finite
cases. For example, they showed that
⟨Av(321)⟩ = Av(25314,35142,41352,42513,362514,531642)
by bounding the length of potential basis elements of this class and then conducting an exhaustive
search by computer.
If C ⊆ ⟨D⟩ for a proper subclass D ⊊ C then we say that C is deflatable. We then have the following
analogue of the splittability question.
Question 3.13. Which permutation classes are deflatable?
An equivalent definition is that the class C is deflatable if and only if one can find a permutation
π ∈ C that is not contained in any simple permutation of C. For example, the class of separable
permutations is clearly deflatable, as it is equal to ⟨{1,12,21}⟩. It follows that Av(231), as a
subclass of the separable permutations, is also deflatable. Neither of these classes is splittable, so
there are classes that can be decomposed via inflations that can’t be decomposed via the merge
operation. In the other direction, Av(321) is trivially splittable, but it can be shown that it is not
deflatable.
While using the substitution decomposition to enumerate deflatable classes has become a common
technique (several applications of this approach are cited in Section 4.2), Question 3.13 has only
recently attracted attention. Interestingly, the most comprehensive result on deflatability to date,
quoted below, shows that most of the classes known to be splittable by Theorem 3.9 are not deflat-
able. Thus deflatability and splittability are in some sense good complements to each other.
Theorem 3.14 (Albert, Atkinson, Homberger, and Pantone [6]). For all choices of nonempty
permutations α, β, and γ, the class Av(α ⊕ β ⊕ γ) is not deflatable. Moreover, for ∣α∣, ∣β∣ ≥ 2, the
class Av(α⊕ β) is not deflatable.
They also showed that all classes of the form Av(1⊕β) with ∣β∣ ≤ 4 are not deflatable, but the class
Av(1⊕ 23541) is deflatable.
Atkinson posed a much different conjecture about the simple permutations in a class at the conference
Permutation Patterns 2007. Let Sin(C) denote the set of all simple permutations in C of length n.
Conjecture 3.15 (Atkinson). The ratio ∣Sin(C)∣/∣Cn∣ tends to 0 as n→∞ for every proper permu-
tation class C.
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Figure 20: From left to right, a parallel alternation, two wedge simple permutations, and a
proper pin sequence.
What happens if we let C be the (nonproper) class of all permutations in Atkinson’s Conjecture? It is
relatively easy to show that the probability that a permutation of length n contains an interval of size
3 or greater tends to 0 as n→∞, so (asymptotically) the only obstructions to simplicity are intervals
of size 2. LetX denote the number of intervals of size 2 in a permutation of length n chosen uniformly
at random. It is routine to compute that E[X] = 2. Moreover, in the 1940s, Kaplansky [108] and
Wolfowitz [166] showed (independently) that X is asymptotically Poisson distributed, and thus
Pr[X = 0] = 1/e2 (a more modern proof using what is known as the Chen-Stein Method appears in
Corteel, Louchard, and Pemantle [79], and it is not difficult to establish this result via Brun’s Sieve
if one is so inclined).
Therefore the number of simple permutations of length n is asymptotic to n!/e2. Albert, Atkinson,
and Klazar [7] gave refined asymptotics for this quantity, showing that it is
n!
e2
(1 − 4
n
+
2
n(n − 1) +O (
1
n3
)) .
They also established that the sequence counting simple permutations of length n is not D-finite.
Our next result can be used to verify that a given permutation class contains only finitely many
simple permutations.
Theorem 3.16 (Schmerl and Trotter [147]). Every simple permutation of length n contains a simple
permutation of length n − 1 or n − 2.
It should be noted that Schmerl and Trotter proved their theorem in the more general context of
binary, irreflexive relational structures, of which permutations are a special case. A streamlined
proof of Schmerl and Trotter’s theorem for the special case of permutations is given in Brignall and
Vatter [67].
The simple permutations that do not contain a simple permutation with one fewer entry are quite
rare. We say that an alternation is a permutation whose plot can be divided into two halves, by
a single horizontal or vertical line, so that for every pair of entries from the same part there is an
entry from the other part that separates them, i.e., there is an entry from the other part that lies
either horizontally or vertically between them. A parallel alternation is an alternation in which
these two sets of entries form monotone subsequences, either both increasing or both decreasing
(the permutation on the left of Figure 20 is a parallel alternation). The statement of Schmerl
and Trotter’s Theorem can be refined to say that every simple permutation that is not a parallel
alternation contains a simple permutation with one fewer entry.
A wedge alternation is an alternation in which the two halves of entries form monotone subsequences,
one increasing and one decreasing. Wedge alternations can be made simple by the addition of a
single entry in one of two positions, as shown in the second and third permutations of Figure 20.
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We call the resulting permutations wedge simple permutations. Brignall, Huczynska, and Vatter [64]
proved a Ramsey-like result for simple permutations, which states that every “long enough” simple
permutation contains a large simple parallel alternation, a large wedge simple permutation, or a
large member of a third family of simple permutations, called proper pin sequences. This latter
family (a member of which is shown on the far right of Figure 20) is defined inductively.
An axes-parallel rectangle is any rectangle of the form X ×Y for intervals X and Y . The rectangular
hull of a set of points in the plane is defined as the smallest axes-parallel rectangle containing them.
Given independent points {p1, . . . , pi} in the plane, a proper pin for these points is a point p that
lies outside their rectangular hull and separates pi from {p1, . . . , pi−1}. A proper pin sequence is
then constructed by starting with independent points p1 and p2, choosing p3 to be a proper pin for{p1, p2}, then choosing p4 to be a proper pin for {p1, p2, p3}, and so on. It can be shown that every
proper pin sequence is either simple or can be made simple by the removal of a single point. We can
now state the theorem.
Theorem 3.17 (Brignall, Huczynska, and Vatter [64]). There is a function f(k) such that every
simple permutation of length at least f(k) contains a simple permutation of length at least k that is
either a parallel alternation, a wedge simple permutation, or a proper pin sequence.
By considering each of the three types of simple permutations guaranteed by Theorem 3.17, this
result implies that there is a function g(k) such that every simple permutation of length at least
g(k) contains two simple permutations of length k that are either disjoint or nearly so (they might
share a single entry).
This corollary puts the results of Bo´na [47, 48] under the substitution decomposition umbrella. He
showed that for any value of r, the number of permutations with at most r copies of 132 has an
algebraic generating function. (Mansour and Vainshtein [128] later described a way to compute
these generating functions.) Clearly the class of 132-avoiding permutations contains only finitely
many simple permutations (it is a subclass of the separable permutations). To put this another
way, all simple permutations of length at least 4 contain 132. Therefore, by the above corollary to
Theorem 3.17, all simple permutations of length at least g(4) contain 2 copies of 132. More generally,
the class of permutations with at most r copies of 132 does not contain any simple permutations of
length gr(4) or longer, and thus has an algebraic generating function by Theorem 3.11. (A simpler
derivation of this implication of Theorem 3.17 is given in Vatter [160].)
As shown in Brignall, Rusˇkuc, and Vatter [66], Theorem 3.17 can be used to devise a procedure to
determine whether a class (specified by a finite basis) contains infinitely many simple permutations.
Bassino, Bouvel, Pierrot, and Rossin [33] have since given a much more practical algorithm for this
decision problem.
We conclude this subsection by returning to the splittability question. The following is a special
case of the results of Jel´ınek and Valtr [105].
Proposition 3.18. Substitution closed classes are not splittable.
Proof. Let C be a substitution closed class. If 12 ∉ C then C must be the class of all decreasing
permutations, which is clearly not splittable, so we may assume that 12 ∈ C. Now take two proper
subclasses D,E ⊊ C and choose σ ∈ C ∖D and τ ∈ C ∖ E . Because 12 ∈ C, the permutation ρ = σ ⊕ τ =
12[σ, τ] lies in C but in neither D nor E .
Now consider π = ρ[ρ, . . . , ρ]. By definition, π ∈ C, but we claim that π ∉ D ⊙ E . Indeed, if we
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tried to color the entries of π red and blue so that the red subpermutation lied in D and the blue
subpermutation lied in E , we would have to use both colors in each interval order isomorphic to ρ
(because ρ ∉ D ∪ E), but then there would be monochromatic copy of ρ containing one entry per
interval.
By Proposition 3.18 and our previous estimates on the number of simple permutations, we see that
if β is chosen uniformly at random from all permutations of length k, there is (asymptotically) a
1/e2 probability that it is simple, and thus that Av(β) is not splittable. As Jel´ınek and Valtr [105]
note, it would be interesting to obtain a better understanding of the probability that Av(β) is not
splittable.
3.3. Atomicity
To motivate the notion of atomicity, let us continue with the splittability question. If the class C
can be expressed as the union of two of its proper subclasses, then it is trivially contained in the
merge of these two classes. We say that C is atomic if it cannot be expressed as the union of two of
its proper subclasses. Thus the splittability question is only interesting for atomic classes.
Atomicity was first used in the context of permutations by Atkinson in his 1999 paper “Restricted
permutations” [21] (which anticipated many of the structural notions discussed in this section),
where he showed that
Av(321,2143) = Av(321,2143,2413)∪Av(321,2143,3142),
and used this to enumerate the former class. In the wider context of relational structures, the notion
has a much longer history, dating back to a 1954 article of Fra¨ısse´ [90]. It is not difficult to show
that the joint embedding property is a necessary and sufficient condition for the permutation classC to be atomic; this condition states that for all σ, τ ∈ C, there is a π ∈ C containing both σ and
τ . Fra¨ısse´ established another necessary and sufficient condition for atomicity, which we describe
only in the permutation context (Fra¨ısse´ proved his results in the context of arbitrary relational
structures). Given two linearly ordered sets A and B and a bijection f ∶ A → B, every finite subset{a1 < ⋯ < an} ⊆ A maps to a finite sequence f(a1), . . . , f(an) ∈ B that is order isomorphic to a
unique permutation. We say that this permutation is order isomorphic to f({a1, . . . , an}) and call
the set of all permutations that are order isomorphic to f(X) for finite subsets X ⊆ A the age of
f . While this class is typically denoted Age(f ∶ A → B), given our previous definitions we choose
instead to refer to it as Sub(f ∶ A→ B).
Theorem 3.19 (Fra¨ısse´ [90]; see also Hodges [101, Section 7.1]). The following are equivalent for a
permutation class C:
(1) C is atomic,
(2) C satisfies the joint embedding property, and
(3) C = Sub(f ∶ A→ B) for a bijection f and countable linear orders A and B.
Proof. We first show that (1) and (2) are equivalent. Suppose to the contrary that C satisfies the
joint embedding property but C ⊆ D ∪E for proper subclasses D,E ⊊ C. Clearly we may assume that
neither D nor E is a subset of the other, so there are permutations σ ∈ D ∖ E and τ ∈ E ∖D. By the
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joint embedding property there is some π ∈ C containing both of these permutations, but π cannot
lie in either D or E , a contradiction. Next suppose that C does not satisfy the joint embedding
property, so there are permutations σ, τ ∈ C such that no permutation in C contains both. Therefore
every permutation in C avoids either σ or τ , so we see that C is contained in the union of its proper
subclasses C ∩Av(σ) and C ∩Av(τ).
Next we show that (2) and (3) are equivalent. Suppose that C = Sub(f ∶ A → B) and take σ, τ ∈ C.
Thus σ is order isomorphic to f(Aσ) for a subset Aσ ⊆ A and τ is order isomorphic to f(Aτ) for a
subset Aτ ⊆ A, so the permutation that is order isomorphic to f(Aσ ∪Aτ ) contains both σ and τ .
Next suppose that C satisfies the joint embedding property and list the elements of C as σ1, σ2, . . . .
Define π0 to be the empty permutation, and for i ≥ 1, choose a permutation in C which contains
both σi and πi−1 to be πi. Thus every element of C is contained in some πi (and thus also all πj for
j ≥ i). Clearly we may choose A0, B0, and f0 so that π0 is order isomorphic to f0(A0). Now for
i ≥ 1, we construct Ai, Bi, and fi so that Ai ⊇ Ai−1, Bi ⊇ Bi−1, fi(Ai) is order isomorphic to πi, and
such that fi(a) = fi−1(a) for all a ∈ Ai−1. The desired bijection is then f = limi→∞ fi, with A = ⋃Ai
and B = ⋃Bi.
Recall that every principal permutation class is either sum or skew closed (Observation 1.2), so all
principal classes satisfy the joint embedding property and are trivially atomic. Despite this, the
notion of atomicity has proved to be quite useful in the study of permutation classes. In particular,
we apply the following two propositions in our final subsection.
Proposition 3.20. Every wpo permutation class can be expressed as a finite union of atomic classes.
Proof. Consider the binary tree whose root is the wpo class C, all of whose leaves are atomic classes,
and in which the children of the non-atomic class D are two proper subclasses D1,D2 ⊊ D such thatD1∪D2 = D. Because C is wpo its subclasses satisfy the descending chain condition (Proposition 3.1),
so this tree contains no infinite paths and thus is finite by Ko¨nig’s Lemma; its leaves are the desired
atomic classes.
Thanks to the following result, the problem of computing growth rates of wpo classes can be reduced
to that of computing growth rates of atomic classes. We leave the proof as an easy exercise for the
reader.
Proposition 3.21. The upper growth rate of a wpo permutation class is equal to the greatest upper
growth rate of its atomic subclasses.
The notion of representing permutation classes as ages raises several interesting questions. For
instance, define T(A,B) as the set of all permutation classes that can be expressed as Sub(f ∶ A→ B).
Given two linear orders A and B, we might ask if we can characterize T(A,B). Atkinson, Murphy,
and Rusˇkuc [25] were the first to investigate this question; they characterized the classes of the form
Sub(f ∶ N → N), which they called natural classes. It is worth noting that every principal class is,
up to symmetry, a natural class—sum closed classes are natural classes, while skew closed classes
can be expressed as Sub(f ∶ −N→ N). Huczynska and Rusˇkuc [103] later studied classes of the form
Sub(f ∶ A → N) for arbitrary linear orders A, which they called supernatural classes. Of the many
interesting questions that remain open, we quote their “contiguity question”:
Question 3.22 (Huczynska and Rusˇkuc [103]). If C ∈ T(iN,N) ∩ T(kN,N), is C ∈ T(jN,N) for all
i ≤ j ≤ k?
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A stronger version of the joint embedding property, called amalgamation, has also been considered.
Let C be a permutation class containing the permutation ρ. We say that C is ρ-amalgamable if given
two permutations σ, τ ∈ C, each with a marked copy of ρ, we can find a permutation π ∈ C containing
both σ and τ such that the two marked copies of ρ coincide. A class is called homogeneous if
it is ρ-amalgamable for every ρ ∈ C. Cameron [71] proved that there are precisely five infinite
homogeneous permutation classes: Av(12), Av(21), the layered permutations, the reversed layered
permutations, and the class of all permutations. As Cameron noted, the permutation case turned out
to be far simpler than several noteworthy cases considered before, such as the undirected graph case
(established in 1980 by Lachlan and Woodrow [124]), the tournament case (due to Lachlan [123]),
and the directed graph case (Cherlin [73]).
We conclude this subsection by relating amalgamation and splittability.
Proposition 3.23 (Jel´ınek and Valtr [105]). Every permutation class that is not 1-amalgamable is
splittable.
Proof. Suppose that the class C is not 1-amalgamable, so there are permutations σ, τ ∈ C with marked
entries σ(i) and τ(j) respectively such that no permutation in C contains copies of σ and τ in which
the entries corresponding to σ(i) and τ(j) coincide. We claim that C is equal to the merge of its
proper subclasses C ∩Av(σ) and C ∩Av(τ). Let π ∈ C be arbitrary. Color an entry of π red if it can
play the role of σ(i) in a copy of σ in π, and blue otherwise. None of the red entries can play the
role of τ(j) and none of the blue entries can play the role of σ(i), showing that the red entries avoid
τ and the blue entries avoid σ, proving the result.
4. The set of all growth rates
The final topic of this survey, the set of growth rates of all permutation classes, relies on the rich
toolbox of structural results collected in the previous section as well as the theory of the three
different flavors of grid classes introduced in Sections 4.1–4.3. Like the ideas of the previous section,
growth rates have been studied for a wide variety of combinatorial objects, for example, posets,
set partitions, graphs, ordered graphs, tournaments, and ordered hypergraphs. For details of the
work on growth rates in this more general context, we refer to Bolloba´s’ survey for the 2007 British
Combinatorial Conference [43].
Characterizing the set of growth rates of permutation classes is easy at the very low end of the
spectrum. The number of permutations of length n in a class must be an integer, and if it is ever
0 then the class is empty for all larger lengths. Thus there are no growth rates properly between 0
and 1. The next jump takes more work, and is referred to as the Fibonacci Dichotomy.
Theorem 4.1 (Kaiser and Klazar [107]). Suppose that C is a permutation class. If ∣Cn∣ is ever less
than the nth Fibonacci number, then ∣Cn∣ is eventually polynomial.
The Fibonacci numbers referred to above are the combinatorial Fibonacci numbers, which begin
1,1,2,3,5, . . . for n = 0,1,2,3,4, . . . . Classes with this enumeration certainly exist. For example,
both ⊕{1,21} and ⊖{1,12} are counted by the Fibonacci numbers. Huczynska and Vatter [104]
gave a proof of Theorem 4.1 using monotone grid classes, which we sketch in Section 4.1. We note in
passing that while versions of Theorem 4.1 (i.e., jumps from polynomial to superpolynomial growth)
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0 1 ϕ 2 κ ?
Figure 21: The set of all growth rates of permutation classes, as presently known.
are known to exist for a variety of different combinatorial structures (see Klazar [116] for numerous
examples), the most general possible form of such a result remains open, as discussed in Pouzet and
Thie´ry [139].
It follows that the first three growth rates of permutation classes are 0, 1, and ϕ, where ϕ is the
golden ratio. Next consider the classes ⊕Sub(k⋯21). It is easy to see that these classes are counted
by (one version of) the k-generalized Fibonacci numbers, i.e., that they have generating functions of
the form
1
1 − x − x2 −⋯− xk
.
The growth rates of these classes are the largest roots of the polynomials xk − xk−1 − ⋯ − 1, or
equivalently (by multiplying by x − 1), the largest roots of the polynomials xk+1 − 2xk + 1. These
classes converge to the class of layered permutations, and thus their growth rates converge to 2.
Kaiser and Klazar [107] showed that these are the only growth rates of permutation classes below 2,
making 2 the least accumulation point of growth rates. Their work was later generalized by Balogh,
Bolloba´s, and Morris [32], who showed that growth rates of ordered graph classes take on precisely
the same values below 2 (every permutation class can be viewed as a class of ordered graphs, but
not vice versa).
This result has since been extended in Vatter [161] where the growth rates up to
κ = the unique real root of x3 − 2x2 − 1 ≈ 2.21
were characterized. One implication of this result is that growth rates of permutation classes and
ordered graph classes diverge above 2. Sections 4.2 and 4.3 introduce the machinery (geometric and
generalized grid classes) needed to study small permutation classes, while Section 4.4 sketches the
proof of the following result.
Theorem 4.2 (Vatter [161]). The sub-κ growth rates of permutation classes consist precisely of 0,
1, 2, and roots of the families of polynomials (for all nonnegative k and ℓ)
• xk+1 − 2xk + 1 (the sub-2 growth rates, identified by Kaiser and Klazar [107]),
• (x3 − 2x2 − 1)xk+ℓ + xℓ + 1,
• (x3 − 2x2 − 1)xk + 1 (accumulation points of growth rates which themselves accumulate at κ),
• x4 − x3 − x2 − 2x − 3, x5 − x4 − x3 − 2x2 − 3x − 1, x3 − x2 − x − 3, and x4 − x3 − x2 − 3x − 1 .
Theorem 4.2 shows that κ distinguishes itself on the number-line of growth rates by being the first
accumulation point of accumulation points. It is also the least growth rate at which one finds
uncountably many permutation classes; indeed, Klazar [115] originally defined κ as
κ = inf{γ ∶ uncountably many classes C satisfy gr(C) < γ}.
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Figure 22: An infinite antichain used to make an interval of growth rates.
One direction follows without too much work—the growth rate of the downward closure of the
infinite antichain from Figure 17 is equal to κ, so there are uncountably many classes of growth rate
κ. The other direction will be proved in Section 4.4. The phase transition at κ also has ramifications
for exact enumeration:
Theorem 4.3 (Albert, Rusˇkuc, and Vatter [16]). Every permutation class with growth rate less
than κ is strongly rational.
For this variety of reasons we call classes of growth rate less than κ small. At the other end of the
spectrum, Albert and Linton [14] constructed an uncountable set of growth rates of permutation
classes, and conjectured that at some point the set of growth rates of permutation classes contains
all subsequent real numbers. Let us define
λ = inf{γ ∶ every real number x > γ is the growth rate of a permutation class}.
By refining their techniques, Vatter [159] showed that λ exists and is less than 2.49. Bevan [35] has
since lowered this bound, showing that λ < 2.36. Together, this result and Theorem 4.2 establish
the number-line of growth rates shown in Figure 21.
The results about λ have been proved by constructing families of sum closed classes with a great
deal of flexibility in their growth rates. For example, one of the constructions from [159] features
the infinite antichain shown in Figure 22. Let A denote the members of this antichain of length
at least 5. Clearly A contains two permutations of each of these lengths, both of which are sum
indecomposable. We can compute the generating function for ⊕Sub(A) if we know how many sum
indecomposable permutations of each length are properly contained in a member of A. This sequence
can be shown to be (rn) = 1,1,3,5,6,6,6,6, . . .
(starting at n = 1). Therefore the sequence counting sum indecomposable permutations in⊕Sub(A)
is (tn) = 1,1,3,5,8,8,8,8, . . . .
If we want to construct a subclass of ⊕Sub(A) we may choose any subset of A together with all of
the sum indecomposable permutations properly contained the members of A. Thus for any sequence(sn) which satisfies rn ≤ sn ≤ tn for all n we can construct a permutation class with generating
function 1/(1 − ∑ snxn). The growth rates of such classes can be shown to consist of the entire
interval of real numbers between approximately 2.49 and 2.51.
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Figure 23: A ( 0 −1 −1
1 −1 0
)-gridding of a permutation. Here the column divisions are given
by c1 = 1, c2 = 4, c3 = 10, and c4 = 12, while the row divisions are r1 = 1, r2 = 7, and r3 = 12.
4.1. Monotone grid classes
As mentioned in Section 3.1, Stankova [150] computed the basis of the skew-merged permutations,
Av(21)⊙Av(12) = Av(2143,3412).
This class is the prototypical example of a monotone grid class, although we need some notation to
introduce these in general.
The definition of monotone grid classes is quite similar to the definition of interval minors from
Section 2.1, although here we are subdividing the plot of a permutation, rather than a matrix. Let
π be a permutation of length n and choose intervals X,Y ⊆ [1, n]. We write π(X ×Y ) to denote the
permutation that is order isomorphic to those entries with indices from X and values from Y .
Given a t×umatrixM consisting of 0, 1, and −1 entries, anM -gridding of the permutation π of length
n is a choice of column divisions 1 = c1 ≤ ⋯ ≤ ct+1 = n + 1 and row divisions 1 = r1 ≤ ⋯ ≤ ru+1 = n + 1
such that for all i and j, π([ci, ci+1)×[rj , rj+1)) is increasing ifM(i, j) = 1, decreasing ifM(i, j) = −1,
and empty if M(i, j) = 0. Figure 23 shows an example. The class of all permutations possessing
M -griddings is called the monotone grid class of M , and denoted by Grid(M).
Our first major result characterizes the classes contained in Grid(M) for some finite 0/±1 matrix
M . We call such classes monotonically griddable (thus there are both monotone grid classes and
monotonically griddable classes, and it is important to be recognizant of this distinction). First we
need to establish an alternate characterization of monotone griddability. Recall from Section 3.2
that an axes-parallel rectangle is any rectangle of the form X×Y for intervals X and Y . If R =X×Y
is an axes-parallel rectangle, we let π(R) denote the permutation which is order isomorphic to the
entries of π lying in R, that is, with indices in X and values in Y . The axes-parallel rectangle R is
then nonmonotone for the permutation π if π(R) is nonmonotone. We further say that the line L
slices the rectangle R if L intersects the interior of R. Finally, a collection L of lines and a collection
R of rectangles, we say that L slices R if every rectangle in R is sliced by some line in L.
Proposition 4.4. The class C is monotonically griddable if and only if there is a constant ℓ such
that for every permutation π ∈ C, the collection of axes-parallel nonmonotone rectangles of π can be
sliced by a collection of ℓ vertical or horizontal lines.
Proof. First, if C ⊆ Grid(M) for a 0/±1 matrix M of size t × u, then every π ∈ C has an M -gridding
with at most t + u − 2 vertical and horizontal lines and by definition these lines must slice every
nonmonotone rectangle of π.
Permutation Classes 46
(I) (II) (III) (IV)
Figure 24: The four regions in the proof of Theorem 4.5.
For the other direction, suppose that there is a constant ℓ such that for every π ∈ C there is a
collection Lπ of vertical and horizontal lines that slice every nonmonotone rectangle of π. These
lines define a monotone gridding of π of size t×u with t+u ≤ ℓ+ 2, i.e., they show that π ∈ Grid(M)
for some 0/±1 matrix of this size. There are only finitely many such matrices, so letting M⊕ denote
the direct sum of all such matrices we see that C ⊆ Grid(M⊕).
We can now state and prove the characterization of the monotonically griddable classes. One direc-
tion is clear. Using the notation
⊕a21 = 21⊕⋯⊕ 21´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
a copies of 21
,
it follows that if ⊕a21 ∈ Grid(M) then M must have at least a rows and a columns. Analogously,
⊖b12 cannot lie in the grid class of a matrix that is smaller than b × b. In other words, if C is
monotonically griddable, it must avoid ⊕a21 and ⊖b12 for some values of a and b. As we prove
below, this is also a sufficient condition for monotone griddability. The proof we give relies on
Stankova’s computation of the basis of the skew-merged permutations.
Theorem 4.5 (Huczynska and Vatter [104]). A permutation class is monotonically griddable if and
only if it does not contain arbitrarily long sums of 21 or skew sums of 12.
Proof. As we have already observed the other direction of the proof, let C be a permutation class
avoiding ⊕a21 and ⊖b12. We prove by induction on a + b that there is a function ℓ(a, b) such that
given any permutation π ∈ C, the nonmonotone rectangles of π can be sliced by a collection of ℓ(a, b)
vertical or horizontal lines.
If either a or b equals 1 then C consists solely of monotone permutations and thus we may set
ℓ(1, b) = ℓ(a,1) = 0. The next case to consider is a = b = 2, meaning that C avoids both 2143 and
3412. Thus C is a subclass of the skew-merged permutations, and so we may set ℓ(2,2) = 2.
For the inductive step, we may assume by symmetry that a ≥ 3 and b ≥ 2. Take an arbitrary
π ∈ C. If π avoids ⊕221 = 2143 then its nonmonotone rectangles can be sliced by ℓ(2, b) vertical and
horizontal lines by induction. Thus we may assume that π contains 2143. We fix a specific copy
of 2143 in π and then partition the entries of π into the four regions shown in Figure 24. Clearly
every nonmonotone rectangle either lies completely in one of these regions or is sliced by one of the
four lines bordering these regions. Now notice that the entries in regions (I) and (III) avoid ⊕a−121,
while those in regions (II) and (IV) avoid ⊖b−112. This shows that we can set
ℓ(a, b) = 2ℓ(a − 1, b) + 2ℓ(a, b − 1) + 4,
completing the proof.
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This result allows us to sketch the proof of the Fibonacci Dichotomy (Theorem 4.1). Suppose thatC is a permutation class and ∣Cn∣ is less than the nth Fibonacci number. The classes ⊕{1,21} and
⊖{1,12} are both counted by the Fibonacci numbers. Therefore C cannot contain either of these
classes, and thus is monotonically griddable by Theorem 4.5.
Next we recall the definition of alternations, first encountered in Section 3.2. An alternation is a
permutation whose plot can be divided into two parts, by a single horizontal or vertical line, so that
for every pair of entries from the same part there is an entry from the other part that separates them.
A parallel alternation is one in which the two halves of the alternation form monotone subsequences,
either both increasing or both decreasing, while for a wedge alternation one of these is increasing
and the other is decreasing. It follows from the Erdo˝s-Szekeres Theorem that every sufficiently
long alternation contains a long parallel or wedge alternation. If C were to contain arbitrarily long
alternations of either type, its growth rate would be at least 2. Thus there is a bound on the length
of alternations in C. We now appeal to the following result.
Proposition 4.6 (Huczynska and Vatter [104]). Suppose that C is monotonically griddable and that
the length of alternations in C is bounded. Then C ⊆ Grid(M) for a 0/±1 matrix M in which no two
nonzero entries share a row or column.
This result shows that if C has sub-Fibonacci enumeration, then it is contained in the monotone
grid class of a “signed permutation matrix”. All that remains is to show that such classes have
eventually polynomial enumeration. Both Kaiser and Klazar [107] and Huczynska and Vatter [104]
did so by bijectively associating such classes with downsets of vectors in Nt and then appealing to
a 1976 Monthly problem posed (and solved) by Stanley [151]. Homberger and Vatter [102] present
a constructive proof that gives an algorithm for computing these polynomials.
Monotone grid classes were first introduced (under a different name) in Murphy and Vatter [133],
where the focus was on which monotone grid classes are wpo. Let M be a 0/±1 matrix of size t×u.
The cell graph of M is the graph on the vertices {(i, j) ∶M(i, j) ≠ 0} in which (i, j) and (k, ℓ) are
adjacent if the corresponding cells of M share a row or a column and there are no nonzero entries
between them in this row or column. We say that the matrixM is a forest if its cell graph is a forest.
Viewing the absolute value of M as the adjacency matrix of a bipartite graph, we obtain a different
graph, its row-column graph, which is the bipartite graph on the vertices x1, . . . , xt, y1, . . . , yu where
there is an edge between xi and yj if and only if M(i, j) ≠ 0. It is not difficult to show that the cell
graph of a matrix is a forest if and only if its row-column graph is also a forest (a formal proof is
given in Vatter and Waton [162]).
Theorem 4.7 (Murphy and Vatter [133]). The grid class Grid(M) is wpo if and only if the cell
graph of M is a forest.
Theorem 4.7 has since been generalized in several directions. In the next subsection we will see a
generalization of the wpo part of this result (Theorem 4.15). Brignall [63] has presented another
generalization of Theorem 4.7 in the context of the generalized grid classes of Section 4.3.
Somewhat surprisingly, we know almost nothing about the bases of monotone grid classes. The
skew-merged permutations have a finite basis, and Waton [163] showed that the monotone grid class
of J2 (the 2 × 2 all-one matrix) has a finite basis. Thus we remain far away from the following.
Conjecture 4.8. Every monotone grid class has a finite basis.
We have used grid classes to establish the Fibonacci dichotomy, but what about growth rates of grid
classes themselves? In exploring this question, Bevan [34] uncovered a beautiful connection between
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Figure 25: Waton proved that the monotone grid class of the matrix ( 1 1 −1
−1 1 1
) is equal
to the union of the two figure classes shown above.
permutation patterns and algebraic graph theory. Recall that the spectral radius of a graph is the
largest eigenvalue of its adjacency matrix.
Theorem 4.9 (Bevan [34]). The growth rate of Grid(M) exists and is equal to the square of the
spectral radius of the row-column graph of M .
It is well beyond the scope of this survey to attempt to sketch Bevan’s proof, but we nonetheless
attempt to convey some essence of his approach. Every connected component in the row-column
graph of M corresponds to some submatrix of M , and we call this submatrix a connected component
of M . It is not difficult to establish the following result, which was first used in Vatter [161].
Proposition 4.10. The upper growth rate of Grid(M) is equal to the greatest upper growth rate of
the monotone grid class of a connected component of M .
Spectral radii follow the analogous pattern—the spectral radius of the graph G is equal to the
greatest spectral radius of a connected component of G. Therefore it suffices to consider grid classes
with connected row-column graphs. A tour on a graph is a walk (a sequence of not-necessarily
distinct vertices, each connected by an edge) that ends where it began. Bevan showed that if the
row-column graph of M is connected, then the number of permutations of length n in Grid(M) is,
up to a polynomial factor, equal to the number of balanced tours of length 2n in the row-column
graph of G, where a balanced tour is a tour that traverses every edge the same number of times in
each direction. He then showed that this balance condition does not affect the asymptotics of tours,
establishing the theorem.
As a consequence of Bevan’s Theorem 4.9, we may appeal to the significant literature on algebraic
graph theory to determine the possible growth rates of monotone grid classes. First, obviously every
growth rate of a monotone grid class is an algebraic integer, because it is the square of an eigenvalue
of a zero/one matrix. More strikingly, if the row-column graph of M is a cycle, then the growth
rate of Grid(M) is equal to 4, no matter how long the cycle. Also, if the growth rate of a monotone
grid class is less than this, then it is equal to 4 cos2(π/k) for some integer k ≥ 3. Finally, for every
growth rate γ ≥ 2+√5 ≈ 4.24, there is a monotone grid class with growth rate arbitrarily close to γ.
The final question we address in this subsection is whether monotone grid classes are atomic. Many
monotone grid classes (such as the class of skew-merged permutations) are atomic. However, mono-
tone grid classes are not, in general, atomic. In his thesis [163], Waton established necessary and
sufficient conditions for a grid class to be atomic. Let M be a 0/±1 matrix. Given a cycle in its
row-column graph, we say that the sign of the cycle is the product of the entries corresponding to
its edges. So, for example, the matrix
( 1 1 −1
−1 1 1
)
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contains a positive cycle (corresponding to columns 1 and 3) and two negative cycles (corresponding
to columns 1 and 2 and columns 2 and 3). Indeed, the grid class of this matrix is not atomic; Waton
showed that it is the union of the two figure classes shown in Figure 25. We conclude with his full
characterization.
Theorem 4.11 (Waton [163]). The monotone grid class Grid(M) is atomic if and only if the row-
column graph of M does not have a connected component containing a negative cycle together with
any other cycle.
4.2. Geometric grid classes
In Section 1.1 we introduced the class of permutations that can be drawn on an X and called it
Sub(X), though to avoid cumbersome notation we denote it by X here. We return to this class
throughout this subsection because it is the prototypical example of a geometric grid class. Clearly
the class X is a subclass of the skew-merged permutations, but it is not all of the skew-merged
permutations. For example, the permutation 3142 cannot be drawn on an X because once we place
the 3, 1, and 4 on the X, there is no place for the 2 to lie simultaneously above the 1 and to the
right of the 4:
3
1
4
By symmetry, 2413 also cannot be drawn on an X, so X is also a subclass of the separable permu-
tations. Indeed, it is not hard to see that X is the class of skew-merged separable permutations,
X = Av(2143,2413,3142,3412),
because every permutation drawn on an X must have some point that is at least as far away from
the center of the X as every other point. Therefore every permutation in X is of the form 1 ⊕ π,
π⊕1, 1⊖π, or π⊖1 for some π ∈ X . This leads quickly to the generating function of the class. From
the above, we have X = {1} ∪ (1⊕X ) ∪ (X ⊕ 1) ∪ (1⊖X ) ∪ (X ⊖ 1) .
Moreover, (1⊕X )∩ (X ⊕ 1) = (1⊕X ⊕ 1), so we see (by symmetry) that if f is generating function
for nonempty permutations in X , f = x + 4xf − 2x2f . Thus the generating function for X is
x
1 − 4x + 2x2
.
It follows that the growth rate of X is 2+√2 ≈ 3.41. This is significantly lower than the growth rate
of the skew-merged permutations (4, which follows from Atkinson [20] or Bevan’s Theorem 4.9) or
that of the separable permutations (approximately 5.83, as we saw in Section 1.1).
Suppose that we have a 0/±1 matrix M , as in the definition of a monotone grid class. The standard
figure of M , denoted ΛM , is the figure in R
2 consisting of two types of line segments for every pair
of indices i, j such that M(i, j) ≠ 0:
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Figure 26: The permutation 6327415 lies in the geometric grid class of the matrix
( −1 1 1
0 −1 −1
).
Figure 27: “Straightening” a member of a monotone grid class to show that it also lies in the
corresponding geometric grid class.
• the increasing open line segment from (i − 1, j − 1) to (i, j) if M(i, j) = 1 or
• the decreasing open line segment from (i − 1, j) to (i, j − 1) if M(i, j) = −1.
The geometric grid class of M , denoted Geom(M), is the set of all permutations that can be drawn
on ΛM (an example is shown in Figure 26). The inclusion Geom(M) ⊆ Grid(M) always holds, but
our example of X shows that the geometric grid class ofM may be a proper subclass of its monotone
grid class. Indeed, this happens precisely when M contains a cycle:
Proposition 4.12. The classes Grid(M) and Geom(M) are equal if and only if the cell graph of
M is a forest.
Figure 27 gives a sense of how to prove Proposition 4.12. Suppose that the cell graph of M is a tree
(the forest case follows easily from the tree case) and choose one cell to be the root. Now take the
plot of any gridded permutation π ∈ Grid(M) and stretch (or shrink) this row vertically so that the
points lie on a line of slope ±1. Next, for every neighbor cell in the same row (there can be at most
two), we stretch the x-axis, while for every neighbor cell in the same column we stretch the y-axis.
Because M is a tree, we can continue this process throughout all cells without having to revisit a
cell.
Next we turn to the enumeration of geometric grid classes, where it turns out we can say a lot more
than we could for monotone grid classes. First, though, we need a bit more precision. There are
infinitely many ways to draw every permutation π ∈ Geom(M) on the standard figure ΛM because
we can move the points by tiny amounts without changing the underlying permutation, but clearly
we want to consider minute changes such as this as equivalent. Therefore we say that a gridded
permutation is a (drawing of a) permutation together with grid lines corresponding to M , and we
denote the set of all gridded permutations in Geom(M) by Geom♯(M). Every permutation in
Geom(M) then corresponds to at least one gridded permutation in Geom♯(M), and not more than
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( n
t−1)( nu−1), because there are only so many places we can insert the grid lines. Thus we obtain the
following.
Observation 4.13. The (upper, lower, and proper) growth rates of Geom(M) and Geom♯(M) are
identical.
We would like to describe an encoding of the gridded permutations in Geom♯(M) by words over a
finite alphabet. First let us return to the permutations drawn on an X to see an easy example before
presenting the general construction. Below is our drawing from Figure 4 with two changes: first, the
points are labeled by what quadrant they lie in (we consider the center of the X to be the origin),
and second, the line segments have been assigned orientations.
3
2
2
2
1
4
4
4
To encode this gridded permutation, we order these points according to their distance from the
beginning of their line segment, which in this case is also their distance from the center of the figure,
and record the labels of the points in this order. While it may take a ruler to verify it, in our example
above the encoding is 21242443.
Suppose that we have an arbitrary 0/±1 matrixM . The important property of the orientation above
is that it is consistent—in each column all lines are oriented either left or right, and in each row all
lines are oriented either up or down. This is not possible for all matrices, for example, the standard
figure of the matrix
( 1 1
1 −1
)
cannot be consistently oriented. But there is a way to remedy this. The grid lines of the standard
figure consist of x = i and y = i for all (relevant) integers i. If we also add grid lines at half-integer
values of x and y, each cell is chopped into four but the geometric grid class itself is not changed.
In terms of the matrix we started with, this operation is equivalent to performing the substitutions
0← ( 0 0
0 0
), 1← ( 0 1
1 0
), −1← ( −1 0
0 −1
),
and we call the resulting matrix, writtenM×2, the double refinement ofM . Thus the standard figure
of M×2 consists of 2 × 2 blocks that are all subfigures of the X, and thus we can use its consistent
orientation to define a consistent orientation of M×2.
For the rest of this discussion let us suppose that we have a consistent orientation for the standard
figure ofM (replacingM byM×2 if necessary). Next we fix a cell alphabet, ΣM , containing one letter
corresponding to each nonempty cell ofM . Finally, we encode a gridded drawing (of a permutation)
by ordering its points by their distance from the beginning of their line segment (we can assume there
are no ties by possibly moving points by a minuscule amount) and then recording the corresponding
“cell letter” of each point in this order.
Formally, we have just defined a map
ϕ♯ ∶ Σ∗M Ð→ Geom
♯(M).
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This is in general a many-to-one map, because the letters of ΣM often “commute”; for example, in
our encoding of permutations drawn on an X, interchanging adjacent occurrences of 1 and 3 does
not change the image (the gridded permutation), and the same holds for 2 and 4. This is because
the corresponding cells of the standard figure are independent, meaning that they share neither a
row nor a column. For general matrices M , we write v ≡M w if w can be obtained from v via a
sequence of interchanges of adjacent occurrences of letters corresponding to independent cells. It
is not difficult to see that ϕ♯ is actually a bijection when restricted to equivalence classes of words
modulo ≡M , i.e., that the map
ϕ♯ ∶ Σ∗M / ≡MÐ→ Geom♯(M)
is a bijection.
Objects such as Σ∗/ ≡ are known as trace (or partially commutative) monoids. They were first
introduced by Cartier and Foata [72] in 1969 who used them to give a combinatorial proof of
MacMahon’s Master Theorem. Cartier and Foata showed via Mo¨bius inversion that the generating
function for equivalence classes of Σ∗/ ≡ (by length) is
1
1 − (c1x − c2x2 + c3x3 − c4x4 +⋯) ,
where ck is the number of k-elements subsets of Σ that pairwise commute (see also Flajolet and
Sedgewick [86, V.3.3]). In our example of permutations drawn on an X, we have that c0 = 1, c1 = 4,
c2 = 2, and c3 = c4 = 0. Thus the generating function for the corresponding trace monoid is
1
1 − 4x + 2x2
.
As Observation 4.13 tells us should be the case, this generating function has the same growth rate
as the class X .
Growth rates of trace monoids were studied by Goldwurm and Santini [96]. Bevan [37] used their
work to express the growth rate of Geom(M) in terms of the row-column graph of M , giving a
geometric analogue of his Theorem 4.9. A k-matching of a graph is a set of k edges, no two incident
with the same vertex. Letting mk(G) denote the number of k-matchings of a graph on n vertices,
its matching polynomial is defined by
µG(x) = ∑
k≥0
(−1)kmk(G)xn−2k.
(No matching can contain over ⌊n/2⌋ edges, so this is indeed a polynomial.) We state Bevan’s result
below in terms of the double refinement of M because this is necessary in order to guarantee that
we have a consistent orientation.
Theorem 4.14 (Bevan [37]). The growth rate of Geom(M) exists and is equal to the square of the
largest root of the matching polynomial of the row-column graph of M×2.
In contrast to Theorem 4.9, this result shows that changing the sign of an entry of M can change
the growth rate of the corresponding geometric grid class. For example, Bevan [37] notes that
gr(Geom( −1 0 −1
1 −1 1
)) = 4 < 3 +√2 = gr(Geom( 1 0 −1
1 −1 1
)) .
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Figure 28: Two very different griddings of the permutation 564312.
Having addressed the asymptotic enumeration of geometric grid classes, we move on to their exact
enumeration. As in our study of monotonically griddable classes, we are interested not only in
geometric grid classes themselves, but also in their subclasses. Thus we say that the class C is
geometrically griddable if C ⊆ Geom(M) for some finite 0/±1 matrix M . Unlike the case with
monotonically griddable classes, there is no known characterization of geometrically griddable classes.
With exact enumeration we have a new type of problem. While our map ϕ♯ restricts to a bijection
between Σ∗M/ ≡M and Geom♯(M), a given permutation may have many different griddings, as
demonstrated in Figure 28. In [4], this issue is addressed by imposing an order on all Geom♯(M)
griddings of a given permutation π. Among all of these griddings, we would like to select the
minimal one, called the preferred gridding. By using a trick involving “marking entries” it can be
shown that the set of all preferred griddings of permutations in a given geometrically griddable class
is in bijection with a regular language, establishing the following result.
Theorem 4.15 (Albert, Atkinson, Bouvel, Rusˇkuc, and Vatter [4]). Every geometrically griddable
class is strongly rational and finitely based.
In particular, every geometrically griddable class is wpo (we have rewritten history a bit here; the
wpo property plays an important role in the proof of Theorem 4.15, and thus must be established
first). By Proposition 4.12, Theorem 4.15 thereby generalizes one direction of Theorem 4.7.
Continuing in this line of research, Albert, Rusˇkuc, and Vatter studied the inflations and substitution
closures of geometrically griddable classes. Their main result is the following generalization of Albert
and Atkinson’s Theorem 3.11.
Theorem 4.16 (Albert, Rusˇkuc, and Vatter [16]). Let C be a geometrically griddable class. Its
substitution closure, ⟨C⟩, is strongly algebraic. Moreover, for every strongly rational class U , the
inflation C[U] is strongly rational.
It follows that all such classes are wpo. The proof of this result is well beyond the scope of this survey.
Both parts of the theorem rely on the notion of “query-complete sets of properties” introduced by
Brignall, Huczynska, and Vatter [65] in their generalization of Albert and Atkinson’s Theorem 3.11.
In addition, the proof of the second part of the theorem relies on the work of Brignall [61] on
decompositions of permutations contained in inflations of the form C[U] and the work of Albert,
Atkinson, and Vatter [8] on strongly rational classes (in particular, that the sum indecomposable
permutations in a strongly rational class themselves have a rational generating function).
Theorem 4.16 greatly expands the applicability of the substitution decomposition, and has found
numerous applications. One example is the work of Pantone [135], who used this approach to
enumerate the class Av(3124,4312). Pantone showed that the simple permutations in this class lie
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Figure 29: The simple permutations in Av(3124,4312) lie in the union of the two geometric
grid classes shown on the left; the intersection of these two classes is the geometric grid class
shown on the right.
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Figure 30: Geometric descriptions of the 321-avoiding permutations and the simple skew-
merged permutations (up to symmetry).
in the union of the first and second geometric grid classes shown in Figure 29. He then counted
the class of interest by computing the intersection of these two geometric grid classes (shown on
the right of this figure; here the dot is a single point), constructing regular languages in bijection
with the simple permutations in all three geometric grid classes, and then applying the machinery of
the substitution decomposition. Three simpler examples in the same spirit are described in Albert,
Atkinson, and Vatter [9].
Lately, though no general theory has been established, there has been some promising work done
using geometric grid classes of infinite matrices. Recall Waton’s Proposition 1.5, which shows that
Av(321) is the class of permutations that can be drawn on two parallel lines. By taking these lines
to have slope 1 and adding the grid lines x = i and y = i for all integers i, we see that Av(321) is the
infinite geometric grid class shown on the left of Figure 30. This viewpoint, known as the staircase
decomposition has been used by Guillemot and Vialette [97] in their study of the complexity of
the permutation containment problem, by Albert, Atkinson, Brignall, Rusˇkuc, Smith, and West [5]
in their study of growth rates of classes of the form Av(321, β), and by Albert and Vatter [17] in
their study of 321-avoiding simple permutations. This latter work has since been refined by Bo´na,
Homberger, Pantone, and Vatter [55] to enumerate the involutions in the classes Av(1342) and
Av(2341).
Albert and Vatter [17] also gave a geometric interpretation of the skew-merged permutations. It can
be shown that every simple skew-merged permutation is, up to symmetry, an element of the infinite
geometric grid class shown on the right of Figure 30, and they used this fact to give a more structural
derivation of the generating function for skew-merged permutations, originally due to Atkinson [20].
Albert and Brignall [11] studied the class of permutations whose corresponding Schubert varieties
are defined by inclusions. They showed that the simple permutations of this class lie in an infinite
sequence of geometric grid classes that they called crenellations (see Figure 31), and used this insight
to enumerate the class.
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Figure 31: A crenellation.
4.3. Generalized grid classes
In a generalized grid class the cells are allowed to contain nonmonotone permutations. Formally, letM be a t × u matrix of permutation classes. An M-gridding of the permutation π of length n is a
choice of column divisions 1 = c1 ≤ ⋯ ≤ ct+1 = n + 1 and row divisions 1 = r1 ≤ ⋯ ≤ ru+1 = n + 1 such
that for all i and j, π([ci, ci+1) × [rj , rj+1)) lies in the class Mi,j .
The class of all permutations with M-griddings is the grid class of M, denoted Grid(M). In the
context of monotone grid classes, we defined the class C to be monotonically griddable if C ⊆ Grid(M)
for some finite 0/±1 matrix M . Now we define the class C to be G-griddable if C ⊆ Grid(M) for
some finite matrix M whose entries are all subclasses of G (for the purposes of this definition, we
may take them all to be equal to G). From this perspective, a class is monotonically griddable if
and only if it is (Av(21) ∪Av(12))-griddable (though this fact takes a bit of thought).
As Theorem 4.5 characterizes monotonically griddable classes, our next result characterizes gener-
alized grid classes.
Theorem 4.17 (Vatter [161]). The permutation class C is G-griddable if and only if it does not
contain arbitrarily long sums or skew sums of basis elements of G, that is, if there exists a constant
m so that C does not contain β1 ⊕⋯⊕ βm or β1 ⊖⋯⊖ βm for any basis elements β1, . . . , βm of G.
We prove this result by appealing to a result of Gya´rfa´s and Lehel from 1970, but a proof from first
principles can be found in Vatter [161]. One direction is again clear—if C contains arbitrarily long
sums or skew sums of basis elements of G, then it is not G-griddable.
Now suppose that C does not contain arbitrarily long sums or skew sums of basis elements of G and
consider the set
Rπ = {axes-parallel rectangles R ∶ π(R) ∉ G}.
Thus for every R ∈ Rπ, π(R) contains a basis element of G, so in any G-gridding of π every rectangle
in Rπ must be sliced by a grid line. Clearly the converse is also true (if every rectangle in Rπ is
sliced by a grid line, these grid lines define a G-gridding of π), so C is G-griddable if and only if there
is a constant ℓ such that, for every π ∈ C, the set Rπ can be sliced by ℓ horizontal or vertical lines.
(This is the analogue of Proposition 4.4 for generalized grid classes.)
We say that two rectangles are independent if both their x- and y-axis projections are disjoint, and a
set of rectangles is said to be independent if they are pairwise independent. An increasing sequence
of rectangles is a sequence R1, . . . ,Rm of independent rectangles such that Ri+1 lies above and to
the right of Ri for all i ≥ 0. Decreasing sequences of rectangles are defined analogously. By our
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assumptions on C, there is some constant m such that for every π ∈ C the set Rπ contains neither
an increasing nor a decreasing sequence of size m.
An independent set of rectangles corresponds to a permutation. Therefore, by the Erdo˝s-Szekeres
Theorem, Rπ cannot contain an independent set of size greater than (m − 1)2 + 1. The proof of
Theorem 4.17 is therefore completed by the following result of Gya´rfa´s and Lehel, which was later
strengthened by Ka´rolyi and Tardos [109].
Theorem 4.18 (Gya´rfa´s and Lehel [99]). There is a function f(m) such that for any collection
R of axes-parallel rectangles in the plane that has no independent set of size greater than m, there
exists a set of f(m) horizontal and vertical lines that slice every rectangle in R.
Our next question is which permutation classes can be gridded by one of their proper subclasses.
We call the class C grid irreducible if it is not G-griddable for any proper subclass G ⊊ C. Somewhat
surprisingly, this question has a concrete answer.
Proposition 4.19. The class C is grid irreducible if and only if C = {1} or if for every π ∈ C either
⊕Sub(π) ⊆ C or ⊖Sub(π) ⊆ C.
Proof. One direction is immediate from Theorem 4.17: if C contains arbitrarily long sums or skew
sums of all of its elements, then it is grid irreducible. Moreover, the only finite grid irreducible class
is {1}, which takes care of that part of the other direction.
Now suppose that C is an infinite permutation class. If there is some π ∈ C such that neither⊕Sub(π)
nor ⊖Sub(π) is contained in C then C is (C ∩Av(π))-griddable by Theorem 4.17, and thus is not
grid irreducible.
As shown in the proof of this result, if neither ⊕Sub(π1) nor ⊖Sub(π1) is contained in C then it is(C ∩Av(π1))-griddable. We may then apply this to C ∩Av(π1) to see that if neither ⊕Sub(π2) nor
⊖Sub(π2) is contained in C ∩Av(π1), it is (C ∩Av(π1, π2))-griddable. Continuing in this manner,
we can construct a descending chain of classes
C ⊋ C ∩Av(π1) ⊋ C ∩Av(π1, π2) ⊋ ⋯= = =C(0) ⊋ C(1) ⊋ C(2) ⊋ ⋯
such that C is C(i)-griddable for all i. Because there are infinite strictly descending chains of per-
mutation classes, there is no guarantee that this process will terminate (see Vatter [161] for such a
construction). However, if C is wpo then it satisfies the descending chain condition by Proposition 3.1
and thus this process must stop. This proves the following.
Proposition 4.20. If the class C is wpo then it is G-griddable for the grid irreducible class
G = {π ∶ either ⊕Sub(π) ⊆ C or ⊖Sub(π) ⊆ C}.
We need a final result about generalized grid classes, which shows that atomic grid irreducible classes
are very constrained.
Proposition 4.21. Suppose that the class C is atomic. Then it is grid irreducible if and only if it
is sum or skew closed.
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Proof. Theorem 4.17 shows that every sum or skew closed class is grid irreducible, so it suffices to
prove the reverse direction. Suppose that C is atomic, but neither sum nor skew closed. Thus there
are permutations π,σ ∈ C such that ⊕Sub(π),⊖Sub(τ) /⊆ C. Because C is atomic, we can find a
permutation τ ∈ C containing both π and σ. Thus C does not contain arbitrarily long sums or skew
sums of τ , so it is (C ∩Av(τ))-griddable (again by Theorem 4.17). This shows that C is not grid
irreducible, completing the proof.
We conclude by investigating a special case of generalized grid classes and their relation to the
splittability question. We call the 2×1 generalized grid class Grid(D E) the horizontal juxtaposition
of the classes D and E (the obvious symmetry of this construction is called a vertical juxtaposition).
Atkinson [21] introduced juxtapositions and established the structure of their basis elements.
Using our results on generalized grid classes we are able to completely characterize the classes which
can be expressed as nontrivial juxtapositions. If C is not atomic then C ⊆ D∪E for proper subclassesD,E ⊊ C, so C is also contained in the nontrivial juxtaposition Grid(D E). Suppose instead that C
is atomic. If C is either sum or skew closed then it is grid irreducible by Proposition 4.19 and thus
not contained in a juxtaposition of proper subclasses. Otherwise, Proposition 4.21 shows that C isD-griddable for a proper subclass D ⊊ C. Choose M to be a matrix of minimal possible size such
that all of its entries are equal to D and C ⊆ Grid(M). We may suppose by symmetry that M
has at least two columns, and thus by slicing it by a vertical line we see that C is contained in the
horizontal juxtaposition of two proper subclasses, establishing the following.
Proposition 4.22. A permutation class is contained in the juxtaposition of two proper subclasses
if and only if it is neither sum nor skew closed.
In particular, if a class is contained in the juxtaposition of two proper subclasses then it is split-
table. Thus the splittability question is only interesting for sum or skew closed classes that are not
substitution closed.
4.4. Small permutation classes
Our goal in this subsection is to outline the proofs of Theorem 4.2, which specifies all possible
growth rates of small permutations classes, and 4.3, which states that all small permutation classes
are strongly rational, while glossing over some of the more technical details. Adopting a perspective
that is slightly historically backward, we prove Theorem 4.3 first, by showing that every small
permutation class is the inflation of a geometric grid class by a strongly rational class, and is
thereby strongly rational itself. We then show that if C is a small permutation class, its growth rate
is either equal to 0, 1, or 2, or is equal to the growth rate of the largest sum or skew closed class
contained in it (thereby establishing that these classes have proper growth rates). The actual list of
possible growth rates provided in Theorem 4.2 can then be produced by characterizing all possible
enumerations of sum indecomposable permutations in classes with growth rates less than κ, though
we do not go into that rather lengthy undertaking here.
For the moment, let γ be an arbitrary real number and suppose we would like to grid all permutation
classes of growth rate less than γ. That is, we would like to find a single cell class G such that every
permutation of (upper) growth rate less than γ is G-griddable.
To this end, define
Gγ = {π ∶ either gr (⊕Sub(π)) < γ or gr (⊖Sub(π)) < γ}.
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If π ∈ Gγ , then at least one of ⊕Sub(π) or ⊖Sub(π) has growth rate less than γ, so in order to grid
all permutation classes of growth rate less than γ we must have π in our cell class. Our next result
shows that this cell class can indeed be used to grid all classes of growth rate less than γ.
Proposition 4.23. For every real number γ, if the permutation class C satisfies gr(C) < γ then it
is Gγ-griddable.
Proof. Suppose to the contrary that C satisfies gr(C) < γ but is not Gγ-griddable, and let f denote
the generating function of C. Now fix an arbitrary integer m. We seek to derive a contradiction by
showing that f(1/γ) >m, which, because m is arbitrary, will imply that gr(C) ≥ γ. By Theorem 4.17
and symmetry, we may assume that there is a permutation of the form β1 ⊕⋯⊕ βm contained in C
where each βi is a basis element of Gγ . If gr(⊕βi) were less than γ then βi would lie in Gγ , so we
know that gr(⊕βi) ≥ γ for every index i.
Let si denote the generating function for the nonempty sum indecomposable permutations contained
in (or equal to) βi, so that the generating function for ⊕βi is given by 1/(1− si). These generating
functions have positive singularities that are less than or equal to 1/γ, and because each si is a
polynomial this singularity must be a pole. Moreover, each si has positive coefficients, which implies
that the unique positive solution to si(x) = 1 occurs for x ≤ 1/γ. In particular, si(1/γ) ≥ 1 for all
indices i.
Now consider the set of permutations of the form α1 ⊕⋯⊕ αk for some k ≤m, where for each i, αi
is a nonempty sum indecomposable permutation contained in βi. Clearly this is a subset (but likely
not a subclass) of C. Moreover, the generating function for this set of permutations is
s1 + s1s2 +⋯+ s1⋯sm,
which is at least m when evaluated at 1/γ. This implies that the generating function for C is also
at least m when evaluated at 1/γ, completing the contradiction.
Proposition 4.23, which was not used in the original proof of Theorem 4.2, gives us an easily com-
putable membership test to determine whether π ∈ Gγ . The small permutation classes are allGκ−ǫ-griddable for some ǫ > 0 so we begin by establishing some restrictions on Gκ.
The reader may have noticed that both infinite antichains we have encountered in this survey
(in Figures 11 and 17) consist of variations on a single theme. While that particular coincidence
should not be taken too far (there are many more infinite antichains based on different motifs, for
example, all those lying in monotone grid classes with cycles), the theme of those two antichains
plays a significant role in the characterization of small permutation classes. We define the increasing
oscillating sequence as
4,1,6,3,8,5, . . . ,2k + 2,2k − 1, . . . .
(This sequence, itself listed as A065164 in the OEIS [157], also arises in the study of juggling and
genomics, see Buhler, Eisenbud, Graham, and Wright [68] and Pevzner [136], respectively.)
An increasing oscillation is defined to be any sum indecomposable permutation that is order iso-
morphic to a subsequence of the increasing oscillating sequence. It is easily seen that there are only
two increasing oscillations of each length, which are inverses of each other. Finally, a decreasing
oscillation is the reverse of an increasing oscillation, and an oscillation is either an increasing or a
decreasing oscillation.
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Figure 32: Two permutations that show why the hypotheses of Theorem 4.25 are necessary
On the left is a long increasing oscillation, while on the right is a permutation with large
substitution depth, each with an extra grid line. Both situations require a large number of
additional grid lines in order to grid them into independent rectangles.
Let O denote the downward closure of the set of all oscillations,
O = Sub(increasing and decreasing oscillations of all lengths).
It can be shown that their substitution closure ⟨O⟩ has a finite basis (Vatter [161, Proposition A.2]).
From this, it can then be computed that for every basis element β of ⟨O⟩, both ⊕Sub(β) and
⊖Sub(β) have growth rates greater than 2.24. Therefore Proposition 4.23 immediately gives us the
following.
Proposition 4.24. The cell class Gκ is contained in ⟨O⟩.
This gives us a place to start, but we need to get some control on the structure of small permutation
classes. In particular, we need an analogue of Proposition 4.6 that will allow us to “chop” the
griddings of these classes. The direct analogue of Proposition 4.6 is below, while Figure 32 shows
why we must impose these hypotheses.
Theorem 4.25 (Vatter [161, Theorem 5.4]). Suppose that the cell class G contains only finitely
many simple permutations and has bounded substitution depth. If the class C is G-griddable and the
length of alternations in C is bounded, then C ⊆ Grid(M) for a matrix M in which every nonempty
entry is a subclass of G and no two nonempty entries share a row or a column.
Clearly Theorem 4.25 is not enough for our purposes, since small permutation classes may contain
arbitrarily long alternations. Still, the examples of Figure 32 demonstrate obstructions to chopping
any sort of gridding, and the actual chopping result used for small permutation classes (Theorem 5.4
of [161]) has precisely the same conditions on G. Thus we need to verify that our cell classes Gκ−ǫ
have finitely many simple permutations and bounded substitution depth.
We tackle substitution depth first. It can be shown (Proposition 4.2 of [161]) that every permutation
of substitution depth at least 8n contains a wedge alternation of length at least n. Furthermore,
using the membership test provided by Proposition 4.23 one can prove that for every γ < 1+ϕ ≈ 2.62,
the cell class Gγ does not contain arbitrarily long wedge alternations. Thus there is some constant
d such that every permutation in Gκ has substitution depth at most d.
It is not difficult to establish that the growth rate of O is precisely κ. Moreover, using the fact thatO is the union of two posets (corresponding to the increasing and decreasing oscillations) neither of
which has an antichain containing more than three elements, it follows that for every ǫ > 0 we haveGκ−ǫ ⊆ ⟨Ok⟩ for some k, where
Ok = Sub(oscillations of length at most k).
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With these two computations handled, we can then chop the griddings of small permutation classes
to obtain the following result.
Theorem 4.26 (Vatter [161, Theorem 5.4]). Suppose that gr(C) < κ − ǫ for some ǫ > 0. ThenC ⊆ Grid(M) for a finite matrix M such that
(1) every entry is equal to Gκ−ǫ, the class of monotone permutations, or is empty,
(2) every nonempty entry that shares a row or column with another nonempty entry is equal to
the class of monotone permutations, and
(3) no nonempty entry shares a row or column with more than one other nonempty entry.
Moreover, we have seen above that Gκ−ǫ is a subclass of ⟨Ok⟩ and contains only permutations of
substitution depth at most d. This gives us the following.
Proposition 4.27. For every ǫ > 0, the cell class Gκ−ǫ is strongly rational.
Proof. Recall that by the second part of Theorem 4.15, the inflation of a geometrically griddable
class by a strongly rational class is itself strongly rational. Choose d so that every permutation inGκ−ǫ has substitution depth at most d. Thus each of these permutations is either the inflation of a
simple permutation by permutations of substitution depth at most d − 1 or the sum or skew sum of
such permutations. Thus if we define
O˜k = Ok ∪Av(21)∪Av(12),
we see that Gκ−ǫ ⊆ O˜k[O˜k[⋯]]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d copies of O˜k
.
Because O˜k is the union of a finite class with the class of all monotone permutations, it is geomet-
rically griddable, and thus the strong rationality of Gκ−ǫ follows by iteratively applying the second
part of Theorem 4.15.
It is possible to show the stronger result that Gκ is strongly rational, but this requires more work,
and Proposition 4.27 is enough for our purposes. The first of these purposes is to prove Theorem 4.3,
which states that small permutation classes are strongly rational. By Theorem 4.26, every small
permutation class is contained in Grid(M)[Gκ−ǫ] for a matrixM in which no nonzero entry shares a
row or column with more than one other nonzero entry. It follows that M is a forest so Grid(M) =
Geom(M) by Proposition 4.12. The result now follows by the second part of Theorem 4.16.
Our last goal is the characterization of growth rates of small permutation classes (Theorem 4.2). We
observed in Proposition 4.10 that the upper growth rate of Grid(M) is equal to the greatest upper
growth rate of the monotone grid class of a connected component of M . A similar argument holds
for generalized grid classes and their subclasses. Thus given a class C ⊆ Grid(M), its upper growth
rate is equal to the upper growth rate of the restriction of C to a connected component of M. We
can now sketch the reduction to sum closed classes.
Theorem 4.28. If the permutation class C satisfies gr(C) < κ then gr(C) exists and is equal to 0,
1, 2, or the growth rate of a subclass that is either sum or skew closed.
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Proof. Suppose that gr(C) < κ and set C0 = C. By our previous work, we can find a cell classG0 ⊆ C∩Gκ−ǫ for some ǫ > 0 such that C is G0-griddable. Next we can find a matrixM0 with all entries
equal to subclasses of G0 and satisfying the conclusions of Theorem 4.26 such that C0 ⊆ Grid(M0).
By our remarks above, the upper growth rate of C0 is the upper growth rate of the restriction of C0
to a connected component of M0. This connected component is either a single cell (in which case
we get a subclass of G0) or a pair of monotone cells. It can be shown that all subclasses of a 1 × 2
monotone grid class have growth rates 0, 1, or 2, so we are done if the latter situation holds. Thus
we may assume the former situation holds and choose C1 ⊆ G0 such that gr(C0) = gr(C1).
Importantly, Proposition 4.27 shows that C1 is strongly rational, and thus wpo. By Proposition 3.21,
this implies that the upper growth rate of C1 is equal to that of one of its atomic subclasses, say
A1 ⊆ C1. By Proposition 4.20, we may now choose a grid irreducible class G1 such that A1 is G1-
griddable. Then we choose a matrix M1 with all entries equal to subclasses of G1 which satisfies
the conclusions of Theorem 4.26 and with A1 ⊆ Grid(M1). The upper growth rate of A1 is then
equal to that of a restriction of A1 to a connected component of M1. We are done as before if this
component consists of two cells, so we may assume that gr(A1) = gr(C2) for a subclass C2 ⊆ G1.
By repeating this process indefinitely, we either find that the upper growth rate of C is equal to 0,
1, or 2, or we construct an infinite descending chain
C = C0 ⊇ G0 ⊇ C1 ⊇A1 ⊇ G1 ⊇ C2 ⊇ A2 ⊇ G2 ⊇ C3 ⊇⋯,
all with identical upper growth rates. Moreover, because G0 is wpo, Proposition 3.1 shows that this
chain must terminate. Thus there is some i such that Ci = Ai = Gi. This implies that the class Ci
is both atomic and grid irreducible, and thus it is either sum or skew closed by Proposition 4.21,
proving the theorem.
Thus we have reduced the characterization of growth rates of small permutation classes to the
characterization of growth rates of small sum closed permutation classes, as promised. From this
point Theorem 4.2 follows after a fairly technical analysis of sum indecomposable permutations.
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