Modified Ostrowski’s method with eighth-order convergence and high efficiency index  by Wang, Xia & Liu, Liping
Applied Mathematics Letters 23 (2010) 549–554
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Modified Ostrowski’s method with eighth-order convergence and high
efficiency index
Xia Wang a, Liping Liu b,∗
a Department of Mathematics and Information Science, Zheng Zhou University of Light Industry, Zheng Zhou 450002, China
b Department of Mathematics, North Carolina Agricultural and Technical State University, Greensboro, NC 27411, USA
a r t i c l e i n f o
Article history:
Received 27 August 2009
Received in revised form 18 January 2010
Accepted 25 January 2010
Keywords:
Ostrowski’s method
Nonlinear equations
Hermite interpolation
Convergence order
Efficiency index
a b s t r a c t
In this paper, based on Newton’s method, we derive a modified Ostrowski’s method
with an eighth-order convergence for solving the simple roots of nonlinear equations by
Hermite interpolation methods. Per iteration this method requires three evaluations of
the function and one evaluation of its first derivative, which implies that the efficiency
index of the developed method is 1.682, which is optimal according to Kung and Traub’s
conjecture Kung and Traub (1974) [2]. Numerical comparisons are made to show the
performance of the derived method, as shown in the illustrative examples.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider iterative methods to find a simple root of a nonlinear equation f (x) = 0, where f : D ⊂ R→ R
for an open interval D is a scalar function.
The classical Newton’s method for a single non-linear equation is written as
xn+1 = xn − f (xn)f ′(xn) . (1)
This is an important and basic method [1], which converges quadratically.
To improve the local order of convergence and efficiency index, manymodifiedmethods have been proposed in the open
literature, see [2–25] and references therein. Chun and Ham developed a family of sixth-order methods by weight function
methods in [3] (see (10), (11), (12) therein):
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (xn)f (xn)− 2f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − H(µn) f (zn)f ′(xn) ,
(2)
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whereµn = f (yn)f (xn) andH(t) represents a real-valued functionwithH(0) = 1,H ′(0) = 2 andH ′′(0) <∞. Kou et al. presented
a family of variants of Ostrowski’s method [4] (see (8) therein) with a seventh-order convergence:
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (yn)f ′(xn)
f (xn)
f (xn)− 2f (yn) ,
xn+1 = zn − f (zn)f ′(xn)
[(
f (xn)− f (yn)
f (xn)− 2f (yn)
)2
+ f (zn)
f (yn)− αf (zn)
]
,
(3)
where α ∈ R is a constant. Bi et al. presented a family of eighth-order convergence methods [5] (see (14) therein):
yn = xn − f (xn)f ′(xn) ,
zn = yn − 2f (xn)− f (yn)2f (xn)− 5f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − H(µn) f (zn)f [zn, yn] + f [zn, xn, xn](zn − yn) ,
(4)
whereµn = f (zn)f (xn) andH(t) represents a real-valued functionwithH(0) = 1, H ′(0) = 2 and |H ′′(0)| <∞. Bi et al. presented
another family of eighth-order iterative methods [6] (see (13) therein):
yn = xn − f (xn)f ′(xn) ,
zn = yn − h(µn) f (yn)f ′(xn) ,
xn+1 = zn − f (xn)+ (γ + 2)f (zn)f (xn)+ γ f (zn)
f (zn)
f [zn, yn] + f [zn, xn, xn](zn − yn) ,
(5)
where γ ∈ R is a constant, µn = f (yn)f (xn) and h(t) represents a real-valued function with h(0) = 1, h′(0) = 2, h′′(0) = 10 and|h′′′(0)| <∞.
Recently, there are several eighth-order methods proposed in [7–9]. In this paper, based on Newton’s method and
Hermite interpolation methods, we derive a new eighth-order method, a modified Ostrowski’s method. Schemes (2) and
(4)–(5) attain the convergence orders with help from the weight functions. The newmethod presented in this paper makes
use of its own information to attain an eighth-order convergence. For the computational cost, it requires the evaluations
of only three functions and one first-order derivative per iteration. This gives 1.682 as an efficiency index of the derived
method. Kung and Traub conjectured that a multipoint iteration without memory based on n evaluations could achieve an
optimal convergence of order 2n−1. The new eighth-order method agrees with the conjecture for the case n = 4 (in [2]).
The new method is comparable with Newton’s method and other known methods. The efficacy of the method is tested on
a number of numerical examples.
2. The method and analysis of convergence
Newton’s method converges quadratically. To obtain a higher convergence order and a higher efficiency index than that
of Newton’s method, we consider the following three-step Newton’s method:
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (yn)f ′(yn) ,
xn+1 = zn − f (zn)f ′(zn) .
(6)
We can easily prove that scheme (6) is eighth-order convergent and it requires six evaluations of the function and its
first derivative. Scheme (6) has an efficiency index of [26] 8
1
6 = 1.414, which is the same as Newton’s method. In other
words, scheme (6) does not increase the computational efficiency. To derive a scheme with a higher efficiency index, we
approximate f ′(yn) and f ′(zn) using a Hermite interpolation.
To approximate f ′(yn), we construct a Hermite interpolation polynomial, H2(x), that meets the interpolation conditions
H2(xn) = f (xn), H2(yn) = f (yn), H ′2(xn) = f ′(xn).
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Then H2(x) can be written as follows:
H2(x) = l0(x)f (xn)+ l1(x)f (yn)+ l¯0(x)f ′(xn),
where the interpolation basis functions l0(x), l1(x), l¯0(x) are quadratic polynomial functions that satisfy the following
conditions
(i) l0(xn) = 1, l0(yn) = 0, l′0(xn) = 0,
(ii) l1(xn) = 0, l1(yn) = 1, l′1(xn) = 0,
(iii) l¯0(xn) = 0, l¯0(yn) = 0, l¯′0(xn) = 1.
From (i), we have l0(x) = A(x − yn)(x − B), where A, B are constants. The conditions l0(xn) = 1 and l′0(xn) = 0 imply
A = − 1
(xn−yn)2 and B = 2xn − yn. Thus, l0(x) = −
(x−yn)(x−2xn+yn)
(xn−yn)2 . Similarly, from (ii), we have l1(x) = C(x− xn)2, where C is
constant. The condition l1(yn) = 1 implies C = 1(xn−yn)2 . Thus, l1(x) =
(x−xn)2
(xn−yn)2 . From (iii), we have l¯0(x) = D(x− xn)(x− yn),
where D is a constant. The condition l¯′0(xn) = 1 implies D = 1xn−yn . Thus, l¯0(x) = (x−xn)(x−yn)(xn−yn) . With the specific expressions
of the interpolation basis functions l0(x), l1(x), l¯0(x), we have
H2(x) = − (x− yn)(x− 2xn + yn)
(xn − yn)2 f (xn)+
(x− xn)2
(xn − yn)2 f (yn)+
(x− xn)(x− yn)
xn − yn f
′(xn),
H ′2(x) =
2(x− xn)
(yn − xn)2 [f (yn)− f (xn)]−
2x− xn − yn
yn − xn f
′(xn).
(7)
An approximation of f ′(yn) is then obtained:
f ′(yn) ≈ H ′2(yn) = 2
f (yn)− f (xn)
yn − xn − f
′(xn) = 2f [xn, yn] − f ′(xn), (8)
where
f [xn, yn] = f (yn)− f (xn)yn − xn .
Similarly, to approximate f ′(zn), the Hermite interpolation polynomial H3(x) needs to meet the interpolation conditions
H3(xn) = f (xn), H3(yn) = f (yn), H3(zn) = f (zn), H ′3(xn) = f ′(xn).
Similarly to the above derivation of H2(x) in (7), we have
H3(x) = (x− yn)(x− zn)
(xn − yn)(xn − zn)
[
1− (x− xn)(2xn − yn − zn)
(xn − yn)(xn − zn)
]
f (xn)+ (x− xn)
2(x− zn)
(yn − xn)2(yn − zn) f (yn)
+ (x− xn)
2(x− yn)
(zn − xn)2(zn − yn) f (zn)+
(x− xn)(x− yn)(x− zn)
(xn − yn)(xn − zn) f
′(xn),
H ′3(zn) = −
(3xn − 2yn − zn)(yn − zn)
(xn − yn)2(xn − zn) f (xn)+
(xn − zn)2
(yn − xn)2(yn − zn) f (yn)
− xn + 2yn − 3zn
(zn − xn)(zn − yn) f (zn)−
yn − zn
yn − xn f
′(xn).
(9)
Simplifying H ′3(zn) yields
H ′3(zn) = 2
f (zn)− f (xn)
zn − xn +
f (zn)− f (yn)
zn − yn − 2
f (yn)− f (xn)
yn − xn +
yn − zn
yn − xn
f (yn)− f (xn)
yn − xn −
yn − zn
yn − xn f
′(xn),
= 2f [xn, zn] + f [yn, zn] − 2f [xn, yn] + (yn − zn)f [yn, xn, xn], (10)
where
f [xn, zn] = f (zn)− f (xn)zn − xn , f [xn, yn] = f [yn, xn] =
f (yn)− f (xn)
yn − xn ,
f [yn, zn] = f (zn)− f (yn)zn − yn , f [yn, xn, xn] =
f [yn, xn] − f ′(xn)
yn − xn .
We then obtain an approximation of f ′(zn):
f ′(zn) ≈ H ′3(zn) = 2f [xn, zn] + f [yn, zn] − 2f [xn, yn] + (yn − zn)f [yn, xn, xn]. (11)
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Therefore, a new scheme is derived as follows:
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (yn)2f [xn, yn] − f ′(xn) ,
xn+1 = zn − f (zn)2f [xn, zn] + f [yn, zn] − 2f [xn, yn] + (yn − zn)f [yn, xn, xn] .
(12)
The new scheme (12) does not require the evaluations of two first derivatives f ′(yn) and f ′(zn). The order of convergence
of the preceding method is analyzed in the following theorem.
Theorem 1. Assume that the function f is sufficiently differentiable and f has a simple zero x∗ ∈ D. If the initial point x0 is
sufficiently close to x∗, then the method defined by (12) converges to x∗ with eighth-order and the error function is
en+1 = c22 (c22 − c3)(c32 − c2c3 + c4)e8n + O(e9n). (13)
Proof. Let en = xn − x∗, sn = yn − x∗, dn = zn − x∗ and ck = f (k)(x∗)k!f ′(x∗) , k = 2, 3, . . .. Using a Taylor expansion of about x∗
and taking into account f (x∗) = 0, we have
f (xn) = f ′(x∗)
[
en + c2e2n + c3e3n + c4e4n + c5e5n + c6e6n + c7e7n + c8e8n + O(e9n)
]
,
f ′(xn) = f ′(x∗)
[
1+ 2c2en + 3c3e2n + 4c4e3n + 5c5e4n + 6c6e5n + 7c7e6n + 8c8e7n + O(e8n)
]
,
f (xn)
f ′(xn)
= en − c2e2n + 2(c22 − c3)e3n + (7c2c3 − 4c32 − 3c4)e4n − a5e5n − a6e6n − a7e7n − a8e8n + O(e9n),
sn = c2e2n − 2(c22 − c3)e3n − (7c2c3 − 4c32 − 3c4)e4n + a5e5n + a6e6n + a7e7n + a8e8n + O(e9n),
f (yn) = f ′(x∗)
[
sn + c2s2n + c3s3n + c4s4n + O(e9n)
]
,
(14)
where ai (i = 5, 6, 7, 8) are functions of ck (k = 2, . . . , 8). For the sake of brevity, we omit their specific forms. For the same
purpose, we will use similar notations in the following.
With (14), we have
f [xn, yn] = f ′(x∗)[1+ c2en + (c22 + c3)e2n + (−2c32 + 3c2c3 + c4)e3n
+ (4c42 − 8c22c3 + 2c23 + 4c2c4 + c5)e4n + O(e5n)],
f (yn)
2f [xn, yn] − f ′(xn) = c2e
2
n − 2(c22 − c3)e3n + 3(c22 − 2c2c3 + c4)e4n + O(e5n),
(15)
With (14) and (15), we have
dn = (c32 − c2c3)e4n + b5e5n + b6e6n + b7e7n + b8e8n + O(e9n),
f (zn) = f ′(x∗)
[
dn + c2d2n + O(e9n)
]
,
(16)
where bi (i = 5, 6, 7, 8) are functions of ck (k = 2, . . . , 8).
With (14)–(16), we have
f [xn, zn] = f ′(x∗)[1+ c2en + c3e2n + c4e3n + (c42 − c22c3 + c5)e4n + O(e5n)],
f [yn, zn] = f ′(x∗)[1+ c22e2n − 2(c32 − c2c3)e3n + (5c42 − 7c22c3 + 3c2c4)e4n + O(e5n)],
(yn − zn)f [yn, xn, xn] = f ′(x∗)[c22e2n − 2(c32 − 2c2c3)e3n + (3c42 − 9c22c3 + 4c23 + 6c2c4)e4n + O(e5n)].
(17)
With (15)–(17), we have
f (zn)
2f [xn, zn] + f [yn, zn] − 2f [xn, yn] + (yn − zn)f [yn, xn, xn]
= (c32 − c2c3)e4n + b5e5n + b6e6n + b7e7n + (b8 − c22 (c22 − c3)(c32 − c2c3 + c4))e8n + O(e9n). (18)
It is clear that
en+1 = xn+1 − x∗ = dn − f (zn)2f [xn, zn] + f [yn, zn] − 2f [xn, yn] + (yn − zn)f [yn, xn, xn]
= c22 (c22 − c3)(c32 − c2c3 + c4)e8n + O(e9n). (19)
Thus (12) converges to x∗ with an eighth-order of convergence. This finishes the proof of Theorem 1.
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Table 1
Comparison of various iterative methods under the same total number of function evaluations (TNFE = 12).
|xn − x∗| |f (xn)| COC |xn − x∗| |f (xn)| COC
f1(x), x0 = 3.1 f2(x), x0 = −1.3
NM 5.32643e−20 6.92436e−19 1.99999851 2.46839e−56 5.01266e−55 2.00000000
CM6 9.49963e−62 1.23495e−60 5.99705711 2.88306e−200 5.85476e−199 6.00000000
KM7 3.52649e−112 4.58443e−111 6.99969160 1.23352e−360 2.50496e−359 7.00000000
KT 3.76892e−132 4.89959e−131 7.99916045 5.23457e−434 1.06300e−432 8.00000000
BM8 2.02449e−87 2.63183e−86 7.99417911 2.32630e−399 4.72411e−398 8.00000000
BM8-2 3.78409e−26 4.91931e−25 7.99846931 5.93625e−409 1.20550e−407 8.00000000
(12) 8.45148e−164 1.09869e−162 7.99992554 2.35641e−506 4.78525e−505 8.00000000
f3(x), x0 = 2.0 f4(x), x0 = 1.0
NM 5.32519e−28 1.47183e−27 1.99999998 8.22989e−25 3.04885e−23 1.99999994
CM6 8.85546e−48 2.44755e−47 5.96900368 3.13720e−53 1.16221e−51 5.99330994
KM7 6.93780e−119 1.91753e−118 7.00044526 7.92141e−139 3.90980e−138 7.00009368
KT 3.87427e−140 1.07081e−139 7.99881036 7.61229e−145 2.82006e−143 7.99940587
BM8 5.30688e−164 1.46676e−163 7.99612190 7.92141e−145 2.93458e−143 7.99929243
BM8-2 3.71189e−213 1.02593e−212 7.99961911 2.16877e−189 8.03445e−188 7.99993854
(12) 1.23379e−256 3.41005e−256 7.99998217 1.31858e−244 4.88484e−243 7.9999937
f5(x), x0 = 1.9 f6(x), x0 = 2.4
NM 1.20463e−36 7.22780e−36 2.00000000 7.65718e−63 1.06625e−61 2.00000000
CM6 1.62189e−99 9.73133e−99 5.99979820 2.22314e−192 3.09567e−191 5.99999966
KM7 8.99445e−197 5.39667e−196 7.00000540 3.11745e−321 4.34097e−320 6.99999999
KT 7.54831e−236 4.52899e−235 7.99998500 8.13556e−451 1.13286e−449 8.00000000
BM8 4.85189e−245 2.91114e−244 7.99998737 3.85022e−508 5.36134e−507 8.00000000
BM8-2 2.48961e−281 1.49377e−280 7.99999825 2.36002e−515 3.28627e−514 8.00000000
(12) 2.71736e−331 1.63041e−330 7.99999975 1.39613e−523 1.94408e−522 8.00000000
In scheme (12), zn can also be written as
zn = yn − f (yn)f ′(xn)
f (xn)
f (xn)− 2f (yn) ,
so scheme (12) can be written as
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (yn)f ′(xn)
f (xn)
f (xn)− 2f (yn) ,
xn+1 = zn − f (zn)2f [xn, zn] + f [yn, zn] − 2f [xn, yn] + (yn − zn)f [yn, xn, xn] ,
(20)
which is a modified Ostrowski’s method with an eighth-order of convergence. 
In terms of computational cost, the developedmethod requires evaluations of only three functions and one first derivative
per iteration. The new method has the efficiency index of 8
1
4 = 1.682, which is better than 3 13 = 1.442 in [10–13],
4
1
3 = 1.587 in [14,15], 5 14 = 1.495 in [16,17], 6 14 = 1.565 in [3,18–25], 7 14 = 1.627 in [4] andNewton’smethod 2 12 = 1.414
in [1].
3. Numerical results and conclusions
In this section, we present the results of some numerical tests to compare the efficiencies of the methods. We employed
the NM method (1), the CM6 method (2) with H(µn) = 1 + 2µn + µ2n + µ3n, the KM7 method (3) (α = 1), the KT method
((5.1) in [2]), the BM8 method (4) with H(µn) = 1+3µn1+µn , the BM8-2 method (5) with h(µn) = ( 11−3µn )
2
3 (γ = 1) and a new
method (12).
The KT method is as follows:
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (xn)f (yn)[f (xn)− f (yn)]2
f (xn)
f ′(xn)
,
xn+1 = zn − f (xn)f (yn)f (zn){f (xn)
2 + f (yn)[f (yn)− f (zn)]}
[f (xn)− f (yn)]2[f (xn)− f (zn)]2[f (yn)− f (zn)]
f (xn)
f ′(xn)
.
(21)
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Numerical computations reported here have been carried out in a Mathematica 4.0 environment. Table 1 shows the
distance between the root x∗ and the approximation xn, where x∗ is the exact root computed with 800 significant digits and
xn is calculated by using the same total number of function evaluations (TNFE) for all methods. The absolute values of the
function (|f (xn)|) and the computational order of convergence (COC) are also shown in Table 1. Here, COC is defined by [12]
ρ ≈ ln |(xn+1 − x
∗)/(xn − x∗)|
ln |(xn − x∗)/(xn−1 − x∗)| .
For a good comparison, we choose test functions from recent studies (e.g. [5,10,23]):
f1(x) = ex2+7x−30 − 1, x∗ = 3
f2(x) = xex2 − sin2 x+ 3 cos x+ 5, x∗ ≈ −1.2076478271309189270
f3(x) = 10xe−x2 − 1, x∗ ≈ 1.6796306104284499407
f4(x) = x5 + x4 + 4x2 − 15, x∗ ≈ 1.3474280989683049815
f5(x) = (x− 1)6 − 1, x∗ = 2
f6(x) = x3 − 10, x∗ ≈ 2.1544346900318837218
In Table 1, fi(x) (i = 1, 2, . . . , 6) are the test functions, x0 is the initial approximation, and COC is the computational
order of convergence. Here the NM method is of the second-order, CM6 is of the sixth-order, KM7 is of the seventh-order
and other methods are of the eighth-order. The results presented in Table 1 show that the proposed method has a high
convergence order with a high efficiency index.
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