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Temporal relation classification is one of the most challenging areas
of natural language processing. Advances in this area have direct rele-
vance to improving practical applications, such as question-answering and
summarization systems, as well as informing theoretical understanding of
temporal meaning realization in language. With the development of anno-
tated textual materials, this domain is now accessible to empirical machine-
learning oriented approaches, where systems treat temporal relation pro-
cessing as a classification problem: i.e. a decision as per which label (before,
after, identity, etc) to assign to a pair (i, j) of event indices in a text. Most
reported systems in this new research domain utilize classifiers that make
decisions effectively in isolation, without explicitly utilizing the decisions
made about other indices in a document. In this work, we present a new
strategy for temporal relation classification that utilizes global models of tem-
poral relations in a document, choosing the optimal classification for all
pairs of indices in a document subject to global constraints which may be
iv
linguisticallymotivated. We propose and evaluate two applications of global
models to temporal semantic processing: joint prediction of situation enti-
ties with temporal relations, and temporal relations prediction guided by
global coherence constraints.
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Chapter 1
Introduction
The analysis of time in natural language has been one of the central
problems in theoretical semantics, and temporal reasoning has been a do-
main of artificial intelligence since early in the field’s history. As these two
fields have converged, the robust recognition and processing of temporal
expressions in natural language has emerged as significant subproblem in
computational linguistics – due both to the central role temporal reasoning
plays in (human) natural language understanding, and to the difficulty in
properly framing and solving the problems presented. Computational lin-
guistics methods have shifted from discreet, formal approaches prominent
in the 1980s to quantitative, machine-learning oriented approaches typified
by advances in part-of-speech tagging and parsing; this same shift has come
to semantic natural language processing in general and to temporal NLP
in particular, as seen in the transition from the prominence of discreet ap-
proaches such as (McDermott, 1982; Allen, 1983, 1984; Kamp and Rohrer,
1983; Kowalski and Sergot, 1986; Moens and Steedman, 1988; Passoneau,
1988; Song and Cohen, 1991; Kamp and Reyle, 1993; Lascarides and Asher,
1993; Hitzeman et al., 1995; ter Meulen, 1997) toward the development of
corpora of naturally occurring text annotated for temporal expressions and
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empirical models trained on these annotations using statistical andmachine
learning-based methods (Wiebe et al., 1997; Wilson et al., 2001; Filatova and
Hovy, 2001; Setzer et al., 2003; Pustejovsky et al., 2003; Borguraev andAndo,
2005; Lapata and Lascarides, 2006; Mani et al., 2006, 2007; Chambers et al.,
2007).
One of themost vexing problems for computational temporal seman-
tics is temporal relation classification, that is, given a pair of events in context,
determine which temporal relation (e.g. before, after, during, simultaneous)
holds between them, if any. In this paper we present a new model for tem-
poral relations processing that benefits from both perspectives – temporal
reasoning and temporal processing. The basic idea is this: Temporal re-
lations classification, which will consist of multiple, joint decisions about
grammar, context and implicature, will be considered as a global optimiza-
tion problem. Consider the decisions pertaining to which temporal rela-
tion holds between events i and j, events j and k, and events i and k. We
want to make these decisions jointly, considering the contributions each de-
cision can make to the other. This will take the form of an optimization
problem, in particular an integer linear programming (ILP) problem. We
present the details of the proposal in the following sections, but the struc-
ture of the ILP formulation is intuitive and, we argue, a natural encoding of
precisely the kind of reasoning called for by this task. As a quick gloss of the
proposed strategy, we define local classifiers, trained on annotated material,
which predict the likelihood of individual decisions in a local context. These
2
values are brought together into a network of interrelated decisions, subject
to global constraints imposed by the structure of the problem: in particular
the relationship between events and the temporal relations they enter into,
or the relationships between those temporal relations themselves. ILP tech-
niques are chosen that can find globally optimal solutions to these networks
of problems.
ILP models thus integrate the empirical, statistical decisions of lo-
cal decisions with global, linguistically motivated constraints. We develop
these ideas as follows: In §1.1 we provide a discussion of the linguistic con-
text of the current work and a motivating example illustrating the complex-
ity of the task and the interrelatedness of the predictions involved. chapter
2 presents the temporal markup language TimeML, and §2.1 presents Time-
bank, a corpus of TimeML-annotated documents which we use for the de-
velopment and evaluation of our models. Given an understanding of the
theoretical domain, chapter 3 puts forward a precise statement of the prob-
lems the research addresses, chapter 4 the proposal this paper offers, and
a presentation of the models that will implement the proposal. chapters 5
and 6 present empirical evaluation of the proposal and chapter 7 concludes.
1.1 Linguistic context
The research presented here is part of an ongoing effort to explore
tractable, computational approaches to Smith (2003)’s theory of Discourse
Modes. Passages of written text can be classified into modes of discourse,
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including Narrative, Description, Argument, Information and Report, by
examining the distribution of situation entity types for the situation entities
evoked, and the mode of progression (temporal or metaphorical) through
the text. For example the Narration and Report modes both contain mainly
events and temporally bounded states; they differ in their principles of tem-
poral progression. Report passages progress with respect to (deictic) speech
time, whereas Narrative passages progress with respect to (anaphoric) ref-
erence time. Passages in the Description mode are predominantly stative,
and Argument mode passages tend to be characterized by propositions and
Information mode passages by facts and states. While Palmer et al. (2007)
provided a computational treatment of the classification of situation entities
in text, this report aims to contribute to characterizing textual temporal pro-
gression. With the development of textual material annotated for temporal
progression and situation entities, we move closer to being able to provide
an empirical characterization of situation entities and discourse modes. Be-
cause of this, one of the major motivations for this project was facilitate the
creation of new annotatedmaterials. More generally, however, the complex-
ities of temporal semantics are a significant challenge for a computational
analysis, although the potential pay-off for question answering and other
technologies is great. The following example frames the complexities of the
problem space.
4
1.2 Motivating example
Consider the following passage:
(1.1) One of President Bush’s sons has informed White House Chief of
Staff John Sununu that he has lost much of his support among Re-
publicans, prompting an intense effort by Sununu to hold on to his
job by demonstrating his GOP backing, White House and Republi-
can sources said Monday. Sununu was told Wednesday by Bush’s
son, George, that he had alienated members of the Cabinet, the
White House staff and the Republican political community, creat-
ing a situation that puts his effectiveness in significant doubt, the
sources said.1
What would a computer have to know to be able to answer questions rel-
evant to (1.1)? There are many facets to the traditional problem of compu-
tational natural language understanding (NLU). Among these are the iden-
tification of the entities under discussion, and the relations between them.
In addition, a question-answering system needs an understanding of the
events and times evoked by this passage and the relations between them.
In (1.1), the events include Bush (the younger) informing Sununu of Su-
nunu’s loss of support among Republicans, Sununu’s loss of support itself,
the reporting event performed by Republican sources Monday, and several
1Copyright the San JoseMercury-News. Dec 3, 1991. From Timebank 1.2.
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others. These events are then associated with the two times mentioned in
the passage, Monday and Wednesday. Deep understanding of the passage
involves knowing not just the events and times themselves, but how they
relate to each other, and ultimately how they relate to the times when the
event took place.
The first obvious question regards how well strictly naive methods
work in temporal analysis. For example, consider the times evoked in (1.1)
–Monday andWednesday – as well as the events indicated in the text below,
among others:
One of President Bush’s sons has (e1) informed White House
Chief of Staff John Sununu that he has lost much of his support
among Republicans, . . .White House and Republican sources (e2)
said Monday. Sununu (e3) was told Wednesday by Bush’s son,
George, that he (e4) had alienated members of the Cabinet, the
White House staff and the Republican political community, . . .
When did e1 occur? There are the two times mentioned in the passage, they
make good candidate times. Of the two, Monday is in the same sentence e1
– but guessingMonday is incorrect. Note that e3 is closely grammatically as-
sociated with Wednesday, and moreover associating Wednesday as the time-
index of e3 is correct; secondly, e1 shares the same actors (Sununu, G.W.
Bush) as e3, their principle verbs are closely related, and so a reasonable in-
ference is that these denote the same event. This is correct, of course, and
6
from this we can conclude that e1 is indexed toWednesday.
Similar problem: in what order do e1, e2, and e4 occur in? Is asso-
ciation with the known temporal mentions enough? Basic proximity cor-
rectly associates e2 with Monday and e3 with Wednesday, but in lieu of more
context there is no way to tell whether this particular Monday preceded
this particular Wednesday. One possible guess would be that sinceMonday
comes before Wednesday in a prototypical week, assume Monday precedes
Wednesday and thus e2 precedes e4. This is the incorrect prediction. Another
simplistic hypothesis would be that since e2 textually precedes e4, perhaps
it temporally precedes it as well; this too is wrong. What is the case is that
e1 occurred before e2, likewise e3 occurred after e4. As noted above, events
e1 and e3 are identical. Altogether, this discussion presents the notion of
temporal relations between events:
beforehe1, e2i
identityhe1, e3i
afterhe3, e4i
Also, we have the intuitive relations includes and included by, which, as sug-
gested above, relate the timesWednesday andMondaywith e2 and e3 respec-
tively, and so we add:
included byhe2,Mondayi
7
included byhe4,Wednesdayi
These relations are presented graphically in figure 1.1.
e1:informed
e2:said
before
e3:alienatedafter
e4:told
identical
Mondayincluded_by
Wednesdayincluded_by
Figure 1.1: Temporal relations between some of the events and times men-
tioned in (1.1). The left-to-right orientation corresponds to the sequence of
the events and times in the temporal relations, not their sequence in time.
By informal convention, the order of events and times in the relations has
corresponded to the order of their respective mentions in the text.
Having said that, howdo speakers of English infer the relations above?
One classic story goes back at least to Reichenbach (1947): tense in English
indicates that event time (E) came before or after speech time (S); however, in
addition to tense, perfective aspect, realized in English with the have auxil-
iary, indicates that a third time, reference time (R) is a part of the interpreta-
tion of the verbal expression – in particular, perfective aspect conveys that
the event time occurs before the reference time (E < R). In lieu of perfective
aspect, event time and reference time are the same (E = R). Schematically:
Simple past Christopher hugged Pooh E = R < S
Present perfect Christopher has hugged Pooh E < R = S
Past perfect Christopher had hugged Pooh E < R < S
Reichenbach’s influential analysis extends beyond these three constructions,
but they suffice to illustrate the basic point: tensed verbal forms in English
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include reference to a contextually salient reference time. Linguistically mo-
tivated discourse accounts (Partee, 1984; Kamp and Reyle, 1993) treat Re-
ichenbach’s reference time directly as anaphora, as shared reference across
propositions. So, in the passage above, the linguistic analysis is that e3 and
e4 share the same reference time R, however since e4 is in past perfect, its
event time is understood as preceding R – hence e3 after e4.
The research presented in this report is concerned with the identifi-
cation and the classification of temporal relations such as those above. With
this introductory presentation of the problem domain, we have presented
some of the central themes of this work:
• Temporal relation classification is relevant to the broader goals of com-
putational natural language understanding, inclusive of which are the
practical applications of question-answering and text summarization.
However, it is a sufficiently complicated task that even the descriptive
generalization presented above evokes reference to non-trivial mean-
ing representation and reasoning. The reasoning is structured and in-
volves several sources of information, thus simple labels or classifica-
tions will not suffice as interpretation.
• Temporal natural language understanding cross-cuts traditional com-
positional semantic analysis. Temporal relations apply to events evoked
by both verbal and nominal expressions (Sununu’s resignation), as well
as temporal expressions which included temporal nouns (Wednesday),
9
adverbs (recently) and textual or cultural conventions (e.g. the date-
stamp on a newspaper article).
There is a third general point to be brought out from the example above, that
the temporal interpretation of a passage consists of structured decisions in-
volving several components of the passage taken together. In this report,
we consider two dimensions of this thesis: (a) that there is a structured rela-
tionship between the classes events belong to (generalizing beyond events,
in fact, to situation entities) and the temporal relations that exist between
them, and (b) that there is a relationship between instances of temporal re-
lations within the same document, since, within the same context, the re-
lated events and times are ultimately mapped to the same linear sequence
of time.
Consider the passage again in (1.1). We will articulate in greater
depth what is meant by event classes in §2, though for the purposes of this
discussion, consider the two classes reporting events and (non-reporting) oc-
currences. There is an identity relation that holds between e1 and e3, denoting
that they refer to the same event ultimately. It is not surprising that they are
of the same event class (reporting events), even though the expressions are
not indicated by the same lexical items (informed versus told). We consider
the hypothesis that, in general, identical events will be of the same event
class. We also consider that, in general, more subtle patterns exist between
event classes and temporal relations. For example, work in semantics (e.g.
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Kamp and Rohrer, 1983) has assumed that sequences of occurrences in sim-
ple past will tend to fall into sequential after relations in sequence. With e1
and e2, the event denoted by e2 actually occured before e1. The perfective as-
pect of e1 certainly contributes to this understanding, but so do the situation
entity classes raised: e2 is a reporting event and e1 is, in effect, what is be-
ing reported, so we intuitively have beforehe1, e2i. We will want to present a
model that not only can impose strict constraints on labeling of temporal re-
lations with respect to the classes of the conjoined events, as well as weaker
but more general relations that hold between them.
As for that, consider the graph of the relations in figure 1.1, and con-
sider what other temporal relations we can induce from these. Given that
e1 is identical with e4 (both are the event of the younger Bush informing
Sununu of his loss of support), we expect e4 to have the same relations with
e2 and e3 as does e1 – before and after respectively. These intuitions can be
formalized with the following rules:
beforehi, ji ^ identityhi, ki ! beforehk, ii
afterhi, ji ^ identityhi, ki ! afterhk, ji
These are reminiscent of the transitive closure rules of (Allen, 1983, 1984; Set-
zer et al., 2003; Verhagen, 2004). More to the point, they speak to a more
general classification strategy for temporal relations, by allowing rules such
as these to extend our understanding of the document by predicting more re-
lations than are strictly indicated in a corpus by manual annotation. Verha-
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gen argues for a similar strategy for corpus development, Mani et al. (2006,
2007) argue for using closure information to bolster training data available
for temporal relations prediction. We present a method for encoding these
kinds of relations directly into the prediction task.
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Chapter 2
TimeML
TimeML (Pustejovsky et al., 2003, 2005) was chosen for this project
due to the detail of its temporal annotation, and the corresponding com-
pleteness of the temporal analysis it projects onto a text. TimeML’s im-
mediate predecessor was the Timex2 time-expression annotation format of
Wilson et al. (2001). Timex2 is designed for the annotation of temporal ex-
pressions, dates as well as temporal adverbs (yesterday, tomorrow), and non-
specific named time expressions (Monday, next July). It essentially identi-
fies each temporal expression in text and, to whatever extent possible, as-
sociates each temporal expression with an unambiguous temporal value (a
time-stamp).
TimeML extends Timex2 with its own format for temporal expres-
sion annotation, Timex3. However, it goes beyond the annotation of tem-
poral expressions to include events and relations that hold between them.
These – events and temporal relations – are the focus of this study, and so
the details of TimeML annoation for these elements is presented here:
Events TimeML includes special annotations for events, identifying them
in context as well as providing values for the following:
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• Event tense: whether the event is in present, past, etc tense
• Event aspect: what grammatical aspect (e.g. perfective) is associ-
ated with the event
• Event class: what kind of event it is. Due to the importance of
event class to our study, we illustrate each class with the example
terms provided by (Pustejovsky et al., 2005):
– occurrence: die, crash, build, merge, sell
– perception: see, hear, watch, feel
– reporting: say, report, announce
– aspectual: begin, finish, stop, continue
– state: on board, kidnapped, love
– i(ntensional)action: attempt, try, promise, offer
– i(ntensional)state: believe, intend, want
• Polarity: negative or positive
• Modality: the modal auxiliary associated with a verbal event
• Signal: The signal expression associated with an event (see be-
low)
TimeML recognizes not just verbal events, but includes:
• tensed verbs: kissed, walking etc
• stative adjectives: stalled, completed
14
• event nominals: resignation, invasion
Relations or Links TimeML recognizes and annotates three kinds of rela-
tions between events and times in text. Of particular interest to this
study are:
• Temporal Links (TLinks) which indicate temporal sequence in-
formation between events or between events and times. The pos-
sible TLink values are (with dual relations shown together):
– before/after
– i(mmediately)after/
i(mmediately)before
– includes/isincluded
– during/during inv(erse)
– simultaneous
– identity
– begins/begunby
– ends/endedby
The interpretation of TLink values are fairly transparent. Addi-
tionally, TLinks indicate whether a Signal or temporal connective
is cited in the interpretation of the temporal link. For example,
the after-relation holds between events corresponding with met
and holding as indicated by the signal after in
Another highly placed source said the president’s son met with
Sununu last week after holding a series of conversations about
the structure of the White House staff and of the campaign
with other Bush loyalists and GOP activists.
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There are two other kinds of event/event relations indictated in TimeML:
Subordination Links or SLinks are used to indicate contexts intro-
ducing subordination relations between two events or between an
event and a signal, including modal, factive, counterfactive, evidential
and negative evidential. SLinks often connect pairs of tensed verb events
where one is a grammatical argument of the other. Aspectual Links or
ALinks indicate the relationship between aspectual events and their
argument. The possible values of ALinks are: initiates, culminates, continues,
and terminates
2.1 Timebank: The TimeML corpus
Timebank 1.21 is a corpus of news documents annotatedwith TimeML,
currently containing 183 news documents selected from theAutomatic Con-
tent Extraction (ACE) program and PropBank (Palmer et al., 2005). The ACE
documents are transcriptions of broadcast news from ABC, CNN, PRI, and
the VOA, and newswire from AP, the New York Times, and the Wall Street
Journal. Articles selected from PropBank are from theWall Street Journal sec-
tion of the Penn TreeBank. Additionally, there is one document from the San
Jose Mercury-News, quoted above. The documents were chosen as exem-
plars of temporal information and structure, according to the accompanying
notes. In addition to Timebank, the Aquaint TimeML Corpus has recently
1See http://timeml.org/site/timebank/timebank.html
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Timebank 1.2 Aquaint
PB N B Totals N16 N19 N35 N45 Totals Totals
Event 4921 2154 865 7940 765 2117 490 1060 4432 12372
TLink 4168 1543 707 6418 1013 2788 516 1048 5365 11783
Tokens 39459 15548 6404 61411 7027 16242 3631 7254 34154 95565
Documents 132 26 25 183 23 25 10 15 73 256
Table 2.1: Timebank/Aquaint corpora statistics. In the Timebank data, PB
= the Wall Street Journal documents taken from PropBank (originally the
Penn Treebank. The others are mostly fromACE: N = Other newspaper and
newswire documents (AP, New York Times, other Wall Street Journal, San
JoseMercury-News), B = Broadcast reports (CNN, VOA, PRI, ABC News)
been released publicly2, containing an additional 73 news documents, also
chosen for the complexity of their temporal structure. The documents were
sampled from four topic areas of the TREC novelty track,3 namely:
N16 Kenya Tanzania Embassy bombings
N19 Elian Gonzalez Cuba
N35 NATO, Poland, Czech Republic, Hungary
N45 Slepian abortion murder
The basic statistics for the TimeML elements in these corpora are given in
Table 2.1.
The Timebank and Aquaint data have been sliced up in different
ways for different tasks. In what follows, we evaluate the same or simi-
2Same Web address as Timebank.
3See http://trec.nist.gov/tracks.html
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lar problems as those addressed previously, and so here we review some of
the key related data statistics.
Different authors have extracted different classification problems from
TimeML annotations. In what follows, we outline the two basic TLink clas-
sification problems – TLink discovery and TLink classification – as typified by
Borguraev and Ando (2005) and Chambers et al. (2007) respectively.
Boguraev and Ando are concerned with both tagging events and
temporal expressions in context (using, respectively, named-entity-recognition
techniques and finite-state methods), as well as discovering TLinks in the
data. This can be an expensive computationally, since the number of raw
pairs of event/timex in a document is n2 for n event/timex. For documents
with 200+ event/timex, this can be a costly number of instances to train and
test on.
Chambers et al. are particularly interested in event-sequencing, that
is, TLink classification over pairs of events. Mani et al. (2006) are interested
in classification over the both pairs events and pairs of event/timex. Addi-
tionally, Mani et al. included signals (discourse connectives explicitly linked
to the TLink in the corpus annotation) among their admissible features for
TLink classification, whereas Chambers et al. do not. The differing number
of event/timex pairs in Timebank plus Aquaint are given in Table 2.2.
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Relation w/Signal Event/Event Event/Timex Timex/Timex All
before 101 2302 927 0 3399
after 151 1023 512 29 1564
identity 0 908 7 114 1026
simultaneous 50 667 64 3 734
includes 110 384 1062 107 1553
is included 249 484 2016 30 2530
during 77 97 241 1 339
during inv 0 0 1 0 1
ibefore 3 67 4 2 33
iafter 10 50 5 1 56
All 896 6234 5076 473 11783
Table 2.2: TLinks and TLink relations across events and timex.
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Chapter 3
Problem Statements
We consider two problems: joint temporal relation classification with
event classification, and temporal relation classification guided by global
constraints.
3.1 Joint classification
The problems addressed in this study are TLink classification and
joint TLink classification with event (situation entity) classification. Take
a document D with known event mentions Ev(D), and the set of labels
R = {before, includes, simultaneous . . .}. (The precise label sets we use for
temporal relations are discussed in §5.) The set of possible pairs of events
for which there exists a link, then, is Ev(D)⇥ Ev(D). The problem of TLink
discovery is the identification of the subset L ✓ Ev(D)⇥ Ev(D)⇥R of ac-
tual temporal links in D. Given that there will only be one temporal re-
lation per pair of events, there are two subproblems: the identification of
L0 ✓ Ev(D)⇥Ev(D) and the identification of a labeling function f : L0 ! R.
In Chambers’ and Mani et al.’s studies, L0 is taken to be known a priori, and
thus the task is the discovery of the correct labeling function f – we refer to
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this sub-problem as TLink classification. Alternatively, TLink discovery (with
L0 unknown) has an alternate definition, the identification of a function f 0
which, given a pair of events hi, ji for which there is no identifiable temporal
relation, f 0(i, j) = NoLabel. That is, TLink discovery corresponds to identify-
ing, for a document D, the function: f 0 : Ev(D)⇥ Ev(D)! R [ {NoLabel}.
Secondarily, consider the problem of choosing the correct event class
for a given event. That is, given Ev(D), and a set of class labels C =
{occurrence, perception, reporting, . . .} correct event classification for a docu-
ment corresponds to identifying a function
g : Ev(D)! C (3.1)
Stated probabilistically, f and g correspond to finding, for each pair of events
hi, ji in Ev(D):
f (i, j) = argmax
r2R
P(r|i, j) (3.2)
g(i) = argmax
c2C
P(c|i) (3.3)
We have argued these problems are not independent. The class that an
event belongs to intuitively factors into the kinds of temporal relations it
may enter into. For example, occurrences are often in temporal sequences
(related by before or after), whereas states and events often enter into as-
sumption relations (includes, begins, ends, etc). The joint probability of event
classes and temporal relations for a pair hi, ji is given by
P(r, ci, cj|i, j) = P(r|i, j, ci, cj) · P(ci, cj|i, j)
= P(r|i, j, ci, cj) · P(ci|i) · P(cj|j) (3.4)
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following the product rule of probabilities and the conditional indepen-
dence assumed to hold between event classes (outside of a temporal rela-
tion). This suggests the following revisions to the temporal relation classifi-
cation function f in (3.2). The first utilizes the local event classifier g directly
as part of a cascade model:
f (i, j) = argmax
r2R
P(r|i, j, g(i), g(j)) (3.5)
The second takes the marginal sum of the event classifier predictions:
f (i, j) = argmax
r2R
Â
ci,cj2C
log{P(r|i, j, ci, cj)P(ci|i)P(cj|j)}
= argmax
r2R
Â
ci,cj2C
log P(r|i, j, ci, cj) + Â
ci2C
log P(ci|i) + Â
cj2C
log P(cj|j)
= argmax
r2R
Â
ci,cj2C
log P(r|i, j, ci, cj) (3.6)
Finally, a joint model suggests calculating (3.4) across all events i, j in a doc-
ument. That is, choose the models f , g such that f (i, j) = r, g(i) = ci and
g(j) = cj agree on the most likely joint assignment of event classes and
temporal relation class:
h f (i, j), g(i), g(j)i = argmax
hr,ci,cji
P(r|i, j, ci, cj) · P(ci|i) · P(cj|j)
= argmax
hr,ci,cji
log P(r|i, j, ci, cj) + log P(ci|i) + log P(cj|j)(3.7)
Each of these proposals is considered below.
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3.2 Constraint-guided global relation prediction
Stepping back from the joint models, we also want to consider tem-
poral relations prediction constrained by coherence relations derived from
rules known to hold over instances of temporal relations generally. We fo-
cus on transitive closure rules (Allen, 1983, 1984; Setzer et al., 2003; Verhagen,
2004), such as the following:
beforehi, ji ^ identityhj, ki ! beforehi, ki
includeshi, ji ^ includeshj, ki ! includeshi, ki
Simplifying, we can reduce rules of this form to triples hr, s, ti 2 Rule ⌘
rhi, ji ^ shj, ki ! thi, ki. Thus, we choose f as before, based on (3.2), how-
ever subjected to the following constraint, which holds over a document:
8hr, s, ti 2 Rule, f (i, j) = r ^ f (j, k) = s ! f (i, k) = t (3.8)
What this problem calls for is a strategy that combines probabilistic reason-
ing at a local level, the capacity to integrate shared information in a global
probabilistic setting, and the ability to impose strict rule-based constraints
to guide prediction. We propose just such a now.
This method can be combined with earlier uses (Mani et al., 2006,
2007; Verhagen, 2004) of transitive closure rules in a novel way. Transitive
closure rules have been proposed by Setzer et al. (2003) and Verhagen (2004)
as a means of expanding TimeML corpus data. That is, given a closure rule
hr, s, ti, if you find a relation r holds between event/timex i, j and relation
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s holds between j, k, add a new relation t holding between i, k. Verhagen
found that this increased the coverage of temporal relations on the pairs
of event/timex in actual corpora dramatically. Using a simpler set of clo-
sure rules than Verhagen, and applying it more simply, also expanded our
training and evaluation datasets significantly.
However, Mani et al. (2007) found that the closure rules actually
added complexity to the dataset, ultimately resulting in lower temporal re-
lation classification accuracy on the expanded dataset. We propose that by
constraining the prediction of temporal relations by constraints (3.8) reflect-
ing the closure rules themselves, the model will be better able to capture the
patterns of temporal relations introduced by the closure technique.
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Chapter 4
Proposal
Several recent papers have presented solutions to problems with the
structure outlined above in the form of optimization problems, specifically in-
teger linear programming (ILP) problems (Punyakanok et al., 2004; Barzilay
and Lapata, 2006; Roth and Yih, 2007; Denis and Baldridge, 2007). Here is
the general strategy. As the problem statement suggests, we make use of
statistical machine learning to inform local decsions, that is, predictions re-
garding event class and temporal relations based on the local environment
of each. This provides us with local models or classifiers Q,R such that, Qic is
the predicted probability i has event class c, and Ri,jr is the predicted proba-
bility that events hi, ji have the temporal relation r. These provide us with a
weight for each potential decision g(i) = c and f (i, j) = r. The predictions
of the local models can be combined for a document with
maximize z =Â
i,j
Ri,jr · xi,jr +Â
i
Qic · yci (4.1)
This formulation depends on indicator variables yic, x
i,j
r 2 {0, 1} such that
yic = 1 indicates choosing the event class c for event i, and likewise x
i,j
r = 1
indicates choosing temporal relation r for events hi, ji. Thus, we recast (3.2)
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and (3.3) as
f (i, j) = 1 iff xi,jr , g(i) = 1 iff yic
Of course, this formulation will permit the assignment of multiple labels
unless we impose the following linear constraints of the indicator variables:
Â
r2R
xi,jr = 1
Â
c2C
yic = 1
What (4.1) gives us is an objective function to solve for the document. In
fact, if we reconsider these equations without the constraint that x be of
an integer values, then these are all strictly linear equations, and there are
well knownmethods for solving optimization problems consisting of linear
equations. These are known as linear programming problems, and the best
known solution to LP is provided by the Simplex algorithm (Dantzig, 1951).
Imposing the constraint that x be an integer, as in our actual problem for-
mulation, the problem is no longer a pure LP problem, however it is now
an instance of the well-studied LP variant, integer (or mixed-inteer) linear
programming problems (Schrijver, 1986) (see also (Roth and Yih, 2007) for
presentation). One benefit of these methods for the working computational
linguist is that several software packages exist to solve LP and ILP problems
“out of the box”. For this research, we used the GNU Linear Programming
Kit1.
1, http://www.gnu.org/software/glpk/
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Without further constraints, the objective function (4.1) returns the
most likely decisions proposed by the local models. However, what this
formulation allows us to do is constrain the model to adhere to global con-
straints stated declaratively and indepdendent of any particular document.
It also allows us to impose conditions on joint decisions made by the model,
as in the relation between event class and temporal relations. Wewill present
the additional constraints suggested by the problem statement as linear con-
straints in §4.2. First, we articulate the nature of the models used for lo-
cal classification, and review standard machine learning as applied ot NLP
problems of this sort.
4.1 Machine learning models
In our local models, we apply a standardmachine-learning approach
to these problems, explicitly modeling and trying to solve (3.2) and (3.3).
We use log linear (or maximum entropy) models for the local classification
problems. In log linear formulations, the conditional probability P(c|i) is
taken as:
Pw(c|i) = exp{w · f(i, c)}/Z(i)
= expÂ
k
wk fk(i, c)/Z(i)
for feature functions f (i.e. w · f(i, c) is the dot product). That is, the expected
value of the sum of feature values for i and classification c, weighted by the
weight parameters from w, where each wk 2 <. Features are treated as
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functions from mentions i together with classification labels c to numerical
values, i.e. fk(i, c) 2 <. For example, fk corresponding to a feature that the
lemma of event i is “informed” and the event class c is reporting:
fn(i, c) =
(
1 lemma(i) = “inform”^ c = reporting
0 otherwise
Z ensures Pw is a probability distribution: Z(i) = Âc02C expw · f(i, c). In
training the goal is to choose the parametersw that are the most likely given
the data D. That is, to choose
wˆ = argmax
w
P(w|D)
= argmax
w
P(D|w)P(w)/P(D)
= argmax
w
P(D|w)P(w)
Choosing a uniform prior P(w) – i.e. in a maximum likelihood estimate
wˆ = argmaxw P(D|w) – tends to overfit the parameters to the data. Instead,
we choose a Gaussian prior onw, that is, for each wi,
P(wi) =
1q
2s2i p
exp
 
  w
2
i
2s21
!
This is the normal distribution with µ = 0. The intuition behind it is that
this this prior decreases the likelihood of large weights, which smooths the
model. As for calculating P(D|w), in maximum entropy models the task
is to choose the probability distribution with the greatest entropy; equiv-
alently, the probability distribution that maximizes the likelihood of the
training set itself. To this end we choose the parametrizationw that for each
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instance (i, c) in the training data maximizes the margin between the correct
classification c and incorrect ones c0: w · f(i, c) w · f(i, c0). Computation-
ally, this takes the form of a constrained optimization problem. There are
several noted solutions Malouf (2002), we use the limited memory variable
metric available with the Toolkit for Advanced Discriminative Modeling2
4.2 Global models: Joint classification
The formulation of the joint model given in (3.7) suggests extending
our notation for the base classifiers to be R
(i,j),(ci,cj)
r = log P(r|i, j, ci, cj) and
Qic = log P(c|i). Thus, the objective function, with a new indicator variable
x
(i,j),(ci,cj)
r , is:
maximize z = Â
i,j,ci,cj
R
(i,j),(ci,cj)
r · x(i,j),(ci,cj)r +Â
i
Qic · yci
To capture the global dependencies, we subject the x to the following con-
straints:
Âc yic = Âr x
(i,j),(ci,cj)
r = 1 (4.2)
x
(i,j),(ci,cj)
r  yici (4.3)
x
(i,j),(ci,cj)
r  yjcj (4.4)
yic, x
(i,j),(ci,cj)
c 2 {0, 1} (4.5)
Equation 4.2 entails that the model may select precisely one event class for
a given event mention, and only one temporal relation class for a pair of
2Available from tadm.sourceforge.net.
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events. Equations (4.3,4.4) state that the model must resolve any differences
between the base classifiers: If the model predicts f (hi, ji) = r given g(i) =
c, g(j) = c0, then the model must in fact predict g(i) = c and g(j) = c0.
Finally, equations (4.5) insist that indicator variables x must be integer and
0 or 1.
4.3 Global models: Constraint-guided relation prediction
Constraints encoding the transitive closure rules, stated in (3.8), can
be straightforwardly stated as linear equations as follows. The idea is to
ensure that, given a triple encoding a transitive constraint hr, s, ti, if xi,jr =
1 and xj,ks = 1 then xi,kt must equal 1. The linear equation providing the
constraint is:
xi,jr + x
j,k
s  xi,kt + 1
This kind of ILP constraint is used by Barzilay and Lapata (2006) for docu-
ment partitioning, and Denis (2007) for coreference resolution.
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Chapter 5
Evaluation
We evaluate the proposed methods by developing systems to clas-
sify TLinks for their relation type. We focus on relations that hold between
events only, both for consistency with recent literature in the area, and the
regularity that imposes on the task. In what follows, we report results for
both the base classifiers and global models, and evaluation on both the
datasets that have been closed in a manner similar to Verhagen’s propos-
als, and on the original annotations in isolation.
For data, we used the combined Timebank 1.2 and Aquaint corpora.
Of the 256 documents that comprise these corpora, we held out 28 docu-
ments as a blind test set. The results of our models on the test set were not
examined prior to immediately before the preparation of this report. To tune
our models and techniques, we performed 10-fold cross validation on the
remaining 228 documents. We report the performance of our models in this
development setup as well as against the test set, since the cross-validation
numbers provide a closer comparison with other reported results: in partic-
ular, both Chambers et al. (2007) and Mani et al. (2006, 2007) report cross-
validation results on the whole combined corpus.
31
Event features
EventF Unigrams & bigrams of:
Tokens (lowercased), Lemmas, Affixes, Part of speech (POS),
Have (whether one of the tokens is a deriviative of have),
Be (whether one of the tokens is a derivative of be),
Modal (whether one of the tokens is a modal, e.g. should),
TLink features
Basic EventF for each event, bigrams of event features
sentence distance, textual order, same lemma,
same affix, adjacency
OracleTA Unigrams & bigrams of event tense and aspect annotation
(oracle tense + aspect) same tense, same aspect
OracleC Basic, Unigrams & bigrams of event class annotation
(oracle class) same event class
OracleTAC OracleTA [ OracleC
Table 5.1: Features used in TimeML classification experiments
5.1 Features
The features we chose are given in Table 5.1. The features we used
were all treated as boolean features, so that even Sentence distance features
were singular boolean values, e.g. dist=1, dist=2 etc. POS features were
provided by the Curran and Clark tagger (Curran and Clark, 2003), and
lemmas and affixes were provided by morpha (Minnen et al., 2001). For
most of the experiments, we chose to use relatively lightweight features.
We did so to simulate, in part, application of the proposed methods to
languages other than English that may not have the resources available,
such as trained models for wide-coverage parsing, or semantic annotated
resources like PropBank. In the execution of our experiments, we evaluated
richer linguistic features, such as grammatical relations provided by syntac-
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before (after)
includes (during, during inv, is included)
simultaneous (identity)
begins (begunby)
ends (endedby)
ibefore (iafter)
Table 5.2: Relations used in our evaluation. The relations in parentheses
were collapsed into those on the left.
tic parsers, but found their contribution did not justify the greater amount of
external information such features effectively import into evaluation. Also,
they detract from the evaluation of the efficacy of the global (ILP) models,
which is the central focus of this report. In working with this data, care
has been taken to avoid using additional annotation that comes with Time-
bank. In particular, we trained and evaluated using only predicted sentence
boundaries and tokenizations, both provided by OpenNLP1.
5.2 TLink Relation Types
There is a certain amount of redundancy, by design, in the full set of
TimeML TLink relation types. Of the original set of relation types, we chose
the subset given in Table 5.2. We updated the datasets, collapsing the rela-
tions in parentheses into the corresponding relation on the left. Naturally,
we were careful to reverse the order of the indices in the annotation when
collapsing a relation into its inverse (e.g. afterhi, ji 7! beforehj, ii).
1http://opennlp.sf.net
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before includes simultaneous
before before before before
includes includes includes
simultaneous before includes simultaneous
Table 5.3: Transitivity table of TLink relation types, hp, r, si.
5.3 Closure
As mentioned, following Verhagen (2004); Mani et al. (2006, 2007)
we used a set of transitive closure rules to extract and add to the dataset
new temporal relations from the original annotations which are provided
by transitive closure rules. We use a different (smaller) set of rules than
the abonve authors, and a different (simpler) closure strategy. Verhagen’s
SputLink uses a transitivity table with 745 total rules, many of which are
disjunctive, such as
includeshi, ji ^ beforehj, ki ! includeshi, ki _ beforehi, ki _ . . .
Our transitivity table is given in Table 5.3. The table is symmetric save for
hbefore, includes, beforei. We focus exclusively on before, includes and simultaneous
since these three relations constitute the overwhelming majority of the an-
notations. Also, where SputLink generates a large set of relations via a
graph closure technique, we simply passed applied the rules where appli-
cable to the original annotations once. Mani et al. (2007) report that using
SputLink, a total of 13,985 relations were created from the original 5300. The
number of TLinks our closure system created is given in Table 5.4.
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Train/Devel Original Closed
before 2975 10210
begins 104 104
ends 122 122
ibefore 104 104
includes 872 4582
simultaneous 1405 1644
Total 5582 16766
Test Original Closed
before 350 2712
begins 11 11
ends 15 15
ibefore 13 13
includes 93 3216
simultaneous 170 207
Total 652 6174
Table 5.4: Size of original and closed datasets, in TLink relations
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Chapter 6
Experiments and Results
Before discussing our joint and global models for temporal relation
classification, we present the results of the base classifiers that contribute
to the ILP formulations. Then, separate evaluation is presented for the
joint event & temporal relation classification formulation, and the global
constraint-guided formulation.
6.1 Base models
The base model Q for event classification consisted of a log linear
classifier with a Gaussian prior with variance = 10000. After tuning this pa-
rameter early in experimentation, it was left constant through the remainder
of the research period. We used the EventF features indicated in Table 5.1.
The micro-averaged accuracy of the base classifier is 80.8 against a majority
class baseline of 58.8 (where the majority class is occurrence) and 78.7 against
the test set against a majority class baseline of 57.9.
For temporal relations we again used a log-linear base classifier. We
tuned the prior used during early stages of development, but settled on
a Gaussian prior with variance = 1000. This parameter did not change
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begins ends incl simul ibefore before Annotated
begins 4 2 2 23 0 73 104
ends 1 35 3 15 0 68 122
includes 0 0 192 209 0 471 872
simul 0 1 81 724 2 597 1405
ibefore 0 0 5 17 16 66 104
before 0 0 87 294 1 2593 2975
Predicted 5 38 370 1282 19 3868 5582
Prec Rec F
begins 80.0 3.8 7.3
ends 92.1 28.7 43.8
incl 51.9 22.0 30.9
simul 56.5 51.5 53.9
ibefore 84.2 15.4 26.0
before 67.0 87.2 75.8
Table 6.1: Base classifier performance on non-closed development dataset
during subsequent stages of evaluation. The accuracy of the base tempo-
ral relation classifier using the Basic feature set was 63.8 (baseline = 53.3)
on the non-closed development dataset, and 65.2 (baseline = 53.7) on the
non-closed test dataset. The compares favorably to other results on this
dataset. Mani et al. (2007) report 59.7 percent accuracy on this task, using
a similar machine learning model with event class, tense and aspect as fea-
tures; Chambers et al. (2007) do not report on this dataset without the use
of cascade or oracle features. Table 6.1 presents the confusion matrix and
precision/recall/f-score values for the different TLink labels. These statis-
tics begin to reveal some of the persistent patterns of difficulty encountered
by these and subsequent experiments. The before and simultaneous classes
are well attested in the data and are predicted with reasonably good accu-
racy by the base model (and others). The difficult class is includes, which is
the third most attested class, however it is classified with very poor recall.
The other classes, ibefore, begins and ends were not frequently annotated in
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the dataset. They generally have strong precision but low recall.
6.2 Joint event class & temporal relation experiments
In what follows the experiments motivating and evaluating the joint
formulation of §3.1 and §4.3.
6.3 Oracle experiments
To investigate the potential utility of the cascade and joint formula-
tions, several experiments were performed using the annotated values for
event tense, aspect and class as features (and other features, such as bigrams
of these values, derived from them). The results on the development set are
the following. Using gold-standard event aspect and event tense resulted
in a raw TLink classification accuracy score of 64.6, a .8 point improvement
over the base model without these features. Using all of event tense, event
aspect and event class resulted in a raw accuracy of 66.0, or a 2.2 point
improvement. However, using event class alone as an oracle feature re-
sulted in a raw accuracy score of 65.7, only .3 below perfect knowledge of
all three groups of features. This bolsters the suggestion that knowledge of
the classes of the events involved in a temporal relation aids significantly
in determination of the relation. Also, from a computational linguistics per-
spective, event class is less predictable from the morphological form of the
terms involved and the surrounding words.
38
6.3.1 Cascade experiments
As a benchmark, we developed a cascade model, basically imple-
menting the model stipulated in (3.5). First, the event classifier described
above makes predictions about event class, which predictions feed into fea-
tures for the base TLink prediction model. This strategy resulted in a raw
accuracy of 64.6 on the development set. This result is comparable to other
recent results: Chambers et al. (2007) report 65.5 raw accuracy with a cas-
cade model. However, they used significantly more features derived using
WordNet synsets, and structural features derived from the Stanford Parser1.
Against the test set, the cascade model actually beformed worse than
the base classifier, scoring 63.8.
6.3.2 Marginal sum experiments
We evaluated a model based on the the marginal sum formulation in
(3.6). That is, the marginal sum classifier classifies a pair of events according
to the log sum of its base classifier confidence on all possible classifications
of the individual events. In fact, this classifier underperformed the base
classifier with no event class information, scoring 63.4 on the development
dataset. This is not really surprising, as it would seem that summing over
event class assignments in this way would tend to wash-out the contribu-
tion event class information would make to the larger task of classifying
1http://nlp.stanford.edu/software/lex-parser.html
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Devel Acc Test Acc
Baseline 53.3 53.7
Base Model 63.8 65.2
Oracle Event Tense & Aspect 64.6 71.9
Oracle Event Class 65.7 71.6
Oracle Event Tense, Aspect & Class 66.0 72.7
Marginal Sum Model 63.4 56.1
Cascade Model 64.6 63.8
Joint Model 64.7 64.3
Table 6.2: TLink classification and joint prediction models results
relations. Against the test set, the marginal sum experiments performed
significantly worse than the base classifier, with a score of 56.1.
6.3.3 Joint experiments
Finally, we implemented the ILP-based joint formulation of event
classification togetherwith temporal relation classification. The jointmodel’s
raw accuracy on the development set is 64.8, barely outperforming the cas-
cade model. This is disappointing, though it does at least establish the plau-
sibility for this class of models to be improved on. Against the test set, the
joint model improved upon the cascade model by .5, but again failed to
improve upon the score of the base classifier. The accuracy here is 64.3.
These results are brought together in Table 6.2.
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Classifier Devel Acc (closed) Acc on Devel Orig Test Acc (closed) Acc on Test Orig
Baseline 61.0 58.5 43.9
Base classifier 71.1 57.0 65.1 59.0
ILP Constraint-guided 76.1 57.2 65.3 59.3
Table 6.3: Results of base model and global-constraint guided models on
the transitive-closed datasets
6.4 Global prediction with closure rules
In this section, the results of our feature sets and classifiers on the
expanded (closed) datasets is reported, as well as the other class of global
model technique presented in this report, constraint-guided classification.
For each dataset, two metrics are reported: the accuracy of the classifier
model on the expanded test and development datasets, and the accuracy
on the original annotated subset of the expanded datasets from which the
new relations were derived (these are indicated by Devel Orig and Train
Orig). Also, with new datasets come new majority-class baselines, and, in
fact, in the expanded test set, the majority class (includes) is not the same as
in the training data (before). The raw accuracy of these models are reported
in Table 6.3.
These results are ultimately negative, in the sense that the global
models, together with the expanded training materials, degrade classifica-
tion of the original annotations. Thus, they cannot be seen as competitive
with other methods such as the cascade and joint classifiers, as well as those
of Chambers et al. and Mani et al. However, they suggest other potential
directions for this domain. Unlike Mani et al. (2007), we found that using
closed training and test data did not degrade classification results, using
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the feature sets and closure rules described above. This raises the ques-
tion regarding whether document annotations created automatically using
closure rules can satisfactorily augment hand-annotated materials, as Ver-
hagen (2004) suggests. If this is the case, then at least results on the develop-
ment cross-validation experiments suggest that machine-learning methods
can perform well on such datasets. Of course, as the closure rules used
here expand the coverage of just the classes that are already strong, before,
includes and simultaneous, the majority class baseline is that much stronger.
As for the proposed constraint-guided global ILP method, evalua-
tion on the development dataset suggested that the global models are able
to pick up on the structural regularity imposed by the closure rules, given
the five point boost in accuracy. However, no such boost is seen on the test
set. Table 5.4 indicates what may be going on, in part. The closure-rule data
expansion dramatically increased the number of includes relations in the test
set, putting it out of sync of the training set by raw counts, at least.
Nonetheless, to establish the usage of closure rules, either to expand
on annotated materials, or to aid classification, more qualitative motiva-
tional work is necessary. Future research in this area should include careful
analyses of the output, both of rule-based closure systems, and the predic-
tions of classifiers, to determine its naturalness, and the applicability of such
predictions to larger tasks such as question-answering.
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Chapter 7
Conclusion
This study proposed a new perspective on computational temporal
semantic analysis of natural language texts. We proposed treating the col-
lective decisions involved with choosing the prediction of temporal rela-
tions with respect to event classes and to each other. Such as treatment has
a natural encoding as an optimization problem which may be solved using
integer linear programming. Empirical analysis of the proposed methods,
however, are not conclusive: while the global formulations of the classifi-
cation problem did not degrade performance, neither did they improve it
significantly. Additionally, this report considered combining these kinds
of optimization-oriented global methods with simple techniques for consis-
tently expanding the training material. Ultimately, the consistency imposed
by the classifiers’ global perspective did not contribute to gains in classifi-
cation accuracy on the original, human-annotated temporal classifications.
The classifiers’ accuracy on the expanded closed development set did im-
prove – as did the baseline – suggesting a potential future direction for
the research may be in considering training and evaluation using TimeML
datasets augmented this way. However, such an investigation much in-
volve significant qualitative evaluation, carefully checking the naturalness
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of the new relations added by the closure, as well as classifiers’ predictions
thereof.
The task this project carved out is hard, and the proposed techniques
may well have application when there are greater amounts of training ma-
terial. However, ultimately, in spite of the potential insight the proposed
models may have, moving forward in the temporal interpretation domain
will be difficult without some other source of insight about the entities, gram-
matical relations, discourse relations, and temporal structures that occur in
text. A potential direction for the proposed research agenda here would
be to combine it with methods for learning about temporal semantics from
unannotated textual material.
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