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RÉSUMÉ 
Cette thèse présente un traitement inspire du fonctionnement du système auditif pour 
améliorer la reconnaissance vocale Pour y parvenir, le signal de la parole est filtre par un 
banc de filtres et compresse pour en produire une représentation auditive 
L'innovation de l'approche proposée se situe dans l'extraction des éléments acoustiques 
(formants, transitions et omets) à partir de la représentation obtenue En effet, une com-
binaison de détecteurs composes de neurones à décharges permet de révéler la présence 
de ces éléments et génère ainsi une séquence d'événements pour caractériser le contenu du 
signal 
Dans le but d'évaluer la performance du traitement présente, la séquence d'événements est 
adaptée a un système de reconnaissance vocale conventionnel, pour une tâche de recon-
naissance de chiffres isoles prononces en anglais Pour ces tests, la séquence d'événements 
agit alors comme une sélection de trames automatique pour la génération des observations 
(coefficients cepstraux) En comparant les résultats de la reconnaissance du prototype et 
du système de reconnaissance original, on remarque que les deux systèmes reconnaissent 
très bien les chiffres prononces dans des conditions optimales et que le système original 
est légèrement plus performant Par contre, la différence observée au niveau des taux de 
reconnaissance diminue lorsqu'une réverbération vient affecter les données à reconnaître 
et les performances de l'approche proposée parviennent à dépasser celles du système de 
référence De plus, la sélection de trames automatique offre de meilleures performances 
dans des conditions bruitees 
Enfin, l'approche proposée se base sur des caractéristiques dans le temps en fonction de la 
nature du signal, permet une sélection plus intelligente des données qui se traduit en une 
parcimonie temporelle, présente un potentiel fort intéressant pour la reconnaissance vocale 
sous conditions adverses et utilise une détection des caractéristiques qui peut être utilisée 
comme séquence d'impulsions compatible avec les réseaux de neurones à décharges 
Mots-clés Intelligence artificielle, reconnaissance vocale, extraction de caractéristiques 
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CHAPITRE 1 
INTRODUCTION 
1 1 Mise en contexte et problématique 
Plusieurs penseurs s'accordent pour dire que depuis l'avènement de l'ordinateur personnel 
et l'émergence d'Internet, notre société serait entrée dans l'Âge de l'information Cet âge se 
caractériserait par une nouvelle capacité individuelle, d'une envergure surprenante, d'ob-
tenir et de partager de l'information pratiquement instantanément sans être réellement 
affectée par les distances ou les lieux géographiques 
Evidemment, l'Internet joue un rôle majeur dans cette transformation qui menace mainte-
nant d'extinction les autres médias plus traditionnels De nos jours, ce réseau informatique 
global est omniprésent dans les domaines de la communication, l'éducation, la surveillance, 
la protection, la publicité, le divertissement et bien d'autres 
Par contre, on a souvent de la difficulté à naviguer et filtrer l'immense quantité d'infor-
mation qui se trouve à notre portée pour obtenir ce que l'on cherche En effet, l'interface 
homme machine a peu changé depuis plusieurs années et encore aujourd'hui, le clavier et 
la souris restent les outils les plus utilises pour transmettre nos commandes à un système 
informatique Des améliorations pour rendre ces interactions plus conviviales ont été ap-
portées et quelques alternatives sont proposées Cependant, il est difficile d'imaginer un 
moyen de communication plus efficace pour nous que celui dont l'être humain se sert pour 
communiquer depuis plusieurs milliers d'années, c'est-à-dire la parole 
Malgré les importants développements en informatique des dernières années, les perfor-
mances des systèmes de reconnaissance vocale conventionnels restent inférieures a celles 
du système auditif humain surtout dans des conditions adverses et ces outils restent for-
tement dépendants aux données d'apprentissage [Sroka et Braida, 2005, Lippman, 1997, 
Picone, 1993] La reconnaissance vocale automatique n'est donc pas très attirante et elle 
ne se limite habituellement qu'à des applications simples et limitées 
1 
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1 2 Définition du projet de recherche 
Puisque l'être humain se sert de la parole depuis des milliers d'années comme moyen de 
communications, il n'est pas surprenant de constater à quel point il peut accomplir effica-
cement la reconnaissance vocale En effet, notre système auditif peut extraire avec facilité 
la parole d'un individu dans un environnement bruité, déterminer les caractéristiques du 
locuteur (tel que son sexe, son âge et son accent) et reconnaître ce qui est prononcé 
D'ailleurs certains travaux proposent de s'inspirer des systèmes auditifs biologiques pour 
combler les faiblesses des systèmes conventionnels telles que les problèmes lies à l'utilisation 
de fenêtres fixes des approches conventionnelles [Lewicki et Sejnowski, 1999] et diminuer 
la dépendance aux données d'apprentissage en utilisant des caractéristiques qui définissent 
mieux la nature du signal [Ah et al, 1998, 2001] 
À travers ce projet de recherche, on propose donc d'améliorer la reconnaissance vocale 
en s'mspirant de ces éléments Le traitement permettra alors à un prototype d'obtenir 
un meilleur taux de reconnaissance dans des conditions adverses et pourra s'adapter aux 
approches connexionnistes 
1 3 Objectifs du projet de recherche 
Les objectifs de ce projet de recherche sont 
- d'utiliser une représentation auditive du signal inspirée de la biologie, qui permet 
une plus grande robustesse au système, pour une tâche de reconnaissance vocale, en 
exploitant le plus possible l'information utile et discriminante, qui se trouve dans les 
transitions des signaux acoustiques, 
- d'extraire de cette représentation des caractéristiques à l'aide de bases qui repré-
sentent des éléments acoustiques afin de se départir de la contrainte de la fenêtre 
fixe glissante, que l'on trouve dans les systèmes conventionnels, 
- de générer une séquence d'événements qui serait compatible avec les classificateurs 
des approches connexionnistes 
Les performances du traitement proposé seront évaluées par la réalisation d'un système 
de reconnaissance automatique de la parole et elles sont comparées à celles d'un système 
conventionnel Markovien sur la base de données TI46-Word [Doddington et Schalk, 1981] 
(chiffres isoles prononces en anglais et enregistres par un seul microphone) Ces évaluations 
se feront sur des données propres, bruitees et avec réverbération 
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1 4 Contributions originales 
La contribution originale du projet de recherche se situe au niveau du traitement du signal 
En effet, l'approche proposée 
- se base sur des caractéristiques dans le temps en fonction de la nature du signal 
- débuts et changements importants, 
- formants, 
- transitions, 
- présente une robustesse au niveau du bruit et de la réverbération, 
- utilise une détection des caractéristiques qui peut être utilisée comme séquence d'im-
pulsions et adaptée a un reseau de neurones, 
- permet une sélection plus intelligente des données qui se traduit en une parcimonie 
temporelle 
1 5 Plan du document 
D'abord, un bref survol de travaux intéressants portant sur la reconnaissance vocale est 
effectue pour présenter l'approche conventionnelle et quelques éléments de l'approche bio-
logique 
Par la suite, les étapes du traitement propose sont présentées La représentation auditive 
du signal utilisée est sélectionnée, on explore les éléments acoustiques qui serviront de 
bases au système propose et un mécanisme de génération d'impulsion sera implémente 
Le chapitre suivant comparera les performances (données propres, bruit blanc et réverbe-
ration) du traitement complet face à un système de référence conventionnel grâce à un 
prototype 
Enfin, une courte synthèse du projet de recherche est faite et de nouvelles perspectives de 
recherche sont proposées 
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CHAPITRE 2 
ÉTAT DE L'ART 
2 1 Reconnaissance vocale 
La reconnaissance vocale a pour but de permettre à un système informatique de reconnaître 
les mots prononces par un locuteur La parole peut ensuite être affichée comme texte, 
ce qui nécessite aux systèmes d'avoir un vocabulaire étendu ainsi qu'une connaissance 
en grammaire On peut aussi limiter la reconnaissance a quelques commandes pour une 
application spécifique, un service a la clientèle automatique par exemple II est évident 
que ce moyen de communication est beaucoup plus naturel que l'utilisation du clavier et 
permet a l'utilisateur de garder l'usage de ses mains pour d'autres tâches 
2 2 Approche conventionnelle 
La grande majorité des systèmes de reconnaissance vocale actuels se sert des coefficients 
cepstraux comme modèle du signal et des chaînes de Markov cachées comme modèles de 
mots ou d'unités phonétiques [Jurafsky et Martin, 2008, Picone, 1993] Le signal de la pa-
role est alors converti en vecteurs d'observations qui représentent des événements dans un 
espace de probabilité et on se sert des chaînes de Markov cachées pour trouver la séquence 
la plus probable d'avoir produit ces événements et ainsi reconnaître ce qui est prononce 
Cette approche est maintenant bien connue et peut offrir d'excellentes performances (aux 
alentours de 99% pour des chiffres isoles) dans des conditions optimales 
Par contre, l'utilisation de systèmes de reconnaissance uniquement dans des conditions 
optimales est particulièrement limitée En effet, adapter le système au locuteur n'est pas 
toujours possible, les caractéristiques des signaux ne correspondent pas nécessairement à 
celles utilises lors de l'entraînement du système et la présence de facteurs adverses selon 
l'environnement (bruits, réverbération, ) vont dégrader rapidement la performance du 
système 
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2 2 1 MFCC 
Les traitements homomorphiques, comme l'analyse cepstrale, se basent sur le modèle élé-
mentaire source-filtre de la production de la parole Dans ce modèle, les vibrations des 
cordes vocales représentent la source et le conduit vocal agit comme un filtre On tente 
alors d'éliminer l'influence de la source et on ne conserve que des caractéristiques liées 
au filtre pour obtenir une certaine indépendance au niveau de la voix du locuteur Pour 
calculer ces coefficients 
- on effectue la transformée de Founer à l'aide d'une fenêtre courte (10 à 20 millise-
condes) qu'on glisse sur le signal selon un intervalle spécifie, 
- on projette la transformée sur une échelle frequentielle non linéaire inspirée du sys-
tème auditif humain (l'échelle Mel [Stevens et al, 1937]), 
- on calcule le logarithme pour chacune des énergies de ces fréquences, 
- on calcule la transformée en cosinus discrète sur les énergies des fréquences 
Comme les termes d'ordre inférieur correspondent à la corrélation à court terme du signal 
(forme du conduit vocal), alors que les maximums locaux des termes d'ordre supérieur 
démontrent la corrélation à long terme, ou la périodicité de la forme d'onde (information 
sur l'excitation), on ne conserve généralement qu'un nombre limite de ces coefficients De 
plus, augmenter la précision de la représentation du signal en augmentant le nombre de 
coefficients demande aussi une plus grande quantité de données nécessaire à l'apprentissage 
des modèles 
Les systèmes de reconnaissance vocale modernes utilisent les premiers (d'une dizaine à plus 
d'une vingtaine) coefficients cepstraux (Mel-frequency cepstral coefficients ou MFCC) pour 
représenter le spectre d'amplitude à court terme de la parole Le logarithme de l'énergie 
de la trame est aussi conserve ainsi que les dérivées premières et secondes en temps de ces 
coefficients pour obtenir les coefficients Delta et Delta-Delta [Jurafsky et Martin, 2008], 
dans le but de mieux caractériser la variation temporelle du signal 
À chaque déplacement de la fenêtre, un vecteur de coefficients (aux dimensions assez bien 
decorrelees) qui représentent le cepstre du signal est alors génère et ces vecteurs peuvent 
ensuite être utilises par une chaîne de Markov cachée 
Par contre, ces coefficients ne sont pas très robustes aux bruits additifs De plus, l'utili-
sation des fenêtres est susceptible de lisser ou d'effacer des changements rapides, caracté-
2 2 APPROCHE CONVENTIONNELLE 7 
nstiques importantes de certains éléments acoustiques [Smith et Lewicki, 2005, Lewicki, 
2002b] 
2 2 2 HMM 
Une chaîne de Markov cachée (htdden Markov model ou HMM) consiste en un automate 
à états finis qui se déplace d'un état à un autre à chaque unité de temps selon une densité 
de probabilités À chaque instant, un état actif lui est donc associé et des observations 
sont générées, une fois de plus, selon une densité de probabilité Le processus stochastique 
sous-jacent n'est donc observable que par la séquence d'observations qui est produite 
Une chaîne de Markov cachée est caractérisée par 
- N, le nombre d'états du modèle, 
- M, la dimension du vecteur d'observations ot génère par état, 
- la densité de probabilité de transition de l'état i à l'état j , A — { a y } , 
- la densité de probabilité d'observer ot à l'état j , B = {bj(k)}, 
- la probabilité de l'état initial ir, TT — {ir^ 
Dans le cadre de la reconnaissance vocale, on modéhse un mot ou un phonème par un 
modèle HMM et les MFCC servent d'observations [Rabiner, 1989] Pour la reconnaissance 
de mots isoles, le mot (w) est représenté par la séquence d'observations O, définit alors 
comme 
0 = oi,o2, ,ar (2 1) 
et la tâche revient à trouver 
argmaxl{P{wl\0)} (2 2) 
Pour y arriver, il s'agit d'estimer les paramètres des modèles de Markov caches L'ap-
prentissage de ces paramètres pour les modèles peut s'effectuer par un algorithme de 
maximum de vraisemblance (Expectahon-maxirnisahon algonthm) et l'algorithme de Vi-
terbi est souvent utilisé pour calculer la probabilité qu'un modèle génère une séquence 
donnée d'observations 
Évidemment, pour qu'un tel modèle fonctionne, il faut suffisamment de données pour que 
l'apprentissage soit efficace et ces données doivent représenter le plus fidèlement possible 
celles a reconnaître 
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2.3 Améliorer la reconnaissance vocale 
De plus en plus, on tente d'améliorer la performance des systèmes actuels en s'inspirant 
du système auditif biologique Certains travaux proposent un traitement qui permet une 
meilleure reconnaissance dans des conditions adverses [Messing et al, 2009, Dimitnadis 
et al, 2005, Ravindran et al, 2004, Sandhu et Ghitza, 1995] alors que d'autres présentent 
des approches différentes basées sur des reseaux de neurones [Smit et Barnard, 2009, 
Verstraeten et al, 2005, Loiselle et al, 2005, Rouat et Garcia, 1998] 
2 3 1 Trai tements pour une reconnaissance vocale plus robuste 
Dans l'article de D Messing [Messing et al, 2009], on présente un système qui produit 
des confusions similaires à celles de l'être humain pour une tâche de reconnaissance de 
consonnes dont le signal est dégrade par du bruit Le système propose est compose d'un 
modèle de l'oreille moyenne, d'un banc de filtres qui peut adapter ses gains et ses bandes 
passantes pour imiter les mécanismes d'adaptation non linéaires de la cochlee et d'une 
étape qui représente les cellules ciliées internes et le nerf auditif Cette architecture permet 
d'amplifier les éléments de faible énergie du signal dependamment du bruit et produit des 
résultats intéressants 
Par contre, la performance est évaluée sur des signaux synthétiques De plus, une étape du 
traitement consiste à lisser le signal par un recouvrement de fenêtres pour trouver un taux 
de décharges moyen, ce qui peut réduire ou éliminer des changements rapides importants 
a la caractensation de certains signaux 
Dans un travail antérieur du groupe de O Ghitza [Sandhu et Ghitza, 1995], les auteurs 
proposent une autre alternative inspirée par les propriétés du système auditif pour re-
présenter le signal et effectuer la reconnaissance vocale continue Cette fois, les cellules 
ciliées internes sont simulées par des détecteurs de niveaux croissants Chaque fois qu'un 
niveau d'énergie est dépasse dans un canal, on accumule dans un histogramme l'intervalle 
de temps passe entre ces instants Par la suite, les trames du signal représente par ces 
histogrammes sont utilisées dans un système à base de HMMs pour effectuer la reconnais-
sance 
Comparée à un système conventionnel (HMMs et MFCCs), leur approche offre une meilleure 
performance lorsque les données tests sont modifiées pour simuler un signal téléphonique, 
mais elle n'offre aucun avantage en présence de réverbération ou lorsque les données ne 
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sont pas modifiées De plus, l'obtention des histogrammes demande un traitement par 
trames qui risque toujours de lisser des éléments acoustiques importants 
Un banc de filtres qui imite le système auditif est aussi utilisé par D Dimitnadis [Dimitna-
dis et al, 2005] En estimant le logarithme de la moyenne à court-terme de l'operateur de 
Teager-Kaiser [Kaiser, 1990] pour chaque canal de ce banc de filtres, les auteurs montrent 
qu'il est possible d'obtenir une meilleure performance face aux bruits additifs Pour ce 
faire, ils remplacent les MFCCs du système de reconnaissance conventionnel par les coeffi-
cients qu'ils extraient et ils comparent leurs résultats avec ceux d'un système conventionnel 
non modifie 
Les coefficients proposés incorporent l'amplitude et l'information fréquentielle, mais l'ope-
rateur Teager-Kaiser est plutôt sensible aux bruits De plus, cette approche risque aussi 
de souffrir du problème hé a l'utilisation de trames 
Un problème similaire se retrouve dans l'approche proposée par S Ravindran [Ravindran 
et al, 2004] ou un modèle du système auditif est aussi utilise pour obtenir des coefficients 
qui remplacent les MFCCs Cette fois, la tâche se limite à la classification du type de 
signal (bruit, musique, parole et vocalisation d'animaux), mais dans un contexte de circuits 
intègres limites en ressources 
2 3 2 Classificateurs basés sur des réseaux de neurones 
Du côte des classificateurs, il existe aussi certaines alternatives inspirées de la biologie et 
on s'intéresse de plus en plus aux reseaux de neurones à impulsions L'article de W J Smit 
[Smit et Barnard, 2009] présente un système de reconnaissance vocale continue qui utilise 
des séquences d'impulsions pour modehser les chiffres prononces Des bases non négatives 
sont obtenues des trames du spectrogramme du signal par une technique d'optimisation 1 
et le résultat de la projection du spectrogramme du signal à reconnaître sur ces bases 
est considéré comme des séquences d'impulsions Pour générer une impulsion, la valeur 
de la projection pour une base doit simplement dépasser un seuil défini et elle indique 
que cette base est utilisée pour reconstruire une partie du spectrogramme La valeur de 
cette impulsion définit alors sa contribution Un algorithme d'apprentissage supervise est 
ensuite utilise pour obtenir des modèles des mots à l'aide de treillis de Viterbi 
1
 L'optimisation est effectuée par la méthode de la descente de gradient présentée par B Olshausen 
[Olshausen et Field, 1997], mais en remplaçant le paramètre de contrôle pour déterminer la taille du pas 
par une recherche linéaire 
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Ce type de représentation produit une certaine parcimonie puisque les bases ne sont pas 
toutes présentes à chaque instant et la distorsion temporelle est geree en créant des versions 
à échelles de temps différentes de chaque base 
Par contre, l'apprentissage des modèles proposés constitue un problème laborieux à ré-
soudre et demande des ressources considérables De plus, la performance du système n'est 
évaluée qu'avec des données propres et n'atteint pas le niveau offert par un système conven-
tionnel Les auteurs sont aussi conscients que le spectrogramme n'est pas le meilleur choix 
pour représenter le signal 
Une équipe de Gand en Belgique a aussi exploré l'idée d'effectuer la reconnaissance vocale 
avec un reseau de neurones [Verstraeten et al, 2005] Ils se servent d'une Liquid State 
Machine (LSM) dans le contexte de la reconnaissance de chiffres isoles Dans le travail 
qu'ils présentent, le réservoir (ou liquide) de la LSM est composé de neurones a décharges 
qui sont reliés entre eux pour former un réseau récurrent [Maass et al, 2002] Puisque 
chaque neurone possède un état, ce réseau présente une dynamique non-hneaire complexe 
dans un espace d'états internes de grandes dimensions L'état de ce reseau est modifie par 
ses entrées et les auteurs s'attendent a y retrouver l'information pertinente pour réaliser la 
reconnaissance Deux types d'entrées sont appliqués au réseau des MFCCs et les sorties 
du modèle auditif de Lyon [Lyon, 1982] Les fonctions de sorties de la LSM utilisées pour 
la classification sont des classificateurs linéaires et elles permettent de projeter les états 
du reseau aux classes de sorties (une couche de neurones de classification) 
Combine à l'entrée inspirée par le système auditif, leur prototype offre une performance 
légèrement inférieure à celle d'un système conventionnel sur données propres, mais plus 
robuste au bruit De plus, d'autres travaux du groupe présentent une méthode efficace de 
l'implementation matérielle de cette approche [Schrauwen et Verstraeten, 2007] 
Cependant, les MFCCs ne sont pas vraiment compatibles avec ce prototype et la taille et les 
caractéristiques des réseaux produisent des variations souvent importantes au niveau des 
performances ce qui a demandé d'évaluer cette approche sur un ensemble de reseaux Aussi, 
l'apprentissage des fonctions de sorties peut présenter des difficultés, mais des travaux 
récents proposent des moyens pour l'améliorer [Ghani et al, 2008, Ohven et al, 2007] 
Une autre utilisation de séquences d'impulsions est présentée dans un travail précèdent 
[Loiselle et al, 2005] Dans ce travail, on utilise les séquences d'impulsions générées par un 
modèle simple du système auditif pour évaluer la performance d'un code par ordre de rang 
(Rank Order Codmg ou ROC) [Thorpe et al, 2001] dans un contexte de reconnaissance 
de chiffres isoles 
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Dans le cas de données d'apprentissage très limitées, l'approche basée sur le ROC est 
plus performant Par contre, un système conventionnel peut rapidement s'améliorer en 
augmentant la quantité de données disponible, ce qui n'est pas possible pour le prototype 
qui utilise le ROC De plus, le traitement de ce prototype favorise de façon importante le 
début des prononciations, ce qui produit d'importantes confusions entre les chiffres cinq, 
six et sept (en français) 
Combiner un reseau de neurones et une représentation inspirée du système auditif a aussi 
ete explorée par J Rouat [Rouat et Garcia, 1998] Cette fois, on effectue la reconnaissance 
de voyelles sur un reseau de neurones Dystal [Alkon et al, 1990] On extrait d'abord 
l'information qui se situe à la sortie de filtres cochléaires dans l'enveloppe du signal module 
et le reseau apprend les corrélations et anti-corrélations à travers l'excitabilité de ses zones 
dendntiques Enfin, une deuxième couche sert à la classification sous forme de vecteurs de 
similarités 
La reconnaissance des voyelles isolées avec l'approche proposée est efficace et utiliserait 
des caractéristiques plus robustes au bruit 
Par contre, il s'agit d'une tâche simple sur des données propres et une étude plus poussée 
est nécessaire pour une évaluation plus sérieuse des performances de ce dernier 
Comme on peut le constater, s'inspirer du système auditif biologique permet d'améliorer 
les performances en reconnaissance vocale Par contre, ces gains en performances restent 
souvent modestes ou limites à des situations particulières Néanmoins, on ne doit pas 
oublier que les traitements et classificateurs inspires par la biologie sont bien récents com-
pares aux approches conventionnels De plus, on souligne dans plusieurs cas que ces gains 
pourraient être plus importants, mais que la représentation et le classificateur ne sont pas 
bien adaptes 
On propose donc d'utiliser une représentation auditive du signal, qui nous permettra de 
sélectionner des éléments acoustiques sur lesquels sera basée la reconnaissance vocale 
Ensuite, ce traitement devra présenter l'information sous un format compatible avec les 
classificateurs des approches connexionnistes 
2 4 Représentation auditive du signal 
Une représentation populaire inspirée du système auditif biologique consiste à filtrer le 
signal par un banc de filtres cochléaires Par la suite, on peut appliquer une rectification, 
une compression et divers types d'inhibitions ou de gains pour représenter certains meca-
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nismes d'adaptation que l'on retrouve à différents niveaux du système auditif [Lyon, 1982] 
La représentation alors obtenue permet de mieux conserver les détails importants autant 
en temps qu'en fréquence 
La forme caractéristique des filtres cochleaires de type gammatone [Patterson, 1976] serait 
d'ailleurs le fruit d'une adaptation des mécanismes de la cochlée aux signaux naturels 
qui nous entourent (vocalisations, bruits du vent, craquements de brindilles, ) puisqu'ils 
permettent d'en faire un codage efficace [Lewicki, 2002a] 
Plus haut dans le traitement auditif des signaux, on retrouverait des zones sensibles a 
différentes échelles de modulations [Mesgaram et al, 2008, Pichevar et Rouat, 2003] qui 
pourraient servir à la segmentation et la classification Par contre, les mécanismes exacts du 
fonctionnement de ces niveaux supérieurs du système auditif restent encore partiellement 
mystérieux 
Bien que le fonctionnement du système auditif ne soit pas entièrement compris, on sait qu'il 
se base sur des éléments acoustiques comme les formants, ses transitions et coarticulations 
ainsi que les débuts des phonèmes et les changements brusques d'énergie (onsets), pour 
effectuer la reconnaissance vocale 
2.5 Éléments acoustiques 
Les sommets d'énergie stationnaires qui apparaissent dans la représentation du signal de 
la parole se nomment formants et ils définissent les résonances du conduit vocal Habituel-
lement, les deux premiers formants (Fi et F2) sont suffisants pour caractériser les voyelles 
a, e, 1, o et u [Geisler, 1998] 




















Comme on peut le constater, l'identification de ces voyelles isolées est une tâche facilement 
réalisée et ne présente pas de difficulté pour les systèmes conventionnels Par contre, ces 
voyelles ne représentent qu'un composant du signal de la parole et les sommets d'énergie 
stationnaires ne permettent pas de bien détecter un grand nombre de phonèmes Plusieurs 
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consonnes ne sont pas voisées et les caractéristiques des voyelles sont modifiées par l'ar-
ticulation, dependamment de ce qui les précède et de ce qui va les suivre Enfin, il faut 
noter que le tableau 2 1 présente la moyenne des positions des formants et qu'il existe une 
variabilité significative de ces positions, même dans le cas d'un seul locuteur 
Des chercheurs ont aussi trouve de fortes évidences que des groupes de neurones dans les 
aires auditives détectent le début des signaux [Moore, 1997, Popper et Fay, 1992, Pickles, 
1988, Brugge et al, 1969] En effet, on a remarque que certains groupes de neurones vont 
décharger plus fortement au début du stimulus Ce changement important dans le signal 
est évidemment une caractéristique forte utile à la reconnaissance De plus, le début d'un 
stimulus est habituellement peu affecté par la réverbération 
En combinant ce mécanisme avec la détection de formants et leurs transitions, il est alors 
possible de classer certains types de consonnes (occlusives [Bandyopadhyay et Young, 2004, 
Ah et al, 2001] et fricatives [Ah et al, 1998]) en plus des composants voises de la parole 
2 6 Réseaux de neurones artificiels et séquences d' im-
pulsions 
La détection des éléments acoustiques peut être réalisée à l'aide de neurones artificiels à 
impulsions [Maass et Bishop, 1999] de type Integrate and Fire (IaF) À son plus simple, ce 
modèle de neurone artificiel de troisième génération [Maass, 1997] suppose que le neurone 
génère une impulsion lorsque son potentiel atteint un seuil Ce potentiel, qui représente 
alors le potentiel de la membrane d'un neurone biologique, évolue en fonction du temps 
selon la somme des entrées du neurone La sortie du neurone peut aussi être simplifiée 
comme information binaire (présence ou absence d'impulsion) et permet de coder l'infor-
mation sous forme d'une séquence temporelle d'impulsions Suite à la génération d'une 
impulsion, le neurone retourne à son état initial ou dans une période refractaire pour les 
modèles plus complexes Pour certains modèles, il n'est pas permis au neurone de générer 
une impulsion lorsqu'il est dans une période refractaire Pour d'autres, il est simplement 
plus difficile pour le potentiel du neurone d'atteindre le seuil de décharge 
Un neurone IaF peut être alors adapte pour être sensible à un certain motif d'entrée 
Dans le cas présent, ces motifs correspondraient à la représentation des caractéristiques 
acoustiques Plus les entrées du neurone ressemblent à ce motif, plus le potentiel interne 
de ce neurone augmente et s'il atteint un seuil déterminé, une impulsion est générée Cette 
impulsion indique alors la présence, à ce moment, d'entrées similaires au motif à détecter 
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L'utilisation de détecteurs de caractéristiques qui imitent le fonctionnement d'un neurone 
(ou d'un groupe de neurones) permettrait en plus d'obtenir une parcimonie en ne conser-
vant que les instants ou les zones intéressantes [Feldbauer et al, 2005, Lewicki, 2002b] Il 
est certainement plus efficace d'avoir un groupe de détecteurs d'éléments acoustiques qui 
n'indiquent que les instants où une caractéristique est présente, que d'avoir à traiter conti-
nuellement le signal sans se soucier de son contenu De plus, une séquence d'événements 
eparse est plus facilement classifiée dans un espace à grandes dimensions, qu'une séquence 
dense dans un espace aux dimensions limitées 
Par contre, une séquence d'impulsions eparse n'est évidemment pas un type de données qui 
est adapte aux modèles statistiques conventionnels tels que les HMMs Certains auteurs 
contournent ce problème en modifiant ces séquences pour les utiliser avec un système 
conventionnel, mais une partie de l'information temporelle est alors perdue [Holmberg 
et al, 2005] 
Il est aussi possible d'utiliser des algorithmes de regroupement de séquences comme CLUSS 
[Kehl et al, 2007] ou MUSCLE [Edgar, 2004] En effet, ces algorithmes recherchent des 
similarités dans les séquences pour former des groupes Ces similarités sont basées sur la 
taille et la fréquence des segments identiques entre deux séquences Cependant, ces deux 
algorithmes ont ete conçus pour le séquençage des protéines et à notre connaissance, ils 
n'ont pas ete appliqués à la reconnaissance vocale ou aux séquences d'impulsions 
Déduire la structure des connexions d'un réseau qui génère une telle séquence d'impulsions 
en analysant la fréquence des épisodes qui s'y trouvent peut aussi produire des bases qui 
permettraient d'en faire la classification Dans ce sens, l'algorithme présenté par D Patnaik 
[Patnaik et al, 2008] offre un potentiel intéressant En effet, cet algorithme permet de 
déduire différents types de patrons de connexions dans un reseau de neurones, en cherchant 
la fréquence des segments identiques dans les séquences produites par ce dernier Par 
contre, cet algorithme devient lourd à simuler pour des séquences complexes 
Une approche plus naturelle pour classer une séquence d'impulsions est évidemment l'uti-
lisation des reseaux de neurones à impulsions Pour gérer la distorsion temporelle du signal 
de la parole, des mécanismes de délais [Unmknshnan et al, 1992] ou de récurrences [Izhi-
kevich, 2006, Graves et Schmidhuber, 2005, Verstraeten et al, 2005] remplacent les états 
des modèles conventionnels 
À la suite de ces travaux, on peut voir qu'une séquence d'impulsions générée par la dé-
tection combinée des onsets et des changements au niveau des formants permettrait de 
conserver l'information temporelle nécessaire à la reconnaissance vocale, d'extraire des ca-
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racteristiques robustes pour une meilleure performance dans des conditions adverses et elle 
serait compatible aux reseaux de neurones Au chapitre suivant, les étapes du traitement 
propose basées sur ces éléments sont expliquées 
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CHAPITRE 3 
VUE D'ENSEMBLE DU TRAITEMENT PRO-
POSÉ 
À l'intérieur de ce chapitre, un traitement est propose pour coder sous forme de séquence 
d'événements, la détection de certains éléments caractéristiques de la parole, afin d'en faire 
la reconnaissance 
3 1 Représentation du signal de la parole 
La représentation du signal acoustique sélectionnée est basée sur un banc de filtres L'uti-
lisation de ces filtres permet d'éviter les contraintes liées aux fenêtres fixes glissantes et 
représente plus fidèlement, qu'une représentation basée sur la transformée de Founer (fi-
gure 3 3), les signaux qui évoluent rapidement 
3 1 1 Banc de fi ltres 
1000 2000 3000 4000 5000 6000 7000 
Fréquences (Hz) 
Figure 3 1 Un sur huit des cent vingt-huit filtres distribués pour couvrir 8 Khz 
D'abord, le signal est filtré par un banc de filtres compose de 128 filtres à réponse impul-
sionnelle finie (une partie des filtres est illustrée à la figure 3 1 et l'ensemble des fréquences 
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centrales se trouve à l'annexe A) Ces filtres symétriques de 129 coefficients l sont distri-
bues selon l'échelle Bark [Zwicker, 1961] pour couvrir les bandes critiques de l'audition 
Le nombre de filtres est choisi afin de bien couvrir le spectre en fréquences du signal et il 
doit offrir suffisamment de diversité à l'étape de codage, que l'on retrouve plus loin dans 
le traitement Un nombre trop élevé de filtres devient très redondant en plus d'augmenter 
inutilement le temps de calcul et si ce nombre est trop limité, il sera difficile de bien 
caractériser les fréquences 
L'implementation en filtres a réponse impulsionnelle finie donne une phase linéaire aux 
sorties et permet une meilleure détection de coïncidences pour les changements du signal 
qui s'étalent sur plus d'un canal 
La transformée d'Hilbert de la sortie de ces filtres donne leur enveloppe et ainsi représente 
grossièrement les déplacements de la membrane basilaire Ces enveloppes sont ensuite 
compressées par le calcul du logarithme pour reproduire l'effet de compression qui est 
observe au niveau de la cellule ciliée et du nerf auditif (figure 3 2) 
00F1SET0 
2000 4000 6000 8000 10000 12000 14000 16000 18000 
Temps (1/fs) 
Figure 3 2 Signal de parole en fonction du temps d'une prononciation d'un 
zéro en anglais (haut), enveloppe de la sortie des filtres (milieu) et résultat de 
la compression logarithmique (bas) La fréquence d'échantillonnage (fs) est de 
16 KHz et les canaux sont tries en ordre croissant selon leur fréquence centrale 
1implementation de S Gagne, Y Liu et J Rouat, inspirée des travaux de R Patterson [Patterson, 1976] 










Figure 3 3 Spectrogramme de la prononciation d'un zéro en anglais, calcule sur 
1024 points, avec des intervalles de 128 échantillons et recouvrement de moitié, 


















Figure 3 4 Étapes du traitement pour obtenir la représentation 
temps/fréquences du signal 
3 1 2 Bases temporelles 
Pour identifier les zones plus stables, périodes de temps où l'on n'observe peu ou pas de 
changement, du signal de parole des zones où il y a une rapide variation de l'amplitude, la 
représentation du signal (sigcomp de la figure 3 4) est projetée sur des bases temporelles 
(figure 3 5) 
Cette étape procède du même principe que celui que l'on retrouve dans l'article de D Zot-
kin [Zotkin et al, 2005] où l'on se sert de bases temporelles pour identifier les modulations 
temporelles Pour limiter la fréquence de variation possible et pour accélérer le traitement, 
la représentation est d'abord sous échantillonnée à 1 KHz 
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Figure 3 5 Les bases temporelles (gauche) filtrent chaque canal de la représen-
tation de la prononciation (bas de la figure 3 2) sous échantillonnée a 1 KHz et 
les résultats sont présentes (droite) Les bases sont triées selon leur fréquence, 
de la plus petite (haut) à la plus élevée (bas) 
Ces bases temporelles (bfb de l'équation 3 1) sont construites avec des sinusoïdes amorties 
de fréquences différentes (2, 4, 8, 16 et 32 Hz) Ces fréquences couvrent la zone qui 
correspond aux champs récepteurs spatio-temporels des neurones que l'on retrouve au 
niveau du cerveau des primates Les moyennes en amplitude de ces bases sont ensuite 
soustraites pour obtenir une somme en temps de 0 Chaque canal de la représentation est 
filtre par ces cinq bases pour générer cinq nouvelles représentations ( sigb) 
tmpfb = e~tsin(2Trfbt), fb = (2,4,8,16,32)Hz 
bfb = tmpfb — moyenne(tmpfb) 
(3 1) 
Pour faire ressortir l'importance des changements rapides, l'amplitude des représentations 
est multipliée par un facteur La valeur de cette constante est choisie en fonction de la 
fréquence de la base qui a génère la représentation et elle augmente selon cette fréquence 
de telle sorte que les bases courtes sont légèrement favorisées 
Par la suite, on sélectionne le type d'information (évolution rapide ou lente du signal) 
le plus adéquat pour caractériser chaque instant (t) pour chaque canal (ch) en prenant 
la valeur la plus grande parmi les cinq sorties des filtres (figure 3 6), comme l'illustre 
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l'équation 3 2 et la figure 3 7 La sortie maximale des cinq filtres est alors conservée dans 
la matrice maxsig 
00F1SET0 
200 400 600 800 
Temps (ms) 
1000 
Figure 3 6 Maximum pour chaque instant et chaque fréquence des sorties des 
bases temporelles (colonne de droite de la figure 3 5) 

























Figure 3 7 Étapes du traitement pour obtenir le maximum pour chaque instant 
et chaque fréquence des sorties des bases temporelles 
La représentation obtenue fait bien ressortir les changements d'énergies rapides, ainsi que 
les zones d'énergies importantes du signal, sur une échelle en fréquences adaptée à la 
parole 
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3 2 Caractéristiques acoustiques recherchées 
Maintenant que la représentation est générée, il faut en extraire les caractéristiques (pré-
sentées à la section 2 5) qui vont servir à la reconnaissance Pour commencer, on trouve 
une approximation de la position des deux premiers formants ainsi que leur trajectoire 
dans le temps Ensuite, les changements importants du signal seront détectés 
3 2 1 Localisation des formants 
Détecter les pics d'énergie importants en fréquence permet d'obtenir de l'information sur 
la position possible de formants Pour y arriver, une base gaussienne étroite (figure 3 8) 
est déplacée en fréquence sur les canaux de la représentation a la figure 3 6 ( maxsig) 
pour faire ressortir les maximums importants à chaque instant Si à un temps t, la partie 
gaussienne de la base couvre les canaux les plus importants de la représentation, le produit 
scalaire de cette base avec le vecteur des canaux de la représentation à cet instant donnera 
la valeur la plus importante La base gaussienne utilisée doit être relativement étroite 
pour conserver une bonne resolution en fréquences, mais elle doit aussi être suffisamment 
large pour éviter qu'un même pic d'énergie soit détecte plus d'une fois Pour le traitement 
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Figure 3 8 Base gaussienne de moyenne 0 et d'écart-type 2, utilisée pour la 
détection de pics d'énergies importants en fréquence Pour ces exemples, elle est 
centrée sur les canaux 96 (haut), 64 (milieu) et 32 (bas) 
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Dans un premier temps, la position du pic d'énergie le plus important à chaque instant 
est trouvée L'énergie de la zone couverte par la base à cet endroit ainsi que l'énergie 
des fréquences inférieures sont ensuite soustraites à la représentation à cet instant, pour 
permettre la détection d'un second pic d'énergie L'énergie de la zone soustraite à la 
représentation est cependant conservée comme valeur à la position du premier pic d'énergie 
par la somme des énergies éliminées de la représentation Par exemple, la zone des bases 
présentées à la figure 3 8 couvrent 31 canaux Dans le cas où la position du pic d'énergie 
le plus important se situe au canal 32 à l'instant t, position qui correspond à la base 
de l'image du bas, la somme des énergies des canaux 1 a 42 est d'abord calculée, puis 
l'énergie de ces canaux est mise à zéro à l'exception du canal 32 qui prend la valeur de la 
somme calculée La position ainsi détectée est alors considérée comme une approximation 
du premier formant F\ (milieu de la figure 3 9) 
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Figure 3 9 Représentation temps/fréquences de la voyelle / a / prononcée par 
la locutnce hgi (haut), résultat de la détection d'un premier pic d'énergie qui 
représente i*\ (milieu) et approximation de la position de F2 (bas) La trajectoire 
en basses fréquences dans l'image du bas représente l'estimation de l'évolution 
en temps de F\ et la trajectoire dans les fréquences supérieures représente celle 
de Fi 
Pour définir la position d'un second pic d'énergie, on calcule le centre de masse de l'énergie 
restante de la représentation à chaque instant et on pondère encore cette deuxième position 
par l'énergie qu'elle représente (bas de la figure 3 9) Ce centre de masse (R de l'équation 
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affectes par le calcul du premier pic d'énergie, pondérées par leur énergie (ec/j) et divisée 
par la somme de ces énergies L'énergie des canaux est ensuite mise à zéro a l'exception 
du canal R qui prend la valeur eCh Cette information extraite est assimilée à la notion de 
F'2 introduite en psychoacoustique par des auteurs tels que L A Chistovich [Chistovich 
et al, 1978] et G Fant [Bladon et Fant, 1978, Carlson et al, 1970] 
R ^2 SçhPch (3 3) 
Dans le cas ou une vallée importante est détectée près de la position du premier pic 
d'énergie (troisième image de la figure 3 10), la zone de détection du second pic sera 
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Figure 3 10 Représentation temps/fréquences de la voyelle / i / prononcée par 
la locutnce hgi (haut), résultat de la détection d'un premier pic d'énergie qui 
représente i*\ (deuxième image), détection d'une vallée importante (troisième 
image) et approximation de la position de F'2 (bas) La trajectoire en basses 
fréquences dans l'image du bas représente l'estimation de l'évolution en temps 
de F\ et la trajectoire dans les fréquences les plus hautes représente celle de F'2 
Lorsque présente, la vallée importante apparaît comme un troisième trajectoire 
entre celles de F\ et F'2 
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Cette méthode pour localiser des formants (figure 3 11) reste simple, mais comme on 
peut le voir a la sous-section suivante, elle fonctionne suffisamment bien pour classifier 
des voyelles isolées En effet, un prototype simple a été conçu pour cette tâche et il peut 
parfaitement reconnaître les voyelles prononcées par une locutnce (hgi) lorsque les modèles 
sont générés avec les prononciations de neuf autres locuteurs 
maxsts 
Bases gaussiennes 
Détection d'une \ allée importante11 
Recheiche décalée 
en hautes Séquences 
I 
Calcul du centre de masse F, 
Figure 3 11 Étapes du traitement pour obtenir une estimation de Fi et F'2 
3 2 2 Reconnaissance de voyelles isolées 
Les prononciations des voyelles /a / , / e / , / i / , / o / et / u / de cinq locuteurs et cinq locutrices 
proviennent d'une petite base de données en français utilisée dans des travaux antérieurs 
[Loiselle, 2004] Ces dix prononciations isolées de chaque voyelle prononcées par chaque 
locuteur sont enregistrées sous format wav [IBM Corporation and Microsoft Corporation, 
1991] et échantillonnées à 16 KHz Aucun bruit n'est ajoute à ces prononciations Par 
contre, il est a noter que ces enregistrements ont été recueillis dans un bureau et à l'aide 
d'un équipement ordinaire, ce qui donne une qualité du signal moins bonne que celle 
habituellement trouvée dans les bases de données commerciales 
Pour générer les cinq modèles (un par voyelle à reconnaître), on effectue la détection des 
pics d'énergie des prononciations de chaque voyelle pour les neuf locuteurs de l'apprentis-
sage (exemple pour les prononciations précédentes du / a / et du / i / à la colonne de gauche 
de la figure 3 12) Ensuite, un vecteur est produit pour chaque représentation en effectuant 
la somme en temps des valeurs de chaque canal sur la durée complète de la prononcia-
tion (colonne de droite de la figure 3 12) Enfin, tous les vecteurs pour une même voyelle 
sont additionnes ensemble points par points et normalises, en divisant chaque valeur du 
vecteur résultant par la somme de ces valeurs La figure 3 13 présente les cinq vecteurs 
modèles utilisés pour la reconnaissance des voyelles prononcées par un dixième locuteur 
(la locutnce hgi dans cet exemple) 
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Figure 3 12 Détection de pics d'énergie pour une prononciation du / a / (en 
haut a gauche) et le vecteur produit par sa somme en temps (en haut à droite) 
Détection de pics d'énergie pour une prononciation du / i / (en bas à gauche) et 
le vecteur produit par sa somme en temps (en bas à droite) 
La reconnaissance s'effectue en générant d'abord les vecteurs pour chaque prononciation 
à reconnaître Par la suite, on calcule la corrélation de chaque vecteur produit avec les 
vecteurs modèles Si la plus haute valeur de ces corrélations provient bien du modèle de la 
voyelle prononcée, celle-ci est considérée comme reconnue Comme indique précédemment, 
ce prototype simple réussit parfaitement a classer les voyelles /a / , / e / , / i / , / o / et / u / 
prononcées par la locutrice hgi lorsque l'apprentissage est basé sur les neuf autres locuteurs 
L'estimation proposée des positions des deux premiers formants fonctionne pour réaliser 
une tâche simple de classification de voyelles isolées Par contre, la parole n'est pas com-
posée que de voyelles isolées et la reconnaissance vocale est un problème plus complexe 
(même lorsqu'elle se limite aux mots isolés comme dans ce travail de recherche) L'évo-
lution des trajectoires reste cependant un bon indicateur quant à la nature du signal et 
permet d'identifier différents phonèmes De plus, les transitions observées permettent de 
diviser le signal de parole en segments (partie voisée, non voisée ou transitoire) selon son 
contenu [M ariani et Lienard, 1977] L'étape suivante du traitement proposé consiste alors 
à caractériser ces trajectoires 
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Figure 3 13 Vecteurs modèles des voyelles pour la reconnaissance des pronon-
ciations de la locutnce hgi 
3 2 3 Identi f icat ion des tendances des trajectoires 
Pour caractériser davantage les trajectoires des pics d'énergie, les tendances ascendantes et 
descendantes sont aussi identifiées On qualifie de tendance ascendante, une augmentation 
en fréquence de la position du pic d'énergie au cours du temps À l'inverse, une diminution 
en fréquence de cette position est qualifiée de descendante Dans le cas où les changements 
en fréquences d'une trajectoire sont minimes, cette trajectoire est considérée comme stable 
En vision, on imite souvent le traitement du système visuel périphérique par l'application 
de bases de type filtres de Gabor (figure 3 14) à une image pour faire ressortir des contrastes 
importants ou des bordures [Daugman, 1980] On donne à ces filtres des orientations 
différentes et le filtre qui correspond le mieux à l'orientation la plus importante d'une 
partie de l'image, est celui qui produit la plus grande sortie à cet endroit II n'est pas 
inconcevable qu'un mécanisme similaire se retrouve au niveau du système auditif 
On fait donc ressortir les tendances stables, ascendantes et descendantes en filtrant la 
représentation des trajectoires des pics d'énergie avec des bases de type filtres de Gabor à 
deux dimensions Voici les étapes pour réaliser cette tâche 
- on filtre la représentation des trajectoires (les images au bas des figures 3 9 et 3 10 
présentent un exemple de trajectoires pour les prononciations d'un / a / et d'un / i / et 
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Figure 3 14 Les sept filtres a orientation de dimensions 11x11 utilises pour 
identifier les tendances des trajectoires Les filtres de Gabor orientés à 67 5 °, 45 ° 
et 22 5 ° (ligne du haut) répondent plus fortement à une trajectoire ascendante 
Le filtre de Gabor horizontal (ligne du milieu) repond plus fortement à une 
trajectoire stable Les filtres de Gabor orientes à —22 5°, —45° et —67 5° (ligne 
du bas) répondent plus fortement à une trajectoire descendante Les zones pâles 
de ces figures sont positives et les zones foncées sont négatives 
les images de la ligne du haut de la figure 3 15 illustre un exemple du filtrage d'une 
trajectoire simple par les bases ascendantes), 
- pour chaque image à la sortie des filtres, on ne conserve que les valeurs qui se situent 
sur la position des trajectoires (ligne du milieu de la figure 3 15 pour les filtres 
ascendants), 
- on regroupe les images des filtres de pente similaire en trois groupes (angle positif, 
angle négatif et filtre horizontal), 
- pour chaque groupe, on ne conserve que la valeur maximale des trajectoires a chaque 
instant (ligne du bas de la figure 3 15 pour les filtres ascendants) 
On obtient finalement trois versions des mêmes trajectoires, mais dont les valeurs sont 
modifiées par les filtres pour faire ressortir les tendances ascendantes pour une (image de 
gauche de la figure 3 16), les tendances descendantes pour l'autre (image de droite de la 
figure 3 16) et les tendances stables pour la dernière (image du milieu de la figure 3 16) 
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Figure 3 15 Exemple du filtrage d'une trajectoire simple (ligne du haut) par 
les bases ascendantes (les filtres de Gabor orientés à 67 5 °, 45 ° et 22 5 ° Seules 
les valeurs qui se situent sur la position des trajectoires sont conservées (ligne 
du milieu) et uniquement la valeur maximale des trajectoires à chaque instant 
pour le groupe des filtres ascendants est conserve (ligne du bas) 
Ces tendances vont servir plus loin (sous-section 3 3 2) comme détection de transitoires 
Cependant, elles ne sont pas très efficaces pour coder une caractéristique dont l'énergie 
se trouve sur une courte période de temps et qui couvre une large région en fréquences, 
comme les fricatives et les plosives Pour cette raison, un autre type de détection sera 
utilise pour identifier les augmentations importantes d'énergies sur une courte période 
de temps Cette étape permettra aussi de détecter le début du signal de la parole, qui 
s'observe dans la représentation utilisée, comme une augmentation d'énergie importante 
simultanée de plusieurs canaux sur une courte période de temps 
3 2 4 Détect ion des augmentat ions importantes d'énergies sur une 
courte période de temps 
Des indices utiles à la reconnaissance vocale proviennent des changements importants ou 
rapides au niveau de la représentation spectro-temporelle Une augmentation d'énergie 
importante peut indiquer le début d'un phonème ou la transition rapide d'un formant 
Grâce aux bases temporelles utilisées (6/J dans le traitement proposé, ces changements 
importants de la représentation ressortent bien En effet, lorsque le maximum d'amplitude 
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Figure 3 16 Résultat du filtrage de la trajectoire simple par le groupe des filtres 
ascendants (gauche), le filtre stable (milieu) et le groupe des filtres descendants 
(droite) 
provient de la base la plus courte (b^Hz), qui repond le mieux aux augmentations rapides 
d'énergies, il y a de fortes chances qu'un événement important (début du mot ou d'un 
phonème) ait eu heu 
Comme on peut le voir avec la prononciation du / a / présentée précédemment (figure 3 17), 
conserver uniquement la base la plus courte, lorsque son amplitude dépasse celle des autres 
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Figure 3 17 Représentation temps/fréquences de la voyelle / a / prononcée par 
la locutnce hgi (haut) et zone du signal qui est le mieux caractérisée par la base 
h2Hz (bas) Le début de la voyelle correspond à la large bande en fréquences 
foncée qui se situe aux alentours de 330 millisecondes 
Suite a des tests sur quelques prononciations, on remarque que cette approche n'isole pas 
parfaitement le début de la prononciation et qu'une partie des bruits de fond dans le 
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silence est conservée Un mécanisme supplémentaire est donc nécessaire pour améliorer la 
détection des changements importants 
Une méthode de détection des débuts des sons qui utilise des neurones à impulsions est 
proposée dans les travaux de L Smith [Smith et Fraser, 2004] et elle présente un potentiel 
intéressant pour améliorer cette étape de notre traitement 
3.3 Neurone Integrate and Fire pour coder la détec-
tion des éléments acoustiques 
A la section précédente, les étapes du traitement proposé pour estimer les trajectoires 
des formants et détecter les augmentations rapides d'énergies importantes sont présentées 
Dans cette section, un mécanisme est présente pour coder l'information recueillie précé-
demment, en séquences d'événements compatibles avec les classificateurs des approches 
connexionnistes 
3 3 1 Codage des augmentat ions rapides d'énergies importantes 
Dans son article [Smith et Fraser, 2004], L Smith propose d'utiliser des neurones à im-
pulsions pour détecter le début des zones d'énergies importantes dans une représentation 
bio-inspiree de la parole Pour effectuer cette tâche, le modèle de neurone IaF utilise pos-
sède un courant de fuite (Leaky Integrate and Fire ou LIaF), une période refractaire et 
des synapses dynamiques Puisque le courant de fuite fait que le neurone sans stimulations 
importantes tend vers un état au repos, il est alors nécessaire d'avoir l'arrivée simultanée 
de plusieurs entrées pour qu'il puisse décharger De plus, le neurone ne peut décharger 
qu'une seconde fois dans un intervalle de temps couvert par la période réfractaire et les 
synapses dynamiques favorisent l'importance des premières valeurs d'entrées, ce qui limite 
la génération d'impulsions qu'au début d'un stimulus de courte durée Des neurones IaF 
sont donc connectes à un certain nombre de canaux fréquentiels et s'il y a une énergie 
importante qui apparaît dans plusieurs canaux à des instants similaires, une impulsion est 
produite par les neurones concernes 
Pour l'approche que l'on propose, un modèle très simple de neurone LIaF est implemente 
pour améliorer la détection des changements importants, de façon similaire à ce qui est 
présente dans le travail de L Smith Ces neurones sont donc connectés à seize canaux 
(huit neurones pour l'ensemble des 128 canaux) pour ainsi détecter la coïncidence de 
zones d'énergie importantes entre ces canaux Ce nombre est choisit suite à quelques tests 
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sur des prononciations où l'on a observe que seize canaux couvrait une région suffisamment 
grande en fréquences et huit neurones offraient une diversité adéquate pour caractériser la 
séquence d'événements produite 
Contrairement au modèle présenté par L Smith, le modèle de neurone utilise pour ce 
travail de recherche ne possède pas de synapses dynamiques, mais le courant de fuite du 
neurone s'adapte lorsqu'il y a génération d'une impulsion En effet, on n'utilise qu'une 
couche de neurones, alors que L Smith en utilise deux, et ils sont branches directement 
a la sortie des filtres Cette modification permet un temps de simulation plus court et 
comme on indique plus loin dans cette sous-section, elle permet une plus grande souplesse 






















Figure 3 18 Comportement du neurone avec en entrée un stimulus d'amplitude 
10 couvrant 50 millisecondes (haut), état du neurone (deuxième figure), effet du 
courant de fuite qui fait tendre l'état du neurone vers l'état au repos (troisième 
figure) et période refractaire qui diminue la sensibilité du neurone suite à une 
décharge (bas) Les * indiquent les instants où le potentiel interne du neurone 
est suffisamment eleve pour générer une impulsion Les paramètres du neurone 
pour cet exemple sont seuil = 55, courant de fuite = 1 et valeur de la période 
refractaire = -20 
La figure 3 18 présente le comportement du modèle simple de neurone à intégration et 
décharge (le symbole * marque la position des décharges) lorsqu'un stimulus simple (haut 
de la figure) lui est présente en entrée La troisième image illustre l'effet du courant de 
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fuite qui fait tendre l'état du neurone vers l'état au repos et la dernière image ajoute une 
période refractaire 
Le courant de fuite rend plus difficile la génération d'impulsions puisque l'absence de 
stimulus (ou pour un stimulus trop faible), le potentiel redescend tranquillement à son 
état initial Sans la présence simultanée de plusieurs entrées dont l'énergie est importante 
et soutenue sur une courte période de temps, le neurone ne décharge simplement pas 
La période refractaire implementee pour ce modèle n'est pas absolue En effet, on permet 
au neurone de générer une décharge pendant sa période refractaire, mais pour cet intervalle 
de temps détermine, la sensibilité du neurone est diminuée significativement Le neurone 
permet alors la détection d'augmentations importantes de l'énergie de ses entrées Cette 
modification est importante puisque pour le traitement proposé, on ne se limite pas qu'à la 
détection du début du mot II est donc nécessaire au neurone de conserver une sensibilité 
pour détecter des changements importants tout au long de la durée du signal de parole 
Pour arriver à ce comportement, on augmente le courant de fuite de façon importante 
suite a une décharge et il reprend graduellement sa valeur initiale par la suite 
En résume, à chaque instant pour un neurone 
- on fait la mise à jour de son état en additionnant ses entrées, 
- on calcule l'effet du courant de fuite, 
- si le potentiel interne est supérieur au seuil, une impulsion est générée, 
- on fait la mise à jour de la période réfractaire 
Comme on peut le voir a la figure 3 19, la détection des changements importants donne 
une bonne approximation du début de la prononciation d'un / a / , lorsque le modèle du 
neurone est utilise avec la représentation obtenue à partir des bases bz2Hz 
3 3 2 Codage des trajectoires des formants 
Une méthode similaire est aussi appliquée aux représentations des trajectoires obtenues 
précédemment (sous-sections 3 2 1 et 3 2 3) dans le but de détecter les zones ascendantes, 
descendantes et stables importantes 
Pour ce faire, on transforme la trajectoire qui représente F\ en un vecteur ( ^ F J en ignorant 
la dimension en fréquences (canal) et celle qui représente F'2 en un second vecteur (vp^) pour 
les trois versions de cette représentation (tendances ascendante, stable et descendante) 
Ces six vecteurs contiennent alors l'énergie de la trajectoire à chaque instant, modifiée 
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Figure 3 19 Détection de changements importants pour une représentation 
temps/fréquences de la voyelle / a / prononcée par la locutrice hgi (haut) et 
sorties des neurones IaF (bas) Dans l'image du bas, des traits noirs indiquent 
la génération d'impulsions et chaque neurone couvre 16 canaux 
selon son orientation L'information qui représente l'énergie de la trajectoire, ainsi séparée 
de l'information frequentielle, peut alors servir d'entrée à un neurone IaF La figure 3 20 
représente cette étape de façon simple pour la version stable des trajectoires 
Il y a donc six vecteurs pour caractériser les pics d'énergie et chacun de ces vecteurs est 
considéré comme l'entrée d'un neurone 
- vpx ascendant, 
- VFJ, descendant, 
- vp1 stable, 
- vpi ascendant, 
- vp>2 descendant, 
- vp> stable 
Dans le cas d'un silence ou d'un bruit faible, le courant de fuite du neurone prévient la 
génération d'impulsions Lorsque l'énergie d'un pic est suffisamment importante, la trajec-
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Figure 3 20 Version stable de la détection des pics d'énergie pour une représen-
tation temps/fréquences de la voyelle / a / prononcée par la locutnce hgi (haut), 
transformée en vecteurs pour être présentées comme entrées à des neurones IaF 
(image du milieu pour le vecteur VFX et celle du bas pour le vecteur vp^) 
toire qui convient le mieux à la situation (ascendante, descendante ou stable) va générer 
une impulsion II est possible que plus d'une trajectoire parviennent à déclencher la gé-
nération d'impulsion si l'énergie est particulièrement importante Par contre, l'ordre dans 
lequel elles seront produites va débuter par l'orientation qui est favorisée, une caractéris-
tique qui peut d'ailleurs être assimilée à la notion du codage par ordre de rang ( rank order 
codmg) [Thorpe et al, 2001] 
Enfin, dans cette section on a montré comment les caractéristiques du signal sont codées 
en séquence d'impulsions D'abord, huit neurones de type IaF signalent la détection de 
changements d'énergie importants et six autres neurones donnent les tendances montantes, 
stables ou descendantes des zones d'énergie importante des trajectoires des formants ( F\ 
et Fi) 
L'utilisation des caractéristiques acoustiques présentées dans ce chapitre pour effectuer 
la reconnaissance vocale, se retrouve dans la littérature Par contre, l'originalité de ce 
travail de recherche se situe dans la caractensation des tendances des trajectoires des 
formants ainsi que la combinaison de ces détecteurs avec ceux des changements d'énergie 
importants De plus, ces impulsions peuvent ensuite être considérées comme une séquence 
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d'événements importants pour la réalisation de la reconnaissance vocale La performance 
de notre approche est d'ailleurs présentée dans le chapitre suivant 
CHAPITRE 4 
RECONNAISSANCE DES CHIFFRES ISOLÉS 
À travers ce chapitre, les performances de l'approche proposée sont comparées a celles 
d'un système de référence D'abord, on effectue les tests avec un système conventionnel 
sans modification Puis, le traitement présenté au chapitre 3 est adapté à ce système dans 
le but d'améliorer les performances 
4 1 Matériel 
Les tests sont effectues sur un poste de travail Intel Core2 Duo dans un environnement 
Windows Vista Le prototype et le système de référence sont développes dans Matlab 
R2006a en utilisant les outils supplémentaires Voicehox [Mike Brookes, 2009] et H2M 
[Olivier Cappe, 2001] pour supporter le calcul des coefficients cepstraux (MFCCs) et les 
modèles de Markov (HMMs) respectivement 
4 1 1 Base de données 
Le test utilise pour comparer la performance de l'approche proposée à celle d'un système 
conventionnel consiste à reconnaître les chiffres de zéro à neuf en anglais 
Pour ce faire, on utilise la base de données TI 46-Word qui contient entre autres plu-
sieurs prononciations isolées des chiffres prononces par huit locuteurs et huit locutnces en 
anglais [Doddington et Schalk, 1981] Ces prononciations sont divisées en deux groupes, 
TRAIN (tableau B 1 en annexe) pour les données d'apprentissage et TEST (tableau B 2 
en annexe) pour la reconnaissance On retrouve dix prononciations de chaque chiffre pour 
chaque locuteur dans le premier groupe et seize prononciations de chaque chiffre pour 
chaque locuteur dans le second groupe La parole est enregistrée dans un environnement 
silencieux et le signal est sauvegarde dans le format NIST SPHERE à 12 5 KHz avec une 
quantification de 12 Bits 
En plus d'offrir des enregistrements de bonne qualité, la base de données TI 46-Word a 
été sélectionnée parce que chaque prononciation d'un chiffre est enregistrée seule dans un 
fichier, alors que les enregistrements de certaines bases de données (comme TIDIGITS 
[R Gary Léonard and George Doddington, 1993]) contiennent des séquences de chiffres 
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De plus, cette base de données est aussi utilisée par d'autres chercheurs comme A Ghani 
[Ghani et al, 2008], M Skowronski [Skowronski et Harns, 2007], D Verstraeten [Verstrae-
ten et al, 2005] et A Graves [Graves et al, 2004] 
Dans le cas de tests en conditions adverses, uniquement les données TEST sont modifiées 
par le bruit ou la réverbération 
4 2 Modèles pour la reconnaissance des chiffres isolés 
Pour modehser chaque mot, un modèle à base de chaîne de Markov (HMM) à cinq états 
(N), ou les transitions vers les deux prochains voisins suivants sont permises, est utilise 
et l'algorithme de maximum de vraisemblance (Expectation-rnaxvmisation algorithm [Wu, 
1983, Dempster et al, 1977]) permet d'effectuer l'apprentissage Puisque la quantité de 
données pour l'apprentissage est limitée (dix prononciations d'un chiffre par huit locu-
teurs) et que les vecteurs d'observations (ot) contiennent plusieurs coefficients, on force 
l'utilisation d'une matrice de covanances (S) diagonale et la densité de probabilité des 
observations est une gaussienne simple 
En effet, une fonction de densité de probabilité normale de moyenne fj, et d'écart type a 
donne la probabilité d'obtenir un coefficient du vecteur d'observations ot à chaque état j 
Pour un nombre M de coefficients, il est alors nécessaire d'apprendre les paramètres d'un 
vecteur // de dimension M et d'une matrice de covariance S de dimensions M par M Pour 
limiter le nombre de ces paramètres, on suppose qu'il n'existe pas de corrélation entre les 
différentes dimensions du vecteur d'observations ot, ce qui nous permet de ne retenir que 
les valeurs de la diagonale de la matrice de covanances £ Cette simplification est bien 
répandue dans le domaine de la reconnaissance vocale et aide aussi a diminuer le temps 
de calcul nécessaire a l'apprentissage [Jurafsky et Martin, 2008] 
À la reconnaissance, l'algorithme de Viterbi nous permet de calculer la séquence d'états la 
plus probable d'avoir généré les observations pour chaque modèle et le modèle qui possède 
la séquence la plus probable est sélectionne comme chiffre prononcé 
4 3 Système de référence 
Pour le système de référence, des MFCCs sont utilises comme observations pour les mo-
dèles Douze coefficients sont extraits pour chaque trame de 20 millisecondes et ces trames 
se recouvrent de moitié Le logarithme de l'énergie de la trame est aussi conserve comme 
treizième coefficient De plus, on calcule les dérivées premières et secondes en temps de 
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ces treize valeurs pour obtenir les coefficients Delta et Delta-Delta Les vecteurs d'obser-
vations ont donc 39 dimensions et contiennent l'information généralement utilisée dans les 
systèmes de reconnaissance vocale conventionnels [Jurafsky et Martin, 2008] Dans le cas 
de prononciations isolées des chiffres, les séquences d'observations ainsi générées sont, en 
moyenne, composée d'une centaine de vecteurs 
4 3 1 Reconnaissance de chiffres isolés sur données propres 
Dans un premier temps, on effectue la reconnaissance des chiffres avec le système de 
référence directement sur les prononciations de la base de données Les modèles sont 
d'abord appris avec les données d'apprentissage et ils servent ensuite à reconnaître les 
prononciations du groupe TEST (tableau 4 1) Une prononciation est bien classée si le 
modèle du chiffre qui est prononcé correspond au modèle sélectionné 






































Dans des conditions optimales, le système conventionnel parvient presque a reconnaître 
parfaitement les chiffres (99 80%) Évidemment, il faut s'attendre à d'excellents résultats 
dans le cas où les caractéristiques des données d'apprentissage et de reconnaissance sont 
identiques 
4 3 2 Reconnaissance de chiffres isolés avec brui t blanc gaussien 
Pour le test suivant, on ajoute un bruit blanc gaussien à différents niveaux d'intensité ( SNR 
20 dB, 10 dB, 0 dB et —10 dB) aux données de reconnaissance pour évaluer la robustesse 
du système face au bruit La puissance spectrale de ce bruit est pratiquement la même 
pour toutes les fréquences et l'amplitude du bruit respecte une distribution gaussienne 
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Le rapport de la puissance du signal sur la puissance du bruit ( RSB en français ou SNR 
en anglais), donne en décibels (dB), permet alors de quantifier le niveau de bruit dans 
un signal (voir équation 4 1) Plus le rapport est petit, plus le signal est corrompu par le 
bruit et plus la reconnaissance sera difficile Pour tous les tests de cette section, le niveau 
de bruit est mesuré sur le signal au complet 
SNRdB = 10logw(^SL) (4 1) 
* bruit 
Tableau 4 2 Reconnaissance des chiffres avec le système de référence et un bruit 
























































Tableau 4 3 Reconnaissance des chiffres avec le système de référence et un bruit 










































Dans des conditions bruitées (tableaux 4 2, 4 3, 4 4 et 4 5), on remarque une diminution 
importante de la performance du système conventionnel En effet, le taux de reconnaissance 
chute pratiquement de 40% pour atteindre 57 75% par rapport au test initial (99 80%) pour 
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Tableau 4 4 Reconnaissance des chiffres avec le système de référence et un bruit 







































Tableau 4 5 Reconnaissance des chiffres avec le système de référence et un bruit 










































un SNR de 20 dB et continue de diminuer suivant l'augmentation du bruit (22 19% à 10 
dB, 10 90% à 0 dB et 10 07% à -10 dB) 
Les confusions observées sont surtout produites par les modèles du five et du six Puisque 
ces deux chiffres débutent par une consonne fricative (/{/ et / s / ) , dont les caractéristiques 
phonémiques se rapprochent à celles d'un bruit, il n'est pas surprenant de voir l'ensemble 
des prononciations converger vers ces modèles, suivant l'augmentation du bruit 
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4 3 3 Reconnaissance de chiffres isolés dans différents environne-
ments bruités 
Pour évaluer la performance dans un contexte plus réaliste, on poursuit les tests en ajoutant 
cette fois, des bruits provenant d'enregistrements (échantillonnes à 8 KHz et codes sur 
8 Bits) de situations réelles (à bord d'un véhicule ou dans un endroit public) La base 
de données AURORA [Hirsch et Pearce, 2000] propose huit environnements différents 
(aéroport, conversation, voiture, exposition, restaurant, rue, métro et train) On ajoute 
alors au signal propre de la prononciation du chiffre, le bruit désire au niveau souhaite 
(SNR 20 dB, 10 dB, 0 dB et - 1 0 dB) 
Tableau 4 6 Reconnaissance des chiffres avec le système de référence dans dif-














































Comme pour le bruit blanc, la reconnaissance dans ces milieux bruités (tableau 4 6) devient 
difficile et la performance diminue rapidement lorsque le niveau de bruit augmente, que la 
source de bruit soit liée à du bavardage, des bruits mécaniques, de la réverbération ou un 
mélange de ces éléments 
Cependant, les confusions observées convergent cette fois vers les modèles du mne et du 
zéro Ces prononciations sont habituellement les plus longues et il semble que le système 
de référence ait de la difficulté à isoler le chiffre prononcé dans le signal fortement bruite 
La durée du signal complet deviendrait alors le critère de classification 
4 4 Reconnaissance de chiffres isolés avec le t ra i te -
ment proposé 
Pour évaluer la performance de notre traitement en reconnaissance vocale, un prototype 
a été conçu pour adapter la séquence d'impulsions produite aux HMMs En effet, un 
vecteur d'observations peut être génère à chaque instant où une impulsion est produite 
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L'information sur le type de composant qui a généré l'impulsion n'est pas conservée pour 
ce type d'expérience Par contre, on sait que chaque vecteur représente la détection de 
pics d'énergie ou un changement important La séquence d'impulsions devient alors une 
forme de sélection des trames 
Les impulsions seront donc générées à partir de la représentation auditive des signaux 
comme présenté au chapitre précèdent (section 3 1) Par contre, puisque la génération 
des impulsions est sensible au niveau d'énergie de la représentation, il est nécessaire de 



















Figure 4 1 Sortie rectifiée et compressée du banc de filtres (haut), maximum des 
projections sur les bases temporelles bfb (milieu) et application comme masque 
sur la représentation initiale (bas) 
Pour ce faire, la sortie conservée des bases temporelles (maxsig de l'équation 3 2) devient 
un masque (milieu de la figure 4 1) que l'on multiplie point par point à la représentation 
du signal (haut de la figure 4 1) À chaque instant t, les valeurs de ce masque pour chaque 
canal ch sont divisées par la valeur maximale contenue dans ces canaux et à cet instant On 
obtient alors un masque normalise dont les valeurs se situent entre 0 et 1 La représentation 
finale possède donc le niveau d'énergie de la représentation initiale, mais cette énergie ne 
se concentre que dans les zones importantes de la sortie conservée des bases temporelles 
bfb La figure 4 2 présente cette manipulation a un instant t pour un exemple simple 
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maxsig( ,t) représentation( ,t) 
5 10 15 20 
masque( ,t) 
05 1 15 2 
Amplitude 
representation( ,t) *masque( ,t) 
5 10 15 
Amplitude 
Figure 4 2 Exemple simplifie d'un maximum des projections sur les bases tem-
porelles bfb a un instant t (en haut a gauche), exemple simplifie de la repré-
sentation temps/fréquences à un instant t (en haut a droite), normalisation du 
masque (en bas à gauche) et application de ce masque sur la représentation 
initiale a cet instant (en bas à droite) 
Par la suite, les impulsions sont générées à partir de la représentation ainsi masquée (figure 
4 3) 
Une autre forme de masquage, basée sur une segmentation temps-fréquences, a aussi été 
considérée dans le but de mieux isoler les éléments importants du signal Par contre, cette 
étape nécessitait un temps de calcul plus long et n'améliorait pas les performances Bien 
qu'elle ne soit pas utilisée dans les tests, cette manipulation est brièvement présentée au 
chapitre suivant (chapitre 5), car elle pourrait offrir un potentiel intéressant en analyse et 
codage du son 
Les impulsions générées à partir de la représentation masquée marquent les instants im-
portants (figure 4 4) Un vecteur de coefficients doit être maintenant génère à ces instants 
pour servir d'observations aux HMMs 
Dans l'application de la séquence d'impulsions sous forme de sélection des trames, on fait 
l'hypothèse que l'ensemble du spectre est intéressant, c'est-à-dire qu'il n'y a pas de de-
coupage spatial On n'effectue qu'une forme de segmentation temporelle pour considérer 
au complet le spectre du signal lorsqu'une impulsion est générée Des trames de 20 milh-
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Figure 4 3 Impulsions générées à partir d'une représentation masquée (traits 
verticaux) Ces impulsions se concentrent surtout au début des zones d'énergies 
importantes et lorsqu'un transitoire est détecte 
secondes sont alors centrées sur le signal aux positions indiquées par le traitement (figure 
4 5) Pour chacune de ces trames, on calcule ensuite douze coefficients cepstraux, le loga-
rithme de l'énergie de la trame ainsi que les coefficients Delta et Delta-Delta On tient à 
souligner que le calcul de ces coefficients est exactement le même que pour le système de 
référence (section 4 3) 
Les modèles des chiffres utilisés possèdent aussi les mêmes caractéristiques que ceux utilisés 
a la section précédente (section 4 2) Chaque chiffre est modéhsé par un modèle à base de 
chaîne de Markov à cinq états, où les transitions vers les deux prochains voisins suivants 
sont permises On utilise une matrice de covanances diagonale et la densité de probabilité 
des observations est une gaussienne simple 
Pour les paramètres des neurones (tableau 4 7), les valeurs sont choisies suite à des essais 
sur quelques prononciations et elles restent constantes pour l'ensemble des tests Les pa-
ramètres des neurones responsables de la détection des éléments formantiques et de leurs 
transitions sont différents de ceux des neurones utilisés pour la détection des onsets Ces 
derniers doivent être plus sensibles à l'augmentation d'énergie pour arriver à détecter une 
caractéristique plus limitée en temps 
Il faut noter que pour la reconnaissance des voyelles (sous-section 3 2 2), les signaux étaient 
échantillonnés à 16 KHz alors que les prononciations des chiffres sont échantillonnées à 
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Figure 4 4 Étapes du traitement pour obtenir la séquence d'impulsions 
Tableau 4 7 Paramètres des neurones 
Seuil 
Courant de fuite 
Période refractaire 








12 5 KHz Pour respecter cette fréquence d'échantillonnage, seulement les 120 premiers 
filtres sont utilises dans les tests suivants 
4 4 1 Reconnaissance de chiffres isolés sur données propres 
Dans un premier temps, on évalue la performance de notre approche sur des données 
propres 
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Figure 4 5 Sélection des trames (carres) effectuée par le prototype sur une 
prononciation d'un zéro (haut) et le résultat de ces trames mises bout a bout 
(bas) 
Comme on peut le constater, l'approche proposée réussit bien à reconnaître les chiffres 
dans des conditions optimales à 97 80% (tableau 4 8) De son côte, le système de référence 
(tableau 4 1) offre une performance légèrement supérieure a 99 80% 
La différence entre les deux systèmes est probablement due au fait que notre prototype 
ne génère des vecteurs d'observations que lorsqu'un événement intéressant a lieu En effet, 
on note habituellement une diminution du nombre de vecteurs produits par la sélection 
des trames En moyenne, l'approche proposée génère 93 vecteurs pour une prononciation 
alors que le système de référence en génère 107 
4 4 2 Reconnaissance de chiffres isolés avec bruit blanc gaussien 
Comme pour le système de référence, on ajoute un bruit blanc gaussien à différents niveaux 
d'intensité (SNR 20 dB, 10 dB, 0 dB et —10 dB) aux données de reconnaissance pour 
évaluer la robustesse face au bruit du système propose 
Le taux de reconnaissance diminue à 94 34%, 67 19%, 38 99% et 9 28% lorsque le rapport 
signal à bruit tombe à 20 dB (tableau 4 9), 10 dB (tableau 4 10), 0 dB (tableau 4 11) et 
—10 dB (tableau 4 12) respectivement 
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Tableau 4 9 Reconnaissance des chiffres avec le prototype et un bruit blanc 

























































Tableau 4 10 Reconnaissance des chiffres avec le prototype et un bruit blanc 







































































De son côté, la performance du système de référence diminue plus rapidement pour les 
mêmes rapports signal à bruit 57 75% à 20 dB, 22 19% à 10 dB, 10 90% à 0 dB et 10 07% 
à - 1 0 dB (tableaux 4 2, 4 3, 4 4 et 4 5) 
Les neurones détectent assez bien les instants où le signal reste dominant, ce qui fait que 
la sélection des trames aide à cerner les éléments importants du signal Par contre, plus 
le rapport signal a bruit diminue, plus il est difficile de séparer le signal du bruit par leur 
énergie et moins de vecteurs sont génères Comparé au système de référence, le nombre de 
vecteurs d'observations utilisé par notre prototype ne cesse de diminuer pour n'en produire 
en moyenne que la moitié à —10 dB (82 vecteurs à 20 dB, 71 vecteurs à 10 dB, 62 vecteurs 
à 0 dB et 52 vecteurs à —10 dB) De plus, des impulsions peuvent être générées par le 
bruit lorsque son énergie devient suffisamment élevée 
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Tableau 4 11 Reconnaissance des chiffres avec le prototype et un bruit blanc 







































































Tableau 4 12 Reconnaissance des chiffres avec le prototype et un bruit blanc 



























































Au niveau des confusions, le modèle du chiffre five qui en causait un nombre important avec 
le système de référence, est rarement choisi à tort avec l'approche proposée Par contre, 
le modèle du six reste une source de confusion et celui du chiffre seven est maintenant 
souvent sélectionne de manière incorrecte À —10 dB, les prononciations convergent enfin 
vers les modèles du zéro et du two 
4 4 3 Reconnaissance de chiffres isolés dans différents environne-
ments bruités 
Comme pour le système de référence, la reconnaissance des chiffres isolés avec l'approche 
proposée est aussi testée dans différents environnements bruites 
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Encore une fois, l'approche proposée présente des résultats plus robustes aux bruits (ta-
bleau 4 13) que ceux obtenus avec le système de référence (tableau 4 6) Au niveau des 
confusions, les modèles responsables restent ceux du six et du seven 
L'approche proposée présente donc un potentiel très intéressant pour la reconnaissance 
vocale dans un milieu bruite en sélectionnant de façon automatique les sections où le 
signal est plus robuste 
4.5 Reconnaissance de chiffres isolés avec réverbéra-
tion 
La réverbération est un autre type d'effet nuisible à la reconnaissance qui se définit par 
la persistance d'un son dans un espace clos ou semi-clos Dans cette situation, on perçoit 
le signal émis par une source, mais des reflexions de l'onde acoustique vont générer des 
échos Les caractéristiques de cette réverbération dépendent entre autres de la taille de la 
pièce, de la présence et disposition de meubles ainsi que de la propriété d'absorption des 
matériaux qui constituent les murs, le plancher et le plafond 
Le modèle de réverbération applique aux données TEST provient des travaux de J Allen 
[Allen et Berkley, 1979] l Ce modèle simple, mais efficace en temps de calcul simule l'effet 
d'une réverbération dans une petite pièce rectangulaire comme un local de bureau Ce 
modèle est entre autres utilise par l'équipe de D Wang [Palomaki et al, 2004], O Ghitza 
[Sandhu et Ghitza, 1995] et par D Ward [Ward et Wilhamson, 2002] 
Pour les tests suivants, le modèle de réverbération va générer les coefficients du filtre pour 
modifier les données a reconnaître selon l'environnement défini Cet environnement est 
1implemente par Eric A Lehmann 
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caractérise par les dimensions de la pièce (en mètres), l'indice de reflexion des murs, du 
plancher et du plafond (0 75, 0 75, 0 85, 0 25, 0 3 et 0 9 pour l'ensemble des tests), de 
la position de la source et du récepteur Quatre pièces sont ainsi définies pour tester la 
robustesse du système propose (tableau 4 14) 




















































Tableau 4 15 Reconnaissance des chiffres avec le système de référence et les 




















































Comme on peut le constater, la réverbération nuit bien à la reconnaissance et la perfor-
mance des systèmes diminue davantage lorsque cette réverbération est produite par une 
salle aux dimensions importantes Pour les deux systèmes, ce sont surtout les chiffres two, 
five et zéro qui deviennent de plus en plus difficiles à reconnaître 
Cependant, on remarque que le système de référence est plus affecté par la réverbération 
En effet, les diminutions de la performance de ce système (tableaux 4 15, 4 16, 4 17 et 4 18) 
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Tableau 4 16 Reconnaissance des chiffres avec le système de référence et les 




























































Tableau 4 17 Reconnaissance des chiffres avec le système de référence et les 






























































sont plus importantes que celles de l'approche proposée (tableaux 4 19, 4 20, 4 21 et 4 22) 
Le système conventionnel reste légèrement plus efficace dans les deux premiers cas ( 94 49% 
et 92 57% contre 93 19% et 91 78%), mais la différence du taux de reconnaissance ne cesse 
de diminuer avec l'augmentation de la taille de la pièce et la performance de l'approche 
proposée (85 41% et 82 14%) finit par rattraper et même dépasser celle du système de 
référence (83 36% et 70 89%) dans le cas des plus grandes pièces 
Puisque le traitement se base en partie sur l'énergie, les reflexions plus faibles du signal 
qui forment les échos affectent peu la sélection des trames De plus, les neurones utilises 
comme détecteurs perdent de la sensibilité après la génération d'une impulsion Comme 
une réflexion sera perçue avec un certain retard, elle a moins de chance de provoquer une 
impulsion que le signal original 
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Tableau 4 18 Reconnaissance des chiffres avec le système de référence et les 































































Tableau 4 19 Reconnaissance des chiffres avec le prototype et les paramètres 



























































En termes de temps de calcul sur notre poste de travail, les étapes supplémentaires né-
cessaires à la sélection des trames ajoutent en moyenne cinq secondes au traitement d'une 
prononciation Ces étapes comprennent l'application du banc de filtres et des bases 
temporelles, la recherche des pics d'énergie, l'application des filtres à orientation et la 
génération de la séquence d'impulsions 
Enfin, cette section montre bien que le traitement propose, adapte comme sélection de 
trames a un système conventionnel, permet d'améliorer la reconnaissance vocale de chiffres 
isoles dans des conditions adverses (présence de bruit ou de réverbération) et il offre une 
performance similaire sur les données propres 
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Tableau 4 20 Reconnaissance des chiffres avec le prototype et les paramètres 


























































Tableau 4 21 Reconnaissance des chiffres avec le prototype et les paramètres 







































































Dans le chapitre suivant, on explore la possibilité d'utiliser une partie du traitement pré-
sente pour segmenter en temps et en fréquences le signal de parole Une fois réalisé, il serait 
alors possible de trier les segments obtenus pour ne conserver que ceux moins corrompus 
par le bruit ou selon certains critères pour orienter le traitement vers une application en 
codage de la parole ou en rehaussement du signal 
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Tableau 4 22 Reconnaissance des chiffres avec le prototype et les paramètres 
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CHAPITRE 5 
EXPLORATION DE LA SEGMENTATION EN 
T E M P S ET EN FRÉQUENCES 
Dans le but d'isoler les éléments caractéristiques de la parole d'une représentation du 
signal, comme celle présentée à la figure 3 2, on présente dans cette section une segmen-
tation de la représentation en temps et en fréquences Cette segmentation permettra de 
concentrer la reconnaissance sur les éléments les plus saillants de la représentation 
5 1 Segmentation en temps et en fréquences 
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Figure 5 1 Enveloppe compressée de la sortie du banc de filtres, obtenue avec 
une prononciation d'un zéro en anglais (haut) et les segments temporels détectes 
(bas) Les segments sont différencies par les tons de gris Les segments rattaches 
aux bases courtes sont pâles et ceux rattaches aux bases plus longues sont fonces 
Cette manipulation reprend les premières étapes du traitement présentées à la section 3 1 
qui consiste à filtrer et compresser le signal (haut de la figure 5 1) Les bases temporelles 
bfb (sous-section 3 12) sont ensuite utilisées pour identifier et séparer les zones similaires 
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en temps Les bases plus larges sont plus sensibles aux zones stables alors que les bases 
plus courtes répondent mieux aux zones de transitions Comme pour l'approche proposée, 
on filtre la représentation par les cinq bases temporelles Par contre, en plus de la valeur 
maximale des cinq sorties, le système utilise aussi une signature de la base temporelle la 
plus importante 
00F1SET0 
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Figure 5 2 Représentation du signal filtre par la base b32Hz (haut), somme de 
la représentation filtrée (bas) 
En effet, à chaque instant, on effectue la somme au niveau de l'énergie des canaux de 
la représentation filtrée pour chaque base temporelle (&2.H2, b^jz, bsHz, henz et 632^2) et 
on conserve dans un vecteur la valeur de la base qui a produit la plus haute somme à 
cet instant (la figure 5 2 présente le somme des canaux à chaque instant pour la base 
b32Hz) Cette étape produit alors un vecteur qui indique quelle base est la plus importante 
à chaque instant (bas de la figure 5 1) et permet de segmenter la représentation en temps 
(figure 5 3) La longueur du segment est alors déterminée par la période couverte, ou la 
base qui s'y rattache est la plus importante 
Ensuite, des patrons d'excitation (figure 5 4) sont appliques à la représentation segmentée 
en temps pour identifier les zones d'énergies importantes en fréquences Cette étape s'ins-
pire du phénomène de masquage que l'on observe au niveau du système auditif [Moore, 
1997] Le masquage auditif se manifeste lorsque la perception d'un son est affectée par 
la présence d'un autre son Dans notre cas, on se limite à un masquage produit par des 
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Figure 5 3 Étapes du traitement pour obtenir les segments temporels 
canaux de fréquences adjacentes Si l'amplitude d'un canal est plus importante que celles 
des canaux adjacents, ce canal va alors dominer cette zone de fréquences 
120 
Figure 5 4 Patrons d'excitation génères avec le banc de filtre en fonction de la 
fréquence centrale du filtre Chaque vecteur présente la réponse des filtres pour 
une sinusoïde de fréquence spécifique 
Pour générer les patrons d'excitation, on filtre des stimuh de fréquences pures qui cor-
respondent aux fréquences centrales des filtres (120 sinusoïdes aux fréquences présentées 
dans le tableau A 1) Comme dans l'approche présentée par C Feldbauer [Feldbauer et al, 
2005] pour le codage de signaux, les réponses maximales des filtres pour un stimulus de-
viennent le patron du canal qui correspond à la fréquence de ce stimulus Par contre, on 
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ne s'intéresse qu'au composant en fréquences de ce patron On obtient alors, pour chaque 
canal, un vecteur qui contient les réponses maximales des 120 filtres et dont la plus impor-
tante valeur est située à la position du canal sélectionné Ensuite, on normalise ce vecteur 
en divisant chacune des réponses des filtres par la plus importante Les éléments d'un pa-
tron d'excitation prennent donc des valeurs près de zéro lorsqu'ils représentent des canaux 
éloignes de la fréquence du stimulus, mais cette valeur augmente lorsqu'on s'en approche 
pour finalement atteindre le maximum (1) à cette fréquence 
Pour chaque segment temporel segt, on effectue la somme en temps de l'énergie des canaux 
pondérée par chaque patron d'excitation peCh l'un après l'autre Ensuite, pour chaque canal 
ch, on ne conserve que l'identité du patron (Id de l'equation 5 1) qui produit la plus haute 
des 120 sommes Ces patrons sont alors choisis pour représenter les canaux qu'ils couvrent 
pour la durée du segment temporel (milieu de la figure 5 5) De cette façon, on réalise la 
segmentation frequentielle 
Id — max.(} segtt(t) ,pech),ch = 1,2,3, ,120 (5 1) 
ch *—* 
t 
Pour chaque segment temporel, on trie les segments en fréquences obtenus de celui qui 
couvre le plus d'énergie de la représentation du signal à celui qui en couvre le moins (haut 
de la figure 5 5) Seuls les segments frequentiels dont l'énergie est supérieure a la moitié 
de l'énergie du segment le plus important sont enfin conserves ainsi que la portion de la 
représentation temps-fréquences initiale qu'ils représentent (bas de la figure 5 5) 
5.2 Reconnaissance des chiffres isolés avec la segmen-
tat ion temps-fréquences 
Au chapitre 4, on montre qu'une séquence d'impulsions générées par des détecteurs de 
caractéristiques permet de réaliser la reconnaissance vocale, lorsqu'elle est adaptée a des 
modèles conventionnels, et offre même une robustesse intéressante dans des conditions 
adverses 
Dans cette sous-section, on ajoute la segmentation temps-fréquences au traitement pré-
senté à la section 4 4 pour évaluer son impact Le traitement reste le même, mais la 
génération des vecteurs d'observations s'effectue sur la représentation segmentée 
Dans un premier temps, on évalue la performance de notre approche avec segmentation 
temps-fréquences sur des données propres 
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Figure 5 5 Enveloppe compressée de la sortie du banc de filtres, obtenue avec 
une prononciation d'un zéro en anglais (haut), segments frequentiels Id (milieu), 
où les différents segments sont identifies par les tons de gris, et les segments 
conserves (bas) 
La segmentation temps-fréquences améliore très légèrement la performance du prototype 
pour amener le taux de reconnaissance à 97 84% (97 80% pour l'approche originale) Ce 
taux de reconnaissance ne dépasse pas encore celui obtenu avec le système conventionnel 
(99 80% pris du tableau 4 1), mais le potentiel de l'approche se situe surtout au niveau de 
sa robustesse au bruit On poursuit alors l'évaluation en ajoutant au signal un bruit blanc 
gaussien à différents niveaux d'intensité (20 dB, 10 dB et 0 dB) 
Comme le présente le tableau 5 5, la segmentation temps-fréquences offre des performances 
similaires à celles du prototype original lorsqu'il y a présence du bruit Cependant, puisque 
les segments qui possèdent peu d'énergie sont éliminés de la représentation, les neurones 
détecteurs, sensibles à l'énergie, déchargent moins souvent et les séquences d'impulsions 
produites à —10 dB sont trop courtes pour permettre l'apprentissage des paramètres des 
modèles 
La segmentation temps-fréquences permet d'isoler les zones d'énergies importantes du 
signal en ne conservant qu'une partie des segments temps-fréquences génères Cependant, 
l'intégration de cette segmentation dans l'implementation actuelle de l'approche proposée 
permet difficilement d'évaluer son potentiel Néanmoins, cette manipulation offre une piste 
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Figure 5 6 Étapes du traitement pour obtenir les segments temps-fréquences 






















































intéressante et pourra être adaptée pour des applications en codage de la parole ou en 
rehaussement du signal, dans des travaux futurs 
Une classification basée sur les Séquences d'impulsions semble aussi une piste intéressante 
pour des travaux futurs et permettrait de contourner le problème rencontré De plus, 
les segments rectangulaires sont présentement trop rigides et ne représentent pas bien 
certaines transitions Une segmentation plus flexible devrait améliorer la performance 
Enfin, les zones d'énergies importantes sont détectées sans réellement en identifier le type 
(formant, changement important, ) On peut imaginer un mécanisme qui pourrait lier 
l'information du type de détecteur aux segments pour ajouter une information pertinente 
à la segmentation 
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Tableau 5 2 Reconnaissance des chiffres avec la segmentation temps-fréquences 































































Tableau 5 3 Reconnaissance des chiffres avec la segmentation temps-fréquences 











































































Tableau 5 4 Reconnaissance des chiffres avec la segmentation temps-fréquences 
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Tableau 5 5 Récapitulatif de la reconnaissance des chiffres pour les systèmes 


























Le système présenté aux chapitres précédents permet d'atteindre les objectifs énumérés 
au début de ce document En effet, cette thèse présente un traitement inspiré des connais-
sances du fonctionnement du système auditif et des réseaux de neurones pour améliorer 
la reconnaissance vocale Pour y parvenir, le signal de la parole est filtre par un banc de 
filtres et compresse pour en produire une représentation auditive 
L'innovation de l'approche proposée se situe dans l'extraction des éléments acoustiques 
(formants, transitions et onsets) à partir de la représentation obtenue En effet, une com-
binaison de détecteurs composes de neurones à décharges permet de révéler la présence 
de ces éléments et génère ainsi une séquence d'événements pour caractériser le contenu 
du signal Cette approche n'est donc pas basée sur un traitement par trame tel que l'on 
retrouve souvent dans la littérature et elle n'est pas limitée par l'utilisation de fenêtres 
fixes glissantes 
Dans le but d'évaluer la performance du traitement présente, la séquence d'événements est 
adaptée a un système de reconnaissance vocale conventionnel, pour une tâche de recon-
naissance de chiffres isoles prononces en anglais Pour ces tests, la séquence d'événements 
agit alors comme une sélection de trames automatique pour la génération des observations 
(MFCCs) En comparant les résultats de la reconnaissance du prototype et du système 
de reconnaissance original, on remarque que les deux systèmes reconnaissent très bien les 
chiffres prononces dans des conditions optimales et que le système original est légèrement 
plus performant Par contre, la différence observée au niveau des taux de reconnaissance 
diminue lorsqu'une réverbération vient affecter les données à reconnaître et les perfor-
mances de l'approche proposée parviennent à dépasser celles du système de référence 
De plus, la sélection de trames automatique offre de meilleures performances dans des 
conditions bruitees 
Enfin, l'approche proposée se base sur des caractéristiques dans le temps en fonction de la 
nature du signal, permet une sélection plus intelligente des données qui se traduit en une 
parcimonie temporelle, présente un potentiel fort intéressant pour la reconnaissance vocale 
sous conditions adverses et utilise une détection des caractéristiques qui peut être utilisée 
comme séquence d'impulsions compatible avec les reseaux de neurones à décharges 
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6.1 Travaux futurs 
Dans un premier temps, évaluer les performances du prototype développe sur une base de 
données plus importante, comme TIDIGITS ou AURORA, permettrait de mieux analyser 
ses forces et ses faiblesses Cependant, le traitement propose devra d'abord être adapté 
pour prendre en compte les zones de silence pour réaliser la reconnaissance vocale en 
continu avec ces données Par la suite, il serait possible de comparer l'approche proposée 
avec des systèmes commerciaux existants 
L'utilisation de HMMs et de MFCCs permet de facilement comparer la performance de 
l'approche proposée avec celle d'un système conventionnel Par contre, il serait très inté-
ressant d'explorer l'utilisation de la séquence d'impulsions comme entrée pour des classifi-
cateurs de type reseaux de neurones à décharges Un classificateur comme la LSM [Vers-
traeten et al, 2005] pourrait être un candidat potentiel De plus, les étapes du traitement 
proposé se prêtent bien à une implementation matérielle 
Au niveau du traitement, on a souligne que l'approche proposée était sensible à l'énergie 
du signal Puisque les tests se sont effectues sur des enregistrements qui présentaient des 
caractéristiques similaires, ce problème n'était pas contraignant Par contre, il est évident 
qu'un mécanisme d'adaptation du niveau de l'énergie ou une méthode de détection qui 
permettrait de diminuer cette sensibilité serait nécessaire pour pousser plus loin l'étude 
du traitement présente Sous cet angle, les travaux de P Gill [Gill et al, 2008] attirent 
notre attention puisqu'il y propose une méthode pour encoder un critère de surprise 
Enfin, il existe dans la littérature quelques méthodes pour trouver la position des for-
mants et des onsets II serait alors possible de comparer notre approche en explorant ces 
alternatives 
ANNEXE A 
FRÉQUENCES CENTRALES DU BANC DE 
FILTRES 
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