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INTRODUCTION
Up u n t i l  t h e  l a c e  19 5 0 ' d ,  mo a t  >u t r . , l  i e v i c e s  r>und m a t y p i c a l  p l a n t  
were i n v a r i a b l y  p n e u m a t i c ,  i s  t h e s e  were  s a f e r  and mo r e  r e l i a b l '  t h a n  
t h e i r  vacuum t u o e  c o u n t e r p a r t s .  However , w i t h  t h e  a dva nc e  of e l e c t r o n i c  
t e c h n o l o g y ,  t h e s e  were g r a d u a l l y  r e p l a c e  by s o l i d  s t a t e  c o n t r o l l e r s .
. e v e ;i r t h e l e s s ,  whe t he r  pneumat i c  or  e l e c t r o n i c ,  c o n v e n t i o n a l  a n a l o g  c o n t r o l  
sys t ems  s u f f e r  from ex t r e me  i n f l e x i b i l i t y .  Eac h  c o n t r o l  l o o p  : u n c t i o n  
r e q u i r e s  a s s o c i a t e d  h a r d w a r e  t o  p e r f o r m  t h i s  f u n c t i o n ,  and any d e s i r e d  
c o n t r o l  s t r a t e g y  has  to be i m p l e m e n t a b l e  i n  a n a l o g  h a r dw a r e ,  and  s t r a t e g y  
m o d i f i c a t i o n  i n v a r i a b l y  r e q u i r e s  ha r dwa r e  m o d i f i c a t i o n ,  a d i f f i c u l t  and 
somet imes  i m p o s s i b l e  c o n s t r a i n t .
To overcome t h e s e  p r ob l e m s ,  c o n t r o l  sys t em d e s i g n e r s  l ooke d  a t  t h e  d i g i t a l  
c o m p u t e r  a s  e a r l y  a s  t h e  mid 1 9 5 0 ' s .  S i n c e  t h e n  a p p l i c a t i o n s  h a v e  
mushroomed t h r o u g h o u t  i n d u s t r y .  However ,  by f a r  t h e  m a j o r i t y  or computer s  
u s e d  h a v e  b e e n  i n  a s u p e r v i s o r y  c a p a c i t y  o r  f o r  d i r e c t  d i g i t a l  c o n t r o l  
p e r f o r m i n g  a d i s c r e e t  e q u i v a l e n t  of c o n v e n t i o n a l  a n a l o g  c o n t r o l . ^ n l y  i n  
t h e  l a s t  decade  o r  so have c o n t r o l  nys tem r e s e a r c h e r s  and d e s i g n e r s  sought  
t o  i m p l e m e n t  s t r a t e g i e s  which a r e  u n i q u e l y  s u i t e d  t o r  d i g i t a l  c o m p u t e r s .  
The a d v e n t  of  t h e  m i c r o p r o c e s s o r  i n  t h e  mid l 9 M ' s ,  wh i c h  h a s  made  
c o m p u t i n g  power  r e a d i l y  a v a i l a b l e ,  r e l i a b l e  and  a b o v e  a l l  c h e a p ,  has  
c l e a r l y  a c c e l e r a t e d  t h i s  p r o c e s s .
1
1.1 I n d u s tr y  Standard
P r o p o r t i o n a l  I n t e g r a l  D e r i v a t i ve C o n t r o l
A c o n t r o l l e r  w h i c h  h a s  fo u n d  w id es p rea d  use  i n  in d u s t r y  over  a 
p e r io d  of  many y e a r s  i s  t h e  s o  c a l l e d  p r o p o r t i o n a l - i n t e g r a l . "  
d e r i v a t i v e  (P I D )  c o n t r o l l e r .  T h e s e  a r e  u s u a l l y  p l a c e d  i n  a 
c o n v e n t i o n a l  feed b ack  loop as shown b e low .
P roc essC o n t r o l l e r
Set
P o in t
F ig ur e  1
CONVENTIONAL FEEDBACK CONTROL LOOP
The c o n t r o l l e d  v a r i a b l e  y ( t )  i s  m e a s u r e d  by means of  a s e n s o r  and t h e  
s i g n a l  i s  fed  back to  th e  c o n t r o l l e r . Here i t  i s  s u b t r a c t e d  rrom the s e t  
p o i n t  ( t h e  d e s i r e d  v a lu e  of  y ( t ) ) g e n e r a t i n g  the  e r r o r  e ( t ) .  The c o n t r o l  
l a w ,  t h e  d e f i n i n g  e l e m e n t  of the  c o n t r o l l e r  a c t s  on t h i s  to g e n e r a t e  - "e 
m anipula ted  v a r i a b l e  v( t ) .  T h i s  m a n i p u l a t e s  t h e  a c t u a t o r  t o  d r i v e  -h e  
e r r o r  e ( t )  to z e r o .  In t h i s  way the  c o n t r o l l e d  v a r i a b l e  i s  fo r c e d  to the  
s e t  p o i n t .
3For a PID C o n t r o l l e r , the  manipulated  v a r i a b l e  v ( t )  I s  r e l a t e d  to the  
e rr o r  e ( t )  by the c o n t r o l  law
v ( t )  -  Kc • ( e ( t )  + 1 . T e ( t )  dt + Td d e ( t ) ^
t . dt
where  Kc -  P r o p o r t i o n a l  Gain
a I n t e g r a l  or R e s e t  I ime 
Td = D e r i v a t i v e  Time
The ab o v e  th r e e  v a lu e s  8e n e r a l l y  appear as  ad justm ents  on the rear  of the  
c o n t r o l l e r .  The s e l e c t i o n  of  t h e i r  proper v a lu e s  I s  c a l l e d  t u n i n g  and i s  
u s u a l l y  accompli shed  i n  one of 3 way:-
1) T r i a l  and e rr o r ,
2) E m p i r i c a l  methods  bas ed  on some s i mp l e  
   nha ral tpn  t rom t h e  c o n t r o l l e d
3) P r e d i c t i o n  on the  b a s i s  of f r e q ue n cy  r e s p o n s e  
me asure men t s  mad, on t h e  u n c o n t r o l l e d  p r o c e s s .
The o b j e c t i v e s  In s e t t i n g  up and tuning  a PID c o n t r o l l e r  can Include the  
f o l l o w i n g : -
a) M in im izat ion  of the  e r r o r  e ( t >  f o l l o w i n g  a d i s t u r b a n c e  
wherever i n j e c t e d  i n t o  rhe system.
b) Maximum r a t e  of  r e c o v e r y  to  t h e  s e t  p o i n t  a : t e r  a 
d i s t u r b a n c e .
c )  Minimum s t e a d y  s t a t e  e r r o r  both i n i t i a l l y  and due to  
changes  in  o p e r a t in g  c o n d i t i o n s .
G e n e r a l l y  c )  i s  s a t i s f i e d  i f  a s u f f i c i e n t l y  h i g h  g a i n  
c o n s t a n t  Kc c a n  be a c h i e v e d  c o n s i s t e n t  w i t h  p r o c e s s  
s t a b i l i t y  and speed of respon se  f o l l o w i n g  a d i s t u r b a n c e  or  
change in  s e t  p o i n t .  D e r iv a t i v e  c o n t r o l  i s  advantageous  in  
improving a)  and b ) ,  w hi le  i n t e g r a l  a c t i o n  may ^e used *uen
c)  i s  not s a t i s f i e d  w ithou t  i t .
A d a p t i v e  C o n t r o l l e r s  -  An Overv i ew
T u n i n g  a P .  1 . 3 .  c a n  h o w e v e r  be a d i f f i c u l t  t a s k ,  e s p e c i a l l y  when -he 
p l a n t  i n v o l v e d  p o r t r a y s  t h e  f o l l o w i n g  c h a r a c t e r i s t i c s
a)  Unknown P a r a m e t e r s  — When c o m m i s s i o n i n g  a c o n t r o l  s y s t e m  or a 
new p l a n t ,  th e  c o n t r o l l e r  has to be tuned to  s u i t  the  p l a n t .  The 
c o n t r o l  a c t i o n  must be n e i t h e r  too  s l u g g i s h  and s l o w , n or  must  i t  
b e  t o o  r a p i d ,  c a u s i n g  s a t u r a t i o n  o f  v a r i a b l e s ,  o r  e v e n  
i n s t a b i l i t y .  To be a b l e  t o  p r o p e r l y  t u n e  a c o n t r o l l e r ,  a t  l e a s t  
t h e  r u d i m e n t s  of  t h e  p r o c e s s  dynamics  mus t  be known. I t  t h e y  a r e  
n o t ,  i t  i s  u s u a l l y  n e c e s s a r y  to d i s t u r b  t h e  p i a n t  - n  some * a / n 
o r d e r  t o  f i n d  them o u t .  T h e r e a f t e r ,  t h e  tuned s e t t i n g s  may be 
p r e d i c t e d .  H o w e v e r ,  some p l a n t s  may n o t  be a m e n a b l e  t o  s u c h  
d i s t u r b a n c e ,  e s p e c i a l l y  w h e r e  f i n a n c i a .  o r  o t h e r  iO #s  may oe 
i n c u r r e d .
b) Time Varying Parameters  -  The a b o v e  p r o b le m  may be e x a c e r b a  t e d  
i n  a s i t u a t i o n  w here  th e  p r o c e s s  to  be c o n t r o l l e d  has a t r a n s r e r  
f u n c t i o n  chat  v a r i e s  w i th  t i m e ; i . e .  th e  p la n t  dynamics v a r y  due 
to  such t h i n g s  as changes  i n  raw m a t e r i a l  o r  p la n t  throughput e t c .  
S h o u l d  s u c h  a th in g  o c c u r , a P . I . D .  o r  any non-vary in g  c o n t r o l - e r  
may f a l l  out of t u n e . I n f e r i o r  c o n t r o l  would be the r e s u l t . The 
p r o b le m  t h e n  r e v e r t s  to  th e  p o i n t  made a b o v e , i . e .  the  c o n t r o l . e r  
would need to  be r e t u n e d .
6c )  Nou Linear  Behaviour -  P r o c e s s  non l i n e a r i t y  Tiay be g e n e r a l l y  
i d e n t i f i e d  by t he  f a c t  t h a t  S u p e r p o s i t i o n  does  r - t  h o l d ,  i . e .  i f  a 
p r o c e s s  i n p u t  u ^ C t )  p r . d > \ c e s  o u t p u t  y ^ t )  a n d  s i m i l a r l y  
u o ( t )  p r o d u c e s  y ^ C c ) ,  t h e n  t h e  i n p u t  u ^ t )  + u 2 ( t )  w i l l  i n  
g e n e r a l  n o t  p r o d u c e  y ^ ( t )  + y ^ ^ t )  f o r  a non  l i n e a r  p l a n t ,  i . e .  
the  p r o c e s s  c h a r a c t e r i s t i c s  d i f f e r  a t  d i f f e r e n t  o p e r a t i n g  p o i n t s  
I f  t h e  p l a n t  i s  t o  o p e r a t e  i n  a d i f f e r e n t  r e g i o n ,  (causf.d f o r  
e xampl e ,  by a s e t  p o i n t  change )  r e t u n i n g  may be n e c e s s a r y .
d )  P r o c e s s  Dead Time -  T h i s  i s  an  i m p o r t a n t  c o n s i d e r a t i o n  w h e n  
t u n i n g .  Suppose t h e  p l a n t  c o n t a i n s  a d e l a y  t ime T,  t h e n  no m a t t e r  
what  i n p u t  t o  t h e  p l a n t  o c c u r s ,  t h e r e  w i l l  be no r e s p o n s e  f o r  t ime 
T.  T h e r e f o r e ,  t h e  p r o c e s s  e n g i n e e r  must  choose  t h e  d e s i r e d  c l o s e d  
loop  r e s p o n s e  t o  c o n t a i n  a d e l a y  t i m e  of  a t  l e a s t  I  t i m e  u n - ^ s .  
O t h e r w i s e ,  t h e  c o n t r o l l e r  w i l l  r e q u i r e  f u t u r e  v a i u e s  of  t h e  
c o n t r o l l e d  v a r i a b l e  i n  o r d e r  t o  c a l c u l a t e  t h e  c u r r e n t  v a l u e  of t h e  
m a n i p u l a t e d  v a r i a b l e .  T h i s  i s  o b v i o u s l y  n o .  p h y s i c a l l y  
r e a l i z a b l e .  For  p r o c e s s e s  w i t h  s i g n i f i c a n t  d e a d  t i m e s ,  e v e n  
p h y s i c a l l y  r e a l i z a b l e  c o n t r o l l e r s  may r e s u l t  i n  an u n s t a b l e  c l o s e d  
loop  r e s p o n s e  where t h e  a s s o c i a t e d  z e r o  d e l a y  t ime p l a n t  w o u id  be 
s t a b l e .  A p r o c e s s  e n g i n e e r ' s  n i g h t m a r e  i s  of  c o u r s e  t i e  t ime 
v a r y i n g  d e l a y  t i me .
P . I . D .  c o n t r o l l e r s  a r e  w i d e l y  us ed  b e c a u s e  t hey  a r e  c hea p ,  r e l i a b l e  and 
a r e  r e ma r k a b l y  e f f e c t i v e  i n  many p r o c e s s e s .  However ,  t o  cope  w i t h  t h e  
a b o v e m e n t i o n e d  p r o b l e m s ,  d e t u n i n g  i s  o f t e n  n e c e s s a r y  t o  e n s u r e  
s t a b i l i t y  o v e r  a wide r ange  of  c o n d i t i o n s .  The r e s u l t  i s  g e n e r a l l y  
me d i o c r e  c o n t r o l .
Thi s  has  p r o v i d e d  Che impecus f o r  r e s e a r c h  i n t o  a form of  c o n t r o l l e r  
w h i c h  c a n  a d a p t  i t s e l f  to i t s  e n v i r o n m e n t s .  The e nv i ro n m e n t  i n c l u d e s  
t h e  sys t em s i n p u t  s i g n a l s ,  t h e  n o i s e  a g a i n s t  wh i ch  t h e  s y s t e m  s h o u l d  
d i s c r i m i n a t e  and t h e  f a c t o r s  which v a r y  t h e  s y s t e m ' s  p a r a m e t e r s .
i h e r e  i s  s t i l l  much c o n f u s i o n  c o n c e r n i n g  t e r m i n o l o g y  i n  t h e  a r e a  
g l o b a l l y  r e f e r r e d  t o  a s  " a d a p t i v e  c o n t r o l " .  Names s u c h  a s  a d a p t i v e ,  
s e l f  o r g a n i z i n g ,  s e l f  o p t i m i z i n g ,  s e l f  t u n i n g  and l e a r n i n g  c o n t r o l l e r s  
a r e  used -  l o o s e l y  and i n t e r c h a n g e a b l y .  D e f i n i t i o n s  a r e  v ag u e  a n d  i t  
i s  o c e a n  d i f f i c u l t  t o  draw t h e  boundary l i n e s  be t ween  d i f f e r e n t  t y p e s  
of  c o n t r o l l e r s .  I t  i s  even  d i f f i c u l t  t o  d e t e r m i n e  i f  a c o n t r o l l e r  i s  
a d a p t i v e  o r  n o t ,  s i n c e  many a d a p t i v e  c o n t r o l l e r s  c an  be r e g a r d e d  a s  non 
l i n e a r  o r  t ime v a r y i n g  c o n t r o l l e r s .  Wictenmark ( 1 )  n o t e s  t he  f o l l o w i n g  
p o i n t s  a s  b a s i c  f u n c t i o n s  common t o  most  a d a p t i v e  r e g u l a t o r s
a)  i d e n t i f i c a t i o n  of  unknown p a r a m e t e r s
OR
Measurement  of a P e r fo r ma n c e  I n d e x .
b) D e c i s i o n  of  t h e  c o n t r o l  s t r a t e g y .
cy u n - l i n e  m o d i f i c a t i o n  of  t he  p a r a m e t e r s  of  t h e  c o n t r o l l e r .
D i r f e r i n g  m e t h o d s  o f  s y n t h e s i z i n g  t h e  a b o v e  f u n c t i o n s  r e s u l t  i n  
d i f f e r e n t  t y p e s  of  r e g u l a t o r s .
Most a d a p t i v e  c o n t r o l  sy s tem s  c o u l d  be s c h e m a t i c a l l y  drawn as  in
F i g u r e  2 ( o v e r l e a f ) .
7T h i s  has  p r o v i d e d  t h e  i mpe t us  f o r  r e s e a r c h  i n t o  a f o r a  of c o n t r o l l e r  
w h i c h  c a n  a d a p t  i t s e l f  to  i t s  e n v i r o n m e n t s .  The e n v i r o nm e n t  i n c l u d e s  
t h e  s y s t e m ' s  i n p u t  s i g n a l s , t h e  n o i s e  a g a i n s t  which  t h e  s y s t e m  s h o u l d  
d i s c r i m i n a t e  and t h e  f a c t o r s  which vary  t h e  s y s t e m ' s  p a r a m e t e r s .
T h e r e  i s  s t i l l  much c o n f u s i o n  c o n c e r n i n g  t e r m i n o l o g y  i n  t h e  a r e a  
g l o b a l l y  r e f e r r e d  t o  a s  " a d a p t i v e  c o n t r o l " .  Names s u c h  a s  a d a p t i v e ,  
s e l f  o r g a n i z i n g , s e l f  o p t i m i z i n g , s e l f  t u n i n g  and l e a r n i n g  c o n t r o l l e r s  
a r e  used -  l o o s e l y  and i n t e r c h a n g e a b l y . D e f i n i t i o n s  a r e  v a g u e  and  i t  
i s  o f t e n  d i f f i c u l t  t o  draw t h e  boundary l i n e s  be t ween  d i f f e r e n t  t ype s  
o f  c o n t r o l l e r s .  I t  i s  even  d i f f i c u l t  t o  d e t e r m i n e  i f  a c o n t r o l l e r  i s  
a d a p t i v e  o r  n o t , s i n c e  many a d a p t i v e  c o n t r o l l e r s  can  be r e g a r d e d  as  non 
l i n e a r  o r  t ime v a r y i n g  c o n t r o l l e r s . Wi t t enmark  ( 1 )  n o t e s  t h e  ^oblowing 
p o i n t s  a s  b a s i c  f u n c t i o n s  common t o  most  a d a p t i v e  r e g u l a t o r s
a )  I d e n t i f i c a t i o n  of  unknown p a r a m e t e r s
OR
Measurement  of a P e r f o r ma n c e  I n d e x .
b) D e c i s i o n  of  t h e  c o n t r o l  s t r a t e g y .
c )  O n - l i n e  m o d i f i c a t i o n  of  t h e  p a r a m e t e r s  of  t h e  c o n t r o l l e r .
D i f f e r i n g  m e t h o d s  o f  s y n t h e s i z i n g  t h e  ab ove  f u n c t i o n s  r e s u l t  in  
d i f f e r e n t  types  of r e g u l a t o r s .
Most a d a p t i v e  c o n t r o l  sy s tem s  c o u l d  be s c h e m a t i c a l l y  drawn as i n
F i g u r e  2 ( o v e r l e a f ) .
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ADAPTIVE CONTROL SYSTEM - SCHEMATIC
i
The p r o c e s s  CO be c o n t r o l l e d  I s  c o d e l l e d .  The e s t i m a t o r  a t tem p ts  to  
f i n d  t h o s e  p a r a m e t e r s  w h ic h  d e f i n e  t h e  m o d e l .  A l t e r n a t i v e l y  a 
P e r f o r m a n c e  In d e x  I s  e v a l u a t e d .  The v e c t o r  P I s  the  In fo r m a t io n  th a t  
i s  passed to  the parameter c a l c u l a t o r  which e v a l u a t e s  the nature  of the  
c o n t r o l l e r  I t s e l f .  F i n a l l y  the  c o n t r o l l e r  determ ines  the  in p u t  s i g n a l  
v to  t h e  p r o c e s s .  The d i v i s i o n s  as  noted In the diagram are  Important  
and d i f f e r e n t i a t e  between types  of a d a p t iv e  c o n t r o l  s y s te m s .
The rapid p rogress  in  m i c r o - e l e c t r o n i c s ,  e s p e c i a l l y  in  the l a s t  decade,
has made i t  p o s s i b l e  to implement c o n t r o l l e r s  simply and c h e a p ly .  There 
i s  now v ig o r o u s  development of the  f i e l d  b o th  a t  u n i v e r s i t i e s  and i n  
i n d u s t r y .  However, no ' b e s t '  s o l u t i o n  has y e t  been found, i f  i t  e x i s t s
a t  a l l .  What i s  c l e a r  h o w e v e r ,  i s  th a t  ' b e t t e r '  s o l u t i o n s  are being
proposed as  the unders tanding  of  tne t h e o r y  and p r a c t i c e  of  a d a p t i v e
c o n t r o l l e r s  advance .
I ;  i s  t h e  o b j e c t i v e  o f  t h i s  r e s e a r c h  p r o j e c t  to implement a computer 
b a s e d  a d a p t i v e  c o n t r o l l e r  as  a d i r e c t  r e p l a c e m e n t  of  a s t a n d a r d ,  
i n d u s t r i a l  P . I . D .  c o n t r o l l e r .  I t  i s  hoped that  the  e x p e r i e n c e  gained  
in  doing so w i l l  enhance our p e r c e p t i o n  of  t h i s  e x c i t i n g  n e l d .
The p r o c e s s  Co be c o n t r o l l e d  I s  m r c e l l e d .  The e s t i m a t o r  a t t e m p ts  to  
f i n d  t h o s e  p a r a m e t e r s  w hich  d e f i n e  t h e  m o d e l .  A l t e r n a t i v e l y  a 
P e r f o r m a n c e  In d e x  i s  e v a l u a t e d .  The v e c t o r  P i s  the  In for mat i on  th a t  
i s  passed to  the parameter c a l c u l a t o r  which e v a l u a t e s  the  natu re  of the  
c o n t r o l l e r  i t s e l f .  F i n a l l y  the  c o n t r o l l e r  determines  t h e  i n p u t  s i g n a l  
v t o  t h e  p r o c e s s .  The d i v i s i o n s  as no t e d  i n  t h e  d i a g r a m a r e  i mp o r t a n  
and d i f f e r e n t i a t e  between types  of ada pt i v e  c o n t r o l  s y s t e m s .
The rapid p rogress  i n  m i c r o - e l e c t r o n i c s ,  e s p e c i a l l y  in  the  l a s t  decade,  
has  made i t  p o s s i b l e  to implement c o n t r o l l e r s  simply and c h e a p ly .  There 
i s  now v ig o r o u s  development  of  the f i e l d  b o t h  a t  u n i v e r s i t i e s  and i n  
i n d u s t r y .  However, no ' b e s t '  s o l u t i o n  has y e t  been found,  i f  i t  e x i s t s  
a t  a l l .  What i s  c l e a r  h o w e v e r ,  i s  th a t  ' b e t t e r '  s o l u t i o n s  are  being  
proposed as  the u nders tanding  of the t h e o r y  and p r a c t i c e  of  a d a p t i v e
c o n t r o l l e r s  advance .
I t  i s  th e  o b j e c t i v e  of  t h i s  r e s e a r c h  p r o j e c t  to implement a computer 
b a s e d  a d a p t i v e  c o n t r o l l e r  as  a d i r e c t  r e p l a c e m e n t  of  a s t a n d a r d ,  
i n d u s t r i a l  P . I . D .  c o n t r o l l e r .  I t  i s  hoped th a t  the e x p e r i e n c e  gained  
i n  doing so w i l l  enhance our p e r c e p t i o n  of t h i s  e x c i t i n g  r i e l d .
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1 .3  Approaches co Adaptive Control
In h i s  paper 'Theory and A p p l i c a t io n s  of  adaptive C o n t r o l ' ,
Ast rtim ( 2 )  d i s c u s s e s  t h r e e  g e n e r a l  methods of a d a p t iv e  c o n t r o l  which
are  most p r e v a l e n t  in  cu rrent  a p p l i c a t i o n s .
These are
a) Gain s c h e d u l in g .
b) Model Reference  C o n tr o l .
c )  S e l f  Tuning C o n t r o l .
a)  Gain Scheduling
This i s  the s i m p l e s t  method of  t h e  t h r e e . Here t h e  r e g u l a t o r  
p a r a m e t e r s  a r e  v a r i e d  a s  f u n c t i o n s  of a u x i l i a r y  v a r i a b l e s  wnicti 
i n d i c a t e  c h a n g e s  i n  t h e  p r o c e s s  d y n a m i c s .  The f i l l i n g  and  
e m p t y in g  of  a s p h e r i c a l  tank i s  one s u c h  e x a m p l e , where l e v e l  
c o n t r o l  would need i h ig h e r  ga in  a t  m i d - l e v e l  th an  a t  e i t h e r  top  
o r  b o t tom  e x t r e m e s  du t o  t h e  non l i n e a r i t y  i n v o l v e d . However, 
g a i n  s c h e d u l i n g  i s  c o n s i d e r e d  by many t o  be a non l i n e a r  
c o n t r o l l e r  r a t h e r  th a n  an ad a p t iv e  one.  This i s  due to the f a c t  
that  the r e g u l a to r  parameters ire  changed in open loop ,  i . e .  there  
i s  no f e e d b a c k  t o  c o m p e n s a t e  f o r  an i n c o r r e c t  s c h e d u l e .  
N e v e r t h e l e s s , g a i n  s c h e d u l i n g  a p p e a r s  t o  be the on ly  'a d a p t iv e  
c o n t r o l '  w i d e l y  a v a i l a b l e  on a c o m m e r c ia l  b a s i s .  ( O p e r a t o r  
Convenience i s  Key as P roc ess  C o n t r o l l e r s  E v o l v e ' ( 3 ) ) .
■loae^ ■v.eier^r.ca Aaa j ' - i ve  ovacrias
H e r e  che  l o n t r o l  s p e c i f i c a t i o n s  a r e  g i v e n  i n  t e n a s  of  a r e f e r e n c e  
a o d e i .  The s e t  p o i n t  . a  i p o i i e d  t o  b o t h  t h e  m o d e l  a n d  t h e  c l o s e d  
loop r e g u l a t o r  -  r j c e s s  c o m b in a t io n . The e r r o r  b e t wee n  t h e  a o d e .  
a u t p u t  y a n d  t n e  p r o c e s s  o u t p u t  y d r i v e s  t h e  p a r a m e t e r  
a d j u s t m e n t  m e c h a n i s m  of  t h e  r e g u l a t o r .  I n  o t h e r  w o r d s  t h e  
i n t e n t i o n  i s  t o  f o r c e  t h e  r e g u l a t o r  -  p r o c e s s  l oop  t o  behave i n  
t h e  same f a s h i o n  a s  t h e  c h o s e n  m o d e l .  T h e  i d e a  i s  s h o w n  
g r a p h i c a l l y  i n  Figure  3.
F i g u r e
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H a r e  t h e  c o n t r o l  s p e c i f i c a t i o n s  a r e  g i v e n  i n  t e r a s  of a r e f e r e n c e  
model.  The s e t  p o i n t  i s  a p p l i e d  t o  b o t h  t h e  m o d e l  a n d  t h e  c l o s e d  
loop r e g u l a t o r  -  p r o c e s s  c o m b i n a t i o n .  The e r r o r  be t ween  t h e  mode - 
o u t p u t  y ^  a n d  t h e  p r o c e s s  o u t p u t  y d r i v e s  t h e  p a r a m e t e r  
a d j u s t m e n t  m e c h a n i s m  o f  t h e  r e g u l a t o r .  I n  o t h e r  w o r d s  t n e  
i n t e n t i o n  i s  t o  f o r c e  t h e  r e g u l a t o r  -  p r o c e s s  loop  t o  behave i n  
t h e  same f a s h i o n  a s  t h e  c h o s e n  m o d e l .  The i d e a  i s  sh ow n  
g r a p h i c a l l y  i n  F igure  3.
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tThe p ro b lem  i s  to  determine the parameter adjustment  mechanism so 
th at  a s t a b l e  system r e s u l t s  which f o r c e s  the e rr o r  to z e r o .  The 
s o l u t i o n  i s  h o w e v e r ,  non t r i v i a l  and a number of  p a p e r s  a r e  
a v a i l a b l e  on t h i s  t o p i c ,  s e e  ( 2 )  f o r  r e f e r e n c e s .  R e g u l a t o r  
r e a l i z a b i l i t y  in  the c o n t e x t  of  the  p ro ces s  to be c o n t r o l l e d  must 
a l s o  be c o n s id e r e d  when ch oos in g  the  r e f e r e n c e  model.
c )  S e l f  Tuning R egula t ion
A n o th er  means t o  a d j u s t  th e  p a r a m e t e r s  of  a r e g u l a t o r  i s  t h e  
method of s e l f  tu n in g .  This  i n v o l v e s  choos in g  a c o n t r o l  law as i f  
th e  p a r a m e t e r s  o f  th e  p r o c e s s  were known. The p r o c e s s  paramters  
are  then e s t im a te d  by some i d e n t i f i c a t i o n  s c h e m e . The e s t i m a t e d  
p a r a m e t e r s  are then used in  the c o n t r o l  law to d e r i v e  the c o n t r o l  
s i g n a l .  Figure  4 o v e r l e a f , shows t h i s  s c h e m a t i c a l l y .
The p r o b l e m  i s  t o  d e t e r m i n e  t h e  p a r a m e t e r  a d j u s t m e n t  mechanism so 
t h a t  a s t a b l e  sys t em r e s u l t s  which f o r c e s  t h e  e r r o r  to z e r o .  The 
s o l u t i o n  i s  h o w e v e r ,  n on  t r i v i a l  a n d  a nu mb e r  of  p a p e r s  a r e  
a v a i l a b l e  on t h i s  t o p i c ,  s e e  ( 2 )  f o r  r e f e r e n c e s . R e g u l a t o r  
r e a l i z a b i l i t y  i n  t h e  c o n t e x t  of  t he  p r o c e s s  to be c o n t r o l l e d  must  
a l s o  be c o n s i d e r e d  when c h o o s i n g  t h e  r e f e r e n c e  mode l .
c ) S e l f  Tuning R e g u l a t i o n
A n o t h e r  means  t o  a d j u s t  t h e  p a r a m e t e r s  of  a r e g u l a t o r  i s  t h e  
method of  s e l f  t u n i n g . T h i s  i n v o l v e s  ch o o s i n g  a c o n t r o l  law as  i f  
t h e  p a r a m e t e r s  of  t h e  p r o c e s s  were known.  The p r o c e s s  p a r a n t e r s  
a r e  t h e n  e s t i m a t e d  by some i d e n t i f i c a t i o n  s c h e m e . The e s t i m a t e d  
p a r a m e t e r s  a r e  t h e n  used i n  t he  c o n t r o l  law to d e r i v e  t h e  c o n t r o l  
s i g n a l .  F i g u r e  4 o v e r l e a f ,  shows t h i s  s c h e m a t i c a l l y .
1
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F igure  4
SELF TUNING CONTROL
T h is  i s  th e  most f l e x i b l e  method of chose d i s c u s s e d  so f a r .  V i r t u a l l y  
any c o n t r o l  law can be combined w i th  some means of i d e n c i f i c a t i o n  to  
p ro v id e  a s e l f  tu n ing  r e g u l a t o r .
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Wit tennu. rk Ref ( 1 ) ,  i n  a h i g h l y  i l l u m i n a t i n g  a r t i c l e  e n t i t l e d  
' S t o c h a s t i c  A d a p t i v e  C o n t r o l  M e t h o ds  -  A S u r v e y ' d i s c u s s e s  t h o s e  
c o n t r o l l e r s  which t a ke  i n t o  c o n s i d e r a t i o n  t h e  s t a t i s t i c a l  n a t u r e  of t he  
f l u c t u a t i o n s  of  t h e  p a r a m e t e r s  a n d  t h e  d i s t u r b a n c e s  a c t i n g  on t h e  
sys t ern .
He c l a s s i f i e s  s t o c h a s t i c  a d a p t i v e  c o n t r o l l e r s  a c c o r d i n g  t o  t h e  
f o l l o w i n g  d i a g r a m.
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Feldbaum (Ref  4)  p o s t u l a t e d  t h e  ' d u a l '  c o n t r o l l e r  w h i c h  e f f @ c t i v e . l y  
c o m p r o m i s e s  b e t w e e n  t h e  two o p p o s i n g  a c t i o n s  i n v o l v e d  i n  a d a p t i v e  
c o n t r o l .  On t h e  one hand ' g o o d '  c o n t r o l  means minimum c o n t r o l  e f f o r t  
t o  a c h i e v e  minimum v a r i a t i o n  of  a c o n t r o l l e d  v a r i a b l e  from some d e s i r e d  
v a l u e .  W h i l e  good  p l a n t  i d e n t i f i c a t i o n  r e q u i r e s  ' l a r g e '  c o n t r o l  
s i g n a l s  t o  e x c i t e  t h e  p l a n t  t o  be i d e n t i f i e d .  The d u a l  c o n t r o l l e r  
a t t e m p t s  t o  f i n d  t h e  mi dd l e  p a t h  be t ween a p r ob i n g  a c t i o n  ( t o  s e t  t h e  
p l a n t  i n  mo t io n )  and a c o n t r o l l i n g  a c t i o n  ( t o  f o r c e  t h e  p l a n t  t o  some 
s t a t i o n a r y  s t a t e ) .  The f o r ma l  s o l u t i o n  of t h e  d u a l  c o n t r o l  problem nas  
b e e n  p o s t u l a t e d  b u t  l e a d s  to  a f u n c t i o n a l  e q u a t i o n  which i s  d i f f i c u l t  
t o  s o l v e  i n  a l l  b u t  t h e  s i m p l e s t  of c a s e s .
The non d u a l  c o n t r o l l e r s  f a l l  i n t o  two c a t e g o r i e s ,  i . e .  c e r t a i n t y  
e q u i v a l e n c e  c o n t r o l l e r s  and c a u t i o u s  c o n t r o l l e r s .  Here ,  no a c t i o n  ls 
t a k e n  t o  e x c i t e  t h e  p r o c e s s ,  b a r  t h o s e  t h a t  a r e  n e c e s s a r y  t o  c o n t r o l .  
I n  o t h e r  words ,  t h e  i d e n t i t i c a t o n  a s p e c t  t a k e s  a back s e a t .
C a u t i o u s  c o n t r o l  i s  based  on t h e  s e p a r a t i o n  p r i n c i p l e  which h o l d s  i r  i t  
i s  p o s s i b l e  t o  make a s e p a r a t i o n  b e t w e e n  t h e  i d e n t i f i c a t i o n  of t h e  
p a r a m e t e r s  of t h e  p r o c e s s  on  one  h a n d ,  and  t h e  d e t e r m i n a t i o n  or t h e  
p a r a m e t e r s  o f  t h e  c o n t r o l l e r  on t h e  o t h e r .  Th i s  has  s i g n i f i c a n c e  i n  
t h a t  t h e  c o n t r o l l e r  p a r a m e t e r s  nay be f u n c t i o n s  b o t h  of  t h e  e s t i m a t e d  
p r o c e s s  p a r a m e t e r s  a s  w e l l  a s  t h e  u n c e r t a i n t i e s  of t h e  p a r a m e t e r s ,  i . e .  
t h e  c o n t r o l l e r  t a k e s  c a u t i o u s  a c t i o n  i f  t h e  i d e n t i f i c a t i o n  scheme 
p r o d u c e s  p o o r  r e s u l t s .  U n f o r t u n a t e l y  t h i s  c o u l d  l e a d  t o  a p r o b l e m  
s i t u a t i o n  b e c a u s e  of  t h e  c o n t r o l - i d e n t i f i c a t i o n  i n t e r a c t i o n  ne n t iDne d  
i n  t h e  p r e v i o u s  p a r a g r a p h .  P o o r  i d e n t i f i c a t i o n  may l e a d  t o  c a u t i o u s  
c o n t r o l ,  p r o d u c i n g  w o r s e  i d e n t i f i c a t i o n  r e s u l t s  and so on .  I n  t h i s  
way,  t h e  c o n t r o l l e r  may i n a d v e r t e n t l y  be s w i t c h e d  o f f  f o r  some t i m e  
u n t i l  n o i s e  e x c i t e s  t h e  sys t em improv i ng  t h e  i d e n t i f i c a t i o n  a c c u r a c y .
T h e  c e r t a i n t y  e q u i v a l e n c e  c o n t r o l l e r  i s  b a s e d  on t h e  c e r t a i n t y  
e q u i v a l e n c e  p r i n c i p l e  which h o l d s  i f  i t  i s  p o s s i b l e  t o  f i r s t  d e t e r m i n e  
t h e  c o n t r o l l e r  a s  i f  t h e  p r o c e s s  t o  be c o n t r o l l e d  was c o m p l e t e l y  <nown, 
a n d  c o r r e c t l y  i d e n t i f i e d ,  and  t h e n  s u b s t i t u t e  t h e  e s t i m a t e d  p r o c e s s  
p a r a m e t e r s  a s  i f  they  were t he  c o r r e c t  o ne s .  C e r t a i n t y  e q u i v a l e n c e  .ias 
b e e n  s u c c e s s f u l l y  used a s  a s i mpl e  d e s i g n  p h i l o s o p h y .  The s e l f  t u n i n g  
c o n t r o l l e r  d i s c u s s e d  b e f o r e h a n d  f a l l s  d i r e c t l y  u n d e r  t h i s  c a t e g o r y .
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Ac t h i s  p o i n t  i t  seems a p p r o p r i a t e  t o  r e f l e c t  on t h o s e  c o n t r o l l e r s  
a l r e a d y  me n t i oned  i n  o r d e r  t o  a d o p t  some o r  o t h e r  i m p l e m en t a b l e  p o l i c y .  
I n  t h e  c a s e  of  d u a l ,  c a u t i o u s  and model  r e f e r e n c e  a d a p t i v e  c o n t r o l l e r s ,  
t h e r e  a r e  d i f f i c u l t i e s  i n  comput ing  t h e  t r u e  o p t i m a l  c o n t r o l l e r s  as  t h e  
p r o b l e m  i s  h i g h l y  non l i n e a r .  Hence t h e  most  p r o mi s i n g  a l g o r i t h m s  a r e  
t h o s e  which,  t o  save  c o m p u t a t i o n ,  a p p r o x i m a t e  t o  t h e  o p t i m a l  i n  some 
w a y .  One s u c h  a p p r o x i m a t i o n  i s  t h e  c e r t a i n t y - e q u i v a l e n t  c o n t r o l  which 
i g n o r e s  i n t e r a c t i o n  be t ween e s t i m a t i o n  and  c o n t r o l .  The s e l f  t u n i n g  
c o n t r o l l e r  i s  one  s u c h  c e r t a i n t y - e q u i v a l e n t  l a w.  Wi th  t h i s  i n  mind,  
t h e  r e s t  of t h i s  r e p o r t  w i l l  be de v o t ed  t o  t h e  d e s i g n  of a s e l f  t u n i n g  
c o n t r o l l e r  b a s e d  on t h e  c e r t a i n t y - e q u i v a l e n c e  p r i n c i p l e  a s  a d i r e c t  
r e p l a c e m e n t  f o r  a P . I . D .  c o n t r o l l e r .
APPROACHES TO S7.LF TINING CONTROL
The ce  r t a i n t )  e q u i v a l e n c e  p r i n c i p l e ,  when u s e d  a s  a n  ad hoc d e s i g n
b a s i s  s u g g e s t s  t h e  use  of  i d e n t i f i c a t i o n  a n d  c o n t r o l  a s  two s e p a r a t e
e n t i t i e s  w i t h  a d i r e c t  t r a n s f e r  of  i n f o r m a t i o n  be t ween t h e  model  t h u s  
I d e n t i f i e d  to  t h e  c o n t r o l l e r .  Wi th  t h i s  i n  m i n d ,  i t  i s  w o r t h w h i l e  
c o n s i d e r i n g  p r o c e s s  i d e n t i f i c a t i o n  and p r o c e s s  c o n t r o l  s e p a r a t e l y  w i t h  
a view b o t h  t o  c h o os i n g  some i d e n t i f i c a t i o n  -  c o n t r o l  c o m b i n a t i o n  ( t o  
be i m p l e m e n t e d ) , a s  w e l l  a s  t o  compare t h e  s e l f  t u n e r  t hus  c h o se n ,  w i t h  
t h o s e  methods n o t e d  i n  t h e  l i t e r a t u r e .
I d e n t i f i c a t i o n
Zadeh g i v e s  t h e  f o l l o w i n g  f o r m u l a t i o n  of  i d e n t i f i c a t i o n :
' I d e n t i f i c a t i o n  i s  t h e  d e t e r m i n a t i o n  on t h e  b a s i s  of  i n p u t  
and o u t p u t  of  a sys t em w i t h i n  a s p e c i f i e d  c l a s s  of  sys t ems  
t o  which a sys t em u nde r  t e s t  i s  e q u i v a l e n t . ' (7)
Us ing t h i s  d e f i n i t i o n  we need to  s p e c i f i y
i )  A c l a s s  of  s y s t ems  ( u s u a l l y  c a l l e d  m o d e l s ) ,
i i )  A c l a s s  of i n p u t  s i g n a l s .
i i i )  The meaning of  e q u i v a l e n c e .
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The sys t em under  t e s t  i s  u s u a l l y  t e rmed t h e  ' p r o c e s s '  o r  t h e  p l a n t  . 
E q u i v a l e n c e  i s  o f t e n  d e f i n e d  i n  t e rms  of  a l o s s  f u n c t i o n  o r  c r i t e r i o n  
which  i s  a f u n c t i o n  of  t h e  p r o c e s s  o u t p u t  y and t h e  model  o u t p u t
y m» i « e .
V -  V( y , ym)
Two m o d e l s  and  M2 a r e  s a i d  t o  be e q u i v a l e n t  i f  t h e  v a l u e  f o r  t h e  
l o s s  f u n c t i o n  i s  t h e  same f o r  b o t h  mode l s ,  i . e .
V ( y , y  ) ■ V( y , y  ) 
ml m2
When e q u i v a l e n c e  i s  d e f i n e d  by m e a n s  o f  a l o s s  t u n c t i o n  t h e  
i d e n t i f i c a t i o n  i s  m e r e l y  an o p t i m i s a t i o n  p rob lem,  i . e .  f i n d  a mode-L M 
such  t h a t  t h e  l o s s  f u n c t i o n  i s  a s  s m a l l  a s  p o s s i b l e .
A u t o m a t i c a l l y  t h e  f o l l o w i n g  q u e s t i o n s  a r i s e
I s  t h e  minimum a c h i e v ed ?
Is  t h e r e  a un i que  s o l u t i o n ?
Can we r e s t r i c t  t h e  c h o i c e  of  model  t o  e n s u r e  u n i q u e n e s s .
These  q u e s t i o n s  a r e  not  a l w a y s  a n s w e r a b l e ,  a s  t h e  c o m p l e x i t y  of t h e  
s ys t ems  i n v o l v e d  may p r e c l u d e  a n a l y s i s .
The models  g e n e r a l l y  used  f a l l  i n t o  two d i s t i n c t  t a t e g o r i e s . -
i )  N o n - p a r a m e t r i c  r e p r e s e n t a t i o n s ,  i . e .
i mp u l s e  r e s p o n s e s ,  t r a n s f e r  f u n c t i o n s ,  
c o v a r i a n c e  f u n c t i o n s ,  s p e c t r a l  d e n s i t i e s ,  e t c .
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i i )  Parame c r t c  mode I s , such  as  s t a t e  s p a c e  mode l s .
T h e  d i f f e r e n c e  b e t w e e n  t h e  two e x i s t s  i n  t h a t  a n o n - p a r a m e t r i e  model  
h a s  i n  p r i n c i p l e  no f i n i t e  number  o f  p a r a m e t e r s  w h i c h  d e s c r i b e  i t s  
i n p u t / o u t p u t  c h a r a c t e r i s t i c s .
I t  i s  known t h a t  p a r a m e t r i c  mode l s  can  g i v e  r e s u l t s  w i t h  s i g n i f i c a n t  
e r r o r s  i f  t n e  o r d e r  of  t h e  model  does  n o t  a g r e e  w i t h  t h e  o r d e r  of  t h e  
p r o c e s s ,  (Ref  7 ) .
The i n p u t  s i g n a l s  can  a l s o  be c h a r a c t e r i s e d . -
Impul se  f u n c t i o n s ,  s t e p  f u n c t i o n s ,  w h i t e  n o i s e ,  s i n u s o i d a l  
s i g n a l ,  pseudo random b i n a r y  n o i s e  (PRBS).
Whatever  i n p u t  s i g n a l  i s  c ho s en ,  i t  must  be c a p a b l e  of  e x c i t i n g  a l i  t he  
modes of t h e  p - o c e s s  t o  be i d e n t i f i e d .
T h e r e  e x i s t s  no c l e a r l y  d e f i n e d  method of  ch o o s i n g  t h e  mode l ,  t he  i n p u t  
s i g n a l  a n d  t h e  c r i t e r i o n  o t h e r  t h a n  t o  s t a t e  t h a t  t h e  f i n a l  aim of t he  
i d e n t i f i c a t i o n ,  t h e  p r o c e s s  t o  be i d e n t i f i e d  and  t h e  c o m p u t a t i o n a l  
f a c i l i t i e s  a v a i l a b l e  s ho u l d  i n f l u e n c e  t h e  c h o i - i i .
Some m e t h o d s  w h i c h  h a v e  b e e n  u s ed  f o r  t h o s e  s e l f  t u n e r s  men t i oned  in 
t h e  l i t e r a t u r e  w i l l  be ment ioned  h e r e .
2 0
2 . 1 . 1  Jne Shot Techniques
A v e r y  u s e f u l  r e f e r e n c e  i s  D a v i s  ( 8 ) 'System I d e n t i f i c a t i o n  for  :>el: 
Adapt i ve  C o n t r o l '  where  he d i s c u s s e s  t h e  methods  o f  random s i g n a l  
t e s t i n g ,  c o n c e n t r a t i n g  on pseudo random n o i s e  and e x c i t a t i o n  s i g n a l s  in  
t h e  i d e n t i f i c a t i o n  of  p r o c e s s e s .  He enumerates  var i ous  methods for  
o b t a i n i n g  the  impulse response  curve and hence t h e  f r e q u e n c y  r e s p o n s e  
c u r v e  and t r a n s f e r  f u n c t i o n .  These  methods  are w e l l  unders tood and 
t e s t e d ,  and a r e  u s e f u l  when non p a r a m e t r i c  r e p r e s e n t a t i o n s  a r e  
r e q u i r e d .  However they r e qu i r e  p l an t  d i s t u r b a n c e  and due to  t h e i r  'one  
s h o t '  n a t ur e ,  a f u r t h e r  d e c i s i o n  e l ement  i s  needed as  to  when r e i d e n t i -  
f i c a t i o n  i s  n e c e s s a r y .
There i s  one method of  i d e n t i f i c a t i o n  t h a t  warrants  going i n t o  i n  some 
d e p t h .  I t  i s  the l e a s t  square i d e n t i f i c a t i o n  method u s u a l l y  used wi th  
p a r a m e t r i c  models .  I t  i s  n o t e w o r t h y  i n  t h a t  by f a r  t h e  m a j o r i t y  ot  
s e l f  t u n e r s  based on parametri c  models mentioned i n  the  l i t e r a t u r e  use 
t he  l e a s t  squares  method or some e x t e n s i o n  of  i t ,  ( s e e  f o r  e x a m p l e ,  
R e f e r e n c e s  9 to  17) .
The form of  model  us e d  i s  t h e  so c a l l e d  g e n e r a l i s e d  ARMA model (Auto 
R e g r e s s i v e  Moving Average)  which i s  a s t a t e  space  r e p r e s e n t a t i o n  of the  
p r o c e s s  to  be i d e n t i f i e d ,  and has  t h e  r e m a r ka b l e  p r o p e r t y  t h a t  t he  
s t a t e  i s  e x a c t l y  g i ve n  Vy the pas t  i n put s  and output s  t o / o f  the  p l a n t .  
Hence the model has parameters  whi ch  a r e  u n i q u e l y  d e t e r m i n e d  by t h e
observed data .
The model i s  expres sed  i n  the f o l l o w i n g  equat i on  i n  d i s c r e t e  form:
v(k.) = i [ /I, k~i ' *• i;’ - i k- 2  * . . .  -tin / l k-n .
-0 u k - 1  1 -  D" u V -   ^ b j u -<-)} t . . .  ei  K-n /
where y(k)  = p l an t  output  a t  kth i n s t a n t  of time
u(k)  = p lant  input ic kth Ins tant  of time 
i , , 0|  ” a s s o c i a t e d  plant  parameters  
= jrder )t tne  system
The c r i t e r i o n  n o s e n  ' < oe m i n i m i s e d  i s  the  output  p r e d i c t i o n  e r . o r  
squared,  see  ket .  for  ->ome i thers  1«
. .
as measured.
<Kk) = 2  a^y ( . k - i ) ♦ ^ b t u ( k - i )
where ?(k)  ■ predi c ted  plant  output
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The p r e d i c t i o n  w i l 1 he i n  e rr or  by an amount e p( k)  such t hat
y ( k )  -  9 ( k )  51 Gplk)
y( k)  -  ( Z  a ^ . y ( k - i )  > 2  3 i ' u ( k - t ) )  I I  ( a )
Therefore  assume we have a s e t  of  N input  and output  data .
( u ( o ) , u ( i ) .  u( iO,  y ( o ) ,  y d )  y(N)
and we A s h  to compute va l ues  or 
B = (ai ,a2> • • •an* bl ' *
which w i l l  be s t  f i t  the observed data suer, tnat
V
v ( 9 ) -  j T e , ^ ( k , e )  a minimum II (b)
k« n 1
To do t h i s  we in t roduce  some matrix notar ion
Let  0 ( k )  = { y ( k - l ) , y ( k - 2 ) , . . . u ( k - l ) . . . u ( k - n )}
and Y(N) -  [ y ( n ) , . . . y ( N ) 1'
V(N) ■ ( 0 ( n ) , 0 ( n + l ) . . .^ (N )} ‘
E ( N; 9 )  * { e p ( n ) . . . e p ( N ) } r I I I
9 ■ { a l • • • an , bi« • • bn /
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We can then w r i t e  Y = ye + E(N;9)  which i s  another  way ' s a y i n g ,  
t a k e  t h e  N s e t s  of  d a t a  n a t  a time and s u b s t i t u t e  them i n t o  equat i on
I I I .
Therefore  I I  ( b) can be w r i t t e n  
V (9)  = ET(N;9)  E(N;9) IV
T a ki n g  p a r t i a l  d e r i v a t i v e s  of  e q u a t i o n  IV w i t h  
equat i ng  to  zero  we g e t  the l e a s t  square e s t i m a r e s
a  **1
9LS =• (iJTV) v ---------------------- ►
see  Ref 7 f or  more d e t a i l .
The s y s t e m  i s  s a i d  t o  be pa r a me t er  i d e n t i f i a b l e  i f  one,  and only  one 
value  of 9 makes V(9) a minimum.
There i s  an i n t e r e s t i n g  addendum to  t h e  above  m e t h o d .  Suppose  t h a t
w h i l e  t a k i n g  t h e  N s e t s  o f  i n p u t / o u t p u t  d a t a  we r e a l i s e  t h a t  t h e  
p ro c e s s  parameters  may have d r i f t e d  s l i g h t l y .  We may t h e r e f o r e  wish to
w e i g h t  t he  r e c e n t  d a t a  more t han  t he  o l d e r  o n e s .  T h i s  i s  e a s i l y
a c c o m p l i s h e d  by s p e c i f y i n g  the  c r i t e r i o n  as
N
V(9)  -  ] T w ( k ) e p 2 ( k; 9 )  -  S WE
K **
r e s p e c t  t o  9 and  
of m e  parameters .
w h e r e  W(k)  i s  some p o s i t i v e  w e i g h t i n g  f u n c t i o n .  The e s t i m a t e d  
parameters  then become
9WLS = (VTWV)VTWY
N-k
A common c h o i c e  for  W(k) I s  ( I -  Y ) ^ where Y near 1 c a us e s  a 
l o n g  f i l t e r  remory whi l e  s ma l l e r  2f can t rack f a s t e r  changes i n  p ro c e s s
pa r a me t e r s .
The above method s t M l  s u f f e r s  from the f a c t  t h a t  i t  i s  one s h o t  
' b a t c h '  i n  n a t u r e , s i n c e  the formula presumes t hat  one has a batch of 
da t a  of l e n g t h  N. A s e l f  tuner us i ng  t h i s  method would a l s o  need to  
d ec i de  when re t un i ng  would be n e c e s s a r y .
The q u e s t i o n  then a r i s e s
I s  t h e r e  some way t h a t  the l e a s t  square a l gor i t hm can be r e s t r u c t u r e d  
t o  c a t e r  f or  s e q u e n t i a l l y  a v a i l a b l e  d a t a  su ch  t h a t  t he  e s t i m a t e  -an  
t r a c k  t h e  c h a n g e s  whi ch may o c c u r  i n  9 i f  t h e  c o m p u t a t i o n  i s  done 
over  and over  as  N i n c r e a s e s  ?
The r e c u r s i v e  t e c h n i q u e s  of  t he  f o l l o w i n g  s e c t i o n  d e a l  w i t h  t h i s  
problem.
Recurs ive  Techniques
F o r t u n a t e l y  t h e  a b o v e  e q u a t i o n  c a n  be m a n i p u l a t e d  t o  o b t a i n  
i d e n t i f i c a t i o n  r e c u r s i v e l y  as the p ro c e s s  deve l ops  such tha t  the e n t i r e  
s t r i n g  of  i n p u t / o u t p u t  data  need not  be b r o u g h t  i n  a t  e a c h  s t e p .  I t  
c a n  e a s i l y  be shown t h a t  the  l e a s t  s q u a r e  e s t i m a t e  s a t i s f i e s  the  
f o l l o w i n g  r e c u r s i v e  e q u a t i o n ,  ( s ee  Ref or 18) .
1.
2 4
N-k
A common c h o i c e  for  W(k) i s  ( I- ^ J  where  ^ near 1 caus es  a 
l o n g  f i l t e r  memory whi l e  s ma l l e r  f  can crack f a s t e r  changes  i n  p ro c e s s
par ame t e r s .
Tae above method s t i l l  s u f f e r s  from the  f ac t  t h a t  i t  i s  one s h o t  or  
' b a t c h '  i n  natur. .  s i n c e  the formula presumes that  one has a batch of 
d a t a  of l e n g t h  N. A s e l f  tuner us ing  t h i s  method would a l s o  need to  
d e c i d e  when re tuning  would be n e c e s s a r y .
The q u e s t i o n  then a r i s e s
I s  t h e r e  some way t h a t  the l e a s t  square a l gor i t hm can be r e s t r u c t u r e d  
t o  c a t e r  f or  s e q u e n t i a l l y  a v a i l a b l e  d a t a  s uc h  t h a t  t h e  e s t i m a t e  can  
t r a c k  t h e  c h a n g e ,  whi ch  may o c c u r  i n  9 i f  t he  c o m p u t a t i o n  : s done 
o v e r  and over  as N i n c r e a s e s ?
The r e c u r s i v e  t e c h n i q u e s  of  t h e  f o l l o w i n g  s e c t i o n  d e a l  w i t h  t h i s  
problem.
2 . 1 . 2  Recurs i ve  Techniques
F o r t u n a t e l y  t h e  a b o v e  e q u a t i o n  c a n  be m a n i p u l a t e d  t o  o b t a i . i  
i d e n t i f i c a t i o n  r e c u r s i v e l y  as the p ro c e s s  de v e l ops  such tha t  the e n t i r e  
s t r i n g  of i n p u t / o u t p u t  data need not be b r o u g h t  i n  a t  each  s t e p .  I t  
c a n  e a s i l y  be shown t h a t  t h e  l e a s t  s q u a r e  e s t i m a t e  s a t i s f i e s  t h e  
f o l l o w i n g  r e c u r s i v e  e qu a t i o n ,  ( s e e  Ref 7 or 18 ) .
9WLS(N+1 ) -  eWLSCN) + L(N+l ) {y (N+l )  -  0 TeWLS(N)} ( a )
where
P(N+1) -  1 ( I - L ( N + 1 ) 0 T')P ( b )  V
1
and
L(N+1) = P 0 ( a  l +0TP0) ‘ ( c )
 ^ r  y N-k.
where the we ight ing  f u n c t i o n  w = a 3
T h e s e  a r e  the  l e a s t  square r e c ur s i v e  a l g o r i t h i m s  and are  c a l c u l a t e d  
f o l l o w s
1 ) S e l e c t  a., Y  and N -  *  -  1 _  ordinary l e a s t  square
a -  1- / ,  0<i ’<l  i s  e x p o n e n t i a l l y  
weighted l e a s t  s q u a r e s ) .
a
2) S e l e c t  i n i t i a l  v» - u es  f or  P(N) and 9(N)
3) C o l l e c t  y ( o )  . . . y ( N )  and u ( o ) . .  .u(N) and form
4)  Let k N
5) Solve L(k+1) us in g  V ( c )
6 )  C o l l e c t  n e x t  i n p u t  o u t p u t  v a l u e s  y ( k + l )  a n d  u ( k + l )
7) Solve f or  9 ( k > l ) us i ng  V ( a )
8 ) Solve  for  P(k+1) us ing  V (b)
9) Form $(k+2)
10 ) Let k»k l
11 ) Go to  s t ep  6
N o t e  t h a t  we c o u l d  have i n t u i t i v e l y  expec t e d  the  form of  eq u a t io n  V a 
s i n c e  the next  e s t i m a t e  of e  i s  g i v e n  by t he  o l d  e s t i m a t e  c o r r e c t e d  
by a term l i n e a r  i n  t h e  e r r o r  between the observed output  y (N+l )  and 
the  p re d i c t e d  output  0 Td(.N).
We s t i l l  have the  problem of how to choose  the i n i t i a l. c o n d i t i o n s ,  -wo 
methods are  mentioned (Ref 7)
1) C o l l e c t  a batch of  N>2n data v a l u e s  and s o l v e  t he  b a t c h  rormuxa  
once for  P ( N ) , L(N-H) and 9 ( N) .
2) Set  9(N) -  0 ,  P(N) - *  1, where <*. i s  a l a r g e  s c a l a r
So f a r ,  t h e  l e a s t  s q u a r e  method has  b e e n  p r e s e n t e d  w i t h  no comment 
about  the p o s s i b i l i t y  t h a t  the data  may be s u b j e c t  t o  random e f f e c t s  
i . e .  in  t h e  r e a l  w or l d  most  p r o c e s s e s  are  s t o c h a s t i c  i n  na t ur e .  The 
t rue  p r e d i c t i o n  model i s  more l i k e l y  to  be
6 ) C o l l e c t  next input  output  v a l u e s  y ( k + l ) and u ( k + l )
7) Solve  f o r  9 ( k+1) us i ng  V ( a )
8 ) Solve  for  P(k+1)  us i ng  V (b)
9) Form 0 ( k+2)
10) Let k*k+l
11) Go to  s t ep  6
N o t e  t h a t  we c o u l d  have i n t u i t i v e l y  expected  the form of equ a t io n  V a
s i n c e  the next e s t i m a t e  of  9 i s  g i v e n  by t h e  o l d  e s t i m a t e  c o r r e c t e d
by a term l i n e a r  i n  t h e  e r r o r  between the  observed output  y ( N + l ) and 
t he  pr e d i c t e d  output  0 T^ (N) .
We s t i l l  have the problem of how to  choose the i n i t i a l  c o n d i t i o n s .  Two
methods are  mentioned (Ref  7)
1 ' C o l l e c t  a batch of N>2n data v a l u e s  and s o l v e  t h e  b a t c h  f or mul a  
once  for  P ( N ) , L(N+1) and 9 ( N ) .
2) Set  9(N) * 0 ,  P(N) * *  I ,  where *(. i s  a lar^e s c a l a r
So f a r ,  t h e  l e a s t  s q u a r e  method has  been  p r e s e n t e d  wi t h  no comment 
about  the p o s s i b i l i t y  t hat  the data  may be s u b j e c t  t o  random e f f e c t s
i . e .  i n  t h e  r e a l  wor l d  most  p r o c e s s e s  are  s t o c h a s t i c  in na t ure .  The
true  p r e d i c t i o n  model i s  more l i k e l y  to  be
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w he r e  e ( k )  * a d i s t u r b a n c e  whi ch  i s  a sequence of independant  random 
v a r i a b l e s .
Thi s  e quat i on  i s  o f t e n  w r i t t e n  in t erns  of the  polynomial s  A, 3,  and C
-1
and the backward s h i f t  operator  2.
- 1  -1  -1  
i . e .  A (Z ) y ( t )  -  5(2 ) u ( t - l )  + C(Z ) e ( t )  VI
However ,  t he  l e a s t  s q u a r e s  method g i v e s  b i a s ed  e s t i m a t e s  u n l e s s  the
-1
true  system can be d e s cr i b e d  by e q u a t io n  .1 wi th 0 (Z ) ■ 1 .
T h i s  means t h a t  when t h e  ARMA m o d e l  h a s  n o i s e  t e r m s  w h i c h  a r e
c o r r e l a t e d  from one equ a t io n  to the n e x t , l e a s t  square w i l l  r e s u l t  i n  a
K A
s e t  of  e s t i m a t e  p a r a m e t e r s  9 s uc h  t h a t  t h e  mean v a l u e  of  9 dir  ter:
from t h e  t r u e  v a l u e ,  6 Q, i . e .  E 0 ( N )  -  6 Q -  b w h e r e  b4o a- d
E -  E x pe c t a t io n  Operator .
To o v e r c o m e  t h i s  p r o b l e m  o f  b i a s ,  many o t h e r  s chemes  have been  
i n t r o d u c e d ,  e . g .  Ex t en d e d  L e a s t  Square  Method,  Maximum L i k l i h o o d  
Method,  Le v i n ' s  Method,  e t c . Further i n f ormat i on  on t he s e  can be round 
i n  R e f e r e n c e s  7 and 18.  A l l  i n v o l v e  more c o m p u t a t i o n  or more pr i or  
knowledge about t h e  p r o c e s s  t o  be i d e n t i f i e d  ( o r  b o t h ) t han  s i m p l e  
l e a s t  squar es .
There a r e ,  of  c o u r s e , many d i f f e r e n t  ways to  o b t a i n  a l gor i thms  tor real  
t ime r e c ur s i v e  i d e n t i f i c a t i o n .  But those  t hat  are  c omput a t i ona l l y  easy  
t o  implement are of  c h i e f  i n t e r e s t .
28
P r a c t i c a l l y  a l l  methods y i e l d  a l gor i t hms  wi th the s t r u c t u r e  
d(N-H) =» 9(N) + r  (N) e(N)
where f " (N)  i s  a ga i n  f a c t o r  of  vary i ng  compl ex i ty
e(N) i s  a g e n e r a l i s e d  error  such as output  p r e d i c t i o n  e r r o r
Compare the above equ a t io n  wi th  e quat i on  V ( a ) .
Some of the b e t t e r  known methods ( s e e  Ref 7) are
S t e e p e s t  Descent  
Newtons Method 
S t o c h a s t i c  Approximation  
Gradient  Method
The s t o c h a s t i c  approximat ion method w i l l  be taken as an example.
Here  d ( k )  r e p r e s e n t s  t h e  c o n s t a n t  mode l  p a r a m e t e r s  d u r i n g  t h e  kth  
measurement i n t e r v a l .  The next  parameter v e c t o r  i s  c h o s e n  as  t h e  o l d  
v e c t o r ,  c o r r e c t e d  w i t h  a q ua nt i ty  p ro p o r t i o n a l  to the g r a d i e nt  of the 
e r r o r  f u n c t i o n .  A normal r e g r e s s i v e  f u n c t i o n  can be taken as the model
wi th
y( k)  -  b - u ( k - l )  > b2u ( k - 2 ) . . .  bmu(k-m)
i . e .  based on the parameters  and i nput s  o n l y .
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The f o l l o w i n g  matr i es  can be formed: -  
0 ( k ) - b i ( k ) U(k) = u ( k - l )
b m(k) u(k-m)
parameter v e c t o r input  v e c t o r
Then ?(k)  = UT( k)  9 ( k)
and output  p r e d i c t i o n  e r r or  e p(k)  -  y -  U1 (k)  9 ( k )  
where y i s  as  measured.
Eykhoff  (18)  s o l v e s  the s t o c h a s t i c  approximat ion formula
9 ( k + l ) = 9 ( k )  -  ( 1/ 2 )'  f"(k) ^  ( e p“( k ) )
9
(where r y  r e p r e s e n t s  the g r a d i e n t  wi th  r e s pe c t  to 9 . )  
d
t o  ge t
%(k+l) -  6 (k)  + F" ( k ) ' U ( k + 1 ) - { y ( k + l ) -  UT( k + l ) • 8 ( k ) } 
which i s  the  s t o c h a s t i c  approximat ion a l g o r i t h m.
For convergence  P (k)  has to f u l f i l l  the c o n d i t i o n s
f” (k)  > 0 , ^ r ( k )  ■ 0 0  and % r " ( k )  <
Mim K*®
VII
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This  can be f u l f i l l e d  by H ( k )  = : /k~
w i t h  c>0 and 0 , 5  < ^  4^ 1
I f  t he  p r o c e s s  i s  de terrain c l c ,  i . e .  any n o i s e  c orr upt i ng  the Ldea .^ 
model output  i s  n e g l i g i b l e ,  f  can be chosen  as a c o n s t a n t .
2 . 2 Control
Having s t ud i ed  i d e n t i f i c a t i o n  in  g e n e r a l ,  and no e x p l i c i t  methods  in  
p a r t i c u l a r ,  we can  now t u r n  our a t t e n t i o n  to the  problem ct  . lruling 
s u i t a b l e  c o n t r o l  a l g o r i t h ms .  Though t h e r e  a r e  o b v i o u s l y  many v a r i e d  
ways  to  go a b ou t  t h i s ,  t h i s  s e c t i o n  w i l l  c o n c e n t ra t e  s p e c i f i c a l l y  on 
t hose  a l gor i t hms  mentioned in research papers of the l a s t  few y e a r s  as  
having been used f or  s e l f  tuning controL.
A n a t u r a l  s t e p  would seem t o  be the. s e l f  tuning of a PID c o n t r o l l e r .  
There has been ment ion of t h i s  s ee  e . g .  R e f e r e n c e s  5 and 6 . Most  of  
t h e s e  methods  use some p er t ur b a t i o n  s i g n a l  to produce a n o n -p a r a m e c nc  
model and then u s e  s t a n d a r d  e r r o r  c r i t e r i o n  ( e . g .  i n t e g r a l  s q ua r e d  
e r r o r )  t o  e v a l u a t e  PID tuning parameters .  To my knowledge,  none .iave 
been an u n q u a l i f i e d  s u c c e s s .  At any r a t e ,  ; i v e n  t he  c o mp u t i n g  power  
a v a i l a b l e  t o d a y ,  i t  low c o s t ,  t h e r e  i s  no r e a s o n  why more complex  
a l gor i t hms  ( i n v o l v i n g  more t ha n  t h r e e  t u n i n g  p a r a m e t e r s )  may not  he 
implemented.
In -he u t «  AS trBm -ind :L' co-worker -
produ c e d  a s e r i e s  or e x c e l l e n t  t h e o r e t i c a l  ana a p p l i c a t i o n s  papers on 
the  s u bj ec t  of s e l f  t u n i n g  c o n t r o l l e r s . S i n c e  t h e n  t h e r e  has  been
widespread i n t e r e s t  i n  the s u b j e c t ,  and there  i s  a t  p r e s e n t  (198*.; much 
on-going  research in t h i s  e x c i t i n g  area .
B e f o r e  d i s c u s s i n g  t h e  c o n t r o l  a l g o r i t h m s  t h e m s e l v e s ,  some t e r m i n o l o g y
should be d e f i n e d .
C o n t r o l l e r s  u s u a l l y  a c c o m p l i s h  one of  two t a s k s  o r  b o t h .  Tnese a r e . -
1) Control  a g a i n s t  random n o i s e  whenever introduced  i n t o  t h e  s y s t e m .  
T h i s  i s  u s u a l l y  termed ' the r e g u l a t o r  problem and the  a s s o c i a t e d  
machine i s  c a l l e d  a ' r e g u l a t o r ' .
2) Fol low a t ime v a r y i n g  r e f e r e n c e  v a l u e  ( s e t  p o i n t )  u s u a l l y  c a b l e d  
t h e  ' s e r v o  p r o b l e m '  . The a s s o c i a t e d  machine i s  u s u a l l y  c a l l e d  a
s e r v o  c o n t r o l l e r .
3 ) The word c o n t r o l l e r  seems to  c o v e r  e i t h e r  or  b ot h  of  t h e  above
t wo .
F ur t h e r m o r e  s e l f  t u n i n g  c o n t r o l l e r s  may be e i t h e r  e x p l i c i t  o r  i m p l i c i t .
1 ) An e x p l i c i t  c o n t r o l l e r  f i r s t  i d e n t i f i e s  t h e  parameters  of  the  
model of the  pr o ce s s ,  t he n  f u r t h e r  c a l c u l a t i o n  i s  n e c e s s a r y  to  
c a l c u l a t e  the parameters  of the c o n t r o l l e r .
1
2) An i m p l i c i t  s e l f  t u n e r  i d e n t i f i e s  t h e  p a r a m e t e r s  of  the c o n t r o l l e r  
d i r e c t l y .
The Minimum Variance Regulator  and Adaptat ions  
Ref erence s  16,  17 and 20.
Astrttm showed that  i f  the  p r e d i c t i o n  model i s  assumed as p r e v i o u s l y : -  
A(z)  y ( t )  ■ 3 ( z )  u ( t - k )  + C(z) e ( t )  VIII
where A, 3 and C are polynomial s  in the forward s h i f t  operator  z ,  e . g .
n-1
A(z)  » z n + z . . .  an 
and k r e p r e s e n t s  the time d e la y .
Then one can p o s t u l a t e  and c a l c u l a t e  c o n t r o l  laws which minimise  \e 
c r i t e r i o n : -
V
Hovever , the  opt imal  s o l u t i o n  r e q u i r e s  s o l v i n g  s t e a d y  s t a t e  R i c a t t i  
e q u a t i o n s .  The s i t u a t i o n  can be s Lmpli' led i f  there  i s  no c o s t  on the  
c o n t r o l ,  i . e .  g - o .  The c r i t e r i o n  t ;en r e d u c e s  to  m i n i m i s i n g  t h e  
v a r i a n c e  of  t h e  o u t p u t ,  i . e .  t he  r e s u l t i n g  c o n t r o l l e r  i s  c a l l e d  a 
minimum var i anc e  r e g u l a t o r .
Astrbm proposed that  the manipulated v a r i a b l e  u ( t )  be c a l c u l a t e d  a s : -
u ( t )  = - z ^ G (z ) y ( t)  LX 
S ( z ) F ( z )
, k-1
where  F ( z )  * z K + • • • i"k
a —1 n-2
G ( z )  = g0 2 ^ 81 2 * * * Sn - l
which are determined from 
Zk C(z)  -  F ( z ) A ( z )  + G(z)  X
S u b s t i t u t i o n  of  IX and X i n t o  VIII  v e r i f i e s  t h a t  the minimum va r ia n c e  
r e g u l a t o r  can be i n t e r p r e t e d  as choos ing  the c o n t r o l  s i g n a l  such  cnat  
t h e  p r e d ic te d  value k+1 s t e p s  ahead w i l l  be equal  to z e r o .
Astrbm a l s o  showed t h a t  u s i n g  e q u a t io n  X, the  p r e d ic to r  e q u a t io n  can 
be w r i t t e n  as
y ( t + k + l )  + «< i X U )  + <*m(t - m + l )
* 0 j { u ( t )  +  3 ^ u ( t - 1 ) ••• r ^ jU(t-j) :
+ ^ ( t + i t + l )  XI
and t h e  c o n t r o l l e r  e q u a t i o n  can be w r i t t e n  d i r e c t l y  i n  te rms  of
I34
u ( t )  ■ J_ {<xf ^ y (c )  + . . .  o ^ my ( t -m+l)}
K
-  0 ^ u ( t - l )  -  . . .  - 0  jU(C—j )  XII
i . e .  i n  i m p l i c i t  f o r a a t .
Summing up,  t h e  a l g o r i t h m  i n v o l v e s
At t h e  s ampl i ng  p e r i o d  Ts d e t e r m i n e  t h e  model  p a r a m e t e r s  X I , 
u s i n g  a r e c u r s i v e  l e a s t  s q u a r e s  e s t i m a t o r .
Th e n  d e t e r m i n e  t h e  c o n t r o l  v a r i a b l e  f rom e q u a t i o n  X I I .  T h e s e  a r e  
r e p e a t e d  a t  e v e r y  s ampl i ng  p e r i o d .
I n  o r d e r  t o  e v a l u a t e  t h e  minimum v a r i a n c e  r e g u l a t o r , As t r Bm e t  an­
cons  i d e r  t h r e e  a r e a s  f o r  a n a l v s i s
1) O v e r a l l  s t a b i l i t y  of  the  c l o s e d  loop  sys tem
2) Convergence  of t h e  r e g u l a t o r
3) I d e n t i f l a b i l i t y  a s p e c t s .
S t a b i l i t y  i s  o b v i o u s l y  t he  most  i m p o r t a n t  p r o p e r t y  f o r  an a p p l i e d  
s y s t e m .  A s t r t i m  u s e s  t h e  h e u r i s t i c  a r g u m e n t  t h a t  i f  t h e  
e s t i m a t e d  p a r a m e t e r s  a t  any one t ime a r e  so bad t h a t  a n  u n s t a b l e  
c l o s e d  l o o p  s y s t e m  r e s u l t s ,  t h e n  t h e  r e s u l t i n g  i n c r e a s e  i n  i n p u t  
ond o u t p u t  s i g n a l s  c a u s e s  t h e  e s t i m a t e s  t o  r a p i d l y  a p p r o a c h  t h e i r  
t r u e  v a l u e s . T h e  sys t em w i l l  t h e n  r e s t a b i l i z e .  He a l s o  shows t h a t  
p r o v i d e d
t )  The t ime d e l a y  k of  t h e  p r o c e s s  i s  known;
i i )  The o r d e r  of t h e  sys t em i s  no t  u n d e r e s t i m a t e d ;
H i )  The p r o c e s s  t o  be c o n t r o l l e d  i s  minimum phase ;
t h e  l e a s t  s q u a r e  e s t i m a t o r  p l u s  minimum v a r i a n c e  c o n t r o l l e r  w i l l  
s t a b i l i z e  any l i n e a r  t ime i n v a r i a n t  p r o c e s s .
A s t r t i m  p r o v e s  t h a t  i f  t h e  p a r a m e t e r  e s t i m a t e s  c o n v e r g e ,  t h e
c o n t r o l  law o b t a i n e d  i s  t h e  minimum v a r i a n c e  c o n t r o l  law t h a t
c o u l d  be c o m p u t e d  i f  t h e  p a r a m e t e r s  o f  t h e  s y s t e m  were  known.  
However ,  g e n e r a l  r e s u l t s  g i v i n g  c o n d i t i o n s  f o r  c onve r ge nc e  a r e  n o t  
a v a i l a b l e  b u t  s i m u l a t i o n s  h a v e  s h o w n  t h a t  c o n v e r g e n c e  i s  
a t t a i n a b l e  i n  many i n s t a n c e s  ( s e e  Ref 16) .
I t  i s  known t h a t  c e r t a i n  p r o b l e m s  e x i s t  i f  i d e n t i f i c a t i o n  i s  
pe r fo rmed  w h i l e  t h e  sys t em i s  i n  c l o s e d  l o op ,  ( s e e  Ref 2 1 ,  S u r v e y  
P a p e r  •• I d e n t i f i c a t i o n  o f  P r o c e s s e s  i n  C l o s e d  L o o p  -  
I d e n t i f i a b i l i t y  and Accuracy  A s p e c t s ) .
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The problem i s  overcome here in  two ways
1 ) The f eedback i s  t ime vary i ng .  (Constant  feedback would cause  
i d e n t i f l a b i l i t y  problems) .
i i )  The f i r s t  non-zero  parameter i s  f i x e d  to  a g i ven  value  (^\3 
i n  equat i on  XI) such that
0 , 5 b < < *  , b -  ac t ua l  p l ant  parameter
where Q <0 , 5b g i v e s  an u n s t a b l e  a lgor i thm  
3 q t oo  large  g i v e s  s low convergence
A number of i mp l e m e n ta t i o ns  o f  t h e  minimum v a r i a n c e  c o n t r o l l e r  
( s e l f  t u n e d )  h a v e  b e e n  n o t e d ,  s e e  Ref  2 0 .  Xn i n d u s t r i a l  
a p p l i c a t i o n  o f  a s e l f  t u n i n g  r e g u l a t o r ,  by B o r r i s o n  a n d  
W i t t e n o a r k .  T h e s e  have  been  g e n e r a l l y  s u c c e s s f u l ,  though some 
problems have been noted
i )  The c o n t r o l l e r  does  not p e n a l i s e  e x c e s s i v e  c o n t r o l  a c t i o n .
i i )  Non-minimum p h a s e  s y s t e m s  may c a u s e  u n s t a b l e  c l o s e d  l oop
s ys t e ms .
i i i )  S e t  po i n t  f o l l o w i n g  has not been i n c l ud e d .  (Though t h i s  has  
b e e n  added i n  As t r Um' s  l a t e r  p a p e r s  w i t h  the  a s s o c i a t e d  
c omput at i ona l  d i f f i c u l t i e  s ee  Ref l b ) .
i v )  T h e  n e c e s s i t y  t o  c h o o s e  o n e  p a r a m e t e r  ( $ Q) f o r  
i d e n t i f  l a b i l i t y  p u r p o s e s  d e t r a c t s  s l i g h t l y  from t h e  ' s e l f  
t un i ng '  ph i l o s o phy .
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v) The o r d e r  of t h e  sys t em must  no t  be u n d e r e s t i m a t e d ,  
v i ) The t ime d e l a y  k must  be known as  a" P r i o r i .
To s o l v e  some of t h e s e  problems ,  C l a r k e  and Gawthrop of  t he  U n i v e r s i t y  
of  Oxford d e s i g n e d  and implemented a v a r i a t i o n  of  t he  minimum v a r i a n c e  
r e g u l a t o r .  The r e s u l t s  a r e  p u b l i s h e d  i n  a s e r i e s  o f  a r t i c l e s ,  the  
s e m i n a l  work  b e i n g  t h e  r e p o r t  of  t h e  D e p a r t m e n t  o f  E n g i n e e r i n g ,  
U n i v e r s i t y  of  O x f o r d , e n t i t l e d  ' F e a s i b i l i t y  Study of  t h e  A p p l i c a t i o n  of 
M i c r o p r o c e s s o r s  t o  S e l f  Tuning C o n t r o l l e r s ' ,  Repor t  No. 1137/75 
(Ref  23 ) ,  s e e  a l s o  Re f s  14 and 15.
I n s t e a d  o f  m i n i m i z i n g  t he  o u t p u t  v a r i a n c e  o n l y , t h i s  method mi n i mi se s  
t h e  v a r i a n c e  of  an a u x i l i a r y  o u t p u t  f u n c t i o n  g i v e n  by 0 ( k )
-1  -1  -1
0 ( t )  * P(z ) y ( t )  + Q(z ) u ( t - k ;  -  R(z ) w ( t - k )
-*1
where  P,  Q and R a r e  p o l y n o m i a l s  i n  z and w ( t )  i s  t h e  s e t  p o i n t .
Th i s  i s  a n o t h e r  way of  s a y i n g , mi n i mi se  t h e  c r i t e r i o n  
I ■ S{( ^ p j _ y ( t + k - i )  -  2fr^w( t - i )  ) “
+ ( ^  q 1t u ( t - i ) ) 2 }
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v) The order of Che system must not be u n de r e s t i m a t e d .
v i ) The time de l ay  k must be known as a' P r i o r i .
To s o l v e  some of  t he s e  problems, Clarke and Gawthrop of the U n i v e r s i t y  
of  Oxford  des igned and implemented a v a r i a t i o n  of  the minimum v a r i a n c e  
r e g u l a t o r .  The r e s u l t s  a re  p u b l i s h e d  i n  a s e r i e s  o f  a r t i c l e s ,  the  
s e m i n a l  work b e i n g  t h e  r e p o r t  of  the  D e p a r t me n t  o f  E n g i n e e r i n g ,  
U n i v e r s i t y  of Oxf ord , e n t i t l e d  ' F e a s i b i l i t y  Study of the A p p l i c a t i o n  of  
Mi croproces s ors  to S e l f  Tuning C o n t r o l l e r s ' ,  Report No. 1137/75  
(Ref  2 3 ) ,  s ee  a l s o  Refs  14 and 15.
I n s t e a d  of  m i n i m i z i n g  the output  var i anc e  on l y ,  t h i s  method minimise,  
tne  var i anc e  of  an a u x i l i a r y  output  f u n c t i o n  g i ve n  by ?Kk)
-1  -1  -1
0 ( t )  * P ( z ) y ( t )  + Q(z ) u ( t - k )  -  R(z ) w ( t -k )
-1
where P,  Q and R are  polynomial s  in  i  and wf t )  i s  the  s e t  p o i n t .
This  i s  another  way of s a y i n g ,  minimise  the c r i t e r i o n  
I -  E { ( 2 p i . y ( t + k - l )  ■ , ^ r i w( t - i  ) ) “
+ ( ^  q 1 j,u( t - i ) ) ^ }
Note that  t h i s  i n c l u d es  s e t  point  f o l l o w i n g  and a c o n t r o l  c o s t  on
t h e  p l a n t  i n p u t  u ( t ) .  P,  Q and R are s p e c i f i e d  by the user  to o b t a in
more genera l  c l o s e d  loop behaviour .
Note a l s o  that  Q ■ R a 0 i s  the minimum v a r i a n c e  r e g u l a t o r  d i s c u s s e d
b e f o r e .
The problem r e d u c e s  to  p r e d i c t i n g  t he  o u t p u t  0 ( t )  a t  t ime  t-Hc and 
e v a l u a t i n g  the input  u ( t )  such that  t h i s  p r e d i c t i o n  i s  s e t  to  zero .
S i nce  QU(t)  and RW(t) are  known a t  t ime t ,  t h e  probl em i s  t o  p r e d i c t  
t h e  component  of  j ) ( t+k )  due t o  t h e  o u t p u t  y ( t ) ,  i . e .  0 y ( t + k ) ,  where 
0 y ( t )  ■ P y ( t ) .  The s u g g e s t e d  e s t i m a t i o n  p r o c e d u r e  i s  some form of  
r e c u r s i v e  l e a s t  s q u a r e s ,  u s u a l l y  e x t e n d e d  l e a s t  s q u a r e  a c t i n g  on 
0 y ( t ) .
The e x p l i c i t  e x p r e s s i o n  f or  the p l an t  input i s  then  
u ( t )  ■ Rw(t) -  0y ( t+k)
Q
and the c l o s e d  loop p r o p e r t i e s  are de f ined by
y ( t )  -  z~kB R w( t )  XIII
PH + QA In terms of the s e t  po i n t  only
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The s t a b i l i t y  of the system i s  determined by the roots  of 
PB + QA -  0
i . e .  when Q i s  n e g l i g i b l e ,  the c l o s e d  loop behaviour i s  determined by 
B, i . e .  for  a non-minimum phase p lan t  we have u n stab le  p o le s  i n c l u d i n g  
t h e  c a s e  where  Q * 0 f o r  t h e  minimum v a r ia n c e  r e g u l a t o r .  The c l o s e d  
loop p o l e s  can t h e r e f o r e  be m o d i f i e d  by e n s u r i n g  t h a t  th e  QA term 
dominates  and even non-minimum phase system can be accommodated.
.Larrce at  a l  , Re l . 13 ,  a l s o  d i s c u s s  two important p r a c t i c a l  a s p e c t s . 
The *■ i r s t  a r i s e s  :rom th e  f a c t  t h a t  s y s t e m  m od e ls  assumed f o r  s e l f  
t u n i n g  a re  loca^ l i n e a r i z a t i o n s  to t y p i c a l l y  n o n - l i n e a r  r e s p o n s e s . The 
in p u t /o u tp u t  s i g n a l s  are  g e n e r a l l y  p e r t u r b a t io n s  around n o n - z e r o  mean 
l e v e l s .  These  are denoted by W, U ,  7  which are  s e t  p o i n t ,  manipulated  
v a r i a b l e  ( i n p u t ) ,  c o n t r o l l e d  v a r i a b l e  ( o u t p u t )  mean l e v e l s ,  
r e s p e c t i v e l y .  t h e s e  are  net u s u a l l y  r e l a t e d  on ly  by the s tea d y  s t a t e  
g a in  of  the model,  so a c o n t r o l  o f f s e t  must be added f o r  g e n e r a l i t y ,  
- h i s  ex tr a  term i s  j u s t  a f v r t h e r  parameter which may be e v a lu a te d  with  
a l l  the r e s t .  However, there  n  e ways of g e t t i n g  rid of  i t .
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The f o l l o w i n g  g i v e s  a p i c t o r i a l  example  of  t h i s .
Ac t ua  1 
P l a n t
C h a r a c c e r i s  t i
L i n e a r i s e d
Model
• O p e r a t i n g  P o i n t
/
Figure  5
PROCESS CHARACTERISTICS
The p rev ious  model equ at ion  VI would become
- I  -1 -1
A(z ) y ( t )  -  3 (z  ) u ( t - l )  + C(z ) e ( c )  + d
where d i s  the c o n s ta n t  o f f s e t .
The s e c o n d  a s p e c t  i s  to  ensure  zero s t ea d y  s t a t e  e r r o r ,  i . e .  th at  the
p la n t  output  equals  the s e t  p o in t  a t  s t e a d y  s t a t e .
Clarke mentions the f o l l o w i n g  (R ef .  1 3 ) : -
1) I n s e r t  an i n t e g r a t o r  i n t o  th e  lo o p  a f t e r  t h e  s e l f  t u n e r ,  i . e .  
e f f e c t i v e l y  compute  increm ents  in  c o n t r o l  s i g n a l .  This a] i.ows d 
t o  be omit ted  from the e s t i m a t i o n  of  p a ra m eters ,  but  i t  d e t r a c t s  
from t h e  c l o s e d  loop performance and in  f a c t  can s e r i o u s l y  a r r e c t  
convergence  of the s e l f  t u n e r .
— 1
2)  S e t t i n g  Q -  X ( 1 - z  ) e n s u r e s  z e r o  s t e a d y  s t a t e  e r r o r  b u t  d 
must  be e s t i m a t e d  as  a f u r t h e r  p a r a m e t e r .  T h i s  method can be 
u n s t a b le  for  non-minimum phase s y s te m s .
3) Adding i n t e g r a t o r s  in to  both P and R p o l y n o m i a l s  and d i s  ( o n c e  
m ore)  e l i m i n a t e d .  A g a in ,  h o w e v e r ,  the system f a i l s  tor  c e r t a i n  
non-minimum phase s y s t e m s .
4 ) The fou rth  method ca sca d es  a s e l f  tuner  in  t h e  i n n e r  lo o p  and an 
i n t e g r a t o r  in the >uter l o c  . The i n t e g r a t o r  ga in  must be chosen .
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These p r a c t i c a l  i s p e c t -  i r e  2<i t er  ind ;he  a s s o c i a t e d  d i f f i c u l t i e s  
vn s o l v i n g  them - i ) fde r  , p o i n t  o u t  some or t he  c o n s i d e r a t i o n s  to 
• aken  . n t o  a c c o u n t  when Impl ement ing  a s e l l  u n e r .  "he f o l l o w i n g  p o in t s  
i r e  no t ewor thy  m the  J l a r ’w ,  i awthrop c o n t r o l l e r
1) Non-minimum p h a s e  s y s t e m s  can  be h a n d l e d  by c o r r e c t  c h o ic e  of 
□olynomlal  Q.
The c o s t  >n tne  i np u t  K t  e n s u r e s  ' . h a t  i n p u t  a c t u a t o r s  a r e  no t  
damaged, i . e .  e x c e s s i v e  o n t r o l  a c t i o n  i s  p revented .
i)  aet point  fo l l o w i n g  lS inc lud ed .
4 , -’i x i n g  parameter i s  not l e c t t s a r v  out improves r o b u s t m s s .
i )  The order >r t he  system must not be u n deres t im ated .
■> > The time deiay  k rust  re known.
7 P, che c o s t  in the  >utput should be chosen )t the same order as
the p rocess  to prevent i n t e r i o r  r e s u l t s .
■* S o lu t io n s  ne ; o n a t a n t  o f f s e t  p a r a m e te r  d ,  ana z e r o  s t e a d /
-,cate problems may i l s o  produce inf.  r in r  r e s u l t s .
. c o n t r o l  a l g o r i t h m  is  subopc imal i n  comparison to the minimum
a r i a n c e  ■ mc r  V ..er ;r. t h a t  m i n i m i z a t i o n  >t t h e  v a r i a n c e  of che  
u t o u r  mnr  mi se t i  • . p r e v e n t  ex. e a s i v e  .-.on’ vol  iC t io n .
P o l e / Z e r o  A s s i g n m e n t  K e ^ u i a i o r s
A n o th e r  method o f  c o n t r o l l e r  d e s i g n  i s  c h a t  >r p o l e / z e r o  placement  
based on c l a s s i c a l  c o n t r o l  methods. Here t h e  c o n . r o l  o b j e c t i v e  i s  to  
move the c l o s e d  loop p o l e s / z e r o s  to  p r e s p e c i f i e d  p o s i t i o n s  vhich der in e  
a t r a n s i e n t  r e s p o n s e .  Both  r e g u l a t o r  and s e r v o  problems have been 
t a c k l e d .  One su ch  r e g u l a t o r  i s  d i s c u s s e d  by W e l s t e a d  P r a g e r  and  
Zanker,  Ref 13 'P o le  Assignment S e l f  Tuning R egula tor  .
They p o s t u l a t e  a m odel:
- k  -1 " 1
v f r )  » z 3(2 ) u ( t )  + i + z / W
"  - T ”  - i
1 +  A(z ) 1 +  A(z )
XIV
which i s  i d e n t i c a l  to the model d e s c r ib e d  by eq u at ion  VI with  the r i r s t  
parameters a 1 and C[ equal  to  u n i t y .
The feedback r e g u l a to r  i s  g iv e n  by
-1
u ( t )  -  g( z ) y ( t )  xv
'  ~~-i
1 + F(2 )
and th e  o b j e c t  o f  t h e  s e l f  t u n i n g  p o l e  a s s i g n m e n t  r e g u l a t o r  i s  to  
a u t o m a t i c a l l y  move the  c l o s e d  loop sys te m  p o l e s  from t h e i r  open  lo o p  
l o c a t i o n s  t o  t h e  v a l u e s  s p e c i f i e d  by t h e  p o l y n o m i a l  1 + U z  ) 
where t h e  z e r o s  o f  T U  ' )  a r e  p r e s e l e c t e d  by t h e  p r o c e s s  e n g i n e e r  
tak in g  i n t o  c o n s i d e r a t i o n  the p ro ces s  at hand.
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S u b s t i t u t i n g  XV i n t o  XIV g i v e s  t h e  c l o s e d  loop eq i t i o n  and e q u a t i n g  
w i t h  t h e  r e q u i r e d  r e s p o n s e
-1
y ( t )  -  1 + F(z  ) e ( t )
^ r
1 + T(z  )
t h e  r e g u l a t o r  p a r a m e t e r s  c a n  be s o l v e d  f o r  ( p o l y m o n i a l s  G and F) by 
s o l v i n g
- I  - 1  - k  -1
{1 + A(z )} {1 + F (z  )} - z  B(z ) G(z }
-1  " I
* {1 + T(z  )} 11 + C(z )} XVI
where  A, B and C a r e  assumed known and T i s  c h o s e n .
S e l f  t u n i n g  t h e n  p r oc e e d s  as  f o l l o w s
1) At e a c h  s a m p l e  i n t e r v a l ,  t h e  p a r a m e t e r s  of  e q u a t i o n  XIV a r e  
e s t i m a t e d  by r e c u r s i v e  l e a s t  s q u a r e s .  (C i s  u s u a l l y  c h o s en  as
z e r o ) .
2)  The e s t i m a t e d  p o l y n om i a l s  A and B a r e  used  to  c a l c u l a t e  F and G by 
e q u a t i o n  XVI.
3 ) The c o n t r o l  i n p u t  u ( t )  i s  o b t a i n e d  from e q u a t i o n  XV u s i n g  F and  G 
e v a l u a t e d  i n  2)  a b o v e .
T h e  f o l l o w i n g  p o i n t s  may be n o t e d  a b o u t  t h e  a b o v e  m e n t i o n e d  s e l f  
t u n e r : -
1) The p r i n c i p l e  of p o l e  a s s i g n me n t  s e l f  t u n i n g , p roved i n  R e f e r e n c e  
13 s t a t e s  t h a t  i f  t h e  s y s t e m  c o n v e r g e s ,  i t  w i l l  converge  to  t he  
d e s i r e d  c l o s e d  loop c o n f i g u r a t i o n .
2)  P r o c e s s  z e r o s  a r e  no t  c a n c e l l e d ,  on l y  t he  p o l e s  a r e  s h i r  t ed  so t he  
sys t em does  no t  s u f f e r  f r om i n s t a b i l i t y  due  t o  t h e  p r e s e n c e  of  
non-minimum phase  z e r o s .
3 )  V a r y i n g  a n d  unknown t i m e  d e l a y s  c a n  be a c c o m m o d a t e d  b u t  t h e  
n u m e ra t o r  p o ly n om i a l  must  be e x t e n d ed  t o  e n s u r e  t h a t  t h e  maximum 
t r a n s p o r t  d e l a y  e x p e c t e d  i s  c a t e r e d  f o r .  THis may c a u s e  p r o b l e m s  
w i t h  o v e r  pa r  ime t  i z a  t i o n  a n a  t h e  s e l f  t u n i n g  p r o p e r t i e s  may be 
l o s t .  H o w e v e r  i t  i s  c l a i m e d  by t h e  a u t h o r  ( R e f  1 3 )  t h a t  
s i m u l a t i o n  h a s  shown t h a t  s u c c e s s f u l  r e g u l a t i o n  may s t i l l  be 
a c h i e v e d .
4)  By t h e  v e r y  n a t u r e  of  t h e  c o n t r o l l e r ,  e x c e s s i v e  c o n t r o l  e f f o r t  may 
be a v o i d e d .
5) Se t  p o i n t  t r a c k i n g  can  be i n c l u d e d  ( S e e  e . g .  Ref  10 ' S e r v o  S e l :  
T u n e r s ' )  b u t  t h e r e  i s  ' a s i g n i f i c a n t  i n c r e a s e  i n  c o m p u t a t i o n a l  
e f f o r t '  ( t h e  a u t h o r ' s  own w o r ds ) .
Astrt im and Wi t t enmark  (Ref  12 ' S e l f  T u n i n g  C o n t r o l l e r s  B a s e d  on P o l e  
Z e r o  P l a c e m e n t ' )  c o n c e n t r a t e s  s p e c i f i c a l l y  on t h e  s e r vo  prob l em.  Both 
e x p l i c i t  and i m p l i c i t  a l g o r i t h m s  a r e  g i v e n .  They d i s c u s s  t h e  p r o b l e m  
of  c hoos i ng  a c l o s e d  loop t r a n s f e r  f u n c t i o n  as  t h i s  c a n n o t  be s p e c i f i e d  
a r b i t r a r i l y . S p e c i f i c a l l y ,  t h e  d e l a y  t ime of t he  c l o s e d  loop r e s p o n s e  
mus t  be a t  l e a s t  as  l ong a s  t he  p r o c e s s e s . They n o t e  t h a t  o pe n  l o o p  
p r o c e s s  z e r o s  i n  t h e  r i g h t  h a n d  p l a n e  canno t  be c a n c e l l e d  and r emain  
z e r o s  of t h e  c l o s e d  loop s ys t em.
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1) The p r i n c i p l e  of  po l e  a s s i g nm e n t  s e l f  t u n i n g ,  p roved  i n  Re f e r e n c e  
13 s t a t e s  t h a t  i f  t h e  s y s t e m  c o n v e r g e s ,  i t  w i l l  conve r ge  to t h e
d e s i r e d  c l o s e d  loop c o n f i g u r a t i o n .
2 )  P r o c e s s  z e r os  a r e  n o t  c a n c e l l e d ,  o n l y  t h e  p o l e s  a r e  s h i f t e d  so t h e  
s y s t em does  n o t  s u f f e r  f rom I n s t a b i l i t y  due  t o  t h e  p r e s e n c e  o f  
n on - minimum phas e  z e r o s .
3 )  V a r y i n g  a n d  unknown t i m e  d e l a y s  c a n  be a c c o m m o d a t e d  b u t  t h e
n u m e r a t o r  p o l y n o m i a l  must  be e x t e n d e d  t o  e n s u r e  t h a t  t h e  maximum
t r a n s p o r t  d e l a y  e x p e c t e d  i s  c a t e r e d  f o r .  THis may c a u s e  p r o b l e m s
w i t h  o v e r  p a r a m e t i z a t i o n  a n d  t h e  s e l f  t u n i n g  p r o p e r t i e s  may be 
l o s t .  H o w e v e r  i t  i s  c l a i m e d  by t h e  a u t h o r  ( R e f  1 3 )  t h a t  
s i m u l a t i o n  h a s  shown t h a t  s u c c e s s f u l  r e g u l a t i o n  may s t i l l  be
a c h i e v e d .
4)  By t h e  ve ry  n a t u r e  of  t he  c o n t r o l l e r ,  e x c e s s i v e  c o n t r o l  e f f o r t  may 
be a v o i d e d .
5) S e t  p o i n t  t r a c k i n g  c an  be i n c l u d e d  ( S e e  e . g .  Ret  1)  S e r v o  S e l f  
T u n e r s ' )  b u t  t h e r e  i s  ' a  s i g n i f i c a n t  i n c r e a s e  i n  c o m p u t a t i o n a l
e f f o r t '  ( t h e  a u t h o r ' s  own w o r d s ) .
Astrt tm and Wi t t enmark  (Ref  12 ' S e l f  T u n i n g  C o n t r o l l e r s  B a s e d  on P o l e  
Z e r o  P l a c e m e n t ' )  c o n c e n t r a t e s  s p e c i f i c a l l y  on t he  s e r v o  p rob lem.  Both 
e x p l i c i t  and i m p l i c i t  a l g o r i t h m s  a r e  g i v e n .  They d i s c u s s  t h e  p r o b l e m  
of  ch o o s i n g  a c l o s e d  loop t r a n s f e r  f u n c t i o n  as  t h i s  c a n n o t  be s p e c i t i e d  
a r b i t r a r i l y .  S p e c i f i c a l l y ,  t h e  d e l a y  t ime of t h e  c l o s e d  loop r e s p o n s e  
mus t  be a t  l e a s t  ao long a s  t h e  p r o c e s s e d .  They n o t e  t h a t  o p e n  l o o p  
p r o c e s s  z e r o s  i n  t h e  r i g h t  h a n d  p l a n e  canno t  be c a n c e l l e d  and r ema i n  
ze r os  of t h e  c l o s e d  loop s ys t em.
Two b a s i c  t y p e s  of  c o n t r o l l e r s / r e g u l a t o r s  have been  d i s c u s s e d . These 
a r e
1) ' O p t i m a l '  c o n t r o l l e r s  bast  :  -r. l i n e a r
t h e o r y .  S p e c i f i c a l l y  m e n t i o n e d  
r e g u l a t o r  by As t r t tm a n d  c o - w o r k e r s  
e x t e n s i o n .
2)  Pole  Zero Ass ignment  C o n t i o l l e r  based  on c l a s s i c a l  c o n t r o l  t h e o r y . 
H e r e ,  work h a s  b e e n  d o n e  by Weis  t  e a d  a n d  c om p a n y ,  A s t r b m  and  
Company and t h e  C l a r k e ,  Gawthrop team.
The above men t i oned  a r e  c e r t a i n l y  n o t  an e x h a u s t i v e  r ev i ew of  t h e  work 
t h a t  h a s  b e e n  d o n e  i n  t h i s  s p h e r e .  However i t  i s  f e l t  t h a t  most  s e l r  
t u n e r s  do f a l l  i n t o  one of  t h e  two b a s i c  c a t e g o r i e s  m e n t i o n e d  a b o v e .  
The l i n k  be t ween t h e s e  two,  and model  r e f e r e n c e  a d a p t i v e  s ys t ems  (.MRAs) 
i s  t h e  s u b j e c t  of c u r r e n t  r e s e a r c h  ( e . g .  t h e  C l a r ke  Gawthrop c o n t r o l l e r  
may be  c o n s i d e r e d  a s  a m o d e l  r e f e r e n c e  a d a p t i v e  c o n t r o l l e r  u n d e r  
c e r t a i n  c o n d i t i o n s ,  s ee  Ref .  19) .  A l l  t h e  s e l f  t u n e r s  m e n t i o n e d  h a v e  
u s e d  some  f o r m  o f  r e c u r s i v e  l e a s t  s q u a r e  a s  t h e  i d e n t i f i c a t i o n  
p r o c e d u r e  combined w i t h  a p a r a m e t r i c  m o d e l .  The p r o b l e m s  a s s o c i a t e d  
w i t h  each type  of  c o n t r o l l e r  have a l s o  been m e n t i o n e d .
q u a d r a t i c  g a u s s i a n  c o n t r o l  
w e r e  t h e  minimum v a r i a n c e  
, and  t h e  C l a r k e  G a w t h r o p
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3.  AK EASIER METHOD
The i d e a l  c o n t r o l l e r  i s  a " b l a c k  b o x " . I t  h a s  i n p u t  c o n n e c t i o n s ,  
o u t p u t  c o n n e c t i o n s ,  p o s s i b l y  some means of  d i s p l a y i n g  c o n t r o l l e d  and  
m a n i p u l a t e d  v a r i a b l e s  ana t h a t  i s  a l l .  There  a r e  no d i a l s  o r  <nobs o r  
s w i t c h e s  to  a l l o w  human i n t e r f e r e n c e .  I t  i s  u n i v e r s a l y  t r a n s p o r t a b l e ,  
h a n d l i n g  a l l  t y p e s  of p r o c e s s  under  a l l  c o n d i t i o n s .
The  i d e a l  i s  a p p r o a c h e d  t o  some e x t e n t  by t h o s e  s e l f  t u n e r s  a l r e a d y  
m e n t i o n e d .  S i m u l a t i o n  and  p r a c t i c e  h a s  shown t h a t  t h e y  do p r o v i d e  
s u p e r i o r  pe r fo r ma n c e  where c o n s t a n t  c o n t r o l l e r s  f a i l .
However t he y  do need t h e  f o l l o w i n g  when commiss ioned
i )  A r i g i d  s p e c i f i c a t i o n  of  t h e  r e q u i r e d  c l o s e d  loop 
c h a r a c t e r i s t i c s .
i i )  C e r t a i n  i n f o r m a t i o n  imbedded i n  t h e  p r e d i c t i o n  
model  u s e d .
T h a t  i s  t o  s a y , when t h e s e  ST c o n t r o l l e r s  a r e  f i r s t  p l a c e d  w i t h i n  t he  
s t r u c t u r e  of  a p r o c e s s  l o o p ,  c e r t a i n  c o n t r o l  p a r a m e t e r s  h a v e  t o  be 
p r e s e t  i n  t e r m s  of  t h e  a b o v e  two p o i n t s .  T h i s  i m p l i e s  a c e r t a i n  a 
P r i o r i  knowledge of t h e  p r o c e s s  a t  h a n d , which d e t r a c t s  s l i g h t l y  f rom 
t h e  s e l f  t u n i n g  p h i l o s o p h y .  P r i o r  knowledge of  model  o r d e r ,  p l a n t  dead 
t i me  and c o n t r o l l e r  r e a l i z a b i l i t y  i s  needed  b e f o r e  use  on any p l a n t .  I f  
s e l f  t u n e r s  a r e  t o  r e p l a c e  P . I . D . ' s  on a broad s c a l e ,  they  must  not  
o n l y  improve p e r f o r m a n c e ,  bu t  a l s o  mi n i mi se  t h e  human e f f o r t  i n v o l v e d .
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3.1 M o t i v a t i o n  and D e r i v a t i o n  of  jl S e l f  Tuner
C o n s i d e r i n g  some p r i m e  c h a r a c t e r i s t i c s  which s ho u l d  be s ou g h t  a f t e r ,  
when r e p l a c i n g  a P . I . D .  by a s e l f  t u n i n g  c o n t r o l l e r .
From a u s e r ' s  p o i n t  of v i e w : -
i )  T r a n s p o r t a b i l i t y  be t ween  d i f f e r i n g  p l a n t s ;
i i )  C o m p a t a b i l i t y  w i t h  t h e  s k i l l s  of  t he  p l a n t  o p e r a t o r ;  
i i i )  S i m p l i c i t y  of  i m p l e m e n t a t i o n  and m a i n t e n a n c e ;  
i v )  P l a n t  d i s t u r b a n c e  s h o u l d  be a v o i d e d .
From a d e s i g n e r ' s  p o i n t  of  view a s e l f  t u n e r  s ho u l d  c a p a b l e  of
i )  I d e n t i f y i n g  and c o n t r o l l i n g  a p l a n t  when c ommi s s i on i ng ;
i i )  Ha nd l i ng  n o n - l i n e a r  p l a n t  b e h a v i o u r ;
i i i )  Hand l i ng  t ime v a r y i n g  p l a n t  c h a r a c t e r i s t i c s ;
i v )  S o l v i n g  b o t h  s e r vo  and r e g u l a t o r  p r o b l e m s ; 
which means t o
v) Ensure  z e r o  s t e a d y  s t a t e  e r r o r  a t  a l l  t i me s ;
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v i )  Cope w i th  t ran sp or t  d e la y s  a u t o m a t i c a l l y ;
v i i )  Cope w ith  non-minimum phase p la n t s ;
v i i i )  Ensure system s t a b i l i t y  a t  a l l  t im es .
With  th e  ab ove  d i s c u s s i o n  i n  mind,  a c o n t r o l  a lg o r i th m ,  the b a s i s  or 
which can be found in  r e f e r e n c e  24 ( ' S yn thes izn g  a D i g i t a l  Algori thm for  
O p t i m i s e d  C o n t r o l ' )  by Tu and T s i n g ,  i s  t h o u g h t  s u i t a b l e  f o r  
i m p l e m e n t a t i o n .  I t  w i l l  be shown th a t  t h i s  c o n t r o l l e r  has a number ot 
i n t e r e s t i n g  c h a r a c t e r i s t i c s  w hi le  some s l i g h t  m o d i f i c a t i o n  to ‘ t ,  a l low s
f o r  g r e a te r  f l e x i b i l i t y .
The b a s i s  of  the a lgor i thm  i s  t h e  p e r f o r m a n c e  c r i t e r i o n  t h a t  e q u a t e s  
op en  and c l o s e d  loop  d y n a m i c s .  T h is  a u t o m a t i c a l l y  en sures  p h y s i c a l  
r e a l i z a b i l i t y  o~* th e  c l o s e d  lo o p  s y s t e m .  A s n o r t  d e r i v a t i o n  now
f o l l o w s .
5(
Assume t h e  f o l l o w i n g  c l o s e d  loop s y s t e m : -
I I
u ( t )  , 1 G - ( z )  | _____
 I______ I ;
Figure  6
CLOSED LOOP SYSTEM
w ( t )  i s  the  s e t  p o in t
where G? ( z )  i s  the  p l a n t  t r a n s f e r  f u n c t i o n
and G p( z )  -  1 G 'p (z )  such t h a t  G'p( z )  has u n i t y  s t e a d y  s t a t e  g a in  
K
w h i l e  1 d e n o te s  the s t e a d y  s t a t e  g a i n  of Gp( z ) .
K
Gg( z ) i s  t h e  c o n t r o l l e r  t r a n s f e r  f u n c t i o n .
The feedback  system w i l l  have a c l o s e d  loop t r a n s f e r  f u n c t i o n  of
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Y(z)
W(z)
Gp( z )  Gc ( z )
1 + GL(z) Gc (z )
Tu and T s i n g  now e q u a t e  open 
Gp ” I G p '  (dropping the  z ) .
and c l o s e d  loop dynamics and s u b s t i t u t i n g
Gp ' - (1/K) Gp' Gc
1 +  ( 1/ K)  Gp Gc
S o lv in g  for  Gc g iv e s
Gc * K
i -  Gr
which l e a v e s  G-' and K to be s y n th e s i z e d ,
Now i f  a s t e p  input i s  ap p l ied  to the  p lan t  the output  i s  g iv e n  as
Y ( z )  -  ( 1  -  c i ) z
K
-1 ~-
+ ( 1 - C 2 ^ Z + e t c
where i s  def ined  as below.
T 2 T 3 T  «*T t  —
p.3 ba G e ne ra l i s ed  P rocess  Step Response Sampled at  T I n t e r v a l
where the p la n t  input -  z * u (z )  ■ s tep
z -  1
Therefore  the p la n t  dynamics denoted  by i s  g ive n  as
-1 "2
G ' -  KY(z)  '  z - 1  . K.  { ( 1  -  c  i )  z +  (1. -  c  2 ) z
U(z)  z K K
-1 -2  ~3
-  K { ( 1 -  c i ) z + ( c i  -  c 2) z  + ( c 2 -  c 3 )z . . . }
K
XVIII
now
G c ■ K -  U(z)
1-Gp' E(z)
-ubs uiUut Lng " p - * < * * *  '
-1 "1
U( = ) -  U(z)z -  U c i *  -  (c-2 " c i ) z  
-3
. . .
-1 " I
U(z) -  U (z)z  -  KE(z) -  K. {C lz + 
- 2  - 1  
o z  . . . } U ( z ) ( l - z  )
jh ic h  in  the time domain
^  -. ) * ut x t ) -  u(n( t - 1 ) )
= K e(t )  -  K.{c l a u ( t - l )  + C 2 'A a ( t -2 )  + . . . }  XVIII
T h i s  e q u a t i o n  i s  t h e  Tu T s i n g  c o n t r o l l e r  in  d i r e c t l y  u sab le  torm tor  a 
computer based a p p l i c a t i o n .  In o th er  words,  g iv e n  t h e  v a l u e s  Cj, and k ,  
t h e  ' . o n t r o l l e r  w i l l  e n s u r e  t h a t  open loop and c l o s e d  loop dynamics are  
-.ae ;ame. T h i s  h a s  th e  i m p o r t a n t  r e s u l t  of  r e l i e v i n g  t h e  p r o c e s s  
i ;ig 1 n ee  r o t  s p e c i f y i n g  a d e s i r e d  c l o s e d  lo o p  r e s p o n s e ,  i . e .  one s tep  
l o s e r  t o  o u r  i d e a l  ' b l a c k  b o x ' .  At any r a t e ,  i n  m o s t  i n d u s t r i a l  
i p o l :  : a t i o n s  exact  s p e c i f i c a t i o n s  of such th in g s  as  damping f a c t o r ,  r i s e  
: . m e ,  number of o v e r s h o o t s ,  e t c .  are not necessar> . R ath e r  su ch  t h i n g s  
, j vera i  L .ystem s t a b i l i t y  and ensur ing  zero  s teady  s t a t e  error  are more 
i m p o r t a n t  i s p e c t s .  Closed loop dynamic,  equal to  open loop dynamics i s  a 
. u f ' . c i e n t  c r i t e r i o n  f o r  most a p p l i c a t i o n s  p a r t i c u l a r l y  in  the process  
. o n t r o l  f i e l d  ( a s  compared to the aerospace  in d u stry  for  i n s t a n c e . )
•v v >t ;»r mpor t aa l  i ^pec t  :.s that  the c o n t r o l l e r  i s  p h y s i c a l l y  r e a l i z a b l e ,  
I . c o n t a i n s  no p r e d i c t i v e  modes. I t  h a s  a s  many p o l e s  as  z e r o s ,  and
: loop t r an m p or t  d e l a y  e q u a l s  t h a t  of  t h e  open loop ,  the minimum
• ;qi
1
Furthermore, process zeros are not  c a n c e l l e d , ;o z e r o s  in ne n^n 
plane of the root locus plot can  n o t  be c a n c e l  .eti by p o t e n t i a x v .  i n s - i o .  
poles. Hence non minimum phase s ys t ems  i r e  c o n t r o  l i d -> lh ne -..4 - - -
mencloned.
However some q u e s t i o n s  remain.  What a b o u t  ensuring zero s t e a d y  s t a t e  
e r r o r s ?  Under what s t ea d y  s t a t e  conditions will the controlled / a n a o i c  
y ( t )  and t h e  s e t  p o i n t  be equal ? Ions i d e  r i g a m  
d i s t u r b a n c e  D(s ) added in, i.e.
W(3)  >
DCs)
Figure
FEEDBACK CONTROL SYSTEM
It is well known that for a system in single loop feedback 
configuration, the following holds
1)
F o r  z e r o  s t e a d y  state error with respect to a step change in sec 
p o i n t ,  t h e r e  m u s t  be a f o r w a r d  l o o p  pole a t  the o r i g i n  ( f r e e  
integrator), i.e. a n  integrator in either controller or plant. The 
d i s t urbance is assumed zero here.
2 ) For z e r o  s t e a d y  state error wi t h  respect to the application or a 
step change in d i s t u r b a n c e ,  the c o n t r o l l e r  a l o n e  m u s t  h a v e  at 
least one free i n t e g r a t o r .
F o r  a l i n e a r  system these two cases a r e  additive due to s u p e r p osition 
(As they are for linearized systems. T h e  p r o b l e m  of c o n s t a n t  o f f s e t  
w i l l  be d e a l t  w i t h  l a t e r ) .  So in general, the steady state error in 
response to an input function, dist u r b a n c e  or load, of the torn 
F(t) - 3 tn
is zero If the c o n troller has a m u l t i p l i c i t y  of p o l e s  of o r d e r  m  s u c h  
t h a t  m > n .  Of p r i m a r y  I n t e r e s t  here Is the steady state error due to 
step change In set point and (a worst case) step change In disturbance.
T h erefore the controller needs at least one free I n t e g r a t o r  to e n s u r e
zero steady state e r r o r .
It w i l l  s h o r t l y  be s h o w n  that the c o t t r o l l . r  d o e s  in fact insert a 
s i n g l e  f o r w a r d  loop i n t e g r a t o r .  T h i s  m e a n s  I n t e r  a l i a  t h a t  t h e  
c o n troller m e n tioned solves both the regulator and servo problems, i.e. 
controls a gainst both set point changes and di..turbances. An Important 
f a c t o r  to n o t e  Is t h a t  the I n s e r t e d  Integrator does not detract from 
the desired closed loop response (as In some cases m e n t i o n e d  e a r l i e r )
but is an inherent part of the controller.
5 6
T h e  following problem now presents Itself. When using a self tuning 
c o n t r o l l e r ,  the a c t u a l  p l a n t  d y n a m i c s  G p may not be toown accurately 
a t  some t i m e  t. I n s t e a d ,  an e s t i m a t e  d e n o t e d  b y  G p Is t h e  o n l y  
available Information. This may c o ntinue for some time until the plant 
i s  s u f f i c i e n t l y  e x c i t e d  to I m p r o v e  the e s t i m a t e  G p . In fact It may 
take a n u m b e r  of set p o i n t  c h a n g e s  or d i s t u r b a n c e  a p p l i c a t i o n s  to 
i m p r o v e  the e s t i m a t e  of C p . W i l l  z e r o  s t e a d y  s t a t e  error still be 
achieved? If the e s timate of G p is g i v e n  by G p , and ot K is 4 . 'en oy 
K, t h e s e  a r e  ' i n c o r r e c t '  r e p r e s e n t a t i o n s  but n e v e r t h e l e s s  pro v i d e 
stable control. The following a n alysis may be considered w i t h  r e s p e c t  
to the disturbance input D(z).
Th e  error E(z) * G p ( z ) 3 (z)
1 +  Gp (z) G c (z)
now let G c be defined in terms of Gp and x, i.e.
A
K.
A A
1 -  KG,
Therefore E(z) * GpD(z){l ~
1 - KGp + GpK
If D(z) I (step)
z - 1
then the steady state error ess
Lira ( z - 1 )  G p t l “ KG p }
z -r 1 ( z - 1 ) 1-KG p+G pK
Mow since
11m z
z *  I (z - I)
by definition, iwhich is the estimated steady state gain of Gp ).
A Z' A
T he numerator {1 - KG p } goes to { I - K x ^
A
K
and hence ess * 0.
 -
O b v i o u s l y ,  If G c is d e f i n e d  in terms of the actual plant G p , and not 
the estimated G p , then ess still equals ).
The controller e quation having been chosen, we need a n  i d e n t i f i c a t i o n  
scheme to tune it. As always, Che identification m e t h o d  must be chosen 
w i t h  the final aim of the i d entification in mind.
A  class of systems i.e. a model is needed first. The d e r ivation of the 
controller algorithm is helpful here.
From equ a t i o n  XVII, the plant G p was given as
( z  -  1 )  G p - i
K.
-1 -2
{(1 - c ,) z +  (c i " c %)z
K.
- 3
+  (c2 ~ 03)2 , . +  d XIX
Where all variables are difined as previously, but d, a constant o f f s e t  
h as been added for generality. The reasons have been given in
Section 2 .2 .1 .
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Equation XIX contains all the necessary information needed by the 
controller of equation XVIII..
It is interesting to note that equation XIX is in fact a non-parametric 
mo d e l  since (1 - c ^ ,  ( c L - c 2 ) etc. forms an infinite series.
K
H o w e v e r ,  as can be seen from Figure 6- the values c t become negligible 
for large i and a stable plant. The series may therefore ce t r u n c a t e d  
and e q uation XIX may be rewritten.
v  -i
z +  d where ^  t m c ~ c i
t'i i -1
and /S ^ for i>N are 
considered n e g l i g i b l e .
T o  a v o i d  c o n f u s i o n  f r o m  here onward, a discrete parametric model 
be considered to be represented by 'parameters' w h i l e  a d i s c r e t e  n o n -  
p a r ametric model will be represented by 'coefficients'.
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T h e  s i m p l e s t  m e t h o d  of e v a l u a t i n g  t h e  c o e f f i c i e n t s  c L (or ^  w o u l d ,  or 
c o u r s e ,  be to a p p l y  a s t e p  i n p u t  to the o p e n  loop p l a n t  a n d  c a l c u l a t e  c t 
d i r e c t l y  f r o m  the response. However, this would violate the 'do not disturb
constraint mentioned p r e v i o u s l y .
A better p a t h  to take would be to use eq u a t i o n  X I X  as the basis of a prediction 
model which could be applied recursively together with the c o n t roller at e v e r y
s a m p l i n g  i n s t a n t .  T h i s  is obviously in similar vein to the methods mentioned
in Section 2 .2 .1 , i.e.
1) Predict the controlled variable 9 (t) at some time t 
using some form of e quation XIX.
2 ) Measure the actual controller variable y'vt) and generate 
a prediction error ep (t) = y(t) - 9(c).
3 ) Update the coefficients by using some form of
6  ( t  + 1) -  £  ( t )  + r  U ) e p( t )
£  Q
where ^  (t) - Vector of estimated coefficients p  j.
f- ( t) * Ga i n  factor yet to be determined.
4) Calculate the controller coefficients from the
/\
vector (t).
5) Calculate the manipulated variable using some 
form of e q uation XVIII.
6 ) Return to point 1) at the next sampling interval.
The peculiar aspect of this m e t h o d  is the use of an update procedure 
( p o i n t  3) which is specifically devised for parametic models for a non
parametric formulation.
i t s e l f  to t h i s  type of use.
Due to the large number of coefficients necessary, an update algorithm as
c o m p l e x  as the recursive least squares is out of the question due to the
v a s t  computation involved. However, the stochastic a p p r o x i m a t i o n  me t  nod 
in Section 2 . 1 looks a p p e a l i n g .
Point 3 ) above could then be r e - written as
f
£  (t +  I) - | < t )  +  f  U(t)ep (t) XX
w h e r e  U ( t )  * V e c t o r  c o n t a i n i n g  a h i s t o r y  of the p l a n t  i n p u t  at the
sampling instants.
U(t) - u ( t - 1 ) & £  (t) =
u ( t - 2 ) 3 2
r~ C r
r 1 . 3 N .
P
In order to ensure that the i dentification action n e v e r  d i e s  out, G a m m a  
m u s t  be c h o s e n  as a c o n s t a n t .  T h e  e x a c t  value of Gamma must still be
d e c i d e d .
Jl ___
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The algorithm mentioned is appealing because it is conceptually 
a n d  e a s y  to i m p l e m e n t .  F u r t h e r m o r e ,  the non-parametrlc does not
require the prior s p e c i f i c a t i o n  of e x p e c t e d  p l a n t  o r d e r ,  or t h e  ? r e -  
setting of cer t a i n  parameters to zero to account for process dead time.
FroL. a practical point of view it is worthwhile modifying equation XIX oy 
differencing on both sides. This prov ides  a number of b e n e f i t  .
The model now becomes
-1 * 2 . .
G p “ a Y( z ) -  -  c + C= 1 "  c 2 )z
AU (z )  K 
or in the time domain
A y (c) - (1 - ci) A u ( t - l )  +  (ci - c 2 ; ^ u ( t - : ) .  ..
K
+ ( c  -  CN)Cku(t -N)
N - l
which can be compared with the c o n t r o l l e r  
A  u(t) =■ Ka(t) - K { c v A u ( t - l )  >  c 2-Au(t-:). . •
+ c y A u ( t - N ) } XXI (b)
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The a d v a n t a g e s  become immed i a t e l y  o bv i ous
1) The a r r a y  A u ( t - i )  i s  common t o  b o t h  e q u a t i o n s ,  
s av i n g  memory s pa c e  and programming e f f o r t  i n  a 
comput e r  based  a p p l i c a t i o n .
2)  The o f f s e t  d i s  c a n c e l l e d  o u t  and need n o t  be e s t i m a t e d .
T h e  r e s u l t  h o w e v e r ,  i s  a n  e x p l i c i t  s e l f  t u n e r  a s  t h e  c o n t r o l l e r  
c o e f f i c i e n t s  mus t  be e v a l u a t e d  from t h e  e s t i m a t e d  model c o e f f i c i e n t s  ^  i
by
i  - i h  ,«i
A
K
and Cj_ =■ 2 -  ^  i
1-1
The  b a s i c  c o n t r o l l e r  a l g o r i t h m  may be  m a n i p u l a t e d  e v e n  f u r t h e r ,  . he 
i m p l e m e n t a t i o n  s ho u l d  a l l o w  f o r  t h e  v a r i a t i o n  of  the  c l o s e d  loop r e s p o n s e  
t o  somet h ing  o t h e r  t h a n  t h a t  of  open loop s h o u l d  t he  p r o c e s s  e n g i n e e r  so
r e q u ir e  i t .
The  i d e a  I s  n o t  t o  d e s t r o y  t h e  ' b l a c k  box '  c o n s t r u c t e d  In  t h e  l a s t  f eu  
s e c t i o n s .  R a t h e r  t h e  p o i n t  I s  t o  l t . p l e . e n t  a s y s t e m  w h i c h  a l l o w s  a  
c e r t a i n  amount  of a d a p t a t i o n ,  s h o u l d  t h i s  be t ho u g h t  n e c e s s a r y .  T h i s  can  
be  implemented  by I n c l u d i n g  a p r e p l a n t  ' f i l t e r '  a s  p a r t  o f  t h e  s o f t w a r e
a s  shown be l ow.
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The a d v a n t a g e s  become i mme d i a t e l y  o b v i o u s : -
1 ) The a r r a y  A u ( t - i )  i s  common t o  b o t h  e q u a t i o n s ,  
s a v i n s  memory space  and programming e f f o r t  i n  a 
compute r  based  a p p l i c a t i o n .
2)  The o f f s e t  d i s  c a n c e l l e d  o u t  and need  no t  be e s t i m a t e d .
T h e  r e s u l t  h o w e v e r ,  1 a n  e x p l i c i t  s e l f  t u n e r  a s  t h e  c o n t r o l l e r  
c o e f f i c i e n t s  o u s t  be e v a l u a t e d  from t h e  e s t i m a t e d  model  c o e f f i c i e n t s  ^  l
by
i  4a
and c 1 =» 2 ~ ^ i
1-1
T h e  b a s i c  c o n t r  , e r  a l g o r i t h m  may be m a n i p u l a t e d  even  f u r t h e r .  The 
i m p l e m e n t a t i o n  s h o u l d  a l l o w  f o r  t h e  v a r i a t i o n  of t h e  c l o s e d  loop r e s p o n s e  
t o  somet h ing  o t h e r  t h a n  t h a t  of open  loop s ho u l d  t h e  p r o c e s s  e n g i n e e r  so
r e q u i r e  i t .
T h e  i d e a  I s  n o t  t o  d e s t r o y  t h e  ' b l a c k  b o x '  c o n s t r u c t e d  i n  t h e  l a s t  few 
s e c t i o n s .  R a t h e r  t h e  p o i n t  I s  t o  I m p l e m e n t  a s y s t e m  w h i c h  a l l o w s  a  
c e r t a i n  amount  of  a d a p t a t i o n ,  s h o u l d  t h i s  be t h o ug h t  n e c e s s a r y .  T h i s  c a n  
b e  implemented by I n c l u d i n g  a p r e p l a n t  ' f i l t e r '  a s  p a r t  o f  t h e  s o f t  a r e  
a s  shown be low.
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"t
F i g u r e  3
CONTROL LOOP WITH ADDITIONAL FILTER
The f i l t e r  Gf i s  p h y s i c a l l y  p a r t  of  t h e  c o n t r o l l e r  b u t  e f f e c t i v e l y  p a r t  
o f  t h e  p l a n t ,  i . e .  s i n c e  t h e  c o n t r o l l e r  e q u a t e s  o p e n  a n d  c l o s e d  . j o ? 
d y n a m i c s  , Gf c a n  be i n c l u d e d  so a s  t o - a p p e a r  d i r e c t l y  i n  t h e  c l o s e d  loop
r e s p o n s e .
i . e .  Y -  G CG fG p ■ G f G p 
W 1 •'* G CG f G p
The  p r o c e s s  e n g i n e e r  c a n  p r e s p e c i f y  Gf s o  a s  t o  c a n c e x .  s h x . t  t h e  
p o l e s / z e r o s  o f  G? t o  a t t a i n  a r e q u i r e d  r e s p o n s e .  ( Ze r os  i n  t h e  r i g h t  
hand  p l a n e  of t h e  p o l e  z e r o  p l a n e  may of  c o u r s e  n o t  be c a n c e l l e d ) .
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■should t h i s  not oe r e q u ir e d  ur w i l l  d e fau l '  ' o :ancei  HlL’ Lf ^
. j  chosen  to be a l e a d - l a y  ;ompensa tor
; f ( s )  = Tld s T 1 r i d,  Tig » f i l t e r  t ime c o n s t a n t s
Ti g  s d I
which i s  e q u i v a l e n t  to
-1
Gf ( z ) -  Fg y Rl - _^______
T   -1
(R2 -  z )
where R i , R2, Fg a r e  d e f i n e d  i n  t e rms  of t he  t ime c o n s t a n t s  oi o f ( s )
i . e .  R1 =■ 1 + I s  , R2 = L + Ts
Tl d  Tig
Fg * Tld e n s u r e s  u n i t y  s t e a d y  s t a t e  g a i n  
Tig
Ts = sampl ing  p e r i o d
The p r o c e s s  e n g i n e e r  may the n  do t he  f o l l o w i n g .  A f t e r  due c o n s i d e r a t i o n  
k  v i e  p r o c e s s  i t  n a n d , Tld may be c h o s e n  t o  c a n c e l  t h e  d o m i n a n t  p l a n t  
p o l e  and T i g  may t h e n  be c h o s e  t o  a t t a i n  r e q u i r e d  dynamics .  Va r i ous  
o t h e r  , p d o n s  a r e  a v a i l a b l e .  H o we v e r ,  i t  mu s t  be s t r e s s e d  a g a i n  t h a t
t i . a c t i o n  ie t r a c t  s r rom t h e  ' b l a c k  b o x '  p h i l o s o p h y  and must  only be 
^  o n s i d e r e d  n e c e s s a r y .  >therwtse  the  c o n t r o l l e r  w i l l  d e f a u l t  t o  
- % = T i g ,  i . e .  e f f e c t i v e l y  c a n c e l l i n g  t h e  f i l t e r  a c t i o n .
'I -
Should t h i s  not be r e q u i r e d  Gf w i l l  d e f a u l t  to cancel  o u t ,  i . e .  t l u t 
i s  chosen  co be a l e a d - l a g  compensa t o r
Gf(g )  = Tld s + 1 T l d , Tig -  f i l t e r  time c o n s t a n t s
Tig s + 1
which is equivalent to
-1
G f ( z )  -  Fg (R1 -  z_______ )
(K2 -  z )
where R1, R2, Fg are  d e f in ed  i n  terms of the time c o n s t a n t s  of Gf ( s )
i . e .  R1 -  1 + Ts , R2 = 1 + I s  
Tld Tig
Fg -  Tld ensures  un ity  s tead y  s t a t e  gain
Tig
Ts ■ sampling per iod
The p r o c e s s  en g in e e r  m y  Chen do Che f o l . o w l n g .  t i e r  due c o n s i d e r . c i o n  
of  Che p r o c e s s  ac hand. Tld may be chosen Co c a n c e l  Che domlnanc p lan -  
p o l e  and T ig  may Chen be c h o s e n  Co a c c a l n  requiren  dynamics.  Vatyou,  
ocher  op c io n s  are  a v a i l a b l e .  However .  1C muse be a c c e s s e d  a g a i n  chec  
t h i s  a c c I o n  d e c r a c c s  from c h ,  ' b l a c k  b o x '  p h i l o s o p h y  and muse , n ly  be 
u se d  I f  c o n s id e r e d  n e c e s s a r y .  Otherwise Che m c r o ' . l e r  . i l l  l e r a u l c  
Tld  - T i g ,  i . e .  e f f e c t i v e l y  c a n c e l l i n g  t he  f i l t e r  i c t : m.
I„  f a c t  Gf can be d i r e c t l y  combined with Cc to  form a s i n g l e  eq u at ion  
b u t  i t  must be remembered th a t  0 £ i s  e f f e c t i v e l y  part  of the  p l a n t .  This  
f i n a l  re form att ing  of the  c o n t r o l l e r  e q u a t io n  and the  correspon d in g  model 
e q u a t io n  can be found In the Appendix S e c t i o n  A and w i l l  not be r e p e a t e d
h e r e .
The f i n a l  implementable v e r s io n  i s  then as f o l l o w s
(The r e s u l t  of the m an ip u la t ion s  of Appendix S e c t io n  A).
AC time c,  where C c o i n c i d e s  with  sample i n t e r v a l  do the f o l l o w i n g
1) Sample the p la n t  i . e .  measure y ( t ) .
Then p r e d i c t  - n y ( t )  -  • U  • I k t  >' »  v(  t - 1 ) *  L2 ( t - 1 ) • u v , :
R1 Fg
. . .  + LN( t - l ) - a v ( t - N ) ]  + A y ( t - l )  } 
where R1, R2 and Fg are as d e scr ib ed  aoove
L i C t - l ) .  . . .  LN( t - l )  a r e  N c o e f f i c i e n t s  d e s c r i b i n g  the p la n t  dynamics 
updated a t  the p rev ious  i n t e r v a l .
» v ( t - i )  IS t h e  h i s t o r y  o f  t h e  I n c r e m e n t a l  v a l u e s  o f  m a n i p u l a t e d  
v a r i a b l e .
n v ( t - l )  t h e  i n c r e m e n t a l  c o n t r o l l e d  v a r i a b l e  as  measured a t  the  ( t - l ) t h  
sampling i n t e r v a l .
2) Update the c o e f f i c i e n t s  p r o p o r t io n a l  to the p r e d i c t i o n  err o ,
L i ( t )  * Li ( t - 1 )  + P  A v ( t - i )  { a y(  t ) - A y ( t ) }  i  = 1 ^
P  ■ c o n s ta n t  w eight ing  f a c t o r
3 ) C a l c u l a t e  t h e  i n c r e m e n t a l  m a n i p u l a t e d  v a r i a b l e
A v ( t )  -  K • {Q1(t)«<xvCt-1) + QzCt) x A v ( t - 2 ) .  .
R2
+ QflCt) x A.v( t - N ) }
+ R F g -{R le ( t )  -  e ( t - l )} 
and output  v ( t )  to p lan t  a c t u a t o r .
where 1 = 2 1 L t ( t )  i s  the e s t im a ted  p lant  s teady  s t a t e
r. R2-i
and Q^Ct) are the c o n t r o l l e r  c o e f f i c i e n t s  d e f ined  by 
Q i ( t )  -  1 ~ R2 + L ] ( t )
A,
K
and Q i ( t )  -  Lt ( t )  + Q U )  i - 1 . • .N
i - l
e ( t )  -  s e t  po in t  error -  w ( t )  -  y ( t )
4) At the next sampling i n t e r v a l  ( t  + 1 ) ,  repeat  s t e p s  1 to  3.
The above eq uat ion s  w i l l  be c o l l e c t i v e l y  known as eq u at ion  XXIII,  
p o i n t s  1) to 4) a b o v e .
In order to s t a r t  the a lg o r i th m ,  the f o l l o w i n g  v a r i a b l e s  must be chosen:
1) The c o e f f i c i e n t s  L1 f o r  i  -  1 to N.
2) N, the number of c o e f f i c i e n t s  to be used .
3) Sampling t ime.
4) The w eight ing  f u n c t i o n  I .
5) R1 and R2, the f i l t e r  param eters , i f  deemed n ecessary
e l s e  they d e f a u l t  to  R1 * R2.
Both  t h e  s i m u l a t i o n  and t h e  im p lem enta t ion  s e c t i o n s  w i l l  d i s c u s s  th es e  
c h o i c e s  f u r t h e r ,  however,  two can be ta c k le d  immediate ly .
When choos ing  the sampling p e r i o d ,  i t  i s  common to c h o o s e ,  as a r u l e  ot  
thumb, a s a m p l in g  r a t e  t e n  t i m e s  f a s t e r  than  th e  f a s t e s t  mode in  t-he 
sys tem ,  i . e .  i f  the f a s t e s t  mode i s  g iv e n  by
fa  
s + fa
The sampling frequency may be chosen  as t s  = 1Ufa to s a t i s f y  Nyqui.^c
6 8
Furtae-more , che number of c o e f f i c i e n t s  Li u sed ,  rep resented  by N must 
span the time response  of the p lan t  ( e . g .  to a s t ep  i n p u t ) .
S i n c e ,  in  fo u r  t im e c o n s t a n t s  Tc, a p lan t  has reached 1,8% of  i t s  f i n a l  
v a lu e  a f t e r  a s tep  change in  in p u t ,  we may use t h i s  as a c r i t e r i o n ,  i . e .
Ts ( seconds  per sample) * 1
f s
can be chosen such that  N x Ts * 4 Tc
Therefore  i f  the f a s t e s t  mode of the open loop p lant  Ta = 1 / f a  i s  
approxim ate ly  known, the sampling period  can be chosen by
Ts -  Ta
10
Then i f  the time c o n s t a n t  Tc o f  th e  open  lo o p  p l a n t  i s  a p p r o x i m a t e l y  
known, choose
N ■ 4 Tc = 4 Tc x 10
Ts Ta
Note that  i f  the p lant  i s  f i r s t  order dominant and o th er  modes are  
n e g l e c t e d ,  Ta * Tc,  and we have the remarakable r e s u l t  that
N -  40
The noteworthy c h a r a c t e r i s t i c s  oE the s e l f  tuner may be summarized: -
1) The c o n t r o l l e r  e q u a t e s  open and c l o s e d  loop  d y n a m i c s .  T h is  
p rec lu d e s  the n e c e s s i t y  of  s p e c i f y i n g  a d i f f e r e n t  d e s i r e d  r e s p o n s e  
fo r  d i f f e r e n t  p l a n t s .
2)  The model u sed  i s  n o n - p a r a m e t r i c .  Hence the problems a s s o c i a t e d  
with  parametric models do not a r i s e  ( i . e .  need to s p e c i r y  number of  
parameters and maximum expected  dead t im e) .
3 )  The s e l f  t u n e r  should  provide s t a b l e  c o n t r o l  for  non-minimum phase  
s y s t e m s .
4)  Dead time i s  handled a u t o m a t i c a l l y .
5) Time vary ing  and n o n - l i n e a r  p lant  behaviour i s  handled
a u t o m a t i c a l l y .
6) Set p o in t  ( r e f e r e n c e )  t rack in g  and r e g u l a t i o n  a g a i n s t  n o i s e  are  
in c lu d e d .
7) The c o n t r o l  c r i t e r i o n  should not cause e x c e s s i v e  c o n t r o l  a c t i o n .
8) Zero s tead y  s t a t e  error  i s  ach ieved  at  a l l  t imes even when the
e s t im a te d  c o e f f i c i e n t s  of the model ire  not the ' c o r r e c t  o n es .
9) O p e n  l o o p  u n s t a b l e  p l a n t s  a r e  n o t  c o n t r o l l a b l e  by t h i s  m e t h o d .
10) The a l g o r i t h m  needs  more memory space in  a computer Implementat ion  
than those  based un parametric models*
When us ing  Che c o n t r o l l e r  ju s t  d e scr ib ed  (or  any adapt ive  c o n t r o l l e r )  tne  
r e s u l t a n t  c l o s e d  lo o p  s y s t e m  i s  u s u a l l y  t im e  v a r y i n g  and n o n - l i n e a r .  
A n a l y s i s  o f  t h e  b e h a v i o u r  o f  th e  s e l f  t u n e r  I s  t h e r e f o r e  f a r  from
t r i v i a l .
The main areas  of i n t e r e s t  a r e : -  
I O v e r a l l  s t a b i l i t y  of  the system.
I I  Convergence of the model c o e f f i c i e n t s .
I l l  The p r o p e r t i e s  of the  r e s u l t i n g  c o n t r o l l e r .
To expand
I O v e ra l l  s t a b i l i t y  i s  o b v io u s ly  of prime importance .  Without i t ,  the
c o n t r o l l e r  i s  u s e l e s s .  Of p a r t i c u l a r  I n t e r e s t  a r e  th e  i n i t i a l  
c h o i c e s  of the f o l l o w i n g  to system s t a b i l i t y : -
A
a)  The c o e f f i c i e n t s  L i (o )
b) N, the number of c o e f f i c i e n t s  to be u sed .
c)  The sampling period  Ts.
d) The w e igh t in g  f u n c t i o n .
By lo o k in g  at  the  c o n t r o l l e r  eq u at ion  of  XXIII,  some i n t u i t i v e l y  
dangerous p i t f a l l s  may be a v o id e d :-
t )  S i n c e  the  m a n i p u l a t e d  v a r i a b l e  i s  g i v e n  by
AV(C) “ X ^ Q i ( t ) '  A v ( t - i )  + K-F g {R1 e ( c )  -  e ( t - l ) }
R2
n e g a t iv e  K would d r ive  the system away from the s e t  p o in t .
S in ce  K •  R2 -  1 
^  Li
then  L i ( o ) , 1 ™ 1, N must be chosen  a t  s ta r tu p  to ensure  X > 0
(R2 i s  always > 1 ) .
i i )  ' Very s m a l l ' v a l u e s  of  L i ( o )  may l e a d  to a large  c o n t r o l . e r  
forward g a in  K. The c o n t r o l l e r  would then be very s e n s i t i v e  to 
e v e n  s m a l l  s e t  p o i n t  e r r o r s . Though t h e  r e s u l t i n g  p l a n t  
a c t i v i t y  w o u l d  im prove  t h e  e s t i m a t e s  of  Li  v e r y  q u i c k l y , 
p ro ces s  v a r i a b l e s  may s a t u r a t e  f i r s t .
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i l l )  The w e igh t in g  c o n s ta n t  f '  i s  important.  The update e q u a t io n  i s  
Li(  t )  =» L i ( t - l )  + T & v ( t - i )  { ep( t ) }
I f  r  i s  ' t o o  Large' over compensation may occur ,  i . e .  e i t h e r
a) Negative  Over Compensation -
A A
C a u s in g  s m a l l  or n e g a t i v e  v a l u e s  of L i .  K. would become 
l a r g e  or n e g a t iv e  r e s u l t i n g  in  i n s t a b i l i t y .
b) P o s i t i v e  Over Compensation -
a *
Causing large  v a lu es  of  L i ,  K would become very small  and 
the  c o n t r o l  a c t i o n  would switch  o f f .
i v )  'Too l a r g e '  a sampling per iod  may cause  i n s t a b i l i t y ,  w h i l e  t o o  
sm al l  a per iod  may cause e x c e s s i v e  c o n t r o l  a c t i o n .
I I  A h o s t  o f  q u e s t i o n s  a r i s e ,  as  to  th e  c o n v e r g e n c e  of  t h e  model  
c o e f f i c i e n t s
A
i )  Under what c o n d i t i o n s  w i l l  L i ( t )  c o n v e r g e  from t h o s e  v a l u e s  
g iv e n  a t  s ta r tu p  to  some f i n a l  value?
11) I f  they converge ,  how f a s t  w i l l  they converge?
I l l )  I f  the  p lan t  parameters vary with t ime,  w i l l  the s e l f  tuner be 
ab le  to 'keep up'?
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i v )  W i l l  the c o e f f i c i e n t s  converge to the same v a lu e s  ( f o r  the same 
p l a n t )  no matter  what i n i t i a l  c o n d i t i o n s  ( e . g .  L t (o )  and
r a t  t  -  0 )?
I l l  I f  t h e  c o e f f i c i e n t s  con verge  w i l l  the r e s u l t i n g  c o n t r o l l e r  oe the  
required one?
O b v i o u s l y  the i d e a l  s i t u a t i o n  i s  to f ind some a n a l y t i c a l  s o l u t i o n  to  
th e  a b o v e m e n t i o n e d  p rob lem s  . However , due to  th e  d i  r t i c u -• v ».es  
i n v o l v e d  i n  such i  t a s k , a second b e s t  approach must be c o n s id e r e d ,  
i . e .  computer s im u la t io n .
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4. SIMULATION STUDY
The o b j e c t i v e s  of the s im u la t io n  ca c r ie d  out were
i )  To a s c e r t a i n  whether the s e l f  tuning a lgor i thm  ( e q u a t io n  XXIII)  i s  
a t  a l l  p r a c t i c a l  t o  im p l e m e n t  i n  t h e  l i g h t  o f  t h e  p r o b l e m s  
mentioned in  the p rev ious  c h a p ter .
i i )  To g a i n  an i n t u i t i v e  ' f e e l '  of the s e l f  tuner c h a r a c t e r i s t i c s  in  
order to ease  im plem entat ion .
A number of  s i m u l a t i o n s  were run u s i n g  ACSL ( A u t o m a t i c  C o n t i n u o u s  
S i m u l a t i o n  L- '^uage) on the IBM 370 mainframe a t  the U n i v e r s i t y  of the 
W i t w a t e r s r a n d . ACSL i s  a F o r t r a n  l i k e ,  h i g h  l e v e l  l a n g u a g e , 
s p e c i f i c a l l y  des igned  fo r  s im u la t io n  in  the c o n t r o l  i i e l d  and o ther  
r e l a t e d  s u b j e c t s .  Transfer  fu n c t io n s  and time vary ing  s i g n a l s  are  
e a s i l y  implemented in  a s i n g l e  l i n e  of code.
The p lan t  to be c o n t r o l l e d  was chosen to rep re se n t  a gas c l e a n in g  plant  
on a submerged a r c - f u r n a c e , t h e  i n t e n d e d  t a r g e t  p l a n t  for the s e l f  
t u n e r .
P 1,7
(100S+1) ( 15S+1) ( 3S+1)
The f i l t e r  G f * 100S+L was chosen
15S-H
to  g ive  a s t a b l e  second order dominant
1,7
(15S-H) 2 (3S+L)
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vnooserv,dbie 'oi  ,e vas icded , :he manipulated v a r i a b l e  pr i or  co
a p p l i c a t i o n  to t h e  p l a n t .  The n o i s e  was s imulated  us ing the O rnste in
^hienbeck.,  zero mean, band l i mi t e d  n o i s e  g e n e r a t o r  p r o v i d e d  by ACSL.
•ne s a mpl i n g  r a t e  was chosen to be a t  one second i n t e r v a l s  to s a t i s f y  
•-ae Nyquist  J r i t e r i o n .
A number of s i m u l a t i o n s  were run w i t h  d i f f e r i n g  v a l u e s  o f ,  i n i t i a l
c o e t t i c i e n t s  L i ( o ) ,  we ight ing  c o n s ta n t  Gamma and number of  c o e f f i c i e n t s
Tne m o s t  n o t e w o r t h y  c h a r a c t e r i s t i c  o v e r a l l  a p p e a r s  t o  be th e  
i n s e n s i t i v i t y  of  system s t a b i l i t y  to v a r i a t i o n s  in  the above.  Although  
tne c h o ic e s  were made w ith  due c o n s i d e r a t i o n  of the  f a c t s  m e n t io n e d  i n  
po nt 1 i n  t h e  p r e v i o u s  chapter . A l l  in  a l l ,  i t  appears t h a t ,  g iv e n  
 ^t ab le  i n i t i a l  c o n d i t i o n s ,  the c o e f f i c i e n t s  appear to con verge  and th e  
system i s  then s t a b l e  a t  a l l  t im es .
As an example,  c o n s id e r  the r e s u l t s  of the f o l l o w i n g  run. To cover  the
. ime r e s p o n s e  of the  s y s t e m ,  N, the number of c o e f f i c i e n t s  used,  was 
chosen to be 80.
Gamma was s e t  c o n s t a n t  a t  0 , 0 1  t h r o u g h o u t  t h e  r u n .  I n i t i a l  
c o e f f i c i e n t s  L i ( o )  were  c h o s e n  = 0 , 0 0 1  ( a l l  e i g h t y ) .  This d es erv es  
some d i s c u s s i o n .  P r e s p e c i f y i n g  80 c o e f f i c i e n t s  so  t h a t  th e  model i n  
lv - a p p r o x i m a t e s  the p l a n t  G f G p in  some way i s  both arduous and 
s e i r  d e fea t in g  in t h i s  c o n t e x t .  S p e c i f y i n g  a l l  i n i t i a l  c o e f f i c i e n t s
e q u a i ,  i s  i much e a s i e r  t a s k  and provides  a r e f e r e n c e  for  comparison
wit!: the -onverqed c o e f f i c i e n t s .
The s e t  p o i n t  was f ix e d  at  u n i ty  a r b i t r a r y  u n i t s  ( throughout)  w h i le  »t 
zero  time the p la n t  was s e t  a t  a s tead y  s ta r e  va lue  of 1 ,7  u n i t s .  The 
run l a s t s  for  3 000 seconds .
The v a r i a t i o n ,  w i t h  t im e of  t h e  t e n t h  c o e f f i c i e n t  t ^ U )  i s  shown 
i n  Figure 9 .
We can note the  fo l l o w i n g
i )  The c o e f f i c i e n t  
v a r i a t i o n  about a
11) Convergence i s  f a s t ,  .  a ined  in  a mean s e n se  w i th in  300 seco n d s .
c o n v e r g e  
mean.
t ro a c o n s t a n t  v a l u e ,  but  v i t n
The c o n t r o l l e d  v a r i a b l e  Y ( t )  i s  shown in  Figure  10(a) over tne sane 
time span.
i )  S t a b i l i t y  i s  maintained a t  i l l  t i m e s .
i i )  I n i t i a l  c o n t r o l  i s  e r r a t i c  as would be e x p e c te d  w h i l e  th e  i n i t i a l  
c o e f f i c i e n t s  L i ( o )  are in c o r r e c t  .
i i i )  The c o n t r o l l e d  v a r i a b l e  converges  to the s e t  p o in t .
As a comparison,  an i d e n t i c a l  re-run (even the n o i s e  i s  r e p e a t a b l e ' but 
with  Gamma •  ) , 0 0 i  gave the r e s u l t s  in Figure 11.
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i )  Convergence i s  slower Chan fo r  Gamma ■ 0 ,01
i i )  There i s  l e s s  v a r i a t i o n  about the mean.
i i i )  The c o e f f i c i e n t s  c o n v e r g e  to  d i f f e r e n t  v a l u  s tnan for  t run 
Gamma * 0 , 0 1 .
P o i n t s  i )  & i i )  are expected  as  a lower Gamma reduces the e f f e c t  of the 
p r e d i c t i o n  e r r o r ,  w h i l e  s i m u l t a n e o u s l y  r e d u c i n g  t h e  e f f e c t  or the  
u n p r e d i c t a b l e  n o i * e  on any new e s t i m a t e  of  L i .  P o i n t  i i i )  poses  a 
problem, and w i l l  oe d i s c u s s e d  s h o r t l y .
In Figure 10(b)  the c o n t r o l l e d  v a r i a b l e  i s  shown for  t h i s  run.
i )  As e x p e c te d ,  due to s l o w e r  c o n v e r g e n c e  of th e  c o e f f i c i e n t s ,  the  
i n i t i a l  c o n t r o l  i s  worse than for  Gamma -  0 , 0 1 .
i i )  Once c o e f f i c i e n t s  have c o n v e r g e d , th e  a s s o c i a t e d  r e g u l a t i o n  
p r o p e r t i e s  appea. i d e n t i c a l  to c a s e  i > •
Now from t h e  s i m u l a t i o n  i t  a p p e a r s  “hat  t h e  v a l u e s  t o  w h i c h  t h e  
c o e f f i c i e n t s  converge are dependant o n : -
a)  I n i t i a l  s t a t e  of  the p l a n t .
b) I n i t i a l  c o e f f i c i e n t s  L i ( o ) .
c) Driving noise.
d) Gamma -  the e s t im a to r  w e igh t in g  c o n s t a n t .
Change j u a t  one  =£ t h e s e ,  and t h e  c o e f f i c i e n t s  a p p ea r  to  co n v erg e  
somewhere e l s e .  T h i s  I s  most  d i s t r e s s i n g  as  t h e  o r i g i n a l  Tu T s ln g  
c o n t r o l l e r  I s  ev a lu a ted  v i a  th e  impulse  reponse (which I s  unique) from
the s tep  response  of a p la n t .
Many a t tem p ts  a t  r e c t i f y i n g  t h i s  s i t u a t i o n  proved  f r u i t l e s s .  I t  was 
n o t e d ,  h ow ever ,  th a t  the c o e f f i c i e n t s  Li as  c a l c u l a t e d  from the  a c t u a l  
s t e p  r e s p o n s e ,  I f  u s e d  a s  t h e  I n i t i a l  c o n d i t i o n ,  d id  n o t  c o n v e r g e
e l s  ewhere.
AstrSm e t  a l  (R ef  16) p r e s e t s  a s i n g l e  parameter In order  to  ensure  
I d e n t l f l a b i l i t y .  In t h i s  c a s e ,  p r e s e t t i n g  up to th r e e  c o e f f i c i e n t s  to  
f i x e d  v a l u e s  had no a f f e c t  on t h e  f i n a l  ( c o n v e r g e d )  c o e f f i c i e n t  
e s t i m a t e s .  Th is  was p o s s i b l y  due to th e  l a r g e  amount of  c o e f f i c i e n t s  
i n v o l v e d .  P r e s e t t i n g  any mere th an  t h i s  d e f e a t s  th e  o b j e c t  of the
e x e r c i s e .
The best that can be done In this situation Is, to quote Astrom 
(Ref 16) on Che non uniqueness  of param eters : -
-We must,  however,  remark t h a t  In t h e  p r e s e n t  c o n t e x t  we do n o t  
b o t h e r  v e r y  much ab o u t  t h e  b eh a v io u r  of the parameter e s t i m a t e s .  
They a r e  o n l y  u s e d  a s  an I n t e r m e d i a r y  s t e p  t o  c o m p u t e  t h e  
c o n t r o l l e r  p a r a m e t e r s ,  and our main concern 1 .  the convergence  of
the r e g u l a t o r ' .
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Howevei we do need Co measure the achievement of the s e l f  tuner  in some 
manner .  As w i t h  o t h e r  i d e n t i f i c a t i o n  methods,  the host  t e s t  i s  that  
which has toe  u l t i m a t e  aim oi the i d e n t i f i c a t i o n  in  mind.  In t h i s  
c a s e ,  o p e n  and c l o s e d  l o o p  d y n a m i c s  s h o u l d  be i d e n t i c a l  upon 
convergence of  the c o e f f i c i e n t s  L i ( t ) .
f i g u r e  12(a) shows the open loop s tep  response of
G f G p " _____LlZ__________
(15S+1)  2 ( 3S+1)
to a u n i t  s tep  input over 200 s e c o n d s  of  r e a l  t i m e .  The r e s u l t  has  
b een  n o r m a l i se d  to u n i t y .  Superimposed on t h i s  (b) i s  the c l o s e d  loop 
response  of the s e l f  tuned system to a u n it  s tep  change  in  s e t  p o i n t .  
For  t h i s  run t h e  a d a i t i v e  n o i s e  has  been r e m o v e d , the  e s t i m a t o r  
b y p a ss e d , i . e .  the c o n t r o l l e r  c o e f f i c i e n t s  f i x e d  f o r  th e  d u r a t i o n  of  
t h e  run a t  t h e  v a l u e s  a r r i v e d  a t  d u r in g  th e  f i r s t  s i m u l a t i o n  run 
m e n t i o n e d ,  ( i . e .  oamraa * J , 01 ) ,  T h e s e  f i g u r e s  a r e  a s  g o o d  as  
I d e n t i c a l .  Not a l l  runs produced  such  e x c e l l e n t  r e s u l t s .  Using  
converged v a lu es  of  Li from the  second nan mentioned ( Gamma •  0 , 0 0 1 ) ,  
the  clos-'u, l o o p ,  u n i t  s tep  change ( i n  s e t  p o in t )  response  i s  shown in
Figure 13. Compared to the open loop s t e p  r e s p o n s e  F i g u r e  1 2 ( a ) , i s
i d e n t i c a l  f o r  th e  f i r s t  25 s e c o n d s , a f t e r  t h a t ,  a d i s t i n c t  ' d e n t '  i s  
noted which a f f e c t s  the r e s t  of  the response .
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However we do need to measure the achievement of the s e l f  tuner in  some 
manner .  As w i t h  o t h e r  i d e n t i f i c a t i o n  methods,  the b es t  t e s t  i s  that  
which has the u l t i m a t e  aim of th e  i d e n t i f i c a t i o n  in  mind. in  t h i s  
c a s e ,  o p e n  and c l o s e d  l o o p  d y n a m i c s  s h o u l d  be i d e n t i c a l  upon  
convergence of the c o e f f i c i e n t s  L L (t ) .
Figure 12(a )  shows the open loop s tep  response  of
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to  a u n i t  s t ep  input  over 200 s e c o n d s  of r e a l  t i m e .  The r e s u l t  has  
b e e n  n o r m a l i s e d  t u n i t y .  Superimposed on t h i s  (b) i s  the c l o s e d  loop 
response  of the s c . f  tuned system to  i u n i t  s tep  change  in  s e t  p o i n t .  
F o r  t h i s  run t h e  a d d i t i v e  n o i s e  has  been  rem oved,  the  e s t i  t o r  
bypassed,  i . e .  the c o n t r o l l e r  c o e f f i c i e n t s  f i x e d  f o r  th e  durar of 
t h e  run a t  the  v a l u e s  a r r i v e d  a t  d u r i n g  th e  f i r s t  S im u lac  .*un 
m e n t i o n e d ,  ( i . e .  Gamma -  0 , 0 1 ) .  T h e s e  f i g u r e s  ?
i d e n t i c a l .  Not a l l  runs p rod u ced  such e x c e l l e n  r, =1
converged v a lu e s  of Li from the second run mention . (Gam, -  0 , 0 0 1 ) ,
Che c l o s e d  l o o p ,  u n i t  s t ep  change ( I n  s e t  p o in t )  response  i s  shown in  
Figure 13.  Compared to the open loop s t e p  r e s p o n s e  F i g u r e  1 2 ( a ) ,  i s  
i d e n t i c a l  f o r  t h e  f i r s t  25 s e c o n d s ,  a f t e r  t h a t ,  a d i s t i n c t  'd e n t '  i s  
which a f f e c t s  the r e s t  of the resp onse .
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N e v e r t h e l e s s ,  the c l o s e d  loop response i s  s t i l l  q u i t e  $ m i  la  r w) ..nr 
op en  lo o p  e s p o n s e .  One reason for  the apparent d iscrep an cy  could be 
the  a f f e c t  >f the u n pr ed ic tab le  n o i s e  i n  th e  e s t i m a t e s  c o e f f i c i e n t s ,  
i .  >. the > e r f i c i e n t s  converge i n  a mean s en se  about a co n s ta n t  va lue ,
, ie v a r i a t i o n  -bout the mean depends on th e  d r i v i n g  n o i s e ,  and Gamma 
t h e  w e i g h t i n g  o n s t a n t .  Furthermore the system e x c i t a t i o n  may not be 
s u f f i c i e n t  •< i d e n t i f y  a l l  the system modes.
In genera the c o e f f i c i e n t s  c o n v e r g e d  such  t h a t  i f  L i  were  p l o t t e d  
i g a i n s t  i tor  - number of runs, the r e s u l t s  are as shown o v e r l e a f .
"he f o l l o w i n g  .an be n o t e d : -
A l l  runs  - a s u l t e d  in  the t y p i c a l  b e l l  shapei  curve ( s i m i l a r  to the  
impulse r e s p o n s e ) .
The peak - La the b e l l  shape occur at  ap p rox im ate ly  th e  same v a l u e
of i  for  any run r e g a r d l e s s .
The s t i m a t e d  p l a n t  s t ea d y  s t a t e  g a i n  1/& was c o n s i s t e n t  in a l l  
a»es ( r e g a r d l e s s  of - th e r  c o n d i t i o n s )  w i t h i n  41 t o  t h e  a c t u a l
, nt ga in .
A3
• i g x i r  i
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As a r u r t h e r  example,  a n o t h e r  run i s  shown i n  F i gur e s  15 and l b .  Here 
i n i t i a l  c o n d i t i o n s  a r e  i d e n t i c a l  to one ment ioned p r e v i o u s l y  (Gamn.. - 
0 , 0 1 )  b u t  a t  1 000 s econds ,  t he  p l a n t  ga i n  was changed from 1,7 t o  3, . 
i n s t a n t a n e o u s l y , s i m u l a t i n g  a t ime vary ing  p l a n t .  The e f f e c t  on L i ( t )  
can be seen i n  F igure  15 and on the  c o n t r o l l e d  v a r i a b l e  y ( t )  i n  
F ig u r e  16 .  The sy stem  i s  t h r own  ' o f f  b a lan ce '  f o r  a whi le  but soon
• » . . •  rn m . ,
recovers to normal op era t ion .  
lO sum up the s im u la t ion  r e s u l t s
i )  The a l g o r i t h m  f o r  th e  s e l f  tu n er  appears  t o  be v e r y  r o b u s t .  
S t a b i l i t y  i s  ach ievable  under a wide range of i n i t i a l  c o n d i t i o n s
i i )  The c o e f f i c i e n t s  appear to converge whenever there i s  system 
s t a b i l i  t y .
H i )  Ir the c o e f f i c i e n t s  c o n v e r g e ,  the r e s u l t i n g  c o n t r o l l e r  i s  a good 
approximation to the required c o n t r o l l e r .
However, i t  must be s t r e s s e d  here that  the above sor t  of s i m u l a t i o n  can 
never give  g lo b a l  r e s u l t s  of  s t a b i l i t y  and c o n v e r g e n c e  p r o p e r t i e s .  
N e v er th e le s s ,  to the q u es t ion ,  i s  the s e l f  tuning a l g o r i t h m  wor thwhi l e  
implementing? , the answer must be . n q u a l i f i e d  'YES' .
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5. SELF TUNER IMPLEMENTATION - THE NL'TS A.NU BOLTS
5.1 P r a c t i c a l  Requi r ement s
A s e l f  t u n e r  o f  g e n e r a l  i n d u s t r i a l  a p p l i c a b i l i t y  must  a p p e a r ,  t o  bo t h  
o p e r a t o r  and p l a n t ,  t o  be a s t a n d a r d  PID type  c o n t r o l l e r  minus a manual  
t u n i n g  a b i l i t y .  To t h i s  end t h e  c o n t r o l l e r  m u s t  have  t h e  f o l l o w i n g  
f u n c t i o n s
i )  Automat i c  o p e r a t i o n  ( s e l f  t u n i n g ) .
i i )  Manual o p e r a t i o n  ( a l l o w i n g  o p e r a t o r  i n t e r v e n t i o n )  
and an added f e a t u r e ,  h e r e  termedJ
H i )  I n t e r r o g a t i o n  o p e r a t i o n .
' xhe  l a t t e r  e n t a i l s  t h e  a b i l i t y  t o  r ev i ew and m a n i p u l a t e  a l l  v a r i a b l e s  
p e r t i n e n t  t o  t h e  o p e r a t i o n  of t h e  s e l f  t u n e r  a t  any t i m e .  - h i s  i s  a 
n e c e s s a r y  f e a t u r e  i n  a r e s e a r c h  p r o j e c t  of t h i s  n a t u r e .
To a c h i e v e  t h e  a b o v e ,  ha r dwa  e and s o f t w a r e  we r e  d e v e l o p e d  and a r e  
d e s c r i b e d  i n  t h e  f o l l o w i n g  s e c t i o n s .
5.2 Hardware
C o n s i d e r i n g  t h e  a r i t h m e t i c  m a n i p u l a t i o n s , i t  i s  a f o r e g o n e  c o n c l u s i o n  
t h a t  t h e  s e l f  t u n e r  must  be computer  b a s e d . l e a r l y ,  a m i c r o p r o c e s s o r  
i s  i d e a l  f o r  t h i s  type ot a p p l i c a t i o n .
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The h ea r t  of  the system was cnosen to be the I n t e l  s i n g l e  board 
co m p u ter  based on the (3Q80A m ic r o p r o c e s s o r .  Tne board,  c a l l e d  the Sii^ 
8 0 - 1 0  by I n t e l  was a n a t u r a l  c h o i c e  du e  t o  i t s  a v a i l a b i l i t y .  
F u r t h e r m o r e , b o t h  th e  U n i v e r s i t y  o f  t h e  W i t w a t e r s r a n d  E l e c t r i c a l  
E n gin eer in g  Department,  and the N a t io n a l  I n s t i t u t e  for  M e t a l l u r g y  have  
e x t e n s i v e  h a r d w a r e  and s o f t w a r e  d e v e l o p m e n t  a i d s  f o r  I n t e l  
m i c r o p r o c e s s o r s .  These take the form of em u lat ion  s t a t i o n s  and PLM 80  
c o m p i ler s  r e s p e c t i v e l y .  From a u ser  s p o i n t  of v ie w ,  the c o n t r o l l e r  i s  
as  shown in  the f i g u r e  below.
| T e r m in a l  |
I____________ I
A
V  ___  _______________
 I Z H  ' • I I
I I I Micro I ^ ----------- »S)| Control  |
I P lant  | | Computer j ^ ^ i  Panel
_  ..t. -SL__
. ! I
I Chart 
| Recorder |
I ________________________ !
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CONTROLLER SCHEMATIC
J
*  r
where
i )  The c o n t u o l  p a n e l  a l l o w s  Che o p e r a t o r  to s p e c i f y  d i f f e r e n t  modes of 
o p e r a t i o n .
i i )  The t e r m i n a l  e n a b l e s  c o n t r o l l e r  v a r i a b l e s  t o  be e x a m i n e d  and  
m o d i f i e d .
i l l )  The c h a r t  r e c o r d e r  e n a b l e s  t he  r e c o r d i n g  of p r o c e s s  and c o n t r o l l e r  
v a r i a b l e s  f o r  p o s t  o p e r a t i v e  a n a l y s i s .
A more d e t a i l e d  view i s  shown i n  F i g u r e  19.
The c e n t r a l  u n i t  c o n t a i n s  f o u r  boards
i )  SBC 80- 10  Microcomputer which Includes
1 x 8080,  CPU
1Kb Random Access  Memory (RAM)
4Kb EPROM
1 x SERIAL I/O I n t e r f a c e  
48 x P a r a l l e l  I /O Li nes
i i )  SBC 104 Memory and I /O Extension Board which includes
4 Kb RAM 
4Kb EPROM
1 x SERIAL I/O I n t e r f a c e  
48 x P a r a l l e l  I /O Li nes
i l l )  RTI 1200 Board which co n ta in s
2 x 12 b i t  D i g i t a l  to Analogue C n v er ter s  with  
a s s o c i a t e d  current  outputs  (4 -2 0  mA)
1 x 12 b i t  Analogue to D i g i t a l  Converter
(32 s i n g l e d  ended,  m u l t ip le x e d  input Channels)
1 x Real Time Clock used as an in te r r u p t
i v )  Ix Custom w ir e  wrapped board which b u f f e r s ,  f i l t e r s  and a m p l i f i e s  
th e  c o n t r o l l e d  v a r i a b l e  s i g n a l .  An e x t r a  v o l t a g e  t o  c u r r e n t  
co n v e r te r  i s  a l s o  a v a i l a b l e  on t h i s  board.
The o p e r a t o r  d e a l s  m a in ly  w i t h  the c o n t r o l  p an e l ,  a p ic tu r e  of  which 
can be seen  i n  Figure 18.
There  are  two LED d i s p l a y s  marked CV and MV. T h e s e  d i s p l a y  t h e  
c o n t r o l l e d  and manipulated v a r i a b l e s  r e s p e c t i v e l y  in  percentage v a l u e s .  
The thumbwheel  s w i t c h  e n a b l e s  s e t  p o in t  a l t e r a t o n .  There are axso a 
number of s w i t c h e s  p r e s e n t .  These f u l f i l  the f o l l o w i n g  r o l e s .  Three  
s i n g l e  pole changeover sw i tc h e s  are used as hardware f l a g s  v ia  an input  
p ort  and are as marked.
i )  MONIT -  In th e  up p o s i t i o n ,  t h i s  h a l t s  c o n t r o l  a c t i o n .  Program 
f low i s  d i r e c t e d  to  th e  SBC 8 0 - 1 0  m o n i t o r  program to  a l l o w  a l l  
v a r i a b l e s  lo c a te d  in  memory to be examined and a l t e r e d  i f  d e s i r e d .
Figure 18
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i i )  M A N U A L / AUTO -  ( T o p  l e f c ) .  This en ab les  c o n t r o l  a c t i o n ,  o i t h e r  in 
t h e  au t o - m o d e  (Down) or manual mode ( Up ) .  I f  rnanuax mode Is  
r e q u e s t e d , the s i n g l e  pole changeover swi tch  (b ia s e d  to c e n tr e  o r t ) 
d i r e c t l y  beneath ( c a l l e d  th e  ramp f l ^ g )  e n a b l e s  th e  o p e r a t o r  to  
vary the manipulated v a r i a b l e  v i a  the microcomputer.
i l l )  PRT -  T h is  s w i t c h  e n a b l e s  or d i s a b l e s  the wr: t in g  of p r e s e l e c t e d  
data  to the terminal during run t im e .
The f i n a l  switch
i v )  OVRD -  This aJlows a complete operator  o v e r r id e ,  i . e .  th e  m icr o  i s  
bypassed and the operator  hra complete  c o n t r o l  over the manipulated  
v a r i a b l e .
An a r r a y  of  seven  LED's are a l s o  p res en t  on the c o n t r o l  p a n e l • Six of 
t h e s e  are  used for  a q u a l i t a t i v e  d i s p l a y  of the p r e d i c t i o n  error  during  
run t im e.  The ex tr a  LED i s  used as an alarm i n d i c a t o r .
A d d i t i o n a l  c o n t r o l l e r  f e a t u r e s  i n c l u d e
* Galvanic i s o l a t i o n  fo r  p lan t  input  and output .
* The use of the second D / A  channel to d i s p la y
m y  p r e s e l e c t e d  v a r i a b l e  o n  a  C h  r t  R e c o r d e r .

Figure 
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i )  An i n i t i a l i z a t i o n  p r o c e d u r e  which  i n i t i a l i z e s  a l l  hardware 
d e v i c e s  and so f tw are  parameters b e f o r e  s e l f  t u n i n g  a c t u a l l y  
b e g i n s . Here ports  are d e f in ed  as input or ou tp ut ,  / i r i a b i e s  
are  p r e s e t ,  e t c .
i i )  A c o n t in u a l ' d o - l o o p  which checks the o p e r a t o r ' s  r e q u i r e m e n t s  
v i a  the  hardware g e n e r a t e d  f l a g s  on the c o n t r o l  p a n e l . the 
r e s u l t  i s  one of three  o p e r a t i o n s .
a)  F u l l  Automatic Control
b) Manual Control
c)  I n te r r o g a t io n  Mode
In c a s e s  a)  and b) program flow  returns  to the  s e l f  t u n e r  c o n t r o l  
module  when the a s s o c i a t e d  fu n c t io n  has been e x e c u te d .  In case  c) 
program flow i s  a t  operator  d i s c r e t i o n .
. Monitor Insort  Module
Should the operator  r e q u e s t  i n t e r r o g a t i o n  mode,  th e  s e l l  t u n e r  
c o n t r o l  m o d u l e '  d i s c u s s e d  above d i r e c t s  program f l o w  to  t h i s  
r o u t in e ,  which i s  the  o n ly  r o u t i n e  w r i t t e n  in  A s s e m b l e r .  Th is  
module  e a s e s  t r a n s f e r  to the SBC SOP monitor program which en ab les  
the operator  to in s p e c t  memory, r e g i s t e r s  e t c .  v ia  the RS232 l i n k .  
The s e l f  t u n e r  c o n t r o l  module i s  the only p lace  where t r a n s f e r  to 
i n t e r r o g a t i o n  mode can o c c u r , ( see  p rev ious  I low c h a r t ) .
The in t e r r o g a t i o n  request  has precedence  over the a to  or manual 
modes .  Upon e n t e r i n g  th e  m o n i to r  program i l l  c o o t r o l  p rocess in g  
h a l t s .  However,  the  manual o v e r r i d e  (OVRD) f u n c t i o n  a l l o w s  the  
operator  c o n t r o l  over the p lant in bypass ing  the microcomputer.
Automatic Mode Module
T h i s  m o d u le ' s  f u n c t io n  i s  to c o n t r o l  program flow during automatic  
mode. A flow chart  i s  shown in  the f i g u r e  o v e r l e a f .  This  r o u t i n e  
i s  c a l l e d  only by the ' s e l f  tuner c o n t r o l  module' .
'
/101
Flow Chart -  Automatic Mode Module
S tar t
Time
Flag
Set?y
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etur n
Warning
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' P r e d i c t  & Update'
Call  
Extra V ariab le '
Cal l  
Data S h u f f l e '
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F i g u r e  21
A f l a g ,  s e t  by the r e a l  time c lock  i s  t e s t e d  to see  whether a 
sampling period  has passed .  I f  n e g a t i v e , program e x e c u t i o n  returns  
t o  th e  c a l l i n g  program.  I f  p o s i t i v e ,  the c o n t r o l l e d  v a r i a b l e  i s  
Measured and checked for  s a t u r a t i o n  at  both high and low l i m i t s .  It  
•here i s  no s a t u r a t i o n ,  the f o l l o w in g  modules are c a l l e d  in order
i )  Pred ic t  and update (model c o e f f i c i e n t s )
i i )  Manipulated v a r i a b l e  c a l c u l a t i o n
i i i )  Analogue out
tv )  Extra v a r i a b l e
v) Data s h u f f l e  (prepare  fo r  next loop)
and w i l l  be d escr ib ed  l a t e r .  I f  s a t u r a t i o n  i s  found to  e x i s t ,  a 
w a r n i n g  LED (SAT on t h e  c o n t r o l  p a n e l )  i s  l i t  f o r  o p e r a t o r  
n o t i f i c a t i o n ,  th e  ' p r e d i c t  and u p d a t e ' module i s  s k i p p e d  and  
e x e c u t i o n  cont in ues  s e q u e n t i a l l y .
4 .  Manual Mode Module
T h is  module i s  s i m i l a r  to  the  ' a u t o m a t i c  mode m o d u l e ' in  many 
r e s p e c t s .  I t  i s  c a l l e d  by the s e l f  tuner c o n t r o l  module when the  
operator  d e s i r e s  manual c o n t r o l . I f  the r e a l  time c lo c k  g e n e r a t e d  
f l a g  a l l o w s ,  and t h e  c o n t r o l l e d  v a r i a b l e  i s  not  s a t u r a t e d  th e  
f o l l o w i n g  modules are c a l l e d
i )  P red ic t  and Update
i i )  Extra V ariable  
i l l )  Data S h u f f l e
I n  t h i s  mode t o o ,  th e  m a n i p u l a t e d  v a r i a b l e  i s  h a n d le d  by th e  
computer,  according to the o p e r a t o r ' s  d i r e c t i o n  r e q u e s t .  H o w e v e r , 
t h e  m a n ip u la te d  v a r ia b le  i s  not ou tputted  here .  Instead  a t l a g  i s  
s e t  which n o t i f i e s  the in t e r r u p t  module t h a t  manual o p e r a t i o n  i a  
under w a y . The i n t e r r u p t  module then handles  t i a e o u s  outputs  to 
the p l a n t .  This ensures  much smoother c o n t r o l .
5 .  I n terru pt  Processor  Module
Once every  40 ms, a hardware g e n e r a t e d  i n t e r r u p t  c a u s e s  program
flow  to r e v e r t  to t h i s  module. Two fu n c t io n s  are s a t i s f i e d  h ere .
i )  Operation of a r e a l  time c l o c k .
i i )  Handling of manipulated v a r i a b l e  during
manual o p e r a t io n .
i )  At e v e r y  i n t e r r u p t  a c o u n t e r  i s  in crem ented .
When reaching a term inal  count,  the  c o u n t e r  i s  
r e s e t  and a f l a g  i s  s e t .  This f l a g  i s  p o l l e d  
by both 'Auto'  and 'Manual' modules in order to  
keep track of r e a l  t ime.
.) I f  c o n d i t i o n s  are  fa v o u r a b le  on an i n t e r r u p t
( i . e .  manual  o p e r a t i o n  has been reques ted  ana 
the  automat ic  mode i s  no t  b e i n g  i n t e r r u p t e d )  
t h e n  t h e  f o l l o w i n g  takes  p l a c e .  The ramp r .ag  
i s  t e s t e d  to see  whether t he  o p e r a t o r  r e q u i r e - ,  
ramp u p ,  ramp down o r  no o p e r a t i o n  U . e .  
i n c r e a s e ,  d e c r e a s e  m a n i p u l a t e d  v a r i a b l e  or  
i n a c t i o n ) .  Dependant on t h i s ,  an increment in
» «  » ee • • • * * « • ** • »
m a n i p u l a t e d  v a r i a b l e  i s  c a l c u l a t e d  and p a s s e d  
t o  ' a n a l o g  o u t  m o d u l e '  f o r  o u t p u t t i n g  to the  
p l a n t .  This  type of manual o p e r a t i o n  i s  usettu.  
i n  th a t  bumpless  t r a n s f e r  a u t o m a t i c a l l y  o c c u r s  
i n  e i t h e r  d i r e c t i o n  and i t  i s  com pat ib le  w i th  
th e  s e l f  tun ing  a lg o r i t h m s  d i s c u s s e d ,  e n a b l i n g  
t h e  c o n t r o l l e r  t o  k e e p  t r a c k  o f  t h e  p i a n t  
dynamics even  in  manual mode.
A f u r t h e r  f e a t u r e  Implemented In t h i s  module I s  t h e  v a r i a t i o n  of  
o u t p u t  s e n s i t i v i t y .  When manual o p e r a t i o n  I s  f i r s t  r e q u e s t e d ,  the  
s e n s i t i v i t y  i s  s e t  to  a high v a l u e .  A f t e r  a s e t  p e r io d  has p a s s e u ,  
s e n s ! ‘ I v i ty Is  d e c r e a s e d  and output  proceeds  much f a s t e r .  V a r i a b l e s  
. „ h  as  sampling p e r io d  may be changed u s in g  I n t e r r o g a t i o n  mode.
a logu e  Out Module
l3  s h o r t  module has th e  f u n c t i o n  of t r a n s f e r r i n g  t h e  c o n t r o l l e r  
i t p u t  t o  t h e  p l a n t .  I t  a c c e p t s  a 16 b i t  b i n a r y  num ber  
.p r e s e n t i n g  the  in crem en ta l  change In manipulated v a r l a b t e .  This  
Hue i s  a d d e d / s u b t r a c t e d  to /f rom  the p r e v io u s  manipulated v a r i a b l e  
ad o u tp u t te d  to  the p l a n t  v i a  one of  the two D/A c o n v e r t e r s  on the  
n - 1 2 0 0  board.  Both auto  and manual modules  c a l l  t h i s  module.
7 .  I n p u t  C o n t r o l l e d  V a r i a b l e  M o d u l e
T h is  u.oaule measures the c o n t r o l l e d  v a r i a b l e  by i n i t i a t i n g  tt ; A/ D 
c o n v e r s i o n ,  w a i t i n g  f o r  a p e r i o d ,  r e a d i n g  i n  and s t o r i n g  t h e  
v a r i a b l e .  Both auto and manual modes c a l l  t h i s  moduie.
8 .  P re d ic t  and Update Module
T h i s  module e s s e n t i a l l y  a t t e m p t s  t o  improve on the model of the 
p lan t  by p r e d ic t i n g
* y ( c )  -  J _  U  ( 2 L i ( t - D  • A v ( t - i ) }  + A y ( t - l ) }
R1 Fg
where a l l  symbols are  d ef ined  as  be fore  ( s e e  S e c t io n  3 ) .
The model c o e f f i c i e n t s  are then updated by
L i ( t )  -  Li(t-l) + r -  Av;t-i) { a y ( c )  -  A y ( t ) }
and the e s t im ated  s teady ara t e  ga in  of the p lan t  i s  c a l c  i l a t e d  by
1/K -  Z L i ( t )
R2 -  1
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A l l  o f  Che a b o v e ,  i . e .  L i ( t ) , N, f  , 1/K have d e f a u l t  v a lu es  on 
s t a r t u p ,  but they may be a l t e r e d  ( a t  any t ime)  by t h e  o p e r a t o r  by 
an i n t e r r o g a t i o n  r e q u e s t .  Only auto and manual modules c a l l  t h i s  
r o u t i n e .
9.  Ma n i p u l a t e d  V a r i a b l e  C a l c u l a t i o n  Module
T h i s  modu l e  c a l c u l a t e s  t h e  d e s i r e d  m a n i p u l a t e d  v a r i a b l e .  The 
u p d a t ed  model c o e f f i c i e n t s  a r e  p a s s e d  d i r e c t l y  f rom ' P r e d i c t  and 
u p d a t e  modu l e ' ,  i . e .
a v ( t )  = K {5" Qi ■ A v( t - i ) }  
R2
+ K • Fg { A l - e ( t )  -  e ( t - l )} 
where Qi “ 1 -  R2 + L i ( t )
 N
and
Q i ( t )  = Li  ( t )  + Q ._ ^ ( t )  i  -  1,N
F u l l  a r r a y s  (N v a l u e s )  of L i ( t )  and  ^ v ( t )  a r e  k e p t ,  however ,  on ly
o n e  s t o r a g e  s p a c e  i s  n e c e s s a r y  f o r  Q . ( t )  s i n c e  Q ( t )
1 + 1
r e p l a c e s  t ) .
H i
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A v ( t )  i s  t h e n  p a s s e d  t o  ' A n a l o g u e  o u t '  module r o r  o u c p u t t i n g  to 
t h e  p l a n t .  Th i s  r o u t i n e  i s  c a l l e d  by ' a u t o  module '  o n l y .
Bo t h  ' P r e d i c t  and  Up d a t e  M o d u l e '  a n d  ' M a n i p u l a t e d  V a r i a b l e  
C a l c u l a t i o n  M o d u l e '  e n t a i l ,  a f a i r  a m o u n t  of  a r i t h m e t i c  
m a n i p u l a t i o n .  The I n t e l  s u p p l i e d  FPAL s o f t w a r e  ( f l o a t i n g  p o i n t  
a r i t h m e t i c  l a n g u a g e )  was u s e d  t o  a c h i e v e  t he  l a r g e  v a r i a t i o n  in  
number magni tude  needed f o r  t h i s  a p p l i c a t i o n .  Howe ve r ,  a s  e a c h  
f l o a t i n g  p o i n t  number  i s  r e p r e s e n t e d  by four  b y t e s  (32 b i t s )  t h e  
s t o r a g e  c a p a c i t y  needed i s  q u i t e  l a r g e .
10.  E x t r a  V a r i a b l e  Module
T h e r e  a r e  two means  t h e r e b y  t h e  o p e r a t o r  may be a w a r e  of  t h e  
p e r f o r m a n c e  o f  t h e  s e l f  t u n e r .  The  f i r s t  m e t h o d  I s  a n  
i n t e r r o g a t i o n  r e q u e s t .  Here a l l  v a r i a b l e s  may be examined ,  bu t  t he  
a c t i o n  of t h e  s e l f  t u n e r  i s  s t oppe d  d u r i n g  t h i s  r e q u e s t .  A f u r t h e r  
method which e n a b l e s  run  t i m e  i n f o r m a t i o n  t o  r e a c h  t h e  o p e r a t o r  
w i t h o u t  d i s t u r b i n g  t h e  c o n t r o l l e r ,  i s  hand l ed  by t h i s  module.  The 
f u n c t i o n s  c a r r i e d  out  once eve r y  sampl ing  p e r i o d  a r e .
i )  An o u t p u t  t o  t h e  t e r m i n a l  o f  a s i n g l e  
p r e s e l e c t e d  e s t i m a t e d  model  c o e f f i c i e n t .
i i )  A d i s p l a y  of t he  p r e d i c t i o n  e r r o r  v i s u a l l y  v i a  
a row of s i x  l i g h t  e m i t t i n g  d i o d e s  on t h e  
c o n t r o l  p a n e l .
) t h e  o u t p u t ,  v i a  t he  2nd D/A c ha nne l  of the 
p r e d i c t i o n  e r r o r  t o  i c h a r t  r e c o r d e r .
f u n c t i o n  i )  e n t a i l s  c o n v e r t i n g  a 32 b i t  
f l o a t i n g  p o i n t  number i n t o  d e c i m a l  ( A S C I I )  
form at  and s e n d i n g  th e  r e s u l t  to the terminal  
i f  the ?RT ( p r i n t )  f l a g  i s  enab led .
F u n c t i o n  i i )  e n t a i l s  c h o o s i n g  t h e  f i r s t  
p r e d i c t i o n  e r r o r  a f t e r  a r e s e t  o r  an  
i n t e r r o g a t i o n  request  as a r e f e r e n c e  vaj.ue ror  
t h o s e  t h a t  f o l l o w  ( w h i c h  a r e  l i k e l y  to  be 
sm al le r  i n  m agnitude) .
The r e s u l t  i s  a q u a l i t a t i v e  d i s p l a y  w h i c h  
s h o u l d  i n d i c a t e  t o  th e  o p e r a t o r  w h e th e r  the  
s e l f  tuner i s  tuning ( i . e  p r e d i c t i o n  e r r o r  i s  
d e c r e a s in g  with  t im e) .
Data S h u f f l e  Module
T h i s  m o d u le  i s  c a l l e d  a t  th e  end of  any one p a s s  th rou gh  th e  
c o n t r o l l e r  i . e .  once every  sampling p e r i o d .  Here d a t a  e v a l u a t e d  
during the pass  i s  ' s h u f f l e d '  to prepare for the next p a ss ,  i . e .
A v ( t ) i s  s h u f f l e d  back one s tep  in  time to a v ( t - l ) ,  e t c .  Program 
f low  then returns  to ' S e l f  Tune C o n t r o l  Module '  and t h e  c y c l e  i s  
r e p e a t e d .
me <1 iobycr- jf bUP moaicor program amounted L
9 Kb Code 
1 /2  K b Data
i 70 (dec im al )  b ytes  of a tack
1'he ex e c u t io n  i f  a s i n g l e  A u t o m a t i c  nodt. oop vas c a l c u l a t e d  is not  
exceed ing  500 ms when using 50 c e f f i c i e n t s .
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6.  AN APPLICATION OF THE SELF TUNER
A s u i t a b l e  t e s t  p r o c e s s , in  the form of a f low r ig  was used to e v a l u a te  
the s e l f  t u n e r . The c r i t e r i a  used in  choos ing t h i s  w e r e :-
i )  Minimal consequences  should f a i l u r e  o c c u r .
11) S i m i l a r i t y  to an i n d u s t r i a l  type p la n t .
ft.1 The Test  Plant
The f l o w  r i g  ’ .own in  the f o l l o w in g  photograph and schem at ic .
The pho' -y shows th e  f l o w  r i g  on t h e  r i g h t  and t h e
i n s  trumeu. . s i n g  on t h e  l e f t .  The l a t t e r  c o n t a i n s  a standard PI 
c o n t r o l l e r  and a s s o c i a t e d  d i s p l a y s  and c h a r t  r e c o r d e r s .  On t h e  f a r  
l e f t  i s  t h e  s e l f  tu n e r  h o u s i n g  l i n k e d  by f l a t  c a b l e  to the  c o n t r o l  
p a n e l .  A chart  recorder and t e l e t y p e  are a l s o  v i s i b l e .
m
- igure 22
TANK
FRFT
TANK 2
V I
TCR
TANK 3
FLOW RIG SCHEMATIC 
Figure 23
LT -  Level  Transmitter  
FR -  Flow Recorder
FT -  Flow Transmitter
STCR -  S e l f  Tuning C o n tr o l l e r  and Recorder
f X l  -  Flow R e s t r i c t o r
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The schematic  shows the t e s t  rig as s e t  up with the s e l f  tuning  
c o n t r o l l e r .  The o b j e c t i v e  was to c o n t r o l  the l e v e l  of water in  tank 1 
by m a n i p u l a t i o n  o f  V I .  Tank 3 was m e r e l y  a r e s e r v o i r  w h i l e  
m a n i p u l a t i o n  o f  V2 , V3 , V4 and V5 e n a b l e d  t h e  c o n f i g u r a t i o n  of  
d i f f e r i n g  p l a n t s . In p a r t i c u l a r  V 4,  V5 open and V2, V 5 c l o s e d  r e s u l t s  
in  a s i n g l e  order system w hi le  V2, V3 and V5 open and V4 c lo sed  r e s u l t s  
in  a second order system.
O b je c t iv e s
I t  must be e m p h a s i s e d  once more that  no g lo b a l  c o n c lu s io n s  can resu-i.  ^
from an im p le m en ta t io n  of  t h i s  s o r t .  There i s  no s u b s t i t u t e  ^or a 
t h o r o u g h  t h e o r e t i c a l  a n a l y s i s  in  t h i s  regard.  However, one can look  
fo r  genera l  trends and apparent c h a r a c t e r i s t i c s .  Again, c h ie f  areas  of 
i n t e r e s t  are
i )  Overa ll  system s t a b i l i t y ,
i i )  Convergence of the model c o e f f i c i e n t s .
Lii)  P r o p e r t ie s  of  the r e s u l t i n g  c o n t r o l l e r .
Here , the s im u la t io n  study mentioned p r e v io u s ly  and the im p le m e n ta t i o n  
must su re ly  complement one a n o t h e r . S imulation  has provided an In s ight  
i n t o  the  p r o p e r t i e s  of th e  s e l f  tu ner .  However, c e r t a i n  assumptions  
were made when mathematical ly  m odell ing  the system. In p a r t i c u l a r , the 
s im u la t io n  used a l i n e a r  p l a n t .  The t e s t  r i g ,  as w i t h  most p r a c t i c a l  
p l a n t s , has n o n - l i n e a r  c h a r a c t e r i s t i c s .  The s e l f  t u n e r  a ssum es  a 
l i n e a r i z e d  model about an operat in g  p o in t .  I t  i s  in  the l i g h t  of  such  
' r e a l '  p l a n t  c h a r a c t e r i s t i c s  th a t  the s e l f  tuning p r o p e r t i e s  must be 
e v a l u a t e d .
T e s t s  Uniertak-.in ar.d Results
S t a b i l i t y
The two important va lu es  on which s t a b i l i t y  depends are
A
i )  The i n i t i a l  c o e f f i c i e n t s  L i ( o ) .
i i )  The updating con s tan t  Gamma.
The p l a n t  was c o n f i g u r e d  as  a s e c o n d  c Jar p r o c e s s  b e c a u s e  of  the 
in cr ea se d  d i f f i c u l t y  in  c o n t r o l l i n g  and i d e n t i f y i n g  i t  compared to  a 
f i r s t  order system.
A m ajor  problem may o c c u r  when L i ( o ) a r e  chosen  to g iv e  an unstab le  
c l o s e d  loop system. Thougn the s e l f  tuning would act to s t a b i l i z e  the  
s vs t e m , c a t a s t r o p h i c  r e s u l t s  may occur before  t h i s .  With t h i s  in  mind, 
th e  weight ing  co n s ta n t  Gamma was s e t  to  z e r o ,  e f f e c t i v e l y  c a n c e l l i n g  
o u t  th e  s e l f  tuning a c t io n  and the c l o s e d  loop system was subjec ted  to
A
a 10% change in  s e t  po in t  for  vary ing v a lu es  of  L i ( o ) . When a c t u a l l y  
im p le m e n t i n g  th e  s e l f  tuner as much in form at ion  as i s  known should be
A
used to a r r iv e  a t  the i n i t i a l  c o e f f i c i e n t  v a l u e s  L i ( o ) .  However to
A
g a i n  an i n s i g h t  i n t o  the  i n s e n s i t i v i t y  of system s t a b i l i t y  to L i ( o ) ,  
A
a l l  L i (o )  were chosen aqua 1, i  e 1 to N. The f o l l o w i n g  t a b l e  d e p i c t s  
the  r e s u l t s .  For a l l  runs 40 c o e f f i c i e n t s  were used (N -  40 ) ,
Sampling Per iod -  30 seconds and Gamma * 0 .
w m
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( o ) , i  = 1 to 40
6 ,0  x 10
-4
RESULT
Control  V ariable  u n s ta b le ,  tank overflowed
1,2 x 10
-3
2 ,5  x 10 -3
1 x 10
Mani;ulated v a r i a b l e  (va lve  p o s i t i o n )  
s a t u r a t e s  a t  both e n d s . Tank l e v e l  h igh ly  
o s c i l l a t o r y  but f i n a l l y  s e t t l e s  to s e t  point.
No s a t u r a t i o n ,  response  o s c i l l a t o r y  
See Figure 24.
Damped Response
Response slows down
2 x 10 -1 No c o n ( . o l  a c t i o n  apparent
 M l
igure  24 
Step Response
L. (0) » 2 ,5  x 1 0 ' 5
100%
Note chac Chart Recorder Pens 
are h a l f  a d i v i s i o n  apart
7'*' Manipulated 
't* ^  V ariable  
(Valve  
— [ P o s i t i o n )C ontro l led  
V ariab le  
(Level  i n  Tank)
D A  E l e c t r o n i c *  L t d .  j* <
Time 
30 mm/h —*
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Figure 24 
Step Response
L, ( 0 )  = 2 ,5  x 10
-3
1007.
C ontro l led  
Variab le  
(Level  in  Tank)
Note that  Chart Recorder Pens 
are h a l f  a d i v i s i o n  apart
Manipulated 
' V ariable  
(V a Ive 
P o s i t i o n )
D A  E l e c t r o n i c s  L t d .  •« •
Time 
30 mm/h —*
-Trnr BMP
N e g a t i v e  v a l u e s  of Li  ( t ) were a l s o  found to cauc i n s t a b i l i t y .  This  
occurred when Gamma was large  enough to cause over compensat ion i n  th e  
update equat ion when s e l f  tuning was ap p l ied  (Gamma non zero)
Li ( t )  -  L i ( t - l )  + f  • &v( t-1 ) { A y(c)  -  a. y(t )}
A A
L i ( o )  were chosen s m a l l . Larger va lu es  chosen for  L i (o )  o f t e n  produced 
s t a b l e  r e s u l t s  for  the same Gamma.
Convergence
P o in t s  looked for  here were
i )  The v a r i a t i o n  of  t h e  e s t i m a t e d  c o e f f i c i e n t s  f r  ome con s tan t  
i n i t i a l  vaJ.ue L i (o )  to  same f i n a l  va lue  Li(
A A
i i )  The speed of convergence  from L i (o )  to  L i(  ) .
i l l )  The f i n a l  va lues  of Li(  Oj ) .
To e v a l u a t e  a l l  o f  t h e s e  p o i n t s  t h e  f o l l o w i n g  two r u n s  w e r e
undertaken:-
RUN 1 RUN 2
COEFFICIENTS AT T = 0 | L i (o )
NO. OF COEFFICIENTS | N
SAMPLING PERIOD , Ts
UPDATE CONSTANT | Gamma
FILTER PARAMETERS | Rl
5 x 10 | L i ( o ) 1 x 10
40 1 N 40
30 Seconds I Ts 30 Seconds
-9 -7
1 x 10 | Gamma ■ 5 x 10
R2 I Rl , R2
RUN 1
The s y s t e m  was a l l o w e d  to run n igh t  and day for over three  weeks. As 
c o e f f i c i e n t  convergence was found to be s l o w ,  s e t  p o i n t  c h a n g e s  were  
i n t r o d u c e d  d u r in g  d ayt im e  to  improve s y s t e m  e x c i t a t i o n .  The t e n th  
c o e f f i c i e n t  was p r i n t e d  out  h o u r l y  to  t h e  t e l e t y p e  to  s e r v e  as  an 
i n d i c a t o r  as to the convergence of the model.  At the end of toe  per iod  
m e n t i o n e d , t h e  c o e f f i c i e n t s  had apparent ly  not reached s teady v a l u e s .  
The run was th e r e fo r e  h a l t ed  and Run 2 i n i t i a t e d .
RUN 2
A
Here the i n i t i a l  c o e f f i c i e n t s  L i (o )  were increased  to ensure s t a b i l i t y  
w i t h  I n c r e a s e d  weight ing  co n s ta n t  Gamma, to speed up convergence.  The 
r e s u l t s  were remarkably d i f f e r e n t  to those  of Run 1.  Within fo u r  days  
and fou r  n i g h t s  th e  c o e f f i c i e n t s  had apparent ly  converged . Again s e t  
p o in t  changes over a ten  percent  operat ing  reg ion were used  to  e x c i t e  
t h e  s y s t e m  during the day.  At the end >f four days ,  s e t  po in t  changes  
caused no marked changes in the c o e f f i c i e n t  v a lu e s .  (Though the va lues  
were noted to vary s l i g h t l y  about a mean). The r e s u l t i n g  p lo t  of
A
L i ( < 0  a g a i n s t  1 i s  sh o w n  i n  F i g u r e  2 5 .
RUN 1 RUN 2
COEFFICIENTS AT T -  0 
NO. OF COEFFICIENTS 
SAMPLING PERIOD 
UPDATE CONSTANT 
FILTER PARAMETERS
L i(o )
N
Ts
Gamma
m
- 3
5 x 10
40
30 Seconds 
-9
1 x 10 
R2
L i(o )
N
Ts
Gamma
R1
- 2
1 x 10
40
30 Seconds 
5 x 10 
R2
RUN 1
The syscem was a l l o w e d  co run nighc and day for over three weeks.  As 
c o e f f i c i e n t  convergence  was found to be s l o w ,  s e t  p o i n t  c h a n g e s  were  
i n t r o d u c e d  d u r in g  dayt im e  to  improve s y s t e m  e x c i t a t i o n .  The ten th  
c o e f f i c i e n t  was p r i n t e d  o u t  h o u r l y  to  the  t e l e t y p e  to  s e r v e  as  an 
i n d i c a t o r  as to the convergence of the model.  At the end of the period  
m e n t i o n e d , t h e  c o e f f i c i e n t s  had apparent ly  not reached s teady v a lu e s .  
The run was th e r e fo r e  h a l t ed  and Run 2 i n i t i a t e d .
RUN 2
A
Here the i n i t i a l  c o e f f i c i e n t s  L i (o )  were increased  to ensure s t a b i l i t y  
w i t h  i n c r e a s e d  weight ing  con s tan t  Gamma, to speed up convergence .  The 
r e s u l t s  were remarkably d i f f e r e n t  to those  of Run I .  Within fo u r  days  
and four  n i g h t s  the  c o e f f i c i e n t s  had apparent ly  con verged . Again s e t  
p o in t  changes over a ten percent  op era t in g  reg ion were used  to  e x c i t e  
t h e  s y s t e m  during the d a y . At the end of four days,  s e t  po in t  changes  
caused no marked changes in  the c o e f f i c i e n t  v a lu e s .  (.Though the va lues  
were noted to vary s l i g h t l y  about a mean). The r e s u l t i n g  p lo t  of
A
L i ( ° o )  a g a i n s t  1 i s  sh ow n  i n  F i g u r e  2 5 .
- S ' .
1 19
i i e r e  t h e  b e l l  shaped c u r v e ,  s i m i l a r  t o  the  im p u l s e  r e s p o n s e  curve  
e x p e c t e d , can be c l e a r l y  s e e n . Note that for both l a r g e  and s m a l l  i ,  
c o e f f i c i e n t s  have a c t u a l l y  taken on n eg a t iv e  v a lu e s ,  (1 = 1, 37,  4 0 ) .
R e s u l t in g  C ontr o l ler
Figure 26 shows the s tep  response, of the system corresponding to Run 
F i g u r e  2 6 ( a )  r e p r e s e n t s  the c l o s e d  loop  s e t  p o i n t  r e s p o n s e  ( s t e p  
change) with i n i t i a l  c o n d i t io n s  on ly  and no s e l f  t u n i n g  (Gamma -  J) . 
F i g u r e  2 6 ( b )  r e p r e s e n t s  th e  s e t  p o i n t  s t e p  response a f t e r  the model 
c o e f f i c i e n t s  i r e n t l y  c o n v e r g e d .  The s e l f  tuned s y s t e m  has  a
much s l o w e r  . sc  *' th a dominant time con stant  of 7,5 minutes .  In
>rder to compare t. i s  it; e open loop response a number of open loop 
■> cep t e s t s  ve re indert.iK.un. n f o r t u n a t e l y  due to  the  i n h e r e n t  non 
I : n ea  r i  -y  .if t h e  p l a n t  i t  was found to  be i m p o s s i b l e  to  p roduce  
repeacao le  r e s u l t s  for the t e s t s  and open loop dominant time c o n s t a n t s  
vere measured between 6 and 10 minutes .
The p lant  vas a l t o  c o n t r o l l e d  by the PI C o n tr o l ler  a v a i l a b l e .  Here the 
; i  ^g i e  r N i c h o l s  ne t h o d  was u s e d  to tune the  c o n t r o l l e r  o v e r  an 
me r a t i n g  r e g i o n  at 10%. It  was found t h a t  s e t  p o i n t  ch a n g es  out  of  
i -  re g i  on t r i e d  s e v e r e  l i m i t  c y c l i n g .  The s e l f  tuner however,  was
: ip a b i e  uf  w i t h s t a n d i n g  i n O X  s e t  p o i n t  change (o n c e  s e l f  t u n e d )
,; ■ non• tstabi  . i t y .
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7.  DISCUSSION OF THE SELF TUNER PROPERTIES
7.1 S t a b i l i t y
The s e l f  t u n e r  showed rem a r k a b le  s t a b i l i t y  p r o p e r t i e s ,  both a t  the  
c r u c i a l  i n i t i a l  s tage  and t h e r e a f t e r .  A l th ou gh  th e  dynamics  of  the  
p l a n t  w e r e  c o m p l e t e l y  n e g l e c t e d  in  s p e c i f y i n g  th e  i n i t i a ^  mode-  
c o e f f i c i e n t s ,  s y s te m  s t a b i l i t y  was a t t a i n a b l e  f o r  a wide c h o i c e  of  
th es e  c o e f f i c i e n t s .
The o v e r a l l  system was found to become u n s ta b le  when a large  number of 
c o e f f i c i e n t s  became n e g a t i v e .  The i n s t a b i l i t y  i s  p r o b a b ly  due to  th e  
f a c t  t h a t  the  es t im ated  s teady  s t a t e  g a in  1/K then becomes nega ; iv e  as 
w e l l .  The r e s u l t  i s  e f f e c t i v e l y  p o s i t i v e  f e e d b a c k .  In g e n e r a l  th e  
c o m b i n a t i o n  o f  u n p r e d i c t a b l e  n o i s e  a c t i n g  on the system and a large  
w eigh t ing  cons tar. t ' amma were r e s p o n s ib le  for  the negat ing of the model 
c o e f f i c i e n t s .  easy s o l u t i o n  to t h i s  problem i s  the m i n i m i z a t i o n  of
Gamma.
The above  d i s c u s s i o n  s u g g e s t s  that w hi le  i t  i s  not c r u c i a l  to s p e c i f y  
' c o r r e c t ' v a lu e s  of model c o e f f i c i e n t s  L i ( o ) and Gamma to  s t a r t  the  
s e l f  t u n e r , t h e s e  c h o i c e s  must be a f a i r  approximat ion.  To achieve  
t h i s ,  con s id er  the fo l l o w i n g  e q u a t i o n  of  the e s t i m a t e d  s t e a d y  s t a t e  
g a i n : -
1 -  % L i ( t )
R2 - 1
S i n c e  b o t h  s i m u l a t i o n  and i m p l e m e n t a t i o n  s u g g e s t  t h a t  a l l  model  
c o e f f i c i e n t s  can be c h o s e n  e q u a l  to  one a n o t h e r  a t  s t a r t  up, th en  
choose
L i ( o )  -  R2 -  1 
% . N
where  N r e p r e s e n t s  th e  number of c o e f f i c i e n t s  used ( t h i s  ch o ice  has 
been d i s c u s s e d  b e f o r e  i n  C hapter  3 ) .  R2 i s  c h o s e n  by th e  p r o c e s s  
e n g i n e e r ,  or  th e  d e f a u l t  v a l u e  may be u s e d . However, an e s t im a te  ot 
the p ro ces s ,  s teady s t a t e  ga in  needs to be s p e c i f i e d .  I: t h i s  i s  known 
a c c u r a t e l y ,  good and w e l l .  I f  not ,  an approximate g u e s s  i s  l i k e l y  to
s u f f i c e . As can be seen from S e c t io n  6 .2  where - K o )  were a l l  chosen *
- 3  A
1 , 2 x 10 , t h e  r e s u l t i n g  e s t i m a t e d  g a i n  1/K ■ 0 ,1 7 2 8 ,  and a c lo s e d
loop s t a b l e  system was a c h ie v e d .  However, from RUN 2 noted in
S e c t io n  6 . 2 ,  the es t im ated  ga in  when the mode l had apparent ly  converged
was 1/K -  1,8507 which i s  r e p r e s e n t a t i v e  c he a c t u a l  p lan t  ga in .
The ch o ic e  of Gamma must be made to prevent the model c o e f f i c i e n t s  from 
becoming too l a r g e  ( c a u s i n g  c o n t r o l l e r  s w i t c h  o f f )  or t o o  sma^l or  
n e g a t i v e  such  as to  cause  u n stab le  c o n t r o l . Here the update equat ion  
must be born in mind
L i ( t )  -  L i ( t - l )  + p  . d v ( t - l )  { a y ( t )  -  a y ( t ) }
S i n c e  b o t h  s i m u l a t i o n  and i m p l e m e n t a t i o n  s u g g e s t  t h a t  a l l  modex 
c o e f f i c i e n t s  can be c h o s e n  e q u a l  to  one a n o t h e r  a t  s t a r t  up, then  
choose
L i ( o )  = R2 -  1 
% . N
where N r e p r e s e n t s  th e  number of c o e f f i c i e n t s  used ( t h i s  ch o ic e  nas 
been d i s c u s s e d  b e f o r e  i n  C hap ter  3 ) .  R2 i s  c h o s e n  by the  p r o c e s s  
e n g i n e e r , or  the  d e f a u l t  v a l u e  may be u s e d . However, an e s t im a te  of 
the  p r o c e s s ,  steady s t a t e  ga in  needs to be s p e c i f i e d .  r t h i s  i s  ’<nown 
a c c u r a t e l y , good and w e l l .  I f  not ,  an approximate g u e s s  vs j.L<e  ^ • to
A ’ V ;
s u f f i c e .  As can be seen from S e c t io n  6 .2  where L i (o )  were a l l  chosen
- 3  A
1 , 2  x 10 , the  r e s u l t i n g  e s t i m a t e d  g a i n  1/K = 0 ,1 7 2 8 ,  and a c lo se d
loop s t a b l e  system was a ch ie v ed .  However, from RLN 2 noted in
S e c t io n  6 . 2 ,  the es t im ated  ga in  when the model had apparent ly  converged
was 1/K -  1,8507 which i s  r e p r e s e n t a t i v e  of t h e  a c tu a l  p lant  g a in .
The cho ice  of Gamma must be made to prevent  the model c o e f f i c i e n t s  from 
becoming too  la r g e  ( c a u s i n g  c o n t r o l l e r  s w i t c h  o f f )  or ~ o o  sma^i or  
n e g a t i v e  such  as to  cause u n stab le  c o n t r o l . Here the update equat ion  
must be born in mind
L i ( t )  ■ L i ( t - l )  + T  ' A v ( t - l )  { A y ( t )  - ^ ( t )}
The im p le m e n ta t io n  s u g g e s t s  t h a t  over  com pensa t ion  of th e  c o e f f i c i e n t s  
o c c u r s  e i t h e r  ac  s t a r t  up (where p r e d i c t i o n  e r r o r  i s  l a r g e )  o r  when a 
s i z a b l e  d i s t u r b a n c e  occu rs  ( a g a i n  p r e d i c t i o n  e r r o r  i s  l a r g e ) .
Using th e  i n i t i a l  model c o e f f i c i e n t s  a s  a b a s i s ,  chooue Gamma a s s u m i n g  
maximum v a r i a t i o n  of p r e d i c t i o n  e r r o r  and m a n ip u la t e d  v a r i a b l e ,
w h e r e  a i s  a f r a c t i o n  of u n i t y  and m sub -* - r ip t  r e p r e s e n t s  the  maximum 
e x p e c t e d  v a l u e .
T h i s  shou ld  e n s u r e  t h a t  ove r  com pensa t ion  does not  o c c u r .
Convergence P r o p e r t i e s
Here th e  im p le m e n ta t io n  r e s u l t s  were v e ry  s i m i l a r  to  s i m u l a t i o n .  Given 
i n i t i a l  m ode l  c o e f f i c i e n t s  t h a t  c o u l d  n o t  p o s s i b l y  r e p r e s e n t  t h e  
d y n a m i c s  of  t h e  p l a n t ,  t h e  model  converged  to  v a l u e :  t h a t  c o u ld  w e l l  
r e p r e s e n t  i t .  In  p a r t i c u l a r  t h e  m o d e l  c o e f f i c i e n t s  L i ( ) w hen  
p l o t t e d  a g a i n s t  i  r e p r e s e n t  the  f a m i l i a r  b e l l  shaped curve  so s i m i l a r  
t o  t h e  im pulse  r e s p o n s e .  The w e i g h t i n g  c o n s t a n t  Gamma was c l e a r l y  
shown to  a f f e c t  t h e  speed of  th e  model c o n v e rg e n c e .  F ig u re  ?5 ( L i (  ^  ) 
v e r s u s  i )  seems t o  s u g g e s t  t h a t  a s m a l l e r  v a lu e  of Gamma would have 
been more a p p r o p r i a t e  h e r e .
i  . e a • L i (o )
A v( t - i  )m . { A y ( t )  - a y ( t ) } m
This  would have produced a smoother curve  and e n s u re d  t h a t  a l l  tuned 
c o e f f i c i e n t s  w e re  p o s i t i v e .  However,  t h e  r e s u l t i n g  d e c r e a s e  ^n speed  
of  conve rge nce  of th e  model might  have been u n t e n a b l e .
The c a l c u l a t i o n  of Gamma i n  the  p r e v i o u s  s e c t i o n  makes  no m e n t i o n  of 
t h e  a f f e c t  of  Gamma on th e  speed of t h e  convergence  of th e  model .  In 
f a c t ,  t h i s  a s p e c t  i s  d i f f i c u l t  t o  q u a n t i f y  o t h e r  t h a n  t o  s t a t e  t n a t  
i n c r e a s e d  Gamma i n c r e a s e s  speed  of c o n v e rg e n c e .  ^he p r e v io u s  s e c t i o n  s 
c a l c u l a t i o n  of  Gamma s h o u ld  t h e r e f o r e  be t a k e n  as  a r i r s t  a p p ro x im a t io n  
and  may be i n c r e a s e d  i f  d e s i r e d ,  b e a r i n g  i n  mind t h a t  i n s t a b i l i t y  may 
o c c u r .
The R e s u l t i n g  C o n t r o l l e r
What i s  of p a r t i c u l a r  i n t e r e s t  i s  th e  r e s u l t i n g  c o n t r o l l e r ,  o n c e  t h e  
m o d e l  h a s  c o n v e r g e d  t o  a f i n a l  form. F ig u re  - 6 ( b )  c l e a r l y  shows t n a t  
t h e  s e l f  t u n e r  has  converged  to  a s low er  c l o s e d  loop r e s p o n s e  th a n  t h a t  
r e p r e s e n t e d  by t h e  i n i t i a l  c o n d i t i o n s  i n  F i g u r e  2 6 ( a )  a n d   ^s 
p a r t i c u l a r l y  g r a t i f y i n g  and s u g g e s t s  t h a t  th e  a l g o r i t h m  f u l f i l l s  the  
s e l f  t u n i n g  p r o p e r t y ,  i . e .  t h a t  i f  t h e  c o e f f i c i e n t s  c o n v e r g e , ( t o  
u n i q u e  v a l u e s  o r  n o t ) t h e  r e s u l t i n g  c o n t r o l l e r  i s  such t h a t  t h e  open 
and c l o s e d  loop dynamics a r e  e q u i v a l e n t . T h i s  i s  d i f f i c u l t  t o  p r o v e  
c o n c l u s i v e l y  h e r e ,  a n d  s u f f i c e  to  say t h a t  ( a s  w i th  s i m u l a t i o n ) ,  upon 
a p p a r e n t  convergence  of th e  c o e f f i c i e n t s ,  the  r e s u l t i n g  c o n t r o l l e r  i s  a 
good a p p r o x im a t i o n  to  t h e  r e q u i r e d  c o n t r o l l e r .
In a d d i t i o n ,  whether  d i s t u r b e d  by a s e t  p o i n t  change or e x t r a n e o u s  
n o i s e ,  the s t ea d y  s t a t e  error was zero a t  a l l  t imes during any ( s t a b l e  > 
run. This concurred w e l l  with theory ( s e e  Chapter 3 ) .
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This would have produced a smoother curve and ensured that  a l l  tuned 
c o e f f i c i e n t s  were p o s i t i v e .  However, the r e s u l t i n g  d ecrease  in speed  
of  convergence  of the model might have been u n te n a b le .
The c a l c u l a t i o n  of Gamma in  the p r e v io u s  s e c t i o n  makes no m e n t io n  of 
t h e  a f f e c t  of  Gamma on the speed of the convergence of the model.  In 
f a c t ,  t h i s  a spect  i s  d i f f i c u l t  to  q u a n t i f y  o t h e r  th an  to  s t a t e  t n a t  
in creased  Gamma i n c r e a s e s  speed of convergence .  ^he previous  s e c t i o n  s 
c a l c u l a t i o n  of Gamma should  t h e r e f o r e  be ta*.cn as a f i r s t  approximation  
and may be i n c r e a s e d  i f  d e s i r e d ,  bear ing in  mind th at  i n s t a b i l i t y  may 
o c c u r .
7 .3  The R esu l t in g  C ontr o l ler
What i s  of p a r t i c u l a r  i n t e r e s t  i s  the r e s u l t i n g  c o n t r o l l e r ,  once  th e  
model  has  c o n v e r g e d  t o  a f i n a l  form. Figure 26(b) c l e a r l y  shows that  
the s e l f  tuner has converged to a s lower  c lo se d  loop response than that  
r e p r e s e n t e d  by t h e  i n i t i a l  c o n d i t i o n s  i n  F i g u r e  2 6 ( a )  and i s  
p a r t i c u l a r l y  g r a t i f y i n g  and s u g g e s t s  that  the a lgor ithm f u l f i l l s  the  
s e l f  t u n i n g  p r o p e r t y , i . e .  t h a t  i f  the  c o e f f i c i e n t s  c o n v e r g e , ( t o  
u n iq u e  v a l u e s  or  n o t )  t h e  r e s u l t i n g  c o n t r o l l e r  i s  such tnat ■-ne open 
and c l o s e d  loop dynamics are e q u i v a l e n t . This  i s  d i f f i c u l t  to prove
c o n c l u s i v e l y  h e r e ,  and s u f f i c e  to  say that  (as  with s im u l a t i o n ) ,  upon 
apparent convergence of  the c o e f f i c i e n t s ,  the r e s u l t i n g  c o n t r o l l e r  i s  a 
good approximation to the required c o n t r o l l e r .
In a d d i t i o n ,  whether  d i s t u r b e d  by a s e t  p o i n t  change or e x t r a n e o u s  
n o i s e ,  the steady s t a t e  error  was zero  at  a l l  times during any ( s t a b l e )  
run. This concurred w e l l  with theory ( s e e  Chapter 3 ) .
A l l  in  a l l ,  the s e l f  tuner compares favourably  with  those  s e l f  tuners  
m e n t io n e d  i n  t h e  l i t e r a t u r e .  The performance c r i t e r i o n  i s  such that  
open and c lo s e d  loop responses  ire e q u a te d . The c o n t r o l l e r  s h o u l d  be 
most  u s e f u l  i n  e n s u r i n g  s t a b i l i t y  when time varying delays  or strong  
non l i n e a r i t i e s  a r e  p r e v a l e n t .  The non p a r a m e t r i c  b a s i s  of  t h e  
a l g o r i t h m  ensures  that  the equat ions  are easy  to implement in p r a c t i c e  
a s  o n l y  s t a n d a r d  a r i t h m e t i c  f u n c t i o n s  a r e  n e e d e d . i.ae c h o i c e  of  
c e r t a i n  v a r i a b l e s  to  s t a r t  th e  s e l f  t u n e r  are not c r i t i c a l  and onvy 
m in im al  p r i o r  k n ow led ge  of  the  p l a n t  i s  n e e d e d . the  p r o b l e m  or 
e s t im a t in g  a s teady  s t a t e  o f f s e t  c o e f f i c i e n t  and the r e la te d  problem of 
z e r o  s t e a d y  s t a t e  e r r o r  w i t h  r e s p e c t  t o  s e t  p o i n t  i s  h an dled  
a u t o m a t i c a l l y .  ( C e r t a i n  o t h e r  s e l f  t u n e r s  have o n l y  had m a r g in a l  
s u c c e s s  i n  t h i s  r e g a r d ) . (See Chapter - ) .  A prep lant  f i l t e r  nas seen 
in c lud ed  vo a l low  c lo se d  loop v a r i a t i o n ,  at  the o p e r a t o r ' s  d i s c r e t i o n .
Su gges t ion s  for  Future Work
F i r s t  and f o r e m o s t ,  t h e  s e l f  t u n e r  n e e d s  to  be a n a l y s e d  from a 
t h e o r e t i c a l  v i e w p o i n t ,  e s p e c i a l l y  w i t h  regar d  to  the c o n v e r g e n c e  
p r o p e r t i e s  and t h e  r e s u l t i n g  c o n t r o l l e r  c h a r a c t e r i s t i c s  • 
p a r t i c u l a r ,  i t  i s  f e l t  th a t  the a lgor ithm proposed may w e l l  e x h i b i t  the  
s e l f  tuning property for  a l l  open loop s t a b l e  p l a n t s ,  provided there s^ 
s u f f i c i e n t  e x c i t a t i o n .  A nalys is  may a l s o  provide a b e t t e r  i n s i g h t  in to  
t h e  i n i t i a l  c h o i c e s  of  the  model c o e f f i c i e n t s  and the  w e i g h t i n g  
c o n s t a n t  Gamma. P o s s i b l y  t h e  c h o i c e  of  jamma i t s e l :  c o u l d  oe
automated.
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A l l  i n  a l l ,  the s e l f  tuner  compares favourably  w i th  those  s e l f  tuners  
m e n t io n e d  In  t h e  l i t e r a t u r e .  The performance c r i t e r i o n  i s  such th at  
open and c l o s e d  loop responses  are equated .  The c o n t r o l l e r  s h o u l d  be 
most u s e f u l  i n  e n s u r i n g  s t a b i l i t y  when time varying d e lays  or s trong  
non l i n e a r i t i e s  a re  p r e v a l e n t .  The non p a r a m e t r i c  b a s t s  o f  t h e  
a l g o r i t h m  en sures  th a t  the equat ions  are  easy to  Implement In p r a c t i c e  
a s  o n l y  s t a n d a r d  a r i t h m e t i c  f u n c t i o n s  e r e  n e e d e d .  The c h o i c e  of 
c e r t a i n  v a r i a b l e s  t o  s t a r t  t h e  s e l f  t u n e r  are  not c r i t i c a l  and only  
m in im a l  p r i o r  k n ow ledge  o f  t h e  p l a n t  I s  n e e d e d .  The p r o b l e m  or 
e s t im a t in g  a s teady  s t a t e  o f f s e t  c o e f f i c i e n t  and the r e l a t e d  problem of 
z e r o  s t e a d y  s t a t e  e r r o r  w i t h  r e s p e c t  t o  s e t  p o i n t  i s  h a n d led  
a u t o m a t i c a l l y .  ( C e r t a i n  o t h e r  s e l f  t u n e r s  have  o n l y  had m a r g in a l  
s u c c e s s  i n  t h i s  reg a r d ) .  (S ee  Chapter 2 ) .  A p rep lant  f i l t e r  has been 
in c lud ed  to a l lo w  c l o s e d  loop v a r i a t i o n ,  a t  the o p e r a t o r ' s  d i s c r e t i o n .
7 .4  S u gges t ion s  for  Future Work
First and foremost, the self tuner needs to be analysed from a 
theoretical viewpoint, especially with regard to the convergence 
properties and the resulting controller characteristics, 
particular. It Is felt that the algorithm proposed may well exhibit the 
self tuning property for all open loop stable plants, provided there Is 
sufficient excitation. Analysis may also provide a better Insight Into 
the initial choices of the model coefficients and the weighting 
constant Gamma. Possibly the choice of Gamma Itself could be
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Two major problems become apparenc during the t e s t i n g  of the s e l f  
t u n e r .  F i r s t l y ,  b e i n g  co ns tra in ed  to r e a l  t ime,  much time was wasted 
w ait in g  for  r e s u l t s .  Hence the s e l f  tuner was not as thoroughly t e s t e d  
as might have been the c a s e .  Secon d ly ,  t h e  t r a n s f e r  f u n c t i o n  of  the  
p l a n t  was not  known e x a c t l y  nor would any i d e n t i f i c a t i o n  scheme have 
been n e c e s s a r i l y  b e t t e r  than t h a t  used  by th e  s e l f  t u n e r .  The open  
l o o p  s t e p  r e s p o n s e  t e s t s  were a l s o  not  d e f i n i t i v e .  Hence i t  was 
d i f f i c u l t  to  d e t e r m i n e  w h e th e r  in  f a c t  th e  c l o s e d  and o p e n  l o o p  
r e s p o n s e  w e r e  i d e n t i c a l  ( t h e y  were  d e f i n i t e l y  s i m i l a r )  on ce  the  
c o e f f i c i e n t s  had apparent ly  con verged .
In order  to s o lv e  both of  these  problems, i t  i s  suggested  that  the s e l :  
tuner  be thoroughly t e s t e d  out on an analogue computer.  Here the  pxant 
can be p r e s p e c i f i e d ,  r e s u l t s  may be obtained f a s t e r  and ( i n  the absence  
of t h e o r e t i c a l  a n a l y s i s )  th e  s e l f  t u n i n g  p r o p e r t y  may be t e s t e d  on 
p la n t s  with varying dead times and non l i n e a r i t i e s .
7 .5  Conclus ions
i )  A non parametic  s e l f  tuning c o n t r o l l e r  a lgor ithm has been proposed 
and implemented in  p r a c t i c e .  The e x p l i c i t  s e l f  t u n e r  was a b l e  to  
s a t i s f a c t o r i l y  c o n t r o l  the l e v e l  in  the tank of a laboratory  tlow
r i g .
i i )  The c o n t r o l l e r  e q u a t e s  open and c l o s e d  lo o p  d y n a m i c s  . T h i s  
p r e c l u d e s  t h e  n e c e s s i t y  of  p r e s p e c i f y i n g  a d i f f e r e n t  d e s i r e d  
response  for  d i f f e r e n t  p l a n t s .
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i i i )  The c o n t r o l l e r  I n c l u d e s  a f a c i l i t y  to  vary  the  c l o s e d  loop r e s p o n s e  
i f  r e q u i r e d .
t v )  The m o d e l  u s e d  f o r  t u n i n g  i s  non p a r a m e t i c .  Hence the  problems
a s s o c i a t e d  w i th  p a r a m e t i c  models do n o t  a r i s e .
v) The s e l f  t u n e r  s h o u l d  p r o v i d e  a d e q u a t e  c o n t r o l  f o r  u s e  on non 
minimum p h a s e  s y s t e m s ,  i n  p a r t i c u l a r  systems w i th  u n c e r t a i n  -ead  
t im ed .
v i )  The s e l f  t u n e r  s o l v e s  b o th  th e  s e rv o  and r e g u l a t o r  p rob lem s ,
v i i )  C o n t r o l  a c t i o n  i s  no t  e x c e s s iv e . .
v i i i )  The s e l f  t u n e r  e x h i b i t s  z e r o  s t e a d y  s t a t e  e r r o r  c h a r a c t e r i s t i c s
even  w h i le  ' u n t u n e d ' .
i x )  S y s tem  s t a b i l i t y  seems t o  show a h ig h  deg ree  of i n s e n s i t i v i t y  to  
i n i t i a l  c o n d i t i o n s ,  e s p e c i a l l y  t h e  s t a r t i n g  v a l u e s  of  t h e  mode l  
c o e f f i c i e n t s .
x) T e s t s  u n d e r t a k e n  s u g g e s t  t h a t  the  s e l f  t i m e r  e x h i b i t s
a)  Reasonable  convergence  p r o p e r t i e s ;
b) The s e l f  t u n in g  p r o p e r t y .
x i )  The s e l f  t u n e r  i s  p a r t i c u l a r l y  easy  to  i n s t a l l  and commiss ion.
x i i ) I n  g e n e r a l ,  open loop u n s t a b l e  p l a n t s  a r e  no t  c o n t r o l l a b l e  by t h i s  
me t h o d .
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x i i i )  rhe pe r fo rm ance  : r i t e r i o n  may not  be s u i t a b l e  f o r  c e r t a i n  
a p p l i c a t i o n s .
x i  v ) F u r th er  work n e e d s  t o  be done in  the  t h e o r e t i c a l  a n a l y s i s  of the  
c o n t r o l l e r , e s p e c i a l l y  with regard to  th e  c o n v e r g e n c e  p r o p e r t i e s  
and the c h a r a c t e r i s t i c s  of the r e s u l t i n g  c o n t r o l l e r .
xv) The s e l f  tuner should be p a r t i c u l a r l y  u s e fu l
* For those  p r o c e s s e s  where a constant  c o n t r o l l e r  
would need regular  retuning;
* Where the requirements of the process  are such that  
s t a b i l i t y  and zero  s teady  s t a t e  error  at  a l l  times  
are of prime importance.
_____
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APPENDIX SECTION A
F i n a l  D e r i v a t i o n  of  Algor i thm
Given the  fo l low ing  c lo se d  loop s y s t e m :
w (t)  e ( t )  | G c I vi(t) J  G f  I v ( t )  r l G p I,J9
F ig u re  1(a)
Gc * C on tr o l ler
Gf " P r e p l a n t  F i l t e r  •  Fg (Rl -  z ~)/(R2  -  z )
Gp -  P l a n t
The f o l l o w i n g  e q u a t i o n s  w ere  deve loped  in  th e  t e x t  p r i o r  to  the  i n c l u s i o n  of 
t h e  : i l t e r : -
-1  -2G ; * Y(z) -  (1 -  C;)z + ( c i  -  02) 2  '  . . .
U(z) K
. x -N
+ (C%_1 -  cN)z
-1  x -2
and G c -  K/{1 -  K {(1 -  c ^ )z  + ( c j  -  C2 >z • •
K
+ (CN-1 " C^ )Z N}}
See Chapter 3.
I t  i s  now worthwhile  to  revamp the  above e q u a t i o n s  t o  i n c l u d e  t h e  f i l t e r  Gg, 
i . e .  t h e  e f f e c t i v e  ' p l a n t '  now becomes
- 1  - 2
G f x G p ■ Y(z) -  (1 -  c t )z + ( c i  -  C2 )z “ . . .
U(z)  K
+ <cN- i  -  cn>z"n
ZJXzai
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APPENDIX SECTION A
F i n a l  D e r iv a t io n  of A lgor i thm
Given the  fo l l o w in g  c lo s e d  loop s y s t e m : -
e ( t ) u ( t ) v( t ) v ( t )
F ig u re  1(a)
Gc * C o n t r o l l e r
Gf * P r e p l a n t  F i l t e r  -  Fg (Rl -  z ) / (R 2  -  z )
Gp = P l a n t
The f o l l o w i n g  e q u a t i o n s  w ere  deve loped  i n  the  t e x t  p r i o r  to  t h e  i n c l u s i o n  of 
t h e  f i l t e r : -
- 1  - 2G p " Y(z) -  (1 -  C ; )z  1 + ( c ;  -  C2 )z . . .
U(z) K
+ (cN-l  " CN)Z
— i - 2
and G c -  K/ {1 -  K {(1 -  c ^ z  + ( c ;  -  c 2 )z
K
+ ( c N_ l -  cN)z  ■ }}
See Chapter 3.
I t  i s  now worthwhile  to  revamp the  above e q u a t i o n s  t o  i n c l u d e  t h e  t i l l e r  Og, 
i . e .  t h e  e f f e c t i v e  ' p l a n t '  now becomes
G £ x G p ■ Y(z) •  (1 -  c^)z 1 + (c^ -  c 2)z  " . . .  
U(z) K
+ (c%_l -  CN) Z~ ;1
The c o n t r o l l e r ,  to s e t  the c lo sed  loop response
Gc Gf G? » GfGp' (Gp ' has unity  steady s t a t e  ga in)
1 + GcGf Gp
i s  G c « K ■ U(z)
1 -  K G f G p ' E(z)
- _______________________    K____________________ ______
1 -  K. {(_!_ -  c^ ) z  1 + (c^ -  C2 )z + ( c N-1 -  cN)z }
K
S i n c e  both  Gc and Gf are both software  implementations of tran s fer  fu n c t io n s ,
we can combine them in to  one equat ion ,  c a n c e l l i n g  out the intermediate v ar iab le
u ( t )  and including  the ac tu a l  manipulated v a r ia b le  v ( t ) ,  i . e .
G c -  U(z) G f  -  Vf.
E(z)  U. z -
Therefore  G CG t- * V(z)
E(z)
= (R1 -  z ) K Fg
(R2 -  z"1) {1 -  K{( l /K -  c 1) z " 1 , , , ( C N-l  '  CNy'Z }}
which when m u l t ip l i e d  out ,  combining l i k e  va lues  of z and e x tr a c t in g
(1  - z " 1)
V(z>{R2 + (KR2-C! -  1) + . . .  CKR2'Cjj -  KcN - l )z™M} x (1 -  z"1)
E(z) K'Fg-(Rl -  z"1)
which in the time domain i s
A v ( t )  * K • t( 1 -  R2'C i )• a v( t - 1 ) + . . .  + ( c N-l -  R2c%)' a v ( t -N )}
R2 K
+ K-Fg ' {Rl-e(t) -  e ( t - D )
A3
We would now l i k e  co manipulate Che model equat ion  to be in  terns of a A t ~ i )  
and then ensure that the c o r r e c t  c o e f f i c i e n t s  a r e  p a s sed  betw een  mode-, and 
c o n t r o l l e r ,  i . e .
G f G p -  Y(7 ) G f -  V,z)
J (z )  U(z)
T h e r e f o r ®  Gp *  G fG p *  Y(z) x U(z) ■ i ( z )
G f U(z) V(z) / ( ? )
i . e .  G p -  c ^ z  1 + . . . ( c N- l  -  c N)z N}
K
x (R2 -  z"1) -  Y(z)
(R1 -  z ' L) F z V(z)
cro s s  m u lt ip ly in g  and s o lv in g  for  Y(z)
Y ( z )  a 1 • (1 • t&2(l -  c ^ ) z  
R.1 F g K
> R2(ci -  c i ) z  “ + (c^ -  1/K)z
+  R2 (cn- 1  -  c n ) z * N + ( c N_ 1 -  cN-2)z  N } V ( Z )
+  Y ( z ) z ' L }
—  I
by caking (1 -  z ) out of both s id e s  or the ibove equat ion  we can have the 
node 1 in terms of Y (z) and V(z) without a l t e r i n g  the format.
"he ibove •tquacions are unwieldy in  terms of the c o e f f i c i e n t s .
t Tianes sense to rewrite the model a s : -
^y(. t / * 1 ■ { i • tL j • ^v( t - 1 ) + L% av(  t - 2 ) . . .  + Ly a v ( t -N )}  + a y ( t - l ) }
R1 F g
• • • C a ) ^
A z'where c^ * 1 -  such t h a t  * e s t i m a t e d  c o e f f i c i e n t
X R2
=N “ -  S i-2  * <a l >
R2
and th e  c o n t r o l l e r
a v ( t )  * K {Qi • av( t - 1 ) + Q2 - av( t - 2 ) + . . . • av (  t - N ) }
R2
+ K Fg { Rl e ( t )  -  e ( t - l ) }  . . .  ( b )  ----------
where Qjj ■ c^,_^ -  &2c\ . . .  ( b l )
A
Now , i n  o r d e r  t o  t r a n s f e r  f r o m  L i  t o  t h e  c o n t r o l l e r  c o e f f i c i e n t s  Q^, 
s u b s t i t u t e  e q u a t i o n  ( a l )  i n t o  ( b l )
% * CN-1 " R2 {CN-1 + ( V l  " CN~2 " ^ ) }
R2
-  =1,-2 +
which from e q u a t io n  ( b l )  w ith  N -  1 r e p l a c i n g  N
 ^ which i s  an easy  t r a n s f e r  from model to  c o n t r o l l e r .
Note a l s o  that ^
' * 1
-  f  "" =!> + <ai - i  '  V 2 )
i ■ J
=■ R2 ( 1 -  )
K
+ R2 (c  i -  c 2 ) + (c 1 -  1)
i
+ R2(c2 -  C3 ) > ( c 2 -  c i )  e t c .  cN+i ^ u ^abie
i . e .  a l l  c a n c e l  out ex ce p t
i  i  1 -  y j L .1 - 1: 11
K K
or
1  -  k   ____________^
K 82 -  1
w h i c h  a l l o w s  th e  e s t i m a t e d  see .  dy s t a t e  g a in  to  oe c a i c u  a ted from 
c o e f f i c i e n t s  L^.
The r e s u l t i n g  sequence of events  to be carr ied  out,  using these equat ions ,  
been s e t  out  i n  Chante r  3.
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appendix  section b
C o n t r o l l e r  Sof tware L i s t i n g
The f o l l o w i n g  i s  a l i s t i n g  of the  PLM and Assembler  r o u t i n e s  used to implement 
t h e  s e l f  t u n in g  c o n t r o l l e r .  Each module i s  numbered and a b r i e f  d e s c r i p t i o n  ot
th e  module i s  ^ iven .
A Memory Map and Symbol Table  i s  a l s o  s u p p l i e d .  Many of  t h e  s y m bo ls  u sed  a r e  
s e l f  d e f i n i n g ,  e . g .  SET POINT, CONTVARO ( C o n t r o l l e d  V a r i a b l e ) ,  SETERRORO (S e t
P o i n t  E r r o r ) .
Some of t h e  symbols  a r e  u s e d  a s  i n  t h e  t e x t , e . g .  t h e  a r r a y  L ( P r o c e s s  
C o e f f i c i e n t s ) ,  GAMMA ( G a i n  F a c t o r ) ,  R1, R2 ( F i l t e r  P a r a m e t e r s ) .  A l l  symbols 
w i th  a s u f f i x  of 0 ,  e . g .  MANIPVARO ( M a n i p u l a t e d  V a r i a b l e )  d e n o t e  t h e  most  
R e c e n t  V a lu e  of t h e  V a r i a b l e .  A s u f f i x  of 1 deno te s  the  immediate P a s t  Value 
of  the  V a r i a b l e .  a p r e f i x  of  D, e . g .  t h e  a r r a y  DV ( M a n i p u l a t e d  V a r i a b l e )  
d e n o t e s  an in c re m e n t a l  v a r i a b l e .  A l l  f l a g s  a r e  named as such w i th  a Q u a l i f i e r .  
A l l  symbols addressed  between 0400H and 1FB8H a r e  merely module names.
*
/PL/N-80 COMPILER
PAGE
I S I S - 1 1  PL/M-80 V3. 1 COMPILATION OF MODULE SELFT'JNECQNl RQLMODUL. 
OBJECT MODULE PLACED IN :F4:MODI.OBJ 
COMPILER INVOKED BY: PLM30 :F4:MODI.SRC
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/ * * * * * * * * * * * * * * * * * * * * * *  + + * * * »  *.**.*********•*<■****• (•**<■****/
MODULE 1 
A SELF TUNING CONTROL PROGRAM
* /  
* /  
* /  
♦ /
* /
THIS MAIN MODULE INITIALIZES THE CONTROLLER */
Ai\D SETS UP A CONTINUAL LOOP WHICH CHECKS */
THE FLAG WORD AND HENCE CALLS A MODE PROCEDURE * /
THESE ARE AUTOMATIC MODE, MANUAL MODE OR */
MONITOR ENTRY * z
* /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ♦ * * * * * * * * * * * * * * * * • * ♦ * * • • * * • ,  
/  *
/  *
/ *  
/  * 
/  * 
/  *  
/  * 
/  * 
/  * 
/  * 
/ *  
/  *
* /
SELF STUNESCCNTAOL "3MQDULS: 
DO;
*> 1 MANUALSMODE:
PROCEDURE EXTERNAL;
2 END MANUALSMODE;
4 1 -UTOMATICSMODE:
PROCEDURE EXTERNAL;
5 2 END AUTOMATICSMODE;
6 " 1 ASCSOUT:
PROCEDURE (THING) EXTERNAL;
7 DECLARE THING BYTE;
3 END ASCSOUT;
3 1 MON INS:
PROCEDURE EXTERNAL;
1 0 *i END MON INS;
11 1 FSET:
PROCEDURE(FA,OPl, 0P2)  EXTERNAL;
1 2 DECLARE(FA,0P1,OP:) ADDRESS;
13 END FSET;
14 1 FSU6 :
PROCEDURE(FA, OA) EXTERNAL;
15 DECLARE (FA,OA) ADDRESS;
16 END FSUB;
FADD:
MB
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13
20
21
PROCEDURE('A,OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS; 
END FADD;
F0FB2D:
PROCEDURE(FA, OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS; 
END F0FB2D;
: 6
27
2 8
23
30
31
-.G
37
38  
33
41
42  
4 J
44
45
46
47
43 
43 
50
FD1V :
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END FD1V;
FMUL:
PROCEDURE("A,OA) EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END FMUL;
FLOAD:
PROCEDURE(FA, CA) EXTERNAL;
DECLARE (FA,OA) ADDRESJ;
END FLOAD;
FSTOR:
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END FSTOR;
FCLR:
PROCEDURE (FA) EXTERNAL;
DECLARE FA ADDRESS;
END FCLR;
FNEG:
PROCEDURE (FA) EXTERNAL"
DECLARE FA ADDRESS;
END FNEG;
FLTDS:
PROCEDURE (FA,OA) EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END FLTDS;
FIXSD:
PROCEDURE (FA,DP; EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END FIXSD;
INTERRUPT 8 PROCESSOR:
PROCEDURE EXTERNAL;
END INTERRUPTSPROCESSOR;
DECLARE FPR(1 8 D) BYTE PUBLIC;
DECLARE MIDDLEMAN(40)  BYlc PUBLIC;
P L / M - 8 0  COMPILER
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56
57
58
59
60  
61 
6 2  
6 3  
6 6
65
66
67
68
69
70
71
7 2 
73  
76
75
7 6
77
78
79
80  
31 
8 2  
83
36  
35  
36.
37
08
8 9
90
91 
9 2 
93  
96
95
96
97
9 8
99
1 0 0
DECLARE FIRSTSERRCRSELAG BYTE PUBLIC; 
DECLARE FOREVER LITERALLY ’ WHILE V ; 
DECLARE FLAG5WORD BYTE PUBLIC;
DECLARE (MANUALSFLAG,INTERRCGATESFLAGi BYTE 
PUBLIC;
DECLARE SET SPG INT(6 D) BYTE PUBLIC;
DECLARE FROM!PLANT <6 D) BYTE OUBLIC; 
DECLARE TO$ PLANT ADDRESS PUBLIC;
DECLARE CONTVARO(6 D) BYTE PUBLIC;
DECLARE C0NTVAR1UD) BYTE PUBLIC;
DECLARE MA.Nl PVARO <6 D) BYTE PUBLIC;
DECLARE MANIPVAR1(6 D) BYTE PUBLIC;
DECLARE DELTAVO(40) BYTE PUBLIC;
DECLARE DYO(iD) BYTE PUBLIC;
DECLARE DY1(6 D) BYTE PUBLIC;
DECLARE (LOLSVEL,HILEVED ADDRESS PUBLIC; 
DECLARE (MAXLEVEL, MINLEVEL) ADDRESS °UBLI 
DECLARE (SAT,ERR) BYTE PUBLIC;
DECLARE CONSTANT(6 D) BYTE PUBLIC;
DECLARE Cl(AD) BYTE;
DECLARE SET3£RR0R0(60) BYTE PUBLIC; 
DECLARE SETSERR0R1(6 D) BYTE PUBLIC; 
DECLARE INCREMENT(60) BYTE PUBLIC;
DECLARE L ( 2 0 0 D) BYTE PUBLIC;
DECLARE DV( 2 0 0 D) BYTE PUBLIC;
DECLARE FILTGAIN <4D) BYTE PUBLIC;
DECLARE R2(6D) BYTE PUBLIC;
DECLARE R1 ( 4D) BYTE PUBLIC;
DECLARE ONE(60)  BYTE PUBLIC;
DECLARE TLD <4D) BYTE PUBLIC;
DECLARE TLG(6 D) BYTE PUBLIC;
DECLARE SAMPLING!PERIOD(4D) BYTE PUBLIC; 
R2SUB1(4D) BYTE PUBLIC;
GAMMA(4D) BYTE PUBLIC;
HUNDRED(60) BYTE PUBLIC;
PLANTSGAIN (4D> BYTE PUBLIC; 
DYORED(4D) BYTE PUBLIC;
ERRPRED(4D) BYTE PUBLIC; 
SAMPLESTIME BYTE PUBLIC;
.ARE: MANUALSCOUNT BYTE PUBLIC;
DECLARE 
DECLARE 
DECLARE 
DECLARE 
DECLARE 
DECLARE 
DECLARE
dec:
DECLARE SAMPLESCOUNT ADDRESS PUBLIC;
DECLARE (RAMPSFLAG,ENABLESMANUAL> BYTE PUBLIC: 
DECLARE ENDSCOUNT ADDRESS PUBLIC;
DECLARE SLMSL(4D) BYTE PUBLIC;
DECLARE ARRAYSLENGTH BYTE PUBLIC;
DECLARE PARMNO BYTE PUBLIC;
DECLARE SPECIFY STRUCTURE(
SIGN BYTE,
SCALE ADDRESS,
SLENGTH BYTE,
STRINGSwTR ADDRESS) PUBLIC;
DECLARE DEC$STRING(10D) BYTE PUBLIC;
DECLARE (TTYSFLAG,TTY H I  ME, TTY6UP)
BYTE PUBLIC;
DECLARE MESSAGE(*) BYTE DATA (
’ INITIALISATION COMPLETE’ );
DECLARE STATEMENT(*) BYTE DATA (
PL/M-80 COMPILER
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101
1 0 3
1 0 4
1 0 6
1 0 7
1 0 8
1 0 9
1 1 0  
1 1 1 
1 1 2
' MONITOR ENTERED') ;
DECLARE I BYTE;
DECLARE DAC1L0 BYTE AT ( 7FF6 H) ; 
DECLARE DAC1 HI BYTE AT ( 7FF7 H) ;
DECLARE DAC2L0 BYTE AT ( 7FT4H); 
DECLARE DAC2HI BYTE AT (7FF5H) ; 
DECLARE INITL BYTE AT ( 7FF0H) •
/ *  CALLED SETUP IN RTI BOOK * /
DECLARE MUXADR BYTE AT (7FFAH);
DECLARE GAINSEL BYTE AT ( 7 FF 3H) ;
DECLARE L0C53C3D BYT£ ATCC3DH);  
DECLARE LGCS3C3E ADDRESS AT(3C3Eh); 
DECLARE ( A , D  ADDRESS °UBLIC; 
DECLARE CHANGE'S TIME BYTE PUBLIC;
13 SELFSTUNESCONTROLI 
/  # ****+**** **+* **** +* + + + +++****■>/ 
DO;
> THE FOLLOWING SECTION OF PROGRAM INITIALIZES 
THE CONTROLLER. ALL PORTS ARE DEFINED I .E .
AS INPUT OR OUTPUT.ALL VARIABLES NOT PRESET 
ELSEWHERE ARE INITIALISED HERE.ALL SOFTWARE FLAGS 
ARE INITIALISED HERE.
THIS SECTION OF PROGRAM IS RLN ONCE L ON A 
HARDWARE RESET h,\D IS NOT CALLED AGAIN BY 
ANY OTHER PROCEDURE.
1 1 4
1 1 6
SETUP
/ *  1 ST TASK: INITIALISE PORTS 
* /
DISABLE; / *  ALLOW NO INTERRUPTS * /
OUTPUT(0E7H)=3BH;
* DEFINES 1 ) PORT EdH AS INPUT.
THESE ARE FRONT PANEL SWITCHES.
2 ) PORT E5H AS lNPUr .
THESE ARE THUMBWHEZ- SWITCHS.
3 ) PORT E4H AS OUTPUT.
THESE ARE LIGHT EMITTING DIODES 
ON FRONT PANEL.
* /
117 OUTPUT(0E4H) = OOH;
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100
121
124
125
126
127
123
/ *  ALL LIGHTS OFF. * /
SAT-00;
ERR=00;
/ *  THESE TWO VARIABLES INDICATE:
1 ) SATURATION HAS OCCURED 
(EITHER CONTROLLED OR 
MANIPULATED VARIABLES)
AND VARIABLE 'SAT'
ENSURES CORRECT LED .
l i g h t s  u p .
2 ) PREDICTION ERROR IS 
VISUALLY DISPLAYED
VIA ’ ERR’ DURING CONTROL 
TIME.
SAT AND ERR USE SAME 
OUTPUT PORT.
BOTH ARE INITIALISED 
TO ' LIGHTS OFF ’
UPON INITIALISATION.
* /
* /
/ *  place jmp i n s t r u c t i o n  at locati on  cccdh 
TO INTERRUPT processor  module
QCS3C3D = 0C3H;
L0CB3C3E * . INTERRUPTSPROCESSUR;
/ *  NOW INITIALIZE FT I BOARD.
THIS -NTAILS INITIALIZING INTERRUPT 
TIMING,CHANNEL SELECT,GAIN SELEC ". 
OUTPUTTING INITIAL VALUES.
*/
DAC1L0 = OFFH;
DAC1HI = 07H;
/ *  INITIALIZE TO CONTROLLED VAR TO MIDRANGE 
* /
DAC2L0 = 00;
DAC2 MI = 0 0 ;
/ #  INITIALIZE CHART REC TO ZERO * /
MUXADR = 00;  / *  CHOOSE CHANNEL ZERO * /  
GAINSEL = 00;  / *  AMPLIFIER AT UNITY GAIN * 
INITL = 02;
/ *  R-C PACER TRIGGERS INTRRUPT */
* NOW INITIALIZE TELETYPE .
PL/M-aO COMPILER
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/ *  ALL L , HTS OFF.
113  
1 19
1 2 0
121
1 23
124
123
126
127
123
SAT *0 0;
ERF=00;
/ *  THESE TWO VARIABLES INDICATE:
1 ) SATURATION HAS OCCURED 
(EITHER CONTROLLED OR 
MANIPULATED VARIABLES)
AND VARIABLE ’ SAT’
ENSURES CORRECT LED 
LIGHTS UP.
2 ) PREDICTION ERROR IS 
VISUALLY DISPLAYED
VIA ’ ERR’ DURING CONTROL 
TIME.
SAT AND ERR USE SAME 
OUTPUT PORT.
BOTH ARE INITIALISED 
TO ’ LIGHTS OFF ’
UPON INITIALISATION.
* /
/ *  PLACE JMP INSTRUCTION AT LJCAT- IN 3C30H
TO interrupt processor  module 
L0CS3C3D = 0C3H;
L0C83C3E = . INTERRUPTSPROCESSOR;
/ *  NOW INITIALIZE RTI BOARD.
THIS ENTAILS INITIALIZING INTERRUPT 
TIMING,CHANNEL SELECT,GAIN SELEC". 
OUTPUTTING INITIAL VALUES.
* /
* /
DAC1L0 = OFFH;
DAC1HI = 0 /H;
/ *  INITIALIZE TO CONTROLLED VAR TO MIDRANGE 
# /
DAC2L0 = 00;
DAC2HI = 00;
/ 4  INITIALIZE CHART REC TO ZERO * /
MUXADR = 00;  / *  CHOOSE CHANNEL ZERO */  
GAINSEL * 0 0 ;  / *  AMPLIFIER AT UNITY GAIN *
INITL = 02;
R-C PACER TRIGGERS INTRRUPT */
/* NOW INITIALIZE TELETYPE .
PL/'T 8 0  COMPILE -
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130
131
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OUTPUT (OEDH) - OCFH; /* MODE WORD */
OUTPUT(OEDH) - 25H; /* COMMAND WORD * /
/ *  THE FOLLOWING VARIABLES ARE USED BY 
MODULE 7,  I .E .  EXTRA VARIABLE MODULE 
WHICH OUTPUTS A HISTORY OF A MODEL 
PARAMETER (DURING CONTROL TIME)
TO THE TELETYPE.
1 ) TTYSFLAG (HARDWARE) : -
IF <> 01 THEN MODEL PARAMETER 
IS NOT OUTED TO TTY.
2 ) TTY$TI ME s-
A COUNTER TO ENABLE PRINTING
ONLY ONCE EVERY ’ TTY$UP’ SAMPLING 
PERIODS.
3>TTYSUP:-
AS EXPLAINED ABOVE.
* /
TTY$TIME = 0 1 H; / *  INITIALISE COUNTER 10 1 * /  
TTY$UP = OOD; / *  PRINT EVERY SAMPLING 
PERIOD IF TTYSFLAG ALLOWS
* /
/* ’PARMNO’ DEFINES WHICH PARAMETER 
IS OUTPUTTED TO TTY DURING RUN 
TIME.
* /
PARMNO = 10D; / *  TENTH PARAMETER */
/* THE ABOVE MENTIONED PARAMETER 
IS CONV RTED FROM BINARY TO 
DECIMAL FLOATING PT FORMAT(ASCI I )
PR, CISION FOR CONVERSION IS DEFINED 
BY SPECIFY. SLENGTH.
# /
L- L . FY. SLENGTH = UD; /* 5 DECIMAL DIGITS */
/* NOW VALUES ACTUALLY RELATED TO IDENTIFICATION
, I: i TIA ISED.
/  * f.i ,> > M(i£). (-,(• : TAN rs A-" NOW
I M 7 I A ,  I  .■ D .  P  *  b  I I  T N G  R A ' E  O F
CHAN, 4 - I  D •_> lr. 3 W UC> ON
(A CR B) I S  ALL :VL f  ANY On -. TIME. *,
1 0 D ;
3D;
"L :
C  T V .  TV f  • L v  t i
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1 3 b
1 3 9  2
1 4 0
1 4 3 dU
2
1 4 5 2
1 4 6 2
1 4 7 2
1 4 6 3
1 4 9 3
1 5 0 3
151 2
1 5 2 2
1 5 3 2
1 5 4 2
1 5 5 2
1 5 6 2
1 5 7 2
1 5 8 2
1 5 9 2
1 6 0 2
161 2
' 6 2 2
1 6 3 2
1 6 4 3
1 6 5 3
1 6 6 3
5 L'G.xDS.
r ^ 8 *■ ' - 4 ,  • o , /
. V, M«b«
/ # « * * * * * * * /
W.1* ■ ■ t vti ■ 4 - ;,
/ #  4U ,ruui*L PtiRA'z • J  w B . i) it /
• .jv VE L •- 2 4  w , 
f I L £ V E , _  »  4 0 7 G D ;
; ;  „ .  ,  .  >
,‘ 2 ;. ?  ;  '• ■ 2 4 0 ;
Y!" ' *» .' ' 40 76D;
* HY! f (,.y Xf, u v «
i !:D cLlrAi .  . " ^ ' "
U 1 ^ CERTAIN PR^  .. 1,1 |_,. ■ , , 'J ' < . ■ u .
'VRR1 (0 )
MANlPVARl(l) - 0 / - '
MA\TPVnR: t , v 
MANIPVARl (3)  ^ u:
D 0  I = 0  TO (ARRAYS, ,, ,
L <I ; *  0 0 ;
OV ( I ) =. <»o •
END;
CALL FSET(.FPR, 0  <>) - 
CALL FCLR(.FPR) -
CALL FSTOR( . FPR) . DEuf AVO) •
CALL FSTOR(.FPR, . DYl > ■
CALL FSTOR(„ FPR, . SET*f:RRURl ) ;
DO I * 0  TO 4D*(ARRAY$LENGTH-1) by 4 D- 
L ( I )  = 0 1 H;
DV( I ) = 0 1 H;
END;
/ *  I N I T I A L I Z E  ARBI TRARI LY
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L ( I )  = . 0 1 D 
DV( I ) = . 0 1 0
(DIVISION BY 1000 LATER ON)
* /
TLD(O) = 1030;
TLG(O) = 1080;
/ *  FILTER * (180S * ! ) / < 1 3 0 3  + 1) * /
/ *  IE CANCEL UNLESS CHANGED BY OPERA
SAM PLING SPE R10 D < 00) = 54D;
/ *  ASSUMING 2 MIN. TIME CONST. +/
s a m p l e s  t i m e  = 0 0 ;
/ *  FLAG OFF. DO NOT SAMPLE PLANT 
UNTIL FLAG TURNED ON BY REAL 
TIME CLOCK.
* /
SAMPLESCOUNT -- 0 0 H ;
MANUAL5C0UNT = 0 0 H;
/ >  SAMPLESCOUNT COUNTS INTERRUPTS 
TO KEEP TRACK OF REAL TIME.
MANUALSCOLNT COUNTS INTERRUPTS 
TO ENABLE CHANGE OF OUTPUT 
SENSITIVITY DURING MANUAL MODE */
ONE(0) = ID;
/ *  THE CONSTANT ONE ♦/
GAMMA(0) = OAOH;
/  ♦ UPDATE WEIGHTING FACTOR */
/ *  STILL TO BE DIVIDED BY 10**3D * /
HUNDRED(0)  = 100D;
/ *  FACTOR * 100 * /
Cl (O') = OFFH;
C l (1) = 0 CH;
C l (2)  = 0 0 H ;
C l (3)  = 0 0 H;
/ *  USED TO GET CONSTANT 6 0 , 9 6  * /
TO 6 :-'LANT = 07FFH ;
/ *  PREVIOUS OUTPUT TO PLANT AS
USED BY ANALOGUE OUT MODULE */
PL/M-aO COMPILER
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i a i  DO 1=00 TO LAST(STATEMENT);
i a 2  3  CALL ASCSOUT(STATEMENT( I ) ) ;
1 8 3  _ END;
1 3 4  2  CALL ASCSOUT(ODH) ;
i a 5  2  CALL ASCSOUT(OAH) ;
/ *  INFORM OPERATOR OF MONITOR ENTRY * /
1 3 6  _ CALL MONINS;
i t : : : : : : : : : : : : : : : : : : : : : : * /
t  AT THIS JOINT A JUMP TO MONITOR IS MADE 
TO ENABLE VARITIONS OF IN IT IA L  
CONDITIONS TO BE ^ADE.
 ^ NOW DO ALL NECESSARY CALCS * /
. a ?  :  I'  jD® COUNT = (DOUBLE (SAMPLING I  PERIOD <0) > * I GOOD) /40D ;
♦ NO. OF INTERRUPTS TO BE COUNTED BEFORE
SAMPLING -LANT.
aOMS 3FR INTERRUPT ASSUMED HERE.
► 1 ) CONVERT ALu INTEGERS TO FLOAT PT * /
• 3 3  - CALL FLTDS ( .  FPR, . HUNDRED) ;
: 3 9  _ CALL FSTOR( . F P R , . HUNDRED);
, 3(J DO I = 0 " 0  4 D*(ARRAYSLEN(5T H - 1D) BY n D :
i g i  3 CALl FLTDS ( , F P R , . L ( I ) ) ;
fg- .  3 CALL FDIV ( . FPR,  .HUNDRED) ;
-  CALL F S T O R ( . F P R , . L ( I ) ) ;
l 3 i i  ~ CALL FLTDS ( .  FPR, . DV ( I ) ) ;
CALL FDIV ( . F O R , .  HUNDRED) *,
I :  CALL FS O . K . F P R ,  . D V ( I ) ) ;
iQ-  * END■
: 33 
199
>00
2 0 1
202
20 u
205
206
208
209  
2  10
2  11
CALL. FLTDS (. rPR, . C l ) ;
CAL- FSTOR(.FPR, . 0 1 ) ;
CALL FLTDS( . FPR, . DELTAVO 
CALL FSTOR( . FPR, . DELTAVO) 
CAL_ crLTDS (. FPR, . GAMMA) ;
CALL F D I V (. FPR, . HUNDRED); 
:ALL FDIV(. FPP . HUNDRED) ;
.
CALL "DIV(. FPR, . HUNDRED) ; 
CALL FSTOR(.FPR,.GAMMA); 
;Auu FLTDS (.FPR,  . ONE) ;
.
;all - _TDS(. FPR, . TLD)
CALL c STOR>. P P i , ,  TLD)
:AuL F'_ 'DS . - . "LG)
DIVIDE BY 10**8 D */
P L / M - 8 0  COMPILER
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213
214
215 
2 IS 
217
CALL FSTOR < . F P R , . TLG) ;
CALL F L T D S ( .  r P R ,  . SAMPLING*PERIOD > •
CALL FST OR (.  - PR, . SAiMPLlNGSPERICD : 
CALL F D I V ( . F P R , . T L G ) ;
CALL F S T OR( . F P R , . R 2 3 L B 1 ) ;
/ ♦  c a l c u l a t e  f i l t e r  c o n s t a n t s
Rl=(SA M PL IN G S PE R IO D /T L D )  + 1 
R2=(SAMPLING'SPERI0D/TLG) + 1 
FILTGAIN = TLD/TLG  
R2SUB1 = R2 -  1
2 1 3
219
2 2 0  
2 2 1
224
2 *2 6 
227
2 23
229
2 3 0
CALL FADD( . FPR, . ONE) ;
CALL FSTOR(.FPR, . R 2 ) • / *  R2 CALC * /
CALL FLTDS( .FPR, . MAN IPVAR1) •
CALL FSTORt.FPR,.MANIPVAR1);
CALL FLTDS( . F PR, . C0NTVAR1);
CALL FSTOR( . F PR, . C0NTVAR1);
CALL FLCAD(. FPR, . SAMPLINGSPERIOD) ; 
CALL FDIV (. FPR, . TLD)
CALL FADD( . FPR, . ONE)
CALL FSTOR( . c a R , . R l ) / *  Rl CALC * /
CALL FLOAD(. FPR, . TLD) ;
CALL FDIV ( .FPR, . TLG) ;
CALL FSTOR(.FPR, .FILTGAIN);  / *  FILTGAIN *,
231
234
236
IS
19
CALL FLOAD (. FPR, . C D  ;
CALL FDIV( . FPR, . HUNDRED);
CALL FSTOR( . FPR, . CONSTANT); / *  = 4 0 , 9 6  * /  
FISSTtERRORSFLAG = 0 1 H;
/ *  SIGNALS EXTRA VAR MODULE
TO TAKE FIRST ERROR AS REFERENCE * /
/ *  NOW PRINT MESSAGE TO TTY */
DO I -  0 TO LAST(MESSAGE);
CALL ASOSOUT(MESSAGE(I));
END;
CALL ASCSOUT(ODH);
CALL ASCSOUT( 0 AH>;
240 ENABl E : / *  INTERRUP' 9  *
PL/N-QO COMPILER
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241 2 BEG INSLOOP:
DO FOREVER;
/ *  SINCE THE INTERRUPT' MODULE CONTROLS OUTPUT 
DURING MANUAL OPERATION . A DANGER EXISTS 
THAT WHILE IN THE MIDDLE OF AU"0 MODULE 
AN OPERATOR MIGHT REQUEST MANUAL OPERATION. 
THE INTERRUPT MODULE SENSING CHANGE IN 
HARDWARE FLAG WOULD OUTPUT TO PLANT EVERY 
INTERRUPT.AT THE SAME TI^E AUTO MODULE 
WOULD ALSO OUTPUT TO PLANT.
THEREFORE TO ENSURE MANUAL OUTPUT ONLY 
WHEN MANUAL MODULE IS ENTERED, A FLmJ 
CALLED ENABLESMANUAL IS SET WHENEVER 
MANUAL MODULE IS ENTERED. THE FLAG IS RE3E1 
UPON A CALL TO AUTO OR TO INTERROGATE
242 3
243
244 W
245 u
246
247 •->
243 3
249 4
250 4
251 4
252 5
*.53 5
234 4
• 235 4
/ *  READ IN FLAG WORD AND ISOLATE REQUIRED 
FLAG BITS * /
FLAGSWORD-INPUT(OE6 H ) ;
MANUAL5FLAG=SKR(FLAGSwORD,1) AND OlH; 
INTERROGATE$FLAG=FLAG SWORD and 0 1 H;
TTYSFLAG = SHR<FLAGSWORD,2) A\0
DISABLE;
IF INTERROGATESFLAG =014 THEN
DO;
FIRSTSERRORSFLAG = 01H;
ENABLESMANUAL = 00;
DO I=00H TO LAST(STATEMENT);
CALL ASCSOUT( STATEMENT( I ) ) ;
END:
CALL ASCSOUT<ODH);
CALL A3 CSCJT(OAH);
256 4 CALL MON INS ;
/ *  CALL MONITOR 
* /
257 4 END;
/ *  IF AN INTERROGATION IS REQUESTED >/  
/ *  OR A HARDWARE RESTART OCCURS 7 - £ 
FIRST ERROR FLAG SIGNALS TO T. E^ 
LEDS ROUTINE TO TAKE A NSW 
REFERENCE FOR PREDICTION */
253 ENABLE;
PL/.>1-30 COMPILER
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259 3 IF MANUALSFLAG =01H THEN
2 6 0  3 DO;
2 6 1  U ENABLESMANUAL = 0 1 H ;
2 6 2  4 CALL MANUALSMODE;
2 6 3  4 END;
ELSE
2 6 4  3 DO;
265  4  ENABLESMANUAL = OOH;
2 6 6  4  CALL AUTOMATICSMODE;
2 6 7  4  END;
2 6 3  3 ENDSLOOP:
END; / *  THE FOREVER * /  
/ * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * * + * + * * * * * /
2 6 9  2 END SELFSTUNESCONTROL;
2 7 0  1 END SELFSTUNESCCNTROLSMODULE;
MODULE INFORMATION:
CODE AREA SIZE = 04A5H H 3 9D
VARIABLE AREA SIZE = 0249H 535D
MAXIMUM STACa SIZE = 0004H 4D
639 LINES READ 
0 PROGRAM ERROR(3)
P L / M - a O  C O M P I L E S PPGE 1
I S I S - I I  PL/rt-QO V3. 1 
OBJECT MODULE PLACED 
COMPILES INVOKED BY:
COMPILATION Oh MODULE 
IN :FL:M0D2.OBJ
PLM80 : r L : MODI'. S SC
AUTOMATICMODEMCDULE
/  *■ „ * /  
/ *  MODULE 2 # /
i :  : /
MODc. •   ~ t'-jc1 * // *
/  *
/ *  S O U T L N t  u n t L U n a _ r u : _ ^ - : ; w 7 r ; : i - - n - - n T r T T n N  * /
/  *•
/ *
/  *
/ *  PHUUiXHn ri_uw i ^ '    #./
/ »  ROUTINE IN MODULE 1. # /
* / AUTOMAT ICSMODE5M0DULE
DO:
a
5
6
7
8 
9
10
11 
■>
13
14
15
1S
DECLARE 
/ *  SETA 
DECLARE
d e c l a r e
DECLARE
DECLARE
DECLARE
DECLARE
DECLARE
DECLARE
DECLARE
DECLARE
TROMSPLANT(AD) BYTE fcXTERNKu; 
rN-D AS INTEGER THROUGHOUT * /  
(LOLEVEL, HILEVEL) ADDRESS EXTERNAL; 
SAMPLESTIME BYTE EXTERNAL;
CQNTVARO(AD) BYTE EXTERNAL;
C0NTVAR1(AD) BYTE EXTERNAL;
ncn! ppi£ MAN I PVARO (AD) BYTE EX i c.-NAL ; 
DECLARE MANIPVAR1(AD) BYTE EXTERNAL; 
DECLARE TOSPLANT ADDRESS EXicRNAL; 
5ETSERR0R0( AD) BYTE EXTERNAL;
DV(200D) BYTE EXTERNAL;
DYO(AD) BYTE EXTERNAL;
CONSTANT(AD) BYTE EXTERNAL;
INCREMENT(AD) BYTE EXTERNAL;
(SAT ERR) BYTE EXTERNAL;
DECLARE SETSPOINT(AD) BYTE EXTERNAL
17
13
19
2 0  
21
INPUTSCONTROLLEDSVARIABLE: 
PROCEDURE EXTERNAL;
END INPUTSCONTROLLEDSVARIABLE;
PREDICTSANDSUPDATE:
PROCEDURE EXTERNAL;
E ;D P ^EDICTSAND5UPDATE;
MAN I PSVARIABLESCALC:
PL/.1-80 COMPILER
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PROCEDURE EXTERNAL;
2 2  2  END MANIPSVAPIABLESCPLC;
r.3  i  ANALOGUESOUT:
PROCEDURE EXTE RNA L;
...4  END ANALOGUE $OUT;
▲.U 1 EXTRA3VARIABLE:
PROCEDURE EXTERNAL; 
26 2 END EXTRASVARIABLE;
- .7  i  DATASSHUFFLE:
PROCEDURE EXTERNAL; 
2 g 2  END DATASSHLFFLE;
$ INCLUDE( :F4 :FLOAT.SRC)
29 1 = SET:
PROCEDURE*FA,, 0 P1 , 0P2 )  EX
.10 2 DECLARE (FA, CPl,  0P2) ADDR'
31 2 END FSET;
32 1 FSUB:
a PROCEDURE'FA,OA) EXTERNAL;
u *• DECLARE (FA,OA) ADDRESS;
34 2 END FSUB;
35 i FADD:
PROCEDURE(FA, CA) EXTERNAL;
36 dm DECLARE (FA,OA) ADDRESS;
37 -i END FADD;
38 1 FDIV:
s PROCEDURE(FA,CA) EXTERNAL;
39 •l DECLARE (FA,CA) ADDRESS;
.40 2 END FDIV;
41 i a FMUL:
a PROCEDURE(FA, OA) EXTERNAL;
42 2 a DECLARE (FA,OA) ADDRESS;
43 2 a END FMUL;
44 1 -s FLOAD:
PROCEDURE(FA, OA) EXTERNAL;
45 2 DECLARE (FA,OA) ADDRESS;
46 ■-> a END FLOAD;
47 . 1
a
a FCLR:
PROCEDURE(FA) EXTERNAL;
6 8 2 DECLARE FA ADDRESS;
49 a END FCLR;
50 1 a FNEG:
a PROCEDURE (FA) EXTERNAL;
51 2 DECLARE FA ADDRESS;
52 dm END FNEG;
in   f mmi'  ......a*1
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FLTDS:
PROCEDURE (FA,OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS;
END FLTDS;
FIXSD:
PROCEDURE (FA,OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS;
END FIXSD;
FSTOR:
PROCEDURE(FA, OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS;
END FSTOR;
DECLARE F P R ( i a D )  BYTE EXTERNAL;
/ *  MODULE 2 -  MAIN PROGRAM * /
AUTOMATICSMODE:
PROCEDURE PUBLIC;
DECLARE ( T E N S , U N I T S )  BYTE;
DECLARE FP ADDRESS;
DECLARE I BYTE;
I F  SAMPLESTIME -  OlH THEN 
DO;
SAMPLESTIME = OOH;
CALL F C L R ( . F P R ) ;
CALL F S TO R( . F P R , . S E T S P O I N T ) ;
CALL F S T O R ( . F P R , . FROMSPLANT);
/ *  CLEAR AREA FOR SETPOINT AND CONROLLED VARIABLE
/ *  TWO FLOATING POINT VARIABLES OF CONTROLLED 
VARIABLE ARE KEPT IE.  CONTVARO <T=v) ,
CONTVAR1 ( T = - l  SAMPLE TIME)
DO NOT CONFUSE WITH DYO AND DY1 WHICH ARE VELOCITY 
VERSIONS OF ABOVE(FLOATING) , OR VARIABLE CALLED 
FROMSPLANT = INTEGER VALUE OF CONTVARV
* /
CALL INPUTSCONTROLLEDSVARIABLE;
CALL F LTD S( . F P R , . FROMSPLANT);
CALL F S TO R( . c PR, • CONTVARO) ;
/*• CONVERT MEASURED VALUE TO FLOAT POINT * /
CALL F S U B ( . F P R , . CONTVAR1 ) ;
CALL F S T O R ( . FPR,  . D YO) ;
/ *  GENERATE VELOCITY VARIABLE DYO = Y ( T ) - Y ( T - 1 )
* /
/ *  CHECK FOR CONTROLLED VARIABLE SATURATION * /
PL/M-80 COMPILER
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79
30
31 
0 2
33
84
36
37
03
09
4
4
90
91
92
■j
3
PAGE
E i l l L r S I I E
* /
FP®DOUBLE(FROM$PLANt( 0 ) )  OR S H L (DOUBLE(rROMt7LANT( 1 ) ) ,
IF (FP > LOLEVEL) AND (FP < HILEVEL)
THEN
DO:
/ *  RESET WARNING LIGHT */  
CALL PREDICTSANDSUPDATE;
S A T- 0 0 •
SETS OF LIGHTS ARE AVAILABLE
(RAISED ON I- RON T PANEL)
2 ) LIGHTS SIX IN LINE.
AND ERR (PREDICTION ERROR) 
* /
END;
ELSE
* WARNING LIGHT THAT PREDICTION SKIPPED * /
DO;
SAT-80H;
END;
OUTPUT(0E4H)-SAT OR ERR;
/ *  READ IN SETPOINT FROM THUMBWHEEL SWITCH 
and convert to float POINT
* / TENS = SHR( (NOT( INPUT(0E5H)) ) , 4 D ) ; 
UNITS » NOT( INPUT(OESH) ) AND OFH;
/ *  READ IN PERCENTAGE * /
SET SPOI NT (0) = <UNlTS-*-10D*TiNS) ;
CALL FLTDS(.FPR, .SETSPOINT);  
CALL F M U L ( . FPR, . CONSTANT);
PL/M-80 COMPILER
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94
95
96
97
9 8
99
1 0 0  
101 
1 0 2
103
104
105
106
107
108 
109 
1 t o  
111
1 1 2 '
113  
1 14 
1 15 
116
121
117
118
119
120
PAGE
/ * CONVERT FROM 100% TO 4096  UNI'S
CALL MAN I PSVARI ABLc- SCALC ,
/ *  CALCULATES IN VELOCITY FORM * /
CALL FLQAD( . FPR, . DV(O)> ;
/ *  XFORM MANIPULATED VARIABLE TO INTEGER rORM */  
CALL F I XS Dt .F PR, . INCREMENT) ;
IF (INCREMENT(3) AND BOH) = SOH THEN 
DO;
INCREMENT(3) = BOH:
INCREMENT( I ) =NQT( INCREMENF( I ») ;  
END •
INCREMENT(0)  = INCREMENT( 0 ) + 1 :
IF INCREMENT(0) = OOH THEN
0 0  *
INCREMENT(1) = INCREMENT(1 > *1;
IF '
END;
END;
/ *  CONVERT FROM 25 COMPLEMENT TO 
SIGNED BINARY.
* /
z .  flD3S OUTPUTS
/ *  JO PLANT VIA D/A No. 1
* /
* /
MANIPVARO(O) 
MANIPVARO(I) 
MAN IPVARO(2) 
MANIPVARO(3)
LOU(TOSPLANT); 
HIGH(TOSPLANT)• 
0 0 ;
0 0 ;
>  REGENERATE OVIO, IN CASE OF SATURATION . /
CALL FLTDS(. FPR, • MANIPVARO) ; 
CALL FSTOR( . FPR, . MAN IPVARO> ; 
CALL FSUBt.FPR, . MANIPVARU ; 
CALL FSTOR ( .FPR, . DV) ;
CALL E X T R A S V A R I A B L E ;
/ *  OUTPUTS rwo EXTRA VARIABLES
1 ) TO TELETYPE
2 ) TO CHART RECORDER
* /
* /
/  * * /
€
PL/N-80 COMPILER
PAGE 6
1 2 2
123
124
125
/ *  TH<I 5 LPREPARESHDATA FOR NEXT ITERATION * /  
END;
END AUTOMATICSMODE;
END AUTOMATICHMODE$MODULE;
MODULE INFORMATION:
CODE AREA SIZE 
VARIABLE AREA SIZE 
MAXIMUM STACK SIZE 
287 LINES READ 
0 PROGRAM ERROR(S)
01 7CH 
00 0 5 H  
0 0 0 4 H
3300
5D
4D
END OF PL/M-QO COMPILATION
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OBJ E CT  MODULE PLACED IN :F6:MOD3.CDJ
COMPILER INVC'iCD BY: PLMBO :FLsMOD3. SRC DEBUG
/ * * * + * * * * * * * + * * * * * * * * * * * * * * * * * * * * * * * * * * « * * * * /
/ *
/*
/ *
/ *
/ *
/ «
/ *
/■*
/ #
/ «
/ *
/*
/ *
MODULE 3 
MANUAL MODE
* /  
* /
*/,
ThIS ROUTINE IS ACCESSED WHENEVER * /
THE OPERATOR REQUESTS MANUAL OPERATION.* /
HERE,THE NECESSARY TIME FLAGS ARE * /
CHECKED FOR PREDICTION AND UPDATE * /
PURPOSES. ACTUAL MANUAL OUTPUT IS * /
CONTROLLED FROM THE INTERRUPPT * /
MODULE FOR EASE OF TIMING. * /
* /
/ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * /
/•*
3
U
5
6  
7 
6 
9
10
11
12
13
14
15
16
17
18  
19
1
2
2
2 =
# /
MANUAL$MODE*MODULE:
DO;
DECLARE CONTVARO(4D) BYTE EXTERNAL; 
DECLARE C0NTVAR1<4D) BYTE EXTERNAL; 
DECLARE DELTAVO(4D) BYTE EXTERNAL; 
DECLARE DYO(4D) BYTE EXTERNAL;
DECLARE SAMPLE*!IME BYTE EXTERNAL;
DECLARE FROMSPLANT(4D) BYTE EXTERNAL; 
DECLARE ENABLE*MANUAL BYTE EXTERNAL;
DECLARE (LOLEVEL,HILEVEL) ADDRESS EXTERNAL; 
DECLARE (SAT,ERR) BYTE EXTERNAL;
DECLARE DV(200D) BYTE EXTERNAL;
INPUT*CONTRQLLED*VARIABLE:
PROCEDURE EXTERNAL;
END INPUT*CONTROLLED*VARIABLE;
* INCLUDE < :F1 ’• FLOAT. SRC)
FSET:
PROCEDURE(FA,0P1.0P2) EXTERNAL;
DECLARE(FA,DPI, 0P2) ADDRESS;
END FSET;
FSUB:
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,00)  ADDRESS;
END FSUB;
20 FADD:PROCEDURE(FA,OA) EXTERNAL;
*PL/M-80 COMPIi-ER
CAGE
2 1 =
2•- *-
23 1
24 2
Lu
26 1
27 2 JS
28 2
29 1
30 2 =
31 2
32 1
L)3 *•
34 2
35 1
36 2 =
: 7
38 1 55
39
40
at
41 1
*
42 2
4o
44 1
*
45 2
46 2
55
47 1
- at
48 2 55
49 2 *
=5
50 1 3
51 1
c-,W*
53 1
DECLARE (FA,OA)  ADDRESS; 
END FADD;
F Q F B2 D :
PROCEDURE(FA,OA) EXTERNAL; 
DECLARE (FA,OA)  ADDRESS; 
END FDFB2D;
FDI V:
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,OA)  ADDRESS;
END FDIV;
FMUL :
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,OA)  ADDRESS;
END FMUL;
FLOAD:
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,OA)  ADDRESS;
END FLOAD;
FCLR:
PROCEDURE(FA) EXTERNAL; 
DECLARE FA ADDRESS;
END FCLR;
FNEG s
PROCEDURE (FA) EXTERNAL,
DECLARE FA ADDRESS;
END FNEG;
F L T D S :
PROCEDURE (FA,OA) EXTERNAL; 
DECLARE ( F A , O A ) ADDRESS;
END FLTDS;
F I XS D:
PROCEDURE (FA,OA) EXTERNAL; 
DECLARE ( F A , O A ) ADDRESS;
END F I XS D ;
F S TQ R :
PROCEDURE'FA,OA) EXTERNAL; 
DECLARE ( F A , O A ) ADDRESS;
END F S T QR;
DECLARE F P R ( I S D )  BYTE EXTERNAL;
PREDICTSANDtUPDATE:
PROCEDURE EXTERNAL;
END PREDICTfANDSUPDATE;
E X T R A S V A R I A B L E :
PROCEDURE EXTERNAL;
3 L / M - 8 0  COMPILER
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5 a  END EXTRASVARIABLE:
55 : DATASSHUFFLE:
PROCEDURE EXTERNAL:
5 6  _ END DATASSHUFFLE:
5 7  ; >1AINUALSM0DE:
PROCEDURE PUBl I C ;
58 :  DECLARE FP ADDRESS;
59 2 IF SAMPLE$TIME = 0 1 H THEN
60 2 DO;
61 3 SAMPLESTIME = 00;  / *  RESET FLAG * /
62 3 CALL PCLR(.FPR);
63 3 CALL FSTOR(.FPR, . FROM*PLANT);
/ *  CLEAR c ROM $ PLANT * /
/ *  SINCE THE INTERRUPT HANDLER OUTPUTS 
TO PLANT DURING MANUAL OP,ONCE 
EVERY INTERRUPT,WE NEED TO ADD 
UP ALL THESE OUTPUTS PER SAMPLING 
PERIOD TC PASS TO PREDICT AND UPDATE 
MODULE-DELTAVO IS THIS SUMMATION.IT 
IS CONVERTED TO FLOATING PT ONCE EVERY 
SAMPLING PERIOD AND THEN CLEARED FOR 
NEXT PER IOD. * /
6 u : DISABLE;
65 3 CALL FLOADt.FPR,. DELTAVO);
66 3 CALL FSTORt.FPR, . DV<0));
67 3 CALL FCLR( . FPR);
6 8  Z CALL <rSTOR(. FPR, . DELTAVO) ;
69 : ENABLE;
CALL INPUTSCONTROLLEDSVAR IABLE;
"1  3  CALL FLTDS( .FPR, . FROMSPLANT);
73 3 CALL FSTOR( . FPR, . CONTVARO);
73 3 CALL FSUB( . FPR, . CONTVARl) ;
7 4  3 CALL FSTOR (. FPR, . DYO) ;
/ *  GENERATE VELOCITY VARIABLE 
DYO = CONTROL VAR AT TIME ’ T’
DY1= CONTROL VAR AT ' T - l ’
* /
FP = DOUBLE(FROMSPLANT( 0 ) )  OR 
SHL(DOUBLE(FROMSPLANT( 1 ) ) , 8 );
/ *  USE INTEGER VALUE OF CONTROLLED VAR 
TO CHECK FOR SATURATION.
BOTTOM 2 BYTES ARE ADEQUATE AS
A/D CONVERTER HAS ONLY 12 BITS PRECISION
*  /
P L / M - 8 0  COMPILER
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76 3 IF (FP > LOLEVEL ) AND
(FP < HILEVEL ' THEN
77 3 DO;
78 4 SAT = 0 0 ;
79 4 CALL PREDICT$ANDfUPDATE;
80 4 END;
ELSE
81 3 DO;
82 4 SAT = 80;
/ *  WARN OPERATOR VIA L.E.D
THAT PREDICT * AND*UPDATE SKIPPED 
* /
83 4 END;
34 3 OUTPUT(0E4H) = (SAT OR ERR);
85 3 CALL EXTRASVARIABLE;
8 6  3 CALL DATA4SHUFFLE;
87 3 END;
8 8  2 END MANUAL.*MODE;
89 1 END MANUALfMODE*MODULE:
MODULE INFORMATION:
CODE AREA S I Z E  = 00B6H 182D
VARIABLE AREA S I Z E  = 0 0 0 2 H  2D
MAXIMUM STACK S I Z E  = 0 0 0 4 H  4D
1 90  LINES READ 
0 PROGRAM ERROR(S)
END OF P L / M - 8 0  COMPILATION
in" '
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OBJECT MODULE PLACED 
COMPILER INVOKED BY:
COMPILATION OF MODULE 
IN :F4iM0D4.OBJ 
PLMflO 1F41M0D4.ERC
1N TERRUPTMODULfc
3
4
5
7
8
9
m  
11 
1 2
13
14
15 
l b
/ * *
/ *
/ *
/ *
/ *
/ *
/ #
/ *
/ *
/ *
/ *
/ *
/ *
/ *
/ *
/  *  
/ *  
/ *  
/ *  
/ *  
/ *  
/ *  
/ *  
/ *  
/ *
MODULE 4 
THIS IS THE INTERRUPT MODULI.
THERE IS ONLY A SINGLE INTERR •'T IN THE ENTIRE 
SYSTEM. THIS TWO FUNCTIONS:
1) A REAL TIMfc CLOCK.
2) OUTPUT OF MANIPULATED VARIABLE
DURING MANUAL OPERATION.
AN INTERRUPT OCCURS EVERY 40mS.(APPROX)
IF CONDITIONS ARE FAVOURABLE ( , . e .  THE OPERATOR 
HAS REQUESTED MANUAL OPERATION AND WE ARE NOT 
INTERRUPTING THE AUTOMATIC MODE.) THEN 
MANIPULATED VARIABLE IS EVALUATED AND OUTPUTTED
to the plant .
EVERY INTERRUPT A COUNTER IS UPDATED. UPON 
REACH NG A TERMINAL VALUE, A FL.AU IS SET, 
SIGNIFYING THAT A SAMPLING PERIOD HAS PASSED. 
THIS FLAG < SAMPLES I iME ) PERMi fS TIMED ENTRY 
INTO THE PREDICT SANDSUPDATE & MANIPULATED*
VAW1 ABlESCALC ROUT IME,.
/ *  
/  »
L
1' ■ . iR 
L ..Cw c! 
1 . l IT
I  i
y /  
* /  
* /  
* /  
* /  
# /  
* /  
# /  
* /  
* /  
* /  
* /  
* /  
* /  
* /  
* /  
* /  
# /  
* /  
* /  
* /  
* /  
* /  
*/  
* /
/ * * * * * * * * * * * * * * * * * * * * * * * » * * * *
/ *
* /
INTL RRl ' SMODULEI 
DO;
DECLARE MANUALS. C N
BYTE EXTERNAL;
Dt. CLARE SAMPLESCOUNT ADDRESS X \  ;
DECLARE ENDSLOUN ADI < > Cx v . v , ;
DECLARE (SAr, HA )  BY t • v. ;
dlclari s i  <ru-. bytt f <
SAMr-j_ i no i n i t i a l l y  Dr.. ; r. d t * /
I .e .  SECONDS * 4TI * 40MC * /
D LuA < . (SAMDLLS IM ) ' < < L. ,
I*. . AR) (Fla: iSWt :"D, •. tut... a . u, • . . ... t>Y
EX i r .R , \ mi_ ;
NABl.. , v . ..
BYTE •
j 1= ' L
t r o  \
( ■ :') AD , V
• . ..v .. C........  : . ' i
I, .Li.r.-L. D. . 11 .V .M 41)) I T
i i. : .. RCUJw. ; . L
1
■X. v
t ' l / r "  80 COriPH lR.
o n a p
fc. * 7 K I? Wi-11
< SET MOD
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/*■ INCREMENT 13 THE AMOUNT BY WHICH TrE */
/ *  m a n i p u l a t e d  v a r i a b l e  i s  I n c r e a s e d  or * /
/ *  DECREASED EVERY 4 0  ns DURING MANUAL * /
/ *  O P E R A ' I  ON. ‘ >jQ RATES ARE APPLICABLE.  ♦/
/ *  NAMELY A UNITS PER 4 0 , ms OR B UNITS * /
/  * PER 40in3.  * /
/ *  NOTE T'-AT A > B . * /
41 3 DO;
42 4 i nc r e me n t ( i ) = o o ;
43 4 INCREMENT(2) = OOH;
44 4 INCREMENT(3D) = 0 0 ;
/ *  MSB OF INCREMENT(3) IS SIGN BIT &
IS SPECIFIED LATER DEPENDING ON 
HARDWARE RAMP FLAG AS SET BY OPERATOR 
I . E.  RAMP UP OR RAMP DOWN 
+ /
4 END;
/ *  NOW The RAMP3FLAG IS INPUT AND TESTED * /
/ *  FOR DIRECTION CF MANUAL OUTPUT. <■/
46 :  RAMPf CLAG=3H,R ( INPUT (oEcH) , 3) AND 03H;
/ *  CASE i s  OPERATOR REQUIRES NO OPERATION */
/*• NOTE: OUTPUT SENSITIVITY 15 INCREASED +/
/ *  FROM HERE ONWARDS BY RESETTING * /
/ *  MANUAL3C0UNT. * /
47 3 IF RAMPSFLAG-03H THEN
43 3 DO;
4 »  4 MANUAL3C0UNT=00;
50 4 INCREMENT(0) = 00;
/ >  I . E.  OUTPUT NOTHING * /
51 4 GO TO ENOUGH; / *  SKIP * /
52 4 ' END;
/ *  CHECK FOR SATURATED MANIPULATED VARIABLE */
/  «• AND TAKE APPROPRIATE ACTION ♦/
53 3 i f  ( ( h a m p s f l a g  = o :8> a n d  t r o s p l a n t  > m a x l e v e l ) ;
OR
( (RAMPS "-lag  = 10B) AND (TOSPLA lT < MlNLEVED ) 
THEN
34 3 DO;
/ *  ABNORMAL OPERATION:- EFFECTIVELY DO */
/*■ NOTHING BUT WARN «■/
P L / m - 8 0  COirPtLS;^
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INCREMENT(0) = 00;
56 4  SAT = BOH ; / *  ALARM OPERATCI */
57 4 END;
ELSE
55  3 DO; / *  NORMAL OPERATION * /
)9 SAT = 0 0 ;  / *  NORMAL OPERATION , NO ALARM * /
/ *  CASE 2&3:  * /
/ *  RAMP UP I F  01 ,  DOWN I F  10 (BINARY) * /
6 0  4 IF RAMP5FLAG=0:M t h e n
61 4 DO;
6 2  5 INCREMENT( 3 )  = 8 OH;
6 3  3  END;
/ *  ADD NEGATIVE SIGN FOR RAMP DOWN * /
64  4 END;
6 5  3 OUTPUT(0E4H)  *  SAT OR ERR;
/ *  RAMPSFLAG SHOULD NEVER EQUAL 0 0
/ *  IF TH: 3  HAPPENS , IT 13  CHECKED 4 TIMES. * /
6 6  3  IF RAMPSFLAG *  OOH THEN
6 7  3 DO;
6 8  4 NUMBER = 5;
6 9  u DO WHILE (NUtrSER > 1)
AND
( ( S h R ( I N P U T ( 0 E 6 H ) , 3 )  AND C 3 H ) = 0 0 H ) ; 
yr, 5  NUMBER = NUMBER-1;
71 5 END;
72' 4  I F  NUMBER < 2 THEN
7 3  4  CALL FLASH;
/ *  ALARM TO OPERATOR VIA LEDS
7 4  4  INCREMENT(O) = OOH;
7 5  4 END;
76 3  ENOUGH: CALL ANALOGLE&OUT;
/*.  MANUAL o u t p u t  a s  d e f i n -:d b v  i n c r e m e n t  »
7 7  3  IF RAMP*"LAG = 02H
THEN DO;
7 9  4  INCREMENT( 3D)  = OOH;
g n  4  DO I *  0  TO 3 ;
3 ; <5 INCREMENT <U=NOT(I ' iCf iEMENT< I )  ) •
0 2  5 END;
6 3  4  INCREMENT( 0 ) *  INCREMENT( 0 ) + 1 ;
END;
P L / ' 1 - 8 0  C O M P I L E R
PAGE
/ «•  C ONVERT N E G A T I V E  NUMBER TO 2 5  COMP
8 5
8 6  
87
CALL FLTDS(.FPR,. INCREMENT); 
CALL FADO( . “ P R , . DELTAV O ) ; 
CALL FSTOR(.FPR, . DELTA VO) ;
S3  3 END; / *  MANUAL SECTION
/ *  NOW PROCESS SAMPLING TIME FLAG
8 9  2 SAMPLC$C0UNT=SAmPLESC0UNT+1;
g o  2  I F  3AMPLESC0UNDEND3C0UNT THEN
91 2 DO;
92 3 SAMPLE$COUNT=OOH; / *  RESET COUNT * /
92 3  SAMPLESTIME = 0 1 H; / *  SET FLAG * /
3d 3 END;
9 5  2  STATUS = STATUS;
/ *  CLEAR INTERRUPT BY THIS STATEMENT * /
96  2 END IN fERRUPT $PRGC-5 3 0 R ;
97  i END I NTERRL3TSMODULc;
MODULE InFUTMATI j . n  :
CODE AREA SIZE = 0 1 73H 3 7 ID
VARIABLE AREA SIZE = 0 0 0 2 H  CD
MAXIMUM STACK SIZE = OOOEH 1 AD
269 LINES READ 
-  0 PROGRAM ERROR(S)
E n d  OF o l / m- 8 o  c o m p i l a t i o n
P L / M - 3 0  C O M P I L E R
RAGE
I 3 I S - I I  P L / M - a O  0  3 . 1 C O M P I L A T I O N  OF MODULE A N A L O G U L O U T r C O U 1-
O D J E C T  MODULE P L A C E D  I N  : F 4 ! M C D 5 . O B J
C O M P I L E R  INVOf-ED B V ' PLM3" : F 4  vrQDS.  SRC DEBUG
/  *
/  * 
/  * 
/ *
+ /
MODULE 
ANALOGUE OUT
/ ♦
/ *
/  *
/ *  THIS MODULE ACCEPTS A 16 BIT NUMBER, REA-SSl ', 
/ *  THE INCREMENTAL CHANGE IN MANIPULATED VARIAEL 
/*• THE 12 LSBS ARE SIGNIFICANT.
/*■ . t h i s  i s  a d d e d / s u b t r a c t e d  - o / ? R o
/ >  THE PREVIOUS MANIPULATED VAR(ABLE PnD OUTPUT! 
/ *  TO THE PLANT VIA D/A NO. 1. (WHICH IS MEMORY 
/ *  ADDRESSED) THE VALUE ’ TOSSLANT’ IS MADE 
/ *  AVAILABLE TO OTHER ROUTINES AS THE I IDIATS  
/ *  PAST MANIPULATED VARIABLE.
t  /
* /
*■ /  
* /
*
* /
IMG
ID * ,  
*  
> 
*
-
5
7
3
9
10
11
12
13
14
15
1 o
17
13
13
Y JAL0GU2 sou T 5M0DULE :
DO:
DECLARE iNCREMEiNT (4D) BYTE EXTERNAL;
DECLARE TO S PLANT ADDRESS EX TERN Ac.;
DECLARE (SAT, ERR)  BYTE EXTERNAL;
DECLARE (MINLEVEL, mAXLEVEL) ADDRESS EXTERNAL;
ANALOGUE SCUT:
PROCEDURE PUBLIC;
DECLARE TEMP ADDRESS;
DECLARE DAC1L0 BYTE AT ( 7 F F & H ) ;
DECLARE DAC 1HI BYTE AT (7FF7H)  ;
SAT = 0 0 ;
TEMP*(DOUBLE( INUREMENT( 0 ) )  OR
SHL (DOUBLE ( (NO RE ME NT (1 ) ) , ? ) )  ;
I F  INCREMENT(2)  OR ( INCREMENT(3> AND 7FH)
<> OOH THEN
DO;
SAT = 3 0 H ;
t q s p l a n t - m a x s l e v e l ;
IF ( INCREMENT(3)  AND 8 0  T-EN 
TOSPLANT = MINLSVEL;
END;
ELSE
DO;
I" ( 1 1 CREMENT (3D) And 8 «.)H) = 80h
P L /M - 8 0  COMPILER
PAGE
THEN
21 3 TOSPLANT = TO*PLANT -  TEMP;
/ *  CHECK FOR NEGATIVE SIGN AND REMOVE IT * /  
/ *  IF NECESSARY. * /
ELSE
4m -i TCSALANT = TO5PLANT * TEMP;
23 IF (TOSPLANT)MAXLEVEL) THEN
24 3 DO;
25 4 PAT-30H,
26 4 TOiSLANT = MAX SLEVEL;
27 4 END;
28 3 IF (TOSPLANT <MINLEVEL) THEN
29 vJ DO;
30 4 SAT=aOH;
31 4 TO*PLANT »MINLEVEL;
32 4 END;
U 3 END;
34 2 OUTPUT(0E4H) = SAT OR ERR; 
/ *  LIGHT LEDS * /
35 2 DAC1L0 -■ LOW (TOSPLANT) ;
36 2 DAC1HI = HIGH(TOSPLANT);
/ *  SEND TO D/A AND CONVERT.
37 END ANALOGUESOUT;
33 1 END AMALOGUESOUTSMODULE;
MODULE INFORMATION:
CODE AREA SIZE = 00B7H 1330
VARIABLE AREA SIZE = 0002H 2D
MAXIMUM STACK SIZE = 0004H . 40
,8 3  LINES READ
0 PROGRAM ERROR(S)
END OF PL/M-80 COMPILATION
/  ****■*■****■****■♦■♦ * * * * * * * * * * /
/  * * /
/ *  MODULE 12 * /
/ *  * /  
/ *  THIS MODULE IS CALLED TO ENABLE * /  
/ *  A SMOOTH ENTRY TO A EXIT FROM +/ 
/ *  MONITOR WHEN REQUESTED BY OPERTR♦/  
/ *  ♦ /  
/  ♦ * * * * * * * * * * * * * * * * * * * * * * * * * » * * * • * * * * * /
STITLE( ' JUMP TO MONITOR ROUTINE’ )
NAMETERROGATE
CSEG
MON INS» RST 1
BACK: RET; ENSURE THAT CONTROLLER
; 3 T O C a IS USED ON RETURN
c\jn
PL/*-80 ccrP
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: PL/M-80 V3 . 1 
OBJECT MODULE PLACED
COMPILER INVOKED BY:
COMPILATION OF MODULE 
IN :F4:M0D6.QBJ 
PL*30 : -4:,10D6. SRC
INCONTVARIABLEMODULE
/ *
/ *  MODULE 6
/  *
»/* .  > . I CONTROUTED VAAIOBLE
*
/ *  THIS MODULE INITIATES A/D CONVERSION,
/ *  WAITS, AND READS IN RESULT AS 12 BIT (L'SB) 
/ *  VALUE. THE VARIABLE FROMSPLANT IS 
/ *  AVAILABLE ” 0 OTHER ROUTINES AS THE MOST 
/ *  RECENT VALUE OF THE CONTROLLED VARIABLE.
* /
1 IN*CONTSVARIABLEIMODULE f
DO;
2 1 DECLARE FROMSPLANT(4D) BYTE EXTERNAL;
:  1 INPUT5CCNTR0LLED 5VARIABLEi
PROCEDURE PUBLIC;
4 _ DECLARE ADCHI BYTE AT (7FFEH);
5 2 DECLARE ADCLO BYTE AT (7F.-DH) r
6  2 DECLARE STATUS BYTE AT (7FFCH);
7 2 DECLARE CNVCMD BYTE AT (7 -F B H );
8  2 DISABLE ;
9 2 CNVCMD = 00;
/ *  START CONVERSION * /
10 2 DO WH(LE ((STATUS AND 80H) = 8 0 H ) ;
11 3 END; / *  WHILE LOOP */
i
/ *  T£ST F01 END OF A/D CONVERSION.* /
/ *  READ WHEN READY. * /
12 2 FRO'"15PLANT ( 0 ) -ADCLO;
13 2 FR0M6PLAN f ( 1 ) =ADCHI;
/ *  READ IN RESULT FROM A/D ♦ /
14 2 ENABLE;
15 2  END [ vPijT BOON r?Ol.LED$VAR; ABLE ;
16 t - \D  IN<CONTSVARIABLESMODULE;
? U  'rf-ao C C f P l L c R
PAGE 1
1 9 : 3 - 1 :  P L / M - 8 0  V 3 . 1 C O M P I L A T I O N  OF  MODULE I N C O N T V A R I A B L E M O D U L E
O B J E C T  MODULE P L A C E D  I N  : F 4 : M O D S . O B J
C O M P ( l ER I N V O K E D  B Y :  P L M 3 0  : - 6 : M O D 6 . SRC
* * * * * * * * * * * * * * * * * * * * * * * *  * * * * * * /  
/ *  * /
/ *  MODULE 6  * /
/  * * /
/ *  .  jyi^TRgL^EI^ VARJABL .  _
/  ♦
/ *  THIS MODULE INITIATE? 1 /D  CONVERSION, >/
/ *  WAITS, AND READS IN RESULT AS 12 BIT(USB) * /
-
/% AVAILABLE TO OTHER ROUTINES AS THE MOST */
/*  RECENT VALUE OF THE CONTROLLED VARIABLE. * /
/  #  * /
» * * * * * ♦ /
* /
1 INSCONTSVA RIABLE SMODULE i
DO;
2  1 DECLARE FROMsPLANT(LD) BYTE EXTERNAL
3 1 1NPUTSCONT ROLLED8 VARIABLE:
PROCEDURE PUBLIC;
4 2 DECLARE ADCHI BYTE AT (7FFSH)•
5 2 DECLARE ADCLO BYTE AT (7F-D H )•
6  2 DECLARE STATUS BYTE AT (7FFCH);
7 2 DECLARE CNVCML j/TE AT <7=FBH>;
3 2 DISABLE ;
9 2 CNVCMD = 00;
/ *  START CONVERSION * /
10 2 DO WHILE < (STA ’"US AND 30H) » BOH);
1 1  3 END; / ♦  WHILE LOOP */
i
/ *  TEST FO i END OF A/D CONVERSION. */
/ *  READ WHEN READY. */
12 2 FROM?PLANT( 0 ) =ADCLO;
13 2 FROM'SPLANT < 1 ) =ADCh I ;
/ *  READ IN RESULT FROM A/D ♦/
14 2 ENABLE;
15 2 END INOIJ T BCON TROLLED SVAR I ABLE ;
16 1 F\D IN8C0NTSVARIABLESM0DULE;
P L / r t - 8 0  C O M P I L E R
PAGE
MODULE INFORMATION:
CCD I AREA SIZE -  0 0 2 1 H
VARIABLE AREA SIZE = OOOOH 
MAXIMUM STACK SIZE = OOOvrt 
AS LINES REAL 
0 PROGRAM ERROR(S)
END OF PL/M-BO COMPILATION
33D
0 0
0 0
P L / m - 8 0  C O M P I L E R
PAGE
i 5 1 3 - 1 I P L .  m- 8 0  V 3 .  1 C O M P I L A T I O N  OF MODULE S X T R A V A R I A B L E M O D U L E
O B J E C T MODULE P L A C E D  I N  : F 4 : , M 0 D 7 .  OB J
"OMPIubR INVOKED BY. -LM30 : ;r J  : MOD7.  3 R C  DEBUG
/  * * /
/ *  MODULE 7 * /
/ *  EXTRA VARIABLE MODULE */
/  *■ * /  
/ *  THIS MODULE UNDERTAKES 0 TASKS:- * /
/ *  1 ) OUTPUT OF PREDICTION ERROR * /
* IN ANALOGUE FORM TO A CHART */
. * RECORDER . * /
2) DISPLAY PREDICTION ERROR VIA */
* VIA LIGHT EMITTING DIODES ON * /
* THE FRONT PANEL IN BAR GRAPH */
* FORMAT. * /
* 3) OUTPUT OF A SINGLE MODEL */
* PARAMETER TO * r  "SL£T\ •>£ * /
* /
* ALL ABOVE FUNCT .CUR REGULAR- * /
/ *  LY DURING RUN TIM. * /
/> ALL ARE INTENDED TO rvEEP - T OPER- * /
* ATOR INFORMED OF PROGRE.T . */
/ * * /
* * * * * * * *  * »■* ** * * * * * * * * *  * .******  * * * * * > * « .* * /  
/ *
* /
EXTRA iVARI ABLESMODULE:
DO;
6 INCLUDE ( : F 1 :FLOAT.SRC)
FSET:
PROCEDURE (FA, OPl, OP'2) EXTERNAL; 
DECLARE(FA,OPl, 0P2) ADDRESS;
END FSET;
FSUB:
-’ROCEDURE (FA, QA) EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END -SUB;
-ADD:
ROCEDURE(FA,OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS; 
END -ADD;
F 0 F B 2 D :
•OCEDURE( FA,OA) EXTERNAL; 
DECLARE (FA, 0 A ) ADDRESS; 
-NO FDFB2D;
P L / 1 - 8 0  COM PIL ER
PAGE
14 1
15
16 2
17 1
13
19 2
2 0 1
2
*T 1
24
l5
26 1
27 2
23
29 1
30 2
1
Uw L
34
33 1
<*(
37
33 1
39 I
40 1
41 1
42 1
43 1
44
/, T
1
FDIV:
PROCEDURE(FA,CA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS;
END FDIV;
FMUL :
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END FMUL;
FLOAD:
PROCEDURE(FA,OA) EXTERNAL;
DECLARE (FA,OA) ADDRESS;
END FLOAD;
FCLR:
PROCEDURE(FA) EXTERNAL; 
DECLARE FA ADDRESS;
END FCLR;
FNEG:
PROCEDURE (FA) EXTERNAL;
DECLARE FA ADDRESS;
END FNEG;
-LTD'S:
PROCEDURE (FA,OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS;
END FLTDS;
FIXSD:
PROCEDURE (FA,OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS;
END FIXSD:
"5TOR s
PROCEDURE(FA,OA) EXTERNAL; 
DECLARE (FA,OA) ADDRESS;
END FSTOR;
’ DECLARE FPR < V3D) BYTE EXTERNAL;
DECLARE ERRPRED(4D) BYTE EXTERNAL;
DECLARE FIRSTfiSRRORSrLAG BY“E EXTERNAL 
DECLARE SPECIFY STRUCTURE’- 
SIGN BYTE,
SCALE ADDRESS,
SLENGTH BYTE,
STRlNGtPTR ADDRESS) EXTERNAL; 
DECLARE DECSSTR:nG ( 10) BfTE EXTERNAL; 
DECLARE <TT r *FLAG, TTYITI.-’-E, TTY5UP) BY' 
EXTERNAL:
C E C L ,  (E P A T N X i J  B y r c  E X T E R N A L ;
D: . ! , L h . > :  c a : : R R :  b y " - .  E a t f r n A l :
PL/rt-SO COMPILER
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46 1 DECLARE L(200D) BYTE EXTERNAL;
47 1 A5C50UT:
PROCEDURE(THING) PUBLIC:
/*•*****•*■* ♦♦K --*********-*********** '** /
/ *  THIS PROCEDURE CHECKS STATUS OF +/  
/*- TTY AND OUTPUTS PARAMETER TO IT * /  
/ *  WHEN READY. * /
43 2 DECLARE THING BYTE;
4 9  2 CO: IF(  INPUT(237D) AND OlH) = 0 0 H
THEN
50 2 GO TO CO;
ELSE
51 2 OUTPUT(OECH) = THING ;
52 2 END ASCSOUT;
53 i NUMOUT:
PROCEDURE (AMOUNT,WIDTH):
/  + + + + + * «.***<■*«■*♦•/
/ *  NUMOUT TAKES A BINARY N' XR 
CONVERTS IT TO DECIMAL IN 
ASCII FORMAT. THIS IS 01 TO 
TTY.
* /
54 2 DECLARE AMOUNT ADDRESS;
55. 2 DECLARE WIDTH BYTE;
56 2 DECLARE I BYTE;
57 2 DECLARE CHARS(1) BYTE;
53 2 DECLARE DIGITS(*) BYTE DATA ( ’ 0 1 2 3 4 5 6 7 3 3 ’
59 DO 1=1 TO WIDTH;
60 U CHARS(WIDTH-I) -DIGITS(AMOUNT MOD 10D);
61 wJ AMOUNT = AMOUNT/10D;
62 END;
63 2 I = 00 ;
64 DO WHILE CHARS( I ) = ’ O’ AMD I ( WlDTH-i;
65 CHARS( I )=00;
6 6 1 = 1 + 1 ;
67 vJ END;
63 2 DO 1=0 TO WIDTH-I;
63 3 CALL ASC3QUT(CHARS( I >);
70 3 END;
71 2 END NUMOUT;
PL/-1-30 COMPILER
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7 2  1 EXTRA$VARIABL£:
PROCEDURE PUBLIC;
/ * * * * * * * * * * * * * * + * * * * * * * * * * + * * /
/ »  PREDICTION ERROR IS CONVERTED TO INTEGER * /
/ *  AND OUTPUTTED TO D/A NO 2 AND CHART RECORDER # /
/ *  SUCH THAT 0 TO 100% ERROR = 0 TO 10 VOLTS * /
/ *  NOTE THAT PRED ERR CAN RANGE 0 TO 200% BUT * /  
/ *  IS NOT EXPECTED TO. * /
73 2 DECLARE DAC2L0 BYTE AT (7FF4H);
74 2 DECLARE DAC2HI BYTE AT (7FF5H);
75 2 DECLARE LEDSSERR ADDRESS:
76 2 DECLARE LEDS BYTE;
77 2 DECLARE REFERENCE ADDRESS;
78 2 DECLARE DIGS (7) BYTE DATA (0,  1 , 3 ,  7, 15D ,31D ,63D );
73 2 DECLARE I BYTE;
30 2 DECLARE P BYTE;
31 2 CALL FLOAD( . FPR, . ERRPRED);
32 2 CALL FIXSD( . FPR,. ERRPRED);
/ *  CHECK FOR OVERFLOW * /
33 2 IF ( (ERRPRED (2) (> OOH) OR
( (ERRPRED(3) AND 07FH) <> OOH) OR
( (ERRPRED <1) AND OFOH) O OOH)) THEN
34 2 DO;
35 3 DAC2LO-OFFH;
36 3 DAC2HI=0FFH;
37 3 LEDSSERR = OFFFH;
/ *  PASSED TO FRONT PANEL DISPLAY SECTION * /
33 3 END;
ELSE
39 2 DO;
90 3 DAC2L0=£RRPRED(O);
91 3 DAC2HI=ERRPRED <1 ) :
92 3 LEDSSERR = SHL(DOUBLE(ERRPRED<1 ) ) , 3 )
OR DOUBLE(ERRPRED(0 ) ) ;
93 3 END;
/ * * + + * + + + * * + * + * * * + + + + + + * + * * + + * + * * » + * * /
/'•- THIS ROUTINE DISPLAYS PREDICTION ERROR 
VIA 6  LEDS ON THE FRONT PANEL. THE FIRST 
EDICT I ON ERROR AFTER A RESET OR AN INTER­
ROGATE REQUEST IS USED AS A REFERENCE.
P L / M - 8 0  COMPILER
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SUBSEQUENT ERRORS APE NORMALISED TO T H I S  + /
9 4 2 ERRORSLED:
/ * * * * * * * * * + * # # * + + + * # * + * * /
DO;
9 5 ■-/ I F F I R S T S E R P O R i F L A G  = 0 1 H  THEN
96 3 DO;
9 7 4 REFERENCE = LED5 SERR;
98 4 FIRSTSERROR'SFLAG = 0 0 ;
99 4 END;
10 0 W LEDS »  D I G S ( < ( 3 H L ( L E D S s E R R , 4 ) / REFERENCE)
101 «•> I F  ( LEDSSERR > REFERENCE) THEN
1 0 2 L E D S = 0 6 3 D ;
/ *  FOR A LINEAR DI S P LAY ON LEDS , "AO 
P REDI CTI ON ERROR AS A NUMBER BETWEEN 
0  & 6 , THEN LOOK UP IN TABLE ( D I G S )
AND OUTPUT T HI S  NUMBER TO LEDS PORT <■
1 0 3 ERR = SHL (LEDS, ) ;
10 4 OU T P UT ( 2 2 8 0 1 -  SAT OR ERR ;
1 0 5 3 END; / *  ERROHSLED*/
1 Oh P A R MS O U i :
IF TTY$FLAG=Ol 
THEN
107 2 D O ;
103 3  IF TTYiTIME > TTYSUP THEN
109 3 DO;
HO 4 TTY3TIME = 00;
H I  a P = (PARMN0*4D);
1 1 2  4  CALL FLOAD(.FPR,. L ( P ) );
11:  U SPECIFY.STRINGSPTR*.DECSTRING;
1 1 4  4  CALL FQFti2D(.FPR,. SPECIFY);
/ *  CONVERT TO BINARY THE PARAMETER POINTED 
TO BY PARMNO.
* /  *
/ ♦  NOW OUTPUT TO TTY * /
1 15 4 CALL ASC5CU ' ’ ) ;
1 iS 4 CALL ACC5CUT ( ’ L’ ) ;
117 4 CALL ASC30UT <’ ' ) ;
113 4 CALL ASC60UT( ’ ’ ) ;
1 1 9  a CALL ASCSOUT(SPECIFY.SION);
120 4 CALL ASCSOUTV ' »;
121 4 CALL ASOiCUT (' : ' ) ;
122 a CALL ASCSOUT( ' X* ) ;
P L /M - 8 0  c o m p i l e :-*
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CALL ASCiOUT (* P’ ) ;
IF ( ;SPECIFY. SCALE AND aOOOH) =30001-0 
CALL ASOSOUT
ELSE
CALL ASC50UT ( ’ *•’ ) ;
SPECIFY.SCALE = <(NOT(SPECIFY.SCALE)>
/»■ CONVERT FROM :'S COMPLEMENT */
CALL NUMOUT(SPECIFY.SCALE,: ) ;  
CALL ASCSOUTC * ) ;
DO I - 0  TO SPECIFY.SLENGTH;
CALL ASC$OUT(DEC5STWinG( I ) ) ;
END;
CALL ASCSOUT(ODH);
CALL ASCSCUr(OAH);
/ *  CAR'? RET & LINE FEED */
END;
TTY$TIME=TTYSTI^E*01;
Ei'.d;
1 3 8  2 END EX rRA$VARIA6'-£;
i  END EXTRA'SVAR I ABLE 5M00LL*;
MODULE INFORMATION:
• CODE AREA SIZE = 026DH S21D
VARIABLE AREA SIZE = 0 0 0 DH 13D
MAXIMUM STACK SIZE = 0006H 6D
310 LINES READ 
0 PROGRAM ERROR(S)
END OF PL/M-3U COMPILATION
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124 4
125 4
126 4
127 4
123 4
129 4
130 4
131 5
132 5
133 4
134 4
135 4
136
137 2
THEN
> OOOIH);
P L /  % - 8 0  CO. r PI  _ £ R
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1315-11 PL/M-30 V 3 . 1 
OBJECT MODULE PLACED 
COMPILER I,WnKEQ BY:
COMPILATION O r  MODULE 
IN : F4tMODB. OBJ
PLM80 : - 4  J MnD6.3 PC
PREDICTANDUPDATEMODULE
/  * * /
/ *  MODULE NO. 3 * /
/  *• PREDICT AND UPDATE */
/ *  MODULE * /
/  #  * /
/ *  THIS MODULE PREDICTS CONTROLLED VARIABLE */
/ *  DYPRED. PREDICTION ERROR IS THEN USED TO * /
/ *  UPDATE MODEL PARAMETERS ( L ( I ) ) .  * /
/ *  GAMMA IS PURELY A WEIGHTING CONSTANT. * /
/ *  THIS ROUTINE IS CALLED IN BOTH MANUAL AND * /
/ *  AUTO MODES. IMPORTANT VARIABLES ARE AVAIL-*/  
/ *  ABLE TO OTHER ROUTINES ( DATAS3HUFFLE, * /
/ »  D1SPLAYSVARIABLE ) . * /
/ *  * /
/
/  *
/
PREDICTSAND3UPC ATESMQDULE:
DO;
EAuD:
PROCEDURE(FA, CA) •
3 DECLARE (FA,OA) ADDRESS;
4 -> END FADD;
5- 1 FDIV:
PROCEDURE(FA,OA) EXTERNAL;
6 2 DECLARE (FA,QA) ADDRESS;
7 - END FDIV;
3 1 FMUL:
P ROCEDURE(FA, OA) EXTERNAL;
9 DECLARE (FA,OA) ADDRESS;
10 END FMUL;
11 1 FLOAD:
PROCEDURE(FA,CA) EXTERNAL;
12 2 DECLARE (FA,OA) ADDRESS;
END FLOAD;
14 1 FSTORt
PROCEDURE(FA,OA)
13 DECLARE (FA,CA) ADDRESS;
15 END FSTOR;
17 1 "CL 1:
Pi. /71-aO COMPILE!
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PROCEDURE (FA) EXTERNAL; 
13 2 DECLARE FA ADDRESS;
19 2 END FCLR;
20 1 FNEG:
PROCEDURE (FA) EXTERNAL;
21 2  DECLARE FA ADDRESS;
22 2 END FNEG;
wL U
24
DECLARE SUNSL(4D) BYTE EXTERNAL; 
DECLARE ARRAYSLENGTM BYTE EXTERNAL;
26
27
23
29
DO
31
u — 
w w
34
35
36
37  
33
DECLARE FPRQ3D) BYTE EXTERNAL;
DECLARE MIDDLEMAN (4D) BYTE EXTERNAL; 
DECLARE L ( 2 0 0 D) BYTE EXTERNAL;
DECLARE DV(200D) BYTE EXTERNAL; 
DECLARE FILTGAIN(40) BYTE EXTERNAL; 
DECLARE R2(4D> BYTE EXTERNAL;
DECLARE R1(4D) BYTE EXTERNAL;
DECLARE DY1(4D> BYTE EXTERNAL;
DECLARE R2SUB1(4D) BYTE EXTERNAL; 
DECi.ARE DYO (40) BYTE EXTERNAL;
DECLARE GAMMA(4D) BYTE EXTERNAL; 
DECLARE PLANT$6AIN(40) BYTE EXTERNAL; 
DECLARE DYPRED(4D) BYTE EXTERNAL; 
DECLARE ERRPRED (40) BYTE EX""ER.MAL;
39 1 PREDICTSANDIUPDATE:
PROCEDURE PUBLIC;
40 2 DECLARE I BYTE;
41 2 DO;
42 3 CALL FC lR (.FPR );  /  <• CuEAR FLO A-' InG PT ACC. *
43 3 CALL FSTOR( . FPR,. DYPRED-;
44 3 CALL FSTOR (. FPR, . ERRPRED) ;
/ *  CLEAR PREDICTION & ERROR FOR RECYCL
/ *  NOW PREDICT * /
45 3 DO I = 4D TO (ARRAYSLEMGTH * 40 -  40) BY 4D;
46 4 CALL FLOAD( . FPR,. L ( I ) ) ;
/ *  LOAD MODEL PARAMETER * /
47 4 CALL FMUL (. - PR, . DV ( I ) ) ;
/ *  MULTIPLY BY MANIPULATED VARIABLE * /
43 4 CALL FQDO(.FPR,. DYPRED);
/ *  ADD RESULT TO PREDICTION * /
49 4 CALL FSTOR( . * PR , . DYPRED)•
/ *  AND STORE RESULT
50 E -D;
PL/M-dO COMPILE!
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/  *• THE ABOVE DO LOOP CALCULATES SUM 
OF MODEL PARAMETERS * HISTORY OF 
MANIPULATED VARIABLE * /
CALL CDIV < . FAR, • * I L T 3 A I N ) ;
/ +  DIVIDE BY FILTER GAIN * /
CALL FADD (. FPR,  . DY1) ;
/► ADD PREVIOUS VALUE OF CONTROLLED 
VARIABLE * /
CALL F D I V ( .  FPR,  . R l ) ;
5 4  3 CALL F S T O R ( . F P R , . DYPRED) ;
/  *• STORE FINAL PREDICTION RESULT » /
/ *  NOW UPDATE * /
53 3 CALL F n E G < . - P R ) ;
/ *  NEGATES PREDICTION TO - YPRED*/
56 3 CALL FADD ( . ! - PR, . DYO) ;
/ *  CALCULATE PREDICTION ERROR * /
57 3 CALL F3 r O R ( . F P R , . ERRPRED) ;
58  3 CALL FMUL< . F P R , . GAMMA);
/ *  MULTIPLY BY WEIGHTING FACTOR *•/
59  3 CALL F S T O R ( . F P R , . MIDDLEMAN)•
/ *  KEEP FOR LATER USE * /
60  3 DO I=4D TO ( ARRAY $LEN0TH#4D- 4D) BY 4 D ;
61 4 c a l l  F L O A D ( . F P R , . MIDDLEMAN);
62  4 . CALL FMUL( . “ PR, . DV( I ) ) ;
/  <• DV( I )  *OAmmA‘ PREDICTION ERROR * /
63 4 CALL F A D D ( . F P R , . L ( I ) > ;
/ *  FOR EACH MODEL PARAMETER _ ( I )
CALCULATE NEW PARAMETER 
= OLD L <I ) > GAMMA»0V <I ) *£RRPRED * /
64  4  CALL F S T Q R ( . F P U , . L < I ) > ;
/ *  STORE EACH NEW PARAMETER IN TURN * /
65  4 END•
/ *  now c a l c u l a t e  e s t i m a t e d  p l a n t  s . s .  g a i n  * /
/ *  i / ' s  = SSG = SUMMATION L ( I ) /  R2 - 1  ♦ /
66  3 CA..L FSTCR (.  FPR,  , L < 4 0 )  ) ; / *  LOAD FI RST L * /
6 7  3 DO 1= 4D TO <ARRAYSlSNGTH* 4 D - 3 D ) BY 4 0 ;
68  4  CALL F A O D t . F P R , . L ( I > 4 D > >;
6 9  4 END;
7i.i 3 CA-.l F S T O K .  FPR,  . SUMSL) ;
P L / i r - 8 0  COMPILER
PAGE 4
71
72
7 J •->
74
75 1
CALL FD IV ( .F PR , . R23L31);
/ *  R2SUB1 = CONSTANT = R2-1 INITIALIZED I n SETUP * /  
CAI.l. F3T0R (. FPR, . PLANT$GA IN) ;
END ;
END; / *  PROCEDURE * /
E'VTj. /  4 PREDICT SAND SUPDATEStfODULE * /
rQCULE INFORMATION:
CODE A;'iEA SIZE = 0196H 406D
VARIABLE AREA SIZE = OOOIH ID
MAXIMUM STACK SIZE = 0002:4 2D
174 LINES READ 
0 DxOG ?AM ERROR (S)
END OF PL/>1-30 COMPILATION
P L / / - 3 0
PQGZ
13 1 5 - ! I PL/.-:- 3 0  VJ .  1 CL ON C- MODULE MAN 1 PVflRI ABLECALCMODUL
OBJECT MODULE 1''LACED 'i rCDO.  OBJ
COMPILER I'JVOr. CD BY: “ _ r 3 0  : - L :  rODB.  SRC
/  1 >*• . * f * * * *  *■ * * + + * •**•!
/  *
/ *  r CDUL I  :i. 9
/*■ M A N I P U L A T E D  V A R I A U L E
/ *  CALCULATION ■■CLU^L.
/  *
/ *  t h i s  mo d u l e  ran.es -c . ' 3 ;  co - : u c.„
/ * PARAMETERS OBTAINED ‘ -J.M * • - EDICT AND 
/ *  UPDATE MODULE THESE UPC UC ED 0 0,
/  * [MOOR 3n T VARIABLES PR- A’,
/ *  ABLE TO OTHER ROUT I' IS < CAT, 3^ U-.- .E ,
/  *■ DISPLAY6VARIABLE 
/ *
/  * «■ > **>*  * *** ><■ ** ****** *** «•** t  * ‘ > >* * ** «■** <• i
/ *
*  f
MANISSVARIABLESCALC$MODULE
4 4 /
4 /
* /
* /
* /
*/
» /
4 /
, 0 * * /
' /
LY.
'AIL - + /
* /
< *4- « t
DO:
JU i FSUBi
PROCEDURE(FA, CA) EXTERNAL;-* DECLARE (FA,CA) ADDRESS;
4 END FSUB;
5' 1 FADD :
PROCEDURE < ' A,  CA) EXTERNAL;
6 2 DECLARE (FA,OA) ADD -ESS;
END FADD;
a I FDIV:
PROCEDL^E(FA,OH) EXTERNAL;
9 2 DECLARE ( F A, OA) ADDRESS;
10 2 2ND FDI V;
11 1 F mul :
PROCEDL :'E ( -A,  CA) EXf ERNAL;
12 ■j DECLARE C“A,OA> •
1 j END FMUL;
14 1 FLOOD:
PROCEDURE ('-A, CA) EX f£R'.y . ;
r* DECLARE v-A,  •_ A) ADD':- 3U ;
1:- 2 END F. CAQ;
17 1 - 3 ' OR:
P L / M - 8 0  COM - E l
P P GE
13
13
PROCEDURE (FA,  OA) E X T I v' ^ l  ;
DECLARE (FA,  Qr* > ADDRESS; 
E.\D FS ' C l ;
_u
21
24
25
26
27
28 
29
-CL,::
PROCEDURE ( EXTERNAL;
DECLARE FA P C D . ES S ;
E' iD FCLR;  „
FNEG:
PROCEDURE (FA) EXTERNA.;
DECLARE FA ADDRESS;
END FNEO;
DECLARE ARRAYSLENCH ; -VT" EXTERNAL; 
DECLARE SUi’VSL ( 4D • BYTE EX E V..-.L; 
DECLARE SETBE RRCRO (4D> BY Ex - ' '■AL; 
DECLARE SET$ERRORl ( - D)  BY E EXTERNAL;
30 1 DECLARE FP'-v(l3D.) BYTE EX : i R ' ^ L ;
31 1 DECLARE L ( 2 0 0 0 )  BYTE EXTERNAL;
32 1 DECLARE DV<200B> B y r £ EX -ERNAL;
33 1 DECLARE F I L T G A : n (4D)  BYTE E.-TER »AL;
34 1 DECLARE R2 (4D> BY u.X "E 'NAL;
35 1 DECLARE R l ( 4 D )  BYTE E * r : 3 N A L ;
36 1 DECLA.'T DY : (4  D) BYTE E X ERix _ ;
37 1 DECLARE f' jSUB 1 ( 40 )  BYTE E < :  AL;
33 1 DECLARE OYO(40) BYTE EXTER’ Al ;
33 1 DECLARE GAM1A(40) BYTE EX TER'  AL;
40 1 DECLARE 1LANT$i33i>: (4Di BYTE EX ERNAL;
41 1 DECLARE DYPRED( 40 )  BYTE EXTERNAL;
42 1 DECLARE ERRPRE0(4D)  BYTE -XT . ? ;AL ;
43 1 MAN I - SVARI ABLE5CALC’
PROCEDURE PUBLIC;
44 2 DECLARE I BYTE;
45 2 DECLARE QUD> BY’ E;
46 2 DO;
47 3 CALL FCL H . - P R ) ; / *  CLEAl FLOATING PT ACC.*/
43 3 CALL FSTQR(. F3Rj . DV(V) ) ; / *  DV( :D 13 MAM IP VAR
TO LE CALCULATED AnO OUT ED TO PL-'-1 */
/ *  INITIALIZED TO ZERO HERE * /
43 3 CALL FLOAD(.FPR,. SLNtL ) ;
/ *  SUMMATION OF YODEL Cd,to>,E™E <S CALCULATED 
IN ’ •PREDICT AND LPDATE PROC ’ */
SO 3 CALL FN£G(. FDR) ;
/ *  -VE VALUE NEEDED * /
/ *  01 = LI -  SUMMATION ( L ( I ) )
= LI + ( 1-R2 ) / \ CAN NOW PE CALCULATED. */
* -E FCLI. ' . 'WI\G CO .COO CALCULATES
; 'HEN CALCULATES
.. -iTCH I S  PARTIAL COMHIBl 
IAN IP VAR TO BE CALCULATED 
. . 3 .'JADED FOR A RECYCLE ' .
. : BI I-: 1 4+1) TO BE CALCULATED
-HRAY S .ENGT - * uD - iO > 3" -D :
:ALL FADD <. FAR, . L ( I ) ) ;
- "i I) IN ACCUMULATOR -
m__ FSTOR(. FPR, .
- STORE *OR USE I I
. . _ FMUL . :PR, . OV. : ;
* DV T '  * Q ' :N)
,-(_L -ROD • . rPR, . DV< ) ) :
-STOR . FPR, . DV( -;
•
_ FLOADC. FPR, . Q) ;
< :Ar o -OR NEXT CYCLE 0(N+1)=C(N) + . ; ■
-  D;
_ - . Vi. ( . ■ R, . )V 0> ) ;
. ;ALCL“_A' >AR: AL RESUL
. V = (I/PLANTSAIN)*<1/  2 ’ » T ' DV :I *C
FD:. . r f R, . PLANT$GAIN - :
► DIVIDE BY PLANT GAIN * /
... . J  . V . r PR,  . ..
• : . -  . - P R , . DV . 0 ) )  ;
w . - ROR T O M  S E T  n CON RI  
: = ADDED "0 DV < 0 )
. JAD . : - . J b T f c  <ROR ;
ALL FMUL( . FPR, . 3 1 ) ;
• CP " ..ATE 3 l* E (0 )
. . .  .  3 0 3  . : P < , .  SCTtERAORt) :
GAIN) ;
- i. j i  . T , .  .AN^tGAI'i :
.. . . .  - L U l . ‘ -  <, . L-V i A - •
. ' L -  - 3 TON . - P R ,  . DV<0) ) ;
«■ c . an  jAI ;*•-I ga . )
P L / M - 0 0  C O M P I L E R
'AGE
END-
2ND. *■ rJ.- JCEC'Jh.- * '
"ODULE INFORMATION:
CODE AREA SIZE = OOFort
VARIABLE AREA S. ZE = 0 0 0 5 -  
MAXIMUM STACK S , ZE = >0021-1
172 LI MEL. READ 
0 PROGRAM ER^ORCS)
END Cr PL/M-80 Cu^RXLA i'IOim
70
7 I 
7:
PL/.1-80 COMPILER
]QGE
13 1 3 - 11 PL/M-SO V3. 1 COM PI  LA I ON L> MCOLLiE Al . r MU v -  . 
OBJECT MODULE PLACED IN :F 4 : MOD 1 0 . OBJ 
COMPILER INVOKED BY: PL '8 s - a.: !'GD 10.  3KC
/# * » * > « ■ * > * * * *
/  * *"/
/ *  MODULE 10  * '
/ *  ALARM MODL-E * /
/ * ■  * /
/  4 T H I S  MODULE I S  C P - w E D  CiN TAi—  E - -  * /
/ *  TECTIQN. ALL LEDS 'LASH. * /
/*• * /
* * * * * * * * * * * * * * * * * * * * * * * *  » ^&**»***-» * * * * /
/  »
* /
ALARMSMODULE:
DO;
DECLARE (SAT,ERR) BYTE EXTERNAL;
1 DECLARE FIRSTi'SRRORIFLAG BY*E EX*'8RN-.;
4 i  f l a s h ;
PROCEDURE PUBLIC;
5 2 DECLARE ( I , J )  BYTE;
5 2 SAT= 0 0 :
7 2  ERR=OC;
3 2 FIRSTSERRORSFLAG = 01H;
9 2 DO 1=1 TO SOD;
10 3 OUTPUT (0E4H) =!NQT (SAT) ;
11 3 DO J= 1 TO 25;
12 4 CALL TIMEC50D);
13 4 END;
14 3 END;
15 2 SAT=00;
16 2 END FlA3H;
17 i END ALARM3M0DULE;
MODULE INFORMATIONS
CODE AREA SIZE - 004AH 74D
VARIABLE AREA SIZE 
MAXIMUM STACK SIZE 
37 LINES READ 
0 PROGRAM ERROR(S)
CD
PL/M—0 0  l CM’- i
/ *  MODULE \ 0 .  11 */
/ *  DATA 3HUr~L3 MODUuE * /
/ *  * '  
/  >
/ *  THIS MODULE TAKES THE TIr.E DEPENDANT */
' *- PARAMETERS USED DURING GEL,- TUNING AND */
/  * CONTROLLING AND Sr ' K-FlES THEM BACKWARDS >/
/ *  IN TIME IN PREPERATION FOR FOR THE NEX", * /
/ *  CYCLE . CONSEQUENTLY TH'S MODULE IS ONLY 
/ *  CALLED AT THE END Or EACH CYCLE BY EITHER */
/ *  AUTO OR MANUAL MODE. * /
*  /
*
* /
DAT A 53HUFFL—SMGDULe.:
DO;
sINCLUDE( : FL: -LOAN.SRC >
DECLARE ARRAYSLENG1 4 BYTE EX'ERNAL; 
DECLARE SE7SERRCR0 (LD) BYTE EX E - . A l ;  
DECLARE SETSERROR1 UJ> BYTE EXTERNAL;
DECLARE L (2 0 0 D) BYTE EXTE -NAL;
DECLARE DV(2 0 0 D) BYTE external ;
DECLARE DY1(AD > BYTE EXTERNAL;
DECLARE DYO <4D) Br'TE EXTERNA., ;
DECLARE CONfVARO (AD) BYTE c X ' Z tnPL ;
DECLARE C0N7VAR1(4D) BYT? ?X'E RNAL;
DECLARE MANIPVARO(40) BYTE EXTERNA,
DECLARE MANI AVAR 1 (4D) BYTE ERNA_,  
DECLARE 7 0 S PLANT ADDRESS E X' ERNA. ;
DATA-SSHu'FLE: 
PROCEDURE PUBLIC;
DECLARE I BY’"E;
DECLARE II BYTE;
DO I='i TO 4Q*ARRAY'3LENGT;- -  D;
II = 4D*ARRAY£L: >gth -  1 -  I;
DV(I1) = D'v (11 - 40);
/  * SHI. E ’ ■ • • . .A T „D VA v I ABLE : ACKWA RCS
C A«n e
DO I ■= OO TO ZD ;
DY1( I ) =DYO(I);
SETZERAC31 ( I ) = 5 E '$ E '< r*v2;-0 : I ) 
CON"" VAll ( I ) =C0NTVA1V <: ) ;  
MANIPVAAI(I) = MPNIPVARO(I)
END;
END; /*■ PROCEDURE * /  
nD ; / -  DA U S n i j F r  :_E$i^ODULE * /
ASM80 :F6:M0D12.SRC
I S I S - I I  8 0 8 0 /8 0 8 3  MAC’ Q S H S c / <  74.
LCC OBJ LINE SOURCE STA--:'ENT
0000  OF 
0 0 0 a C9
f
8
1 0 
11 
12
13
14
15 
15
17
18
19
20
/
/  *  
/  * 
/  *
“GDULE 12
* /
>/
*
/«• THIS MODULE IS CALLED TO STABLE 7 
/* A SNC01H ENTRY TO & EXIT FROM *, 
/ *  MONITOR WHEN REQUESTED BY C^ERTR*/ 
/# * /
TITLE (* JUT =3 TO MONITOR ROUT I ' .E’ ) 
NAME THRRGGATE
CSEG
MQNINS: RET 
BACK: RET
END
; ENSURE THAT QCN"ROLLER 
; STACK IS USED ON -E "UR
PUBLIC SYMBOLS
EXTERNAL SYMBOLS
USER' SYMBOLS
BACK C 0001 MONINS 0 0000  
ASSEMBLY COMPLETE, NO ERRORS
I SIS-1 I OBJECT LO CATER V . 0 IN''OKED BY:
-LOCATE : F! : Ba D .MOD CGDE(C400H> DmTAODOFH) STACK ( 41 2CIH) & 
♦*0RDEP(CODE DATA STACK) MAP SYMBOLS PRINT( : LP:)
SYMBOL TABLE OF MODULE BAD 
READ F!"OM FILE :F1:  BAD . MOD
UR ITT' -1 TO FILE :FI:BAD
VALUL TYPE sy: 1BOL
MOD SELFTUNE C ONTPOLMODULE
41 AC'H SYM MEMOR V
3D0FH SYM FRR .
3D21H SYM MIDDLEMAN
3D25H SYM FIRSTERRORFLAG
3D26H SYM FLAGWORD
3D27H SYM MANUALFLAG
3D28H SYM INTERROGATEFLAG
3D29H SYM SETPOINT
3D2DH SYM FROMPLANT
3D 31 H SYM TOPLANT
3D33H SYM CONTVARO
3D37H SYM CONTVAR 1
303BH SYM MANIPVmRO
3D3FH SYM MANIPVAR1
3D43H SYM DELTaVO
3D47H SYM DYO
3D4BH SYM D'Y 1
3D4FH SYM LOLEVEL
3D51H SYM HI LEVEL
3D53H BY M MaXLEVEL
3D55H SYM MINLEVEL
3D57H SYM SAT
305SH SYM EPF
3D39H SYM constant
3D SDH SYM Cl
3D 61 H e r M SETERRORO
3D65H SYM SETEPROR1
3D6 = H INCREMENT
3DoDH SYM L
3E35H SYM DV
3EFDH SYM FILTGAIN
3F01H SYM P2
3F0 5H SYM R1
3F09H SYM ONE
3F0DH SYM TLD
3F1 1H SYM TLG
3F15H SYM SAMPL INGPERIOD
3F 1 9H SYM R2SUB1
3F1DH SYM GAMMA
3F21H SYM HUNDRED
3F25H SYM PLANTGAIN
3F29H SYM D,PRED
3F2DH SYM ERF FRED
3F31H SYM SAMPLETIME
3F32H SYM NANUALCOUNT
3F33H SYM SAMPLECOUNT
3F35H SYM RAMPFLAG
3F36H ENABLEMANUAL
3F37H SYM ENDCOUNT
3F39H SUML
3F3DH SYM ARRAYLENGTH
3F3EH SYM FARM! 10
3F3FH SYM SPECIF,
SF CO H SMI
SF51H S‘Y M
0 40 OH SYM
041 7H SYM
3F52H
7FFoH
7FF7H
7FF4H SYM
7FF5H SYM
7FF0H
7FFAH SYM
7FF9H SYM
SC SDH
3C3EH
3F53H
3F55H SY M
3F57H SYM
0429H SYM
0 429H SYM
048CH
0822H SYM
0 8m OH 11
7FE8H SYM
7FFCH SYM
7C00H SYM
3D00H SYM
3D0 1 H SYM
7CFCH SYM
MOD
7FE3H SYM
7D84H SYM
3D02H SYM
7D8SH SYM
709AH SYM
3D03H SYM
3D05H SYM
3D0eH SYM
3D07H SYM
7D73H SYM
7E4 2H SYM
7FF4H SYM
7FF5H SYM
3D0 8H SYM
3 DO AH SYM
3D0BH SYM
7D7DH SYM
3D0DH SYM
300 EH SYM
7EB7H SYM
7F0BH SYM
MOD
02B*H SYM
08A»H SYM
08A5H SYM
MOD
41ADH SYM
08A7H S r M
3F58H ■
MOD
4 1ADH
095DH SYM
3F5AH SYM
7FF6H SYM
7FF7H SYM
TT'i T I ME 
TTY UP 
MESSAGE 
STATEMENT 
I
DmCILO 
DmC 1 H I 
DAC2L0 
DaC2 HI 
INITL 
MU ADR
g a i n s e l
IOC SC 3 0  
L0C3C3E 
A
e
CHANGETIME
SELFTUNECONTROL
SETUP
MODELMARS
BEGINLOOP
ENDLOOP
INTERRUPTMODULE
MEMORY
STATUS
INTERRUPTPROCESS0R
NUMBER
I
ENOUGH
E TRAM*RIABLEMODULE
MEMORY
mSCOUT
THING
CO
NUM0UT
AMOUNT
WIDTH
I
CHAPS
DIGITS
EXTRAMa RIa BLE
DAC2L0
DAC2HI
LEDSERR
LEDS
REFERENCE
DIGS
I
P
ERPOPLEO 
PARMOUT 
TERFOG 
MON I TO 
back 
MONINS
MANUALMODEMODULE 
MEI10RY 
MANUALMODE 
FP
ANALOGUEOUTMODULE
MEMORY
ANaLOGUEOUT
TEMP
DAC1L0
DAC1 HI
:F50H 8 v ’ 1 TTi T I ME
3F51H S 'i M TTY UP
040 OH SYM MESSrtOE
041 7H SYM STATEMENT
3F52H SYM I
7FFcH SYM DhC1LO
7FF7H SYM 0AC1HI
7FF4H SYM OAC2LO
7FF5H SYM DAC2HT
7FF0H SYM INI TL
7FFAH SYM MUXAOR
7FF9H SYT1 Or-1 MS EL
3C3DH SYM L0C3C3D
3C3EH L0C3C3E
3F33H A
3F55H B
3F57H SY M CHaNOETIME
0 429H SYM SELFTUNECONTFOL
0429H SYM SETUP
04SCH SYM MOOELMARS
0822H SYM BEGINLOOP
08m OH ENDLOOF
MOO INTERRUFTMOOULE
7FE8H SYM MEh lORY
7FFCH STATUS
7C00H SYM IMTERRUPTPR0CE3S0R
300 OH SYM NUMBER
300 1 H SYM I
7CFCH SYM ENOUGH
E: TRaVARIABLEMOOULE
7FE8H SYM ME! =Y
7084H SYM ASCCU"T
300 2H SYM THING
70 8 8 H SYM CO
7D9AH SYM NUMOUT
3O03H SYM AMOUNT
300 5 H SYM width
300 oH SYM I
3007H SYM CHAPS
7073H SYM DIGITS
7E42H EXTRAVARIABLE
7FF4H SYM DAC2L0
7FF5H SYM Da C2HI
300 8H SYM LEOSERR
300 mH SYM LEDS
3D0BH SYM REFERENCE
7070H SYM DIGS
300 OH SYM I
300 EH SYM P
7EB7H SYM EPPOFLED
7F0BH SYM Pa RMOUT
MOD TERROG
02BeH SYM MON I TO
08A6H SYM BACK
0 SASH SYM MONIMS
MOD MAN IJ A LM 0 0 EM 0 0 U L E
41A0H MEMORY
08A7H S < M MANUALMODE
3F58H SYM FP
MOD analogueoutmodule
41A0H MEMORY
095DH SYM AI'IaLOGUEOUT
3F5 mH SYM TEMP
7FFcH SYM DAC1L0
7FF7H SYM DAC1HI
11UU A; Tum^ i t CMvl Lt IODUl E
4 1 h[ H S >11 MEM OF','
0 h 0 B H 3YM mUTOMmTICMODE
3F5CH £ Y'M TENS
3F5DH SYM UN IT S
SYM FP
3F60H I
MOD ALARMMODULE
4' SYM MEMORY
0BS7H SYM FLASH
MOD INCONTVa RIABLEMODULE
S\ M MEMORY
OB SDH SYM IN PUTCONTROLLE DVA F'ImBLE
7FFEH S i M aDCHI
7FFDH SYM m D •- L 0
7FFCH SYM STATUS
7FFBH SYM CNVCr ID
MOD DaTa SHUFFLEf IODULE
41hDH MEMORY
0 BmEH SYM DATASHUFFLE
3Fo 1 H SYM I
3F62H SYM I 1
MOD F RED ICTANDUPDATEMODULE
41ADH SYM memory
0C67H SYM PREDICTANDUPDATE
3F63H SYM I
MOD MANIPVAPIABLECmLCM0 DULE
41ADH SYM MEMORY
ODFDH SYM MAMIPVARIABLECALC
3F64H I
3F65H SYM u
MEMOR'v MAP OF MODULE BAD
FEhO FPOM FILE :F1 : BAD.MOD 
WRITTEN TO FILE : F 1 :EhD
MODULE STmRT ADDRESS 04 26H
START STOP LENGTH PEL NAME
0 0 38H 003AH 3H A ABSOLUTE
0 40 OH 1 FB8H 1 EB9H B CODE
3D0FH 3F68H 25AH B DAT A
41 20H 41A SDH B STACK
41 ADH F6BFH B51 3H B MEMORY
7 CO OH 7FE7H 3E8H A ABSOLUTE ( MEMORY OVERLAP FROM 7C00H THROUGH 7FE7H)
A7
APPENDIX SECTION C
C o n t r o l l e r  S i mul a t i on  Sof tware L i s t i n g
T h r e e  ASCL ( A u t o m a t i c  C o n t i n u o u s  S i m u l a t i o n  La n g ua g e )  p r o g r a m s , u s ed  f o r  
s i m u l a t i ng  the s e l f  t une r  a r e  l i s t e d  below.  Program I was the program us ed  to 
s i mu l a t e  s e l f  t uning and c o n t r o l .  The fo l lowing p o i n t s  should be n i * e d : -
1)  The a c t u a l  p r o c e s s  c o e f f i c i e r -  . ( I )  a r e  l i s t e d  as  
c a l c u l a t e d  from an open loop s t e p  t . s t  done p r i o r  to  t h e  
s e l f  t u n i n g  r u n . T h e s e  a r u s e d  p u r e l y  f o r  e a s e  of 
r e f e r e n c e .  The s t a r t i n g  v a l ue s  f o r  t h i s  run a r e  a l l  
L ( I )  -  0,001 I * 1,N.
2) The form of t he  s e l f  t une r  used here  i s  the a b s o l u t e  form,  
i . e .  n o t  t h e  i n c r e m e n t a l  v e r s i o n  u s ed  f o r  t h e  a c t u a l  
i m p l e m e n t a . t i on  f o r  p r a c t i c a l  r e a s o n s .  H e r e ,  t h e  model  
e q u a t i o n  i s  of t he  same format  as the i nc r e men t a l  v e r s i o n .  
However ,  t h e  c o n t r o l l e r  e q u a t i o n  d i f f e r s  s o m e w h a t  i n  
a p p e a r a n c e . N e v e r t h e l e s s ,  i t  i s  t h e  same c o n t r o l l e r  as 
de r iv e d  p r ev i o u s l y  in  Appendix S e c t i on  A in  a b s o l u t e  form.
A8
Program I I  i s  a c l osed  loop u n i t  change i n  s e t  po i n t  t e s t .  Here t he  s e l f  
t u n i n g  ha s  been  removed and only the  c o n t r o l l e r  i s  p r e s e n t .  The c o e f f i c i e n t s  
used a r e  those  a r r i v e d  a t  by s e l f  t un i c  us ing Program I u n t i l  the c o e f f i c i e n t s  
appeared s t a b l e .
Program I I I  i s  i d e n t i c a l  to Program I I  excep t  t h a t  t h e  c o e f f i c i e n t s  u s ed  a r e  
t h e  i d e a l  c o e f f i c i e n t s  c a l c u l a t e d  from an open loop s t ep  t e s t .  The o b j e c t i v e  
h e r e  i i  a comparison between the  i d e a l '  case  ( Program I I I )  and the s e l f  t un e d  
c a se  (Program I I ) .
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^  ^  — w W W k. • » j
L( 2 C) - O. OC I 1 I 
L ( 2 7 ) = 0 . C C I 0 3  
L < 2 C» * 9 . 6 £ 1 2 E- 0 < t  
I L ( 2 9 )  = 9 . 0  C 9 6 E - 04 
> L ( 3 0 ) = 0 . 4 I 19 E - 0 4  
L ( 31 ) = 7 . t i t 2 6 E - 0 4  
L ( 32 ) = 7 . 3 30 I E - 0 4  
I L ( 2 3 ) - 6 «  R429E — 04
3 - 14 ) — fc»3E7t3E — 04 
I ( 3L ) = 5 • 9 C 25E -  04 
L ( 3 0 ; = E . 5 t 5 l E - 0 4  
L- I 37 ) = 5 .  I 9 4 6 C - 0 4  
L ( 1C ) = 4 . 84EUE- 04  
, I ( J9)  = 4 » b 2 6 | E  — 04 
L ( 40 ) = 4 . 2 2 3 2 E - 0 4  
L ( 4 1) = 3 . 9 4  17E- 04  
L ( 42  3= 3 . 6  7 9 9 L- 0 4  
L ( 43 ) — 3 .  4336E™04 
L ( 44  > = 3 . 2 G6 t i E- 0 4  
1,1 L ( 4C ) = 2 . 9 9 0 1 E - 0 4  
L ( 4 0 ) = 2 . 7 9 2 4 8 - 0 4  
1 ( 4 7  3 = 2 . 6 0 6 2 8 - 0 4  
L ( 4 0 ) = 2 . 4 3 2 9 E - 0 4  
I- < 49 ) = 2 . 2  7 0 8 E- 0 4  
( 5 0 ) = 2 . 1 182 E- 0 4  
( 0 1 ) = I .  9 78 3 8 - 0 4  
8 ( 5 2 > = 1 . 8 4 6 1 8 - 0 4  
8 ( 5 3 ) = I . 7 2 2 8 8 - 0 4  
| L ( 5 4 ) = 1 . 6 C 7 1 E - 0 4  
L ( 5 5 ) = I . 5 0  1 4 8 - 0 4  
L ( 5 0 ) = I . 1 9 9 4 8 - 0 4  
1 L ( 5 7 ) = | . 3 0 7 7 8 - 0 4  
8 5 0 ) = 1 . 2  I 8 8 8 - 0 4  
L ( 5 9  > = 1 . I 3 9 3 8 - 0 4  
L ( 6 0 ) = 1 . 0 6 2 2 E - 0 4  
L ( 61 1 = 9 . 9 2 2 3 8 - 0 5  
L ( 62 ) = 9 .  25 4 / 8 - 0 0  
L ( 6 3 ) = f l . 6 J 5 2 C - 0 5  
L ( 6 4 ) = 8 . 0 5 5 6 8 - 0 5  
L ( 6 5 ) = 7 . 5 2 5 H E - 05  
L ( 60 )  = 7 . 0  1 9 2 E - 0 5  
" L ( 6 7 1 = 6 . 5 4 5 3 8 - 0 5  
U < 6 0 > = 6 . 6  7 2 0 3 8 - 0 5  
L ( 69 ) = 5 .  705  7 8 - 0 5  
L < 7 0  = 5 .  3 C9 7 E- 0 5  
L ( 7 1 )=4 . 9 7 5 0 8 - 0 5  
L < 72> = 4 . 6  3 7 2 8 - 0 5  
L ( 7 3 ) = 4 . 3 2 4 5 8 - 0 5  
L < 74 ) =4  . 0 4  1 2 8 - 0 5  
I ( 7 5 ) = 3 . 7 6 0 2 8 - 0 5  
L < 70> = 3 . 5 2 3 0 8 - 0 5  
L < 7 7 ) = 3 . 2  7 8 2 8 - 0 5  
I- ( 7 0 ) = 3 . oe 6 8 8 - 0 5  
.i L ( 79 > = 2 . 8 4  9 9 8 —05  
L ( 8 0  = 2 . 6 7 5 0 8 - 0 5  
UC 989  1 = 1 ,N
L ( I > = 0 . CO I
9 0 9 . . C NT!NUt
* INITIAL PLANT INPUl-FRCM 8 5 TIF A 18 L •
A S S L M|NG INITIALLY SET PT a 1 •
MAN I,C » 0 F0 Mt PLANT 1 NPtjT * I / S S u l E*  T .  > •
DO 985 1 = 1 . N
• « 4 m  |  <-• 4. | j |  |
d  . . L 11N I I UL L  
YCFL = 1 .  ? 
i H17 E iJ H = 0 • 0
MZC1 ) = 0 . 0  
k"4 ( 1 ) =0 . 0
r .r  i u t -  t l d /  t l g
M1=1 . C0C*S 1 / TLD 
R 2 = I . C C C t S T / l L G  
MANVAR = C . I
CINTERVAL CINT= I . 0  
NDk'CF IN I I I AL •
11 , VNAM IC
EH IVATIVE
NOS = OLi ( 0 . 0 1 . 0 . 0 . 1 . 0 )
MAN | p = MANVAR«-fiO<
K •= I . 7
YA- K* HEALP L( 2 0 . 0 , MANI P , 1 . 0 )
YO-HEALPL( T1 . YA . I .  7 I
• UAND LIMITED NCISF. -1HZ*
YIN T- REALP L( T^. YD. 1 . 7 )
• ACTUAL PLANT AT 1 . 7  AT T=0 •
• LIMIT NOISE TC SYSTEM CAPABILITY »
SP= I . 0
OLTERH= 5P- YI  NT 
NOt • CF DER I VAT IVE *
•INTEGRATES FORWARD TC NOW•
• IC NEED TO PREDICT Yl NT•
•CALCS ARE ONLY DONE AT SAMPLE INTERVALS*
IC(COUNT . NE. I ) GO TC 1000
• SAMPLE ONCE EVERY ST*
COUN T = 0
SLM=0. 0  
DC 5 7 I = I .N
SUM = SUM *L( I ) *V( I )$  • SUMMATION L ( I ) ♦ V( I > « 
5 7 . .CONTINUE
•'!
• NCw PREDICT PLANT OUTPUT •
YPHED=( I . 0 / ( G F I L  T WR1 ) ) ♦ ( YDEL♦GF1LT♦ SUM ) 
YCEL-YINT 
PRE DER = YINT-YPRED
• UPDATE PARMS ACCORDING TO ERROR '
GAMMAs 0 . 0 0  I
DO 5 6 I s  1 , n
L ( I ) =L( I > H  gamma ) ♦ ( v ( I ) ♦PREDER)
5 H. . CONTINUE 
wCIGHT=1 . 0
• CALCULATE SSG ♦ ♦ - I •
SUMl.sO . c  
DO 5 9 I s  | , n  
SLML=SUML+L(I)
SR. . CONTINUL
UG 6 1 I - I • N
a t  n = L (  1) 
b 1 . .CONTIhUE
Q( 1 ) * 0 (  I ) * I . U/KP
• AND CCNTHQL •
DO 60  1 = 2 . N
M3( I )=Q( 1 1*V( I )
M4( I ) =M )(  I ) >M4( I -  1 )
60 . .CCN T I Nile
M5-M4( N ) ♦ ( Q( | ) ♦ V( 1 ; ) $ ' SUMMATION 0(  1 ) * V ( 1 ) •
MC=Rl*OlTEHR-PHEHH 
PREHH-<OLTEHH
MANv*R=( KP/ HZ) *M5+( KC*or | Lr / H2) *M6
•CELAY ALL VALUE S UY ST*
00 2 6  I 3 I « N 
DLNCE ( I ) = V < I )
. COM I NLE 
UC 30 1 = 2 . N
V( t )=DUNCE( I -  1 )
J C. .CON 1 INUE
VI I )=MAMVAW
1 0 0 0 . .CON T INUE
COLN T=CCUNT+1 
fCHMT{ f . G E . TMAX>
NO*'OF DYNAMIC*
LHMINAL
NOS * OF TERMINAL '
NO * • CF PROGRAM•
/ LKEC. SYSLI B DU 
/  DO
/  DD DSN=SYSii .Pl .UTL 1 O.DI SP=ShH
/ LKED• SYS IN DO *
INCLUDE SYSLI U( CAPPLt )
/GO.PLOTAXYZ OO UN I T = PLCTOUT, SPACl = ( CYL . ( J , 3)  ) 
/ GO.  SYS IN CO ♦
SC f N S TP = I 
ET TITLE*'SELF ID t  Ct.NTROL*
ET CALPL T= . TUUE . .PRNPI. T = . F ALSt ♦ . X I NCPl = 9 . 0 , Yl NC P l  
PREPAW T. L ( I0> sOUTERR, YI NT 
START
PRINT I .LI I 0 )  . YI NT . • hCIPRN *=10  
OISPLY L , KP, Y I NT , MANVAR.NOS
PLOT * X AX I S • = T . • XLO * = 0 . 0 ,  * XHI • =3 0 0 0  .0 . L ( 10)  
PLOT *XAX | S* = T t • XLC • * 0 .  0 .  *XMI ♦ -29<>a . 0  , Y I NS 
STOP
/
p a c ,
L A N G U A G f c * * * * ^ * * * AGE ,
A C S L  i w n
p??S?rPRocJISAJg2T5!^ «"°GHAH
• IN Z DOMAIN THIS IS |
1 G F = ( p i - Z * * - l  > ♦ (  I L D / T l  G ) / ( H 2 - Z * 4 - n
• TUD/TLG ENSURES U N I T Y  G A I N  *
•Ml »ST/TLD : R2=l ♦ST/ TLG
I N I T I A
i l l i i i i i r " 1
ARRAY M l ( S 0 ) . M 2 ( 5 0 ) . M 3 4  5 0 ) . M 4 ( 5 0 )
ARRAY 0 ( 5 0 )
ARRAY DUNCE( 5 0 )
L  ( 1 ) =  0 . 0 ( 0 0 0  
L ( 2 ) — 3 . 9 S E - 0 4
L ( J ) = 0 . 0 0 2 0 8
L ( 4 ) - 0 . 0 0 3 4  8 
L ( 5 ) = 0 . 0 C 3 5  1 
L ( 6 ) = 0 . 0 0 3 8 2  
L ( 7 ) a Q . 0 0 3 9 7  
L ( 8 ) = 0 . 0 0 4 0 2  
L ( 9 ) = 0 . 0 0 4 0 0  
L ( 1 0 ) = 0 . 0 0 3 9 3  
L ( 1 1 > = 0 . 0 0 3 8  3 
L ( 1 2 ) = 0 . 0 0 3 7 2  
L ( 1 3 ) = 0 . 0 0 3 5 8  
L ( 1 4 > = 0 . 0 0 3 4 5  
L (  1 5  > = 0 . 0 0 3 3 2  
l_ ( 16 > = 0 . 0 0 3 1 8  
L ( I 7 > = 0 . 0 0 3 0 5  
L ( 18 > = 0 . 0  0 2 9 2  
L (  1 9  > = 0 . 0 0 2 8 0  
L ( 2 0  > =  0 . 0 0 2 6 8  
L (2 I > = 0  . 0 0 2 5 7  
I ( 2 2 > = 0 . 0 0 2 4 6  
L ( 2  3 > = 0 . 0 0 2 3 7  
l_ ( 2 4 > = 0 .  0 0 2 2 8  
L ( 2 5  > = 0 . 0 0 2 1 9
♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ A D V A N C E D  c o n t i n u o u s  s i m u l a t i o n  L A N G U A G E ♦ ♦ ♦ ♦ * ♦ ♦ ♦ ♦
ACSL TNANSuA TOH V E H S I O N  4 L E V E L  5 0  8 0 / 3 3 7  1 4 . 2 4 . 4 2  p
PROGRAM ESTIMATES TESI PROGRAM
•THIS PROGRAM CONTROLS A •
• 3RD ORDER PLANT VIA:  •
• THE TU TSING ALGORITHM. •
• KP IS PLANT STEADY STATE GAIN *
• KC IS CONTROLLER GAIN WHICH •
• CONTROLS SPEED OH RESPONSE •
• Q COEFS ARE DERIVED FROM •
• STEP RESPONSE OF PLANTfFILTER •
• NOTE: '
• A ) PREFIL TER TLDS+l / TLGS+1 •
• INCLUDED FOR STABILITY *
• IN Z DOMAIN THIS IS '
•  #
• GF= ( R l - Z * * - 1 > * ( T L U / T L G ) / t R 2 - 2 * * - 11 *# •
• Tl O/TLG ENSURES UNITY GAIN •
• RI tST/ TLD : R2=I *ST/ TLG •
IN IT I
INTE n . count . I . j
CONS I N=5 0 # T 1 = 1 8 . 0 . WEIGHT»1• 0  
CONSTANT T 2 = 3 . O . K - I . 7  *COUNT=I 
CONSTANT S T= 1 . 0 . TMAX= I 0C. 0  
CONSTANT TL0=10 0 . 0 . TLG*1 5 . 0  
ARRAY L ( 5 0 ) . VI 5 0 )
ARRAY MI ( 5 0 ) ,M2 < 5 0 ) .M 3< 5 0 )  ,M4I 5 0 )
ARRAY 0 ( 5 0 )
ARRAY DUNCE( 5 0 )
L ( 1 > = O.CCOOO 
L <2 ) = 3 . 9 9 E - 0 4  
L ( J ) = 0 . 0 0 2 0 8  
L ( 4 ) = 0 . 0 0 3 4 8  
L( 5 ) = O. OC3 5 I  
L ( fc ) = 0 .  00382  
L ( 7 ) = 0 . 0 0 3 9 7  
L ( 8 ) = 0 . 0 0 4 0 2  
L ( 9 ) = 0 . 0 0 4 0 0  
L ( 1 0 ) = 0 . 0 0 3 9 3  
L ( I I ) = 0 .  0 0 383  
LI 12 ) = 0 . 003 7 2  
L ( I 3)  = 0 • 0 0 3 5 8  
L ( 1 4 ) =0  C0345
LI 15 ) = 0 . 0 0 3 3 2  
L ( 1 6 ) = 0 . C 0 3 1 8  
L < 1 7 ) = 0 . 0 0 3 0 5  
L ( 1 8 1 = 0 . 0 0 2 9 2  
LI 19 ) = 0 . 0 0 2 8 0  
LI 20 ) = 0 . 0 0 268  
LI 2 I ) = 0 . 0 0 2 5 7  
LI 22 1 = 0 . 0 0 2 4 6  
LI 23 1 = 0 . 0 0 2 3 7  
L I 24 1 = 0 .  0 0 2 2 8  
L 1 2 5 > = 0 . 0 0 2 1 9
♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ a d v a n c e d  c o n t i n u o u s  s i m u l a t i o n  l a n g u a g e
ACSL T RANS L AT OR V E R S I O N  4 L E V E L  t>D 8 0 / 3 3 7  1 4 . 2 4 . 4 /
L ( 2 6 1  = 0 . 0 0 2  I I 
L ( 2 7  ) = 0 . 0 0 2 0 2  
L ( 2 8  ) = 0 . 0 0 I  9 5  
L ( 2 9 1  = 0 . 0 0 1 8 9  
L ( 3 0 ) * C . 0 0 1 8 2  
L ( JI  ) = 0 . 0 0 l  76 
L ( 3 2 1 = 0 . 0 0 1 7 1 
L ( 3 3 1 = 0 . 0 0 1 6 6  
L ( 3 4 1 = 0 . 0 0 1 6 1  
L ( 3 5  1 = 0 . 0 0  1 5 6  
L ( 3 6 1 = 0 . 0 0 1 5 2  
L ( 37 1 = 0 . 0 0  1 4 9  
L ( 38 1 = 0 . 0 0 1 4 5  
L ( 3 9  1 = 0 . 0 0 1 4 2  
L ( 4 0  1 = 0 . 0 0 1 3 9  
L ( 4  I 1 = 0 . 0 0  1 3 7  
L ( 4 2  1 = 0 . 0 0  I 3 4  
L ( 4 3 1 = 0 . 0 0  1 3 2  
L ( 4 4  1 = 0 . 0 0 1  3 0  
L ( 4 5  1 = 0 . 0 0 1 2 9  
L ( 4 6  1 = 0 . 0 0  I 2 7 
L ( 4 7 1 = 0 . 0 0  1 2 6  
L ( 4 8  1= 0 . 0 0  I 2 5  
L ( 4 9 1 = 0 . 0 0 1 2 4  
L ( 5 0 1 = 0 . 0 0 1 2 3
GO TO 9 9 6  
LI S  I 1= 1 . 9  7 8 3 E - 0 4  
LI 52 ) ■ I . f c461E- 04  
LI 531= 1 . 7 2 2 8 8 - 0 4  
L I 5 4  1 = I . C0 7 1 E- 0 4  
LI 5 5 1 = 1 . S O I 4 f - 04 
LI 561= 1 . 3 9 9 4 E - 0 4  
L I 57 1= 1 .  207 7 8 - 0 4  
1 1 5 8  1 = 1 . 2 1 8 8 8 - 0 4  
LI 59 1=1 .  I 3 9 3 8 - 0 4  
LI 601= 1 . 0 6 2 2 8 - 0 4  
LI 6 I 1 = 9 . 9 2 2  3 8 - 0 5  
L 162 1 = 9 . 254 7 E - 0 5  
L I 6  3 1 = 8 . 6 3 5 2 8 —05  
LI 64 1 = 8 .  0 5 5 6 8 - 0 5  
LI 65 1 = 7 . 5 2 5 8 8 - 0 5  
LI 661 = 7 .  0 1 9 2 8 - 0 5  
L 1 6 7 , = 6 . 5 4 5  3 8 - 0 5  
LI 68 1 = 6 .  6 720 3 8 - 0 5  
LI 69 1 = 5 .  705 7 8 - 0 5  
LI 70 1 = 5 .  309  7 8 - 0 5  
LI 71 1 = 4 . 9 7 5 0 8 - 0 5  
LI 72 1 = 4 .  6 3 7 2 8 - 0 5  
LI 7 3 1 = 4 .  3 2 4 5 8 —05  
LI 7 4 1 = 4 . C 4 | 2 E - v5 
LI 75 1 = 3 .  7 6 0 2 8 - 0 5  
LI 761 = 3 . 5 2 3 0 8 - 0 5  
L I 77 1 = 3 . 2  7 8 2 8 - 0 5
P AGE  2
♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ A l ' V A N C E O  C O N T I N U O U S  S I M U L A T I O N  L A N G U A G E * * * * * * * * * ^ ^ ^
AC SL TRANS LATOR V E R S I O N  4 L E V E L  5 0  0 0 / 3 3 7  I 4 . Z 4 . 4 2
L < 76 ) = 3 . 0 66  6E~ 05 
L ( 7 9 l = 2 . 649  9 6 - 0 5  
L I 8 0 1 = 2 . 6 7 5 0 6 - 0 5  
9 9 6 .  .CENTINUE 
00 9 8 9  1 = 1 . N
L ( I ) = I . 0 *L ( I )
9 6 9 . .CON T INUE 
DO 2 1 = 1 .  N
VI I 1 = 0 . 0
2 . .CUNT INUE 
VOEL= 1 . 0  
PH£RR= C . 0  
M2( I ) = C. 0  
M4( I 1 = 0 . 0  
OF ILT = TLO/ tlg 
R1 = 1 .OCO+ST/TLO 
R 2 = I . 0 0 0 * ST/TLG 
MANVAR=0.0
CINTERVAL C INT= 1 .  0  
END*•OF INITIAL*
DYNAMIC
• THE PLANT IS INITIALLY AT ZERO STATE * 
. BUT LNIT SET POINT APPLIED AT T=0. Q 
. FOR COMPARISON WITH IDEAL CASE 
DERIVATIVE
MAN 1P-MANVAR
VA = K * R E A L P L ( 1 0 0 . 0 . MAN I P . 0 . 0 )
Y B = R E ALPL( TI . V A , 0 . 0 1
• BAND LIMITED NO I SC-I  HZ *
c a r a u i l i tv •
SP= 1 0
OU TE WR = SP— YINT 
ENDS'  OF DERIVATIVE"
• INTEGRATES FORWARD TO NOW 
. c l L C S EARETnNLYL0()NE ^ S A M P L E  INTERVALS'
IF( COUNT. NE. I ) GO TO 1000  
•SAMPLE ONCE EVERY SI*  
COUNT = C 
L ( I ) = 0 .
LI 2 )= 3 . 9 9 0 6 - 0 4  
L ( 3 ) = 0 . 0 0 2 0 6
• CALCULATE SSG ♦ I * 
SUML = 0 . 0
♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ♦ ADVANCED C O N T I N U O U S  S I M U L A T I O N  L A N G U A G E * * * * * * * * *
AC SL TRANS LATOR V E R S I O N  4 L E V E L  5 0  8 0 / 3 3 7  1 4 . 2 4 . 4 2  P AGE 4
CO 59 I = I . N 
SUML = SL ML ♦ . ( I )
5 9 . .CONTINUE
K P = ( R 2 - l . 0 ) /SUML 
KC = KP
• TRANSFER PARMS TO CONTROLLER •
00 6 I 1 = 1 . N
0 1  I ) = L  ( I >
6 I . .CCNT INUE
C ( I ) = 0 ( I ) » I • O/KP
• AND CONTROL •
00 80 1 = 2 . N
M i l  i ) = 0 (  I ) 4 V ( I )
M4( I ) = M3( I )+M4( 1-1 )
60 .  .COhTINUE
M5 = M4 ( N) * ( Q(  I ) * V( I )  ) S ' SUMMAT1 ON 0 (  1 ) *V(I  ) «
Mb=HI*CUTERH—PRERR 
PRERR=CUTERR
MANVAR=(KP/R2 ) * M 5  ♦ ( KC*GF1LT/ R2) *M6
•DELAY ALL VALUES HY ST*
CO 28 1 = 1 . N
OUNCE< I ) = V I I )
2 8 .  .CONTINUE 
00 30 1 = 2 . N
V( I ) = OUNCE( 1-1  )
30 . .CONTINUE
V ( I ) =  M ANV AH
1 0 0 0 . .CON I INUE
COUN T =  COUN T ♦ I 
T E R M T ( T . GE. T MA X  ) 
E NO 4 • OF DYNAMIC* 
TERMINAL
ENOS• OF TERMINAL 
ENOS *0F PROGRAM•
p  f t  u  M  2 2 1
♦ ♦ ♦ ♦ ♦ ♦ • ♦ ♦ A D V A N C E D  C O N T I N U O U S  S I M U L A T I O N  L A N G U A G E * * * * * * * * *
AC St.  T H A N S L A I O H  V E U S I O N  4 L E V E L  t iD 0 0 / 3 3  I 1 5 . 5 2 . 0  1 KAUC
PHOGRAM ESTIMATES TEST PROGRAM
•THIS PROGRAM CONTROLS A
• JRD ORDER PLANT VIA:  •
• THE TU TSING ALGORITHM. •
• KP IS PLANT STEADY STATE GAIN •
• KC IS CONTROLLER GAIN WHICH '
• CONTROLS SPEED OF RESPONSE '
« 0 COEFS ARE DERIVED FROM •
• STEP RESPONSE OF PLANT TFILTER *
• n o t e : *
• A)PREFIL TER TLOS♦ I / TLGS♦ I '
• INCLUDED FOR STABILITY '
• IN Z OCMAIN THIS IS '
e •
GF= ( H | - Z * * - l  )*(  1 L D / T L G ) / < R 2 - Z * * - 1) *
« •
TLD/TLG ENSURES UNITY GAIN '
• R l =  t * S T / T L O  : R 2 = l ♦ S T / T L G  *
N I T I At.
INTEGER N. COUNT, I . J
CONSTANT N = 5 0 . T l = 1 5 . 0 . W E I G H T = l e 0  
CONSTANT T 2 = 3 . 0 . K= 1 . 7 . CC U NT = 1  
CONSTANT ST=I . 0  . TMAX= 3 0 0 . 0  
CONSTANT TLD=I 0 0 . 0 . TLG=1 5 . 0  
ARRAY L ( 5 0  ) . V( 5 0  )
ARRAY M l ( 5 C > . M 2 ( 5 0 ) . M 3 ( 5 0 ) . M * ( 5 0 )
ARRAY 0 ( 5 0 )
ARRAY DUNCE( 5 0 )
L ( I 1 = 0 . 0 ( 0 0 0  
L ( 2 ) = 2 .  3 4 7 5 E - 0 4  
L ( 3 ) - 0  . 0 0 I 22  
L ( 4 ) = 0 . 0 C 2 0 5  
L (5 1 = 0 . 0 0 2 5 6  
L ( 6 ) = 0 . 0C2H6 
L ( 7 ) = 0 . OC300  
L ( C ) = 0 . 0 C 3 0 4  
L ( 9 l = 0 . 0 C 3 0 l  
L ( 1 0 i = 0 . C0203  
1 ( 1 1 ) = 0 . C 0 2 8 2  
L ( 1 2 ) = 0 . 0 0 2 7 0  
L ( 1 3 ) = 0 . 0 0 2 5 6  
L ( 1 4 ) = 0 . 0 0 2 4 3  
L ( 1 5 1 = 0 . 0 0 2 2 0  
L ( 1 6 ) = 0 . C 02 I 5 
L ( I f  1 = 0 . 0 0 2 0 2  
L < I f l 1 = 0 . 0 0 1 0 0  
L ( 1 9 1 = 0 . 0 0 1 7  0 
L (20 1 = 0 . CO I 66  
L ( 2 1 1 = 0 . ( 0 1 5 5  
L ( 22 1 = 0 .  00 I 45 
L ; 2 J ) = 0 . C 0 1 J 6  
L ( 2 4 1 = 0 . 0 0 1 2 7  
L (251 = 0 . ( 0 1  19
ACSL i i ^ r ' ? s . s ^ s r GE’ ...............
L ( 2 6  > « 0 . CO I 11 
L ( 2 7 1 = 0 . 0 0 1 0  3 
L ( 2 8 1 = 9 . 6  5 1 2 L - 0 4  
L < 2 9 1 = 9 . C 0 9 6 E - 04 
L ( 301  = 6 . 4 1  I 9 E - 04 
L ( 3 1 1 = 7 . e b 2 6 E - 04 
L ( 32 1 = 7 .  330 I E- 0 4  
L ( 3 3 1 = 6 • C4 2 9 E- 0 4  
L ( 34 1 -6 .  3 8 7 5 E - 0 4  
L ( 35 )-=5.  S 6 2 5 E - 0 4  
I ( 36 1 -■ 5 .  5 65  I E-  04 
L( 37 1 = 5 .  1 9 4 6 E - 0 4  
L ( 3 8 1 = 4 . 8 4 0 8E- 0 4  
1 ( 3 9 1 = 4 . 5 2 6 1 E - 0 4  
L ( 4 0 l = 4 . 2 2 3 2 E - 0 4
L ( 4 1 1 = 3 .  9 4 3 7 E - 04 
L ( 421 = 3 . 6  7 9 9 E- 0 4
L ( 4 3 1 = 3 . 4 3 3 6 E - 0 4  
t ( 4 4 1 - 3 . 2 0 6 8E- 0 4  
L ( 45  1 = 2 . 9 9 0 1 E - 04 
L ( 4 6 1 = 2 . 7 9 2 4 E - 04 
t. ( 47  1 = 2 . 6  0 6 2 E - 0 4  
L ( 48  1 = 2 .  4 3 2 9 E—04 
L ( 49  1 - 2 . 2  7 0 B E - 04 
L ( 501  = 2 .  I I 8 2 E - 04
GO TIJ 9 9 6  
L ( 5 1 1= 1 * 9 7 0 3 E- O4L ( 521= 1 . 8 4 6  I E - 0 4  
L ( 5 3 1 = I .  7220E- O4  
L (54 1 = 1 • 6 0 7  I E - 04 
I ( 55  1= 1 . 5 0 1 4 E - 0 4  
1 ( 5 6 1 = 1 . 3 9 9 4 E - 0 4  
L ( 5 7 1 = 1 . 3 0 / 7 E - 0 4  
L ( 5 8 1 = 1 . 2 1 8 8 8 - 0 4  
L ( 5 9 1 = 1 • 1 3 9 3 E - 0 4  
L ( 60  1= 1 . 0622E — 04  
1 ( 6  1 1 = 9 . 9 2 2 3 8 - 0 5  
I ( 62  1 = 9 . 2 5 4 / E - 05  
L ( 6 3 1 = 8 . 6 3 5 2 8 - 0 5  
L ( 6 4 1 = 8 . C5 5 6 E- 0 J  
I ( 6 5 1 = 7 . 5 2 5 8 E —05  
L ( 6 6 l = 7 . 0 l 9 2 E - 0 5  
l_ ( 7 1 = 6 . 5 4 5 3 E - 0 j
L ( 6 8 1 = 6 . 6 7 2 0 3 0  05
1 ( 6  9 1 = 5 . 7 0 5 7 8 - 0 5  
0 ( 7 0  1 = 5 . 3 0 9 7 E - 0 5  
1 (71 1 = 4 . 9 7 5 0 0 - 0 5  
0 ( 7 2  1 = 4 . 6 3 7 2 8 - 0 5  
0 ( 7 3  1 = 4 . 3 2 4 5 8 - 0 5  
0(  74 1 = 4 . 0 4  12 6 — 05  
0 ( 7 5  1 = 3 . 7 6 0 2 8 - 0 5
0 ( 7 6 1 = 3 . 5 2 3 0 0 - 0 5
0 ( 77 1 = 3 . 2 7 8 2 E - 0 5
♦ ♦ « ♦ ♦ ♦ ♦ ♦ t AOVANCED C O N T I N U O U S  S I M U L A T I O N  L ANGUAGE ♦ ♦ * ♦ * ♦ ♦ ♦ ♦
ACSL TRANS LATOR V E R S I O N  4 L E V E L  5 0  B O / 3 3 7  1 5 . 5 2 . UI  PAGE 3
L ( 7ti ) = J . C66t iE-C5
l ( 7 9  » = 2 . e a q y E - o s  
L ( tiO l = 2 . e ? 5 0 E - 0 5  
9 V 6 . .CCNTINUE 
CO 9 0 9  1 = 1 . N
L ( I ) = I . 7 * L ( I )
9 a 9 . .CONT INUE 
CO 2  I -  1 .N 
V( I ) - C . 0 
2  .  .CON I INUE 
YOEL=1 . 0 
PRERR=C .  0 
N2( I ) - C . O  
M4( I ) = C.O 
GF ILT=TLD/TLG 
R l = l . C C 0 + 5 T / T L C  
R2-  1 .OCO + ST/TLG 
MANVAR* 0 . 0
C INTERVAL C IN7= I . 0  
ENOS »0F INITIAL*
DYNAMIC
• THE PLANT IS INITIALLY AT ZERO STATE *
• BUT VNIT SET POINT APPLIED AT T=C.O •
*
DERIVATIVE
MANIPsMANVAH 
Kt I .  7
/A = K*R6ALPL( 1 00 .  0 . MAN|P .  0 . 0 )
YG=REALHL ( TI . YA. O. O)
• HAND LIMITED NOISE-1HZ*  
YINT=REALPL(T2. YO. O. O)
• LIMIT NOISE TO SYSTEM CAPABILITY *
SP-  1 . 0
CUTERR=5P-YINT 
ENOS• OF DERIVATIVE*
• INTEGRATES FORWARD TO NOW *
• I E NEE C TO PREDICT Vl NT*
•CALCS ARE ONLY DONE AT SAMPLE INTERVALS*
I F( COUNT. NF. I )  GO TO 1000  
* SAMPLE ONCE EVERY ST* 
COUNT = 0
• CALCULATE SSG * * - 1  *
SUML = 0 . 0
l a n g u a g e
PAGE 48 0 / 3 3 7  1 5 . 5 2 . 0  1
CO 5*3 I -  I . f «
GUML = SLM1. *L ( I )
5 9 . .CONT1NUE
KP=( R 2 - I • 0 ) / SUMl 
KC = KP
. TRANSFER PAWNS 10 CONTROLLER * 
CO 6 I 1 = 1 . N 
0(  I ) = L ( 1 >
61 . .CONT INUfc
C( I ) = 0 < 1 )♦ 1 . 0/KP
• a n d  c o n t r o l  •
CO 6 0 1 = 2 , N
M3 i I ) = 0(  I ) * V ( 1 )
M A ( I ) = M 3 ( 1 ) ♦ N A { I -  I )
M6  =  R I * C O T L N i .  PRERR 
PRfcRR=OUTERH
M A N W A R = ( K P / R 2 ) * M5  M  KCALT
• D E L A Y  A L L  V Ai  Lit. S  6  Y S T *  
C O  28 1= 1 . N
C U N C E ( 1 ) = V< 1 )
2 8 . .CONTINUE
CO 30 1 = 2 . N
V( I ) =DLNCE( I -  I 1
3 0 . .CONTINUE
V( 1 >=MANVAR
1000 . .C C N IIN U E
COUNT = CUUNTt 1 
TERMT(T.GE.TMAX)  
ENDt ' UF DYNAMIC*
TERM INAL
E N O f  O F  T E R M I N A L  •
6  0  .  . C O N  f I N U F  
M5 = M4( N ) ♦ ( 0 » V (  I )  )l 'SUMMATION O( I ) * VII )«
E N D S ' C F  P R C  GR  AM*
APPENDIX SECTION D
C i r c u i t  Diagrams
An o v e r a l l  connect ion  diagram i s  shown in Figure A - l . This shows the e s s e n t i a l  
c o n n e c t i o n  be tween four boards c o n t a in in g  inalog ir.d d i g i t -  e l e c t r o n i c
c i r c u i t r y  and various p er iph era ls .  This f ig u re  must be read in  on ju n c t io n  
w i t h  F ig u r e s  A-2 and A-3 which r e s p e c t i v e l y  d e p i c t  the analog  me i i g i t a i  
c i r c u i t s  b u i l t  s p e c i f i c a l l y  for t h i s  p r o j e c t .
Fi gu r e  A-4 i s  the  s ys t i . i  i n t e r c o n n e c t i o n  d ia g ra m . Here “ - 2 0  mA c o n t r o l l e d  
v a r i a b l e  as  me a s u r e d  was c o n n e c te d  to the in pu t  s t a g e  of t he a x i s  t in g  P. 
c o n t r o l l e r .  Thi s  enabled the e x i s t i n g  d isp lay  and recorder to oe isec for th is  
v a r i a b l e .
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PIN CONNECTIONS AND RELATED INFORMATION
EDGE CONNECTOR J1 SBC 80/10 BOARD
Pin No.
50 PIN
Function
Least s i g n i f i c a n t  d i g i t  
Thumb Wheel Switch
9
11
13
15
Most s i g n i f i c a n t  D ig i t  
Thumb Wheel Switch
25
29
19
17
21
41
45
47
39
37
35
33
Interrogate  Flag Switch 
MAN/AUT Flag Switch 
Display Flag Switch . 
Ramp Flag Switch (LSB) 
Ramp Flag Switch (MSB) 
Display Diodes (LSB) 
(LSB+l)
(MSB)
C ontroller  Skipped Switch
'K
EDGE CONNECTOR J1 
(Continued)
SBC 80/10 iSOARB
Pin No.
50 PIN
Function
27
28
23
24
31
32
5V Supply
43
44
49
50
Shield Connection 
T Earth
Note:
1) A l l  others are t i e d  to ground.
2) 3M mating connector 3415-0001.
EDGE CONNECTOR J3 SRC 80/10 BOARD :o  LX T'J TELETYPE
RS232C Connecc Pin No. Function
12 23 in RX DATA
24 22 TTY RX DATA RETURN
25 24 TTY TX DATA RETURN
13 25 TTY TX DATA
N otes :
1) 3M Mating Connector No. 3462-0001,
EDGE CONNECTOR P-5 RTI 1200 BOARD 20 PIN - ALL ANALOG SIGNALS
Pin No. Function
5 Extra Channel, Voltage Out
to Chart Recorder
6 Analog Common to Chart
Recorder
8 Tied to Pin 19
9 Analog Common
10 Analog Common
15 Analog Common
16 Analog Common
1 7 Manipulated Variable Voltage 
Out to Plant and Chart 
Recorder
18 Anlog Common to Chart 
Recorder
1 9 Tied to Pin 8 (+15V)
20 Manipulated Vari abl e ,  Current 
Output to Plant and Chart 
Recorder
EDGE CONNECTOR P4 RTI 1200
Controlled Variable form Analog Board
F u n c t i o n
Signal HI
Signal  L0
GND (Sh ie ld )
N otes :
Pin S o .
1
2
1) 3M C o n n e c t o r  3433-1002.
u
k
5
j
o
o
j
<x
z
cr
cO
»-t
r
v.
N
<x
(J
-  «1 44 >
r
Component L i s t
R1 , R17 
R2, R18 
R3
R4, R6, R9, RIO, R l l ,  R12, R13, 
R14, R16, R19, R21
R5, R15
R7
R8
R e s i s t o r s  i n  K i l o - o h m s
400
R20
Cl
C2
03
100
200
1
0,25
6 , 20
10
2,50
C a p a c i t a n c e s  i n  M i c r o - F a r a d s
45
22
0,1
Z1
Zener Diode 5W BZX8 5C
IC1, IC2
DPM
ISOL XFORMER ( c *>
V/I CONVERTER
TL 084C
NLS PM 3,5
60-111
AD 2B20A
P i o A 2
F  0 , 0 M T  ?  A N C l -
“J"
5 k*JtTCLH6Lt>
iNVe.VrC.T> 'bc-6
citcuirx^__
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"& .T L
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