The problem of enumerative encoding is of interest in combinatorics, information theory, and other fields of discrete mathematics. Presently, algorithms to enumerate permutations, combinations, etc., are known, which do not need an exponentially growing amount of memory. The encoding and decoding rates of these methods, which are considered to mean the number of operations on binary words, exceed en, where c is a constant and n is the length of words to be enumerated. We suggest a new enumeration method whose encoding rate is O(log c n), c > 1.
INTRODUCTION
The general enumerative encoding problem can be formulated as follows: let an alphabet A, an integer n > 1, and a set 5 of words be given, 5 c A n . The enumerative coder, or the enumerative encoding method, should, for any word χ ε 5, compute its code code(jt), which is a word over binary alphabet. In addition, all words code(x) should be different for different χ e 5, and be of one and the same length, which, obviously, is no less than [log \S\] bits. Hereafter log* = Iog 2 ;t, \S\ is the cardinality of a set S or the length of a word 5; \x] is the closest to χ integer which is no less than x. A decoder gives χ by a given code(jc).
This problem is well known in combinatorics, computation, and information theory (see, e.g. [1, 2] ). In particular, it arises in random generation of combinatorial objects [1] , In information theory, the enumerative encoding problem is closely related to the so-called data compression, when a word χ e S c A n of length n log |A| is mapped to a word of length code(;c). The lower the ratio |code(;c)|/(rclog|A|), the better the compression.
It seems likely that the most simple enumerative coder can be realized as follows: a computer stores in the memory all words of the set S as well as the corresponding words code(x), χ e 5. In this realization, the coding time is proportional to log |5| (or to η log |A|), whereas the coding rate does not exceed a constant.
But the essential deficiency of this realization consists of the fact that all words 5 and code(*), χ e 5, have to be stored in the memory of the computer which executes the coding. The amount of needed memory thereby grows exponentially as the length of encoded words increases. Thus, the problem to construct a fast coder becomes trivial if we own an exponentially growing memory. But such methods are of no interest. One of the most important problems of enumeration of combinatorial objects and of information theory consists of construction of methods whose need for memory does not grow exponentially as the length of enumerated words increases. Such methods are known for a few classes of combinatorial objects (see [1, 2] ); here we mention two problems for which methods are known whose need for memory is polynomial: they are the enumeration of permutations of the integers from 1 to n, and the enumeration of the binary words of length η containing a given number of ones. The last problem is of a particular interest for information theory, because it constitutes the basis of data compression methods. Some authors, independently of each other, suggested a method whose need for memory grows polynomially [3] [4] [5] (see also [2] ).
We use the first problem in order to illustrate the basic idea of the method. Let S n be the set of all permutations of the numbers {1,2, ...,η}, η > 2. For a permutation χ = Xix 2 . . .x n € S n and ι, l < i < n, let r/ mean the number of elements of the permutation that are less than jc/ and are placed in χ to the right of the ith entry. It can easily be seen [1, 2] that the equality η code(*i* 2 ..·*") = ]T r,(n -i) ! ( 1 ) i=l defines some enumeration of all permutations. If, for example, the computing in the right-hand side of the formula is radix two, then the result, taken as a binary word of length [log(n!)], is the ordinal number of the permutation which we set up to know. Using Horner's method, we can rewrite (1) as code(*,..jO = (...fain -1) + r 2 )(n -2) + r 3 )(n -3) + ...
For instance, if we take Χιχ 2 ...χ* = 32647185, then Π =2, r 2 =l, r 3 = 3, r 4 = 1, r 5 = 2, r 6 = 0, r 7 = 1, r 8 = 0, and by (2) we obtain code(32647185) = ((((((2 -7 + 1)6 + 3)5 + 1)4 + 2)3 + 0)2 + 1)1 = 1 1 197.
It is clear that the amount of memory needed to execute computation by formulae (1) or (2) grows not exponentially but polynomially as η increases. Let us estimate the coding rate of method (2) . To this end, we make the remark that, after computing r } (n -1), the result can be presented as a word of length 2 log n; after computing (ΓΙ (η -l ) + r 2 )(n -2), as a word of length 3 log n\ after computing (fa (n -1) + r 2 )(n -2) + r 3 (n -3), as a word of length 4 log n, and so on. It is clear that to execute the multiplication operation we have to browse at least the multipliers, thereby browse words of lengths log n, 2 log n, . . ., (n -1) log n, or in total 21ogrt+... + (n -l)logn > en 2 bits, where c is a positive constant. Thus, the time off computation of the number of a permutation by formula (2) is no less than en 2 operations on binary words. Therefore, the rate (i.e., the time needed to process a bit) is no less than en. We emphasize that this is a lower bound which takes account only for the time to browse the words.
The basic idea of the method suggested is very simple and consists of the following. First, we suggest to re-arrange the brackets, and use the formula 1) + r 2 )((n -2)(n -3)) + (r 3 (n -3) + r 4 )) + (r 5 (n -5) + r 6 )((n -6)(n -7)) + (r 7 (n -7) + r 8 )). . . (3) This computation scheme allows us to execute most multiplication operations on short operands, whereas in (2) the length of one operand constantly grows, which slows down the computation.
Secondly, we suggest to execute the multiplication operation by the Sch nhage-Strassen method, which is the fastest (see, e.g. [6] ). Using this method, we multiply two L-bit numbers in time T(L) which can be estimated as
The same estimate holds true for the time to divide a number of length 2L by an L-bit number. The computation time is considered to mean the number of bit operations [6] (i.e., operations on words of length one). This is natural indeed in the case where the length of words may increase without bound. Let us estimate the computation time of the method suggested, assuming n to be a power of two. To compute (n(n -1) + r 2 ), (r 3 (n -3) + r 4 ), (r s (n -5) + r 6 ), ...
(n -2)(n -3), (n -4)(n -5), (n -6)(n -7), ... (5) we need no more than 2n multiplication operations on numbers whose lengths do not exceed log n each. To compute (Γ,(Λ -1) + r 2 )(n -2)(n -3) + (r 3 (n -3) + r 4 ), (r 5 (n -5) + r 6 )(n -6)(n -7) + (r 7 (n -7) + r 8 ) and ((n -2)(n -3))((n -4)(n -5)), ((n -6)(n -7))((n -8)(n -9)), we need no more than 2(n/2) multiplication operations of numbers whose lengths do not exceed 21ogn each, and so on. Taking bound (4) for multiplication time into account, we hence see that computation of (5) requires O(n log n log log n log log log n) operations, computation of (6) requires O(nlogn log(21ogn) log log(2 log Λ)) operations, and, in general, computation of the Ath term, k = 0, 1, ...,[logn] -1, requires O(n log n log(2* log n) log log(2* log n)) operations. After some algebraic transformation of the sum of these amounts we see that the total time needed to compute the ordinal number of a permutation by scheme (3) is equal to O(n log 3 n log log AI).
Therefore, the time to encode one symbol is equal to O(log 3 n log log n) bit operations. This is exponentially smaller than the bound en obtained for the Horner-based method (2) , even if we use the fast multiplication in (2) . Using the suggested scheme (3), we encode the above-seen permutation 32647185. We obtain = 11197.
The decoding, whose rate is also 0(log 3 n log log n) operations per bit, is constructed similarly. Basing on the same example, we briefly outline its structure. Let the number 1 1 197 of a permutation be given; we need to construct the permutation corresponding to it. To execute the decoding, we first compute the pairs (n -4)(n -5) = 4 -3 = 12, (n -6)(n -7) = 2 -1 = 2, and their product ((n -4)(n -5))((n -6)(n -7)) = 12 -2 = 24.
Then we divide codeOcj.. jc 8 ) by ((n -4)(n -5)((n -6)(n -7)), i.e., 1 1 197 by 24, and obtain 1 1 197 = 466 · 24 + 13. This means that 466 is the code of the first four digits of the permutation, whereas 13 is the code of the last four digits. Further, 466 and 13 are decoded independently of each other. We compute (n -2)(n -3) = 6 · 5 = 30, divide 466 by 30, and obtain 466 =15-30+16. Thus, 15 is the code of x } x 29 and 16 is the code of x 3 x 4 . We divide 15 by (n -1) = 7 and obtain 15 = 2 · 7 + 1; hence π = 2, r 2 = 1. Therefore, jci = 3, x 2 = 2. Continuing this procedure, we decode the remaining digits. In view of the bound (4) for the division and multiplication time of the Sch nhage-Strassen method, it can easily be seen that the time to decode a symbol is 0(log 3 rtloglogn), i.e., it coincides with the coding rate.
This example of fast encoding and decoding of permutations demonstrates the main idea of the suggested method, which is based on proper arrangement of brackets. At the heart of this method is the popular 'divide and conquer' principle (see, e.g. [6] ).
Before, the same approach was applied in the author's research [7] to constructing fast information source codes.
In the following two sections, we describe in general the encoding and decoding methods.
FAST ENCODING
Let an alphabet A = {α } , ..., a m }, m > 2, be given, and let A" be the set of all words of length n, n > 1. Each set S, S 1 c A", is called the source, or combinatorial source. This term goes back to information theory. The source generates a message, which can be any word from S. The message should be encoded and then decoded. These operations are performed by the coder and decoder. Each enumerative code φ is determined by two mappings: coding φ € : S -> {0, 1}', where t = [log |S|], and decoding <p d \ q> c (S) -> 5. The coding is assumed to be error-free, i.e., q> d (<p c (x)) = χ for any word χ e S.
To simplify presentation, we identify each binary word with the number belonging to the interval [0, 1] whose binary notation coincides with that word. For example, 01010 = 5/16. We assume, in addition, that the letters of the alphabet A are integers, i.e., Λ = {0, 1 , . . . , m -l } , and define the lexicographic order in A n .
To explain the method, it is convenient to consider the enumerative code suggested in [8] . For any word JCi ..Jt* e A*, k > 1, let N$(x\...Xk) stand for the number of words from 5 whose prefixes are x } ...x k . In [8] (see also [2] ), it is suggested to encode each word x\x 2 . . .*" by the formula n ·*/-! a). (6) Computing is radix two, and the result is taken as a binary word. If its length is less than [log |S|~| , then we append zeros to its left. It is important that, applied to many interesting sources (or combinatorial problems), equality (6) gives us a coding procedure with non-exponential growth of the memory needed, as the length of the word increases infinitely. For example, if we enumerate permutations, (6) turns to (1) . Another example is the enumeration of binary words with a given amount of ones. More exactly, let n and r be integers, 0 < r < π, and let the source S be the set of words from {0, 1 }" which consist of r ones and n -r zeros. From the definition ofN s (xi...x k ), we easily deduce that (7) r-x where which, together with (6), yields~ (8) This formula, which allows us to encode and decode with the use of a nonexponentially growing memory, as η -» <*>, was suggested in [3, 4, 5] to construct efficient data compression algorithms.
For instance, let η = 8, r = 3, χ λ χ 2 ...χ* = 01000101. Then, by (8) ,
To show the essence of the method, we introduce for k = 2,..., n
It is clear that which, combined with (6), yields
Let us now use the 'divide and conquer' principle, or proper arranging of the brackets in (10). To this end, we introduce variables that coincide with the expressions occurring during the process of arranging the brackets.
To simplify the presentation, we assume that log« is integer, which should not influence the asymptotic estimates given below. We set
Λ-S Λ ί-1 Λ ί-1 P*=P2*-lP2* » λ^^ΓΛ+ρ^1^-1 ,^!,..^, *=!,..., n/2'.
In the groups of formulae (12) and (13), all computation is over the field of rational numbers, and each p£, X s k is represented by two integers, namely the numerator and denominator of a rational fraction. All multiplication operations are performed by the Sch nhage-Strassen procedure. From (12) and (13) it follows that
In view of (10), it follows herefrom that AflS|=code(*,..jc").
We define the code a c (jt! . . .*") by equality (14), or, in the general case, by the equality
Here λγ is computed by (12), (13) over the field of rational numbers. Equality (14) guarantees that after the last multiplication the right-hand side of (15) is an integer coinciding with codeta . . .*") in (6) .
We illustrate this method by a simple example. Let the source be the set of binary words of length η = 8 with r = 3 ones. We have to encode the word JCi..jc 8 = 01000101, which was considered in the preceding examples. We need here two wellknown elementary properties of the binomial coefficients: which can be unified as follows:
where Δ takes values zero and one. In view of (7), (8), (9), it follows herefrom that for f= l,..., n
Therefore, Here we perform radix ten computing instead of radix two, in order to make the presentation more clear.
To investigate the properties of the method suggested, we introduce several auxiliary notions. Let, as before, an alphabet A, an integer η, η > 1, an a set of messages 5 c A n (or a source) be given. We denote by f max the maximal time to compute the rational fractions N(x\...x t +i)/N(xi...Xt) 9 where the maximum is over all x\...x n e 5, t = 0,1, ...,n -1. Let /ftmax denote the maximal memory (in bits) which the coder can use to compute the fractions N(xi...x l +i)/N(x i ...x t '), x } ...x n e S, t = 0,1, ...,n -1. Finally, let qŝ tand for the maximal denominator of the fraction N(xi...Xt+i)JN(xi...x t ), x\...x n e 5, f = 0, Ι,...,Λ-1.
The properties of the method are characterized by the following theorem.
Theorem 1. Let an alphabet Λ, an integer η > 1 and S c A n be given. Then the method of possesses the following properties:
(1) the code of realizes a one-to-one mapping of the words from S to the set of integers Proof. To simplify the notation in what follows, we assume that both v = log n and log^max are integers, which does not influence the asymptotic behaviour of the expressions that we obtain below.
The first assertion of the theorem follows from identity (10) and the fact that the enumeration based on (6) is correctly defined and error-free.
Let us turn to the proof of the second assertion. From the definition of q^ and (9) it follows that to store any fraction P or q we need 2 log 4^ bit, (logg^ for the numerator, and the same memory for the denominator). Therefore, the computation of p\ or λ^ by formula (13), k -1,2,..., /i/2, requires one multiplication operation on operands of length no more than log q^^ , and the total number of multiplication operations needed to compute all λ^ ρ], k = l, ..., n/2, is 5n/2. While computing λ^1, we use the equality a c (ad + be) b + d = bd ' and execute three multiplications. Thus, we arrive at fractions whose numerator and denominator can be stored in 2 log η bit memory each. Similarly, to compute A fc 2 , p£, k = 1, . . ., n/4, we need 5n/4 multiplication operations on operands of length 2 log n, and so on; to compute λ£, p(, k = 1, . . ., n/2', we need 5n/2' multiplication operations on operands of length 2 1 " 1 logn. Recalling estimate (4) of the time needed to execute multiplication by the Sch nhage-Strassen procedure, we see that the total time to compute λ^ ρ( by formulae (13) is c -O(log q^ log log tf max log log log tf max ) r x log(21og(2^m ax ))loglog(21og^m ax ) + ... + y 0(2'' log q^ log(2' log iraax ) log log(2' log 9mix ) + . . . + 5O(n log $ max log(n log q^) log log(n# max )).
This sum contains log η addends, being
O(n log tf "^ log(n log q^ log log(n log q^)) each; therefore, the sum is O(n log η log q^ log(n log q^) log log(n log q^)).
Therefore, the number of operations per bit of x } ...x n e S is O(log n log tfmax log(n log ^m ax ) log lo>g(n log $"»)).
This is the rate of computation of λ}°8 /1 . By virtue of (15), to compute the code (or the ordinal) we need to evaluate the product A, log/I |5|. Since 5 c A", the length of the factors does not exceed η [log |Λ|], and this operation does not change estimate (18). Therefore, the second assertion of the theorem follows from (18) and the definition of ί^.
Let us estimate the memory needed to perform the encoding. While computing λ( and pi, ι > 1, Λ = 1, ...,n/2', we use only λ*" 1 and pi"" 1 , t = 1,2, ...,η/2'" 1 . Therefore, it is sufficient to store two sets {λ^, pi}, η = 1, ...,n/2', and {λ/ +1 , p^1}, k = l, ...,n/2 M , k = 1,..., log n -1. The length of each λ* and p( does not exceed 2 I+1 log^max. This, together with the definition of m,^, implies the third assertion of the theorem, which completes the proof.
Remark 1.
As the code word, one can take [log |S|~| bits of λ] 08 " instead of a c (see (15)), which allows us to eliminate one multiplication. But this does not change the asymptotic behaviour of the encoding rate.
Corollary 1. If the method of is applied to enumeration of the set of binary words of length η with a given number of ones, the encoding rate is O(log 3 η log log n) operations per bit, while the memory needed is O(n log 2 n).
This assertion immediately follows from Theorem 1 and the inequality q^^ < n (see (16), (17)).
FAST DECODING
We describe the decoding procedure in two stages: first, we give the general scheme with no concern to the computation complexity, and then, the complete algorithm with account for word length.
We note that the general speeding up of decoding, as compared to the known methods, is due to the fact that the most part of computations is on short words, whose roles are played by the prefixes of numerators and denominators of the rational fractions which we have used during encoding.
Let Λ = {0,1, ...,m -1}, m > 2, 5 c A", n > 1, and let* = x\...x n be an arbitrary word from S. Let y = a c (x) be the code of χ computed as above, by the method a c . To decode y, we consider rational fraction y\ = y/|5|, whose numerator is the integer whose binary notation coincides with y. Then we find i\ satisfying the inequalitieŝ <>V|S|<A, +1 (19) (we assume that λ% = 1 by definition). The existence and uniqueness of such ιΊ follow from the description of λ € (see (12H15) ). After the determination of the first letter, we perform the operation inverse to encoding (13), i.e., we compute
where Ζ is a rational fraction. Then, by bisection procedure, we find / 2 which satisfies the inequalities λ°<Ζ<;ΐ, 2+1
This means that we have decoded the second letter, and jc 2 = i^. We can continue this procedure and consequently compute ;c 3 , * 4 , x$, ..., but this is somewhat slow. So, we again apply the 'divide and conquer' principle. After decoding the first letters Jt b x 2 we compute λ/ by (13) and then find A = (y-*iVPi.
(23)
Using J 2 , we decode the letters jc 3 , Jt 4 in the same way as we decoded jci, ;c 2 by y. Then we compute λ^ , using the already decoded letters * 3 , * 4 , and λ, 2 and p\ by the pairs x\ , jc 2 and * 3 , jc 4 (see (13)). Now we compute the fraction (y -Afyp?
and find * 5 , Jt 6 , then XT,X%, compute Aj 3 and p\, etc. The basic idea of the algorithm is to perform computations (21)-(24) and similar computations using only prefixes, i.e., working on short operands. More exactly, we utilize two bounds, upper and lower, for λ/ , which are computed by the prefixes of actual operands.
To give a rigorous description of the decoding procedure, we introduce a series of auxiliary functions. Let plq be a rational number determined by the pair of positive integers p, q, ρ < q, and let t > 1 be an integer. We define the functions (p?(p/q) and (p~(p/q) as follows. We set / = |~l°g#~l> ^d l et (0/9/-ι···9ο) and (piPi-i-Po) be binary notations of ρ and <? respectively. Then (if 2'"' is not integer, i.e., / -/ < 0, then by definition we multiply the numerator and denominator by 2~( l~t} to make them integer).
For example, Φί(5/17) = 3/8, Φ 4 "(5/17) = 2/9.
The following simple lemma will be used later.
Lemma 1.
Let p, q, t be positive integers, and let 0 < p < q, t > 2. Then
Proof. It can easily be seen that
l-x l+x for χ < 1/2. These inequalities immediately follow from the formula for the sum of a geometric progression. Bound (25) follows from the inequalities η 2'-' 2·2 /~ί 2'-' 2-2'-' + -+-+ 2~' + 2 · 2~' + 2~2' < -+ 4 · 2"' (here we used (27) and the obvious relation 2 l < q). Bound (26) can be validated similarly.
We now pursue our description of decoding. Let, as before, q^^ be the maximal denominator among the fractions This together with (12) and (13) immediately implies that the denominators of the rational fractions λ? and pf do not exceed q^ for all j = 1, 2, . . ., nlT\ hence Ρί * 1/i-
We introduce l+3.
Let f = [log |S|~| be the length of the binary notation of the code words from S, and let y = y\y2-->y n be the code word which we have to decode.
We first describe the formal algorithm with the use of recursion. This is the common way to present methods based on the 'divide and conquer' principle. We first consider how to decode a word of length η = 2. For each λί from (12), (13) we compute the upper and lower bounds λ+(ί +j) and A~~(i,y). It is pertinent to introduce such bounds for λ/ , although we know its true value for η = 2:
(30)
We also introduce λ*(0, 1) = φϊ(λ + (1, 1) ), λ-(0, 1) = φ£-(λ-(1, 1»· (3D Then we find i\ which satisfies the inequalities q(i l )<λ\Q^\ eft + 1) > λ-(0, 1) (which is an analogue of (19); x\ = i\, but here we have to use two bounds instead of a single Af, because we do not know the true value). The number of comparison operations does not exceed 2 [log ni\ and the length of operands is h+ 1. Then we compute bounds for λ£:
and find i 2 which satisfies the inequalities ife) < λ*(0, 2), q(i 2 + D > λ-(0, 2).
This means that we decode the second bit i 2 , i.e., x 2 = «2-Let now η > 2. To realize the 'divide and conquer' principle, we introduce (32) A + (log« -1, 1) = (p n VA + (logn, 1)), n, 1)).
(33)
Then we find *ι,χ 2 » ...x n /2 by A+Oogn -1, 1) and A~"(logn -1, 1), and, using these letters, compute Aj 08 "" 1 by the coding algorithm (see (12), (13)). Using this, we find
and by this pair of bounds we are able to find the letters -x,,/2+i»*n/2+2» ...* Π -Ι»*Λ· Thus,, (33) and (34) reduce the problem to decode a word x\...x n to the problem to decode two words of halved length.
Let us consider the action of the decoding method on the above example of binary words with a given amount of ones. Let A = {0, 1}, η = 8, and 5 be the set of words with 3 ones and 5 zeros. Let the ordinal number (or code) a c (x) = 21 of a word from 5 be given. We have to decode it, i.e., to restore χ e S. The answer a c (01000101) = 21 was obtained in the preceding section.
We use the decoding method o^. In our case, q = 8 (see (16), (17)). By virtue of (29), A = 3 + 3 = 6. We actually perform radix two computation, but present them as radix ten one.
By (32), the first step is to compute A + (logn, 1) and A~(logn, 1): λ*(3, 1) = φ; 8 (21/56) = 21 -2 42 + 1/56 -2 42 , λ" (3, 1) = φΰ(21/56) = 21 -2 42 /56 -2 42 + 1.
Then formulae (33) yield λ + (2, 1) = φ+(21 -2 42 + 1/56 -2 42 ) = 21 -2 23 + 1/56 · 2 23 , λ-(2,1) = 21·2 23 /56·2 23 + 1.
The decoder fed by this stuff should generate the letters XiX 2 xiX4. By the algorithm, we first find λ+(1, 1) = φ+ 2 (21 · 2 23 + 1/56 · 2 23 ) = 21 · 2 7 + 1/56 -2 7 , λ~(1, 1) = 21 ·2 7 /56·2 7 +1. This pair codes x } x 2 . Finally, we find λ + (0, 1) = φ£(21 . Let us now estimate the complexity of the algorithm suggested. We recall that the multiplication operation in computation of λ ; · in (13) corresponds to the division operation, and during the computation of the bounds λ + (ι,τ), λ "(/,/) the lengths of numerator and denominator of the dividend do not exceed 2 M h, and those of the divisor do not exceed 2' [log 0^1 . From the definition of h entering into (29) it follows that the length of the dividend and divisor is proportional to that of the multipliers used in computation of λ/. Therefore, the time to compute λ*(ι",τ) and A~(i',y), provided that we perform the multiplication and division operations by the fast Sch nhage-Strassen procedures, is proportional to the time to compute λ] (see (4)). Along with division, the decoder computes the same λ] and pj which are used in the encoding process, and takes the same time to do this. Therefore, the time to complete the operations needed to compute the bounds *-(/,/), / = 0, ...,logn, j = 1, ...,Λ/2 1 ', is proportional to the encoding time "W + O(n log η log 0^ logins) log login^).
In addition, we have to take into account the time to determine jq = ιΊ, x 2 = 1*2 by the bisection method. We have, in total, n letters; as we have seen, to find a single letter we need no more than 2[log/n] operations of word comparison, and the length of the operands does not exceed h + 1. Hence we obtain that the total number of bit operations needed to complete this stage is O(n log m log # max ). 
Let us briefly discuss how to estimate the amount of the memory used by the decoder. From (32) and (33) it can easily be deduced that the decoding of the left-hand half *i.. ,.χ,,/2 and the right-hand half jc n/2 , ...x n of the word is performed independently of each other, and the memory can be shared. Reasoning as we did in the analysis of encoding procedure, we see that the asymptotical behaviour of the memory used by the decoder is the same as that used by the coder.
Let us demonstrate that the method a d is error-free, i.e., that * (38) for any χ e S (we encode χ by the procedure a c and get the codeword (number) a c (jt); then we decode it and should get the initial word x).
To prove (38), we need to obtain upper bounds for since thejfth letter of the word under decoding is set to «} if
From (12) it follows that (39) is equivalent to the inequalities λ°>λ-(ο,τ),
which should hold true for a unique /,· in the case where Xj = ij for any x\,X2, ...,*,_!, Xj+i, ...,#" provided that xix 2 ...Xj...x" e 5. If these conditions are satisfied, then the uniqueness and correctness of decoding are guaranteed. By definition, q^^ is the maximal denominator of the rational fractions #,, i = 0, . . ., m -1 . Therefore, for ι Φ k \qiq k \ > \lq m .
In view of (12), this implies |A°-A,°|>l/ imax . This inequality together with (40) immediately implies that the uniqueness and correctness of decoding is equivalent to the validity of the inequalities
Let us prove them, restricting ourselves to bounds for λ*(0,τ) -λ?; the remaining pair of inequalities can be proved similarly. Let us estimate the magnitude of the error λ + (0, η) -λ% occurred while decoding the last letter x n . From the construction of the estimator it follows that the same bound is true for all letters, because the number of approximate operations executed to compute x n is greater than for any other letter.
The inequality λ + (0,/) -Xf > 0 immediately follows from the definition of φ + (·) and λ + (·)ίη(31),(32),(33).
We denote by e(i,j) the error occurred while computing λ*(ι,/) due to the use of the function φ+(-): e(i,j) = A + (i,/) -(λ*(ί + U/2) -AyL,ypi-" (42) i = 0,..., log n, 7 = n/2 1 . We recall that by the decoding algorithm λ*(/,7) = ?ί»((λ + (ι + 1,7/2) -^L, )/p;_,),
which clears up why ε(/,/) occurs. It turns out that the bound for λ + (0, η) -λ°, which we are interested in, can be expressed in terms of e(i,j). More exactly, the following chain of inequalities is true, which corresponds to the decoding stages: ε(0, η) + (<^((λ + (2, η/4) -λ^.,)^.,) -λ".,)^., Thus, we prove that λ + (0,η)-Λ°<1/ 9ιηιχ , which completes the proof of (41), which, in turn, as we have said above, guarantees error-free decoding of (38). Let us gather the properties of the decoding method a d together.
Theorem 2. Let an alphabet A, an integer η > 1, and a set (message source) S c A" be given. Let the messages from S be encoded and decoded by the methods of and a d respectively. Then the memory (in bits) and time to decode a bit (in operations on bits) needed by a d are, respectively, 'max + O(log # max (log m + log n log(nŵ here m max and t^^ are the same as in the encoding method definition.
Corollary 2. Using the method a d to decode the set of binary words of length n containing a given amount of ones, we get the decoding rate O(log 3 n log log n) operations per bit, whereas the needed memory is O(n log 2 n) bits.
This assertion immediately follows from Theorem 2 and the equality ^max = n.
