Objective. Persistent pain causes untold misery worldwide and is a leading cause of disability. Despite its astonishing prevalence, pain is undertreated, at least in part because existing therapeutics are ineffective or cause intolerable side effects. In this review, we cover new findings about the neurobiology of pain and argue that all but the most transient forms of pain needed to avoid tissue damage should be approached as a disease where a cure can be the goal of all treatment plans, even if attaining this goal is not yet always possible.
Introduction
Persistent pain affects as many as 100 million Americans and is equally prevalent in most of the developed world [1] . The cost of treatment of pain that fails to follow a normal healing process is more than expenses for diabetes, heart disease, and cancer combined in the United States, and such persistent pain is the leading cause of disability [2] . The most commonly used drugs to treat this type of pain are opioids, and opioid overdose is now a leading cause of death among young Americans [3] . Opioids are the most widely prescribed drugs for pain, with current estimates at nearly one opioid prescription per living American [4, 5] . While opioids are not the only options for moderate to severe pain, other drugs are no more effective. In fact, for the gabapentinoids, which are top-line treatments for neuropathic pain, the number needed to treat in most metaanalyses is between 7 and 10 [6] . These issues present a devastating problem for patients, health care systems, and society.
One potential solution to this critical medical problem is a refocusing on the mechanisms that drive pain in patients. This can be achieved through basic research using preclinical models and by pushing forward with the development of human-based molecular neuroscience tools that can provide meaningful insight into mechanisms of pain in patients. We propose that this approach will lead to the generation of new therapeutic strategies. Such strategies could redefine pain treatment, reducing the burden that pain places on patients, health care workers, and society.
Do We Know Enough Already?
Pain patients are heterogeneous, presenting with a various combination of pain qualities, sensory symptoms, and other comorbidities. This heterogeneity contributes to the difficulty in the development of effective management strategies. It has been argued that this heterogeneity is a major, if not the primary cause of so many failed clinical trials [7] . Historically, pain patients have been grouped for treatment and clinical trials based on assumptions about the underlying cause of the pain (i.e., diabetes or a shingles outbreak) or the inclusion and exclusion criteria used to define a syndrome. Admittedly, even further subgrouping has been employed for the most general of pain syndromes, such as low back pain. But there remains a considerable amount of heterogeneity in patients with relatively narrowly defined pain syndromes such as trigeminal neuralgia: approximately 30% of patients with "classic trigeminal neuralgia" are unresponsive to microvascular decompression surgery, one of the most effective interventions for this particularly debilitating neuropathic pain syndrome [8] . Thus, neither underlying disease nor rigid inclusion and exclusion criteria appears to be particularly useful in guiding treatment decisions or designing better clinical trials [9] .
Baron and colleagues suggested a solution to this problem based on the premise that sensory symptoms and pain qualities are likely to reflect an underlying mechanism [10] . They suggested, and subsequently demonstrated, that it was possible to identify subgroups of pain patients based on symptoms, regardless of the underlying disease [7, [10] [11] [12] [13] . Based on the symptomology of 2,100 patients with painful diabetic neuropathy (DPN) and postherpetic neuralgia (PHN) gleaned from a crosssectional survey (painDETECT), the investigators were able to identify five distinct subgroups of patients [13] . The pattern of symptoms was then used to suggest underlying mechanisms. For example, the prominent symptoms of subgroup 1 were spontaneous burning pain with only slight to moderate dynamic mechanical allodynia (DMA) and little, if any, evidence of numbness. This suggested a relatively intact peripheral nervous system characterized by the presence of "irritable nociceptors" that both contributed to the pain directly and maintained a state of central sensitization [13] . Based on these potential mechanisms, the authors suggested that compounds that mitigate sensitization could be used to treat these patients. Similarly, the authors suggested that drugs that reduce ectopic neuronal firing such as sodium channel blockers could be used in patients who fell into subgroup 2 because their prominent symptom was severe pain attacks. Interestingly, when a similar statistical approach was used to identify subgroups of neuropathic pain patients pooled from three multinational pain networks in which quantitative sensory testing was used as the primary means of assessing sensory symptoms, only three subgroups emerged [11] . The authors referred to these as clusters defined by the dominant sensory feature-sensory loss (cluster 1), thermal hyperalgesia/irritable nociceptor (cluster 2), or mechanical hyperalgesia (cluster 3)-but went on to describe a relatively complex combination of sensory features and potential mechanisms for each cluster (Figure 1 ). For example, patients in cluster 1 not only demonstrated clear signs of both small and large fiber loss, but also reported paradoxical heat sensations and mild dynamic mechanical allodynia in a few patients [11] . The mechanism implicated was a loss of central inhibitory tone, with spontaneous pain driven by ectopic activity arising proximal to sites of injury. The authors arguing for this more objective approach to the identification of patient subpopulations have been appropriately cautious, with a focus on the use of this approach for patient enrichment in clinical trials, rather than treatment per se. But the goal is the same where new drugs approved for the treatment of pain would cover a cluster rather than a disease state or syndrome [7, 11, 13] .
Not Even Close. . . Implicit in the assumption that approaching pain as a heterogeneous problem will lead to better management is that it is or ultimately will be possible to target the "mechanism(s)" responsible for the pain qualities and sensory symptoms that define a cluster. And while the authors make a very compelling case for classifying patients based on signs and symptoms rather than underlying disease or syndrome, the problem with this assumption is that the gap between pain qualities and sensory symptoms and mechanism is still too wide for this detailed assessment to be of much use for trials or treatment ( Figure 2 highlights some divergent mechanisms that can lead to pain). That is, if the available preclinical and more mechanistic clinical data have taught us anything, it is that the approaches currently available to define subpopulations/clusters of patients do not enable identification of underlying mechanisms at a level of resolution that will be clinically meaningful [14] . This is because there are multiple ways of generating the same phenotype [14] [15] [16] and very compelling evidence that the specific mechanisms responsible for the same phenotype depend on a variety of factors, including time after injury, previous history, type of injury, site of injury, sex, and genetics.
To illustrate the complexity of the problem, one need only consider subgroup 1 in the Baron study [13] , which aligns with cluster 2 in the more recent clustering analysis [11] . This patient phenotype is characterized by so-called "irritable nociceptors" where the peripheral Cfibers have become hyperexcitable, causing the patient to experience thermal hyperalgesia and ongoing pain as a result of the sensitization and aberrant activity, respectively, in nociceptive afferents. From a basic mechanism perspective, this is an area where preclinical research has excelled in establishing a scientific foundation to help us understand this phenotype [17] . One of the features of this patient subgroup is heat hyperalgesia. This also happens to be one of the best understood pain phenotypes from a basic mechanism perspective. At its core, heat hyperalgesia can be linked, in almost every known case, to increased activity in the TRPV1 ion channel, mediated by phosphorylation of the channel, leading to increased probability of channel opening or a decrease in the channel's temperature threshold, Figure 1 Clustering of neuropathic pain patients into three major subtypes. The EuroPain consortium identified three major types of neuropathic pain patients using a clustering analysis algorithm. These are defined by their dominant sensory feature, sensory loss (cluster 1), irritable nociceptor/thermal hyperalgesia (cluster 2), and mechanical hyperalgesia (cluster 3), but there are other dominant features found in these clusters that give further clues into mechanisms involved in neuropathic pain in these patients. PAG ¼ periaqueductal grey.
Renewing the Goal to Eliminate the Disease of Pain Figure 2 Major areas of the ascending pain system and locations of plasticity. The diagram shows the basic anatomy of the ascending pain pathway with examples of locations where plasticity can occur, driving persistent pain. For instance, inflammation or injury to nociceptors can cause changes in the excitability and/or phenotype of these cells, causing them to fire action potentials to low-threshold stimuli and/or in the absence of any apparent stimulus (ectopic activity).
increased channel trafficking to the membrane, and/or increased expression of the TRPV1 channel [18] . But this simplicity rapidly devolves into a convoluted labyrinth of mechanisms that can achieve enhanced TRPV1 activity. The list of mediators capable of enhancing TRPV1 functional activity would create a table at least a page long, and the number of kinases capable of phosphorylating TRPV1 or regulating another kinase that can then phosphorylate TRPV1 would be equally long [18] . But you may be thinking, it need not be this complex, we need simply to create antagonists of TRPV1, and these will then at least solve the issue of thermal hyperalgesia. Unfortunately, this has proven to be an exceptionally challenging task. Although the list of TRPV1 antagonists that have been developed is quite long, most of these compounds cause hyperthermia in animals and humans, creating a serious safety concern for the use of these compounds in the clinic [19] . Other approaches may well prove to be useful. These include the use of agonists of TRPV1 that desensitize irritable nociceptors and the use of inhibitors of enzymes that create endogenous mediators that act on TRPV1 [20] to produce pain in patients with (or potentially without) irritable nociceptors. Potentially more problematic, however, is that thermal hyperalgesia ranks a distant fourth, behind ongoing pain, mechanical sensitivity, and cool sensitivity in the overall prevalence of complaints across all neuropathic pain patients [21, 22] , and even in the subpopulation in which it is a prominent symptom, there is good reason to think that addressing heat hyperalgesia would leave another major complaint of this patient intact, ongoing or spontaneous pain. To make matters worse, the complexity of TRPV1 signaling pales in comparison with that associated with potential mechanisms underlying ongoing pain.
Multiple Roads Lead to Irritable Nociceptors
What mechanisms drive ongoing pain in patients with irritable nociceptors ( Figure 3) ? Here, preclinical models have also led to the generation of a broad variety of mechanisms that can change the excitability of nociceptors, causing them to generate action potentials more readily or even without any detectable stimulus (ectopic activity) [17, 23] . One of the best described mechanisms for this form of plasticity is a shift in the balance of ion channels that are expressed in the nociceptor, or even a certain area of the nociceptor, that causes the neuron to change its excitability profile. One of the first molecular descriptions of such a change was an increase in the expression of a voltage-gated Naþ channel, NaV1.3 [24] , that was subsequently demonstrated to have biophysical properties consistent with observed increases in excitability [25] . This channel is developmentally regulated in sensory neurons, where it is expressed at high levels during development but is normally absent in the adult [24] . The dramatic upregulation of this channel in injured neurons was exactly the direction of change expected for a channel contributing to the emergence of ongoing pain following nerve injury, accounting for a shift in the balance of inhibitory and excitatory ion channels toward excitation. However, while a shift in the balance of inhibitory and excitatory ion channels appears to be a common mechanism underlying hyperexcitability, the increase in NaV1.3 is far from the only channel implicated. Other excitatory channels include the NaV1.6 [26, 27] , 1.7 [28] [29] [30] , 1.8 [31] [32] [33] [34] [35] , and 1.9 [36] subtypes of voltage-gated Naþ channels, T-type voltage-gated Ca2þ channels [37] , and HCN channels [38] [39] [40] [41] . Decreases in a variety of inhibitory, primarily Kþ channels, have also been described, including those gated by voltage [42] , Ca2þ [43] , and ATP [44, 45] , as well as those mediating resting or leak currents [46, 47] (see [48] for a recent comprehensive review of all of these mechanisms). Adding to this complexity is the observation that changes in expression are just one of the many mechanisms contributing to the shift in the balance of excitation and inhibition, where changes in channel properties [48] [49] [50] and distribution [26, 31, 51, 52] , as well as the relative localization with respect to other cellular processes such as Ca 2þ release sites from the endoplasmic reticulum [53, 54] , may be just as, if not more important than, changes in expression.
Of course, a consistent pattern of changes has also been described in excitatory and inhibitory ligand gated ion channels such as glutamate [55] [56] [57] [58] and GABA A receptors [59, 60] . The bulk of the data on excitatory ionotropic receptors has focused on the increase in Nmethyl-D-aspartate (NMDA) receptors and their role in facilitating transmitter release from the central terminals of nociceptive afferents following nerve injury [55] [56] [57] [58] . Similarly, the decrease in GABAergic inhibition of afferent terminals has also been implicated in the pain associated with nerve injury [59, 60] . The result of both of these changes is the amplification of afferent input to the central nervous system (CNS). This form of a shift in the balance of excitation and inhibition is further complicated by the fact that changes in the machinery regulating the synthesis, storage, release, and re-uptake of transmitters may contribute as much to the shift in balance as the changes in receptor function. And of course, GABA signaling is also strongly influenced by factors that regulate the concentration of intracellular Cl À [61, 62] , including neuronal activity [63] and expression of NKCC1 [64] in primary afferents and KCC2 activity and expression in dorsal horn neurons, as described below.
In addition to ion channels, similar shifts in the balance of excitatory and inhibitory metabotropic receptor signaling have been described. The loss of inhibition, in the form of decreases in the expression of inhibitory receptors [65] [66] [67] and their second messenger machinery [68] , has been most extensively documented. However, in the context of neuropathic pain, the emergence of excitatory receptor signaling has also been described, where adrenergic receptors have probably received the most attention [69] [70] [71] . What is particularly important about this shift in the balance of metabotropic receptor signaling is that these receptors are able to influence an Renewing the Goal to Eliminate the Disease of Pain Figure 3 The irritable nociceptor, molecular mechanisms. The diagram shows channels and modulatory proteins involved in pain transduction, signal propagation, and transmitter release in the spinal dorsal horn. The top panel shows these in the normal state, and the bottom panel shows how changes in these proteins can lead to an irritable nociceptor phenotype. Such changes include increased expression or activity in transducers like TRPV1 or P2X array of other channels, and thereby have a cumulative effect on the net change in the balance of excitation and inhibition, as exemplified by expressing exogenous receptors that profoundly shift this balance by their simple presence in DRG neurons [72] .
Finally, while not relevant to the manifestation of the irritable nociceptor, the "numbness" so commonly associated with neuropathy reflects a loss of low threshold mechanoreceptor input to the injured tissue [73, 74] . The result is a shift in the balance between the low threshold input to the spinal cord that normally inhibits nociceptive input [75] . Given that the mechanical threshold of many polymodal nociceptive afferents is well within the range of innocuous stimulation [76] , such a shift in the balance of excitation and inhibition of afferent input to the spinal cord may result in the emergence of burning pain. A standard nerve-cuff block can be used to demonstrate how profound the loss of low threshold afferent inhibition of high threshold input can be [75] .
Potentially more problematic still is evidence that the relative contribution of mechanisms responsible for the shift in the balance of excitation and inhibition that may contribute to the manifestation of the irritable nociceptor may change over time and may be influenced by the site of injury as well as the type of injury. For example, NaV1.8 appears to be necessary for the initial maintenance of the excitability of uninjured afferents following a traumatic nerve injury [31] , whereas the same channel may contribute to ongoing activity in injured afferents with time [77] . The result in this case is the same therapeutic target that may require different access routes over time. The observation that the Naþ blocking compounds carbamazepine and oxcarbamazepine may be relatively effective for the treatment of trigeminal neuralgia [78] , yet far less so for the treatment of other types of neuropathic pain [79, 80] , argues that the site of injury may also influence underlying mechanisms. Another example of the impact of target of innervation on the mechanisms underlying the manifestation of the irritable nociceptor phenotype comes from a model of chemotherapeutic-induced peripheral neuropathy. The burning pain associated with this neuropathy is primarily restricted to the glabrous skin of the hands and feet [81] . Recent evidence suggests that differences in gene expression between nociceptors that innervate glabrous and hairy skin may determine the way that nociceptors respond to damage-associated molecular patterns (DAMPs) that promote nociceptor irritability [82, 83] . These DAMPs are signaling proteins that are released by cells, including neurons, that act on other receptors to induce cellular signaling. Strong evidence supports a role of DAMP signaling via toll-like receptors (TLRs) to promote pain in chemotherapeutic-induced peripheral neuropathy.
With respect to the type of injury, traumatic nerve injury may lead to activation of immune cells, like macrophages, that profoundly alter the excitability of the nociceptor [16] while chemotherapeutics might lead to intrinsic changes in nociceptor excitability (possibly mediated by DAMPs) that create a similar neuropathic pain phenotype with different underlying mechanisms [84, 85] . Similarly, ongoing burning pain is reported in patients suffering from traumatic nerve injuries as well as chemotherapeutic-induced peripheral neuropathy [21, 22] . However, the cellular changes observed in the neurons that appear to be responsible for the pain associated with these different types of nerve injury are very different. For example, one set of Ca 2þ regulatory proteins appears to be important for the manifestation of pain associated with traumatic nerve injury [53, 54] , while a different set of Ca 2þ regulatory proteins has been implicated in chemotherapeutic-induced peripheral neuropathy [83] .
One of the better examples of the impact of previous history on mechanisms that may contribute to the irritable nociceptor phenotype has been described in an experimental paradigm called "hyperalgesic priming." This phenomenon refers to the impact of a previous injury on the response to a subsequent injury to the same tissue. Available evidence indicates that when nociceptors are exposed to factors like cytokines (e.g., interleukin 6 [IL6]) or growth factors (e.g., nerve growth factor [NGF]) released with the "priming" injury, they undergo a very long-lasting, if not permanent, change, even though the tissue appears to heal normally following the initial insult. Importantly, this change manifests when the tissue is challenged a second time as the neurons are not only more responsive to lower concentrations of inflammatory mediators, but they remain irritable in response to even a brief exposure to a single inflammatory mediator for 10 to 24 hours, compared with the normal 30 to 45 minutes [86] [87] [88] . This can lead to ongoing pain that appears to have no cause but may, in fact, be driven by inflammation that is below the normal detection threshold. The mechanisms that drive this change in the nociceptor phenotype involve many of the same signaling cascades that regulate acute changes in excitability via the phosphorylation of channels (e.g., mitogen-activated protein kinase signaling [MAPK]) [89] , but the downstream targets are different. One of the more intriguing of these is signaling factors that lead to changes in local gene expression that are required to induce a primed state in these nociceptors [90, 91] . This means that mechanisms driving augmented excitability acutely also lead to changes in gene expression that alter the phenotype of the nociceptor over the much longer term. An implication of this work is that the mechanisms channels, increases in G-protein coupled receptor (GPCRs) like EP receptors, and enhanced signaling in nociceptor terminals. Increases in the expression of voltage-gated sodium channels (Na v s) and decreased expression of potassium channels can also shift the balance toward excitation in these nociceptors. Finally, changes in expression of inhibitory and excitatory proteins in the central terminals of nociceptors can also enhance the irritability of these cells. CNS ¼ central nervous system. underlying pain associated with these "memories" of prior injury may be very different from those underlying the pain associated with the initial injury. The nociceptor is irritable in both instances, but different therapeutic approaches may be needed to achieve the same degree of pain relief [86, 88] .
And as if all of this was not enough, sex and genetic background may influence the specific mechanisms underlying the irritable nociceptor phenotype. A recent example of the impact of sex is the effect of prolactin on nociceptors: Prolactin apparently has little, if any, impact on male nociceptors, but it robustly excites female nociceptors and causes pain specifically in female mice [92] [93] [94] . Similarly, the list of gain of function and loss of function genetic mutations in ion channels associated with the pain phenotypes, in particular those associated with burning pain, continues to grow [48, 95] . Furthermore, it is now becoming clear that some other mutations in these channels do not cause a pain phenotype by themselves, but, in the context of injury, can lead to development of long-lasting neuropathic pain that is likely driven by development of nociceptor irritability [96] . And, of course, there is a range of polymorphisms in genes associated with pain signaling that can influence the balance of excitation and inhibition, tipping it toward the irritable nociceptor phenotype [97] .
And Multiple Roads Lead to Central Sensitization
Yet another level of complexity is introduced when one considers changes within the CNS that may contribute to the manifestation of pain. Because many, if not all of the changes within the CNS are driven by aberrant activity in nociceptive afferents, the first level of complexity in this context reflects the variety of mechanisms summarized above that not only contribute to the emergence of aberrant afferent activity, but to aberrant activity in specific subpopulations of afferents. This is further compounded by the number of different neurons, local circuits, and distinct regions that serve as a substrate for afferent-driven changes, sources of amplification of afferent input, and changes in perception, which are most dramatically illustrated by the phenomenon of dynamic mechanical allodynia (DMA). DMA is the second most common symptom across all neuropathic pain patients [21, 22] and is particularly troubling because it reflects the perception of pain in response to normally innocuous stimuli such as a gentle breeze on exposed skin.
The "mechanism" thought to account for the emergence of DMA is referred to as "central sensitization." As DMA was one of the dominant features of patients who fell into subgroup 5 [13] or the "mechanical hyperalgesia" cluster 3 [11] , it was suggested that this patient population might be most responsive to therapies targeting this "mechanism." On the surface, this sounds as reasonable as targeting voltage-gated Na þ channels for the irritable nociceptor patient because they have been implicated in the bursts of afferent activity that underlie the pain attacks common to that patient subgroup [11, 17] . Unfortunately, there are at least three related limitations stemming from this suggestion. The first is that the term central sensitization is now used so commonly by both basic pain researchers and clinicians to refer to any and all CNS processes implicated in an increase in the perception of pain [98] [99] [100] that it is of limited utility. Like many terms that have lost their meaning, this was not always so, as it was originally used to describe the long-lasting NMDA receptor-dependent increase in the response of dorsal horn neurons to afferent activity following tissue injury or intense noxious stimulation [101, 102] . Second, a variety of other mechanisms have been implicated in the maintenance of the injury-induced increased response of dorsal horn neurons, and the available evidence suggests that the specific dorsal horn neurons that have been altered depend on the type of injury [15, [103] [104] [105] , and by definition, DMA must reflect more than a simple increase in the stimulus-response function of a dorsal horn neuron. That is, it must reflect a change in circuitry such that normally innocuous stimuli are able to engage a "pain" circuit [61] . Third, as noted above, cells and circuits throughout the CNS have been implicated in the amplification of nociceptive signaling.
With respect to spinal mechanisms, the majority of the early work in this area focused on stimulus-response functions, where potentiated responses can be short or long lasting. The shortest form of potentiation is most easily explained by a simple relief of Mg 2þ block of NMDA receptors leading to recruitment of an additional ligand gated channel in response to presynaptically released glutamate. This process, referred to as "windup" [106, 107] , requires relatively high stimulation frequencies (i.e., 0.5 Hz), is observed during the delivery of repeated stimuli, and decays relatively rapidly following stimulus termination. Central sensitization, as originally defined, was induced with a single high-intensity burst of afferent activity and was associated with an increase in the response to afferent input that lasted anywhere from 45 to 180 minutes depending on the nerves stimulated [98, 108, 109] . Based on similarities between synaptic mechanisms of learning and memory observed in the hippocampus and the changes in the spinal cord dorsal horn, pain researchers adopted the learning and memory term "long-term potentiation" or "LTP" to refer to the long-term increase in synaptic responses observed in the dorsal horn [110] [111] [112] . LTP in projection neurons is mediated by activation of NMDA receptors, Ca 2þ influx through these receptors, or from release from intracellular stores and engagement of signaling pathways that ultimately lead to increased trafficking of AMPA receptors to the postsynaptic membrane. It is perhaps unfortunate that this term is still used today to refer to plasticity in the spinal cord dorsal horn because data from subsequent research indicated that the changes in the dorsal horn are distinct from those observed in the hippocampus and other structures implicated in learning and memory. Plasticity in the dorsal horn can be induced by low-frequency stimulation [112] , which would induce long-term depression at most of the CNS synapses. It appears to require at least some ongoing afferent input for its maintenance, as can be readily demonstrated in patients [113] . And it can be induced in a heterosynaptic fashion by recruitment of glial cells [114] . This may be a key process for the development of referred hyperalgesia after injury. Regardless, it is clear that additional processes are required for the manifestation of DMA because the above mechanisms still fail to explain a basic feature of DMA.
It has long been appreciated that the emergence of DMA must involve a change in spinal cord circuitry [115, 116] , and a number of different lines of evidence point to a decrease in inhibitory tone, primarily mediated by ionotropic GABA (GABA A ) and glycine receptors, as a key mechanism underlying the change in circuitry. However, one of the more surprising findings to arise from the study of this process has been the discovery that glial cells may be involved. Both astrocytes and microglial cells are quite robustly activated by nerve injury and/or inflammation, and both of these cell types secrete mediators that alter synaptic transmission in the spinal dorsal horn [117] . While many glial-dependent mechanisms for this have been proposed, one that has gained particular prominence involves a relatively complex sequence of events. The process is initiated by a nerve injury-induced upregulation of CSF1 [118] , interferon c [119] , or some other signaling molecule in primary afferents. These mediators drive an increase in the ionotropic purinergic receptor P2X 4 in microglia [120] . P2X 4 activation then results in the release of brainderived neurotrophic factor (BDNF) from microglia that acts on dorsal horn neurons to, among other things [120] , decrease the activity of the Cl À transporter KCC2 [62] . The decrease in KCC2 results in an increase in intracellular Cl À and a decrease in the efficacy of GABAergic and glycinergic inhibition in the dorsal horn [121, 122] . This decrease in inhibition is thought to be one way in which low-threshold afferents may gain access to pain circuitry, resulting in DMA [61] .
While the glial hypothesis has led to exciting research in the field, it has so far failed to lead to a clinical breakthrough. In fact, microglial inhibitors have failed to show efficacy in several clinical trials [123, 124] . Available evidence suggests a number of potential reasons for this failure. In contrast to the robust activation of microglia in response to traumatic nerve injury, there is far less microglial activation in association with other forms of peripheral neuropathy [125] [126] [127] . Furthermore, even in models of traumatic nerve injury, microglial activation appears to be relatively transient, with evidence for astrocytes contributing to the hypersensitivity with time [128, 129] . There are also recent data suggesting that microglia may only play a major role in promoting neuropathic pain in male mice [130, 131] . Nevertheless, recent evidence suggesting that the specific circuit changes contributing to the emergence of DMA depend on the type of injury argues that the widespread activation of microglia and astrocytes is only part of the story.
An additional mechanism implicated in the emergence of DMA is changes in descending pain modulation. While descending inhibitory and facilitatory mechanisms have long been known to be important controllers of nociceptive thresholds and are targets for many clinically utilized drugs (e.g., opioids, norepinephrine reuptake inhibitors, and likely even cannabinoids), it has only recently been recognized that these systems are fundamentally involved in controlling the persistence of pain after injury [132] . For instance, descending facilitatory mechanisms are required for the persistence of neuropathic pain in the spinal nerve ligation model [133] . This apparent shift in the contribution of CNS circuitry relative to that of aberrant afferent activity has been used as an example of the "centralization" of pain, despite evidence for an essential, if not mandatory, role for ongoing afferent activity in the production of this type of pain [134, 135] . Interestingly, there is evidence to suggest that glial cell activation at higher brain centers may also contribute to a shift in the influence of descending input to the spinal cord dorsal horn [136] . Even more interestingly, and potentially important from a clinical perspective, there is evidence that animals that fail to develop persistent neuropathic pain are protected by strong descending inhibitory controls that are able to actively suppress ongoing peripheral input from the injury as this nociceptive information enters the spinal dorsal horn [137] . Indeed, clinical evidence suggests that people who lack strong conditioned pain modulation (CPM), thought to be a reflection of the descending inhibition described in preclinical studies, are more likely to develop persistent pain after injury, such as surgery [138, 139] . The therapeutic efficacy of serotonin/norepinephrine re-uptake inhibitors may reflect, at least in part, the facilitation of this descending, antinociceptive circuitry. And while the narrow efficacy of these drugs may reflect the limited involvement of these changes in the manifestation of neuropathic pain, and/or a shift toward facilitatory processes that are not sufficiently counterbalanced by an increase in descending inhibition, the predictive utility of CPM may enable the identification of strategies that mitigate the potential poor prognosis for pain after surgery. To the extent that CPM is engaged with cognitive interventions such as distraction, virtual reality, and mindfulness meditation [140, 141] , it is being exploited with some of the most effective pain management strategies available. [139] .
While the brainstem periaqueductal grey, rostral ventral medulla (RVM), and adrenergic nuclei have received the most attention in the context of descending modulation of nociceptive signaling, there is also now strong evidence for synaptic plasticity throughout the brain in response to persistent activation of peripheral nociceptors. One of the best examples of this is the central nucleus of the amygdala (CeA). The CeA receives abundant nociceptive inputs, and stimulation of nociceptors produces synaptic plasticity in the CeA [142] . The CeA sends outputs to the basolateral amygdala, which then projects to the prefrontal cortex (PFC), where important processes involved in cognition are performed. Plasticity in the CeA drives altered inputs to the PFC, via the basolateral amygdala, which then changes inhibitory tone in the PFC [143] . The consequences of this are a change in network activity in the PFC and a negative impact on cognition. Therefore, persistent activation of nociceptors not only changes areas of the brain involved in pain perception but can also drives changes in the brain that alter basic functions, such as cognition, creating major comorbidities for patients [143] .
There is also emerging evidence for changing circuitry in the brain as pain becomes persistent. One such example is the descending dopaminergic projections that come from the hypothalamus. While these projections normally are capable of producing analgesia that depends on D2 receptors, in hyperalgesic priming models, once animals become primed, this system plays a dominant role in promoting pain, now through the activation of D1/D5 receptors. Interestingly, this change happens as the dorsal horn seems to switch from transmitting pain signals through superficial projection neurons toward deeper dorsal horn neurons that project to many of the same areas of the brain but receive much stronger low-threshold inputs [144] . Another example also involves circuitry controlled by dopamine, the ventral tegmental area (VTA)-nucleus accumbens-PFC circuit. Here the Apkarian lab has shown through a series of elegant studies that high functional connectivity between nucleus accumbens and PFC predicts the transition to persistent chronic low back pain with up to 80% accuracy [145, 146] . This suggests that connections between these two brain regions play a key role in amplifying pain information in the brain. Using preclinical neuropathic pain models, these researchers also showed that nerve injury increases excitability of cells in the nucleus accumbens and that inhibiting the activity of nucleus accumbens neurons reduces neuropathic pain [147, 148] .
Mechanisms Beyond Neuropathic Pain
Of course, this whole discussion has been focused on signs and symptoms of neuropathic pain, while additional mechanisms contribute to the far broader complexity of pain as reflected in muscular, joint, visceral, organ-specific, cancer, and other types of pain. These pain types may reflect dependence on different cells types [149] , different populations of neurons [150] , different circuits [15] , etc., that might also be influenced by distinct factors depending on the condition. Pharmacological evidence in support of this is the relatively narrow therapeutic efficacy of triptans for migraine, carbamazepine for trigeminal neuralgia, and bisphosphonates for bone cancer pain, despite the fact that potential targets for these drugs are not only distributed throughout the body, but implicated in other pain syndromes. While it is not possible to go into all of these conditions here, we will focus on three that allow us to highlight important developments that give insight into mechanisms.
Headache, in particular migraine headache, is a debilitating neurological disorder that is approximately three times more prevalent in women than men. With mounting evidence against the vascular hypothesis of migraine, the field is currently split between those who argue that migraine is essentially a CNS disorder [151] and those who argue that at the least the pain of migraine must reflect the sensitization/activation of nociceptors that innervate the meninges [152, 153] . Promising results with the calcitonin gene-related peptide (CGRP)/receptor antibodies in phase II trials may put this debate to bed once and for all (at least with respect to the subpopulation of migraineurs responsive to this new therapy) [154] [155] [156] [157] as there is little evidence that there is sufficient antibody penetration of the bloodbrain barrier to influence CGRP signaling within the CNS. The implication is that the initiation of a migraine attack in this subpopulation of patients involves peripheral CGRP signaling. Nevertheless, with respect to the latter hypothesis, there is not only evidence that the 5HT1B/D receptors, the primary targets for triptans, are differentially distributed [158, 159] , but that their therapeutic effects reflect a unique coupling between the receptors on dural afferents and the channels underlying the regulation of dural afferent excitability [160, 161] . Interestingly, the ion channels mediating the sensitization of dural afferents also appear to be unique relative to those channels underlying the sensitization of afferents innervating other targets, including other craniofacial structures [153, [162] [163] [164] [165] [166] . These differences underscore the impact target of innervation on both mechanisms responsible for pain, as well as the potential efficacy of therapeutic interventions.
That it may not only be necessary, but possible to selectively treat specific types of pain is illustrated by the extraordinary gains that have been made in understanding bone pain [167] , in particular pain generated by cancer infiltration into bone [168] . It is now understood that this type of pain can be mechanistically organized along two principles: osteoclastic and osteoblastic bone pain. While these are both able to create nerve damage due to changes in bone structure, the types of nerve damage that develop are different and can lead to different mechanisms driving pain. In support of this, treatments that preserve bone, such as the bisphosphonates, have efficacy against metastatic bone disease that is primarily osteoclastic in nature [168] . While these treatments are far from a cure from this type of pain, they do suggest that appropriately targeting the mechanism can lead to a significant resolution of pain in patients.
A third example of how a more detailed mechanistic understanding of a pain syndrome may lead to more effective therapeutic interventions comes from the study of fibromyalgia. Because of the apparent absence of a peripheral driver for the widespread pain associated with this syndrome, it is often held up as a prime example of a "centralized" pain syndrome [169, 170] . Changes in CNS structure [171, 172] and function [170, 173, 174] have been used as evidence that fibromyalgia is a central pain syndrome. And while several cellular changes have been described in brain areas such as the ACC [175, 176] , the amygdala [143] , and the RVM [136, 137] , the extent to which any of these changes identified in preclinical models contributes to the clinical manifestation of fibromyalgia remains to be determined. In addition to these central changes, recent findings suggest that at least some fibromyalgia patients may actually have a small fiber neuropathy that was not detectable with previously used methods [177] [178] [179] [180] . Even more exciting is the evidence that at least some of this neuropathy may be due to autoimmunity [181] [182] [183] [184] . These findings suggest a clear treatment strategy for at least a subpopulation of patients who have been relegated to "management" status. While much more work is needed along these lines, this innovative hypothesis could point to new mechanistic insight that could develop therapeutics that reverse, rather than palliatively treat, these disorders.
Can We Cure Pain? Three Major Barriers to Success
So, while the phenotyping of pain patients is an excellent start, it is clear that the tools currently available to identify subpopulations of pain patients are not sufficient to address the complexity of the problem or the underlying mechanisms. And while we remain convinced that it will ultimately be possible to cure all but the most transient forms of pain that protect us from injury or potential injury, achieving this goal will require overcoming three major barriers.
The first of these is that the concept of pain, and consequently its medical management, is still burdened by a variety of sociological issues. These range from the stigma attached to pain and beliefs about what it means to suffer and ask for help to the medical approach to pain, where pain was historically viewed as a symptom of other underlying pathology. In this latter context, there were concerns that treating the pain would mask the underlying pathology and/or the assessment of the efficacy of the intervention, as well as the fundamental belief that the only really viable strategy to treat pain was to appropriately treat the underlying cause. More recently, discussions over pain have revolved around the concept of chronic pain, which will be defined in the new ICD-11 as pain persisting more than three months but is more generally accepted to reflect pain that persists after the inciting processes have been resolved. The problems with a simple time-dependent definition of chronic pain are myriad but include the simple observations that most major injuries are associated with pain that persists well over three months. There are almost as many problems with the latter definition, not the least of which is that, in the context of the homeostatic system that is the human body, pain that persists following a perturbation such as that associated with an injury may simply be the body functioning at a new set point. It is at the point when it becomes "chronic," however, that many have argued pain should be considered a disease in its own right, and treated as such. However, given that there are likely many more ways in which the nervous system may establish a new "set point" than there are ways to establish or maintain an "irritable nociceptor," we suggest that conceptually the term chronic pain does not help with either diagnosis or treatment. As an alternative, we suggest that all but the most transient pain, necessary for the avoidance of tissue damage and that can be resolved with the termination of the stimulus, should be viewed as a disease. Viewed in this way, it is possible to leverage what we already know about the underlying mechanisms of pain to address, or at least weigh, the two issues fundamental to any disease; those are prognosis and treatment. As suggested by the discussion above, progress is needed on both, but viewing pain as a disease provides a framework for a more rapid implementation of knowledge.
The second major barrier to progress has been a shift in the general approach to pain away from even the possibility of a cure toward its management. This is certainly not true of pain patients. Nor is it true of all pain clinicians, with many still convinced that their approach will work for all. However, whether a reflection of the limited number of options available or the deleterious consequences of options recently relied upon as a viable approach to persistent pain (i.e., opioids), there has been a shift in focus from pain per se to quality of life in the presence of pain. The result is pain management strategies rather than pain relief strategies. And while pain management is essential, particularly when all available alternatives have been tried, we simply cannot lose sight of or stop working toward a cure.
The third barrier is the largest scientific challenge: the development of diagnostic tools that give meaningful insight into mechanism. Given all the factors that influence the manifestation of pain, it is essential that clinicians are able to appropriately assess and identify which of the many factors and potential mechanisms are contributing to pain at any given point in its course. Tremendous strides have been made in advanced imaging techniques, as well as high-resolution analysis of very small samples. The latter approach has enabled significant advances in the treatment of cancer where the tumor can almost always be biopsied, extensively characterized, and even genotyped. Unfortunately, even a small biopsy can be a problem for the nervous system. Thus, the development of diagnostic tools remains an area in need of significant investment.
Where Might These New Diagnostic Tools Come from?
One important emerging area is the development of theragnostics, or nanoparticles, that can be used to label cell types and deliver therapeutics to specific cells. Many theragnostics have already been developed that home to specific types of cells in the body. These theragnostics can deliver labels that allow for cellular Renewing the Goal to Eliminate the Disease of Pain imaging in a variety of different contexts. For instance, theragnostics that can specifically deliver fluorescent labels to macrophages can be imaged in living animals in a completely noninvasive fashion [185, 186] . Imagine a patient with suspected irritable nociceptors driven by macrophage infiltration to a superficial nerve. An appropriate theragnostic could be used to test this diagnosis and then also used to deliver an appropriate drug to this specific cell type to reverse the pathology. In fact, this specific approach has already been used in preclinical models, suggesting that it can also be advantageously employed in the clinic [185] .
Another important area of development is in biomarkers. There has been a strong emphasis in the past on developing a general biomarker for pain. We do not think that this is useful for most patients who are perfectly capable of telling the clinician that he or she has pain. The patient is likely even able to explain their pain in exquisite detail, but as suggested by the results of the Baron studies [11, 13] , pain descriptors alone do not provide sufficient insight into mechanism. Thus, biomarkers reflective of specific mechanisms remain an intriguing but elusive goal. One potentially exciting avenue of exploration has been microRNA, which appear to have unique profiles both locally at the site of injury [187] [188] [189] and systemically [190, 191] . Interestingly, the patterns of microRNA may not only prove to be useful biomarkers, but because they are able to recapitulate phenotype, they may also reveal underlying mechanisms of complex disorders such as complex regional pain syndrome [190, 191] . Similarly, given evidence that the contribution of microglia to neuropathic pain may not only reflect the type of injury [117, 125, 129] but also the sex of the injured [130, 131] , it may be possible to develop biomarkers that enable the identification of a subset of patients with microglial involvement. There is at least some evidence that such an approach may be within reach due to the development of positron emission tomography imaging ligands that can image microglial activation in humans [192] .
Bio-and health informatics are growing fields where advances in our ability to handle "big data" are leading to novel discoveries that are often completely nonbiased in nature because modeling can be done based on all available variables. Let's go back to the refined clustering analysis that identified three major subtypes of neuropathic pain patients based on quantitative sensory testing (QST) profiles. The authors of this work predictions about efficacy of drugs for each of these patient phenotypes [11] . Given the large network of clinics and hospitals where this work was based, it seems reasonable to retrospectively, and prospectively, group patients by QST variables, drug prescriptions and response, and all other available medical record variables to look for additional insight into which patients are likely to have a positive response to a specific intervention. While it is not possible to predict what kind of results might come from these types of analyses, the proverbial stars are aligning with technology and electronic health records to finally make large-scale projects like this possible. Another area where this technology could have a huge impact is prevention. It seems almost certain that studies such as the one proposed above will find factors that contribute to the prevention of persistent pain after injury. When such factors are discovered, mitigation strategies should be implemented widely because the best way to treat pain is to prevent it in the first place.
Focusing more on bio-informatics, the genomics revolution has enabled remarkable discovery in the pain field [97, 193] . Highlights of this body of work are the identification of genes responsible for congenital insensitivities to pain and inherited pain disorders [95, 96] . However, the genetics revolution has so far not had a profound impact on our ability to determine who will develop persistent pain. While there are likely many reasons for this, and the topic has been covered extensively elsewhere (see, for instance, [97, 193] ), one thing that is almost certainly true is that persistent pain is unlikely to be explained, in most cases, by the presence or absence of simple single gene variations in any given population. The explosion of next-generation sequencing techniques, which allow for identification of new gene variants or for direct, genome-wide assessment of gene expression using RNA sequencing, may give significant insight into this problem, where traditional genomics has failed. While the genome in the nervous system is relatively static, at least at the DNA sequence level, the transcriptome, defined as all of the RNA found in a cell, is remarkably dynamic and can give insight into changes in phenotype and function that genome sequencing cannot resolve [194, 195] . The problem here is, again, that nervous system tissues cannot be "sampled" with available technology to enable application of the highly sensitive RNA-sequencing approaches currently available. However, other samples may be very instructive. For instance, as mentioned above, the immune system is thought to be a major driver of many forms of persistent pain [16] . Sampling and sequencing the RNA from immune cells from pain patients may give significant insight into the changes in their immune system that cause these cells to interact with the nociceptors driving pain. Certain immune cells may also tell us interesting things about the nervous system. Along these lines, in a remarkable paper, Laura Stone and colleagues showed that the epigenomic landscape of PFC nervous tissue and peripheral T cells were remarkably similar months after the development of neuropathic pain in mice [196] . While this is a long way from human validation, T cells are readily accessible in human patients and may be able to give us a window into molecular pathology in a tissue that would otherwise not be obtainable until after the patient dies. Finally, returning to the primary afferent, it is now understood that at least some of the RNA that is made in the nucleus of these neurons is transported into their axons [197] [198] [199] . As these axons can be sampled by tissue biopsy, it is possible that simple skin biopsies that are routinely taken from neuropathic pain patients for epidermal nerve fiber assessment could also be submitted to RNA sequencing to examine transcriptional changes in RNAs that are found in the axons of DRG neurons in different pain pathologies. As the cost of next-generation sequencing continues to fall and the machines needed to do this become more ubiquitous, it is almost certain that this technology will gain a strong foothold in basic and clinical pain research.
From Mechanism to Cure
We believe that the emphasis on managing pain is useful because patients must have some hope for treatment in the absence of cures. However, we also think that this emphasis, along with understandable disappointment at failed clinical trials, has created a loss of optimism in the possibility of developing new and better therapeutic strategies. As recently highlighted by the director of The National Institute of Drug Abuse, new medicines for pain are desperately needed and the sheer volume of the need will continue to accelerate [200] . But while there remain significant barriers to progress and much work still needs to be done, we also believe there is reason to be optimistic about cures for pain. This optimism comes from recent successes in mechanism-based therapeutics. These include very successful trials for anti-nerve growth factor (NGF) therapies in arthritis, low back pain, and several other pain conditions [201] [202] [203] [204] , successes of anti-CGRP therapies for migraine pain [154] [155] [156] [157] , and early but exciting data on Na v 1.7 inhibitors [205] . What is distinct about these mediators and their clinical success is that they all have a strong foundation in basic science, where the mechanism has been linked to the pain phenotype in animal models and in humans. This is in contrast to, for example, the fatty acid amide hydrolase inhibitors that were shown to be effective in certain preclinical models and then applied in the clinic in a patient population where there was little preclinical evidence for efficacy (in this case, osteoarthritis), and the therapeutic ultimately failed in clinical trials [206] . As we continue to gain evidence for specific overlapping pain mechanisms in humans and in animal models, this gives increasing confidence that these therapeutics targeting these mechanisms can follow the route of anti-NGF, -CGRP, and -Na v 1.7 medicines toward the clinic. While it is always possible that these therapeutics can be derailed by safety issues (see, for instance, the continuous safety issues regarding anti-NGF therapies [207] ), the very strong evidence for efficacy that is already building demonstrates that it is possible to have a large impact on pain, including a reversal of pain, by targeting specific pain-promoting mediators that are key to certain pain types (Figure 4 ).
Given the very likely possibility that much, if not all, pain reflects a loss of homeostasis and/or the establishment of a new homeostatic set point, another potentially productive strategy for the development of more effective pain treatments is to focus on restoration of "normal" homeostasis. We would argue that the emerging therapeutics do just that by normalizing NGF or CGRP signaling or neuronal excitability. However, emerging technologies suggest even more directed approaches.
One of these is found in our expanding ability to create molecules that have positive or negative allosteric modulatory effects and/or signaling pathway-specific mechanisms on neurotransmitter systems. An important example of this is in the emerging new classes of opioid analgesics that positively modulate the receptors to achieve activation of specific signaling pathways that are involved in analgesia while avoiding others that are involved in addiction, the generation of somnolence, or even the slowing of gastrointestinal transit [208] . The creation of so-called biased ligands would undoubtedly have a huge impact on pain treatment because they could allow for the achievement of a new set point for pain modulation in the brain that may effectively compensate for loss of inhibitory tone or amplification of plasticity in the nucleus accumbens. This is just one of many examples that could be employed from this emerging area of pharmacology.
Another pharmacological approach has emerged from the identification of molecules that appear to function as "master switches" for the regulation of whole processes. This approach is particularly important because it is becoming increasingly clear that the multiple mechanisms that can lead to nociceptor hyperexcitability can likely not be targeted individually to achieve resolution of pain [209] . What is needed is to take advantage of factors that might be able to reverse this process once the system that has been perturbed. Potential factors include the resolvins [210] and anti-inflammatory immune factors like IL-10 [211] [212] [213] [214] . In some instances, these endogenous resolution pathways may have failed to turn on or have been inefficient when they did turn on. The strategy then is to provide the mediators exogenously or engineer new ways to turn on these pathways so as to facilitate normal resolution of a pain state. In this way, our increasing knowledge of endogenous mechanisms that mediate the resolution of inflammation and pain may provide opportunities for disease modification that can function independently of the mechanisms that caused the pain to become persistent (Figure 3) . In a similar vein, signaling pathways that maintain persistent pain have been discovered that show striking similarity across preclinical models. Two examples of such pathways are the mechanistic target of rapamycin (mTOR) and mitogen-activated protein kinase (MAPK) pathways [215] . While it may be difficult to target these pathways individually, an endogenous negative regulator of these pathways exists and can be activated by a variety of drugs, including one that is widely clinically available. This kinase, called adenosine monophosphate-activated protein kinase (AMPK), profoundly decreases the activity of two other kinases, mTOR and MAPK, in nociceptors and activators of AMPK have disease-modifying properties in neuropathic and postsurgical pain preclinical models [216, 217] . These three examples highlight the potential of this relatively new and exciting line of investigation. It is likely that additional pain resolution pathways exist that will create further opportunities for discovery and therapeutic development.
Two other exciting developments are the fields of optogenetics and chemogenetics, which are developing so rapidly and impacting so many aspects of biomedicine that their impact is nothing short of a revolution.
Optogenetics refers to the control of neuronal (or other cellular activity) through engineered ion channels or pumps that are activated by light [218] . The power of this approach comes from the fact that these channels Figure 4 Mechanisms driving pain and three opportunities to reverse chronic or persistent pain. The cycle at the top left shows many mechanisms that can lead to persistent pain. One way that treatments can reverse persistent pain would be to directly target those mechanisms that caused the pain to become persistent to effectively reverse the cycle. Another way would be to employ endogenous resolution mechanisms, like resolvins, to reverse persistent pain in a manner that is not dependent on its cause. Finally, treatments that can take persistent pain to a new, acceptable set point could also be engineered. These might include employing viral vectors to introduce optogenetic control of nociceptor activity in persistent pain conditions. and pumps can be used to both excite and inhibit cells and that they do so with very precise temporal parameters in response to very specific wavelengths of light. In this way, it becomes possible to excite and inhibit different cells at the same time, or even the same cell to more precisely control output. Chemogenetics refers to the control of neuronal (or other cellular activity) through engineered receptors that are only activated by exogenous compounds that do not act on any other receptor or protein in the body. These receptors, now commonly referred to as designer receptors exclusively activated by designer drugs, or DREADDs, may also be excitatory or inhibitory. The most widely used of these DREADDs were generated from the G-protein coupled muscarinic Figure 5 Optogenetic control of nociceptors in vivo using implantable LED devices. The diagram shows a neuropathic pain patient with the irritable nerve at the site indicated with the large arrow. The implantable LED device is placed along the nerve and the DRG is transduced with a vector to allow for expression of halorhodopsin which causes Cl-influx to the cell in response to light. The combination of the implantable LED and the expressed halorhodopsin allows for termination of the pain signal at the site of the LED through a strong inhibitory current produced by the exogenous channel.
Renewing the Goal to Eliminate the Disease of Pain acetyl choline receptor [219] . Mutations in the ligand binding domain rendered this receptor unresponsive to any endogenous ligands but responsive to a drug, clozapine-N-oxide, that acts at no other receptors in the body. Mutations in the cell signaling domain enable the receptor to be used to drive either endogenous inhibitory or excitatory signaling cascades. Thus, like optogenetics, chemogenetics can be used to excite or inhibit targeted cells, but with a drug that can be given systemically [219] . And while this is a clear advantage of this technology, enabling the receptors to be activated for longer periods of time, there is far less control over the temporal dynamics or magnitude of receptor activation. Furthermore, we have recently demonstrated that at least one of the GPCRs-based DREADDs is not as benign as originally anticipated, with the mere expression of the receptor enough to drive changes in ion channel density and endogenous cell signaling [72] . Nevertheless, in basic neuroscience, the development of these tools has led to entirely new ways to interrogate neural circuits and new discoveries about the connectivity of the brain. Importantly, for optogenetics, technological advances are keeping pace with the increasing precision with which it is possible to control protein functions with light. For instance, groups led by Robert Gereau, Michael Bruchas, and John Rogers have created fully implantable, miniaturized, wirelessly controlled devices that are biocompatible and operational for up to several months in vivo and that can deliver light pulses continuously to control neuronal activity in virtually any setting [220] [221] [222] . These devices have already been tested with inhibitory optogenetic channels in preclinical models and are effective in reducing many different kinds of pain [220] [221] [222] [223] . Given the ability to not only precisely control cell activity but to do so in specific populations of cells, when these approaches are finally employed in patient populations, we will wonder why we even bothered with the electrical stimulators still so widely used today. In the context of restoration of homeostasis in the nervous system, this would be close to an ideal approach because of the possibility of restoring "normal" patterns of activity. All that said, despite how tangibly close this novel approach feels, there remains a significant barrier to its implementation, and that is the vehicle for gene delivery. Modified viruses remain the strategy of choice, where a renewed focus on viral vector delivery for use in human populations may be all that is needed. But novel strategies may ultimately enable avoiding this potentially problematic delivery system ( Figure 5 ).
Finally, while stem cell therapy may never enable restoration of CNS function lost to trauma or disease, considerably more promising results have been generated in the context of pain. Basbaum and colleagues have recently demonstrated that a unique population of embryonic stem cells destined to become inhibitory neurons in the brain not only become inhibitory neurons in the spinal cord, but help normalize inhibitory tone in the spinal cord disrupted by neve injury [224] [225] [226] . And while access to these cells may be difficult for therapeutic purposes, two groups have obtained promising results with bone marrow-derived stromal stem cells that utilize a TGFb-dependent signaling mechanism to normalize changes in the spinal cord that arise from nerve injury [227, 228] .
Conclusion: Cures for Pain Are Attainable
We began this review by considering the potential of using phenotyping to guide both trials and treatment of neuropathic pain patients. However, this consideration served more as a vehicle to not only illustrate the complexity of the picture of pain processing that has emerged from the study of pain over the last several decades, but also illustrate why this approach is doomed to fail if employed only with available technologies. We went on to describe additional barriers to progress in finding a cure for the disease of pain. We ended, however, with all the reasons to be optimistic about the development of diagnostic tools that will enable us to appropriately treat patients, as well as novel approaches for treatment. These are incredibly exciting times to be working for a cure. Our only hope is that society has the will to commit the resources necessary to enable the achievement of this goal.
