A five-parameter distribution called the McDonald normal distribution is defined and studied. The new distribution contains, as special cases, several important distributions discussed in the literature, such as the normal, skew-normal, exponentiated normal, beta normal and Kumaraswamy normal distributions, among others. We obtain its ordinary moments, moment generating function and mean deviations. We also derive the ordinary moments of the order statistics. We use the method of maximum likelihood to fit the new distribution and illustrate its potentiality with three applications to real data.
Introduction
For an arbitrary parent cumulative distribution function (cdf) ( ) G x , the probability density function (pdf) ( The Mc-G family of densities allows for greater flexibility of its tails and can be widely applied in many areas of engineering and biology.
In this note, we introduce and study the McN distribution for which its density is obtained from (1) by taking ( ) G  and ( ) g  to be the cdf and pdf of the normal reduces to the skewnormal distribution (Azzalini, 1985) with shape parameter equal to one.
The paper is outlined as follows. Section 2 provides some expansions for the density of the McN distribution. In Section 3, we analyze the bimodality properties of the McN distribution. In Section 4, we derive two simple expansions for its moments. In Sections 5 and 6, we obtain the moment generating function (mgf) and mean deviations, respectively. We derive, in Section 7, an expansion for the density of the order statistics. Section 8 provides two representations for the moments of the order statistics and an explicit expression for the mgf. In Section 9, we derive the hazard rate function and analyze its limiting behavior. In Section 10, the Shannon entropy is derived. Some inferential tools are discussed in Section 11. Applications to three real data sets are illustrated in Section 12. Section 13 ends with some conclusions.
Expansion for the Density
Some useful expansions for (1) and (2) By expanding the binomial in (1), we obtain
where ( ) ( )
 distribution and the weights k w are given by
The Mc-G density function is then a linear combination of exponentiated G densities. The properties of the Mc-G distribution can be obtained by knowing those of the corresponding exponentiated distributions. Integrating (4), we obtain
From now on, we work with a random variable Z having the standard McN( , , , 0,1) a b c distribution. The density of Z reduces to
Plots of the McN density for selected parameter values are given in Figure 1 . Using (4), we can write
where
We can obtain an expansion for ( ) 
Expansions (4), (5), and (7) are the main results of this section. 
By analyzing this expression, the bimodality conditions for the McN density can be established.
As a particular example, Figure 2 (a) gives the plot of the solutions of (8) In order to determine which critical points are modes of the distribution, we should consider the sign of the second derivative at the critical points. In particular, a mode of ( ) f z is a critical point with non-positive second derivative. At the critical points, we have 
Proposition 2 2If z is a mode location, then z is an increasing function of a .
We now consider the variational behavior of the critical points of ( ) f z with respect to changes in b . From equation (8), the first derivative of z with respect to b is 
Modality Regions
From equation (8) Due to its symmetric behavior, the discussion follows mutatis mutandis. So, from equation (8) 
Moments
The moments of X having the McN( , , , ) a b   distribution are immediately obtained from the moments of Z following the McN 
. So, we can work with the standard McN distribution. We give two representations for the n th moment of the standard McN distribution, say = ( )
 can be derived from (5) as
The standard normal quantile function can be expanded as (Steinbrecher, 2002)
By application of an equation in Gradshteyn and Ryzhik (2000, Sec.0.314) for a power series raised to a positive integer, n , we obtain
Here, the coefficients , c can be calculated numerically from the i a by (13) . We can easily obtain from (10)
The moments of the McN distribution can be determined from equation (14), where the quantities , n i c are derived from (13) using the i a above.
We now provide a second representation for ' n  . The standard normal cdf can be expressed as
The ( , ) n r th probability weighted moment (PWM) (for n and r integers) of the standard normal distribution is defined by
By making use of the binomial expansion and interchanging terms, we have
Using the series expansion for the error function erf ( )   from equations (9)- (11) given by Nadarajah (2008 
where the terms in , n r  vanish when n r p   is odd. The moments of the standard McN distribution is calculated from equation (7) as
where , n r  is given by (15). Equations (14) and (16) 
Generating Function
In this section, we provide a representation for the mgf of the McN( , , 0,1)
. From equation (7), we obtain By 
Mean Deviations
. The amount of scatter in Z is measured to some extent by the totality of deviations from the mean and median. These are known as the mean deviations about the mean and median, defined by We can determine 
Hence, we have all quantities to obtain , , , =0
where ( 1, ) A j q  was defined before. Equations (20) and (21) give the mean deviations.
Order statistics
The density function : ( ) 
We can use the incomplete beta function expansion for  real non-integer
It follows from equations (2) and (6) i n g p r is given by
Equation (23) is the main result of this section. It gives the density function of the McN order statistics as a power series of the standard normal cumulative function multiplied by the standard normal density function.
Properties of order statistics
Here, we provide two expansions for the moments and one expansion for the mgf of the McN order statistics. First, the n th moment of the i th order statistic in a sample of size n , say (10) and (14) . We have where ( , ) J s j is defined by (18). Equations (24), (25) and (26) are the main results of this section.
Hazard Function
The McN hazard rate function takes the form
We study the asymptotic behavior of the hazard function as x   . We now show that
Indeed, we have:
Once again, another indeterminate form arises. An application of L'Hôpital's rule yields
It is worth noting that this asymptotic behavior does not depend on the parameters , a c and  . The limit of ( ) h x as x   is zero.
However, we can verify that
In fact, considering that . The second and third integrals can be expressed in terms of the beta function. Indeed, using Taylor series expansions for the logarithmic function, the previous integrals reduce to Figure 7 depicts some plots of the Shannon entropy for selected pdf parameters.
is the expected information matrix.
The multivariate normal
distribution can be used to construct approximate confidence intervals and confidence regions for the individual parameters.
The likelihood ratio (LR) can be used for testing goodness of fit of the McN distribution and for comparing this distribution with some of its sub-models. We can compute the maximum values of the unrestricted and restricted log-likelihoods to construct LR statistics for testing some sub-models of the McN distribution. For example, we may use the LR statistic to check whether the fit using the McN distribution is statisticallỳ`s uperior'' to a fit using the exponentiated normal (EN) and normal distributions for a given data set. In any case, hypothesis tests of the type 0
where  is a vector formed with some components of θ and 0  is a specified vector, can be performed using LR statistics. 
Applications
In this section, we use three real data sets to compare the fits of a McN distribution with some of its sub-models, i.e., the BN, KwN, EN, normal and skew-normal distributions. In each case, the parameters are estimated by maximum likelihood (Section 11) using the SAS subroutine NLMixed. Convergence was achieved using the re-parametrization = a ac
First, we describe the data sets. Then, we report the MLEs (and the corresponding standard errors in parentheses) of the parameters and the values of the AIC (Akaike Information Criterion), CAIC (Consistent Akaike Information Criterion) and BIC (Bayesian Information Criterion) statistics. The lower the values of these criteria, the better the fit. Next, we perform LR tests for the need of skewness parameters. Finally, histograms of the data sets are provided to obtain a visual comparison of the fitted density functions.
Consider the data set discussed in in Weisberg (2005, Section 6.4) which represents 102 male and 100 female athletes collected at the Australian Institute of Sport, courtesy of Richard Telford and Ross Cunningham. The following variables are evaluated in this study:
1.
Plasma ferritin concentration (plasma); 2.
Sum of skin folds (skin folds); 3.
Lean body mass (mass). Table 1 gives a descriptive summary of each sample. The plasma and skin folds have positive skewness and kurtosis, larger values of these sample moments being apparent in the plasma data. The mass data has positive skewness and negative kurtosis.
We now compute the MLEs and the AIC, BIC and CAIC statistics for each data set. For the three data sets, we fit the McN distribution, with parameters a , b , c ,  and  , and this is compared with the fits obtained using the BN, KwN, EN, normal and skew normal distributions. The estimates of  and  for the normal distribution were adopted as initial values.
The results are reported in Table 2 . Notice that the three information criteria agree on the model ranking in every case. For the plasma, skin folds, and mass data, the lowest values of the information criteria are obtained from the fit of the McN distribution. Clearly, the McN model having three skewness parameters is preferred for the three data sets.
A formal test for the need of the third skewness parameter in the McN distribution can be based on the LR statistics. An application of such method to the current data sets furnishes the results shown in Table 3 . For the plasma, skin folds and mass data, we reject the null hypotheses of all three tests in favor of the McN distribution. The rejection is extremely highly significant for the plasma data, and highly or very highly significant for the skin folds data. This gives clear evidence of the potential need for three skewness parameters when modelling real data.
More information is provided by a visual comparison of the histograms of the data with the fitted density functions. The plots of the fitted McN, BN, KwN, normal and skew normal densities are given in Figure 8 for the plasma data, in Figure 9 for the skin folds data, and in Figure 10 for the mass data. In all these cases, the McN distribution provides a closer fit to the histograms than the other four sub-models.
In order to assess whether the model is appropriate, the plots of the estimated survival functions of the McN, BN, KwN and normal distributions and the empirical survival function are given in Figures 11, 12 and 13 for the plasma, skin folds and mass data, respectively. We conclude that the McN distribution provides a good fit for the plasma and skin folds data. For tha mass data, the McN, BN and KwN distributions give reasonable fits, but it is clear that the McN distribution provides a more adequate fit to the histogram of the data. 
Conclusions
We present a five parameter lifetime distribution, refereed to as the McDonald normal (McN) distribution, which includes as special cases most of the commonly used distributions in the lifetime literature. The new distribution is versatile and analytic tractable for accommodating all four types of density functions. Further, it allows for testing the goodness of fit of several distributions as submodels. In fact, the new model is much more flexible than the exponentiated normal, beta normal, skew normal and Kumaraswamy normal models proposed recently. The McN distribution is capable of improving data fitting substantially over well-known traditional models. For this new model, powerful parametric methods such as maximum likelihood estimation and likelihood ratio tests can be effectively applied to the analysis of real data sets to which previous attempts were unsatisfactory and unreliable due to lack of wider parametric models. We provide a mathematical treatment of the proposed distribution including explicit expressions for the ordinary moments, moment generating function and mean deviations, which hold in generality for any parameter values. We also give infinite weighted sums for the moments of the order statistics. Its flexibility, practical relevance and applicability are demonstrated using three applications to real data.
