Geophysical data can help to discriminate among multiple competing subsurface hypotheses (conceptual models). Here, we explore the merits of Bayesian model selection in hydrogeophysics using crosshole ground-penetrating radar data from conceptual models that assume horizontal or vertical layering of the porosity field.
Introduction
where, p(θ) signifies the prior pdf, 
which is simply equivalent to the ratio of the evidences, p( Y|η 1 ) and p( Y|η 2 ),
170
of the two conceptual models. It then logically follows that the Bayes factor of 171 model two, or the alternative hypothesis η 2 , is equal to the reciprocal of B (η1,η2) .
172

7
The evidence (scalar) of a given conceptual model, η l , is defined as the
173
(multidimensional) integral of the likelihood function over the prior distribution
In practice, it is often not necessary to integrate over the entire prior distri- 
The validity of this estimator is ensured by the law of large numbers, and the 217 standard deviation of the evidence can be monitored using the central limit 
For a large enough sample, the Hessian matrix converges to the posterior co-239 variance matrix.
240
The KIC [32] 241 samples' probability density function, p(θ| Y), with a mixture distribution 
, and positive semi-definite.
267
The Expectation-Maximization (EM) algorithm [52, 53] is used to determine 268 the values of the d mix -variables of the mixture distribution,
where each β k = {µ k , Σ k } characterizes the mean and covariance matrix of a 270 different normal density of the mixture, and k = {1, . . . , K}. This algorithm 271 maximizes the log-likelihood, log{L(Φ|Θ, K)}, of the mixture density
by alternating between an expectation (E) step and a maximization (M) step, 
This criterion strikes a balance between quality of fit (first-term) and the com-277 plexity of the mixture distribution (second term). In practice, we use different 278 values for K and then select the "optimal" mixture distribution by minimizing 279 the value of the BIC criterion, or
where N + is the collection of strictly positive integer values.
281
The optimal mixture distribution now serves as importance density, q(θ, K), 
This concludes our description of the GMIS estimator. We refer interested 290 readers to [1] for a more detailed treatment and explanation of the theory, 
313
We report the evidence estimates of the BFMC method using three different 
331
The multi-Gaussian model we use herein is adopted from 
where ε w = 81 (-) denotes the relative permittivity of water, c = 3
is the speed of light in a vacuum, ε s (-) signifies the relative permittivity of the a few parameters (horizontal layers) (Fig. 2a) . Thirdly, the BFMC starts to 407 deviate from the LM and GMIS methods at seven model dimensions and sub-408 stantial differences appear for models with more than nine layers (Fig. 2a) . This 
412
In the fourth place, notice in Fig. 2b that the LM and GMIS estimators exhibit 
434
The results in Fig. 3 provide further evidence for our earlier conclusions.
435
Indeed, the three methods provide rather similar evidence values (Fig. 3a) for 
439
It is now evident that the difference in the evidence estimates derived from LM
440
and GMIS increases with model complexity. Note that the maximum deviation 441 between both methods is on the order of 0.7 unit in P( Y) space, which, with 442 mean estimates on the order of one-hundred (see Fig. 2a since the method does not reach convergence for those models (Fig. 3b-c) . These characteristics of the South Oyster Bacterial Transport Site are described in [44] .
474
GPR travel time data were measured at the S14-M13 borehole transect using a
475
PulseEKKO 100 system with a 100-MHz nominal-frequency antenna. A domain 476 of 7.2×7.2 m was measured with a total of 57 sources and 57 receivers, leading to 477 a data set of 3248 observations of first-arrival travel times (one value is missing).
478
We assume the measurement errors of the travel time to be uncorrelated and Table 3 : Integral scales in x-and z-direction, Ix and Iy, respectively, anisotropy angle, ϕ, and smoothness parameter, ν for the multi-Gaussian model with horizontal anisotropy (second column, MHha), vertical anisotropy (third column, MGva), and isotropy (last column, MGis). We now focus our attention to the "unknown" parameters in each model
MGha MGva MGis
511
(see Table 4 ), which are subject to inference using the observed travel time Log-uniform 1
Results
517
We first display in Fig. 4 five realizations of the prior porosity field (columns)
518
for each of the conceptual models (different rows) used in this case study.
519
This includes the three multi-Gaussian models with (a) isotropy, (b) horizontal We now move on to our inversion results and present in Fig. 5 for each model Gaussian (top three rows) and layered (bottom two rows) subsurface models.
560
27
The prior distribution is separately indicated in each plot with the red line.
561
Note, to simplify graphical notation, the density of all the distributions was 562 scaled to be between 0 and 1. This figure highlights several interesting findings.
563
In the first place, notice that the three parameters appear to be well defined in We now turn our attention to the evidence of each model. Fig. 7 presents   582 the results of this analysis using a log 10 transformation of the evidence values.
583
The left graph (Fig. 7a) displays the results for the three multi-Gaussian mod- ters. The graph in the middle (Fig. 7b) and on the right (Fig. 7c) The most important conclusions are as follows. In the first place, the ev- 
606
Notice that the GMIS estimator produces a secondary peak at d = 63 (sixty lay-607 ers), which causes the LM and GMIS methods to diverge in the rightmost part and horizontally layered models, respectively. This latter result confirms our 627 earlier conclusion that the vertically layered model is deficient and inadequate. Ranking of conceptual models
We now calculate the Bayes factor ("odds") for the best model (isotropic on the y-axis in each plot are all larger than 600, which according to Table   653 1 suggests that there is very strong evidence against each of these alternative values are now used for numerical inversion using the DREAM (ZS) algorithm.
673 Table 6 presents the evidence estimates of the LM (first row) and GMIS
674
(bottom row) methods using as competing hypotheses multi-Gaussian models Table 6 demonstrate that both 678 evidence estimators provide a similar ranking of the three subsurface models.
679
As is to be expected, the most support is found for the multi-Gaussian model 680 with horizontal anisotropy (second column). This is followed by the isotropic 
742
Among the layered models, the GMIS and the LM method both suggest that 743 the conceptual model with 37 layers has the highest evidence (Fig. 7b ). More-744 over, the model type with the least expected geological realism (i.e., vertically 745 layered model) has, by far, the lowest evidences (Fig. 7c) .
746
Based on previous geostatistical analysis at the South Oyster Bacterial Trans- 
