The practical aspects of a recently deduced formalism for the direct solution of the powder diffraction pattern of a layer crystal are addressed. It is shown that the obtained solution is particularly well suited to combination with a deconvolution procedure based on a series development of the peak pro®le. The in¯uence of noise and step size on the obtained solution is discussed. Computer simulation is used to assess the robustness of the proposed procedure. The developed procedure is applied to a powder sample of Y 2 Co 17 that is affected by planar disorder.
Introduction
A layer crystal can be described by the stacking in one direction of identical atomic layers that are perfectly periodic in the two other directions perpendicular to the stacking direction. Different periodicities in the stacking direction result in different polytypes. The most simple layer crystals are the known face-centered cubic (f.c.c.) and the hexagonal close packed (h.c.p.) crystals. In the former structure, the stacking direction is h111i with respect to the cubic axes, while in the h.c.p. structure the stacking direction is [001], referred to the hexagonal axis. Layer crystals are not con®ned to f.c.c. and h.c.p. structures; many other structures can be considered as layer crystals, polytypism being a very common phenomena in crystals (Verma & Krishna, 1966 ).
The f.c.c. structure has a stacking order described by the sequence ABCABCAB F F F , where each letter corresponds to a different lateral position (perpendicular to the stacking direction) of the layer. In the h.c.p. structure, on the other hand, the stacking order is described by ABABA F F F In both structures, the lateral position can be described as an integer number of times the vector r ab = 1/3a À 1/3b, where (a, b) are the lattice parameters of the bidimensional layer. The letters A, B and C will now correspond to displacements of 0a + 0b, 1/3a À 1/3b and 2/3a À 2/3b; which letter corresponds to which displacement is irrelevant as long as consistency is kept.
More often than not, layer crystals exhibit planar disorder, which tends to break the periodicity along the stacking direction (Palosz, 1981; Pandey et al., 1977; Minagawa, 1979; Farkas-Jahnke, 1973) . The occurrence of such disorder can affect drastically the behavior of the crystal and its properties.
The most simple type of planar faulting that one can consider is deformation and growth faults in the f.c.c. crystal. A deformation fault is a`jump' in the otherwise perfect stacking sequence. A growth fault, on the other hand, involves a change in the stacking order, which in the case of the f.c.c. structure results in a reversal of the stacking order. When occurring as independent events, both types of fault can be described by their probabilities of occurrence, and (Warren, 1969) .
The study of planar faulting follows the pioneering works of Landau (1937) and Lifschitz (1937) ; an historical account of further developments can be found in work by Welberry (1985) . Of the early developments, the method of ®nite differences, presented by Warren (1969) , is still the most widely employed. The formalism has been further developed by Velterop et al. (2000) . The Warren approach assumes simple planar faulting, as described by and , and was developed for a few crystal structures, namely the f.c.c., h.c.p. and body-centered cubic (b.c.c.) structures (Warren, 1969) . If we call P 0 (Á) the probability of ®nding two layers, Á layers apart, with no lateral displacement between them (both layers are of one letter type), then following the Warren procedure, but without neglecting quadratic terms in and , the following equation can be deduced:
s 3 À 12 À 6 12 2 À 2 1a2 Y 3 and tan sa1 À Y 4 which relates P 0 (Á) with and .
Recently, a direct solution of the diffraction pattern obtained from a crystal structure with planar faulting has been reported (Estevez et al., 2001) . The developed formalism avoids the need for any prior assumption about the speci®c planar disorder occurring in the crystal. Furthermore, the formalism does not make any of the simplifying assumptions usually made in previous treatments and is applicable to any layer crystal structure.
Although in the work of Estevez et al. (2001) a complete deduction of the formalism was reported, several aspects of its practical use were not explained; in this article, we will address such aspects. We will start with a brief account of the formalism; then we will show how the obtained relations can be combined with a direct deconvolution method using a leastsquares ®t to obtain the P s (Á) functions directly from the diffraction pro®le. Computer-simulated diffraction patterns with added white noise will be used to study the in¯uence of experimental errors on the obtained solution. Several parameters affecting the solution of the diffraction problem will be discussed. Finally, the developed procedure will be applied to experimental data of Y 2 Co 17 .
Diffraction equations for a layer crystal
From the diffraction pattern of a crystal, the so-called interference function can be de®ned as
where I(r*) is the diffraction intensity at the reciprocal-lattice point r*, N is the number of nodes in the crystal and F(r*) is the structure factor associated to a lattice node. For a layer crystal, it was shown by Estevez et al. (2001) that, in the case of a powder sample, Q(r*) can be written as
where l is the reciprocal coordinate (Miller index) associated with the reciprocal base vector c*, taken as the stacking direction, n is the number of layers in a unit cell, and G hk (Á) is a linear function of P s (Á), the probability of ®nding two layers, Á layers apart, and laterally displaced, one with respect to the other, by a vector sr ab = s(xa + yb), s = 0, 1, 2, F F F , M À 1:
Equation (6) gives the possibility of directly obtaining the G hk (Á) function from the diffraction pattern through a cosine transform,
If by using (9) we obtain G hk (Á) for as many re¯ections with different (h, k) as P s (Á) are unknown, then (7) or (8) de®nes a linear set of equations which can be easily solved for the unknown P s (Á). It should be emphasized that in the deduction of equation (6), no assumption is made regarding the type of planar disorder which may be eventually present in the layer structure. Furthermore, the derivation is not restricted to any particular layer structure. P s (Á) is, at most, the available information on stacking order which can be obtained from a powder diffraction pattern. The P s (Á) function can be correlated in a simple way to other parameters usually used in the characterization of stacking faults; the reader is referred to the work of Estevez et al. (2001) for a more complete discussion.
Effect of stacking disorder on G hk (D)
For a perfect periodic function, the P 0 (Á) function will take the value of 1, at least, for every Á that is an integer number of times the number of layers n forming a unit cell. Similarly, the P s (Á) (s > 0) function will take the value 1 for speci®c values of Á multiples of some integer value. The P s (Á) functions will then be periodic functions of zeros and ones.
On the other hand, for a completely disordered stacking sequence, the probability value P s (Á) will be the same regardless of the value s, for all values of Á. If we have M possible s values, then P s (Á) = 1/M for every value of Á.
Real layer crystals present an intermediate case between the perfect periodic sequence and the completely disordered one. For a partially disordered crystal, the correlation between layers will be lost with increasing Á values and, for suf®ciently large Á values, P s (Á) will reach the disordered-state value of 1/M for all values of s. The partial disorder will be re¯ected in the diffraction pattern: on the broadening and shift of certain hkl re¯ections.
The Á value for which the P s (Á) functions reach the value 1/M for all s values de®nes a critical layer length Á c , beyond which the correlation between layers is completely lost. In the work by Estevez et al. (2001) , it was shown how an increase in peak broadening decreases the Á c length.
Taking into account that for a partially disordered crystal
we have from equations (7) and (8 
Deconvolution and G hk (D) determination from the powder diffraction profile
After proper normalization, equation (6) will still not represent the experimental pro®le obtained from a powder diffraction pattern. The experimental pro®le e(l) is known to be the result of the convolution of the`pure' diffraction pro®le Q(l) and the so-called instrumental pro®le i(l) (Warren, 1969) :
where l is the reciprocal coordinate corresponding to the c* reciprocal vector. The problem then involves the solution of the above integral equation to obtain Q(l) from e(l), when the instrumental pro®le i(l) has been independently measured and modeled.
In the solution of (12), we are faced with the ill-posed nature of the problem, which gives rise to large oscillations in the obtained Q(l) function. It is the ill-posed nature of the problem which makes the use of the Stokes method (Stokes, 1948) unsuitable for direct numerical deconvolution of equa-tion (12), because of its sensitivity to statistical errors in the experimental diffraction pattern (Croche & Gatineau, 1977) .
Recently, Sanche-Bajo & Cumbrera (2000) reported an alternative approach to the deconvolution of X-ray diffraction pro®les, by using series expansion; the proposed approach seems to be specially suited to our particular problem.
If we take, for a layer crystal, the obtained functional dependence given by equation (6) and substitute it in (12), we obtain
where the function
can be numerically integrated directly from the i(l) data or using an appropriate analytic function for describing the instrumental pro®le. The i o term in (13) can be corrected by background subtraction and the G(Á) term can be determined directly by a least-squares ®tting procedure.
Let us de®ne 1 2 as Figure 1 The ®tted G hk (Á) obtained from the diffraction patterns with different amplitudes of added noise. The circles correspond to the true G hk (Á) values, while the crosses are the ®tted results. The lines are only a guide to the eye.
where N e is the number of experimental points, l p is the l value corresponding to the data point p, and ' p is the variance of data point e(l p ). Because of the ill-posed nature of the problem, we add to 1 2 a stabilizing term (!), which is a useful aid that smooths the solution:
where ! is the so-called regularization parameter, which controls the balance between the agreement of the model with the data and the smoothness of the solution. Increasing ! takes the solution away from ®nding a minimum of 1 2 towards minimizing the (!) term. The function to be minimized will then be
which leads to a linear system of normal equations of the type
and Á N e p1 el p 9 Á l p a' 2 p X 20
The solution of (18) then leads directly to the coef®cients G(Á), from which the P s (Á) values can be obtained. It should be noted that the use of (6) in (12) leads to the de®nition of (14), which can be considered as a particular case of the Fourier expansion used by Sanche-Bajo & Cumbrera (2000).
Results

Simulation results
In order to test the least-squares method, we simulated the diffraction pattern of an f.c.c. faulted structure. For given values of and , the P 0 (Á) values were obtained using equation (1). Taking into account that in the f.c.c. structure
for the f.c.c. structure equation (7) reduces to GÁ P 0 Á 1 À P 0 Á cos2%a3h À kX 22
Using the above equation, G(Á) was calculated and a Q(l) pro®le was obtained through the use of (6). For our simulation, an value of 0.06 was used and was taken as zero. The obtained Q(l) pro®le was convoluted with a Gaussian function as the instrumental pro®le i(l); a full width at half-maximum (FWHM) value of 0.038 was taken for the Gaussian function.
To the resulting pro®le, white noise was added with amplitudes of 5, 10 and 15% of the maximum value of the diffraction pro®le. The diffraction pattern was then normalized according to the expression cos2%a3h À k 1a3 3a2
À3a2
Qr Ã cos2%a3l dlX 23
The solution G ®t (Á) obtained from the least-squares ®t was compared with the true G calc (Á) value, calculated from (1) and (22). We de®ned the R PG factor to measure the difference between both values:
In the case of an experiment, we cannot assess the quality of ®t through R PG as we do not know the true value of G(Á), yet we can model, after obtaining G(Á), a diffraction pro®le through equation (12) [using a Q(l) function calculated through equation (6)] and estimate the mis®t between the experimental pro®le and the modeled one. A ®gure of merit R PQ can be de®ned:
where e ®t is the modeled pro®le. Let us call G ®t (Á) the G(Á) values obtained by the deconvolution least-squares procedure and G calc (Á) the true G(Á) values calculated from equations (1) and (22). Fig. 1 shows a comparison between the G ®t (Á) values and the G calc (Á) values for the diffraction pro®les with 0, 5, 10 and 15% noise added. ! was taken as zero. In all the cases, a fairly good agreement is found between the true behavior of the G calc (Á) values with Á and the solution values; even for the worst case of 15% added noise, the G ®t (Á) behavior resembles that of the G calc (Á) values.
On the other hand, Fig. 2 shows the comparison between the simulated diffraction pattern with noise (dotted line), the diffraction pattern calculated from the ®tted G(Á) values (solid line) together with the true pro®le without noise (circles). A perfect match between the calculated and true patterns is found when no noise is added. The ®tted interference function shows small oscillations at the tails when noise is added. The oscillations increase with added noise. The added noise was always taken as positive. A comparison between the ®tted interference function (solid line) and the true interference function (circles) shows that even in the worst case the ®tted function reproduces very well the height of the peak and its FWHM. In spite of the oscillation of the ®tted function, the tails of both the ®tted function and the true pro®le agree quite well for all values of added noise, con®rming the rather robust behavior of the ®tting procedure against noise. Fig. 3(a) shows the R PG behavior as a function of increasing noise value. For each noise value, four calculations were made, starting from the simulation of the diffraction pro®le. A nearly linear increase of R PG is found with increasing noise amplitude. Fig. 3(b) , on the other hand, shows the value of the R PQ factor with increasing noise value. In this case a quadratic increase of R PQ with Á value was found.
In order to test the impact of the regularization factor ! on the obtained solution, both the quality-of-®t factors, R PG and R PG , were calculated for increasing ! (Fig. 4) .
Experimental results
The above method was applied to Y 2 Co 17 , the structure of which can be described as the stacking of identical layers, forming a rhombohedral crystal structure (Kumar, 1988) . Each layer can be considered to be formed by two planes of atoms: a Co 9 bidimensional plane and a mixed Y 2 Co 8 plane. In the mixed plane, a pair of Co atoms lie above and below the plane; such a geometry is usually referred to as the`dumbbell site'. The rhombohedral stacking order corresponds to a sequence ABCABCABC F F F The minimum lateral displacement vector between the layers is the same as in the f.c.c. structure described, so the equations obtained in the previous section are also valid for this layer structure (Allen et al., 1974) . It has been argued that faults and polytypism in the R 2 Co 17 (R is a rare earth or yttrium) compounds should be important factors in¯uencing the magnetic behavior of such alloys, especially the magnetic anisotropy and magnetostriction. In order to quantify the occurrence of planar faulting, highresolution X-ray diffraction measurements were carried out at the LNLS synchrotron facility in Campinas, Brazil. The sample was obtained from starting material of 99.9 wt% purity, which was melted several times to achieve homogeneity and further annealed at 1273 K for two weeks.
Diffraction patterns were recorded with a step size of 0.0066 . The rhombohedral structure was indexed from the pattern. Re¯ections with h À k T 3n showed broadening, which was associated with planar faulting. Fig. 5 shows the diffraction pattern around the 300 and 024 peaks. While the 300 re¯ection has an FWHM values of 0.06 , the 024 re¯ection showed an FWHM value of 0.183 , which further suggests that the broadening is associated with planar faulting. The instrumental broadening was measured using Si standard powder. The diffraction pattern was converted from 2 values to l using the lattice parameters of Y 2 Co 17 . The Y 2 Co 17 lattice parameters were calculated from the diffraction pattern using a least-squares ®t with internal standard (Toraya & Kitamura, 1990) . The obtained crystal parameters were c = 12.2070 A Ê and a = 8.3556 A Ê , with a relative error of at most 0.002% with respect to the internal standard parameters. The interval in l values that resulted was 0.0009. From the diffraction pattern, the interference function was determined and further normalized. Fig. 6 shows the obtained G(Á) values. The behavior of the function resembles that of an faulted structure, which is in contrast to the G(Á) values obtained for other rare-earth±Co (2:17) alloys (Estevez et al., 2001) .
Figure 2
Comparison between the ®tted diffraction pattern (solid line), the true diffraction pro®le without noise (circles), and the added noise diffraction pattern (dotted line). The patterns are given as normalized intensity values versus the l reciprocal coordinate. The percent value corresponds to the maximum ratio between the noise value and the maximum of the diffraction peak.
Discussion
As discussed by Estevez et al. (2001) , the use of equations (7), (8) and (9) allows one to obtain the P s (Á) correlation functions without the need for any particular model for the onedimensional stacking disorder. Difference equation methods (Warren, 1969; Howard & Kuwano, 1979; Velterop et al., 2000) , matrix methods (Kakinoki, 1967; Takaki & Kakinoki, 1978) , and Markov chain models (Takahashi, 1978; Marti et al., 1981) , as well as Monte Carlo simulation procedures (Berliner & Werner, 1986; Berliner et al., 1989 Berliner et al., , 1992 Berliner & Gooding 1994) , are based on the de®nition of faulting probabilities that obey prede®ned models of stacking faults; some of the procedures are cumbersome and dif®cult to follow and others reduce to trial-and-error procedures without clear matching criteria. On the contrary, the direct solution of the kinematical diffraction equations given by (7), (8) and (9) is straightforward, with a direct physical interpretation of the result. Furthermore, P s (Á) is the maximum information obtainable on stacking order from a powder diffraction pattern. The question then reduces to ®nding out if the solution reported by Estevez et al. (2001) is not only of theoretical interest but also of practical use.
Contrary to Sanche-Bajo & Cumbrera (2000), we are not faced with the problem of choosing an adequate set of functions describing the peak shape. For our problem, we know, according to (6), that the peak pro®le can be modeled through a cosine series. A cosine series can be considered to be a particular case of a Fourier series development, for which a decrease of the ill-posed nature of the solution with the number of terms employed has been found (Sanche-Bajo & Cumbrera, 2000) .
Our solution, for all values of added noise, shows a good agreement between the true diffraction pro®le and the ®tted diffraction pro®le, with the value of R PQ not exceeding 10%, even for the worst case. Fig. 2 clearly shows that the ®tting procedure gives a very good approximation of the true diffraction pro®le.
The R PG factor, on the other hand, although a measure of the error in the coincidence between the ®tted G(Á) values and the true ones, overestimates the error we could make in such a determination. As was explained in x2.1, for a partially disordered crystal sequence, the G(Á) function tends to zero for suf®ciently large Á values. Disorder in the periodicity of Variation of (a) R PG and (b) R PQ values with increasing amplitude of added noise for the zero regularization term. For R PG , the data could be adjusted fairly well with a linear model, while for R PQ a quadratic ®t was found. Each value for R PG and R PQ was calculated for four simulated patterns.
Figure 4
(a) R PG and (b) R PQ behavior with increasing regularization term for the different simulated data.
Figure 5
Diffraction pattern of Y 2 Co 17 .
the layer sequence can be identi®ed by the broadening of the diffraction peaks. Beyond the Á c layer length, the G(Á) function will remain zero, regardless of the Á value; therefore we only need to determine, in the numerical procedure, G(Á) up to Á c . Equation (5) shows that beyond Á c there is no contribution to Q(l) from G(Á). Fig. 1(c) shows both the G calc (Á) function calculated from (1) and (22), with a value for of 0.05, and the ®tted G ®t (Á) function from the corresponding simulated diffraction pattern with 10% added noise. It is seen from the ®gure that Á c is reached at 40 layers distance. The ®gure also shows that the discrepancy between the true and ®tted G(Á) value increases with Á, being quite signi®cant for Á values beyond Á c , where we already know that the G(Á) function is zero. The total R PG value was 11.2%, yet the R PG value up to Á c was only 5.4%, showing an important decrease of the estimated error.
The solution is quite insensitive to an increase of the value of the regularization term !, even for 15% added noise, up to a critical value where it grows abruptly. As discussed by Sanche-Bajo & Cumbrera (2000) , the use of the regularization term can prove useful to overcome the ill-posed nature of the problem. In our case, there isn't a signi®cant improvement of the solution with the use of ! T 0. An increase of the value of ! increases the second right-hand term in (17), which draws the minimizing procedure towards minimizing the stabilizing term (!) and not the 1 2 term, affecting the goodness of ®t as shown by the step increase of R PQ and R PG .
The experimental ®t to Y 2 Co 17 diffraction data shows that the employed approach can effectively describe the diffraction pro®le of planar faulted structures; in this case the R PQ factor was 6%.
Conclusions
The developed practical approach to simultaneous deconvolution and parameter G(Á) ®tting proves to be robust, with good behavior against noise. The regularization term introduced in the least-squares procedure did not seem to improve signi®cantly the obtained result, yet it may prove to be useful under worse scan step-size and noise conditions. The described procedure has been implemented as a Mathematica (Wolfram, 1991) notebook and is available upon request from the authors.
