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abstract In this work, we study the Zeeman splitting effects in the parallel magnetic
field versus temperature phase diagram of two-dimensional superconductors
with one graphene-like band and the orbital effects of perpendicular mag-
netic fields in isotropic two-dimensional semi-metallic superconductors. We
show that when parallel magnetic fields are applied to graphene and as the
intraband interaction decreases to a critical value, the width of the metas-
tability region present in the phase diagram decreases, vanishing completely
at that critical value. In the case of two-band superconductors with one
graphene-like band, a new critical interaction, associated primarily with the
graphene-like band, is required in order for a second metastability region
to be present in the phase diagram. For intermediate values of this inte-
raction, a low-temperature first-order transition line bifurcates at an inter-
mediate temperature into a first-order transition between superconducting
phases and a second-order transition line between the normal and the su-
perconducting states. In our study on the upper critical fields in generic
semi-metallic superconductors, we find that the pair propagator decays fas-
ter than that of a superconductor with a metallic band. As result, the zero
field band gap equation does not have solution for weak intraband interac-
tions, meaning that there is a critical intraband interaction value in order
for a superconducting phase to be present in semi-metallic superconduc-
tors. Finally, we show that the out-of-plane critical magnetic field versus
temperature phase diagram displays a positive curvature, contrasting with
the parabolic-like behaviour typical of metallic superconductors.

palavras-chave supercondutividade, teoria BCS, efeito de Zeeman, regia˜o de metastabili-
dade, interac¸a˜o cr´ıtica de banda, grafeno, GIC’s, semi-metal, efeitos orbitais,
propagador de pares, campos cr´ıticos
resumo Neste trabalho, estudamos o efeito de Zeeman nos diagramas de fases do
campo magne´tico versus temperatura de supercondutores bidimensionais
com uma banda de grafeno na sua composic¸a˜o, sobre a ac¸a˜o de campos
magne´ticos paralelos e os efeitos orbitais em supercondutores semi-meta´licos
bidimensionais e isotro´picos sobre a ac¸a˜o de campos magne´ticos perpendi-
culares. Mostramos que quando se aplica campos magne´ticos paralelamente
a uma camada de grafeno e a` medida que a interac¸a˜o da banda diminui, a
largura da zona de metastabilidade presente no diagrama de fases diminui,
desaparecendo por completo quando a interac¸a˜o toma um valor cr´ıtico. No
caso de supercondutors de duas bandas com uma banda de grafeno, existe
uma nova interac¸a˜o cr´ıtica, associada principalmente a` banda de grafeno,
necessa´ria ao surgimento de uma segunda zona de metastabilidade no di-
agrama de fases. Para valores interme´dios dessa interac¸a˜o, a transic¸a˜o de
primeira ordem que surge, no diagrama de fases, a baixas temperaturas,
ramifica-se, a temperaturas intermedias, numa transic¸a˜o de primeira ordem
entre fases supercondutoras e numa transic¸a˜o de segunda ordem entre os
estados na˜o supercondutor e supercondutor. Em relac¸a˜o ao nosso estudo,
sobre os efeitos orbitais em supercondutores semi-meta´licos gene´ricos, des-
cubrimos que o propagador de pares decai, com a distaˆncia, mais depressa
do que no caso de um supercondutor meta´lico. Como consequeˆncia, a
equac¸a˜o de gap a campo nulo na˜o tem soluc¸a˜o para fracas interac¸o˜es da
banda semi-meta´lica indicando a existeˆncia de um valor cr´ıtico para a in-
terac¸a˜o da banda necessa´ria a` existeˆncia de uma fase supercondutora em
supercondutores semi-meta´licos. Mostramos finalmente que o diagrama de
fases do campo cr´ıtico magne´tico versus temperatura exibe uma curvatura
positiva em contraste com a curva parabo´lica do diagrama de fases t´ıpico
de supercondutores meta´licos.
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Chapter 1
Introduction
Graphene, a one-atom thick layer of graphite, is a two-dimensional gapless semi-metal recently
(2004) isolated from graphite, for the first time by Andre Geim and Konstantin Novoselov [1].
It is at the same time the thinnest and the strongest known material in the universe, shows a large
thermal conductivity and can sustain current densities six orders of magnitude higher than that of
copper [2]. However, what caught the attention of physicists were unusual phenomena like the
anomalous quantization of the Hall conductance and the weak-localization, which deviated from
the well-established theory of electronic transport in two-dimensional systems [3, 4]. It is now
known that at low temperatures, the charge carriers of graphene behave as massless chiral rela-
tivistic particles [3] and thus, its dynamics is not described by the standard Schrodinger equation
but instead by the relativistic Dirac equation for massless particles [4]. In spite of its interesting
electrical properties, superconductivity is unlikely to be observed in isolated graphene, due to its
low dimensionality and resulting enhanced fluctuations, but also due to the semi-metallic nature
of graphene [5]. In fact, using a simple BCS mean-field approach, one concludes that a critical
pairing interaction is required in order for a superconducting phase to be present in graphene [5].
However, when doped, the Fermi energy of graphene shifts away from the Dirac point, where the
density of states (DOS) vanishes, and the finite DOS at the Fermi energy leads to a finite super-
conducting critical temperature for arbitrarily small attractive pairing potentials [5]. One should
note that the absence of superconductivity in undoped graphene stated by the Mermin-Wagner
theorem is in apparent contradiction with the mean-field approach. This theorem states that in
materials with D0 2 (in which D represents the dimensionality of a material), which is the case
of graphene, long-range fluctuations can be created with little energy cost [6, 7]. The appear-
ance of such fluctuations decreases the chances of observing superconducting-like properties
in strictly 2D materials. However, superconductivity in graphene is possible in tridimensional
graphene based structures.
A way of inducing superconductivity in graphene is by proximity effect in S-G-S structures
[8] (two superconducting metals connected to a graphene sheet). These systems are analogous
to a two-band superconductor system (with no intraband interactions in one of the bands) since
the Josephson tunneling can be interpreted as an interband interaction [9, 10, 11]. Another way
of inducing superconductivity in graphene is by intercalation of graphene sheets with metallic
sheets. In graphite intercalation compounds (GICs) superconductivity in known to be present for
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almost half a century [12], being successfully observed in recent works [13, 14, 15]. There has
been a strong debate in the last decades about whether GICs are one-band (due to the metallic
interlayer band [16] or due to the graphene-like band [17]) or two-band superconductors (a
graphene-like band and a metallic interlayer band) [18, 19, 20, 21, 22, 23, 24, 25]. Recent high
resolution ARPES measurements, performed on CaC6, present strong evidence supporting the
scenario of both bands contributing to the superconducting phase [26]. The motivation for this
work is largely due to the expectations created from these results.
In this work we present a study of the phase diagram of one-band and two-band 2D super-
conductors with one semi-metallic band. In particular, we study: i) Zeeman splitting effects in
one- and two-band graphene based superconductors; ii) the upper critical field, due to orbital
effects of perpendicular magnetic fields, in generic superconducting semi-metals.
In our study of in-plane critical magnetic fields [point i)], we carry out a study of metastabil-
ity regions in the phase diagram of superconducting graphene and intercalated graphite super-
conductors under in-plane magnetic fields, using a weak coupling BCS approach. We consider
only stage-2 GICs in our study since these compounds present a very high anisotropy, suggest-
ing that they can be considered quasi-2D materials and thus allowing us, due to their reduced
dimensionality, to neglect the orbital effect of the magnetic field (which becomes strongly at-
tenuated as one moves away from the critical temperature Tc, with decreasing temperature) and
to consider the Zeeman effect the dominant one. The degree of anisotropy in GICs can be mea-
sured by the critical magnetic field anisotropy ratio ΓH = H
‖
c /H⊥c [27], where H
‖
c (H⊥c ) is the
critical magnetic field when applied parallel (perpendicular) to the graphene sheets. The range
of values for ΓH differs greatly from stage-1 to stage-2 GICs. Stage-1 compounds have been
reported to have ΓH ∼ 2−11 [28, 15], whereas in stage-2 compounds ΓH can have values that
go up to 40 [28].
In order to understand the new behavior due to the semi-metallic graphene-like band, we
reproduce the band gap solutions and the in-plane magnetic field vs. temperature phase dia-
gram of quasi-2D n-band metal based superconductors, which have been known for some time
[29, 30, 31], and compare these results to the ones of graphene based superconductors. We find
that, due to the vanishing density of states at the Dirac point of graphene, and in contrast to
what happens in metallic superconductors, the width of the metastability region associated with
the low temperature first-order transition (FOT) to the normal phase (normalized to the zero
temperature critical field) shows a strong dependence on doping, vanishing at zero doping. In
the case of intercalated graphite superconductors, modeled as 2D two-band superconductors,
we find that a critical pairing interaction is required in order for a second metastability region
(associated primarily with the intraband pairing in the graphene-like band) to be present in the
in-plane magnetic field vs. temperature phase diagram. For intermediate values of the graphene-
like intraband interaction above this critical value, a low-temperature FOT bifurcates at inter-
mediate temperature into a FOT between superconducting phases and a second-order transition
(SOT) between the normal and the superconducting phase. These features are not exclusive to
graphene based superconductors and should also be observed in any quasi-2D superconductor
with a semi-metallic band.
In our study of out-of-plane critical magnetic fields [point ii)], we study the pair propagator
spacial and temperature dependence for a isotropic 2D one-band semi-metallic superconductor.
3We find that, due to the vanishing of the semi-metallic density of states at the Fermi energy,
the pair propagator of a superconductor with a semi-metallic band decays faster than that of a
superconductor with a metallic band. As a result, the zero field band gap equation does not
have solution for weak interactions implying that a critical intraband interaction is required in
order for a superconducting phase to be present in the case of semi-metallic superconductors.
Furthermore, we study the magnetic field vs. temperature phase diagram of a semi-metallic
superconductor under perpendicular magnetic fields. We find that in contrast with the case of a
one-band metallic superconductor, where the phase diagram displays a parabolic transition curve
with negative curvature, the temperature dependence of the upper critical field of a semi-metallic
superconductor is described by a curve with positive curvature.
This dissertation is divided in 7 chapters, the Introduction being the first one. In chapter 2,
we introduce basic superconductivity concepts and present the mathematical formalism which
describes it, the BCS theory. We modify the BCS Hamiltonian in order to include a Zeeman
term, and derive expressions for the n-band gap solutions for 2D superconductors under paral-
lel magnetic field. In chapter 3, the in-plane magnetic field vs. temperature phase diagram for
one-band and two-band metallic superconductors is addressed. Next, in chapter 4, we discuss
superconductivity in undoped and doped isolated graphene in a mean-field approach. In partic-
ular, the notion of critical intraband interaction is covered and the role of doping is discussed.
In chapter 5, we address the effects of in-plane magnetic field in the phase diagram of stage-2
GICs. Here, a new notion of critical intraband interaction is introduced and the effects of doping
are again addressed. In chapter 6, we derive the n-band gap equations for isotropic 2D supercon-
ductors under perpendicular magnetic field and discuss the superconducting upper critical field
in one-band metallic and semi-metallic superconductors. Finally, the conclusions of the work,
as well suggestions for future work, are reported in chapter 7.
Chapter 2
BCS theory for a n-band superconductor
2.1 Superconductivity
Superconductivity was discovered in 1911 by K. Onnes [32]. In his cooling experiments with
mercury, he found that its resistivity suddenly dropped to zero at a temperature T = 4.2K [32].
Below this temperature, denominated transition temperature Tc, [see Fig. 2.1a, top figures], a
superconductor differs from a normal metal, mainly, in two properties. A superconductor allows
the existence of persistent currents (inside a ring/torus shaped superconductor the current flows
forever without any driving voltage, reflecting a zero resistivity) and behaves like a perfect dia-
magnet, i.e., it expels weak magnetic fields nearly completely from its interior [33]. The latter
behaviour, called Meisser effect, is sketched in Fig. 2.1a (bottom diagrams).
In 1950, the transition temperature of mercury was found to vary with the isotopic mass M as
M−
1
2 [33]. This physical phenomenon, called "isotopic effect", confirmed the Frolich’s sug-
gestion that the phonon (lattice vibration) modes contribute to superconductivity [33]. Indeed,
superconductivity is due to an effective attraction, V , between conduction electrons which leads
to the forming of electron pairs. [33]. Although any two electrons feel the Coulomb force which
make them repel each other, the effective attraction between electrons can, at extremely low
temperatures, overcome the electron repulsion leading them to pair up. This effective interac-
tion is intermediated by an interaction between electrons and the lattice, in which a free electron
interacts with the lattice, distorting it, moving its ions slightly toward the electron, and increas-
ing the positive charge density of the lattice in the electron vicinity. A second electron located
at the vicinity of this distortion is then attracted to it and consequently towards the first electron
[see Fig. 2.1b]. The rigorous quantum mechanical approach explains the pairing of electrons
using the electron-phonon interactions concept. In this process, two electrons couple via phonon
exchange, i.e., an electron attracts the positive ions inside the lattice producing a lattice vibration
(i.e. a phonon), that is absorbed by a second electron.
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(a) (b)
Figure 2.1: (a) Top: Electrical resistivity as a function of temperature, ρ(T ). In the case of a supercon-
ductor, the resistivity drops to zero at Tc (top right) where in the case of a normal metal it decreases with
temperature up to a non zero value at T = 0. Bottom: behavior of a normal metal (bottom left) and a su-
perconductor (bottom right) under magnetic fields. The magnetic field expulsion phenomenon (Meisser
Effect) only occurs in the case of the superconductor. (b) In a superconducting material, at extremely low
temperatures, an electron can pull the positive ions from the lattice towards it, creating a more positive
region that attracts a second electron to the area, forming a pair.
2.2 BCS theory
The mathematical formalism that describes these electron pairs, also called Cooper pairs, only
arrived in 1957 by Bardeen, Cooper and Schrieffer with the BCS theory (Nobel Prize in 1972)
[34]. The BCS theory stated that at sufficiently low temperatures, electrons near the Fermi
surface become unstable against the formation of Cooper pairs which occurs in the presence of
an attractive potential, no matter how weak. These Cooper pairs form zero-spin bosons, which,
due to the large number of these pairs at low temperatures, condense into the same energy level,
and thus transport electric current without dissipation.
The required energy to break all the Cooper pairs, which leads to a phase transition from
the superconducting to the normal state, is commonly called condensation energy, and is given
by Ec = 12N(εF)∆
2, where ∆ is the superconducting band gap energy. The BCS theory uses a
mean-field approach which provides a mathematical relation of ∆ with the temperature, T , the
intraband interaction, V , and the density of states, N(ξ ),
1
N(ξ )V
=
ˆ h¯ωc
0
tanh
(
E(ξ ,∆)/2kBT
)
E(ξ ,∆)
dξ , (2.1)
where h¯ is the Planck constant, ωc is the frequency cutoff, and kB is the Boltzmann constant.
E(ξ ,∆) =
√
ξ 2+∆2 is the quasi-particle energy, where ξ is the energy of the electron in the
absence of interactions.
This approach allows one to determine the critical temperature, Tc, and the zero temperature
band gap energy, ∆(0), by doing, respectively, ∆= 0 and T = 0 in Eq. 2.1,
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kBTc = 1.13h¯ωce−1/N(0)V , (2.2)
and
∆0 =
h¯ωc
sinh[1/N(0)V ]
≈ 2h¯ωce−1/N(0)V . (2.3)
From Eqs. 2.2 and 2.3 the BCS expression is obtained
2∆0
kBTc
= 3.53. (2.4)
Given that the energy gap of a superconductor can be measured in microwave absorption
experiments, the BCS prediction and the band gap equation validity can be tested using exper-
imental measurements. In order to do that one can use Rohlf and Blatt data [35, 36] shown in
Figs. 2.2a and 2.2b, respectively. The band gap energy and the respective critical temperature
are plotted in the Fig. 2.2a, for several type I superconductors, where one sees that the exper-
imental measurements fall into the line with a slope of 7/2, i.e, 3.5 as predicted by the BCS
theory. The band gap solution (normalized to its value at T = 0) as function of the temperature
(normalized to Tc) for three different metals (Niobium, Tantalum and Tin) and the BCS theo-
retical solution are shown in Fig.2.2b, and one sees that the experimental results agree with the
theoretical one. The decrease of the band gap energy as the temperature approaches its critical
value can be interpreted as the weakening of the binding energy, in this case between electrons.
The band gap equation, Eq. 2.1, can be obtained by applying the mean field approach to the
superconducting pairing Hamiltonian, and minimizing the respective free energy with respect to
the superconducting gap [9, 37]. In the case of a superconductor where several bands participate
in the formation of the superconducting state, n superconducting gaps have to be considered.
Thus, in the next sections we introduce the Hamiltonian of a n-band superconductor used in our
work (which includes, already, a Zeeman term) and derive an expression for the free energy and
the n-band gap equations.
2.2.1 BCS Hamiltonian of n-band superconductors
In this work we use a simple weak-coupling description of n-band superconductors, adopting the
Hamiltonian introduced by Sulh, Matthias and Walker [38] with an additional Zeeman splitting
term:
H−µN−σhN = ∑
kσ i
ξkσ ic†kσ ickσ i
− ∑
kk′i j
V i jkk′c
†
k↑ jc
†
−k↓ jck′↑ic−k′↓i, (2.5)
where i, j are the band index, µ is the chemical potential, c†kσ i[ckσ i] creates (annihilates) a i-band
electron with momentum k and spin σ =↑,↓ spin along the in-plane magnetic field, h = µBH,
where µB and H are, respectively, the Bohr magneton and the in-plane applied magnetic field,
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(a) (b)
Figure 2.2: (a) Experimental measurements of the band gap energy and respective critical temperature for
several type I superconductors. The data is in agreement with the BCS prediction. (b) Superconducting
gap (normalized to its value at zero temperature) as function of temperature (normalized to Tc) for Nio-
bium, Tantalum and Tin and BCS theoretical prediction. The experimental data fall into the theoretical
curve.
ξσki = εki− µ −σh is the kinetic energy term measured from µ and V i jkk′ gives the intraband
(i = j), and interband (i 6= j) pairing interactions.
Having in mind the application of the mean field approach to the above Hamiltonian expres-
sion, we introduce the Bogoliubov-Valatin transformation(
γ†k↑ j
γ−k↓ j
)
=
(
uk j −vk j
vk j uk j
)(
c†k↑ j
c−k↓ j
)
,
with
{γ†k↑i,γk′↑ j}= δkk′δi j, (2.6)
where γ and γ† are the fermionic operators, uk and vk are real and obey to the condition |uk|2+
|vk|2 = 1. One also uses the expression for the thermal average of an operator
〈Oˆ〉= Tr(Oˆe
−βH)
Tr(e−βH)
(2.7)
to calculate the thermal average of the kinetic term
∑
kσ i
ξσki c
†
kσ ickσ i, (2.8)
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which gives
∑
kσ i
{v2kiξσki +[ξki(u2ki− v2ki)] f (Eσki)}, (2.9)
where f (Eσki) = 〈γ†kiσγkiσ 〉 is the ideal fermi gas occupation number and Eσki = Eki+σh.
Using the mean-field approximation in this Hamiltonian one obtains a new expression for
the Hamiltonian as the sum of a term H0 for the independent quasi-particle excitations and a
constant term C representing the thermal average of the Hamiltonian,
H = H0+C, (2.10)
with
H0 =∑
kσ i
Eσkiγ
†
kσ iγkσ i, (2.11)
Eσki =
√
ξ 2ki+ |∆ki|2+σh, (2.12)
where Eσki gives the excitation spectrum, and
C = ∑
kσ i
{v2kiξki+[ξki(u2ki− v2ki)−Eki] f (Eσki)}
− ∑
kk′i
V iikk′ukivkiuk′ivk′i(1− f (E↑ki)− f (E↓ki))(1− f (E↑k′i)− f (E↓k′i))
− 2 ∑
k,k′, j>i
V i jkk′ukivkiuk′ jvk′ j(1− f (E↑ki)− f (E↓ki))(1− f (E↑k′ j)− f (E↓k′ j)). (2.13)
2.2.2 Free energy
The free energy of a system can be calculated from the expression
F = −kBT lnZ (2.14)
= − 1
β
ln[Tr(e−β (H0+C))]
= − 1
β ∑kσ i
ln(1+ e−βE
σ
ki )+C
= kBT∑
kσ i
ln(1− f (Eσki))+C,
where Z is the partition function and β = 1/kBT .
Using the conditions resulting from the minimization of the free energy with respect to vki,
∆2i = E
2
ki−ξ 2ki, (2.15)
v2ki =
1
2
(
1− ξki
Eki
)
, (2.16)
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ukivki =
∆i
2Eki
, (2.17)
u2ki− v2ki =
ξki
Eki
, (2.18)
and defining the quantities
∆i =∑
j
Vi jδ j (2.19)
and
δ j =∑
k
uk jvk j(1− f (E↑k j)− f (E↓k j)), (2.20)
one obtains
δi−∑
k
∆i
2Eki
=−∑
k
∆i
2Eki
[ f (E↑ki)+ f (E
↓
ki)], (2.21)
and one ends up with
Fs = kBT∑
kσ i
ln[1− f (∣∣ξσki ∣∣)]+∑
ki
(ξki−Eki)+∑
i
δi∆i. (2.22)
The normal state free energy corresponds to the case Fn = Fs(∆i = 0), i.e., Eσki →
∣∣ξσki ∣∣ =∣∣ξki∣∣−σh, so that
Fn = kBT∑
kσ i
ln[1− f (∣∣ξσki ∣∣)]+2 ∑
|k|<kF
ξki, (2.23)
where µ = εF is assumed. Finally the free energy difference between states is
∆F = Fs−Fn
= kBT∑
kσ i
ln
[
1− f (Eσki)
1− f (ξσki )
]
+∑
ki
(ξki−Eki)−2 ∑
|k|<kF
ξki+∑
i
δi∆i
= kBT∑
kσ i
ln
[
1− f (Eσki)
1− f (ξσki )
]
+2 ∑
|k|>kF ,i
(ξki−Eki)+∑
i
δi∆i.
(2.24)
The calculations of the free energy differences in our work were carried out using this equa-
tion in the continuum limit where the first two sums were turned into integrals limited by the
Debye frequency ωD, with the approximation h¯ωD∆i  1.
2.2.3 n-band gap equations
Minimizing the free energy difference with respect to the superconducting order parameters ∆i,
one obtains an expression for the coupled n-band superconducting gap equations, where s-wave
symmetry is assumed,
∆i =∑
j
Vi jδ j, (2.25)
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with
δ j = δ j(T,h,∆ j,N j(ξ )) (2.26)
=
ˆ ωD
0
dξ j∆ jK j(ξ j,∆ j,T,h), (2.27)
where
K j(ξ j,∆ j,T,h) =
N j(ξ )
2E j(ξ ,∆ j)
(
tanh
E j(ξ ,∆ j)+h
2kBT
+ tanh
E j(ξ ,∆ j)−h
2kBT
)
, (2.28)
where E j =
√
ξ 2+∆2j is the quasi-particle excitation energy of band j, ωD is the usual frequency
cutoff, and N j(ξ ) is the DOS of band j.
Chapter 3
Zeeman splitting effects in one-, two- and
n-band metallic superconductors
As stated in the Introduction, one of the objectives of our work is the study of critical magnetic
fields in one- and two-band graphene based superconductors. In order to realize the role of the
semi-metallic density of states of the graphene band, the understanding of the typical behaviour
of the band gap solutions and phase diagrams of one- and a two-band metallic superconductors
is required and such study is carried out in this chapter. For the purpose of studying the Zeeman
splitting effects in these superconductors we use the n-band gap equations, Eq. 2.26, derived in
the previous chapter, for i, j = 1 and i, j = 1,2, respectively, and for N j(ξ ) = 1.
3.1 One-band gap solutions
Adapting Eq. 2.26 to the one-band case by doing i, j = 1, one obtains
∆1 =V11
ωDˆ
0
dξ∆1
N1(ξ )
2E1(ξ ,∆1)
(
tanh
E1(ξ ,∆1)+h
2kBT
+ tanh
E1(ξ ,∆1)−h
2kBT
)
. (3.1)
Since both ∆1 and Ni do not depend on ξ (Ni can be, in the case of metallic bands, considered
constant in ξ ), one may put them outside of the integral and Eq. 3.1 becomes
1
V11N1
=
ωDˆ
0
dξ
1
2E1(ξ ,∆1)
(
tanh
E1(ξ ,∆1)+h
2kBT
+ tanh
E1(ξ ,∆1)−h
2kBT
)
. (3.2)
Eq. 3.2 provides a relation between ∆, T , h and V . From this equation one may ascertain if there
is a superconducting critical temperature for any finite intraband interaction, thus respecting the
BCS criterion for a material to be considered a superconductor. To determine, Tc one sets ∆1 = 0
and h = 0 in Eq. 3.2. The intraband interaction dependence of the critical temperature, Tc vs. V ,
is plotted in Fig. 3.1, where one sees that Tc is always finite even for arbitrary small intraband
interactions. A finite critical magnetic field, hc, should also be present for any finite intraband
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(a) (b)
Figure 3.1: (a) Critical temperature and (b) critical magnetic field versus metallic intraband interaction.
In both cases, a finite critical value is present for arbitrarily small intraband interactions.
A
B C C
Figure 3.2: (a) T = 0 and (b) T = 0.6Tc band gap and free energy difference solutions (normalized to
the zero field value) versus in-plane magnetic field (normalized to the zero temperature critical field),
for a one-band superconductor. In (a) a "jump" occurs in the band gap solution to ∆ = 0 at the critical
field while in (b) the transition occurs smoothly, corresponding to first- and second-order transitions,
respectively.
interaction. To determine hc one sets ∆1 = 0 and T = 0 in Eq. 3.2. As one sees in Fig. 3.1, where
the critical field vs. intraband interaction function is plotted, there is, also, a critical magnetic
field for arbitrary small intraband interactions.
In order to study Zeeman splitting effects in superconducting systems, one studies the band
gap solutions as functions of the magnetic field for different temperatures, using again Eq. 3.2.
At the same time, the free energy difference solution is determined since changes in its sign cor-
respond to phase transitions. Next, we discuss the band gap and free energy difference solutions
for T = 0 and T = 0.6Tc, for V11 = 1.0.
The zero temperature band gap and free energy difference solutions are shown in Fig. 3.2
a). By definition, the phase transition between the normal and the superconducting state, which
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Figure 3.3: In-plane magnetic field (normalized to the zero temperature critical field) vs. temperature
(normalized to the zero field critical temperature) phase diagram of a one-band superconductor. The low
temperature first-order transition (dashed green curve) becomes one of second-order (solid green curve)
at the tricritical point T ≈ 0.56Tc (point D).
occurs at the critical magnetic field, happens when the total free energy difference changes sign.
Thus, one could expect that the value of the band gap parameter would decrease smoothly with
increasing field till zero at hc (in a similar way as Fig. 2.2b). However, for T = 0 [see Fig.
3.2 a)], the gap solution shows a reentrant behavior around hc (point C) which is limited by the
superheating field, hsh, (maximum field with maximum band gap value, point A) and by the
supercooling field, hsc (minimum field with zero band gap, point B). This means that ∆1 is finite
at hc (point C), and consequently, at the transition, a jump occurs, in the band gap solution, from
a non-zero to a zero value. This type of transition, called first-order transition, happens when
the free energy contains several local minima and the transition occurs without convergence of
local extreme. When one increases the temperature up to values close to Tc [see Fig. 3.2 b)],
the gap solution decreases continuously till zero, meaning that the transition is a second-order
transition. In this case, the free energy absolute minimum converges to another local extreme
with increasing magnetic field.
The low temperature reentrant behaviour of the band gap solution implies a metastability
region in the in-plane magnetic field vs. temperature phase diagram of quasi-2D one-band su-
perconductors (blue shaded area in Fig. 3.3), limited above by hsh (dashed red curve) and below
by hsc (dashed blue curve) and a first-order transition (dashed green curve). This region extends
up to a tricritical point T ? ≈ 0.56Tc (point D) from which the first-order transition becomes a
second-order transition.
3.2 Two- and n-band gap solutions
Adapting again Eq. 2.26, this time for the two-band case (by doing i, j = 1,2) one obtains the
two following coupled equations
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∆1 =V11
ωDˆ
0
dξ1K1(ξ1,∆1,T )∆1+V12
ωDˆ
0
dξ2K2(ξ2,∆2,T )∆2, (3.3)
and
∆2 =V21
ωDˆ
0
dξ1K1(ξ1,∆1,T )∆1+V22
ωDˆ
0
dξ2K2(ξ2,∆2,T )∆2. (3.4)
Below we discus the cases V12 = 0 and V12 6= 0.
3.2.1 V12 = 0
One immediately concludes that by doing V12 = 0 in Eqs. 3.3 and 3.4 one recovers the one-band
gap equation. The T = 0 and T = 0.6Tc band gap solutions (and the respective free energies) and
the in-plane magnetic field vs temperature phase diagram, for V11 = 1.0, V22 = 0.9 and V12 = 0,
are shown in Figs. 3.4 a), 3.5 a) and Fig. 3.6 a), respectively. In a two-band superconductor, with
V12 = 0, there are two band gap solutions, two first/second-order transition curves at low/large
temperatures [see Figs. 3.4 a) and 3.5 a)], and two metastability regions are present in the
phase diagram [see Fig. 3.6 a)]. The curves with the largest ∆ values in the band gap solutions
[dashed blue lines in Figs. 3.4 a) and 3.5 a)], the first-order and second-order curves as well
the metastability region [dashed green curve, solid green curve and blue shaded area in Fig. 3.6
a)] which lie at the phase diagram zone of largest fields and low temperatures, correspond to
the band with the largest intraband interaction, i.e., V11 in this case. Even though two phase
transition are present in the phase diagram, only one of these transitions corresponds to the
superconducting-normal state transition. Indeed, the transition associated to the band with the
smallest intraband interaction, V22, lies within the superconducting region of the phase diagram.
This transition can be interpreted as a transition between superconducting states. Thus, the
transition associated to the band with the largest intraband interaction is the one that leads our
system from a superconducting to a normal state.
3.2.2 V12 6= 0
When the interband interaction is finite, the bands are no longer independent from each other.
Indeed, for any finite interband interaction (V12 6= 0) the value of ∆1 not only depends on V11
and N1(0) but also on the interaction V12 and on the density of states (at the Fermi level) of the
band 2 and vice versa [see Eqs. 3.3 and 3.4]. Therefore, instead of analysing separately the
free energies of the two bands, the sum of them is analysed. In a n-band superconductor, the
interband interaction leads, qualitatively, to a −∆i∆ j cos(φi j) coupling term in the free energy,
where φi j is the relative phase of ∆i and ∆ j. The local extreme of the free energy have φi j = 0
or φi j = pi , but all local minima have φi j = 0 if the interactions are attractive. In our work we
consider φi j = 0, i.e., ∆1 and ∆2 are in phase, and consequently, Vi j generates a −∆i∆ j term in
the free energy which leads to a positive shift of both band gaps and an increase in Tc (and hc).
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Figure 3.4: Zero temperature superconducting gap (normalized to the zero field value of the band 1)
and free energy difference solutions (normalized to the zero field value) versus in-plane magnetic field
(normalized to the zero temperature critical field), of a two-band metallic superconductor, for V11 = 1.0,
V22 = 0.9 and for (a) V12 = 0.0, (b) V12 = 0.04 and (c) V12 = 0.1. In all three cases a jump occurs, on
the band gap solution, at the critical field, to ∆ = 0, which correspond to first-order transitions. In (a),
since there is no interband interaction, one recovers the zero temperature one-band gap solutions. In (b), a
non-zero interband interaction forces ∆1 to "follow" ∆2 and vice-versa, and as result a second reentrance
appears in the band gap solutions. In (c), due to a large enough interband interaction, the crossing in
the free energy is shifted above zero, meaning that there is no phase transition between superconducting
states.
This shift is larger for the band with smallest V and consequently smallest ∆, (in our case, the
band 2) because ∆i depends on the factor ∆ jVi j. Furthermore, the coupling of the bands implies
also that if ∆1 is nonzero at the local minima, then ∆2 is also nonzero [if one does ∆1 = 0 in Eqs.
3.3 or 3.4 automatically ∆2 = 0].
These features can be observed in Figs. 3.4 b) and 3.5 b), where the band gap solutions
were obtained for a finite (but much smaller than the intraband pairings V11 and V22) interband
interaction V12 = 0.04 for T = 0 and T = 0.6Tc, respectively. One also identifies not only one
but two reentrances in the band gap functions, such that the extra reentrance of the band 1 is
found at the region where the main reentrance of the band 2 appears, and vice-versa. This
means that the interband interaction forces ∆1 to "follow" ∆2 and vice-versa. Furthermore,
one also identifies a crossing in the total free energy solution [Fig. 3.4 b), solid green curve,
point E), which represents an additional phase transition. This crossing occurs before the sign
change of Fs−Fn (where another phase transition occurs) reflecting a first-order transition within
the superconducting phase followed by the first-order superconducting-normal phase transition.
However, as one sees in the phase diagram in Fig. 3.6 b), the large temperature second-order
transition between superconducting states disappears.
As one increases V12, but still in the weak coupling regime, the crossing in the free energy, at
low temperature, is shifted above the Fs−Fn = 0 level [see Fig. 3.4 c), solid green curve, point
F] and the first-order transition between superconducting states converges towards the first-order
transition from the superconducting to the normal state and disappears as it crosses this curve
[see the phase diagram plotted at Fig. 3.6 c)]. Therefore no transition within the superconducting
phase occurs. For temperatures close to Tc, Figs. 3.5 b) and 3.5 c), it can be, again, identified
a second-order transition where both gaps go to zero. From the case of Fig. 3.5 b) to Fig. 3.5
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Figure 3.5: Superconducting gap (normalized to the zero field value of the band 1) and free energy
difference solutions (normalized to the zero field value) versus in-plane magnetic field (normalized to
the zero temperature critical field), of a two-band metallic superconductor, at T = 0.6Tc, for V11 = 1.0,
V22 = 0.9 and for (a) V12 = 0.0, (b) V12 = 0.04, (c) V12 = 0.1. In all three cases the superconducting gap
decrease, with increasing field, smoothly till zero, where a second-order transition occurs. In (a), since
there is no interband interaction, one recovers again the zero temperature one-band gap solutions and
thus, there is one second-order transition associated to each band (two in total). In (b) and (c), due to
non-zero interband interactions, in total, only one second-order transition occurs.
Figure 3.6: In-plane magnetic field (normalized to the zero temperature critical field) vs temperature
(normalize to the zero field critical temperature) phase diagram, of a two-band metallic superconduc-
tor, for V11 = 1.0, V22 = 0.9 and for (a) V12 = 0.0, (b) V12 = 0.04, (c) V12 = 0.1. One can confirm
the features pointed out in Figs. 3.4 and 3.5: (a) two metastability regions, two first-order and second
order-transitions; (b) the second-order transition associated to the band with smallest gap values (band
2) disappears; (c) the first-order transition associated to the band 2 disappears as it crosses the first-order
transition associated to the band 1.
c) [as well from Fig. 3.4 b) to Fig. 3.4 c)] an increase of the band gap values occurs due to the
increase of the interband interaction.
Some of the changes from the V12 = 0 to the V12 6= 0 cases are more or less expected but why
does the second order transition of the band 2 disappear? Indeed this question can be answered.
Considering (t◦c2,h
p
c2) the second-order transition point of the band 2 for the uncoupled case, the
free energy in the neighborhood of the critical point is qualitatively of the form
Fs−Fn ≈ ∆F◦1 (∆1, t,h)+a2(t,h)∆22+b2∆42−α∆1∆2, (3.5)
where α is a small constant proportional to the interband coupling, ∆F◦1 is the free energy dif-
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ference associated with band 1 in the uncoupled case, a2 vanishes as (t,h)→ (t◦c2,hpc2) and
∆1,∆2 are absolute values. The local extreme is obtained from the conditions ∂Fs/∂∆1 = 0,
∂Fs/∂∆2 = 0 and solving them we get a new condition, ∆1 ≈ ∆◦1 (since ∆2 is small in the neigh-
borhood of the transition point) that leads to 2a2(t,h)∆2 + 4b2∆32−α∆1 = 0. The term −α∆1
can be considered constant around (t◦c2,h
p
c2) and therefore, as α is turned on, the solution ∆
◦
2 = 0
is shifted to negative values and becomes irrelevant. Only the finite gap solution for ∆2 re-
mains. This solution approaches zero only when ∆1 goes to zero, that is, near the transition
point (t◦c1,h
p
c1). When (∆1,∆2)→ (0,0), there is a second-order phase transition, since the point
(∆1,∆2) = (0,0) is a local extreme of the free energy and a second-order transition results from
the convergence of two local extreme, one of them being the absolute minimum.
3.2.3 Vi j ≈Vii case
Although we have studied the effect of a interband interaction on a two-band conductor system,
the value used for the interband interaction was much smaller than the intraband interaction. If
the band gaps "follow" each other when under a weak interband interaction, what can happen
for a strong one? Indeed, increasing the interband interaction to a sufficient strong one can lead
a two-band superconductor to behave as a typical one-band superconductor.
The Vi j ≈ Vii case can be simplified, for a two-band case, in two different ways. One may
consider a Vi j of the order of Vii, i.e., V 212 = V11V22. Using this condition and the two coupled
gap equations, one has ∆2 =
√
V11/V22∆1 and a small region of enhanced fluctuations remains
in this case. In an more extreme example, when Vi j is much stronger than Vii, V12  V11 and
V12V22, one has ∆2 ≈ ∆1 and that is not more than the one-band case.
3.2.4 n-band case
The features observed in this chapter, in particular the ones for a two-band metallic supercon-
ductor, can be generalized to (quasi-2D) n-band superconductors. The transition between the
superconducting and the normal state is associated to the band with the largest band gap values
and additional low temperature FOT curves (more precisely, n−1 curves) and the correspond-
ing metastability regions appear within the superconducting region of the phase diagram, each
characterized by a large reduction in the superconducting gap of the band directly associated
with the transition [37, 39].
Chapter 4
Zeeman splitting effects in undoped and
doped isolated graphene
In this chapter, we discuss the mean-field superconducting phase diagram of a single graphene
sheet under parallel magnetic field. We start by describing the graphene electronic band struc-
ture, more concretely, we calculate the energy band dispersion and the density of states, the
latter being needed to solve the band gap equation, Eq. 2.26. Next, we find if a superconducting
phase is present in a graphene band, given different values of pairing strength, V , and doping,
µ , at zero magnetic field. Finally, a study on metastability regions in the in-plane magnetic field
versus temperature phase diagram of superconducting graphene is addressed for different values
of doping.
4.1 Energy band dispersion and density of states
The graphene electronic structure is composed by σ -bonds and pi-bonds which give rise to,
respectively, σ -bands and pi-bands. The σ -bands have a filled shell forming deep valence bands
[40]. Since each p-orbital has one extra electron, the pi-bands are half filled making these bands
important for electronic properties [40]. Indeed, since all valence electrons (which are relevant
for the solid state properties) are pi-electrons, we are only interested in pi-bands [41].
In order to calculate the band dispersion of graphene, one usually uses the tight-binding
method to obtain the Hamiltonian of the system, H. This method consists in using an approx-
imate set of wave functions based upon superposition of wave functions for isolated atoms lo-
cated at each atomic site, Ri [42]. This model describes the properties of tightly bound electrons
in solids. The electrons in this model should be tightly bound to the atom to which they belong
and they should have limited interaction with the surrounding atoms [42]. As a result, in the
proximity of each atom the wave function of the electron will be rather similar to the atomic
orbital of the free atom it belongs to [42].
In the tight-binding Hamiltonian model one usually imposes the condition that electrons are
only allowed to hop both to the nearest and the next-nearest neighbor atoms of the lattice [40].
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It can be written as
H =−t1 ∑
〈i, j〉,σ
(a†i,σb j,σ +h.c.)
− t2 ∑
〈〈i, j〉〉,σ
(a†i,σa j,σ +b
†
i,σb j,σ +h.c.),
(4.1)
where aσ i (a
†
σ i) annihilates (creates) an electron with spin σ (σ =↑,↓) on site Ri on sub-lattice
A (equivalent definition for sub-lattice B), t1 is the nearest neighbor hopping energy (hopping
between different sub-lattices), t2 is the next nearest neighbor hoping energy (hopping in the
same sub-lattice).
The reason why the graphene lattice is divided into two sub-lattices, is that the graphene
honeycomb lattice structure is not a Bravais lattice (because two neighboring sites are not equiv-
alent [43]). Thus, the two-dimensional honeycomb lattice made out of hexagons is divided into
two (A and B) interpenetrating triangular Bravais lattices with a two-atom basis [shown in Fig.
4.1a (left), reproduced from [40]] [43].
The nearest and the second nearest neighbors vectors of the hexagonal structure used in this
model can be written as function of the sub-lattice vectors. The sub-lattice vectors ~a1 and ~a2
(real space unit vectors) can be written, in the (x,y) coordinates, as
~a1 =
a
2
(3,
√
3),~a2 =
a
2
(3,−
√
3), (4.2)
and the three nearest and the six second-nearest neighbors vectors as
~δ1 =
a
2
(1,
√
3),~δ2 =
a
2
(1,−
√
3),~δ3 =−a(1,0), (4.3)
~δ ′1 =±a1,~δ ′2 =±a2,~δ ′3 =±(a2−a1), (4.4)
where a≈ 0.142 nanometers is the carbon-carbon distance.
In order to simplify the calculation of the energy band dispersion, the real space sub-lattice
vectors are converted to the reciprocal space (~k-space). Consequently, and correspondingly, the
reciprocal vectors (~k-space unit vectors) can be written as
~b1 =
2pi
3a
(1,
√
3),~b2 =
2pi
3a
(1,−
√
3). (4.5)
Making a Fourier transformation one obtains the Hamiltonian in~k-space, which is given by
H =∑
~k,σ
(
T1a
†
~k,σ
b~k,σ +T2b
†
~k,σ
a~k,σ +T3(a
†
~k,σ
a~k,σ +b
†
~k,σ
b~k,σ )
)
, (4.6)
where the T1, T2 and T3 coefficients are
T1 =−t1(2ei a2 kx cos(
√
3
2 aky)+ e
−iakx),
T2 =−t1(2e−i a2 kx cos(
√
3
2 aky)+ e
iakx),
T3 =−t2(4cos(32akx)cos(
√
3
2 aky)+2cos(
√
3aky)).
(4.7)
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Figure 4.1: (a) Graphene honeycomb lattice and its Brillouin zone. Left: lattice structure of graphene,
made out of two interpenetrating triangular sub-lattices (~a1 and ~a2 are the lattice unit vectors, and δ1, δ2,
δ3 are the nearest neighbor vectors). Right: corresponding Brillouin zone. High symmetry points K and
K′. (b) Left: energy dispersion of a graphene band for t1 = 2.7eV and t2 = 0.2t1. Right: zoom in the
energy dispersion at one of the Dirac points.
This Hamiltonian can be represented by a 2× 2 matrix and the diagonalization of this matrix
gives the band energy dispersion, as
E±(~k) =±t1
√
3+ f (~k)− t2 f (~k), (4.8)
with
f (~k) = 2cos(
√
3aky)+4cos
(√3
2
aky
)
cos
(3
2
akx
)
, (4.9)
where signs + and − correspond, respectively, to the upper (pi) and lower (pi∗) band. Around
zero energy, pi and pi∗ bands are symmetric for t2 = 0 and are asymmetric for finite t2.
E(~k) is a periodic function in the reciprocal lattice, and can be described within the first
Brillouin zone [41] wherein are located the high symmetry points Γ, M, K and K′ [shown in Fig.
4.1a (right), reproduced from [40]]. The latter two, usually called Dirac points [40]
~K =
(
2pi
3a
,
2pi
3
√
(3)a
)
, ~K′ =
(
2pi
3a
,− 2pi
3
√
(3)a
)
, (4.10)
are of particular importance, and are localized at the corners of the graphene Brillouin zone. The
energy dispersion is shown, for t1 = 2.7eV and t2 = 0.2t1, in Fig. 4.1b (reproduced from [40]).
The Dirac cone [zoomed figure of Fig. 4.1b] is obtained by doing a expansion of Eq. 4.8 around
the ~K point (as~k = ~K +~q with |~q|  ~K), where ~q is the momentum measured relatively to the
Dirac point ~K, for finite t1 and t2,
E±(~k)≈±t1
√
(3a2 qx)
2+(3a2 qx)
2+O(q3x)+O(q3y)
=±vF |~q|+O|q2|,
(4.11)
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Figure 4.2: (a) DOS of graphene (normalized to its value at the half-bandwidth D) as a function of energy
(normalized to D). (b) Critical temperature at zero magnetic field (normalized to D) as a function of the
BCS pairing interaction (normalized to the critical interaction value, Vc), for several values of doping,
indicated by points A, B, and C in the top plot.
where vF = 32t1a is the Fermi velocity.
The density of states of graphene, N(ξ ), can be obtained from the energy dispersion (Eq.
4.8). To simplify, we going consider t2 = 0 and t1 = 1 and the lattice constant equal to 1. The
graphene density of states (normalized to its value at the half-bandwidth D) is shown in Fig.
4.2a. At low energy we can observe a linear behaviour. The points where the density of states
diverges are called van-Hove singularities and these contribute more to the superconducting
behavior, the closer to the Fermi level they are.
4.2 Critical intraband interaction
In the case of a single graphene band, we can determine from Eq.2.26 if a superconducting phase
will be present given different values of pairing strength V and doping µ . If there is a supercon-
ducting phase, one should find a positive finite Tc when ∆ is set to zero. The results for three
different electron doping levels, µ/D= 0, µ/D= 0.15, and µ/D= 0.34, are shown in Fig. 4.2b
(the results are the same if we choose to hole dope the graphene band). In undoped graphene,
there is a critical value of the pairing strength, which we call Vc, above which the system is a
superconductor [44, 5]. As soon as we start doping, this critical interaction goes to zero, that is,
for arbitrarily small V , Tc is non-zero (but very small). For a fixed V , Tc increases with µ up to
the van Hove singularity energy [point C in Fig. 4.2a], reflecting the BCS dependence of Tc on
the DOS around the Fermi energy. The curves in Fig. 4.2b share the same asymptotic behavior
for Tc ∼ ∆µ .
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Figure 4.3: (a) In-plane magnetic field (normalized to the zero temperature superheating field, hsh(0)) vs.
temperature (normalized to the zero field critical temperature, Tc(0)) phase diagram of graphene, for (I)
µ/D = 0, (II) µ/D = 0.15, and (III) µ/D = 0.34, for V =1.03 Vc. For µ = 0, the metastability region
(yellow shaded area) is very narrow and with doping, from (I) to (III), its normalized width increases as
the Fermi energy is shifted away from the Dirac point. (b) Zero temperature width (normalized to the
zero temperature critical field) behavior of the metastability region with doping, for V = 0.78Vc, V = Vc,
V = 1.03Vc. The width is zero at µ = 0 for V = Vc, but increases sharply for small µ . For V = 0.78Vc,
low µ implies very small critical fields and temperatures, these values being out of the numerical range
of our study and consequently not shown in the figure.
4.3 In-plane magnetic field vs. temperature phase diagram
The distinct DOS profile of graphene shown in Fig. 4.2a, and in particular its semi-metallic na-
ture, is responsible for new features in the superconducting phase when an in-plane magnetic
field is applied. The in-plane magnetic field vs. temperature superconducting phase diagram of
a single graphene sheet for V = 1.03Vc, where Vc/D = 0.0058, and several values of chemical
potential, µ/D = 0, µ/D = 0.15, and µ/D = 0.34 (points A, B and C in Fig. 4.2a, respectively)
is shown in Fig. 4.3a. The general behavior of the phase diagram, for the three cases, fol-
lows closely the one described in the Introduction for typical one-band superconductors, namely
having a FOT curve between superconducting and normal phase at low temperatures, with its
associated metastability region and becoming a SOT curve above some tricritical temperature,
in the high temperature region of the phase diagram [29, 30]. There are, however, two important
differences: the area of the normalized metastability region is not constant, as in typical weak
coupling one-band metallic superconductors [30]. This area becomes very small (it vanishes as
V goes, from above, to the critical interaction Vc) as doping goes to zero (that is, as the Fermi
level approaches the Dirac point). Furthermore there is not a universal value for the tricritical
temperature, which can take values T ? < 0.56Tc0, becoming smaller as µ → 0 [see Fig. 4.3a
(I)]. In the undoped case of Fig. 4.3a (I), the region of metastability is very narrow and becomes
much larger for the intermediate doping level, at Fig. 4.3a (II), achieving its maximum width
when the doping is such that the Fermi energy coincides with the van Hove singularity, as in
Fig. 4.3a (III), as predicted in [31].
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4.4 Metastability region width dependence with doping
The evolution of the zero temperature width of the metastability region with doping becomes
more clear in Fig. 4.3b, where it is shown for three values of the pairing strength: V = 0.78Vc,
V = Vc and V = 1.03Vc. For the latter two cases, the zero temperature width of the metastability
region increases sharply at low doping, nearly saturates at intermediate dopings, reaching its
maximum value, when the doping factor shifts the Fermi level to the van Hove singularity, as
can be seen in Fig. 4.3b. For V = Vc the width is zero for µ = 0. In contrast, for V = 1.03Vc
the width is finite everywhere, even when µ = 0. In the first case, i.e., for V = 0.78Vc the
metastability region curve has a similiar behavior to the other two cases, however in this case
the low µ behavior implies very low critical fields, outside the numerical range of our study.
Chapter 5
In-plane magnetic critical fields in
undoped and doped GICs
In this chapter we present a study on the in-plane magnetic fields in undoped and doped GICs.
We discuss the graphene-like band intraband interaction dependence in the in-plane field vs.
temperature phase diagram and in the zero temperature band gap solutions. We also address a
study on the doping dependence in the zero temperature band gap solutions, in particular we
discuss the effect of doping in the, zero temperature, width of the metastability region.
5.1 Two-band description of GICs
As we mentioned in the Introduction, superconductivity was found in GICs several decades
ago [12]. Since these compounds have a graphene-like band in the band structure, it is natural
to ask how much of the behavior discussed in the previous chapter can be observed in these
compounds. A simple approach one can use to address superconductivity in highly anisotropic
GICs, while still preserving the essential characteristics of real materials, is a two-band model
where one of the bands is treated as a graphene-like band and the other as a generic 2D metallic
band. Highly anisotropic GICs are primarily stage-2 which, by definition, are composed of
intercalated graphene bilayers. The DOS profile of graphene bilayers is different from that of a
single graphene sheet of Fig. 4.2a [45], due to the splitting of the van Hove singularity and to a
slight modification around the Fermi energy. Assuming that the energy scale of these features is
much smaller than the GIC superconducting gaps, these differences can be neglected, i.e., one
can assume the DOS shown in Fig. 4.2a even in the case of stage-2 GICs.
In what follows the metallic interlayer and graphene-like bands are labeled bands 1 and 2,
respectively. The values considered for the matrix of potentials, necessary to find the supercon-
ducting gaps via Eqs. 3.3 and 3.4, are(
V11 V12
V21 V22
)
N1(0)→
(
0.2 0.008
0.008 V22
)
, (5.1)
where V11 is the intraband potential of the metallic interlayer band, V22 is the intraband potential
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Figure 5.1: In-plane magnetic field (normalized to the zero temperature supercooling field, hsc(0))
vs. temperature (normalized to the zero field critical temperature, Tc(0)) phase diagram of intercalated
graphite (using a two-band BCS description) for (a) V22 = 0.18, (b) V22 = 0.24 and (c) V22 = 0.26. The
metastability region associated primarily with intraband pairing in the metallic (graphene-like) band is
shown in the blue (yellow) shaded area. From (a) to (c) the phase diagram changes from one of a typi-
cal one-band to one of a typical two-band superconductor phase diagram. In the intermediate case, (b),
unusual behavior occurs: at the zoomed plot of (b) one sees, at a temperature T≈0.175Tc, that the FOT
(dashed green curve C-J) splits into a upper SOT (solid green curve J-I) and an additional lower FOT
(dashed green curve J-H). The labeled points correspond to those in Figs. 5.2 and 5.3.
of the graphene-like band, V12 =V21 is the interband potential which couples the two bands, and
N1(0) is the density of states of the metallic band at the Fermi energy. The relation between the
density of states of the graphene-like band and the metallic interlayer band is set by the condition
N2(D) = 1.24N1(0), where N2(D) is the density of states of the graphene-like band at the band
edge. To simplify the notation we will drop the N1(0) term when indicating interaction values.
5.2 In-plane field vs. temperature phase diagram and T = 0
band gap solutions
The existence of a finite interband coupling implies that the graphene-like band becomes super-
conducting (has a finite superconducting gap) for any value of V22, even when the Fermi energy
coincides with the Dirac point energy of the graphene-like band. Thus, there is not a critical
value of the graphene-like intraband coupling as in the case of the isolated one-band graphene
superconductor. This reflects the Josephson tunneling of Cooper pairs from the metallic band
(this is similar to the effect of an external magnetic field in a paramagnetic system) and it is
also the justification for the existence of a single critical superconducting temperature in the
case a two-band superconductor with two metallic bands. However, a new critical intraband
coupling Vc2 for the graphene-like band can be defined, associated with the appearance of a
second metastability region in the superconducting phase of the in-plane magnetic field vs. tem-
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Figure 5.2: Zero temperature solutions of the coupled gap equations (normalized to the maximum gap)
and the total free energy difference between the superconducting and the normal phases (normalized to
its zero field value) of intercalated graphite. The in-plane magnetic fields are normalized to the zero
temperature critical field, hc(0). The first, second and third columns correspond to V22 = 0.18, (a)-(d),
V22 = 0.24, (e)-(h), and V22 = 0.26 (i)-(l), respectively and the first to the fourth rows correspond to µ = 0,
µ/D = 0.05, µ/D = 0.15, and µ/D = 0.34, respectively. For V22 = 0.18, with increasing doping, the
phase diagram changes from that of a typical one-band [(a)] to that of a two-band superconductor [(d)], as
an additional reentrance (curve D-E) and FOT (point G) appear in the superconducting phase diagram. In
(e), even though one identifies two reentrances, an additional FOT between superconducting phases only
appears when we dope the graphene-like band (point F). In (i), the phase diagram shows typical two-band
superconductor behavior.
perature phase diagram. This fact can be understood by the fact that the second metastability
region reflects the existence of intrinsic pairing in the graphene-like band and this requires a
finite intraband interaction. This second metastability region is always present in a two-band
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superconductor when both bands have constant DOS at the Fermi energy and the interband
coupling is weak. In the case studied here, for small V22, the second metastability region is
not present reflecting precisely the absence of intrinsic superconductivity in an isolated (weak
coupled) graphene layer, in the weak interband coupling limit. Since Vc2 depends on V11, V22
and V12, we do not normalize these interactions to a critical interaction, instead we choose to
normalize the interactions to N1(0) as stated above.
5.2.1 Dependence on the intraband pairing of the graphene-like band
As before, by changing the doping factor µ , we are shifting the Fermi level in the graphene
band, therefore changing the profile of N2(ξ ) in Eqs. 3.3 and 3.4, whereas in the case of the
metallic band, as usual in BCS theory, we consider a constant DOS, N1(ξ ) = N1(0). Firstly,
we study our 2D model for µ/D = 0, that is, the Fermi level coincides with the Dirac point
energy of the graphene-like band DOS, for three different cases: V22 = 0.18, V22 = 0.24 and
V22 = 0.26, these values being, respectively, smaller, slightly larger and larger than Vc2, where
Vc2/D= 0.006. The in-plane magnetic field vs. temperature phase diagram for these three cases
is shown in Fig. 5.1, and the corresponding zero temperature gap solutions and the total free
energy difference between superconducting and normal phase as functions of the magnetic field
is shown in Figs. 5.2(a), (e) and (i), respectively.
In the case of V22 = 0.18, the phase diagram obtained, Fig. 5.1(a), has the same behavior
as that of a single-band BCS superconductor (only one metastability zone, blue shaded area,
and one FOT, green curve which starts at the point C, are present in the phase diagram). This
behavior can be confirmed from the zero temperature band gap solutions shown in Fig. 5.2(a)
where one may observe, for each band, the presence of only one reentrance in the band gap solu-
tions and no crossing in the free energy difference between superconducting and normal phase.
This result implies that V22 <Vc2. Even though the graphene-like band is also superconducting
(because ∆2 is finite), since ∆2 is much smaller than ∆1, we may say that the superconductor
behavior of this system is due to intrinsic superconducting correlations of the metallic interlayer
band.
When one increases the graphene-like band intraband interaction to a value a little higher
than Vc2 (i.e., the case of V22 = 0.24), the influence of the graphene-like band is no longer negli-
gible and even though there is no additional low temperature transition between superconducting
phases, an extra metastability region, associated to the graphene-like band, appears (small yel-
low shaded region delimited by the point D, E and J in the Fig. 5.1). This behavior can be
checked in Fig. 5.2(e), where one observes that there is no crossing in the free energy, but one
observes the presence of two reentrances (points A-B and D-E) in the zero temperature band
gap solutions. Since an additional FOT should be present in the phase diagram in order for
it to be considered one of a typical two-band superconductor, for V22 & Vc2 the system can be
seen as an intermediate case between a one-band and a two-band superconductor. Furthermore,
for temperatures in the 0.175Tc < T < 0.3Tc range, the system exhibits a rather unusual fea-
ture. One may see in the zoomed plot of Fig. 5.1, that the low temperature FOT (dashed green
curve which starts at the point C) splits, at an intermediate temperature (point J), into an upper
SOT (solid green curve J-I) between the normal and the superconducting phase and into a lower
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Figure 5.3: (a) Solutions of the coupled gap equations (normalized to the zero field value of band 1)
and the total free energy difference between the superconducting and the normal phases (normalized to
its zero field value) versus in-plane magnetic field (normalized to the zero temperature critical field) of a
two-band intercalated graphite superconductor at T = 0.26Tc for V22 = 0.26 and a zoomed region showing
a crossing in the free energy before the SOT to the normal phase. The labeled points correspond to those
in Fig. 5.1.
FOT (dashed green curve J-H) that reflects a transition between superconducting phases. This
is understood as a consequence of the crossing of the metastability regions associated with the
graphene-like band and the metallic band as the graphene-like intraband pairing interaction is
increased. The bifurcation occurs because the metastability region of the graphene-like band is
much narrower than that of the metallic band. These two transitions are not the continuation
of the low temperature FOT. In fact, in this case, the SOT is the continuation of an additional
supercooling field at low temperature (dashed blue curve which goes from the point E to J). We
can confirm the splitting of the FOT by analyzing the band gap solutions and the free energy,
for T = 0.26Tc, shown in Fig. 5.3. On one hand, the band gap solutions curves go smoothly to
zero (point I) at large fields (i.e., a SOT occurs), but on the other hand, the crossing in the free
energy (point H) occurs before the SOT between the superconductor and the normal phase (i.e.,
an additional FOT occurs).
It is expected that by increasing V22 even more, the superconducting phase diagram will fi-
nally change into a typical two-band superconductor phase diagram. Indeed, for V22 = 0.26,
two FOTs (dashed green curves which start at C and F) and the two respective metastability
regions (points A-B and D-E, respectively) are present at low temperature in the phase diagram,
Fig. 5.1(c). One of them corresponds to the superconducting to normal transition (yellow shaded
area) and is due to the graphene-like band and the other (blue shaded area) due to the metallic in-
terlayer band corresponds to an FOT between different superconducting phases. The additional
low temperature FOT between superconducting phases can be observed in the zero temperature
band gap solutions, Fig. 5.2(i), where the crossing in the free energy, at the point C, occurs
before it changes its sign, at the point F.
The profile change of the phase diagram from that of a one-band to that of a two-band
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Figure 5.4: Zero temperature gap solutions (normalized to the zero field value of band 1) and the total
free energy difference (normalized to its zero field value) versus in-plane magnetic field (normalized
to the zero temperature critical field) for intercalated graphite for (a) V22 = 0.26, (b) V22 = 0.262, (c)
V22 = 0.266, (d) V22 = 0.268 and (e) V22 = 0.28. Other parameters: µ/D= 0, V11 = 0.28 and V12 = 0.008.
Other parameters: µ/D= 0, V11 = 0.28 and V12 = 0.008. In (c), a small additional reentrance arises in the
gap solution curves, at the supercooling field associated to the metallic interlayer band. This reentrance
widens as we increase V22, and an additional FOT between superconducting phases occurs in (e), at point
A.
superconductor due to the increase of V22 is shown in detail in Fig. 5.4(a)-(e) for, respectively,
V22 = 0.26, V22 = 0.262, V22 = 0.266, V22 = 0.268 and V22 = 0.28, and fixed parameters V11 =
0.028 and V12 = 0.008. At V22 = 0.266 [Fig. 5.4(c)], a small reentrance appears in both gap
solution curves and grows as we increase V22. An additional FOT between superconducting
phases occurs when V22 = 0.28 [Fig. 5.4(e) point A]. An interesting feature of these plots is
that the additional reentrance arises at the supercooling field associated to the metallic interlayer
band. This can be understood as a natural consequence of going from the gap curves of a one-
band superconductor (which have only one reentrance at zero temperature, see Figs.5.4 (a),(b))
to the typical behavior of a two-band superconductor where the superconducting gaps show two
reentrances at zero temperature [see Figs.5.4 (c),(d),(e)]. Furthermore, using a different V11
from the case of Fig.5.2, we show that Vc2 depends on V11. Comparing the values of V11 and
Vc2 between the case of Fig.5.2 [V11 = 0.2, Vc2 = 0.24] with the one of Fig.5.4 [V11 = 0.28,
Vc2 = 0.266] one concludes that an increase on V11 leads to an increase of Vc2.
5.2.2 Dependence on the doping
We conclude that increasing V22 from V22 < Vc2 to V22 > Vc2 causes the system to behave as a
typical two-band superconductor. Let us now consider what happens if we fix V22 and, instead,
we dope the graphene layer. The zero temperature gap solutions for the V22 = 0.18, V22 = 0.24
and V22 = 0.26 cases for small doping, µ/D= 0.05, intermediate doping, µ/D= 0.15, and large
doping, µ/D = 0.34, are shown in Figs. 5.2(b)-(d), (f)-(h) and (j)-(l).
In the case of the left column [Figs. 5.2(a)-(d)], increasing µ allows for the appearance of
the additional reentrance [see Fig. 5.2(c) points D-E]. However, the crossing in the free energy
difference between the superconducting and the normal phase, at point F, occurs after it changes
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its sign. For a large µ , Fig. 5.2(d), the system, finally, shows the additional transition between
superconducting phases since the crossing in the free energy difference between the supercon-
ducting and the normal phase, at point G, occurs before it changes its sign. Thus, in this case, the
phase diagram behaves as that of a typical two-band superconductor. In the case of the middle
column [Figs. 5.2(e)-(h)], due to the fact that V22&Vc2, a small µ is enough to obtain a phase di-
agram as that of a two-band superconductor since one observes the appearance of the additional
FOT [Fig. 5.2(f) point F]. In the case of the right column [Figs. 5.2(i)-(l)], one observes the
increase of the metastability region width, associated to the graphene-like band, with increas-
ing doping [Figs. 5.2(j)-(l)]. In general, doping the graphene-like band causes a change in the
GICs phase diagram from a one-band superconductor-like to a two-band superconductor-like.
Furthermore, when the metastability region associated with the graphene-like band is present,
its normalized width increases with doping, a feature expected taking into account what we
concluded in the previous section.
Chapter 6
Superconducting upper critical field in
one-band metallic and semi-metallic
superconductors
When magnetic fields are applied perpendicularly to the conducting planes of a quasi-2D su-
perconductor the Zeeman pair breaking terms can be neglected and the orbital ones become
dominant. In this case, the effect of the magnetic field can be studied using a semi-classic
approach [46].
In this chapter, we start by introducing the Hamiltonian of a n-band superconductor under
external perpendicular magnetic fields followed by a derivation of the coupled band gap equa-
tions. Next, we determine the pair propagator real space dependence for the cases of one-band
metallic and semi-metallic superconductors. Finally, we show the dependence on temperature
of the superconducting upper critical field, hc.
6.1 n-band Hamiltonian and band gap equation
The Hamiltonian of a n-band 2D superconductor under perpendicular magnetic fields is given
by
H = Hi+Hint , (6.1)
with
Hi =∑
i
{− 1
2mi
∑
σ
ˆ
Ψ†iσ (rt)[∇− ieA(r)]2Ψiσ (rt)dr
−Vii
ˆ
Ψ†i↑(rt)Ψ
†
i↓(rt)Ψi↓(rt)Ψi↑(rt)dr},
(6.2)
Hint =∑
i 6= j
[−Vi j
ˆ
Ψ†i↑(rt)Ψ
†
i↓(rt)Ψ j↓(rt)Ψ j↑(rt)dr+H.c.], (6.3)
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where i, j label the bands, mi is the mass of i-band electrons, and Ψ†iσ (rt)[Ψiσ (rt)] creates (an-
nihilates) a i-band electron with spin σ . Vii and Vi j are again the intraband and interband pairing
interactions, respectively.
From this Hamiltonian, in the case of a one-band system, one obtains the usual differential
equations for the Green’s functions in real space, defined by Abrikosov et al [47], and these
equations remain unchanged in the case of a n-band system [48] (with a generalized expression
for the gap functions) and are given by
(iω+
1
2m
[∇r− ieA(r)]2+µ)G HSi,ω (r,r′)+
ˆ
dr˜∆i(r, r˜)F †i,ω(r˜,r
′) = δ (r− r′), (6.4)
(−iω+ 1
2m
[∇r + ieA(r)]2+µ)F †i,ω(r,r
′)−
ˆ
dr˜∆∗i (r, r˜)G
HS
i,ω (r˜,r
′) = 0, (6.5)
where F †i,ω is the anomalous Green’s function and the Green’s function G
HS
i,ω describes the su-
perconducting state in a magnetic field and where the energy gap, ∆∗i , in a n-band system, is
given by:
∆∗i (r,r) = kBT [ViiF
†
i,ω(r,r)+∑
j 6=i
Vi jF
†
j,ω(r,r)]. (6.6)
The normal state Green’s function G Hi,ω satisfies the following equation
(iω+
1
2m
[∇r + ieA(r)]2+µ)G Hi,ω(r,r
′) = δ (r− r′), (6.7)
which can be written as
(iω+
1
2m
[∇r′+ ieA(r′)]2+µ)G Hi,ω(r,r
′) = δ (r− r′). (6.8)
Using Eq. 6.8, Eqs. 6.4 and 6.5 can be rewritten into
G HSi,ω (r,r
′) = G Hi,ω(r,r
′)−
ˆ
dr˜dlG Hi,ω(r, l)∆i(l, r˜)F
†
i,ω(r˜,r
′), (6.9)
F †i,ω(r,r
′) =
ˆ
dr˜dlG Hi,−ω(l,r)∆
∗
i (l, r˜)G
HS
i,ω (r˜,r
′). (6.10)
Since the gap parameter is very small in the vicinity of the upper critical transition curve,
one can expand F †i,ω(r,r) in powers of ∆. In order to obtain the band gap equation one must
linearize Eq. 6.10, replace G HSi,ω by G
H
i,ω and substitute it in Eq. 6.6.
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Note that in the absence of magnetic field, the gap function only depends on the relative
position of the pair, i.e., ∆(r,r′)→ ∆(r−r′). In the particular case of a local pairing interaction,
V (r− r′) =Vδ (r− r′), one obtains the usual s-wave gap function, ∆(r,r′) = ∆δ (r− r′). In the
presence of a magnetic field
∆(r,r′) = ∆(r)δ (r− r′). (6.11)
Thus, the band gap equation becomes
∆i(r) =Vii
ˆ
dr′KHβ i(r
′,r)∆i(r′)+∑
j 6=i
Vi j
ˆ
dr′KHβ j(r
′,r)∆ j(r′), (6.12)
where KHβ i(r
′,r) is the pair propagator and is defined by
KHβ i(r
′,r) =
1
β ∑ω
G Hi,−ω(r
′,r)G Hiω(r
′,r). (6.13)
Under the semi-classic approximation [47]
KHβ i(r
′,r) = Kβ i(r′− r)e(i
2e
h¯c A(r).(r
′−r)), (6.14)
where Kβ i(r) is the fermion pair propagator in real space at a temperature kBT = 1/β , in the ab-
sence of external fields, intraband and interband pairing interactions. Then, the superconducting
transition for a 2D system in an external magnetic field can be described by the semi-classical
linearized gap equation
∆i(r) =Vii
ˆ
dr′Kβ i(r′)ei2A(r).(r
′−r)∆i(r+ r′)
+∑
j 6=i
Vi j
ˆ
dr′Kβ j(r′)ei2A(r).(r
′−r)∆ j(r+ r′),
(6.15)
where the geometrized unit system, i.e., h¯ = c = e = kB = µB = 1, was used.
For 2D, Eq. 6.15 in the symmetric gauge A = 12H× r becomes
∆i(r) =Vii
ˆ
dr′Kβ i(r′)e
i r×r
′
l2 ∆i(r+ r′)+∑
j
Vi j
ˆ
dr′Kβ j(r′)e
i r×r
′
l2 ∆ j(r+ r′) (6.16)
where l is related to the magnetic field by H = φ0(2pil2)−1 where φ0 is the flux quantum hc/e.
Eq. 6.16 has, in the case of an isotropic metallic band, as pointed out by Rajagopal and Vasude-
van [49], a solution of the form
∆(r) = ∆e−
1
2 (
r
l )
2
, (6.17)
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and we will assume a solution of this form in the case of a isotropic semi-metallic band.
Finally, substituting Eq. 6.17 into Eq. 6.16, one obtains the band gap solutions for the case
of an isotropic 2D n-band superconductor
∆i(r) = 2pi
Viiˆ ∞
r0
Kβ i(r)e
− r2
2l2∆irdr+∑
j
Vi j
ˆ ∞
r0
Kβ i(r)e
− r2
2l2∆ jrdr
 , (6.18)
where r0 is a lower cutoff (equivalent to a high momentum cutoff).
6.2 Pair propagator for a isotropic 2D one-band supercon-
ductor
The pair propagator for a isotropic 2D one-band superconducting can be obtained by using Eq.
6.13. In order to determine the real space Green’s functions, Gω(r) and G−ω(r), one can make
a 2D Fourier transform of the respective Green’s functions in the momentum space, Gω(k) and
G−ω(k),
G±ω(r) =
1
4pi2
ˆ
dkeik.rG±ω(k), (6.19)
where
G±ω(k) =
1
±iω− εk . (6.20)
Due to the isotropic nature of the superconductors under consideration, one has
G±ω(r)→ G±ω(r) (6.21a)
G±ω(k)→ G±ω(k) (6.21b)
and one can write
G±ω(r) =
1
4pi2
ˆ 2pi
0
dφ
ˆ ∞
0
dkkeikr cos(φ)G±ω(k). (6.22)
Since ˆ 2pi
0
dφeikr cos(φ) = 2piJ0(kr), (6.23)
Eq. 6.22 becomes
G±ω(r) =
1
2pi
ˆ ∞
0
dkkJ0(qr)G±ω(k), (6.24)
and using the approximations
k ≈ kF , (6.25)
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and
J0(kr)≈
√
2
pikr
cos(kr− pi
4
)
=
√
2
pikr
ei(−
pi
4 )eikr + e−i(−
pi
4 )e−ikr
2
,
(6.26)
one gets
G±ω(r) =
1
4pi
√
2kF
pir
{
ei(−
pi
4 )
ˆ ∞
0
dkeikrG±ω(k)
+e−i(−
pi
4 )
ˆ ∞
0
dke−ikrG±ω(k)
}
.
(6.27)
By doing a variable change, such that
q = k− kF , (6.28a)
dq = dk, (6.28b)
one obtains
G±ω(r) =
1
4pi
√
2kF
pir{
ei(kF r−
pi
4 )
ˆ ∞
−∞
dqeiqrG±ω(q)+ e−i(kF r−
pi
4 )
ˆ ∞
−∞
dqe−iqrG±ω(q)
}
,
(6.29)
where the integral over q was extended such that
´ ∞
−kF dq→
´ ∞
−∞ dq.
Going back to Eq. 6.13, and dropping fast oscillating terms from the product Gω(r)G−ω(r),
one can write
Kβ (r) =
1
β ∑ω
Gω(r)G−ω(r)
≈ 1
β ∑ω
(
1
4pi
√
2kF
pir
)2
×
{ˆ ∞
−∞
dq1eiq1rGω(q1)
ˆ ∞
−∞
dq2e−iq2rG−ω(q2)
+
ˆ ∞
−∞
dq1e−iq1rGω(q1)
ˆ ∞
−∞
dq2eiq2rG−ω(q2)
}
.
(6.30)
where the sum is done over
ωn = (2n+1)
pi
β
, (6.31)
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with n = ...,−2,−1,0,1,2, ....
Since the product Gω(r)G−ω(r) is even in ω , one has
∑
ωn
→ 2
∞
∑
n=0
(6.32)
and one finally obtains the pair propagator for a isotropic 2D one-band superconductor,
Kβ (r) =
2
β
∞
∑
n=0
Gω(r)G−ω(r)
=
1
β
(
1
8pi2
)(
2kF
pir
) ∞
∑
n=0
{ˆ ∞
−∞
dq1eiq1rGωn(q1)
ˆ ∞
−∞
dq2e−iq2rG−ωn(q2)
+
ˆ ∞
−∞
dq1e−iq1rGωn(q1)
ˆ ∞
−∞
dq2eiq2rG−ωn(q2)
}
.
(6.33)
6.2.1 Pair propagator for a isotropic 2D one-band metallic superconduc-
tor
We use now Eq. 6.33 to determine the pair propagator for a isotropic 2D one-band metallic
superconductor. The momentum Green’s functions are, in the case of a metallic band with
constant density of states, given by
G±ω(q) =
1
±iω− vFq . (6.34)
Below, Eq. 6.33 integrals are calculated. The first and the second ones are given by
ˆ ∞
−∞
dq1eiq1rGω(q1) =
ˆ ∞
−∞
dq1eiq1r
1
iω− vFq1
=
ˆ ∞
−∞
dq1
(
eiq1r
−vF
)(
1
q1− iωvF
)
= 2pii
e−
ωr
vF
(−vF)Θ(ω),
(6.35)
ˆ ∞
−∞
dq2e−iq2rG−ω(q2) =
ˆ ∞
−∞
dq2e−iq2r
1
−iω− vFq2
=
ˆ ∞
−∞
dq2
(
e−iq2r
−vF
)(
1
q2+ iωvF
)
=−2pii e
−ωrvF
(−vF)Θ(ω).
(6.36)
6.2 Pair propagator for a isotropic 2D one-band superconductor 37
The third and fourth can be obtained by doing ω→−ω and comparing with Eqs. 6.36 and 6.35,
respectively
ˆ ∞
−∞
dq1e−iq1rGω(q1) =
ˆ ∞
−∞
dq1e−iq1r
1
iω− vFq1
=−2pii e
ωr
vF
(−vF)Θ(−ω),
(6.37)
ˆ ∞
−∞
dq2eiq2rG−ω(q2) =
ˆ ∞
−∞
dq2eiq2r
1
−iω− vFq2
= 2pii
e
ωr
vF
(−vF)Θ(−ω).
(6.38)
Note that the two products of integrals of Eq. 6.33 are symmetric in ω , and since we are
doing the sum over positive ωn, we only consider the first product. Thus, one has
Kβ (r) =
2
β
∞
∑
n=0
Gωn(r)G−ωn(r)
=
1
β
1
8pi2
(
2kF
pir
)(
4pi2
v2F
)
∞
∑
n=0
e−2
ωnr
vF
=
1
β
kF
piv2Fr
∞
∑
n=0
e−
2r
vF
2pi
β (n+
1
2 ),
(6.39)
where
∞
∑
n=0
e−
2r
vF
2pi
β (n+
1
2 ) = e−α/2
1
1− e−α
=
1
sinh(α/2)
,
(6.40)
with α = 4pirvFβ .
Finally, the pair propagator for a isotropic 2D one-band metallic superconductor is given by
Kβ (r) =
1
β
kF
piv2Fr
1
sinh( 2pirvFβ )
, (6.41)
and substituting Eq. 6.41 into Eq. 6.18 (and doing i= j = 1), one obtains the equation that gives
the dependence on temperature of the superconducting upper critical field.
ˆ ∞
r0
1
β
kF
pirv2F
e−
r2
2l2
sinh( 2pirvFβ )
rdr =
1
2piV11
. (6.42)
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Figure 6.1: (a) Pair propagator spacial dependence for a 2D isotropic superconducting metal, for several
temperatures. The curves diverge as r→ 0 and decay as r→ ∞. (b) Pair propagator spacial dependence
in a semi-logarithmic scale. The linear behaviour for large r implies a exponential decay of the pair
propagator, for large r.
The zero field solution can be obtained by doing h = 0 (1/l2 = 0) in Eq. 6.42
ˆ ∞
r0
kF
piv2F
T
sinh(2pirTvF )
dr =
1
2piV11
. (6.43)
The real space dependence of the pair propagator, or more precisely, the expression in the
integral of the left member of Eq. 6.43, rKβ (r), is shown in Fig. 6.1a for several temperatures,
for vF = kF = 1. The curves diverge at r→ 0 and decay as r increases. But one can ask, how
fast these curves diverge and decay? And are these behaviours temperature dependent?
Analytically, one can expand rKβ (r) [apart from constants, rKβ (r) =
T
sinh(rT )], for both small
and large r. For small r, one has
T
sinh(rT )
≈ T
rT
=
1
r
.
(6.44)
Thus, rKβ (r) diverges as a temperature independent power-law. Looking to Fig. 6.1a, one
observes that for small enough r all curves diverge similarly. These features can be perceived
graphically from the log[rKβ (r)] vs. log(r) plot, shown at Fig. 6.2a. The linear behaviour of
these curves, for small r, that is, log[rKβ (r)] = −a log(r) leads to rKβ (r) = r−a, where a = 1,
and one gets rKβ (r) ∝ 1r .
For large r, one has
T
sinh(rT )
≈ T
erT
= Te−Tr.
(6.45)
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Figure 6.2: (a) Pair propagator spacial dependence in a logarithmic scale. The curves behave linearly for
small r, meaning that the pair propagator diverge as a power-law, for small r. (b) Temperature dependence
of the left term of Eq. 6.42. The curve diverges as T → 0, that is, there is a finite critical temperature for
any finite metallic intraband interaction.
Then, rKβ (r) decays as a temperature dependent exponential. In Fig. 6.1a one notices that
rKβ (r) decays faster, for large r, for larger temperatures. From the log[rKβ (r)] vs. r plot, shown
at Fig. 6.1b, one can identify, for large r, a linear behaviour, log[rKβ (r)] = −ar, which leads
to a exponential decay rKβ (r) = e−ar. However, in this case, the slope of the curve increases
with temperature, meaning, as we concluded analytically, that rKβ (r) decays faster for larger
temperatures.
In order to determine Tc, one solves the zero field equation, Eq. 6.43. Solving the integral,
one obtains
−α1 log
[
tanh
(pir0Tc
vF
)]
=
1
V
, (6.46)
where α1 = kFpivF .
Since r0 is small, and tanh(x)≈ x for small x, Eq. 6.46 becomes
−α1 log
(pir0Tc
vF
)
=
1
V
. (6.47)
Finally, from Eq. 6.47 one obtains
Tc ∝ e
− 1α1V . (6.48)
which is nothing more but the mean-field BCS theory expression for the critical temperature
[recall Eq. 2.2]. From this equation, one concludes that there is a critical temperature for any
finite metallic intraband interaction, as we pointed out already. This can be perceived graphically
by plotting both terms of Eq. 6.43. For arbitrary small interactions, 1V → ∞, the second member
diverges (and tends to 0 as V → ∞). Thus, in order to always find a solution for Eq. 6.43, the
pair propagator, or more precisely, the left member of Eq. 6.43 should diverge for T → 0, as one
sees in Fig. 6.2b.
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In order to determine the superconducting upper critical field, hc, one solves Eq. 6.42 for
T = 0, that is, one solves the zero temperature band gap equation
ˆ ∞
r0
kF
pirv2F
T0
sinh(2pirT0vF )
e
− r2
2l20 rdr =
1
2piV
, (6.49)
where T0→ 0.
Since sinh(x)' x for small x, Eq. 6.49 becomes
ˆ ∞
r0
kF
2pi2vF
1
r
e
− r2
2l20 dr =
1
2piV
. (6.50)
Solving the integral, one obtains
−1
2
α1Ei
[
− hcpi
φ0
r20
]
=
1
V
. (6.51)
Again by using the fact that r0 is small, Eq. 6.51 becomes
− 1
2
α1 log
(hcpi
φ0
r20 + γ
)
=
1
V
, (6.52)
where γ is the Euler-Mascheroni constant.
From 6.52, one gets
hc ∝ e
− 2α1V . (6.53)
From Eqs. 6.48 and 6.53 one obtains the usual BCS relation between Tc and hc
hc ∝ T 2c . (6.54)
Using again Eq. 6.42, one can obtain the out-of-plane magnetic field vs. temperature phase
diagram, shown in Fig. 6.3, for V = 0.2. The superconducting critical magnetic field decreases
with temperature as a BCS curve, i.e., as a parabolic-like curve.
6.2.2 Pair propagator for a isotropic 2D one-band semi-metallic supercon-
ductor
In order to determine the pair propagator for a isotropic 2D one-band semi-metallic supercon-
ductor, we use once again Eq. 6.33 but this time considering a semi-metallic energy dispersion,
εk = vF
√|q|sign(q) (which corresponds to a DOS that goes linearly to zero at the Fermi en-
ergy). However, in this case, the Fourier transform of the Green’s functions are complex. In
order to simplify the problem, we start by changing the order between the sums and the integrals
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Figure 6.3: Upper critical field (normalized to its value at zero temperature) as function of tempera-
ture (normalized to the zero field critical temperature), for V = 0.2, for a metallic superconductor. The
superconducting magnetic field decreases with temperature as a parabolic-like curve.
in Eq. 6.33, such that
Kβ (r) =
1
2β
1
8pi2
(
2kF
pir
){ˆ ∞
−∞
dq1eiq1r
ˆ ∞
−∞
dq2e−iq2r∑
ωn
G (q1,ω1)G (q2,−ωn)
+
ˆ ∞
−∞
dq1e−iq1r
ˆ ∞
−∞
dq2eiq2r ∑
ωn
G (q1,ωn)G (q2,−ωn)
}
,
(6.55)
and grouping the terms in q, Eq. 6.55 becomes
Kβ (r) =
1
2β
1
8pi2
(
2kF
pir
){ˆ ∞
−∞
dq1
ˆ ∞
−∞
dq2[
ei(q1−q2)r + e−i(q1−q2)r
]
∑
ωn
G (q1,ωn)G (q2,−ωn)
}
=
1
β
1
8pi2
(
2kF
pir
){ˆ ∞
−∞
dq1
ˆ ∞
−∞
dq2 cos(q1−q2)r∑
ωn
G (q1,ωn)G (q2,−ωn)
}
.
(6.56)
Using the result (from [50])
− 1
β ∑ωn
G (q1,ωn)G (q2,−ωn) = 1−nF(εq1)−nF(εq2)−εq1− εq2
, (6.57)
one has
Kβ (r) =
1
8pi2
(
2kF
pir
){ˆ ∞
−∞
dq1
ˆ ∞
−∞
dq2 cos
[
(q1−q2)r
]
1−nF(εq1)−nF(εq2)
εq1 + εq2
}
, (6.58)
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with
nF(εq1) =
1
eβεq1 +1
, (6.59a)
nF(εq2) =
1
eβεq2 +1
. (6.59b)
Eq. 6.58 can be simplified, by doing the following variable change,
q˜1 = q1r, (6.60a)
q˜2 = q2r, (6.60b)
to
rKβ (r) = α2
ˆ ∞
−∞
dq˜1
r
ˆ ∞
−∞
dq˜2
r
cos(q˜1− q˜2)
1−nF(εq˜1/r)−nF(εq˜2/r)
εq˜1/r + εq˜2/r
, (6.61)
where α2 = 18pi2 (
2kF
pi ).
In order to ascertain the validity of Eq. 6.61, we use it, first, to study the pair propagator of
a metallic band and compare with the results of the previous section. In the case of a metallic
band, one has εq = vFq⇔ εq˜/r = vF q˜/r = εq˜/r, and so, one can write
rKβ (r) =
α2
r
ˆ ∞
−∞
dq˜1
ˆ ∞
−∞
dq˜2 cos(q˜1− q˜2)
1− 1
e
βεq˜1
r +1
− 1
e
βεq˜2
r +1
εq˜1 + εq˜2
=
α2
r
F
(
r
β
)
,
(6.62)
which is consistent with
rKβ (r) =
kF
piv2Fr
r
β
1
sinh( 2pirvFβ )
=
kF
piv2Fr
F
(
r
β
)
.
(6.63)
In the case of a semi-metallic band one has εq = vF
√|q|sign(q)⇔ εq˜/r = vF√|q˜|sign(q˜)/√r=
εq˜/
√
r, and so, one can write
rKβ (r) =
α2
r2
√
r
ˆ ∞
−∞
dq˜1
ˆ ∞
−∞
dq˜2 cos(q˜1− q˜2)
1− 1
e
βεq˜1√
r +1
− 1
e
βεq˜2√
r +1
εq˜1 + εq˜2
=
α2
r3/2
F
(√
r
β
)
.
(6.64)
Then, in order to determine the pair propagator one only needs to know F(x),
F(x) =
ˆ ∞
−∞
dq˜1
ˆ ∞
−∞
dq˜2 cos(q˜1− q˜2)
1− 1
e
εq˜1
x +1
− 1
e
εq˜1
x +1
εq˜1 + εq˜1
. (6.65)
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Figure 6.4: (a) F(x) dependence on x, for a semi-metallic superconductor, where x =
√
r/β . In the limit
x→ 0, F(x) is constant, and decays as a power-law for large x. (b) F(x) dependence on x in a logarithmic
scale. The function (blue points) behaves linearly (see red curve fit) for large x, meaning that the F(x)
decays as a power-law, for large x.
In the case of a metallic band, we know that
lim
x→0
F(x) = const. (6.66)
We argue that this is also valid in the case of the semi-metallic band because, numerically, we
do not see any divergence for x = 0 [see Fig. 6.4a] (note that in the numerical calculations we
truncate the integrals, that is, we introduce a large q cutoff, but we studied the evolution of the
integral when the cutoff was increased). In addition, we know that the integral F(x = 0) is of
the form ˆ ∞
−∞
dq1
ˆ ∞
−∞
dq2 cos(q1−q2) 1εq1 + εq2
. (6.67)
which, by using cos(q1−q2) = cos(q1)cos(q2)+ sin(q1)sin(q2), becomes
ˆ ∞
−∞
dq1 cos(q1)
ˆ ∞
−∞
dq2 cos(q2)
1
εq1 + εq2
+
ˆ ∞
−∞
dq1 sin(q1)
ˆ ∞
−∞
dq2 sin(q2)
1
εq1 + εq2
. (6.68)
and since the term in the fraction is a decaying function, as a power-law, of q1 and q2, the
integrals converge, and consequently F(x = 0) also converges.
Thus, we have
rKβ (r) =
α2
r
F
(
r
β
)
(6.69)
with limx→0 F(x) = vF2pi , for the metallic band, and
rKβ (r) =
α2
r3/2
F
(√
r
β
)
(6.70)
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Figure 6.5: Upper critical field (normalized to its value at zero temperature) as function of temperature
(normalized to the zero field critical temperature), for V = 0.8, for a semi-metallic superconductor. The
temperature dependence of the superconducting magnetic field is described by a curve with positive
curvature.
with limx→0 F(x) = const, for the semi-metallic band.
This implies a faster decay of rKβ (r) for the semi-metallic band and in particular
ˆ ∞
r0
rKβ (r)dr, (6.71)
does not diverge as T → 0. This means that there is a critical value of the pairing interaction in
order for a superconducting phase to be present, in contrast with the case of a metallic band.
Numerically, from the log [F(x)] vs. logx plot, shown at Fig. 6.4b, where one sees that the
function (blue points) behaves linearly [red curve fit] for large x, we have found that
F(x) ∝
1
x
, for x > 1
⇔ F(√r/β ) ∝ β√
r
, for
√
r > β .
(6.72)
So, one has
rKβ (r) =
α2
r3/2
F
(√
r
β
)
=
{
α2
r3/2
const1,
√
r β ,
α2
r2 βconst2,
√
r > β .
(6.73)
The out-of-plane magnetic field vs. temperature phase diagram for the case of a supercon-
ducting semi-metal band is shown at Fig. 6.5, for V = 0.8. In contrast with the parabolic curve
of the phase diagram of a metallic band, we found that in the case of a semi-metal band the
upper critical magnetic field displays a positive curvature.
Chapter 7
Conclusion
In this dissertation, we studied the phase diagram of one-band and two-band 2D superconductors
with one semi-metallic band under parallel and perpendicular magnetic fields. Examples of
systems with one semi-metallic band are graphene and GICs.
In particular, we studied metastability regions in the phase diagram of superconducting
graphene and intercalated graphite superconductors under in-plane magnetic field both in doped
and undoped cases, using a simple BCS multiband approach. In the case of a single undoped
graphene band, a critical intraband interaction is required in order for a superconducting phase
to be present in undoped graphene, but this critical intraband interaction vanishes for any finite
doping. We showed that the introduction of doping in a graphene band also affects the behavior
of the metastability region of the in-plane magnetic field vs. temperature phase diagram. The
normalized area of the metastability region and the tricritical temperature value become smaller
as doping goes to zero, contrasting with the case of a doped metallic band.
We have also studied the in-plane magnetic field vs. temperature phase diagram of a inter-
calated graphite superconductor, modeled as a two-dimensional two-band superconductor with
one graphene-like band and a metallic interlayer band. In this case, finite interband pairing in-
teractions imply the existence of a superconducting phase with finite superconducting gaps in
both bands, that is, there is no critical intraband interaction for the graphene-like band. How-
ever, we found a new intraband critical interaction for the graphene-like band associated with
the appearance of a second metastability region in the phase diagram. The phase diagrams ob-
tained for a smaller and larger intraband interaction (of the graphene-like band) than the critical
interaction are the ones of a typical one-band and two-band superconductor, respectively. When
the intraband interaction of the graphene-like band is just slightly larger than this critical interac-
tion, new features are observed in the phase diagram such as the absence of the low temperature
first-order transition between superconducting phases and at an intermediate temperature, and
the bifurcation of the low temperature first-order transition curve into a first-order transition
between superconducting phases and a second-order transition between the normal and the su-
perconducting phase. The second metastability region arises with increasing graphene-like band
intraband interaction, emerging at the zero temperature supercooling field associated with the
metallic interlayer band.
The phase diagrams of Fig. 5.1 provide a background against which future experimental
46 Conclusion
data concerning superconductivity on GICs should be interpreted. If future measurements of
superconducting in-plane critical fields in GICs find two low-temperature first-order transitions,
this would imply that both the graphene-like band and the metallic interlayer band participate in
the superconducting phase [18, 19, 20, 21, 22, 23, 24, 25]]. On the other hand, the presence of
only one low temperature first-order transition would not, by itself, conclusively disprove a two-
band description, in favor of a one-band description [17, 16] since, as we showed in Fig. 5.1(a),
both bands can be superconducting even if the in-plane magnetic field vs. temperature phase
diagram is that of a typical one-band superconductor.
In our study of out-of-plane critical magnetic fields, we addressed the pair propagator real
space and temperature dependence of a generic one-band superconducting semi-metal. We
found that, due to the vanishing of the semi-metallic density of states at the Fermi energy, the
pair propagator of a superconductor with a semi-metallic band decays faster than that of a su-
perconductor with a metallic band. Additionally, we found that that the zero field band gap
solution does not have solution for weak intraband interaction, that is, as expected, there is a
critical intraband interaction in order for a superconducting phase to be present in a system with
a semi-metallic density of states.
Furthermore, we studied the superconducting upper critical field vs. temperature phase dia-
gram, and found a hc curve with positive curvature in contrast with the negative curvature of a
parabolic curve, typical of a phase diagram of a one-band metallic superconductor.
A similar study can carried out done in the case of a graphene-like band. Despite the more
complicated graphene band structure, which includes two different, not isotropic, bands, we
believe that, due to the semi-metallic density of states of the graphene band, we will obtain,
qualitatively, the same results as the ones of a isotropic semi-metal band. We plan to execute
this task, along with a similar study for GICs, as future work, thus making a broader study on
critical magnetic fields in superconductors with a semi-metallic band, and in particular with a
graphene-like band.
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