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Chapter 1
Introduction
WDM contexts
This thesis aims at the development of novel diagnostics for the investigation of Warm
Dense Matter (WDM). WDM is part of the so-called High Energy Density Physics [1],
lying at the frontiers between condensed matter and plasma physics. It is characterized
by temperatures in the range 0.1-100 eV and densities varying between 0.1-10 the solid
density. Our knowledge of the matter properties in these regimes is extremely poor while
its understanding is of primary importance in diﬀerent branches of science. In particular
the precise knowledge of the relation between pressure, density and temperature, which
deﬁnes the Equation Of State (EOS), is a key issue in important domains, such as
Inertial Conﬁnement Fusion (ICF), geophysics, astrophysics, including planetology.
Inertial Conﬁnement Fusion (ICF) Notwithstanding the improvement of explo-
ration and extraction technologies, the availability of conventional fuel sources is rapidly
decreasing and the development of new energy resources becomes more and more ur-
gent. Controlled thermonuclear fusion represents one of the most promising alternative,
being a clean and abundant energy source which, in particular, allows overcoming the
problem of radioactive wastes. Fusion energy research has thus motivated the founding
of large scale projects, like ITER (International Thermonuclear Experimental Reactor)
in Cadarache south of France [2], LMJ (Laser Mega Joule) in Bordeaux [3] and NIF
(National Ignition Facility) at Livermore, USA [4].
Among the diﬀerent possibilities to reach controlled thermonuclear fusion in labo-
ratory, the most promising involves the use of deuterium (D) and tritium (T) atoms
which are fused together, producing an α particle and a neutron. Since the ﬁnal state
of the reaction is more tightly bound than the initial one, a large amount of energy is
released in the form of kinetic energy of the two products: 3.5 MeV for the α particle
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and 14 MeV for the neutron. The neutron kinetic energy can then be captured in the
form of heat and then converted into electric power by a suitable thermal cycle. This
simple basic principle is in reality not easy to accomplish, since the two nuclei must be
suﬃciently energetic to overcome the Coulomb potential barrier and the number of re-
actions adequate to produce a self-sustaining process (the ignition). These requirements
imply extremely high temperatures (the nuclei kinetic energy must be of the order of
∼ 10-20 keV). Under these conditions, matter appears in form of plasma and tends
to ﬂy apart unless constrained in some way. One of the greatest diﬃculties in fusion
research consists indeed in conﬁning this plasma in such a way that high temperatures
and densities are maintained simultaneously for suﬃciently long time [5].
Two diﬀerent approaches have been proposed in order to realize the fusion. A ﬁrst
scheme is represented by the magnetic conﬁnement fusion (MCF), whose realization is
delegate to ITER project. In this case the basic idea is to conﬁne the fuel to relatively
low densities (n ∼ 1014cm−3) during a long time (τ ∼ 1s) by means of magnetic ﬁelds.
The second scheme, the inertial conﬁnement fusion (ICF), exploits the inertia of the
process (∼ 10−10 s) to conﬁne the fuel, which then needs to be brought to very high
densities. Under these conditions, the created plasmas do not behave like a perfect gas,
as coupling and degeneracy eﬀects become important. These are the main characteris-
tics typical of WD plasmas.
In the standard ICF scenario, a few milligrams of cryogenic DT fuel (ρ ∼ 0.2g/cm3)
are contained in millimeter spherical capsule (the pellet), which is symmetrically irra-
diated with intense laser beams (typically 1014 − 1015W/cm2). Ignition conditions are
not attained in the whole volume, too exigent from the energetic point of view, but in
a small central region of the target, the hot spot. The energy carried by the α particles
of these initial reactions is then absorbed in the rest of the fuel, leading to the ignition
of the whole capsule.
The fuel ignition via the hot spot is realized through following steps. First, the
fuel is compressed by means of the laser beams which heat and ionize the outer cap-
sule layers. The created plasma radially expands in the vacuum and, as a reaction, an
inward movement of the shell towards the pellet center is generated together with a
radial shock wave, which strongly compresses the target. In this case, a knowledge of
WD EOS and of WD transport coeﬃcients is essential as they dominate the implosion
dynamics. In order to create the hot spot, the compression is optimized by adjusting
the laser intensity so to generate a sequence of shocks, converging at the same time at
the capsule center. Here, a temperature of 5-10 keV is created and the ﬁrst thermonu-
clear reactions can occur. In the last phase, the α particles produced in these reactions,
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can successively transfer their energy to the near compressed regions, leading to a burn
wave propagation and ensuring the self-sustaining of the reaction. Ignition is in this
way obtained.
Figure 1.1: Indirect drive scheme in ICF. The fuel is compressed by an intense x-ray ﬂux.
Two alternatives are used to compress the target by means of laser beams: the direct
and indirect drive.
In the indirect drive, ﬁg.1.1 the fuel is placed at the centre of a cavity, made of a high
Z material, most of the time gold. The laser beams enter the cavity and hit its walls,
which emit an intense x-ray ﬂux, ensuring the fuel compression. This approach guar-
antees a uniform compression of the pellet, but it has a limited conversion eﬃciency.
In the direct drive approach, the laser beams directly compress the fuel, as shown
Figure 1.2: Direct drive scheme for fuel compression in ICF approach.
in ﬁg.1.2. Even if much more eﬃcient, the direct drive approach presents some issues
regarding the symmetry of the implosion, which requires a high uniformity of the im-
plosion velocity (better than 1%). Defects arise because of the capsule manufacture,
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the quality of its surface and the spatial and temporal non-uniformity of the laser ir-
radiation. Small initial perturbations give rise to hydrodynamic instabilities, which
further degrade of the implosion symmetry. In order to overcome these diﬃculties, a
new scheme, the fast ignition (FI), was recently proposed, [6]. In this case, the idea
is to separate the compression phase from the heating process. The fuel is initially
compressed in the “traditional” scheme. At the moment of maximum compression a
ﬁrst short pulse high intensity laser beam (I ∼ 1019W/cm2) is focused on a side of the
pellet and bores a channel in the ablated plasma. Finally a second short pulse laser,
perfectly aligned with the ﬁrst one, propagates in the created channel and transfer its
energy to the fuel via the supra-thermal electrons, which are created in the laser matter
interaction at these high intensities regimes.
So far, ignition has not been achieved yet. Overcoming the diﬃculties encountered
requires, besides the employment of bigger facilities, a deeper knowledge of the involved
process. Accurate calculations for targets design and optimisation must also carried on
in order to facilitate the accomplishment of the goal. In this context, the characterisa-
tion of WDM is essential.
Astrophysics In giant planets, as Jupiter, Saturn, Uranus and Neptune, the inwardly
directed pressure strongly compresses their constituent matter, creating extremely high
temperatures and densities. The knowledge of the EOS of materials under these ex-
treme conditions are necessary in order to validate planetary formation models and,
more generally, to determine their structure [7].
High pressures EOS of Hydrogen and Helium are particularly interesting as they
represent the most abundant elements among Jupiter and Saturn constituents [8],[9].
While these two planets are well characterized on the surface, basic questions regarding
their interior are still open. In particular, it is controversial whether Jupiter has a rocky
core. The detection of a rocky core in this planet is a live debate as it would allow to
discriminate between the standard model of giant planet formation via nucleated cap-
ture of nebular hydrogen and the alternative scenario involving spiral instabilities in
protostellar disks [10].
Moreover, the observed Saturn luminosity is ∼ 50% more intense than what is predicted
by theoretical work [11], the emitted light being much more important than the amount
received by the sun. This implies the existence of an internal heat source which was
suggested to be associated to the phase separation of Helium and Hydrogen. The study
of hydrogen-helium mixtures behavior under extreme conditions is therefore necessary
to verify this hypothesis and well understand Saturn evolution [9].
An adequate description of Uranus and Neptune is even more diﬃcult, as it requires
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the characterization of the EOS of all their components, including a large fraction of
heavy elements. Their density proﬁles suggest that these two planets do have a rocky
core, a hydrogen gas atmosphere and a mantle rich in water, methane and ammo-
nia. EOS of all these materials need to be known along the planet isentrope, lying in a
pressure range from 1-8 Mbar and at temperatures of 0.15-0.6 eV, i.e. in WDM regimes.
EOS are also important in the comprehension of star evolution. White dwarf cos-
mochronology is a powerful tool to determine the ages of ancient stellar population,
important clues for the understanding of spiral galaxy formation. Modeling the atmo-
sphere of a cool white dwarf requires an accurate knowledge of optical properties and
equation of state of hydrogen-helium mixtures [12]. Moreover warm dense degenerate
electron plasmas, (see section 2.1), characterize white dwarf interior, counterbalancing
the gravity force.
A similar situation holds for brown dwarfs. They have a little masse and their interior
is not hot enough for the hydrogen to burn. Their internal structure and their cooling
rate depends on the EOS of matter at densities close to solid one and at temperature
of ∼ eV [12].
Geophysics As in the case of the giant planets, the knowledge of the equation of state
in the WDM regime, allows to infer information of the earth internal structure.One of
the most important element in geophysics is iron: earth’s core is composed by solid
iron covered by a liquid Fe layer. The heat released by the Fe crystallization in the
core is responsible of the convective motion in the liquid core, explaining the dynamo
phenomena which are responsible for the earth magnetic ﬁeld. In order to well estimate
the energy rate produced in this process, it is necessary to well characterize the iron
fusion temperature at the pressure of 3.3 Mbar, corresponding to the liquid-solid core
boundary, known as the IOB for “Inner-Outer core Boundary”.
Why do we need to develop novel diagnostics?
In each of these areas, the inaccurate knowledge of matter properties is at the origin
of unresolved debates, like the ones mentioned before. This is the reason why so many
eﬀorts are done in developing new diagnostics of WDM. Both warm dense states and
diagnostic tools can be generated in laboratory. Moreover, the experimental approach is
of particular importance in this context, as a satisfying theoretical description of WDM
states is still missing.
So far, EOS measurements have been mainly performed by means of optical or low
energy x-ray diagnostics. Despite being an useful tool which has allowed the investiga-
tion of the behavior of diﬀerent materials under extreme conditions, these techniques
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present some issues that must be overcome in order to reach a complete understanding
of WDM. In particular the information obtained with these “standard” diagnostics is
indirect, leading to big concerns in the measurements precision, often not suﬃcient to
discriminate between diﬀerent theoretical models. In addition, more energetic sources
are necessary for the investigation of high Z plasmas.
The issues related to these “standard” diagnostics aﬀect our understanding of WDM
states, leaving many crucial open questions. In order to well illustrate this point, we
discuss as examples the state of art for hydrogen and iron, two materials of fundamental
interest in various physical areas whose characterization is still unsatisfactory.
Hydrogen Hydrogen is by far the most abundant element present in the universe.
While at standard conditions it behaves essentially like a light perfect gas, its behavior
is comparable to that of a dense ﬂuid under astrophysical conditions. At low temper-
atures, hydrogen is a non conductive molecular solid, with the molecules placed on a
lattice able to rotate (phase I ) or oscillate (phase II ). A third conductive phase was
then predicted at 0 K [13], but still never observed. At normal pressure, the solid
transforms in a non conductive liquid at 20 K, a phase that can be kept up to 800 K
when a pressure of 1 Mbar is applied. At still higher temperature, ionization eﬀects
occur and a conductive plasma is created. This transition, between the non conductive
molecular ﬂuid to the conductive plasma state, occurs in the WDM regime and it is
still not completely understood.
Up to 1996 only one equation of state was available for the hydrogen and its isotopes
deuterium and tritium: the equation of state SESAME [14]-[16]. It was validated by
gas gun experiments in 1983 [17],[18], whose results showed optimal agreement with the
model. It was in 1997 that a Lawrence Livermore National Laboratory (LLNL) team
published the data from laser driven shock compressed targets [19],[20] which were in
complete disagreement with the results of gas gun experiments and thus with SESAME
EOS. The compressibility measured in the LLNL experiment, resulted 50% higher than
the one predicted by SESAME, increasing the value of the maximum compressibility
ρ/ρ0 limit from 4.4 predicted by SESAME up to ∼ 6. These results were conﬁrmed by
later experiments where new interferometry techniques have been employed [21]. This
scenario was again challenged in 2000, when new data, obtained on Z-pinch machines,
were presented by a group from Sandia National Laborarory (SNL) [22]. These results
are in good agreement with SESAME EOS and in full contradiction with those obtained
by LLNL, opening a vive debate. At present, new experiments from Sandia Z machine
[23], from spherical compression [24],[25], [26] and from laser driven shock compression
[27] have been obtained. However, the situation is far from been settled, [28],[29], as
well evidenced in ﬁg.1.3 which summarises the results.
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Even if SESAME EOS seems to be the most accredited hypothesis, a new set of
absolute measurements is necessary to conclude this debate.
From the theoretical point of view, the situation is not much clearer. There are var-
ious models of high-pressure hydrogen which can be compared with the experimental
measurements. Ab initio calculations seem to be in general agreement with stiﬀer EOS
data. On the other hand, empirical EOS model [30] and Saumon-Chabrier-Van Horne
model [31] favour a softer EOS, i.e. a higher compressibility.
In planetology, the details of the H2 (including its isotopes such as D2) EOS have
Figure 1.3: Deuterium pressure-density compression Hugoniots, together with theoretical models and ex-
perimental results. In particular Sesame theoretical model is represented with green solid line,
while Ross model is the blue line. The solid red line results form ab-initio calculations. Dots
are the experimental data from the indicated references.
strong impacts, on giant planets core characterization [32] for example, as we have pre-
viously mentioned. Since there is no a direct way to detect their interior, the description
refers to indirect measurements and to theoretical models which rely on the EOS. The
internal structure description is therefore highly aﬀected by the uncertainties on high-
pressure hydrogen EOS and the debate on giant planet formation is still unresolved. A
high compression value as predicted by LLNL data is consistent with the existence of a
large core, ∼ 15 earth masses. Jupiter, instead, would have an insigniﬁcant core if the
compression limit is the one predicted by SESAME and Z-pinches experiments.
In ICF the detailed knowledge of deuterium EOS is necessary for the target design and
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the calculations for its optimization.
Iron As we have previously mentioned, iron is one of the fundamental earth con-
stituents. Its behavior at Mbar pressures is of crucial importance in the description
of Earth’s core. The application of standard techniques on high Z materials is com-
plicated by the fact that they are generally opaque to optical and low energy x-ray
probes. Moreover, at high pressures, the use of these techniques imposes the neces-
sity of performing relative measurements, where the deduced information depends on
other materials EOS, which is considered well known and taken as reference. In this
case, the measurement precision is strongly linked to the conﬁdence degree in the ref-
erence material characterization. The resulting scenario for iron is quite complex, with
Figure 1.4: Phase diagram of Iron.
a sharp disagreement between diﬀerent experimental measurements at high pressures.
This is well evidenced in the iron phase diagram, complicated and contradictory as
pressure exceeds ∼ 1 Mbar (ﬁg.1.4). In particular, the melting temperature at the IOB
is still at the center of a long standing controversy. Indeed, temperature is generally a
delicate parameter to measure; its characterization becomes even more diﬃcult when
opaque materials are involved since it is typically based on optical emission pyrome-
try. Recently, visible emission and reﬂectivity diagnostics were applied to iron release
states in a transparent LiF window [33] in order to obtain temperature measurements.
Although, precise results were obtained only up to 1.5 Mbar. It was shown that for
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higher pressures, these measurements were strongly dependent on LiF optical proper-
ties, which still need a better characterization. Therefore, temperature at IOB could
not be directly accessed, but deduced from data extrapolation.
Goals and plan of the thesis
It is now clear that the development of new techniques is necessary in order to make a
real breakthrough in the understanding of WDM properties.
In this work, we will present three novel diagnostics for warm dense plasma investiga-
tions: hard x-ray radiography, proton radiography and x-ray Thomson scattering. Each
of these techniques is applied in shock compression experiments. The main objective
consists in accessing a new parameter, in addition to shock and particle velocity, for
EOS measurements (see section 3.1).
In the ﬁrst chapter we will give a deep description of WDM states as strongly cou-
pled and Fermi degenerate states. We will then introduce how we have generated a
WDM state in our experiment: the shock wave. We will, in particular, illustrate its
formation in the classical laser-matter interaction regime.
In the second chapter the principles of standard probing techniques will be presented.
This will allow us to deeper understand the main issues related to these measurements.
We will see that energetic probe sources are necessary to investigate high Z dense plas-
mas and introduce proton and hard x-ray beams, our probing tools. The principles of
each new diagnostic will be discussed and illustrated.
The third chapter is dedicated to x-ray radiography results. We will report on a ﬁrst
direct density measurement of a shock compressed high Z target using Kα hard x-ray
radiation. These results are of great interests as they allow an in situ characterization
of high Z material, impossible with standard techniques. We will show that probing a
well known material as Al will allow the comparison between our data and the results
from already validated simulations. In this way, we will be able to isolate the main
problems to be overcome in future experiments.
In the fourth chapter, we will present the results obtained from proton radiography
on low density carbon foam. The data analysis will require the development of a spe-
ciﬁc Montecarlo code to simulate the proton propagation through the shocked target.
A brief description of this code will be given. The comparison of the simulations with
the experimental data will show a low dependency on density. However, this technique
will reveal a good sensitivity to the density gradient details.
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The ﬁfth chapter will be devoted to x-ray Thomson scattering results. This tech-
nique was the only one that we have tested in more than one experiment, allowing an
improvement on the experimental design. For the ﬁrst time, we have performed collec-
tive x-ray Thomson scattering measurement from a shock compressed target, accessing
to electron density and temperature. The obtained results will be compared with sim-
ulated x-ray scattered spectra. A good knowledge of the plasma state achieved via
optical techniques together with the use of a well known material (Al), will provide a
validation of this diagnostic. The novel technique will then be used in the investigation
of less characterised materials (LiH samples). In addition, from the obtained data, we
will be able to evidence the eﬀects of strong coupled ion dynamics in dense plasmas.
Finally, in the conclusion we will resume the results we have obtained and we will
present some of the future perspectives for WDM research.
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Chapter 2
Warm Dense Matter and its
generation
In this opening chapter we will ﬁrst introduce Warm Dense Matter. We will characterize
strongly coupled and Fermi degenerate states, typical of warm dense plasmas which
make their description particularly challenging. We will then introduce the method
that we have used to create WDM conditions in our experiments: the shock wave
compression. The description of the shock wave generation will be done through a
quick overview of the laser-matter interaction in the classical regime. The link between
shock compression and equation of state will conclude the chapter.
2.1 WDM, Fermi degenerate and strongly coupled
plasmas
The so called Warm Dense Matter (WDM) regime is a state of matter which lies at
the frontiers between condensed matter and plasma physics. While there is no exact
boundary, for convenience WDM is generally considered to be the region of the phase
diagram characterized by temperatures in the range 1 to 100 eV and densities varying
between the 0.1 to 10 times the solid density.
The interest in warm dense matter states comes from their wide occurrence in many
physical environments: in astrophysics, WDM is what cool stars and giant planets are
made of, in geophysics, as WDM characterizes the center of rocky planets including
earth, in ICF research, where a correct description of WDM is necessary for a good
characterization of capsules compression and their performances optimization.
Besides its great importance, the description of WDM is a big challenge from both
theoretical and experimental point of view. Indeed, WDM regimes are characterized
13
2 Warm Dense Matter and its generation
Figure 2.1: WDM regimes are here represented in the gray region. They are generally considered to be
characterized by temperatures in the range 0.1 to 100eV and densities varying between the 0.1
and 10 times the solid density.
by thermal energies comparable with Coulomb energies and appear as strongly coupled
plasmas. In such conditions, short and long correlation eﬀects on the electrons and ions
cannot be neglected anymore and the description of the atoms based on their isolated
behavior is no longer correct.
Most of the diﬃculties in the theoretical picture of these regimes arise from the
impossibility to use the usual Debye screening and perturbation expansions, commonly
applied to the description of classical plasmas. In addition, density-dependent eﬀects,
such as pressure ionization, begin to gain a strong importance, as the surrounding starts
to impinge on the internal ion structure. Viewed as a high temperature condensed state,
the system appears disordered and its description requires detailed knowledge of excited
states, structure factors and of the complex dynamics of strongly interacting electrons
and ions. As a consequence of this complex scenario, experiments represent the only
valid way to discriminate between the diﬀerent theories.
Nevertheless, the experimental investigation of these extreme conditions is not an easy
task neither. The ﬁrst great challenge is to create an uniform, well deﬁned WDM state.
Once created in laboratory, warm dense matter does not remain in a steady speciﬁc
thermodynamic state, but it evolves rapidly, making its characterization extremely dif-
ﬁcult. Probing these states, then, is also non trivial. Due to the high density, most of
the methods employed for the characterization of under-dense plasmas are not applica-
ble and one has to deal with higher energy probes. This means that high power sources
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able to deliver high energy ﬂuxes must be developed and employed.
Because of all these raisons WDM is an extremely stimulating ﬁeld whose investigation
is gaining more and more attention.
In order to better understand the properties that make WDM plasmas a real chal-
lenge, we will introduce strongly coupled and Fermi degenerate plasmas. This classiﬁ-
cation will then be useful to characterize our plasmas.
2.1.1 Strongly coupled and Fermi degenerate plasmas
The study of plasmas may be divided into two large categories: classical and quantum
(degenerate) plasmas. A further classiﬁcation regards the degree of coupling between
one or more species. These domains are characterized by nondimensional parameters:
i) The plasma parameter, Γ, allows to distinguish between classical strongly and weakly
coupled plasmas. The deﬁnition of this parameter is extended in the quantum
regime to ΓQ.
ii) The quantum degeneracy parameter, Λ, which discriminates between classical and
degenerate plasmas
2.1.1.1 The Plasma parameter Γ
The distinction between weakly and strongly coupled plasmas is given in terms of the
plasma parameter:
Γ ≡ 1
4πnλ3D
(2.1)
where n is the charge density number and λD =
(
0kBT
4πne2
)1/2
is the Debye shielding
distance. For simplicity we will consider coupling between electrons, the same treatment
can be done for ions. Electron and ion coupling can also be considered. The physical
interpretation of this parameter becomes clear when we consider the mean two-particle
potential energy:
< V >=
e2
4π0d
(2.2)
where d is the mean sphere radius d = (3/4πn)1/3. The mean kinetic energy is:
< EK > kBT (2.3)
Coupling between particles is small if the ratio between these two energies satisﬁes:
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< V >
< EK >
=
e2
4π0kBTd
 e
2n1/3
kBT
 Γ2/3  1 (2.4)
Thus, we have the following criteria:
Γ 1, weakly coupled plasmas
Γ  1, strongly coupled plasmas
In weak coupling limit, thermal energy dominates over potential energy and the
plasma can be described classically, in term of a one-particle distribution function.
In the opposite limit of strong coupled plasma, the dynamics involves at least the
two-particle distribution function. Coulomb interactions have strong consequences on
macroscopic properties. In particular, correlations decrease both the total energy and
the pressure of the ideal gas.
2.1.1.2 Quantum degeneracy parameter Λ
The criterion used to distinguish between a classical or a quantum degenerate plasma
is expressed in terms of the deBroglie wavelength:
λ2dB =

2πmkBT
(2.5)
where m is the mass of the particles considered. If λdB < n
1/3, the interparticle
spacing is large compared to the thermal deBroglie wavelength and the plasma acts as
a classical gas. In the opposite case, the ﬂuid becomes degenerate. In terms of the
dimensionless variable
Λ ≡ λdBn1/3 (2.6)
the criteria is expressed as:
Λ 1, classical plasmas
Λ  1, degenerate plasmas
If we introduce the explicit expression of the deBroglie wavelength in eq.2.6 we ﬁnd:
Λ2 =
2π2
m
n2/3
kBT
(2.7)
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which shows that quantum behavior may be expected at high densities and low tem-
peratures. 1 For typical conditions of our plasmas, the ions are always non-degenerate,
while electrons may show diﬀerent degrees of degeneracy. In the case of high degen-
eracy, the electrons are described by the Fermi-Dirac distribution. One of the direct
consequences of degeneracy is pressure ionization phenomena. The free electrons are
pushed into bound electrons orbitals, which undergo a reduction of their binding energy.
For degenerate plasmas, a new deﬁnition of the coupling parameter Γ is necessary
and given by considering the kinetic energy associated to the uncertainty momentum:
< EQ >=
(Δp)2
2m
 
2
2m
1
(Δx)2
 
2
2m
n2/3 (2.8)
where p is the momentum and x the displacement. The ratio between the mean potential
energy 2.2 and the quantum uncertainty energy appears as:
rs ≡ < V >
< EQ >
=
(
3
4π
)1/3
e2m
02n1/3
=
3π
25/3
< V >
EF
 e
2
4π0EFd
(2.9)
where EF =

2
2m
(3π2n)2/3 is the Fermi energy. Thus, condition for weakly coupled de-
generate plasmas translates in rs  1. If, on the contrary, rs  1 we are in the strongly
coupled degenerate regime. We can remark that in this case, in contrast with a classical
plasma, by increasing the density the coupling parameter decreases, as it is ∼ n−1/3.
The natural extension of the classical plasma parameter Γ to the quantum domain
is found replacing the Debye length λD with its quantum analogue, the Thomas-Fermi
length:
λTF =
(
20EF
3ne2
)1/2
(2.10)
ﬁnding that
Γ2Q ∼
(
1
nλ3TF
)2
∼ r3s (2.11)
Therefore, we ﬁnd that the criterion for a weak coupled classical plasma, Γ  1,
has a natural extension to the criterion of weakly coupled degenerate plasma, ΓQ < 1.
1Since the particle density n is directly linked to the Fermi energy EF = 
2
2m (3π
2n)2/3, some times
it is more practical to consider the ratio kBTe/EF instead of Λ. In this case, the plasma is degenerate
if kBTe/EF  1.
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2.2 How we have created WD plasmas: the shock
wave
The starting point of all our experiments is the generation of WDM conditions to be
probed. Most of the time, warm dense plasmas are generated via strong compressions.
In this case, two main techniques can be used: static or dynamic compressions.
The modern static compression technology traces its origin back to the ﬁrst pio-
neering work done by Bridgman ([1]-[3]), who was actively engaged in high pressure
research from 1906 to his death. Nowadays, the most important static high pressure
technique is the Diamond Anvil Cell (DAC), based on isothermal compression. The
interesting properties of this cell come not only from the diamond hardness but also
from its transparency to both x-ray and visible light, which allows a large variety of
measurements. Accurate measurements of the achieved pressure can be done by in-
serting a ruby crystal in the cell and by recording its ﬂuorescence line shift, already
calibrated ([4]). The pressures achievable by this approach are though limited to few
(∼3) Mbar.
Dynamic methods of compression, on the other hand, came into play during and
immediately after World War II, when shock wave research was developed indepen-
dently by United States and Russia. Its development was closely related to nuclear
weapons research. The pressures attainable by means of dynamic methods are much
higher (∼750 Mbar [5]), even if they allow the investigation of a restricted region of
the phase diagram, as we will see in section 2.2.3. Diﬀerent possibilities are oﬀered to
generate a shock wave: from chemical (and now banned nuclear [6]) explosions to gas
guns, Sandia Z-pinch machines or high power lasers.
We must mention that recently static and dynamic techniques were coupled together
[7],[8] accessing a much larger part of the phase diagram, which was up to now inacces-
sible and opening new perspectives.
Finally, WDM can also be created via “isochoric heating”, i.e. depositing the en-
ergy in a short time scale before heating-induced expansion decreases the density of the
heated matter. In this way, in principle it is possible to reach a unique high-temperature
and high-pressure state. Attempts to achieve isochoric heating have been pursued either
using short-pulses lasers [10] or short pulse laser produced x-rays [9]. Recently, a new
and original approach using high energy proton beams has been proposed by Patel et
al. [11].
In all our experiments, warm dense plasmas were obtained through laser generated
shock waves. This choice was mainly motivated by the high pressures accessible through
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this method, the highest reachable nowadays. Moreover, in the last few years, several
works [12]-[14] have demonstrated the validity of this technique as a tool for EOS
studies.
In this approach, a shock wave is generated by irradiating a solid target with a
laser beam at moderate-high intensities (Iλ2 < 1015Wcm−2μm2), where the absorption
mechanisms mainly occur through collisional processes. In the following sections we will
illustrate the most important features of the laser-plasma interaction in this classical
regime and we will discuss the shock wave generation.
2.2.1 Laser plasma interaction in the ns regime
In the interaction between an intense laser (I > 1012W/cm2) and a solid target, its
surface is rapidly ionized and a hot plasma is created. The laser has hence to propagate
in an electron density gradient. The dispersion relation of an electromagnetic wave of
angular frequency ω, wavelength λ and wave vector k is:
c2k2 = ω2 − ω2p (2.12)
where c is the speed of light2 and ωp is the plasma frequency and depends on the electron
density Ne through:
ω2p =
Nee
2
0me
(2.13)
When ω2 = ω2p the wave vector k = 0 and the wave does not propagate anymore.
This condition puts a limit on the maximum electron density the laser can propagate
through. This limits is called the critical density Nc and is set to:
Nc = ω
2 0me
e2
=
1.11485 · 1021
(λ[μm])2
cm−3 (2.14)
In our conditions the laser wavelength λ=0.527 μm and Nc = 4 · 1021 cm−3.
Accounting for diﬀerent electronic densities, we can naturally characterize three main
regions in the created plasma, ﬁg.2.2:
• The interaction region, called corona, with a density less than Nc, is the region
where the absorption mechanisms occur. Its temperature is nearly uniform and
∼ keV for a ns pulse duration and a typical intensity of I ∼ 1013 W/cm3.
• In the conduction region, where the electron density is included between Nc and
the solid density Ns, the laser energy absorbed in the corona is transported towards
denser regions. The main transport processes are diﬀerent according to the target
2in the whole work, when not indicated diﬀerently, c indicates the speed of light
19
2 Warm Dense Matter and its generation
Figure 2.2: Characteristic temperature (gray line) and density (black line) proﬁle for a low Z plasma created
with a ns pulse laser beam.
atomic number. For light materials, where Z < 10, the energy transfer is ensured
by heat transport of thermal electrons. For Z > 10 x-ray emission and absorption
processes also contribute. This region is characterized by a temperature in the
range between 10 eV and 1 keV.
• The third region is the shocked region, characterized by densities larger than Ns
and temperatures of the order of ∼ 1-10 eV.
2.2.1.1 Absorption mechanisms
There are two main mechanisms of laser absorption in the corona: resonant and colli-
sional absorption. The ﬁrst one is relevant only for intensities I > 10
14
λ2[μm]
, a condition
not veriﬁed with the ns laser pulse we have used in our experiments. Nevertheless,
it will be the most eﬃcient process when we will consider short pulse laser- matter
interaction. We will thus postpone the discussion in that context, in section 3.2.1.1.
Collisional absorption Collisional absorption, also called inverse Bremsstrahlung,
involves a photon absorption in the collision between an electron and an ion. The laser
absorption is described by:
dI
dx
= −αI (2.15)
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where α is the absorption coeﬃcient expressed in m−1. In the Drude-Lorentz classical
model
α =
νeiω
2
p
ω2c(n)[1 + (νei/ω)2] , (2.16)
where (n) is the real part of the refractive index (n = √1−Ne/Nc) and νei is the
electron-ion collisional frequency. We can obtain the value for νei from the Fokker-Plank
equation :
νei = 3.6Z
2Ni
logΛ
T
3/2
e
(2.17)
with Te the electron temperature and logΛ the Coulomb logarithm:
logΛ = log
λD
b0
(2.18)
Here λD is the Debye length et b0 the impact parameter for a 90° deﬂection. For laser
generated plasma, the Coulomb logarithm is in the range between 5-10.
In our conditions νei  ω and the absorption coeﬃcient can be expressed as:
α =
3.6Z2Niω
2
plogΛ
T
3/2
e ω2c
√
1−Ne/Nc
(2.19)
We can notice that this coeﬃcient is a decreasing function of the temperature Te
but it increases with electron density Ne. Indeed, it presents a narrow maximum in the
vicinity of Nc, which induces the absorption to occur mainly at the critical density.
2.2.1.2 Ablation process
The ablation process is at the base of the shock wave generation. In the interaction
between an intense laser and a solid target, a hot plasma is created at the target surface.
When this plasma relaxes into the vacuum, as a reaction, a shock wave is generated
and launched into the target, strongly compressing it.
Scaling laws are available for the ablation pressure as a function of the laser wavelength
λ, pulse length τ , the material atomic number Z and its ionization degree Z∗. It can
be demonstrated [15] that for intensities weaker than the critical value
Ic[W/cm
2] ≈ 2 · 1013λ−5[μm]
(
Z∗
3.5
)3/2(
A
2Z
)5/4
τ 3/2[ns], (2.20)
the ablation rate m˙a and and ablation pressure pa can be written as:
pa(Mbar) = 11.6(I(10
14W/cm2))3/4(λ(μm))−1/4
(
A
2Z
)7/16(
Z∗τ(ns)
3.5
)−1/8
m˙a(kg/s.cm
2) = 143(I(1014W/cm2))3/4(λ(μm))−4/3
(
A
2Z
)2/8(
Z∗τ(ns)
3.5
)−1/4
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In all our experiments we have used plastic as ablator, for which we can suppose Z∗ =
3.5, a laser of wavelength λ = 0.527 μm and temporal length τ = 1 − 2 ns, so that
Ic ≈ 4.4 · 1014− 1.2 · 1015W/cm2. The intensities we have reached were much lower that
this value (< 1014W/cm2 in all the experiments) so that the presented scaling law can
be used to calculate the ablation pressure, which is found < 13Mbar.
2.2.2 The shock wave
In the previous section, we have given a generic characterization of the shock wave
as a sudden and rapid compression of the target, consequent to the ablation process.
We can now describe the shock from a more formal point of view, as the result of the
development of non linear eﬀects in ﬂuid dynamics. When a large pressure is suddenly
applied to a ﬂuid system, the linear regime of the sound waves breaks down and a shock
wave is formed. We shall hence begin from the analysis of the sound waves.
A sound wave is the propagation of a small perturbation of one of the thermodynamic
quantities of the medium, such as temperature T, density ρ pressure P or a quantity
related to its movement. The equations for the conservation of the mass, momentum
and energy of a perfect ﬂuid can be written as:
∂ρ
∂t
+
∂
∂x
(ρu) = 0 (2.21)
∂
∂t
(ρu) +
∂
∂x
(P + ρu2) = 0 (2.22)
∂
∂t
[
ρ( +
1
2
u2)
]
= − ∂
∂x
[
ρu( +
1
2
u2) + Pu
]
(2.23)
In the case where the perturbation of the density Δρ and pressure ΔP are con-
siderably small in comparison with the average equilibrium values ρ0 and P0 and the
ﬂow velocity u is small comparing to the sound speed (see below), we can consider
the solutions of these equations in the linear approximation. Small oscillations around
the equilibrium values are called “sound waves”. The density and the pressure can be
written respectively ρ = ρ0 + Δρ and P = P0 + ΔP , with
Δρ
ρ0
 1 and ΔP
P0
 1 while
the ﬂuid velocity can be expressed as u = u0 + Δu.
Neglecting the second order terms and considering the case of a planar uniform ﬂuid
initially at rest (u0 = 0), we can rewrite eq.2.21-2.22 as:
∂Δρ
∂t
+ ρ0
∂Δu
∂x
= 0 (2.24)
∂Δu
∂t
+
1
ρ0
∂ΔP
∂x
= 0 (2.25)
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We can use the fact that in a perfect ﬂuid the particle motion in the sound wave is
adiabatic and a small change in pressure is related to a small change in density by the
isentropic relation:
ΔP =
(
∂P
∂ρ
)
S
Δρ = c2Δρ (2.26)
where we have introduced the sound speed c =
(
∂P
∂ρ
) 1
2
S
. From eq.2.24-2.26 we obtain
a wave equation for the perturbation:
∂2Δφ
∂t2
= c2
∂2Δφ
∂x2
(2.27)
where φ can be one of the variables Δρ,ΔP,Δu. A wave equation 2.27 allows two
families of solutions: Δφ = Δφ(x − t) and Δφ = Δφ(x + t). If c is the positive root
c = +
√(
∂P
∂ρ
)
S
, the ﬁrst solution describes a disturbance that propagates in the positive
x direction, while the second describes the similar motion but in the opposite direction.
The general solution is made up from two particular solutions, corresponding to waves
propagating in the positive and negative x directions.
If now the small perturbation conditions are not veriﬁed, the linear approximation
cannot be applied anymore. In this case, the acoustic wave proﬁle is distorted, leading
to the formation of a discontinuity, the shock wave. We will give a more qualitative
explanation of the phenomena rather than an analytic solution. Let’s go back to the
equations describing the dynamic of the ﬂuid. The equation for the mass and momentum
conservation are equation 2.21 and 2.22. Still considering the isentropic hypothesis and
introducing the sound speed, eq.2.21 can be written as :
1
ρc
∂P
∂t
+
u
ρc
∂P
∂x
+ c
∂u
∂x
= 0 (2.28)
Adding this equation to eq.2.22, we have:[
∂u
∂t
+ (u + c)
∂u
∂x
]
+
1
ρc
[
∂P
∂t
+ (u + c)
∂P
∂x
]
= 0 (2.29)
Similarly, subtracting one equation to the other we obtain[
∂u
∂t
+ (u− c)∂u
∂x
]
− 1
ρc
[
∂P
∂t
+ (u− c)∂P
∂x
]
= 0 (2.30)
We can demonstrate that these two equations are exact diﬀerentials du+ dp/ρc and
du− dp/ρc along some particular curves, called the characteristics, respectively:
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C+ :
dx
dt
= u(x, t) + c(x, t) (2.31)
and
C− :
dx
dt
= u(x, t)− c(x, t) (2.32)
Along these curves:∫
C+
du +
dP
ρc
= u +
∫
C+
c
dρ
ρ
= const ≡ J+ (2.33)
∫
C−
du− dP
ρc
= u−
∫
C−
c
dρ
ρ
= const ≡ J− (2.34)
The constants of motion J+ and J− are called the Riemann invariants. Resolving
eq.2.33 or eq.2.34 we obtain an expression of ρ as a function of u. The isentropic
condition then allows to express any of the thermodynamic parameters, including the
sound speed, as a function of ρ. Combining these two observations, we can ﬁnally write
any of the thermodynamic variable as a function of u only. In particular, we can express
the sound speed c = g(u).
Eq.2.31 can then be integrated into:
x = [u + c(u)]t + F (u) (2.35)
This equation determines u as an implicit function of x and t. The solution is a wave
travelling in the positive x direction:
u = f{x− [u + c(u)]t} (2.36)
c = g ◦ f−1{x− [u + c(u)]t} (2.37)
A wave travelling in the opposite direction with velocity c(u) − u can be obtained
in a similar manner. The most important remark can now be made: in contrast to
the case of a travelling wave of small amplitude, here the propagation velocity is not
constant, but depends on the wave amplitude. As a result, the wave crests travel
relatively faster due to a higher sound speed and higher gas velocity, so that the initial
proﬁle is distorted. The wave distortion increases with time, as shown in ﬁg.2.3, until
the ﬁnal proﬁle, characterized by a discontinuity, is reached. It can be mathematically
demonstrated that this is the only possible ﬁnal conﬁguration for the system 2.21-2.23.
Such a discontinuity is a mathematic point of view; in reality the shock wave has a
thickness which is typically of the order of some mean free paths in a gas or of some
cell sizes of the crystal lattice in a solid. If we consider a suﬃciently long period, we
could in principle obtain an “overshooting” of the wave, like shown in ﬁg.2.3(d). This
picture, though, has no physical meaning since it does not give a unique solution.
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Figure 2.3: As a result of the non linearity of the gas dynamics an initial wave proﬁle is distorted.
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2.2.3 Hugoniot-Rankine Relations
The conservation laws across the shock discontinuity are known as Hugoniot-Rankine
equations. They relate the thermodynamic quantities to the dynamics of the shocked
and unshocked ﬂuid.
We consider a ﬂuid in which a shock wave propagates. We will choose the “shock wave”
as the reference frame, in which the shock is at rest. An upstream ﬂow, the unperturbed
ﬂuid, will then approach the shock with a velocity u0, while there will be an outgoing
ﬂow moving with a velocity u1. An integration of the conservation equations 2.21-2.23
over a small region across the discontinuity leads, for the mass conservation for instance,
to: ∫ x0
x1
∂ρ
∂t
dx′ = −
∫ x0
x1
∂
∂x
(ρu)dx′ = ρu|x1 − ρu|x0 (2.38)
As x0−x1 approaches zero, the ﬁrst term on the left of eq.2.38 becomes inﬁnitesimal
and we end up with:
ρ1u1 = ρ0u0 (2.39)
Doing the same for all the other equations 2.22-2.23, we obtain:
P1 + ρ1u
2
1 = P0 + ρ0u
2
0 (2.40)
E1 +
P1
ρ1
+
u21
2
= E0 +
P0
ρ0
+
u20
2
(2.41)
Equations 2.39-2.41 are called the Hugoniot-Rankine equations. As experiments are
done in the inertial frame of the laboratory, it is useful to rewrite the same equations
in the laboratory frame where the upstream ﬂuid is at rest. In such a reference frame
the shock propagates with a velocity Us = −u0, while the shocked ﬂuid has a velocity:
UP = u1 − u0 = u1 + Us. In this reference, equations 2.39-2.41 take the form:
ρ0Us = ρ1(Us − UP ) (2.42)
P1 − P0 = ρ0UsUP (2.43)
E1 − E0 = U
2
P
2
+
P0UP
ρ0Us
(2.44)
These equations are fundamental from an experimental point of view, as they rep-
resent the starting point for the equation of state measurement.
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2.3 Shock compression and Equation of State
In deriving the Hugoniot-Rankine relations in section 2.2.3, no assumption was done
on the thermodynamic state of the shocked material. Indeed, the three quantities P, ρ
and E are not independent but they are related to each other via a relation called the
Equation Of State (EOS) of the material:
f(P, ρ, E) = 0 (2.45)
If the equation of state is known, we have four equations (the three Hugoniot-
Rankine relations+ EOS) with ﬁve parameters (P1, ρ1, E1, Us, UP ): the measurement of
only one of them allows to infer the values of all the others. In this case, rewriting the
equation of the energy conservation as:
E1 − E0 = 1
2
(P1 + P0)(V0 − V1) (2.46)
where V is the speciﬁc value (V=1/ρ), we can deﬁne a curve on the (P,V) plane
which is called the Hugoniot curve:
P = PH(V, P0, V0) (2.47)
This curve is of extreme importance in the shock wave physics as it represents all
the ﬁnal states that can be reached by a single shock, starting from a well deﬁned initial
state. Indeed, the Hugoniot curve is a function of two parameters, the initial pressure
P0 and the initial volume V0 and diﬀers from ordinary isentropes, which belong to one-
parameter family of curves P = PS(V, S). It is worth noting that the shock compression
is highly dissipative. The process is hence irreversible and the path followed to reach
the ﬁnal state does not lie on the surface deﬁned by 2.45. The entropy increase strongly
modiﬁes the system. As a consequence, the ﬁnal state achieved by a compression with a
single strong shock will diﬀer by the one reached by multiple shocks. If starting from the
same initial state, a single and a multiple shock compression lead to the same pressure,
the ﬁnal density will be diﬀerent (ﬁg.2.4). By generating a series of multiple shocks, one
can achieve a nearly isentropic transformation, where the compression is maximum. A
shock compresses less than an isentropic transformation, as part of its energy is used
to heat the material.
Indeed, there is a limit on the compression achievable with a single shock. This
is determined by the speciﬁc heat ratio γ. If γ is supposed to be constant along the
Hugoniot, we can determine this limit through the equation of state for a polytropic
gas. The polytropic gas EOS is a useful approximation under many circumstances,
particularly at high temperatures, where any material behaves like an ideal gas. In this
case the internal energy is:
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Figure 2.4: The compression state reached with a single strong shock diﬀers by the one reached by multiple
shocks. Here HA,HB ,HC represent the Hugoniot curves from the initial states A,B,C respec-
tively. PS is the isentrope with initial state A. A series of shocks approaches the isentrope
compression.
E =
1
γ − 1PV (2.48)
Solving eq.2.39-2.40 for u0 and u1 we obtain:
u20 = V
2
0 (
P1 − P0
V0 − V1 ) (2.49)
and
u21 = V
2
1 (
P1 − P0
V0 − V1 ) (2.50)
Using now eq.2.48 and the conservation of the energy (eq.2.46), we can explicitly
write the ratio of the speciﬁc volumes, which is given by:
V1
V0
=
(γ − 1)P1 + (γ + 1)P0
(γ + 1)P1 + (γ − 1)P0 (2.51)
It is clear from this equation that for a very strong shock, where the pressure behind
the front is much higher than the initial pressure (P1 	 P0), the density ratio does not
increase indeﬁnitely with pressure but reaches a well known ﬁxed value:
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ρ1
ρ0
=
V0
V1
=
γ + 1
γ − 1 (2.52)
Consequently, the compression limit in a perfect monoatomic gas with γ = 5/3 is 4,
and it is 6 in a diatomic gas (γ = 7/5).
Remaining in the context of a polytropic gas EOS, we can also make some important
considerations on the shock wave dynamics by comparing the ﬂuid velocities on both
sides of the discontinuity with the corresponding sound speeds. For P1 	 P0 using
eq.2.48, equations 2.49 and 2.50 we have the relations:
u0 =
(
γ + 1
2
P1V0
)1/2
(2.53)
and
u1 =
(
(γ − 1)2
2(γ + 1)
P1V0
)1/2
(2.54)
while the sound speed is:
c2 = γ
P
ρ
= γPV (2.55)
The ratio
(u
c
)
, called the Mach Number, is then given by:(
u0
c0
)2
=
(γ − 1) + (γ + 1)P1/P0
2γ
(2.56)
and (
u1
c1
)2
=
(γ − 1) + (γ + 1)P0/P1
2γ
(2.57)
in the downstream and upstream ﬂows respectively. We can observe that in the case of
a weak shock, where P1 ≈ P0, the density increase is also small (eq.2.51), implying that
c1 ≈ c0. From eq.2.56-2.57, is then obvious that u0 ≈ c0 ≈ c1 ≈ u1 which expresses
the fact that a weak shock wave is an acoustic compression wave. Equations 2.56-2.57
also show that in the shock wave reference frame, the gas ﬂows in the discontinuity
with a supersonic velocity u0 > c0 and ﬂows out with a subsonic velocity u1 < c1. Said
in a diﬀerent way, the shock propagates at a supersonic velocity with respect to the
unperturbed gas while it moves at a subsonic velocity with respect to the compressed
gas behind it.
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2.3.1 Shock propagation at interfaces
The analysis of the shock propagation across the interface of two materials is the best
way to understand the impedance mismatch technique, widely used for EOS measure-
ment experiments.
When a shock wave travels from one material A to another material B, the interface has
to remain at equilibrium during and after the shock propagation. This means that on
both sides of the discontinuity the ﬂuid velocity UP and pressure P are equal. The other
thermodynamic quantities can have diﬀerent values, given by the equation of state.
Figure 2.5: Hugoniot curve with initial state O. The slope of the line OM is the shock impedance.
The curve describing the ﬁnal states achievable with a shock compression in the
plain (P,UP ) is called Hugoniot curve. If M is the ﬁnal state reached by a single shock,
we call shock impedance the slope of the straight line OM (ﬁg.2.5) which, from eq.2.43,
takes the value
Z = ρ0US
When the shock crosses the interface between A and B two diﬀerent cases occur:
• If ZA < ZB: a higher pressure shock is transmitted in B and a shock of the same
pressure is reﬂected in A.
• If ZA > ZB: a weaker shock is transmitted in B while a relaxation wave propagates
in A.
ZA < ZB
At the interface, the shock wave brings the material A to a state represented by
the point A in the plane (P − UP ) (ﬁg.2.6). From this point a shock is reﬂected in A,
described by the curve H ′AC which is the symmetric of HAC . It is called hot Hugoniot
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curve because its starting point A lies on the already compressed Hugoniot curve HA.
In B, a shock wave of the same pressure is transmitted. The value of this common
pressure is given by the intersection of H ′AC and HB
Figure 2.6: Pressure proﬁle after the shock has crossed the interface between material A and B when
ZA < ZB .
ZA > ZB
A relaxation wave propagates in A, while a weaker shock is transmitted in B. Here,
the ﬁnal pressure is given by the intersection of the isentrope curve starting from the
state A and the shock Hugoniot for material B, HB ﬁg.2.7.
Figure 2.7: Pressure proﬁle after the shock has crossed the interface between material A and B when
ZA > ZB .
The relaxation wave induces a pressure decrease in A and the released wave propa-
gates at a speed given by:
v =
∫ PB
Pa
(
−∂V
∂P
)1/2
S
dP + UPA (2.58)
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Chapter 3
How to probe Warm Dense Matter
After having introduced how to generate WDM, we shall describe the various methods
available to probe it, in order to obtain quantitative information. In this section, we
will shortly remind the basic principles of equation of state measurements by shock
compression. We will see how to determine a point on the EOS of a material and we
will describe “standard” equation of state experiments. These techniques are widely
used and did allowed several detailed studies of materials behavior under extreme condi-
tions. Unfortunately, we will also see that the indirect approach they are mostly based
on, leads to several issues on the data precision, a key point necessary to distinguish
between models. In this context, the main objective of this thesis is to develop new
diagnostics suitable for the measurement of other parameters than the hydrodynamic
ones. In particular, we will investigate new methods to directly access the density, tem-
perature and electronic density of highly compressed plasmas. Energetic probes, such as
MeV proton beams and high energy Kα radiation, will be employed. The laser-plasma
interaction regimes required for their generation will be discussed. A presentation of the
general principles of each new technique as well as the basic physical processes involved
will conclude this long chapter.
3.1 How dense plasmas are usually probed
In the previous chapter, we have seen that WDM can be generated by shock compres-
sion. The possibility to produce high quality shocks to be eﬀectively used for equation
of state measurements was demonstrated in the 90’s ([1],[2],[3],...). The principle of
these experiments are directly based on the Hugoniot-Rankine relations. We have seen
that the thermodynamic quantities of the shocked material, P, E, and ρ are related to
the shock velocities Us and UP via the Rankine-Hugoniot equations (par.2.2.3).
If the equation of state is known1, the measurement of only one parameter is suﬃ-
1we recall that the EOS is the law relating the pressure, density and temperature
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cient to determine all the other quantities. If, instead, we want to determine the EOS,
the measurement of two parameters is necessary in order to close the system of the
Hugoniot-Rankine equations. If these two parameters can directly be inferred for the
test material, an absolute measurement is performed.
The shock velocity Us is one of the easiest parameter that we can experimentally access
to. The choice of the second quantity, though, is in general more delicate and represents
one of the key points of this work. In “standard” absolute EOS measurement exper-
iments, the choice is usually addressed to the particle velocity UP . In the particular
case of a low Z material which under shock compression remains transparent to visible
light, optical interferometry techniques can be used to directly monitor UP . The same
measurement can be done for opaque materials, but in the only limit of weak shocks
[10]. Nevertheless, in a general case accessing to UP is not an easy task, and often
a relative measurement is carried on. The relative approach is generally easier as it
consists in measuring the shock velocity simultaneously in two materials, one of which
is known and used as reference. Using its EOS, it is possible to identify the state of the
reference material and, from it, to deduce the state of the sample.
3.1.1 Absolute EOS measurement
Some of absolute EOS experiments on low Z materials like deuterium, beryllium and
polystyrene were done using time resolved x-ray radiography. In [4] a plasma x-ray
source was used to infer simultaneous Us−UP measurement from streaked radiography
of shocked deuterium. The targets were composed by an Al pusher and a cryogenic
cell containing liquid D2. The use of this kind of targets allowed to follow the Al/D2
interface trajectory, the pusher being opaque to the x-ray radiation, while the liquid D2
remains transparent (ﬁg.3.1). The Al/D2 interface correspond to the boundary between
Figure 3.1: From [4]. Time resolved side-on radiograph on a D2 cell. The bright area shows the D2
through beryllium windows with the x-ray-opaque aluminum pusher above. The shock is the
dark line in front, moving faster than the pushery/D2 interface.
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the dark and light regions. When the shock breaks into the D2, the pusher moves at
the particle velocity. The shock front moving ahead the interface appears as a black
line because of the refraction of the x-rays at the density jump across the shock front.
X-rays grazing the shock front interface are refracted to angular deﬂections greater than
the angular ﬁeld of view. The shock velocity and the particle velocity are then inferred
from the slopes of the pusher and shock trajectories. In [9] the same technique was used
to probe compressed polystyrene and beryllium in an indirect drive conﬁguration. In
this case the diﬀerent transmission between the cold and compressed part of the target
was used to monitor the shock trajectory, while again the use of an opaque pusher
enabled to measure the ﬂuid velocity from the pusher/transparent sample interface.
The intrinsic nature of these measurements requires a perfect shock wave steadiness.
Often, though, the shock decelerates in its propagation and the slopes are not constant.
This technique cannot be easily applied to probe high Z material, as they are opaque
to “soft” x-ray radiation (hν < 10 keV). The ﬁrst absolute measurement of a high
Z material EOS was done in [10], where optical techniques were used to probe iron
samples. In this case optical interferometry diagnostic (VISAR) coupled to a stepped
target structure were used to obtain simultaneous ﬂuid and shock velocity (ﬁg.3.2). The
Figure 3.2: From [10]. VISAR image from a stepped Fe target. From the fringe shift after the shock
breakout the ﬂuid velocity can be determined. Shock velocity is inferred from the time delay
between breakouts at the base and at the step.
VISAR working principle will be explained in more details in section 6.1.1.2. Here we
just mention that it is an interferometric diagnostic able to determine the velocity of a
reﬂecting surface. The variation in the wavelength due to the Doppler eﬀect, directly
linked to the velocity, is detectable from the interferometry pattern as a fringe shift.
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Temporally resolving the interferometric pattern also allowed to obtain the shock transit
time in the step. This was determined from the shock break out at the base and at
the end of the step, recorded as two distinguished fringe shifts (ﬁg.3.2). Knowing the
step thickness, it is then possible to deduce the mean shock velocity US. However, the
method used to measure US leads to mean values and requires the shock to be steady
during the measurement. In this context, relative measurements represent the only way
to probe high Z materials under higher pressures.
The free surface velocity after these breakouts could also be determined with the VISAR.
This information can be obtained as far as the shock does not lead to a vaporization of
the target and for materials which have high melting temperature under compressions,
such as iron. In this case, the rear side of the target still reﬂects the probe beam even
after the shock breakout (ﬁg.3.2).
The “weak” shock regime is then necessary to infer UP from the free expansion velocity
u. Indeed in this regime the ﬂuid velocity is comparable to the sound velocity of the
compressed material and the simple relation, u = 2UP holds. This approach to the
absolute equation of state of a high Z material is therefore restricted to a low pressure
regime, P < 4 Mbar for iron.
3.1.2 Relative EOS measurement
Since the measurement of a second parameter is often impossible, most of the time a
relative approach is used. This alternative procedure is based on the impedance mis-
match technique. It involves the simultaneous measurement of the shock velocity in
two diﬀerent materials and it is based on the conservation relations across the materials
interface, illustrated in section 2.3.1. One of the two materials must be well known to
be used as reference (A) while the other one is the material to be studied (B). The
two experimental shock velocities USA and USB give two straight lines in the (P,UP )
plane (P = ρ0USUP ). We can determine the state of the material A just behind the
shock front by considering the intersection point between the known Hugoniot curve of
A and the straight line determined by USA. This represents the starting point for the
reﬂected shock, if ZA < ZB, or release wave, if ZB < ZA, in the reference material A (see
section 2.3.1). From the transmission conditions at the two materials boundary, then,
the intersection between the reﬂected wave and the straight line given by USB gives a
point on the EOS of test material. The procedure is schematically represented in ﬁg.3.3.
Most of time the measurement of the two shock velocities needs a particular target
geometry. In these measurements, the targets are usually composed by a common base
made of the reference material with two steps: one made of the same reference material
and the other one made by the test material. The thicknesses of the steps are accu-
rately measured in such a way that the shock velocity can be deduced by recording the
38
3.1 How dense plasmas are usually probed
(a)
(b)
Figure 3.3: Schematic representation of the impedance matching technique for the relative measurement
of equation of state. Material A is the reference material while B is the material to be studied.
In 3.3(a) ZA < ZB , in 3.3(b) ZA > ZB
transit time in each of them. Diﬀerent diagnostics can be used for this purpose. Beside
the VISAR as mentioned before, the easiest way consists in recording the temporal
evolution of the target rear side self emission. As the shock breaks out, the rear side
temperature is suddenly increased and thermal radiation is emitted in the a spectral
domain which extends from IR to X-UV regions. By collecting the emitted light and
focusing it on a streak camera slit, it is possible to record the shock breakout from
the base and from the two steps, obtaining the shock transit time through each step.
Again, the measured velocities are mean values and their precision is aﬀected by shock
steadiness and step thickness measurements issues. In addition, by deducing the shock
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breakout at two spatially distinguished points, one also requires a good uniformity of
the shock wave. Good shock planarity involves the employment of high quality phase
plates, like Phase Zone Plates (PZP), Continuous Phase-Plates (CPP), Kinoform Phase
Plate (KPP) or Distributed Phase Plates (DPP).
We must mention that the use of quartz as reference material has recently been pro-
posed in order to [12] signiﬁcantly improve the impedance-matching technique. The
substitution of aluminum with quartz allows the use of VISAR for a much more ac-
curate velocity measurement. Indeed, the quartz becomes reﬂective at relatively low
pressures (∼ 2 Mbar) [13] and instantaneous velocity can be accessed. In this case the
measurement is not aﬀected by indecision on the step thickness and precisions of 1%
can be achieved.
Uncertainties due to the degree of conﬁdence on the reference material still remain. At
high pressures, even for most studied and well known materials, as Aluminum above 20
Mbar, the principal Hugoniot is uncertain. This introduces a limit in the use of relative
measurements at very high pressures, at least at present time. Recently, new experi-
ments were performed at ILE Osaka combining x-ray radiography for UP measurement
and self emission-Visar diagnostic for US measurement in order to obtain an absolute
EOS for aluminum at high pressures [11].
In addition, preheating eﬀects could aﬀect the VISAR measurements, leading to a fur-
ther indecision on the reference material state.
3.1.3 Measurement precision
The errors induced in the velocities measurements have diﬀerent origins, according
to the diagnostic used. The main problem general arises from the shock steadiness,
which induces an error when the mean velocity is measured. Concerning the temporally
resolved x-ray radiography data, the main issue consists in accurately inferring the
velocity from a trajectory. In the relative measurements further errors are induced
from the step thickness.
Whatever the cause of the experimental uncertainty on the velocity is, the crucial point
to be underlined here is that it is ampliﬁed when considering important parameter such
as density. This is a consequence of the error propagation through Hugoniot-Rankine
relations. Form these equations, ρ/ρ0 = US/(US −UP ), so that the error on the density
can be written as:
δρ
ρ
=
(
ρ
ρ0
− 1
)√(
δUS
US
)2
+
(
δUP
UP
)2
(3.1)
We can notice that for highly compressible materials, a small uncertainty in the mea-
surement of the two velocities lead to large errors on compression. To better understand
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this key point we can consider the hydrogen case. In the introduction we have brieﬂy dis-
cussed the confused situation presented in both experimental and theoretical contexts.
In particular it is possible to identify two trends in complete disagreement between
themselves (which we report in ﬁg.3.4(a)). The discrepancy on the compression values
is obvious. It is interesting, though, to consider the same data on the (US, UP ) plane
(ﬁg.3.4(b)). Here the disagreement is much less evident. Therefore, can conclude that
the large incompatibilities on compression measurements come from relative small dif-
ferences in the US, UP values. It is thus clear that extremely accurate measurements
are needed to solve this controversy.
(a) (b)
Figure 3.4: From [5], Deuterium pressure-density compression Hugoniots, together with theoretical models
and experimental results. In particular Sesame theoretical model is represented with solid line,
while Ross model is the dot-dot-dashed line. Experimental results: Gas gun [6] as ﬁlled circles,
laser driven [4] as open squared, magnetically driven ﬂyer plates [7] gray diamonds, convergent
geometry [8] gray triangles. The same data on the Us Up plane (b).
3.2 New probes for Warm Dense Matter: protons
and hard x-rays
From what we have discussed so far, it emerges an urgent necessity of developing new
diagnostics for a real and substantial breakthrough in the investigation of WDM states.
Moreover, energetic probes are necessary to investigate high Z dense plasmas. The
novel diagnostics developed in this thesis employ energetic protons beams and hard x-
rays generated by Kα radiation. Both energetic particles and high energy radiation are
generated in laser-plasma interaction, but in an extremely diﬀerent regime from the one
presented in the previous chapter. Here the characteristic energy ﬂuxes are considerably
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higher (> 1017W/cm2) and they are obtained with ultra short pulse beams. These
characteristics strongly aﬀect the physics of the interaction, leading to considerably
diﬀerent phenomena.
In this section, we will present the main processes of the laser-plasma interaction at high
intensity, underlying the diﬀerences with the already considered classical ns regime. It
will allow to understand the generation of the hot electron population, fundamental for
the protons acceleration and Kα generation mechanisms. These two processes will also
be discussed.
3.2.1 Laser plasma interaction at high intensity
After the invention of the laser in the 60’s a big challenge has been producing more
and more powerful lasers allowing to reach higher and higher intensities. It was soon
clear that this goal would have been reached only through the development of ultra
short laser pulses, rather than the implementation of very high energy lasers, which
have become a distinguished challenge. The main diﬃculty was represented by the fact
that short pulse beams could not be directly ampliﬁed as the amplifying medium would
have been damaged. The break through came only in the middle of 80’s when a new
technique able to overcome this limitation was proposed, [14], the so-called Chirped
Pulse Ampliﬁcation (CPA). As a short laser pulse has a signiﬁcantly large bandwidth,
the idea consists in stretching it in time allowing its ampliﬁcation at low irradiance.
The pulse is then re-compressed to reach high irradiances. This technique is now at
the base of all the high intensity laser systems.With chirped pulse ampliﬁcation, irradi-
ances of 1021 W/cm2 are achievable, as in existing PW laser, [15] as an example. These
extremely high intensities give rise to completely new laser matter interaction regimes.
The diﬀerences between laser matter interaction at high intensity (I ∼ 1016−21Wcm−2)
and the “traditional” ns regime mainly are:
- the high electromagnetic ﬁelds associated to the laser wave
- the short pulse duration
Due to the high intensity, the interaction between matter and the electromagnetic
ﬁeld associated to the laser wave is non-linear and relativistic eﬀects arise. The electric
ﬁeld associated to the laser can be expressed in term of the intensity as:
E = 2.7 · 1012
(
I(Wcm−2)
1018
)1/2
V m−1 (3.2)
In the traditional ns regime, the intensity values typically lie of 1013−15Wcm−2 so
that the electric ﬁeld is of the order of 109−10V/m, one order of magnitude less than
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the Coulomb electric ﬁeld (in the hydrogen atom (EH ∼ 5 · 1011V m−1). For intensities
of 1016−20 W · cm−2, characteristic of the femtosecond regime, the electric ﬁeld values
vary between 3 · 1011V/m and 3 · 1013V/m, becoming comparable or even greater that
the coulomb atomic ﬁeld. A direct consequence is a rapid ionization of the atoms via
nonlinear phenomena (such as multi-photon or tunnel ionization [16],[17]). In such a
high ﬁeld, the electron quiver velocities can reach values close to the speed of light and
relativistic eﬀects, related to the electron mass variation, can become important. A
reduction in the plasma frequency can be associated to the increment in the electron
mass by the γ factor, (eq.2.13 ). As a ﬁrst consequence, the critical density is shifted to
higher values and the laser can penetrate to higher density regions, normally not allowed
to classical regimes (self-induced transparency [18] ). Another typical relativistic eﬀect
is explicit in the index of refraction increase:
nrel =
(
1− 1
γ
(
ωpe
ωlaser
)2)1/2
(3.3)
The spatial modulation in the laser intensity is reﬂected in the spatial dependence of
nrel(r) which acts as a convergent lens for the laser radiation (self-focusing [19] ).
The main eﬀect associated to the short duration of the laser pulse is a considerably
weak expansion (10 nm-1 μm) of the plasma during the interaction. The under-dense
coronal plasma, typical of the ns-interaction regime, does not have time to form and
the conditions for the shock wave generation are missed. The energy deposition, thus,
occurs in a steep gradient, at high densities (from the critical to the solid density),
i.e. in extremely diﬀerent conditions from the classical regime. In these conditions,
the plasma kinetic properties dominate the ﬂuid aspects and the plasma is no more
at thermal equilibrium. While the electron temperature can be raised very quickly by
the laser ﬁeld, the electron-ion thermalisation time (of ∼ 10ps) is longer than the laser
pulse, preventing the ions to be eﬃciently heated. A signiﬁcant part of the laser energy
is transferred to the electrons by non collisional mechanisms and they are strongly accel-
erated. For intensities higher than 1015 W/cm2, the quiver velocity and kinetic energy
that an electron can gain in one cycle can be so high that an eﬃcient thermalisation
cannot be established. In such a way a population of supra-thermal (hot) electrons is
generated in the interaction region and it can propagate through the target over long
distances, up to hundreds microns.
In order to better illustrate the absorption mechanisms responsible for the acceleration
of the electrons, it is useful to quickly describe the main structure of the interaction
region and its characteristics.
• The expansion zone, characterized by densities lower than the critical density,
Nc. This zone is formed by the plasma relaxing towards the vacuum in front
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of the target. The plasma expands at the ablation velocity vabl for a time τ ,
comparable with the laser pulse duration. The typical length of this region is
thus characterized by the gradient length, Lgrad = τ · vabl; at high intensity Lgrad
is of the order of 10 nm-1 μm, much smaller than the typical dimensions of the
corona region in the ns regime, typically of some hundreds microns.
• The skin layer corresponds to the laser penetration depth. In this layer the laser
energy absorption takes place. Its dimension is Lskin =
c
ωpe
. For very steep
gradients, the skin layer lies at very high densities, close to the solid density, Ns.
• Conduction layer, which represents the zone where the energy is transferred deeply
inside the target by thermal electrons. In the classical limit, the heat conduction
is described by the Spitzer theory, which considers that the electron mean free
path is smaller than the typical thermal gradient length. At high intensities,
I > 1017W/cm2, this theory is no more valid since non local eﬀects come into play
as a consequence of the large electrons mean free path. New approaches must
hence be considered [20],[21]
3.2.1.1 Absorption mechanisms: the supra-thermal electrons generation
There are various energy absorption mechanisms that play a role in the electrons accel-
eration processes. At high intensities, many collisionless processes become important;
these include skin-layer heating, resonance absorption, vacuum heating and J × B
heating. The collisional mechanisms, that are the principal cause of the laser energy
absorption in the ns regime, are strongly damped in the high ﬂux regime. As we have
seen, the collisional mechanisms eﬃciency is directly proportional to the electron-ion
collision frequency and inversely proportional to the electron temperature. Besides,
collisional absorption increases as the ratio Lgrad/λ increases, the number of collisions
being greater. In high intensity regimes, the electron temperature at the critical den-
sity can be extremely high, the density gradient steep and the thermal velocity much
lower than the oscillation velocity. All these reasons make the collisional absorption
ineﬃcient, although present in the skin layer.
Resonant absorption Resonance absorption [22] is a non collisional absorption
mechanism that takes place at the critical surface. It involves a ﬁrst excitation of
an electron plasma wave which then accelerates a small population of fast electrons.
For a P polarized laser beam at an oblique incidence, there is a component of the elec-
tric ﬁeld which is parallel to the density gradient. This longitudinal component can
penetrate only up to the density n = nccos
2θ and can not reach the critical surface.
However, it is possible to demonstrate that the electric ﬁeld can tunnel evanescently up
to the critical surface, [22], making the electrons resonantly oscillate in the direction
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of the gradient and thus producing charge density ﬂuctuation. In this way, part of the
laser energy is transferred to an electrostatic oscillation (an electronic plasma wave) at
the laser frequency. It is worth mentioning that even at normal incident there can be
an electric ﬁeld component parallel to the density gradient, due, for example, to the
roughness of the target. The absorption has its maximum when the distance between
the reﬂection region and the critical density, given by Lgradsin
2θ, is equal to the laser
penetration depth. This condition ﬁxes an optimum angle: θ = arcsin λ
2·πLgrad . It is the
best compromise between two processes occurring when the angle of incidence increases.
On one hand, the component of the electric ﬁeld along the plasma wave propagation
direction increases as well. On the other hand, the density at which the radiation is
reﬂected back decreases (n = nccos
2θ) and the electric ﬁeld has to tunnel through a
larger distance, reducing the absorption eﬃciency.
The second step in the resonance absorption involves the transfer of the energy to
the plasma itself. This process takes place via the damping of the plasma wave. There
are many possibilities for the plasma wave to be damped, but only one is responsible
for the fast electron population. In this case, the resonant wave reaches such a high
amplitude that the trajectories of diﬀerent electrons can cross (“wave breaking”). In
this way some electrons undergo to a sudden change in the electric ﬁeld and the fastest
can escape from the wave restoring force, carrying with them a high kinetic energy. As
a result, the electrons can be separated in a high number of non energetic (or cold)
electrons and in a small population of fast (or hot) electrons. The two populations are
described by Maxwellians at two diﬀerent temperatures.
The resonant absorption eﬃciency is bound to the steepness of the density gradient.
It becomes less important for very steep gradient, as the amplitude of the electron
ﬂuctuations can be larger than the gradient length itself. In this way the plasma wave
would be destroyed at each cycle. On the other hand, for very smooth gradients the
optimum angle decreases, also reducing the electric ﬁeld component responsible for the
phenomenon.
Vacuum heating For strongly steep gradients, the laser wave cannot penetrate deep
inside the target and resonant absorption may not be possible. In this case, another
collisionless absorption mechanism known as “Vacuum heating” or “Brunel heating”
can occur. If the the gradient is very steep the laser interacts just with the surface of
the solid. The P component of the laser electric ﬁeld ionizes the target surface and
accelerates the electrons through the vacuum. When the laser ﬁeld changes its sign,
they are re-injected into the target with an energy equal to the oscillation energy in
the vacuum. As the laser can penetrate into the target only up to the skin depth, the
electrons do not feel any restoring force and are irreversibly accelerated into the target.
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As the electrons are accelerated at each laser cycle, Brunel heating leads to packets of
electrons injected into the target with a frequency equal to the laser frequency.
The fraction of the energy which is absorbed is written:
f =
η
2π
v2osc
v2lasccosθ
(3.4)
where θ is the incident angle, vlas = eElas/mωlas et η ≈ 1.75(1+2vth/vosc). At very high
energies the importance of this mechanism decreases due to the magnetic contribution
of the Lorentz force which deviates the electrons trajectories. A deeper treatment of
the vacuum heating can be found in [25]
J×B heating At high laser irradiances the longitudinal motion of the electrons in the
laser ﬁeld, due to the J×B component of the Lorentz force, becomes comparable to the
transverse motion associated to the electric ﬁeld. The acceleration process is directly
related to the electromagnetic ﬁeld of the incident laser pulse. At high densities, the
radiation pressure associated to the laser wave becomes comparable or even stronger
than the thermic plasma pressure. Non linear eﬀects related to the spatial gradients of
the laser irradiation occur, resulting in a macroscopic movement of matter deep into
the target and a strong acceleration of the plasma electrons.
A direct consequence of the radiation pressure is a non-linear force acting on the plasma
electrons. For a linear polarized plasma wave, the non linear force can be expressed as:
FNL = me
(
dv
dt
)
= − e
2
4meωlas
[∇(|E0|2) +∇(|E0|2)cos2ωlast] (3.5)
The ﬁrst term in eq.3.5 varies slowly with the laser frequency ωlas and its temporal
mean value over a laser period is called the ponderomotive force:
〈Fp〉 = e
2
4meωlas
1
2c
∇Ilas (3.6)
The direct consequence of this term is to steepen the density gradient as its eﬀect is to
push the electrons towards the weak intensity regions. In a laser pulse, a spatial gradient
is present both in the transverse direction and the longitudinal direction, in this last
case because of the temporal proﬁle and the wave damping further beyond the critical
density. Therefore, the electrons are accelerated both towards the edges and towards
the interior of the target. The ions do not respond directly to the ponderomotive force
because of their higher inertia, but they follow the electrons on a temporal scale of some
ps, longer than the pulse duration.
The second term in eq.3.5 is responsible for the electrons acceleration process in the skin
layer. The heating mechanism is called “J ×B heating” as it raises from the magnetic
term of the Lorentz force. The absorption mechanism is similar to the Brunel’s one,
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where the electrons are driven across the vacuum plasma interface by the magnetic ﬁeld
rather than the electric ﬁeld. A detailed description of this heating mechanism can be
found in [23] and [24]. The process has its best eﬃciency at position, ∼ 4nc, where both
the oscillating force and the number of electrons involved in the process are maximized.
Normal and anomalous skin eﬀects These absorption mechanisms require ex-
tremely steep plasma proﬁles and become important in the interaction of ultra-short,
high contrast laser pulse with solid targets. In normal skin eﬀect, the laser energy can
be absorbed in the skin layer through classical collision mechanisms as soon as the elec-
tronic mean free path is smaller than the skin layer. These conditions requires relatively
low laser intensities,  1016W/cm2. As the intensity rises, the electrons become less col-
lisional and their mean free path can exceed the skin depth so that local thermalization
can not occur anymore. A collisionless absorption mechanism can then take place, the
anomalous skin eﬀect. In this case the electrons, which are accelerated by the laser ﬁeld
within the skin layer, can penetrate beyond the skin depth and transfer their energy
deeper in the target. A more accurate theory applicable in this regime can be found in
[20].
3.2.2 Proton beams
Fast ion production from laser irradiated targets have been observed and measured in
experiments since 1960’s [26]. The coupling of the laser energy to the fast ion popula-
tion occurs via the hot electrons we have discussed above. The proton generation and
acceleration process is mainly due to charge separation electrostatic ﬁelds built up by
fast electrons at the target-vacuum interfaces. These extremely intense ﬁelds interact
with hydrocarbons contaminants, ionize them and accelerate the resulting ions. The
discovery of the major role played by contaminants was soon realized when Gitometer
et al.[27] ﬁrst collected data from laser solid interaction in diﬀerent conditions of tar-
get geometries and laser pulses. It was observed that most of the ions detected from
their spectrometers were protons, regardless the target material. This fact suggested
that most of the signal came from a thin layer of hydrocarbon contaminants. This
layer, of typical thickness of ∼ 20 A˚, is always present on the target surface because
of preparation procedure, handling or pump vacuum oil. The protons response to the
accelerating ﬁeld is quicker than other ions’ because of the higher charge to mass ratio.
Therefore, the proton population depletes the available energy and the heavier ions
cannot be signiﬁcantly accelerated. This interpretation has been tested by removing
the contaminant layer before the laser irradiation, by resistive heating for example [28].
In this case the proton signal is lowered and the ions from the target constituents are
accelerated to higher energies. In the following, we shall always refer to proton beams,
as they are the particles we used in our experiments. It should be stressed anyway that
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the same treatment can be applied to ion beams, accounting for their mass and charge.
We shall focus on the acceleration mechanisms of a small population of energetic ions
propagating axially, along the laser direction.
In [29] and [30] two main processes have been proposed to describe the accelerating
mechanism. They are used to describe the properties of protons originated respectively
at the front surface of the target, i.e. where the laser is focused onto, and at the
target rear side. Indeed, until some years ago there was an open controversy on which
was the most eﬃcient accelerating mechanism. Some experiments, [31]-[32], seemed to
evidence that the observed protons were mainly originated at the front of the target,
in disagreement with other experimental works [33]-[34], indicating that most of the
detected signal was due to protons from the rear side. At present, the rear surface
acceleration seems to be the most eﬃcient scenario. Several experiments have conﬁrmed
this picture, as demonstrated in [35]-[37]. We will quickly present both mechanisms.
Hole-boring eﬀect Proton acceleration at the front of the target is done via the
charge separation induced by the laser ponderomotive force. As we have seen before,
the ponderomotive force acts on the electrons and push them into the target until it is
balanced by the electrostatic ﬁeld induced by the charge separation. This ﬁeld Es is
estimated to be:
Es ≈ mecωlas
2e
a20√
1 +
a20
2
(3.7)
where a0 is the dimensionless laser amplitude deﬁned as a0 =
eE
mecωlas
The maximum energy for the protons accelerated at the front surface is, [29],
Efrontmax ∼ 2
√
2a0
2 · 0.511MeV (3.8)
For typical irradiances of 1019 W · cm−2 protons reach maximum energy of Efrontmax ∼ 2.8
MeV. We have to point out that in this treatment no assumption on the target properties
(material or thickness) is made, in contrast with experimental observations.
Plasma expansion into a vacuum According to this picture, protons are acceler-
ated from the electrostatic ﬁeld built up at the target rear side. As we have previously
discussed, hot electrons propagate through the target. Typically, the hot electrons mean
free path is larger than the target thickness used in these experiments. Nonetheless,
only few electrons can escape from the rear side before that the target is substantially
2If ions are considered, Efrontmax ∼ 2
√
2a0Z · 0.511, where Z is the ion charge.
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charged up, preventing further escaping. The electrons are thus conﬁned forming a
Debye sheath. Intense electrostatic ﬁelds are hence built up by charge separation. The
Debye sheath thickness is of the order of 1 μm so that the generated electrostatic ﬁelds
are suﬃciently intense (of the order of a teravolt per meter) to ionize the atoms and
accelerate the protons in a direction normal to the target surface. After this phase,
the protons stream freely into the vacuum, being charge neutralized by the co-moving
electrons.
This acceleration mechanism is described by many authors as a plasma expansion in the
vacuum, see [30] for more details. Due to the isothermal assumption made, this model
predicts an unlimited value of the ion expanding velocity, which in reality saturates.
Figure 3.5, taken from [34], shows a schematic representation of this acceleration mech-
anism.
Figure 3.5: Schematic representation of the rear side acceleration mechanism from [34].
The validity of this sheath model is conﬁrmed by diﬀerent experiments. In [35]
it was found that the accelerating mechanism was drastically reduced when a plasma
with scale length of 100 μm was produced on the back of the foil. In that case, the
maximum proton energy was < 5 MeV, while > 20 MeV protons were easily observed
with unperturbed foils. These results are consistent with the accelerating ﬁeld solutions
predicted by the model, Es =
kBTe
eLs
, where Te is the electron temperature and Ls is
the proton density scale length at the rear side. In addition, in [36] the acceleration
eﬃciency was investigated as a function of the initial target thickness. The data show
a reduction in both proton signal and maximum energy for thicker targets, which is a
clear evidence of the principal role played by the electrostatic sheath in the acceleration
process. Indeed, the temporal dynamics of the hot electrons changes by varying the
target thickness, aﬀecting the sheath electron density and hence the sheath electric
49
3 How to probe Warm Dense Matter
ﬁeld. The electrons that are accelerated into the target are reﬂected at the rear side by
the Debye sheath, go back towards the front side where they are again reﬂected from
the front Debye sheath and so on. In targets where the double transit time is much
less than the pulse duration, the electron density at the rear side is a superposition of
the electrons directly accelerated by the laser pulse and those reentering the target. In
thinner targets, the hot electron density at the rear side is therefore larger. Finally,
in [37] the eﬃciency of both the front and rear face acceleration is measured under
identical conditions. It was found that higher energy particles with smaller divergence
are generated at the target rear side.
3.2.3 K-α generation
The propagation of the fast electron population through the target is also responsible for
the x-ray Kα emission. During their propagation into matter the hot electrons undergo
numerous collisions with the medium atoms. This results in an energy transfer from
the electrons to the atoms via diﬀerent mechanisms (ionization, excitation, radiative
damping, etc...).
In particular, K-shell ionization is induced by electron impact if the electron energy
is larger than the K-shell ionization threshold. The atom is thus left in an unstable
state and an outer shell electron drops to the ground state in order to reestablish the
equilibrium. The energy released in this electron transition can be emitted in the form
of x-ray radiation or transferred to another atomic electron, which is then ejected from
the atom (Auger eﬀect).
The probability that radiative emission takes place is given by the ﬂuorescence yield
WK . It is expressed as a function of the atomic number Z as:
WK =
Z4
Z4 + 1.12 · 106 (3.9)
In the case of a radiative transition following the ionization of the K shell, the most
probable transitions are shown in ﬁg.3.6. Among them, the Kα transition (2p → 1s)
is the most probable and gives rise to the most intense line. The probability that an
electron of energy E knocks out an electron of the K shell, whose binding energy is EK ,
depends on the internal shell (K,L,M,...) ionization cross section, given by [38]:
σK =
πe4
EEK
2bK ln
4E
cKEK
(3.10)
where bK and cK are empirical parameters which depend on the material properies. The
cross section has its maximum for electron energies slightly higher than the shell binding
energy and rapidly decreases. The intensity of the Kα signal will then be particularly
sensitive to the low energy tail of the electron distribution.
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Figure 3.6: Schematic representation of the radiative disexcitation transitions for an ionized atom in the
K shell. An upper shell electron drops to the ground state to re-establish the equilibrium. The
Kα transition is the most probable.
The number of Kα photons emitted when a material of thickness dx is crossed by n
electrons of energy E is given by:
Nph = nσK(E)WKNidx (3.11)
Ni being the atomic density. Kα photons are uniformly emitted and the formula gives
the total value in a solid angle Ω = 4π .
Another characteristic of the Kα emission, which is particularly interesting in its appli-
cation to shock radiography, is represented by its short temporal duration. As we are
concerned by the Kα emission generated by the hot electron population, its duration is
directly related to the typical electron thermalisation time in the solid. Since, the hot
electrons are generated during the laser pulse duration, it is reasonable to consider the
Kα emission not sensibly longer than the laser pulse.
In our experiment, high energy Kα x-rays are employed in the radiography of a shock
compressed material. The CPA laser used in the x-ray source generation had a 1 ps
pulse, so that we can suppose almost the same duration for the Kα emission. This is of
considerable importance in our experiment, as it allows probing a well deﬁned plasma
state, given that the hydrodynamic evolution is  100 ps.
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3.3 New diagnostics for Warm Dense Matter
Having introduced the proton and Kα beams, we can now discuss how they can be used
in WDM probing. In particular, we will investigate their application in measurements
of density and temperature, as these are two of the most important parameters involved
in several controversies. Accessing to a third parameter, other than shock and particle
velocity, is fundamental since it allows to reach higher accuracy in EOS measurements.
In this thesis we have investigated three novel techniques, being successfully applied
to shock compression experiments. Hard x-ray radiography and high energy proton
radiography are proposed as diagnostic tools for direct density measurements, while
collective x-ray thomson scattering allows to access electron temperature, electron den-
sity and collective eﬀects of dense plasmas.
The experimental results obtained with each technique will be discussed in the next
three chapters. Here we will shortly present the basic principles of each measurement.
3.3.1 X-ray radiography
X-ray backlighters are often used in high energy density experiments as standard tech-
niques to diagnose hydrodynamic evolutions. In particular precise informations on shock
trajectories, interface motion and instability growths can be obtained with time resolved
radiography. In inertial conﬁnement research this is an useful technique to study the
capsule implosion and Rayleigh-Taylor instabilities, while in the astrophysical context,
it can be suitably applied to the investigation of jets hydrodynamics or radiative shocks,
for instance.
While most of times time-resolved x-ray radiography is used in indirect compression
measurements ([4]-[9] for example), a direct approach was followed by Hammel et al.
in [39]. Here, Fe K-shell emission at ∼ 6.7 keV was used to probe shock compressed
CH targets. By using a slit pinhole coupled to a streak camera, the x-ray transmission
was obtained as a function of time. The 1D measurement, though, could not allow to
take the details of the shock front shape into account, necessary to correctly determine
the actual x-ray path through the shocked material. In particular, neglecting the shock
curvature leads to an underestimate of the linear density in the shock compressed re-
gion. The measurement, thus, results in a lower limit of the compression.
Since that work, it has been clear that a 2D shock image is essential in order to obtain
high precision density measurements from x-ray radiography.
Diﬀerent techniques are generally used to obtain 2D x-ray images. Most of the time,
these diagnostics include reﬂective-optics systems, metal mirror Kirkpatrick−Baez (KB)
microscopes [40], multi-layer coated KB microscopes [42], x-ray framed microscope [41],
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bent crystal KB microscopes, single spherical [43] or toroidal crystal microscopes [44]
or more complex compound grazing incident systems as Wo¨lter microscopes [45]. Many
of these methods can be well adapted to the x-ray radiography technique; their use is
nevertheless limited to a few keV. If hard x-rays need to be used, the most practical
way to obtain a 2D x-ray image relies on the point projection conﬁguration.
In a point projection conﬁguration, a x-ray source produces a ﬂash of radiation. The
Figure 3.7: Schematic representation of the point projection technique.
x-rays are then used to backlight the sample and are recorded on a x-ray sensitive
detector (see ﬁg.3.7). In this way, an imaging system is combined with information on
the absorption from the sample. Therefore, point projection imaging can be used to
obtain direct density measurements.
3.3.1.1 Principle of the measurement
In shock compression contexts, the idea is to obtain a snapshot of a spherical shock. The
2D image is then “inverted” to extract the density proﬁle behind the shock front. This
technique overcomes a lot of concerns previously discussed. First of all, the measure-
ment being done on a snapshot, it does not require steady shocks, which are instead
of crucial importance in many of the standard measurements described before. The
spherical approach, then, does not require the use of high quality phase plates for the
planarity.
This technique can be implemented to standard velocity diagnostics, providing absolute
EOS measurements. Its ﬁrst application was tested on the OMEGA laser [46], where
shock compressed polystyrene was radiographed (ﬁg.3.8) to obtain EOS hugoniot data.
In that experiment, the x-ray source was generated in the interaction of a ns laser with a
backlighter target. The source size was artiﬁcially reduced by means of a 10 μm pinhole
and the transmitted radiation was collected on a x-ray framing camera. The density
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change associated to the shock compression causes a diﬀerence in the x-ray absorption.
A high transmission is related to weakly compressed regions, while the darker parts of
the image correspond to higher densities. Therefore, recording the transmitted signal
from the whole target allows to obtain a density map.
In order to get quantitative measurements, the detector must show a good contrast
Figure 3.8: Radiograph of a shock compressed polystyrene.
between the shocked and unshocked part of the target, which induces strict limits on
the choice of the x-ray source. The photon energy must not only account for the target
density, thickness and Z, but also for the expected compression. In [46] a ∼ 5 keV x-ray
backlighter source generated with a long (ns) pulse laser was well adapted to probe CH
targets (see ﬁg.3.8). However, in order to investigate higher Z materials, one needs to
employ more energetic radiation. In this case, thermal x-ray are no more suitable, as
they cannot exceed few keV. A two to four contrast ratio is usually well adapted to
obtain high quality radiographs. For high Z plasmas this condition requires x-rays of
∼13 keV, as shown in ﬁg.3.9, where we plot the x-ray transmission from 400 μm thick
Al at normal density and for a typical 2.0 fold compression.
In order to achieve such energies, Kα emission generated by ultraintense laser beams
(IL > 10
17W/cm2) represents a promising candidate. We have discussed the Kα genera-
tion mechanism in 3.2.3, underlining two other important advantages: its short temporal
duration and its high monochromaticity. During the Kα emission (almost coincident
with the laser pulse), there are no considerable changes in the plasma hydrodynamics
(occurring on ∼100 ps scales) and a precise state of matter can be probed. Moreover,
a highly monochromatic beam simpliﬁes the data analysis, allowing to reach a much
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Figure 3.9: ∼2 contrast ratio is expected between shocked and unshocked aluminum in a 400μm sliver
with ∼ 13 keV x-rays.
higher precision on the density measurement. The importance of the total radiation
spectrum emitted by the backlighter target will appear clear in the section dedicated to
the data analysis. In the experiment we used a Molybdenum Kα at 17.5 keV, which was
the best compromise between energy requirements and easiness of practical handling.
In this case we expect a contrast of ∼1.8
To extract the density from the acquired radiographs, one needs to consider that
the obtained absorption values come from a line integral of the local absorption. This
means that each point on the image accounts for the absorption obtained along the
whole line of sight. The projection of the transmission onto the image plane is hence
proportional to the corresponding line integral over the density ρ(r). If the shock front
has a spherical, cylindrical or a more general azimuthal symmetry, it is possible to use
Abel inversion to directly extract the local density.
The general Abel transform may be written as:
S(y) = 2
∫ R
y
f(r)r√
r2 − y2dr (3.12)
where S(y) represents the observed data and f(r) is the function to be determined.
The inversion formula is given by :
f(r) = − 1
π
∫ R
r
dS(y)
dy
dy√
y2 − r2 (3.13)
In our analysis we can obtain an equation equivalent to eq.3.12, where the observed
data S(y) are represented by the experimental transmissions. To come to the suited
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formula we must consider the areal density in the radiograph direction.
Figure 3.10: Azimuthal symmetry to perform Abel inversion
If azimuthal symmetry about the shock propagation axis is considered (ﬁg.3.10) the
areal density in the radiograph direction can be written as:
ρz = 2
∫ a
y
ρ(r)rdr√
r2 − y2 + ρ0(L− 2
√
a2 − y2) (3.14)
Here, the ﬁrst term refers to the shocked region, while the second term accounts for
contributions from the unshocked part of the target. If we deﬁne β(r) = ρ
ρ0
− 1, eq.3.14
can be expressed as:
ρz = ρ0
(
2
∫ a
y
β(r)rdr√
r2 − y2 + L
)
(3.15)
We need then to relate the areal density encountered by the photons in their prop-
agation through the target to the recorded transmission. This is done in the easiest
case by the Beer-Lambert law, I = I0exp(−μρz), which expresses the transmitted x-ray
intensity after propagation in a layer of density ρ and thickness z. The quantity μ is
the mass attenuation coeﬃcient and it will be discussed in the next section. From this
equation we can easily extract ρz = − 1
μ
ln
(
I
I0
)
. When we insert this expression in
eq.3.15 we end up with:
− 1
ρ0μ
ln
(
I
I0
)
− L = 2
∫ a
y
β(r)rdr√
r2 − y2 ≡ F (y) (3.16)
which has exactly the form of eq.3.12. Its inversion is given by eq.3.13 and it can be
explicitly written as:
β(r) = − 1
πρ0μ
∫ a
r
dF
dy
dy√
y2 − r2 (3.17)
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From our experimental transmission data we can thus directly infer the compression
factor ρ/ρ0 by Abel inversion.
When writing the Beer-Lambert law as I = I0exp(−μρz) one must keep in mind that
it is valid for a monochromatic radiation. If the radiation is “quasi monochromatic”,
i.e. the spectrum is a narrow band around a precise wavelength, we can deﬁne a “mean
mass coeﬃcient”, still using eq.3.17 as a good approximation. If, on the other hand, a
broad-band component contributes to the emission, one must account for the attenua-
tion of the whole spectrum. Therefore, it appears crucial to have a precise knowledge
of the incident spectrum in order to obtain a correct evaluation of the absorption and,
hence, of the density.
In this analysis another assumption is made by considering that the mass absorption
coeﬃcient remains constant with temperature. This assumption is valid for incident
x-ray energies hν well above the K-edge in the sample material and for low sample
temperatures, when hν/kT 	 1. To better understand the absorption mechanisms
as well as how the shock compression can inﬂuenced it, it is worth recalling the basic
principles of the x-ray interaction with matter.
3.3.1.2 X rays interaction with matter
The interaction between x-rays and cold matter involves elastic, inelastic scattering and
photo-electric absorption. The cross section for each of these processes is wavelength
and material dependent. Elastic scattering contribution comes mostly from tightly
bound electrons (Rayleigh). Inelastic scattering occurs when x-rays can transfer energy
to the free or loosely bound electrons (Compton). In the photoelectric process, the
photon transfers its energy to a bound atomic electron, ionizing the atom. The cross
sections for this phenomenon are characterized by a sequence of jumps at absorption
edges, where x-rays have enough energy to remove the electron from a particular shell.
For soft x-rays, incoherent scattering is negligible while the coherent scattering accounts
for less than 1% so that the most important process is the photoelectric absorption. At
higher energies, scattering prevails and the photoelectric cross section decreases very
sharply with energy. The interaction of a x-ray photon of energy E with an atom is
described by the complex amplitude
A(E, θ) = Aθ[f1(E) + if2(E)] (3.18)
where Aθ is the amplitude resulting from the scattering on a free electron and θ is the
scattering angle. The atomic scattering factors f1(E) and f2(E) describe respectively
the overall scattering and photon absorption by the atom. They can be considered being
θ independent as the x-ray wavelength is larger than the atomic electron distribution
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size. Relativistic quantum dispersion theory can be used to obtain the values of f1(E)
and f2(E), leading to:
f1(E) = Z +
40mec
he2
∫ ∞
0
W 2σ(W )
E2 −W ”dW −Δrel (3.19)
f2(E) =
20mec
h
Eσ(E) (3.20)
where Z is the atomic number of the scatterer, σ(E) is the photoabsorption cross section
and Δrel a relativistic correction factor that can be ignored except near the absorption
edges.
The macroscopic x-rays matter interaction can be described through the complex re-
fractive index:
n˜ = 1− δ − iβ (3.21)
The amplitude of the electromagnetic wave after propagation on a distance s through
the material is:
A = A0exp(−2πβs
λ
)exp(
i2πδs
λ
) (3.22)
and as a consequence the intensity is:
I = |A|2 = I0exp(−4πβs
λ
) (3.23)
where A0 and I0 are respectively the amplitude and the intensity of the incident elec-
tromagnetic wave. Thus the phase change is 2πδs/λ and the absorption is exp(−μ′s)
where
μ′ =
4πβ
λ
(3.24)
is the linear attenuation coeﬃcient.
The macroscopic quantities δ and β are related to the atomic scattering factors f1 and
f2 via: δ = Kf1, β = Kf2 with K:
K =
reλ
2
2π
NA
A
ρ (3.25)
where re =
e2
mc2
is the classical electron radius, NA the Avogadro number, A the
atomic weight and ρ the density of the material. We can deﬁne the mass attenuation
coeﬃcient μ = μ′/ρ so that I0exp(−μρs) is the intensity transmitted through a material
layer of thickness s.
The values of the mass attenuation coeﬃcient as function of the incident x-ray energy
for aluminium are plotted in ﬁg. 3.11.
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Figure 3.11: Mass attenuation coeﬃcient values for Al from NIST.
The mass attenuation coeﬃcient depends on the energy of the incident radiation. For
a polychromatic X-ray beam eq.3.23 needs to be applied to each component of the
spectrum:
I(ν)dν = I0(ν)exp(−ρμ(ν)s)dν (3.26)
The shock wave changes the atomic layers due both to compression and heating. In
this way it has impacts on the photoelectric absorption cross section. As we will see
later, though, for our typical conditions these eﬀects are negligible and the cold mass
attenuation coeﬃcient values can be used even for the shocked target.
3.3.2 Proton radiography
The idea to use protons as a radiographic source has circulated for several years [47],[48].
Their use for biomedical applications was also proposed [49],[50] for example. Ion beams
from accelerators have also been used to probe electric ﬁelds [51]. In [52], bursts of 800
MeV protons from accelerators were successfully employed to radiograph objects with
integrated areal densities near 50 g/cm2. However, practical diﬃculties exist in cou-
pling particle beams from conventional accelerators to laser-plasma experiments. As a
consequence, their application in these contexts is highly limited. Moreover, the spatial
and temporal resolutions achieved with these sources are typically of ∼200 μm and 50
ns respectively, which are far too low for laser-plasma physics.
On the other hand, protons from high-intensity laser-matter interaction present unique
properties that make them more suitable for warm dense matter experiments. In par-
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ticular, the high temporal and spatial resolution required in such experiments can easily
be obtained due to their speciﬁc properties [53].
So far, the main application of proton probing concerns its unique capability to detect
electromagnetic ﬁelds. Direct information on electric ﬁelds generated in the laser-plasma
interaction has be obtained in various experiments [53]-[57]. The high temporal reso-
lution is here of fundamental importance, as it allows to detect highly transient ﬁelds,
typical of ICF plasmas.
Several radiographic applications of laser-produced protons have then been reported.
Proton radiography of thick targets in [58]-[59] have allowed to reach direct informa-
tion on their areal density, underlying the possibility to reach micron spatial resolution.
Radiography of thin objects, i.e. with an areal density smaller than the proton range,
has also been studied, in [60],[57] for instance.
However the possibility to use proton radiography as diagnostic for dense plasmas gen-
erated in laser-driven shock compression, has not been deeply investigated yet. Laser
driven implosion of plastic microballoon was for the ﬁrst time studied in [61],[57],[62]. In
this case information on the compression ratio was obtained with the aid of Monte-Carlo
simulations. In [63] a ﬁrst attempt to study shock compressed targets is presented. In
that experiment, though, the important scattering prevented the shock to be probed.
In our experiment we wanted to investigate in more details the feasibility of this tech-
nique.
In the following sections, as done for the x-ray radiography, we will present the principle
of the measurement as well as the major physical processes involved in the interaction
of proton beams with matter. The experimental results will be presented and discussed
in chapter 4.
3.3.2.1 Principle of the measurement
The density measurement from proton radiography is not as straightforward as for x-
rays. The interaction of charged particles with matter includes several processes which
have important eﬀects on the imaging mechanism. The mutual dependence of these
processes makes it diﬃcult to establish a functional relation between the target density
and the radiograph. As a counterpart, high energy protons have a greater ability to
penetrate thick materials than x-rays and they can give a higher signal to noise ratio.
Besides, protons are sensitive to the materials composition, which can then be distin-
guished, while density is the only relevant parameter when dealing with x-rays. Finally,
protons can easily provide views from multiple angles, which is a challenge for X-ray
beams. For these reasons, proton radiography is worth investigating as a new diagnostic
tool.
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Proton propagation into matter is mainly aﬀected by two important processes: mul-
tiple Coulomb scattering and energy losses.
Coulomb collisions causes the protons to be scattered at small angles. Therefore the
trajectory has a random character which prevents a direct estimation of the sample
density via the Abel inversion, as it was done in the case of X-rays. Moreover, small
angle scattering can have an undesirable blurring eﬀect on proton radiographs, when
dealing with low energy protons.
The energy losses of a proton beam propagating through matter depend on the ini-
tial protons energy and on the material density. As a consequence, if we consider the
case of a monochromatic proton beam going through a density gradient, the energy
losses diﬀer for diﬀerent parts of the beam, depending on the path followed in the prop-
agation. When using a radiochromic ﬁlm (RCF) stack as detector, each layer selects
a narrow range of proton energies (we will discuss this point in details in paragraph
5.3). As a consequence, diﬀerent layers account for protons with diﬀerent energies. A
deep analysis of the whole RCF stack is thus required to achieve a complete information
on the energy losses. The phenomenon gets more complex when using laser produced
protons as they have a wide energy spectrum. Each ﬁlm can then contain contributions
from protons with diﬀerent initial energies which become equal after propagation in the
density gradient. Low energy protons that have gone through weak densities and high
energy protons passed through higher density regions can end with the same energy
and can then be stopped in the same ﬁlm. In this case a good knowledge of the incident
proton spectrum is also necessary to estimate the energy losses.
Due to the complexity of the involved processes, density measurements from proton
radiography are obtained with the aide of statistical simulations, such as Monte-Carlo
methods, which describe the proton propagation through matter. The proton beam
properties (spreading, energy, etc...) are strongly aﬀected by the density proﬁle they
are propagating through. Therefore, the idea is to estimate the correct target density
by evaluating the eﬀects it has inferred to the beam. In particular, we can consider the
spatial and spectral proton distribution after propagation. The proper density proﬁle is
assumed to be the one that gives the same experimental proton proﬁle on the detector.
This is an iterative process (ﬁg.3.12): from an initial density proﬁle, the Monte-Carlo
simulation gives a corresponding proton distribution on the detector; the comparison
with the experimental data indicates a correction for the density proﬁle to be inserted in
a new simulation. The process is repeated until a good agreement between experimental
and simulated proﬁles is obtained.
In our experiment, the density gradient was associated to shock compression. We
can hence use the density proﬁle obtained from 1D or 2D hydrodynamic simulations as
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Figure 3.12: The correct density of the radiographed object can be estimated through an iterative process
involving Monte-Carlo simulations for a description of the proton propagation in matter.
input parameter in the Monte-Carlo code.
A deeper description of the Monte-Carlo code will be given in section 5.6; here we will
describe the main physical processes involved, included in the code: the proton stopping
power and the multiple Coulomb scattering. Imaging via small angles scattering will
also be discussed, as the principal imaging mechanism in our experiment.
3.3.2.2 Proton stopping Power
When a particle propagates through matter, it loses energy trough interactions with the
material constituents. Heavy particles at moderately relativistic energy deposit their
energy mainly through ionization, while emission of radiation is the most important
process for light ultra-relativistic particles energy losses.
The total stopping power can be divided into two contributions: the nuclear stopping
power and the electron stopping power. The nuclear stopping power takes into account
the energy transfer between the incident particle and the atomic nucleus. It contributes
at very low incident particle energy: for 20keV protons hitting an aluminum atom, the
nuclear stopping is less than 1%. As we will deal with MeV protons, nuclear stopping
power will be neglected. Electronic stopping power accounts for the interactions of
the incident particle with medium’s electrons. There is not an unique theory able to
describe electronic stopping power, as the processes involved are diﬀerent according to
the incident particle energy. Therefore, distinguished approaches are used to calculate
its contribution over three diﬀerent energy ranges, as shown in table 3.1. From the same
table, we also observe that for proton energies typical of our experiment (1-20 MeV),
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the stopping power can be described within the Lindhard and Bethe-Bloch frameworks.
Energy (MeV/amu) gamma factor Framework
< 10 < 1.01 Lindhard
10− 106 1.01-1000 Bethe-Bloch
> 106 > 1000 Radiative Losses
Table 3.1: Diﬀerent approaches are used to describe the proton stopping power according to the incident
particle’s energy. Here we show the theoretical framework applied to each of the three main
regimes.
Lindhard’s approach This picture is used when the incident particle velocity is
comparable or smaller than the mean velocity of the target electrons. In this case,
the atomic electrons have time to propagate the eﬀects of the interaction around and
ahead the particle track. As a consequence, the interaction is best described as the
one occurring between a charged particle with a gas of free electrons [64]. Energy
transfer to collective processes are included, as this model naturally accounts for both
electron polarization by the charged particles and plasma density ﬂuctuation. The
target is described as a zero-temperature gas of free electrons on a ﬁxed uniform positive
background. The initial electron plasma is of constant density, and the interaction of
an incident charged particle is described as a perturbation on the electron gas. The
total electronic stopping Se may be formulated as:
Se =
∫
I(v,Ne)Z
2
incNedV (3.27)
where I is the stopping interaction function of a particle of unit charge with velocity v
in a plasma of electronic density Ne. Zinc is the charge of the incident particle and the
integral is performed over the whole volume V of the target.
Bethe-Bloch theory When the incident particle velocity is “fast” with respect to
the mean orbital velocity of atomic electrons, energy losses are mostly related to the
interaction with bound electrons. In this formulation, the interaction can be considered
as impulsive, i.e. a small and sudden perturbation of the atom. The atom is treated as
a collection of harmonic oscillators. Starting from Bohr’s treatment in 1913, a modern
expression of the electronic stopping power in this regime can be written as:
S = K
Z2inc
β2
Z2
A
[
ln
2mc2β2
(1− β2)− 〈I〉 − β
2
]
(3.28)
Here Z2 and A are the atomic number and atomic weight of the target material, Zinc
is the charge of the incident particle and β the relativistic parameter. I is the mean
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excitation potential of the material which takes into account the total contribution of
the bound electrons. It is given by:
ZblnI =
∑
n
fnlnEn
where Zb is the number of bound electrons in state n with binding energy En and
oscillator strength fn. Averaged ionization potential were obtained experimentally for
diﬀerent materials and they are tabulated by Andersen and Ziegler [65]. The constant
K in eq.3.28 is 0.307 MeVmol−1cm2; the units are chosen so that the stopping power is
expressed in MeV/g cm−2. Eq.3.28 is accurate to about 1% for protons in solids in the
energy range of 1-100MeV. Correction terms can be added as shown in [66].
3.3.2.3 Coulomb scattering
We have seen that the dominant source of energy loss for heavy charged particles is
the inelastic excitation and ionization of atomic electrons. In the Coulomb interactions
with these electrons, the incident particle is deﬂected and its trajectory departs from a
straight line during its propagation through matter.
Let’s consider a particle of mass M, charge Z1e and velocity v incident on a material
whose particles have mass m, charge Z2e and are at rest. Due to the interaction between
the Coulomb ﬁeld of the incident particle and the charged particle in the target, the
incident particle is given a perpendicular momentum p⊥:
p⊥ =
2Z1Z2e
2
bv
(3.29)
where b is the impact parameter. It will then be deﬂected by a small angle given by
  p⊥
p
=
2Z1Z2e
2
bvp
(3.30)
where p = Mv is its momentum. The diﬀerential cross section for scattering with
an impact parameter between b and b + db is 2πbdb, which can be related to the cross
section between  and +d. For a Coulomb potential the exact form of the scattering
diﬀerential cross section is given by the Rutherford scattering formula:
dσ()
dΩ
=
1
4
Z21Z
2
2r
2
e
(
mc
βp
)2
1
sin4(/2)
(3.31)
Here re =
e2
mc2
is the classical electron radius and β = v/c the relativistic parameter.
The sin−4(/2) dependence of the cross section shows that small angles scattering is
more probable than large ones. The Z and v dependence, then, implies that the diﬀusion
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is more eﬃcient for low energy particles propagating in a high Z solids. The Rutherford
scattering formula, though, is not valid at very small or very large angles. At small
angles, corresponding to large impact parameters, the Coulomb potential of the nucleus
is screened by the atomic electrons, so that the cross section can be written as [67]:
dσ()
dΩ
= 4Z21Z
2
2r
2
e
(
mc
βp
)2
1
(2 + 2min)
2
(3.32)
Eq.3.32 avoids the divergence at  = 0, having a minimum value for the angle
min. min is estimated as the minimum between the classical calculation of eq.3.30
using the atomic radius ra =
a0
Z
1/3
2
(with a0 the Bohr radius) as impact parameter or
by the quantum mechanical limit coming from the uncertainty principle.
For our conditions, the quantum limit leads to a smaller value and that is what we
have used in the code. The expression for the minimum angle is then given by:
min = αZ
1/3
2
mc
p
(3.33)
where α = e2/c ∼= 1/137.
3.3.2.4 Imaging via multiple scattering
The proton stopping power is the basic mechanism involved in the proton radiography
when the beam interacts with an object whose thickness is much greater than their
stopping range. Signiﬁcant changes in the beam intensity are observed even when
protons propagate through thin objects, i.e. with an areal density much smaller than
the stopping range. Thin objects images were initially attributed to electrical charge-up
of the object itself due to hot electrons preceding the proton beam [53]: the image was
then attributed to by proton pile up due to the electric ﬁeld deﬂection.
In fact, this eﬀect is not necessary to explain the observations, as small angles
scattering alone can reproduce the experimental data [68]. When the protons propagate
into the material they undergo several collisions with the nuclei and they are subjected
to a larger lateral spread than the protons going through vacuum. At the edges of
the object, the diﬀerences in the lateral spreads produces a perturbation in the beam
intensity proﬁle, while far away from them the beam remains unperturbed, provided
that the object is thinner than the proton stopping range.
The process is outlined in ﬁg.3.13, where the protons are represented as a divergent
beam 3.13a. The eﬀect of scattering is to change the divergence of the beam itself
3.13b, which translates into a diﬀerent particle areal density. At the edge of the object,
the intersection of the two parts of the beam creates a modulation. Particularly protons
accumulate in a small region in the vacuum (or more generally in the region at weaker
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Figure 3.13: Protons that propagate through matter are subjected to a larger lateral spread than those
propagating through vacuum. At an object edges the diﬀerence in the spread produces a
perturbation of the beam intensity.
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densities) 3.13c-d, resulting in the observed pile up. The conservation of the mass then,
induces a minimum next to the higher density region.
In the case that the transverse size of the object is larger than the perturbation width,
only the edge of the object is visible, ﬁg.3.13c. As we will see, this is the case of our
target edges, ﬁg.5.10. If, on the contrary, the transverse size of the object is smaller than
the perturbation’s width, as typically in the case of a thin wire, then the perturbations
due to two adjacent edges can superimpose, producing deeper eﬀects in the intensity
proﬁle, 3.13d. The two proton accumulations can be observable at each side of the
wire, while the depletion regions are superimposed in a deep minimum in the intensity
proﬁle.
3.3.3 X-ray scattering
Before describing x-ray scattering from dense plasmas, we think it can be useful to
review some basic aspects of light scattering. After a quick review of scattering on
single electrons, we will brieﬂy illustrate the use of optical Thomson scattering as a
low-density plasma diagnostic. In this way we will introduce some general scattering
concepts, like the collective and incoherent regimes, furnishing the necessary background
to understand the scattering process in the x-ray regime. In the end of the chapter,
we will ﬁnally describe how dense plasma temperatures and electron densities can be
obtained through x-ray Thomson scattering.
3.3.3.1 Scattering from single electrons
Soon after he discovered the electron, for which he was awarded the nobel price in 1906,
J.J.Thomson presented a theory for the scattering of electromagnetic radiation from free
electrons, a process that still carries his name. The principle of Thomson theory is based
on a quite simple picture: the oscillating ﬁeld of an incident planar electromagnetic wave
causes the free electron to oscillate at the wave frequency inducing a dipole radiation
due to the charge acceleration.
Let’s consider an electric ﬁeld E= E0e
iωt incident on an atom. In the limit of low
incident energies, as for visible light, the momentum transfer from the photon to the
electron of mass m is considerably small, k << mc, and quantum corrections can be
neglected. In response to E, an electron of the atom will vibrate with oscillations of
amplitude:
x =
eE0
m(ω20 − ω2)
(3.34)
where for simplicity we have considered just one oscillator of natural frequency ω0
and we have neglected any damping. The power Ps scattered by an atom in all directions
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can be found by considering the power emitted from an accelerated charge P =
2
3
e2a2
c3
,
where a is the acceleration. In the case of an oscillator, the acceleration can be expressed
as a = −ω2xeiωt so, using eq.3.34:
Ps =
e2E20
3m2c3
ω4
(ω2 − ω20)2
(3.35)
Dividing this equation by the time averaged Poynting vector < S >= (c/8π)E20 , we
obtain the cross section for the scattering process as function of frequency:
σ(ω) =
8π
3
(
e2
mc2
)2
ω4
(ω2 − ω20)2
(3.36)
If any of the natural frequency of the system is higher than the frequency of the
incident light ω0 	 ω, in ﬁrst approximation the scattering is proportional to the forth
power of the frequency and we ﬁnd the usual Rayleigh scattering responsible for the
blue color of the sky.
On the other hand, in the limit of small natural frequencies ω0 ∼ 0 or for completely
unbound electrons, the cross section tends to a constant value, called the Thomson
scattering cross section given by:
σ =
8π
3
(
e2
mc2
)2
= 6.65210−25cm2 (3.37)
In these regimes the scattered light is emitted at nearly the incident frequency and it
is broadened by Doppler shifts because of electrons motion. The observation of Thomson
scattering in the laboratory had to wait for ﬁfty years until the lasers could furnish a
strong enough source to produce a detectable scattered signal.
3.3.3.2 Scattering from particle ensembles
The ﬁrst experimental results of scattering from electrons were, however, obtained with
radar waves in 1958, when Bowles, under the suggestion of W.E.Gordon, ﬁrst observed
41 MHz microwaves backscattered from the earth’s ionosphere [69]. In this case the
radiation was scattered by a whole ensemble of particles and the obtained results led
to important theoretical conclusions. From these experimental data, theorists [70]-[74]
realized that scattering is intimately connected to the spectrum of density ﬂuctuations
of the particles in the system. In the following, we will consider a collection of electrons,
which is the most usual scatterering system. The scattered spectrum is then determined
not simply by the Doppler broadening due to thermal motion of the individual electrons,
but by the character of the density ﬂuctuations. In particular, the net scattered power
depends on the amplitude of the density ﬂuctuations. The total power scattered from
a uniform distribution of particles in the scattering volume would be almost zero, as a
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result of the interference between contributions of opposite phase.
In the general form, the scattered power from the electron gas can be expressed as:
Ps(ω)dω = σT I0NeV S(k, ω)dω (3.38)
where V is the scattering volume, Ne the electron density, I0 the incident radiation
intensity and σT is the Thomson cross section deﬁned in 3.37. S(k, ω) contains the
information on the frequency spectrum of the ﬂuctuations at a given wavevector k and
it is called the dynamic structure factor. Its physical meaning can be understood in
the context of a microscopic description of a ﬂuid. The dynamic structure factor is
indeed directly related to the Van Hove function, which describes the equilibrium local
density-density time correlation function. In a general formulation, for a number of
particles N , it can be written as:
G(r, t) =
1
N
〈
N∑
i=1
N∑
j=1
∫
δ[r′ + r− ri(t)]δ[r− rj(0)]dr′
〉
(3.39)
where ri(t) and rj(t) are the vector positions at time t of the particles i and j respec-
tively. The physical interpretation of the van Hove correlation function is that G(r, t)dr
is proportional to the probability of ﬁnding a particle i in the region dr at time t,
given that there was a particle j at the origin at time 0. Rather than considering the
density-density correlations in real space, it is often convenient to focus on their Fourier
components, F (k, t) =
∫
G(r, t)e−ikrdr, where F (k, t) is often called the intermediate
scattering function. Its spectrum:
S(k, ω) =
1
2π
∫ ∞
−∞
F (k, t)eiωtdt (3.40)
is the Dynamic Structure Factor. It immediately follows that:
S(k,ω) =
1
2π
∫ ∞
−∞
eiωtdt
∫ ∞
−∞
G(r, t)exp(−ik · r)dr (3.41)
As we will see later (eq.3.46), a direct proportionality exists between the scattering
cross section and the dynamic structure factor. It thus follows that a measurement of
the scattering cross section is equivalent to determine the van Hove function G(r, t). A
deeper treatment of S(k, ω), directly related to the ﬂuid dynamics, as well as its other
important properties can be found in [75].
The Dynamic Structure Factor is related to the static structure factor S(k):
S(k) =
∫ ∞
−∞
S(k, ω)dω (3.42)
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S(k) is an extremely interesting quantity as it is experimentally accessible.
In particular, for systems where the atoms interact through pairwise-additive forces,
all the thermodynamic macroscopic quantities can be written as integrals over the
pair distribution function g(r). The pair distribution function measures the density
probability that a particle is separated by a distance r from another one. In this case
the static structure factor can be express as:
S(k) = 1 + n
∫
dr[g(r)− 1]exp(ik · r) (3.43)
where we have introduced the quantity n, the local particle density.
3.3.3.3 Scattering from classical plasmas
In a plasma, electrons are the only important scattering particles, as ions, due to their
higher mass, suﬀer little acceleration in an electromagnetic wave ﬁeld. Their contri-
bution to the total scattered power can be neglected. Therefore the spectrum of the
scattered light is only determined by the electron density ﬂuctuations.
The wavelength of the density ﬂuctuation that yields scattering depends on the wave-
length of the incident radiation as well as on the angle at which scattered light is
measured. Let’s consider again the same monochromatic wave incident on the plasma
in a given direction. The energy and momentum conservation require that: ω = ω0−ω1
and k= k0 − k1, where ω0 and ω1 represent now the frequency of the incident and
scattered radiation and ω the one of the plasma density ﬂuctuation. Similarly, k0 is the
wave number of the incident radiation, k1 the wave number of the scattered radiation
and their diﬀerence k represents the wave number of the electron density ﬂuctuation.
If θ is the scattering angle,
k = |k| = 4π
λ0
sin(θ/2) (3.44)
with λ0 the probe wavelength.
The character of the plasma density ﬂuctuations depends on whether the ﬂuctuation
wavelength is larger or smaller than the Debye length λD. The classiﬁcation of the
scattering process is usually given in term of the dimensionless parameter α = (kλD)
−1.
When α  1, the probe wavelength is much smaller than λD and the individual
electrons act as free particles, ﬁg.3.14. The scattered spectrum, thus, is determined by
the electron velocity distribution function: it is often gaussian in shape with FWHM
Δω given by
Δω
ω0
= 4sin
(
θ
2
)(
2kBTe
mec2
ln2
)1/2
It reﬂects the Doppler shift that is due to scattering from individual uncorrelated elec-
trons. For this reason, this type of scattering is often called incoherent and the scatter
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Figure 3.14: When α  1 the probe wavelength is much smaller than λD and the individual electrons act
as free particles.
power is in this case proportional to the number of electrons.
As α increases, the wavelength of the probe approaches or becomes bigger than
the Debye length, ﬁg.3.15. In this case, the density ﬂuctuations reﬂect a collective
Figure 3.15: When α  1 the scattering reﬂects collective behavior.
behaviour and the scattering is often referred as collective or coherent scattering. In
thermal plasmas, resonances start to appear at low frequency near the ion acoustic
wave ωia =
√
ZkBTek2
M
, where M is the ion mass and Z the ionization level, and at
high frequency near the Bohm-Gross frequency of the electron plasma waves ωBG =√
ω2p + 3
kBTe
me
k2, see ﬁg.3.16. The scattered spectrum, thus, presents two pairs of peaks
symmetric about the probe frequency and shifted by ±ωBG (the electron satellites) and
±ωia (the ion feature). The intensities and widths of these peaks are determined by the
damping of the associated plasma waves.
Today optical Thomson scattering is currently used to probe low density plasmas ([76]
as an example), giving relevant information of plasma temperatures, density, ionization
stage [77] or even dispersion of ion acoustic thermal ﬂuctuations [78] with extremely
high degree of accuracy.
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Figure 3.16: From [76]. Theoretical visible scattered spectra (k = 1.7 · 107m−1). Plasma conditions are
Te=Ti=100 eV, Z=6 while the electron density is varied to obtain diﬀerent α regimes. The
central ion feature and the two electrons satellites are shown in (a), while (b) contains the
details of the ion feature.
3.3.3.4 Scattering from dense plasmas
The application of this powerful diagnostic to solid density plasmas is limited by the
simple fact that they are opaque to optical and UV light. The investigation of plasma
with density > 1021cm−3 implies the use of diﬀerent sources. Recently x-ray Thomson
scattering was proposed as a new tool for WDM plasmas probing [79]. Direct measure-
ments of density, temperature and ionisation state in a dense plasma can be obtained
from spectrally resolved x-ray Thomson scattering [79]. The big advantage of employ-
ing x-ray radiation instead of visible light is that, in a same scattering conﬁguration, it
is possible to probe plasmas whose density is more than 6 order of magnitude higher.
This is evidenced in ﬁg.3.17, where the regimes accessible by Thomson scattering for
Beryllium plasmas are shown. In the electronic density-temperature representation, the
upper-left dark grey region represents Fermi degenerate states while the middle light
grey region is typical of strongly coupled plasma regimes. The solid lines indicate the
regimes accessible with a constant α of 0.1-0.3 for a 2400A˚ UV and 2.4A˚ X-ray source.
We can notice that with an x-ray source, strongly coupled and Fermi degenerate states
become directly accessible. Collective scattering can be achieved with smaller angles
and/or longer wavelength probes.
3.3.3.5 X-ray Thomson scattering
In dealing with x-ray scattering, the main diﬀerence from the usual optical scattering lies
in the higher energy associated with the incident radiation. As a ﬁrst consequence both
free and bound electrons in the plasma contribute to the scattering process. Another
relevant eﬀect is associated with an important amount of energy transferred from the
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Figure 3.17: Regimes accessible by Thomson scattering with α = 0.1 − 0.3 for a UV and X-ray probe.
Solid density regimes for Beryllium are accessible with a 2.4A˚ probe.
photon to the electron which is large compared to the electron’s kinetic energy. The
scattered photons are thus downshifted in energy by the Compton eﬀect, which is
expressed, in terms of wavelength, as:
Δλ =
h
mc
(1− cosθ) ∼ 24.3(1− cosθ)mA˚ (3.45)
where
h
mc
is called the Compton wavelength and m is the electron mass. Moreover the
scattered spectrum is broadened by the thermal motion of the electrons.
A detailed description of the x-ray scattering theory is given in [80],[81]. This treat-
ment can be applied to the description of scattering from degenerate to weakly coupled
plasmas; corrections for strongly coupling eﬀects can instead be found in [82]. Here
we will just limit ourselves to present the main features necessary to understand the
principle of the experimental measurement. Following recent works [80],[81],[82], the
sample is considered as a uniform plasma containing N ions per unit volume. We shall
label the nuclear charge of the ion as ZA, the number of electrons, including bound
and free ones, being ZAN. We will consider that the probe frequency ω0 is such that
ω0 	 EI , where EI is the ionisation energy of any bound electrons. This means that
we can neglect photon-absorption, the incident frequency being much greater than any
natural resonance frequency of the atom. It is useful to distinguish the electrons that
are kinematically free with respect to the scattering process and core electrons that are
tightly bound to the ions. For free electrons, the binding energy is less than the energy
transferred in the scattering process, while the opposite condition apply to the core
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electrons. If Zf is the number of free electrons and Zc the number of the core ones,
ZA = Zc + Zf . It should be underlined here that Zf can diﬀer from the true ionisation
state of the atom as it accounts for both truly free electrons (i.e. truly removed from
the atom) and the valence or conduction electrons.
It has been demonstrated [83] that the total x-ray scattering cross section can be written
as:
d2σ
dΩdω
= σT
k1
k0
S(k, ω) (3.46)
where S(k, ω) is the total dynamic structure factor of the plasma. In the treatment
of the x-ray scattering from a plasma we can follow the approach proposed [83] and [84]
where the free and core electrons contributions are separated. For isotropic cases, as in
the case of liquid metals or plasmas, the dynamic structure factor depends only on the
magnitude of k, |k|. The general expression for the dynamic structure factor can be
then written as, [80]:
S(k, ω) = |fI(k)+q(k)|2Sii(k, ω)+ZfS0ee(k, ω)+Zc
∫
S˜ce(k, ω−ω′)Ss(k, ω′)dω′ (3.47)
The ﬁrst term in eq.3.47 accounts for electrons that dynamically follow the ion mo-
tion, Sii(k, ω) representing the ion-ion density correlation function. This term includes
both core electrons, represented by the ion form factor fI(k), and screening free and
valence electrons, represented by q(k). The second term corresponds to the contribu-
tion from the density ﬂuctuations of the free electrons that are not correlated to the
ion motion. Inelastic scattering by core electrons is included in the last term of eq.3.47.
It comes from Raman transition to the continuum of core electrons within an ion, S˜ce,
modulated by the ions motion, Ss(k, ω).
The diﬀerent terms in eq.3.47 give rise to signals at diﬀerent frequencies. By resolving
the scattered spectrum, it is possible to evaluate the diﬀerent contributions from the
electrons of the plasma, giving the opportunity to access temperature, densities and
ionisation state measurements.
It is then clear that a good knowledge of the three partial structure factors is of
extreme importance in the analysis of the x-ray scattered spectrum. In the following
sections, we will establish the basic concepts necessary to calculate each partial structure
factor. In particular, we will focus on the method they were implemented in the code
we have used to simulate our scattered spectra.
The Ion Feature The Ion feature is representative of the ion-ion correlations, which
reﬂect the ion motion. These are density ﬂuctuations at low frequency which are ac-
tually not accessible experimentally. The dynamic structure factor in the cross section
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calculation can thus be approximate as Sii(k, ω) = Sii(k)δ(ω) and the static structure
factor is the only quantity that we need to calculate. As a consequence, the scattered
spectrum appears as a unique unshifted component at the same frequency of the inci-
dent radiation, often called elastic or Rayleigh component. The observed width of this
feature is solely determined by the instrumental resolution.
In simple liquids, S(k) is mainly determined by considering convenient reference sys-
tems and developing then variational approaches for the investigation of the considered
ﬂuid. In treating our plasmas, a considerable help comes from the theories of simple
liquid metals, characterized by the presence of conduction electrons, which require a
quantum-mechanical treatment.
Theories of the structure and thermodynamics of simple liquid metals have devel-
oped along two main directions. The two points of view are to some extent complemen-
tary, each of them being suitable as a reference system. On one hand, one can represent
the metal as a one component system in which the particles interact through an eﬀec-
tive, short-range pair potential. The usual perturbation methods can be applied and
a natural choice of the reference system is in this case the Hard-sphere liquid (HS). In
the HS picture, the potential is separated into a harsh repulsion v(r) =∞ appearing at
short range (r < d, the hard sphere diameter) and a much smoother attractive potential
v(r) = 0 acting at long range (r > d). An alternative approach is based on considering
the ions as a one component plasma (OCP). In a OCP, the electrons are replaced by a
uniform background, whose charge is identical but opposite in sign to that of the ions,
modeled as identical point charges. To account for the eﬀects of the ion-electrons in-
teraction on the properties of the ﬂuid, not included in the OCP, perturbation theories
are then used.
In the calculations of S(k), used for the x-ray scattering simulations, we have followed
the approach described in [86], where a system of charged hard spheres (CHS) in an
uniform background of electrons was used as reference. In this context, the OCP model
is used as reference system, but here the point ion charges are replaced by the eﬀective
hard core radius Rc, which can be greater than the actual ion-sphere diameter due
to the Coulomb repulsion between the ion cores. This approach allows to account
for their polarization, an important aspect in determining the short-range order. This
approach has the great advantage that it can be solved analytically in the mean spherical
approximation [86]. The CHS system is described in terms of the eﬀective hard core
diameter Rc, the packing fraction η =
π
6
NiR
3
c and the ion-ion coupling constant Γ, which
involve the ion temperature and the ion density Ni as the only parameters. The CHS
model, hence, allows to calculate the OCP factor only as a function of these two plasma
parameters. The resulting formula is explicit in [86] together with a complete description
of this model. This approach has shows excellent agreement with experimental data
from liquid metals as well as with Monte-Carlo simulations. Moreover it remains valid
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at fairly high values of coupling parameters Γ ( 20) so that thus allows to account for
strong ion correlations.
The electron dynamic screening then needs to be considered. The electrons in the
plasma do not form a rigid background as assumed by the OCP, but they are free to
move and compensate any charge imbalance. In the model, the electron response to
the ionic motion is thus taken into account through a linear-response approximation. A
screened ion-ion structure factor is obtained [87] by considering the screening correction
fv(k) on the bare ion-ion interactions. This requires the evaluation of the eﬀective
screening charge q(k), which can be obtained in [83] and [85]. It is expressed in terms of
the dielectric permittivity at frequency ω = 0 and the electron-ion correlation function
[75]. The screened ion-ion structure factor can then be expressed as, [87]:
SII(k) =
SOCPII (k)
1 + fv(k)SOCPII (k)
(3.48)
where the OCP limit is reproduced if fv(k) = 0, corresponding to a rigid background.
To complete the description of the ﬁrst term in eq.3.47 we need to calculate the ion
form factor fI(k). It can be deduced either from complicated calculations [88] or from
the use of hydrogenoid wave functions, [89].
The free electron feature In most of WDM plasmas, the electrons are weakly cou-
pled, while they exhibit strong degeneracy. The Random Phase Approximation (RPA),
which can be seen as a mean ﬁeld approximation, is the natural approach in the calcu-
lation of the electron structure factor. If strong coupling eﬀects come into play, a local
ﬁeld correction (LFC) must be introduced. LCF calculations are anyway not an easy
task and some approximations are required [82]. A detailed description of the electron
structure factor determination is given in [80]. Here we will illustrate qualitatively the
essential features in order to understand the experimental results.
As for the optical probe, the x-rays scattering in the collective or in the uncorrelated
regime produces a diﬀerent spectrum. Consequently, diﬀerent are the parameters di-
rectly accessible in each regime. In order to account for coupling and degeneracy eﬀects
in the description of the scattered spectrum, a generalized scattering parameter α is in-
troduced as α = 1/ks, where s is the characteristic screening length of the electrostatic
interactions. For an ideal plasma s is the Debye length and α ∼ (Te/Ne)1/2, the nature
of the scattering (uncorrelated or collective) depending on both electron temperature
and density. As degeneracy becomes important, the Debye length is no more represen-
tative of the screening. In the case of an ideal degenerate electron liquid, it must be
replaced by the Thomas Fermi screening length λTF =
√
20EF/3Nee2, where EF is the
Fermi energy (EF =

2
2m
(3π2Ne)
2/3 ). In this case α ∼ (Ne)1/6 so that scattering weakly
depends on the electron density while it is completely independent from the tempera-
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ture. Finally in the strong coupled plasma case, the screening length is represented by
the mean particle separation so α ∼ N1/3e .
For α  1 as mentioned before, the scattered spectrum is representative of the motion
of single electrons. The scattered feature is shifted towards the low energies and it is
broadened by the thermal motion of the electrons. Its evaluation thus gives a mea-
surement of the electron temperature. In ﬁg.3.18 we show the free electron feature for
diﬀerent temperatures. It is clear that the width of the free electron feature increases
with temperature. Therefore the measurement of the broadening gives directly access
to the electron temperature. In addition to the temperature, the scattered spectrum
Figure 3.18: Free electron dynamic structure in a degenerate plasma of Ne = 2.0·1023cm−3. The incident
radiation is at 4.5keV while the scattering angle is 90°.The scattering parameter is 0.5 for
Te = 0.5 eV, dotted dark blue line,and Te = 5 eV solid light blue line while it is 0.4 for
Te = 13 eV, orange dashed line.
gives information on the ionization level. As the temperature is raised, the number of
the electrons ionized or excited in the conduction band increases. As a consequence,
the ratio between the inelastic and the elastic component is expected to get bigger. An
estimation of ionization level is, therefore, directly accessible by comparing the inelastic
to elastic scattering ratio in the cold material and in the dense plasma.
The feasibility of these measurements was demonstrated in [90]-[91], where non collec-
tive x-ray scattered spectra from a dense radiatively hated Be plasma were obtained.
From these data, direct temperature and ionization measurements in a dense plasma
via x-ray thomson scattered spectra were achieved.
When α  1, the scattering reﬂects the collective behavior of the plasma and it
shows frequency resonances (plasmon modes) which are directly related to excitations
of fundamental modes of plasma oscillations, the electron plasma waves. As we will see,
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the plasmon shift evaluation direct accesses the electron density. On the other hand,
the dispersion yields information on the dispersion function (k, ω). The knowledge
of (k, ω) in high density plasmas is of extreme interest as it determines reﬂectivity
and transmission as well as thermal and electrical conductivities, thus being a critical
parameter characterizing the state of WDM.
In an electron gas considering a linear response approximation, the dispersion relation
for plasmons reads [24]:
ω2(k) = ω2p
[
1 +
< p2 >
m2e
k2
ω2p
]
(3.49)
where ωp is the plasma frequency. For the classical ideal electron gas the speciﬁc
mean kinetic energy is
< p2 >
m2e
= (3/2)kBT and we get the usual Bohm-Gross relation.
Introducing the thermal velocity, vT =
√
kBT/me we get:
ω2(k) = ω2p
[
1 + 3v2T
k2
ω2p
]
(3.50)
If we then account for the Compton component, the dispersion relation fully reads:
ω2(k) = ω2p + 3v
2
Tk
2 +
k2
2me
2
(3.51)
Here the ﬁrst term depends on the electron density through the plasma frequency and it
is the dominant contribution for large α. The second term is associated to the thermal
motion of the electrons, while the last one is the Compton contribution. For an ideal
Fermi gas,the dispersion relation contains an additional term associated to the Fermi
energy. It reads (S.Glenzer private communication):
ω2(k) = ω2p + 3v
2
T
[
1 + 0.0884NeΛ
3
e
]
k2 +
k2
2me
2
(3.52)
Λe = h/
√
2πmekBT being the de Broglie wavelength.
By spectrally resolving the scattered radiation in a collective regime, thus, we will be
able to directly access the electron density through the observed shift of the satellite.
In ﬁg.3.19 we show the electron-electron dynamic structure factor for diﬀerent values
of the density and of the parameter α, while the electron temperature was kept at 5 eV.
For a better understanding we have normalized the features at the same intensity. We
remark, though, that, due to the k1/k0 dependence of the cross section, the intensity
of the signal is weaker for higher values of α, making the detection of the experimental
signal in the collective regime much more diﬃcult than in the incoherent case.
Fig.3.19 shows another fundamental feature characteristic of the x-ray regimes: a single
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Figure 3.19: Free electron dynamic structure for a plasma at diﬀerent density with scattering parameters
varying in the collective scattering regime. The incident radiation is 4.5 keV while the scat-
tering angle is 30°, Ne = 4.0 ·1023cm−3 for solid orange line, Ne = 2.0 ·1023cm−3 for dotted
red line, and Ne = 0.5 · 1023cm−3 for dashed blue line corresponding to values of α of 1.6,
1.3 and 0.9 respectively. The three cases are normalized at the same intensity.
plasmon appears, shifted towards the low energies. This is a consequence of the detailed
balance principle3 which requires that S(k, ω) satisﬁes the following equation:
S(k,−ω) = exp(−ω/kBT )S(k, ω) (3.53)
While in the optical regime ω/kBT  1 and two satellites are visible, in the x-ray
regime eq.3.53 translates in a strong asymmetry in the x-ray scattered spectrum, with
the blue-shifted (or up-shifted) plasmon strongly damped. However, if the up-shifted
plasmon is intense enough to be observable, a precise direct temperature measurement
is possible from the evaluation of the ratio between the intensities of the up-shifted and
down-shifted plasmon features. The detailed balance, in fact, implies that this ratio
is ∼ exp[−ω/kBTe]. A high temperature is necessary to observe both the plasmon
features, as shown in 3.20. Again for a better understanding the three cases were nor-
malized at the same intensity. In our experiments, though, the involved temperatures
are considerably low, fraction to few eV, so that no up-shifted plasmon is observable.
The bound-free electron feature The last term in eq.3.47 corresponds to the den-
sity correlation of the tightly bound electrons within a single ion. Inner core electrons
can be excited to continuum states by the probe radiation and the corresponding scat-
tered radiation spectrum is of a Raman-type band. Clearly, transitions into the con-
3The detailed balance principle requires that the ratio of cross sections for scattering process |k1, 1〉
→ |k2, 2〉 and |k2, 2〉 → |k1, 1〉 be equal to the ratio of the statistical weights |1〉 and |2〉
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Figure 3.20: Eﬀect of the detailed balance on free electron dynamic structure for a plasma at diﬀerent
temperatures: Te = 20eV solid orange line, Te = 10eV dashed blue line and Te = 5eV
dotted red line. The three cases are normalized at the same intensity.
tinuum occur only if the energy transferred from the photon to the electron is bigger
than its ionization energy, ω > EB and thus the dynamic structure factor has a cut
oﬀ at the ionization energy for K- and L- electrons. In contrast to the usual Compton
scattering, thus, the position of the Raman band is independent on k (and thus from the
scattering angle) and it appears shifted from the free electron feature. As the threshold
is determined only by the ionization threshold of the inner K shell or L-shell of the
atom, the importance of this feature strongly depends on the material considered. For
low Z metallic materials, the outermost electrons enter in the conduction band and they
do not participate to bound-free transition. The contribution of the bound-free feature
to the scattered signal is considerably low and can be neglected, as shown in [80] for
the case of Be. For higher Z materials, though, the situation is quite diﬀerent. In this
case the contributions from bound-free transitions can be much more important than
the free electron term. It must be then considered for a correct evaluation of the exper-
imental proﬁles, if accurate measurements of the electron density, electron temperature
and charge state must be performed.
In dense plasmas the importance of this feature is even heightened because of the
continuum lowering eﬀect. This phenomenon arises in dense plasmas as the potential
distribution of a given ion is inﬂuenced not only by its own bound electrons but also
by the neighboring ions. As a consequence, there is a ionization potential lowering,
which strongly shifts the shell edges of the bound-free dynamic structure. A complete
treatment of the bound-free feature can be found in [81].
In ﬁg.3.21, we show the dynamic structure factor for both free (solid lines) and core
(dotted lines) electrons for a carbon (blue lines) and a Be (red lines) plasma. For a better
clarity the curves were normalized to the most intense feature for each material. For the
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Be case the contribution of core electron is considerably low and can be neglected while
it represents the major contribution for the carbon plasma. As a general consideration
Figure 3.21: Free (solid lines) and core (dotted lines) electron dynamic structure for a Be (red) and
Carbon (blue) plasmas with α ∼ 0.4. The dynamic structure factors are normalized to the
most intense feature.
we can say that an extremely high contribution from bound-free transitions can obscure
the free electron term, compromising the detection of the plasmon shift, and thus the
density measurement. If this is the case, in order to be observed, the free electron feature
must be shifted enough to appear in the low intensity wing of the bound-free signal.
For instance, the free electron contribution for the carbon plasma in ﬁg.3.21 must be
shifted of ∼ 140 eV in order to be distinguished from the bound free contribution. This
fact is important as it imposes a minimum to the measurable density.
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Chapter 4
X-ray shock radiography
In this chapter, we will show how the concepts we have introduced in section 3.3.1.1
have been applied to our experiment. We will ﬁrst describe the experimental set up, a
common conﬁguration for both x-ray and proton radiography. The attention will here
be focused on the x-ray radiography of a shock compressed aluminum target. We will
present the results, illustrating the procedure we have followed in the data analysis and
demonstrating the validity of this novel diagnostic. We will also identify the principal
problems we have encountered, key issues to be solved for future experiments.
4.1 Experimental Set Up
The experiment was performed at the Rutherford Appleton Laboratory, in the TAW
experimental area. Three of the six ns beams of Vulcan laser were used to generate the
shock in a ﬁrst target (EOS target) while the interaction of Vulcan CPA beam with a
second target (backlighter) produced the x-ray source. A time resolved self emission
diagnostic was also implemented as a shock velocity diagnostic. A schematic view of
the set-up is shown in ﬁg.4.1.
The 3 ns beams The initial seed of the laser light is generated with a Nd:glass oscil-
lator at 1054 nm. After going through successive ampliﬁers, each of the ns pulse beam
can deliver up to 200 J at the principal wavelength. To limit preheating eﬀects, shorter
wavelengths are preferred so that frequency-doubled light was used. The doubling crys-
tals have an eﬃciency near 40% so that at the entrance of the chamber each beam
could deliver ∼80 J at 527 nm. The pulse had a super-gaussian temporal proﬁle with
a 2 ns FWHM. The three beams entered the vacuum chamber in the horizontal plane
with an angle of ∼ 15° between them. They were focused at the target chamber center
(TCC) using a f/10 optics lying outside the chamber. Random Phase Plates (RPP)
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Figure 4.1: Schematic representation of the experimental set up.
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were used as smoothing technique and they were placed in the beam right after the
focusing lenses. The RPP is a transparent plate with a patchwork of square elements,
obtained by a resin deposition. A typical RPP pattern is shown in ﬁg.4.2, which also
illustrates the working principle. The laser is diﬀracted by each square element which
Figure 4.2: Structure and working principle of a RPP.
introduces a random phase-shift of 0 or π. The resultant intensity pattern is the typical
one of the diﬀraction from a square aperture, a sinc2 type. As the 0 diﬀraction order
contains ∼ 82 % of the energy, the focal spot size Φ can be estimated as the FWHM of
the 0 diﬀraction order:
Φ = 0.9λf/d
where λ is the laser wavelength, f the lens focal length and d the dimension of the
square element. In our case the focal spot was ∼ 300 μm FWHM. The shock proﬁle
obtained with the RPP is quasi-gaussian which will facilitate the inversion for the den-
sity calculation.
The CPA beam The chirped pulse came perpendicular to the ns beams. It was used
at the principal wavelength, 1064 nm and it had a gaussian temporal proﬁle with a 1
ps duration. A f/3.5 oﬀ axis parabolic (OAP) mirror was used to focus the beam in
a ∼12 μm FWHM focal spot. The average power delivered by the laser was about 80
TW so we could obtain a peak intensity of the order of 1019W/cm2 on the target. The
control of the focal spot was done in two diﬀerent ways, since it is a crucial element for
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the proton generation in particular. A ﬁrst imaging system looking from the back was
set up to image the backlighter position both in the visible and in the infrared. The
CCD camera looking in the infrared was used to check the focal spot before placing the
target, while the visible one was disposed to verify the backlighter alignment, once the
target was in place. Another imaging system was set up to cross check the alignment
by using an internal CW laser, made precisely collinear with the main one. When the
laser was focused on the target, the diﬀused light was reﬂected as a parallel beam in the
path from the parabolic mirror, the target being at the right focal distance. The light
losses from one mirror in the path was collected by another lens system, producing an
image of the focal spot. In this way the focusing of the parabola on the target could
have been directly checked just before each shot.
The short pulse could be delayed with respect to the three beams up to 11 ns, by mod-
ifying the path length. In this way, we could probe the compressed target at diﬀerent
times, and determine its time evolution.
The alignment procedure The target chamber center was pointed by two tele-
microscopes mounted on the chamber and a third objective directly positioned inside
the chamber. They were all made image a micro-balloon of 100 μm diameter, deter-
mining the TCC.
The EOS and backlighter targets were mounted on a same kinematic plate. A scheme
Figure 4.3: The two targets were ﬁrst pre-aligned one relative to each other.
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of the mount is shown in ﬁg.4.3. At ﬁrst, the backlighter was aligned with respect
to the EOS target on a three axis external jig. The distance between the two targets
was ﬁxed at 3 mm on the radiographic direction. The whole plate was then placed in
the chamber and by moving the common plate, the EOS target was aligned at TCC.
The backlighter was then at the right position. The overall alignment precision was
measured few (∼15) microns.
The objective in the chamber, looking at the rear side of the EOS target, was also
used to collect the emission from the EOS target rear side. A ﬂip-ﬂop mirror allowed
to send the light whether to the alignment CCD or to a streak camera’s slit. The time
resolved emission allow to determine the shock velocity.
4.2 The detectors
The x-ray radiation after propagation through the shocked target was recorded on
imaging plates. A control of the radiation spectrum was obtained using a CCD camera
operating in the single photon mode. We will here discuss the characteristics of these
two detectors.
4.2.1 The imaging plates
The set-up conﬁguration required the detector to be put close to the target. The use of a
CCD was thus delicate since it could be easily damaged. Moreover, the small size of the
CCD chip could have limited the magniﬁcation which was required rather high (∼ 40).
For these reasons, a ﬁlm like detector was preferred. We have employed the imaging
plates (IP), a new phosphor technology widely used in the medical x-ray diagnostic ﬁeld
but only recently applied in laser-plasma diagnostics. Imaging plates are a ﬁlm-like
radiation image sensor which traps and store the radiation energy. “Photostimulated
luminescence” (PSL) is the physical process involved in the imaging plate technology.
This phenomenon involves a second radiation emission when stimulated by a light with
a longer wavelength than the ﬁrst stimulation one.
An imaging plate contains bunches of small crystals of photo-stimulable phosphors
(barium ﬂuorobromide). The ionizing radiation excites the electrons of the sensitive
phosphor layer, which are trapped in metastable states, leaving temporary vacancies
centers. In this way, we are able to record information about the amount and position
of deposited energy. The data can then be extracted by optically stimulating the IP. A
He-Ne laser at 633 nm provides enough energy to release the trapped charges and causes
photostimulated luminescence in the blue (390 nm) at the trapped centers positions.
The luminescence is then detected with a photomultiplier tube (PMT) and its output
93
4 X-ray shock radiography
is logarithmically ampliﬁed and converted into a digital image.
There are various advantages in using imaging plates comparing to other radiation
image sensors. Among them, the most important are:
• Ultrahigh sensitivity
• Wider dynamic range
• superior linearity with incident ﬂuxes
All these qualities, together with a high spatial resolution (50 μm) makes these
plates a suitable detector for our experiment.
In our experiment a FUJI BAS2500 scanner was used to scan the imaging plates.
This system generates an image data as a logarithmic compression. Indeed, the pixel
data stored after scanning consist in QL (Quantum Level) values, which are logarithmic
data stored in the output ﬁle. Therefore, they must be transformed if quantitative
information are required. The PSL value we need is a log to linear converted data from
QL value and it represents the real physical quantity: the radiation dose stored on the
Imaging Plate. The log to linear transformation can be done on the image by applying
the following conversion formula:
PSL =
(
Res
100
)2
4000
S
10L(
QL
G
− 1
2)
where Res is the resolution in μm, G is Gradation i.e. the bit depth at one pixel, S
is the sensitivity and L the latitude which can take the value 4 or 5. All these parame-
ters values are typical of the scanning system and processing as well as on the imaging
plate type. They are stored in a .inf ﬁle generated after the scanning. In our case the
resolution is 50μm, Sensitivity S = 4000, LatitudeL = 5, Gradation = 65535 (16bit
image) and QL are the image pixels values.
Since the imaging plates have just recently introduced in our scientiﬁc environment,
their complete characterization is of extreme importance even because they are the best
candidate proposed to replace CCD cameras in PW experiments, where the extremely
intense ﬁelds prevent using any electronic device. In particular, while IP show a linear
response with the incident ﬂux, in the x-ray energy range their sensitivity greatly de-
pends on the photon energy. Their response as a function of the incident energy has
been investigated for both electrons [4],[5], and x-ray [6],[7].
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4.2.2 Single photon counting CCD camera
The use of a CCD camera as a spectrometer is widely diﬀused in short pulse laser
experiments, [8]-[11]. Single photon counting condition is reached by reducing the
incident ﬂux in such a way that the probability that two photons hit the same pixel
is really small. If the x-ray energy is not too high, a signiﬁcant fraction of the x ray
energy is absorbed in one single pixel or in the few adjacent ones and the recorded
intensity is proportional to the incoming X-ray photon energy. The histogram of the
pixels intensity gives thus a good approximation of the incident x-ray spectrum. For a
typical silicon chip, the pair creation energy is 3.65 eV at room temperature; a 1 keV
x-ray photon, if absorbed completely in 1 pixel, will produce 274 photoelectrons (pe).
It is then possible to detect multiple kilo-electron-volt x rays with ease (for scientiﬁc
grade CCD cameras, a typical digitization level is ∼ 1 pe per digitization unit ADU).
4.3 The EOS targets
As already mentioned, the main objective of the experiment was to prove the possibil-
ity to produce and actually use hard x-rays (> 10 keV and hence not available with
standard long pulse irradiation) to probe high Z dense plasmas. In our experiment, we
Figure 4.4: Top view of a typical target used for the X-ray radiography. An Al sliver is glued on a CHAlCH
pusher.
have chosen to test this technique on aluminum, as it is often use as a reference ma-
terial. Indeed, this is a good way to validate the results obtained with the new technique.
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The EOS targets consisted mainly in two parts: the shock was generated in a mul-
tilayer pusher and then launched in an Al sliver glued on it. A typical top view of the
target is shown in ﬁg.4.4 The pusher was a CH-Al-CH sandwich, each layer being 10
μm thick. The multilayer structure was designed to achieve high compressions and at
the same time to prevent preheating of the target, which would modify its initial state.
The diﬀerent layers thicknesses were chosen on the basis of hydrodynamic simulations
results, in order to optimize shock steadiness. The ﬁrst CH layer allowed to reduce
the x-ray radiation produced in the ablation process, source of preheating. This radi-
ation is partially absorbed by the nearby Al layer, which is also used to block direct
light from the laser, eventually transmitted trough the transparent CH. The last plastic
layer was the eﬀective pusher, the shock pressure being ampliﬁed when traversing the
CH-Al sliver interface because of impedance mismatch.
The Al slivers were ∼400 μm thick in the radiography direction and ∼250 μm long
Figure 4.5: Main target design. Sample with CH/Al/CH front layer is glued onto a cone, which will be
then mounted on a stalk.
in the shock propagation direction. For each target a precise characterization of the
transverse thickness was done, as this is a fundamental information to infer the density
from the radiography measurement.
The use of a sliver helped in the alignment procedure. If a simple planar target was
used, a slight misalignment could have produced an obscuration of the shock in the
radiography direction due to the target edge and its mount. The use of a sliver allows
a less degree of precision in the alignment, providing that the shock has traveled far
enough in the sliver. For the target geometry used (ﬁg.4.5), an error greater than 1°
was needed to obscure the shock after it has run more than 25 μm in the sliver. The
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whole CH-Al-CH sandwich was directly glued on a cone, which enabled the handling
and positioning of the target in the chamber. The cone geometry was also suitable to
protect the back-lighter foil from the long pulse plasma blow-oﬀ. In ﬁg.4.5 the main
target design is illustrated.
4.4 The backlighter target: a new geometry for high
spatial resolution
The back-lighter geometry was designed in such a way to obtain a high resolution in the
shock propagation direction. In order to probe ∼ μm size features, high magniﬁcation
point projection requires source sizes smaller than 10 μm. The spatial extent of the Kα
emission is an important issue to be taken into account in the radiography resolution.
One might think that, as the spatial distribution of the Kα emission reﬂects the trajec-
tories of the hot electrons, the Kα source size is determined by the laser focal spot and
by the lateral spreading of the hot electrons inside the target. This is true only for laser
intensities I < 5 · 1017 W/cm2. In this case PIC codes are able to reproduce the Kα
spatial structure only using laser absorption and hot electrons scattering mechanisms.
However, at higher laser intensities (I > 5 · 1017 W/cm2), Kα radiation originates from
an area much larger than the laser focal spot. In [1] it has been found that irradiating
a Ti foil with an intensity of I = 7 · 1018 W/cm2 the half-width of the emitting area
was about 70 μm compared to the laser focus <10 μm. Moreover, it was observed that
the peak intensity at the source center did not increase with increasing laser intensity.
These observations evidenced the important role of electron recirculation over the tar-
get surface.
Therefore, the Kα source size itself is too large to reach good resolution in radiography
measurements. When low energy radiation is used in the point projection conﬁgura-
tion, the source size is usually reduced by means of small pinholes. In the case of the
CH radiography at ∼5 keV presented in ﬁg.3.8, a 10 μm pinhole on a 50 μm thick Ta
substrate was used to limit the emission size at the target. When dealing with more
energetic sources, the choice of the pinhole substrate is much more limited. In addition,
unsuitable x-ray radiation may be generated in the interaction of the material substrate
with high energy electrons leaving the backlighter.
Recently, new techniques involving diﬀerent targets geometries have been proposed [2]
to reduced the natural source size of the Kα radiation. The results are comparable
with those obtained with pinholes. As Kα yield is constant over a large range of foil
thicknesses [2], high resolution can be achieved using 5-10 μm thick foils, aligned in such
a way that the edge is parallel to the feature to be radiographed, as shown in ﬁg.4.6. In
this direction, the spatial resolution is determined by the thickness of the radiating foil.
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Figure 4.6: Principle of the 1D high resolution scheme.
In our experiment we used 5x250x250 μm ﬂag targets, aligned in such a way to reach
the optimal resolution in the shock propagation direction. Indeed, the ﬂag geometry
Figure 4.7: Actual radiograph of a tungsten grid (left). Lineout in the horizontal direction which coincides
with the shock propagation direction (a) and in the vertical direction (b). The diﬀerence in
the resolutions values reﬂects the target geometry.
allows high resolution only in one dimension, the other two sizes being too large to ef-
fectively limit electron recirculation. Fig.4.7 shows the resolution measurement results
we obtained with a Tungsten grid radiograph. The grid was a 100 mesh/inch with a 50
μm wire diameter and 200 μm open area. There is a clear diﬀerence in the resolution we
obtained in the two directions. In the shock propagation direction, we have estimated a
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∼ 20 μm resolution, while in the vertical direction, where the electrons can reﬂux on a
larger surface, it is worse than 70 μm. However, the measured resolution is quite larger
than the expected value of 5 μm. This fact might be attributed to a small tilt in the
ﬂag alignment, which increases the eﬀective transverse area.
4.5 Shock Velocity measurement and simulations
In order to determine the sample plasma parameters independently from the radiog-
raphy density measurements, we have measured at the same time the shock velocity.
Since Al and CH EOS are well known up to 20 Mbar, [16] the compressed foil state can
be deduced from the measurement of one parameter only. Here we use the experimental
velocities to determine the input parameters for hydrodynamic simulations, from which
we can deduce the plasma state. This approach allows to cross check the compression
results obtained from the radiography diagnostic.
For a ﬁrst estimation of the shock velocity, we can consider ﬁg.4.10. There, as
we will discuss later, we show two shock compressed Al radiographs taken at diﬀerent
times. Knowing the length of the slivers and the time delay between the two images,
it is possible to have an estimation of the mean shock velocity. The distance the shock
travelled through aluminum in ﬁg.4.10(a) is ∼85 μm, while it is increased to ∼135 μm
in the case of ﬁg.4.10(b). Since the time delay between the two shots was 3 ns, we can
deduce a mean velocity of ∼16.7 km/s in the Al sliver.
Sesame EOS gives a corresponding pressure of ∼ 4 Mbar and a compression of ∼ 2.
A time resolved self emission diagnostic was also set up for a more precise shock ve-
locity measurement. The principle of the diagnostic was already mentioned in 3.1. The
target shock compression is associated to a temperature increase which induces thermal
radiation emission. The visible part of this emission is collected by an optical system
and focused onto a streak camera slit. From the measurement of the time evolution of
the self emission, it is possible to determine the shock transit time in the target. The
mean shock velocity can then be easily calculated knowing the target thickness.
In our case, the opaque aluminum sliver prevented the collection of the visible emission
before the shock breaks out from the target. Moreover, the shock break out in the vac-
uum was never clearly observable, due to the important length of the sliver: the shock
was not steady and its strength decreased in time. We have hence followed a diﬀerent
approach.
We have considered various shots on simple pusher targets (CH/Al/CH) and on com-
plete targets, where quartz slivers were glued on the pusher. In these cases, we could
collect the emission from the last plastic layer of the pusher, either directly in the case
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of simple pusher targets, or through the transparent quartz sliver. In ﬁg.4.8 we show an
example of the image recorded by the streak camera. Here the signal corresponds to the
self emission through the rear side of a quartz sliver. Both the quartz and the plastic
Figure 4.8: Streak image of the temporal resolved optical self emission from the rear side of a pusher-Quartz
sliver target.
are transparent to the visible light and the emission from the plastic before and from
the quartz later are clearly observable. The emission in the quartz is stronger than in
plastic as a direct consequence of the impedance mismatch of the two materials. Time
goes from bottom to top and the transit time in plastic is ∼ 280 ps, giving a mean
shock velocity of ∼ 36 km/s in the last 10 μm plastic.
These measurements were then used as input data in 2D simulations. Since it
is diﬃcult to well characterize the actual laser energy incident on the target, we have
performed several simulations varying the laser intensity in order to match the velocities
experimentally measured in the CH layer. The obtained intensities lie in the range of
5-8·1013 W/cm2, depending on the laser energy. Using this method, we can achieve a
good conﬁdence on the parameters to use in the simulation. We can then deduce the
Al plasma state at the probe time.
In ﬁg.4.9 we show the compression proﬁle obtained from a 2D simulation run with
an intensity of 5 · 1013W/cm2. The spatial shape was supposed gaussian with an initial
300 μm FWHM, as given by our RPP characteristics. This ﬁgure represents the density
proﬁle 8 ns after the maximum laser intensity. The predicted compression is ∼ 2 and
it will be compared to the results obtained with the x-ray radiography technique.
One last remark concerns the density sensitivity with the laser intensity used in the
simulations. By varying the intensity parameter in the range of values deduced from
the velocity measurements, we obtain a variation in density of 5%
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Figure 4.9: Density proﬁle obtained from a 2D simulation run with 5 · 1013W/cm2.
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4.6 Experimental Data and Results
In ﬁg.4.10 we show two examples of the shocked compressed aluminum radiographs we
have obtained during the experiment. For these snapshots, the time delay between the
(a) (b)
Figure 4.10: X ray radiograph of a shock propagating into an Al sliver. The time delay between the short
pulse and the drive beams was 5 ns 4.10(a) and 8 ns 4.10(b).
short pulse and the driver beams was 5 ns (4.10a) and 8 ns (4.10b). The 100% x-ray
transmission is given from the x-rays passing through the vacuum only, next to the
sliver edge. The cold and shocked part of the target are clearly distinguishable from
the diﬀerent transmissions, the compressed part appearing darker as more absorbing.
The absorption proﬁle taken along the shock propagation axis is shown in ﬁg.4.11(a)
together with a density proﬁle given by hydrodynamic simulations. We ﬁrst observe a
qualitative agreement between the two proﬁles.
The shapes are typical of a decaying shock, most likely resulting from the end of
the laser pulse. In this case, the source of pressure comes to an end and a relaxation
wave propagates in the target, overtaking the shock. The density behind the shock (and
the associated absorption) are therefore lowered (ﬁg.4.11). However, we must remark
that relaxation waves are also generated at the Al/CH interface in the pusher; being
reﬂected at the other interfaces, they can travel in the Al sliver and reach the shock
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(a) (b)
Figure 4.11: The experimental absorption proﬁle taken along the shock propagation axis (a) and density
proﬁle extracted from hydrodynamic simulations (b).
front.
The experimental proﬁle in ﬁg.4.11(a) also contains quantitative information on the
absorption/transmission values of the cold and shocked parts of the target. In par-
ticular, the transmission recorded from the cold sliver is an useful information to get
acquaintance with the incident x-ray spectrum. Indeed, a good knowledge of the source
spectrum is extremely important for a proper evaluation of the absorption values and
hence of the inferred density.
We can write the signal recorded on the imaging plate as:
Tr =
∫ νmax
νmin
I0(ν)e
−μ(ν)ρzF(ν)R(ν)dν ′∫ νmax
νmin
I0(ν)dν
(4.1)
where I0(ν) is the radiation spectrum, ρ is the density of the material and z the target
thickness, while μ(ν) is the mass attenuation coeﬃcient. F(ν) corresponds to the ﬁlter
transmission and R(ν) to the image plate response.
If we consider the cold material, the ρz value is well characterized and the most uncertain
parameter in eq.4.1 is typically I0(ν). Therefore, the experimental transmitted value
Tr can be used to determine I0(ν) with greater accuracy. This information will then
be used in the case of the shocked sample in order to obtain the correct ρz value and
hence the density.
We will now follow this procedure, characterizing each term in eq.4.1.
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4.6.1 Filter transmission
A 50 μm thick Mo foil was placed in front of the imaging-plates, which were also
wrapped in 10 μm Al. The global transmission is reported in ﬁg.4.12.
Figure 4.12: Global transmission of the ﬁlter in front of the Imaging Plates. The Mo K-edge is responsible
for the sharp decrease of transmission at 20KeV.
The Mo foil acts as a K-edge ﬁlter. Its eﬀect is to increase the role of the Kα feature
by lowering the high energy transmissions near the edge.
4.6.2 The image plates response
Figure 4.13: Relative sensitivity of the imaging plate as a function of the incident photon energy.
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Another important aspect to be considered is the imaging plate response as a func-
tion of the incident x-ray energy. The relation between sensitivity and x-ray energy in
the range of our experiment was investigated in [7]. The extrapolated values for the
relative sensitivity are shown in ﬁg.4.13.
4.6.3 The incident radiation spectrum
From ﬁg.4.11(b), we deduce an absorption of 20-25 % (or equivalently a transmission
of 75-80%) in the cold aluminum sliver.
If the Mo Kα at 17.5 keV was the only component incident on the 394 μm thick Al,
we would expect a lower transmission of 61%. The same behavior is also observed
for the transmissions values given by two other ﬁlters glued on the imaging plates
as witnesses: 43 % for a 50 μm thick Cu foil and 1.3% transmission for a 500 μm
thick Au. Again, these values are much higher than what expected from a monochro-
matic 17.5 keV spectrum, 11.7% and 0% for Cu and Au respectively. The higher
transmission experimentally observed indicates the existence of a higher-energy photon
component superimposed to the Kα feature, which lowers the contrast between vac-
uum/shocked/unshocked regions.
(a) (b)
Figure 4.14: Single photon counting CCD image 4.14(a) and respective histogram 4.14(b).
A ﬁrst estimation of the spectrum generated in the Mo ﬂag-laser interaction was
obtained using a CCD camera operating in the single photon counting mode, which
was implemented in the set up (par.4.2.2). The CCD camera was installed outside the
chamber, about one and a half meter from the backlighter source. A 10 cm lead wall
was used to shield the camera from x-rays scattered noise. A typical CCD image and
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the related histogram are presented in ﬁg.4.14. The Mo Kα feature is clearly distin-
guishable at 17.5 keV, being more intense than the background. The Mo Kβ is also
visible at 19.6 keV. The histogram obtained, however, is not exactly representative of
the incident spectrum. The reason lies in a loss of sensitivity of the CCD camera at
high energies. Indeed, if the photon is too energetic, its energy may not be released in
a single pixel, but might be spread into several neighbour pixels, causing low intensity
pixel registration. In this case, in the ﬁnal histogram, (which is, we underline, the
histogram of the intensities on single pixels) a high energy photon would be counted
as several low energy ones. To account for this eﬀect, one should calibrate the sin-
gle photon counting eﬃciency for the entire spectrum. Absolute calibration could be
done using several radioactive sources. In [2], for example, Fe55 and Cd109 radioactive
sources were used to calibrate the CCD camera at 5.9 keV and 22.1 keV respectively.
Two values are, nevertheless, not suﬃcient to get a good extrapolation for the eﬃciency
at higher energies and a diﬀerent approach must be followed.
Nonetheless, we must underline that the use of this diagnostic was very useful to mon-
itor the presence of the Kα emission on a shot to shot basis, allowing to verify and
optimize the ﬂag alignment procedure.
In order to evaluate more precisely the source spectrum, we have performed Monte-
Carlo simulations with the CALDER-MC [3]. The code gives the Bremsstrahlung and
Kα emission. The simulated radiation spectrum must indeed reproduce the transmission
Figure 4.15: X-ray spectrum calculated from Monte-Carlo simulations for an electron temperature of 100
keV.
data experimentally observed from the three known ﬁlters, the 50 μm Cu foil, 500 μm
Au foil and the 394 μm cold Al sliver. The hot electron temperature Thot is the most
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important parameter governing the emitted spectra. For laser intensities in the range
of 1017 − 1019W/cm2, it can be estimated by Beg’s law [13]:
Thot(keV ) = 100(I/10
17Wcm−2)1/3
This law was obtained from experimental results and accounts for acceleration mech-
anisms other than the ponderomotive force. For typical intensities of ∼ 0.5 − 5 ·
1019W/cm2, Beg’s law predicts an electron temperature of 450 keV. However, in all
our shots, the intensity was deliberately lowered by defocusing the parabola in order
to decrease the Bremsstrahlung contribution. Moreover, in the ﬂag geometry, the laser
incidence was ∼ 75° with respect to the target normal. Typical intensities of ∼ 1018
W/cm2 are then expected on the target, leading to ∼ 100− 200 keV electron tempera-
ture.
For a 100 keV electron temperature, the x-ray spectrum calculated from the Monte-
Carlo code is shown is ﬁg.4.15. We must remark that in our conﬁguration, where the
radiation is collected at 90° with respect to the ﬂag thickness, the emission calculations
(and the Kα line in particular) show a strong dependence on the angle. As shown from
the resolution results, the ﬂag alignment presented some issues, which thus induce a
uncertainty in the calculated spectra. The simulation results were hence slightly ad-
justed in order to well match the transmission values experimentally observed from the
three known features: 75% for the cold Al sliver, 43% and 1.3% for the Cu and Au foils
respectively.
4.6.4 Compression results
Having determined the incident radiation spectrum involved in the shock radiograph,
we can proceed in the calculation of the target compression. We will consider image
4.10(b) which presents a good contrast, allowing a detailed analysis.
When dealing with a broad spectrum, the inversion procedure, involved in the density
calculation from the transmission, is more delicate than the straightforward monochro-
matic case. If the spectrum is too wide, the problem arises from the fact that diﬀerent
attenuation coeﬃcients cannot be easily combined into a single exponent. Thus, given a
measured x-ray transmission, there is no direct way of extracting the optical depth like
one can do with a monoenergetic spectrum, where it is simply given by the logarithm
ρz = − 1
μ
ln
(
I
I0
)
.
To account for the broad spectrum, the mean areal density was found from numerical
solutions of eq.4.1. Stated in a diﬀerent way, we looked for the mean areal density ρz
necessary to reproduce a given transmission value using the radiation spectrum given by
the Monte-Carlo simulations. The mean areal density ρz was calculated as a function
of the transmission, as shown in ﬁg.4.16, where we show the curve ρz(Tr) obtained for
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the spectrum we have found giving the correct transmission values for the cold sliver Al
and Cu and Au ﬁlters. In these calculations the cold values for the mass attenuation
Figure 4.16: Mean areal density values as a function of the transmission.
coeﬃcients were used. The reason of this approximation can be justiﬁed as follows.
From hydrodynamic simulations we expect typical compression of ∼ 2 and tempera-
tures of few eV, (< 3 eV). For these plasma parameters, the Al ionization is Z∗ ∼ 3
and the 1s, 2s and 2p orbitals are the only ones to be bound and completely occupied.
This structure is similar to the case of solid aluminum. The density eﬀects begin to
have weak inﬂuences on the 2s and 2p orbitals only. As the absorption is mainly due
to photo-ionisation of the 1s orbital, it can be considered the same as in the cold solid
sate [14].
The ρz(Tr) curve allows then to calculate the local optical depth associated to the
transmission recorded on each pixel of the experimental image. These values were then
inserted in eq.3.15 and the Abel inversion could be done on the quantity:
F (y) = ρz/ρ0 − L
To perform the Abel inversion, a simple routine was written. Since the inversion
algorithm is highly sensitive to noise, we have followed an analytical approach. The pro-
ﬁle of F(y) was taken along a direction perpendicular to the symmetry axis (ﬁg.4.17)
and ﬁtted with an even function. The Abel inversion was then performed on the ﬁtting
function. In this way, we could reconstruct the compression along the whole shock front.
For typical conditions (proﬁle a in ﬁg.4.17) a fourth order supergaussian function well
matched the data as illustrated in ﬁg.4.18a, where we show the experimental F(y) pro-
ﬁle and its ﬁt. In the same ﬁgure we show the compression proﬁle obtained from Abel
inversion (ﬁg.4.18b). We can observe that the density is strongly peaked at the shock
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Figure 4.17: Various proﬁles are taken at diﬀerent positions along the axis perpendicular to the symmetry
axis.
Figure 4.18: F(y) proﬁle with supergaussian ﬁt a) and corresponding density proﬁle from Abel inversion
b).
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front and rapidly decreases towards the symmetry axis.
A proﬁle diﬀerent from the one obtained in ﬁg.4.18a is found in portions of the
image where the shock front is far away from the symmetry axis, (b or c in ﬁg.4.17).
In this case, the data can be represented by a function of the form:
F (y) =
a + by2
1 + exp(y − c)/d (4.2)
which reproduces the drop in the absorption observed when going towards the sym-
metry axis. The higher transmission is here associated to a density decrease caused by
the relaxation wave most probably due to the laser shutdown. The compression value
calculated with this function (ﬁg.4.19a) are shown in ﬁg.4.19b.
Figure 4.19: a) F(y) proﬁle taken in the lower part of the image 4.10(b) with the ﬁtting function represented
by eq.4.2; b) corresponding density proﬁle from Abel inversion.
The density proﬁle along the whole shock was ﬁnally reconstructed considering sev-
erals proﬁles at diﬀerent positions on the shock propagation axis (ﬁg.4.17). The result is
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shown in ﬁg.4.20. Here a single proﬁle corresponds to the density along the radiographic
direction at a ﬁxed point on the shock propagation axis, while the diﬀerent proﬁles are
associated to diﬀerent positions on it.
On each proﬁle, the peak density corresponds to the shock front. Therefore, consider-
Figure 4.20: Compression values obtained from diﬀerent proﬁles along the shock front.
ing the envelope of the peaks from all the curves, we can reconstruct the density along
the whole shock front. We ﬁnd a maximum compression of ∼1.6. In addition we note
that a gaussian function ﬁts the peaks distribution(ﬁg.4.21). Indeed, this is the typical
shape of a shock smoothed with RPP (section 4.1).
4.7 The error bars
Since in this experiment Kα hard x-ray radiography of a shock compressed target was
performed for the ﬁrst time, some issues have been pointed out in the data analysis.
A ﬁrst concern regards the incident spectrum, which, as already discussed, is not
monochromatic as expected, but includes a continuum background aﬀecting the tran-
smission. In particular, given a transmission value, the contribution from a high energy
component implies a higher compression.
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We can therefore use the uncertainty on the experimental transmissions from cold
Al and Cu to estimate the errors on the spectrum and thus on the inferred density.
When considering the image in ﬁg.4.10(b), a further diﬃculty is due to the limited
region associated to the vacuum, which leaves an incertitude on the 100% transmission
value. With the information available, we can deduce a ∼5% error on the transmissions
of the three witness foils. Consequently, this induces an error on the incident radiation
spectrum and on the corresponding ρz(Tr) curves, which lead o diﬀerent density values.
Following this procedure, we ﬁnd a total error of ±10% on the compression results, as
shown in ﬁg.4.21.
Figure 4.21: Maximum compression for each proﬁle of ﬁg.4.20. The envelop of all the values gives the
maximal compression along the shock front.
The spatial calibration cm/px, also aﬀects the results deduced from Abel inversion.
In our case, this error is included in the higher uncertainty induced by the spectrum.
A further concern, that we have not considered in our treatment, is related to the
source size. The intensity pattern at the detector is the convolution of the target
transmission function and the source size. Therefore, the eﬀect of a large source is to
soften the density gradients at the shock front. This results in a lower estimation of the
density. From the resolution results, we obtained a larger source extent than expected,
∼ 20 μm in the shock propagation direction. Moreover, in the vertical direction, which is
the one important for the Abel inversion, the source size is even larger. It was estimated
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[15] that for a source size  20 μm the resulting compression can be underestimated by
∼ 20%.
4.7.1 Simulation vs experimental results
In section 4.5, we have discussed the velocity measurements and how they were used to
infer the correct parameters for the hydrodynamic simulations. We can now compare
the results given by these simulations with the compression values obtained from the
radiograph analysis (ﬁg.4.20).
In order to facilitate the comparison, we consider the simulated compression of ﬁg.4.9
and we take lineouts along the radial direction r for diﬀerent positions on the shock
propagation axis z. In this way we obtain the simulated proﬁle (ﬁg.4.22) analogous to
the experimental ﬁgure of 4.20.
We can ﬁrst notice the qualitative agreement between the two data sets.
Figure 4.22: Simulated compression proﬁles from ﬁg.4.9. Each proﬁle is taken along the radial direction
r, while the diﬀerent curves correspond to diﬀerent positions on the shock propagation axis.
As already observed in our experimental results, the simulated radial compression pro-
ﬁles show a peaked density at the shock front, rapidly decreasing towards the symmetry
axis. Moreover, considering the peak density at diﬀerent z positions, we can reconstruct
the shock spatial proﬁle. The same procedure on the experimental data evidenced a
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gaussian shock (ﬁg.4.21), consistent with the spatial imprint of the RPP. The simula-
tions conﬁrm this behavior, the peak density for the proﬁles far away from the symmetry
axis being much lower.
We must, though, remark that the simulations predict a much higher compression, ∼ 2,
not fully consistent with our ρ
ρ0
∼ 1.6 result. The compression values we have found are
∼25% lower than the simulated ones. This disagreement is most probably associated
to the eﬀects of the source size, that we have not considered in the inversion process.
As we have previously mentioned, the density measurements can be underestimated up
to 20% neglecting a ∼ 20 μm source. In our case, the vertical source size is even larger,
leading to more important errors, in fair consistence with the observed discrepancy.
This hypothesis is supported by the fact that the proﬁles showing a 2 fold compression
are extremely narrow, the peak density dropping quickly within 10 μm behind the shock
front.
This discussion has evidenced the importance of a small x-ray source sizes for precise
density measurements. In particular, 2D high resolutions, 10 μm, are necessary to
well describe the density at the shock front.
4.8 Conclusions
For the ﬁrst time, we have demonstrated the possibility to perform dense plasma den-
sity measurements using hard x-ray radiography. Energetic x-rays from Kα radiation
have been successfully used to probe high Z compressed materials. In addition, we have
employed a new scheme, exploiting the target geometry to reach high 1D spatial reso-
lution. The obtained results are promising and encourage the development of new 2D
schemes to reach high resolution in two dimensions. This task will require new eﬀorts in
order to optimize the backlighter geometry, testing diﬀerent conﬁgurations (embedded
wires, small deposited dots, etc...)
The presented method we have used to directly extract the density from a single
image, has also allowed to identify the major improvements for future experiments:
- Firstly, the evidenced importance of a highly monochromatic spectrum will imply
speciﬁc experimental works for the Kα emission optimization. A wide range spec-
troscopy diagnostic will also be necessary to monitor the continuum Bremsstrahlung
radiation, which strongly aﬀects the recorded transmission values. If single photon
counting CCD cameras are used, an absolute calibration of the single photon eﬃciency
for a wide range of energies is required. This diagnostic can be supported by using
(gold) stepped foils of diﬀerent thickness. Following an approach similar to the one we
have here adopted, the transmission values associated to all the steps would impose
several constraints on the incident radiation, allowing its correct determination. High-
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energy x-ray spectrometers (HENEX) [17] can also be employed to have a more precise
knowledge of the radiation spectrum for energies > 60 keV [18].
- Secondly, great eﬀorts must be devoted to reduce the source size. This is of pri-
mary importance, as a large source highly compromises a precise density measurement.
Its eﬀect softens the gradients at the detector and leads to an underestimation of the
compression values. A diagnostic for the emitting region imaging could be useful to
monitor the source spatial extent at each shot.
- Finally, from the numerical point of view, more complex inversion algorithms,
based on [19]-[20] for example, can be used. This would allow to take beneﬁt of all the
experimental image details and to reduce the role of the noise in the inversion process.
The inversion can then directly be performed on the image, also removing the depen-
dence on the ﬁt precision.
In conclusion, the procedure we have followed has demonstrated the validity of this
novel diagnostic. By overcoming the discussed issues, this technique will allow higher
precision in the density measurements and will become an extremely powerful diagnostic
tool for high Z dense plasmas.
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Chapter 5
Proton radiography
In this chapter we will present the proton radiography results we have obtained during
the experimental campaign performed on the VULCAN laser at the Rutherford Lab-
oratory. A previous experiment, carried on at LULI in 2003 [1], has shown the major
role played by small angle scattering in this technique. In that experiment the proton
energies were not suﬃciently high to overcome scattering blurring eﬀects and the shock
front could not be resolved. We will here discuss the approach we have followed to
overcome this diﬃculty in our experiment, mainly by choosing adequate target char-
acteristics. A description of the Monte-Carlo code developed to simulate the proton
propagation and of the procedure adopted in the data interpretation will follow. The
simulations results will be compared to the experimental data. Finally we will discuss
the sensitivity of this technique as a density diagnostic.
5.1 The experimental set-up and backlighter target
The experiment was performed during the same x-ray radiography experimental cam-
paign (chapter4). The set up was therefore the same one as described in the previous
chapter, section 4.1, and is presented here in ﬁg.5.1. The main diﬀerences concerned
the backlighter foil, the sample material and the detector used.
Multi MeV protons were generated in the interaction of the CPA beam with a 12.5
μm thick gold foil. The material foil as well as its thickness were chosen as a best
compromise between spatial beam uniformity, proton and energy yield. On one hand,
an uniform proton beam is necessary for the radiography technique and in particular,
as we will see later, in its employment as density diagnostic. On the other hand, ener-
getic protons are necessary to minimize the scattering blurring eﬀects. Plastic targets
usually produce a more intense signal with respect to metallic foils, but the induced
spatial proﬁle presents a signiﬁcant non-uniformity across the beam. Similarly, maxi-
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Figure 5.1: Schematic representation of the experimental set up.
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mum proton energy and overall proton yield is increased when irradiating thinner foils,
but the beam uniformity gets worse.
5.2 The target design
The choice of the sample material was done in order to overcome scattering blurring
eﬀects. The importance of small angle scattering depends on the proton energy and
on the areal density of the material they propagate through. In order to have a good
description of the shock front, a minimum resolution is necessary, typically 10 μm. A
criteria to estimate the minimum distance that can be resolved at the target surface,
is based on the evaluation of the scattering cones apertures. The principle is shown
Figure 5.2: To resolve the distance y at the target the scattering cones must not overlap.
in ﬁg.5.2, where the angle α is the divergence angle of the proton source; it depends
on the distance between the target and the proton source (L) and on the protons
energy. Assuming a maxwellian probability, we can consider the 1/e scattering angle,
which represents a good estimation for the cone aperture 2β (63% of the particles are
scattered within this angle). To resolve two distinguished features at a distance y in
the target plane, the scattering cones must not overlap. This imposes the condition
α > 2β, which, for small angles, translates into y > 2βL.
From Monte-Carlo codes simulating the proton propagation trough cold matter, we
can estimate the 1/e scattering angle [6] and calculate the resolution limit for diﬀerent
materials and thicknesses. The results for 10 MeV protons are shown in ﬁg.5.3, where
we have considered a 3 mm proton source- target distance, as it was in our experiment.
We can notice that the blurred images obtained in the previous LULI experiment are
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Figure 5.3: 1/e scattering angle as function of thickness for SiO2 (red squares), plastic (blue dots) and
0.1g/cc carbon (CRF) foam (green triangles). The resolution limit of 20, 40, 80 μm are also
shown for a target-source distance L = 3mm
consistent with a low resolution. In that experiment, protons with energies  10 MeV
were used to probe ∼ 150 μm thick quartz targets, giving a minimum spatial resolution
> 80 μm. A much higher resolution can be achieved using lower density targets. For
0.1 g/cc carbon foams (CRF) we expected a ∼20 μm resolution even with thick (∼ 300
μm) targets. This is the reason why we have chosen carbon foams as a test material in
our experiment. Moreover, since proton energies exceeding 20 MeV were expected on
VULCAN laser [3], CH and quartz targets were also considered. Nevertheless, due to
the limitation of lasers performances, we could not obtain the expected proton energies
and clear results were obtained only on low density carbon foams.
The main target structure was the same as for x-ray radiography, with the foam slivers
glued on a CH/Al/CH pusher, as shown in ﬁg.5.4
5.3 The detector: RCF
Multi-layer stacks of radiocromic ﬁlms (RCF) were used to collect the proton beams,
after their propagation through the shocked slivers. RCF are commonly employed in the
detection of laser-produced protons thanks to their good spatial and spectral resolution
and because they are of practical handling (no etching is required and they are not
sensitive to the visible ambient light).
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Figure 5.4: Target used for the proton radiography. The pusher is the same as for the targets used for the
X-ray radiography.
High energy particles going through the RCF stack deposit their energy in the ﬁlm.
When exposed to ionising radiation, the RCF active layer, composed by crystalline
diacetylene, undergoes to a solid state polymerisation reaction producing a dye polymer.
The active crystals, which are transparent to visible light, change colour to cyan blue
when the dye is produced. The amount of polymer produced, i.e. the depth of colour
change and hence the optical density, is proportional to the absorbed radiation dose1 or,
equally, to the energy locally released by the incoming beam. Due to the sub-micro size
of the crystals and to the fact that polymerisation does not spread between adjacent
microcrystals, the RCF has an extremely high (sub μm2) spatial resolution.
The multi-layer arrangement leads to a spectral capability of the detector. While the
less energetic protons are stopped in the ﬁrst layers of the stack, high energy protons
can penetrate deeper, reaching the last ﬁlms. As the energy is released mainly in
correspondence to the Bragg peak at the end of the proton stopping curves, each layer
acts as a ﬁlter for the following one and selects the protons whose Bragg peaks are
localized within the active layer. Our RCF stack was composed by 6 ﬁlms HD-810
type followed by MD-55 ﬁlms, RCF labelled 1 being the ﬁrst one the protons encounter
during propagation. The whole stack was wrapped in a 13 μm thick Aluminium foil,
which acted as a shield for scattered laser light, debris of the target and heavy ions. The
two types of ﬁlm are characterized by diﬀerent sensitivities. Their structures are shown
in ﬁg.5.5. MD 55 ﬁlms have a double active layer which make them more sensitive and
1The dose is deﬁned as the amount of energy given by ionizing particles to a unit mass of irradiated
material at a place of interest. It is measured in Gray (Gy). 1 Gy= 1 J kg−1
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(a)
(b)
Figure 5.5: Structure and composition of the RCF we used:5.5(a) HD-80 RCF and 5.5(b) MD-55 RCF
are used to detect the higher energy protons, usually in a smaller number.
In order to infer the initial energy of the protons stopped in each layer, the energy
deposition of the particle going through the detector was simulated by the Monte Carlo
code TRIM [4]. TRIM calculates the ﬁnal spatial and energy distribution of ions going
through matter, taking into account energy losses, energy transfers to recoil atoms and
other processes [5].
Figure 5.6: Stopping power curves for protons of various energy propagating in Mylar evaluated using
TRIM code.
The active layer was modelled as a uniform block of polyester plastic with the same
RCF density. Stopping curves in Mylar obtained with TRIM code for diﬀerent proton
energies are shown in 5.6. For higher proton energies, the Bragg peak is located deeper
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in the detector and its value decreases. This is a consequence of the statistical spreading
of the energy distribution, which is more important the longer the particle has travelled
in the stopping medium. This is also the reason why the Bragg peak broadens signif-
icantly for high energies. The curves were interpolated in order to get a continuous
stopping function R(z, E) from which we were able to extract the stopping power for
a proton at any depth z in the detector and for any initial energy E. For any given
active layer, the energy deposition as a function of the initial proton energy is obtained
by integrating the stopping function over the spatial region spanned by the active layer.
This is shown in ﬁg.5.7 for all the RCFs in the stack. In the MD-55 the double layer
Figure 5.7: Energy deposition in all radiocromic ﬁlms in the detector stack. RCF labelled 1 is the ﬁrst one
the protons encounter. The ﬁrst 6 ﬁlms were HD-80, from the 7th being MD-55. The ﬁlm
structure shows a diﬀerent sensitivity and response: the double peak, in particular, comes from
the contributions of the two active layers in the MD-55.
structure induces two peaks, whose contributions are summed up to give the entire ﬁlm
response. In our experiment, a clear signal was obtained up to the 12th-13th layer,
corresponding to a maximum proton energy of ∼ 15-16 MeV.
In this calculation the evaluation of the energy distribution of protons is assumed to be
uniform. In reality the contribution of each energy component must be rescaled accord-
ing to the assumed spectral distribution. The typical spectrum of the laser produced
protons is, indeed, a Boltzmann like function exp(-E/T ), where T represents the tem-
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Figure 5.8: Energy deposited in the 8th RCF layer without taking into account the proton spectral dis-
tribution (black line) and multiplied by an exponential spectrum of temperature 3 MeV (grey
line).
perature parameter of the beam. This parameter together with the maximum produced
energy depends on the laser characteristics [18]. The temperature of proton beams pro-
duced on Vulcan laser is typically in the range 1.8 to 4.5 MeV [19]. These values are
consistent with simple signal considerations on our whole RCF stalk: by considering
the correspondence between the total signal and the proton energy associated to the
same ﬁlm, we can deduce a temperature of ∼ 3 MeV. When the RCF ﬁlm response
curve (ﬁg.5.7) is multiplied by the proton spectral distribution, it is modiﬁed as shown
in ﬁg.5.8, which speciﬁcally refers to the 8th RCF layer. The ﬁlm exhibits a narrow
spectral response, nearly all the energy being deposited within the Bragg peak. The
spectral resolution can be estimated to be equal to the width of this curve, typically of
the order of 1-2 MeV.
5.4 Experimental results on CRF foams
In this section we will present a general overview of the data we have obtained, underly-
ing the importance of the scattering in the proton radiography results. A more detailed
analysis will follow in 5.7.
Fig.5.9 shows an example of a complete data set for a radiography taken 7ns after the
shock main laser beams driving the shock. As a consequence of the energy resolution,
a single data set comprehending a whole RCF stack has also a temporal multi-frame
capability. This is due to the diﬀerent times of ﬂight from the source to the target for
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Figure 5.9: Whole RCF set for a snapshot taken 7ns after the main ns pulse beams.
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protons with diﬀerent energies, given by:
tflight = l
√
mp
2E
(5.1)
with mp the proton mass, E its energy and l the proton source to the target distance.
For typical proton energies obtained in the experiment, the diﬀerence in the times of
ﬂight is of the order of a few picoseconds (∼ 10 ps), much smaller than the typical
hydrodynamic evolution time (∼ 100 ps). We can thus assume that the whole set of
RCF ﬁlms gives an instantaneous snapshot of the plasma.
A ﬁrst thing to be noticed is the sharpness of the cold sliver edge which can be observ-
able on all the ﬁlms. As the absorption in the cold foam is negligible even at modest
energies (0.3 MeV for 5 MeV protons), the image is due to small angle scattering mech-
anism (as described in 3.3.2.4). Taking a lineout on the lower part of the image, we
observe a sharp proﬁle which is a signature of the perturbation produced in the proton
beam, ﬁg.5.10. The part of the beam propagating through the sliver is subjected to
Figure 5.10: ∼10MeV protons shock radiography. The cold edge/vacuum interface is imaged via small
angle scattering: the accumulation region followed by the a deep minimum is clearly seen.
a more important lateral spreading than the protons going through vacuum. In the
region where the two beams interfere a modulation in the proton beam is observed (see
section 3.3.2.4).
The shock front is also clearly visible on most of the RCF layers. It appears as a darker
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zone, a sign of proton accumulation. Since the shock front is really sharp, it behaves
almost like the foil edge, so that the modulation induced on the beam is due to small
angle scattering. The mechanism is exactly the same: due to the density increase, the
part of the proton beam going through the compressed foam undergoes a diﬀerent trans-
verse spread as compared to the beam going through the cold foam. The interference
of the two parts of the beam induces a modulation in the proton signal. The speciﬁc
shape of this modulation is then linked to the details of the density proﬁle, such as, for
example, the steepness of the shock front, its spatial extension as well as the density of
the shocked layer. The resulting modulations can therefore be quite diﬀerent from the
simple case of the cold target edge-vacuum interface.
An additional comment needs to be done on the dark signal visible in the region
near the target holder: this is simply associated to a groove in the target holder itself.
5.4.1 Resolution measurements
As we will see, a determination of the spatial resolution in the target plane is important
to interpret the results. We have previously discussed how we can estimate the reso-
lution limit due to the scattering process, as illustrated in ﬁg.5.2. For 10 MeV protons
propagating in a 300 μm CRF foam at 0.1g/cc, the 1/e scattering angle ∼ 0.21° so
that, in our conﬁguration where L = 3 mm, we expect a resolution limit of ∼ 22 μm.
This was veriﬁed by performing a radiograph of a 1000 lpi Cu mesh glued on a foam
Figure 5.11: Photo and 10MeV proton radiography of a 1000lpi Cu mesh. After propagation through the
cold foam, 20μm spatial features are still easily resolved, as shown in the lineout.
sliver. The mesh spacing between two wires has been measured to be 20 μm, while
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their thickness was ∼ 7 μm. The mesh image cannot be due to the stopping of the pro-
tons when crossing the mesh wires, the stopping range of 10 MeV protons in Cu being
much larger than their thickness. It is due to small angle scattering only. Moreover,
the mesh image is not destroyed by the additional scattering associated to the further
propagation through the 300 μm thick foam, as shown in 5.11. We can notice that we
can still resolve a 20μm feature, in fair agreement with the resolution limit calculated
above.
Resolution is reduced when lower energy protons are considered. The 3rd RCF, corre-
sponding to 5 MeV protons, for the same mesh radiography is shown in ﬁg.5.12. We
can notice that in this case, the 20 μm spacing is no more resolved.
Figure 5.12: 5 MeV proton radiography of a 1000lpi Cu mesh. Propagation in foam strongly aﬀect the
resolution.
5.4.2 Shock radiographs for diﬀerent proton energies
As already discussed, the RCF layers allow us to select diﬀerent proton energies. We
can therefore investigate the eﬀects of the propagation through the shocked target as
function of the proton energy. We can notice that in ﬁg.5.9 the shock front appears
clearer on the RCF layer deeper in the stack, which correspond to higher energies.
In ﬁg.5.13 we compare the 3rd and 8th RCF layers of a radiograph of the shocked
foam. These two ﬁlms correspond to ∼ 5 and ∼ 10 MeV protons respectively. We
observe a clear image for the 10 MeV case, where the frontiers between vacuum-cold
foam and cold-shocked foam interfaces are well deﬁned. In the low energy case, the same
features are smoother, due to the more important scattering. This is conﬁrmed by a
lineout in the shock propagation direction. More details of the density gradients can be
observed at high energies, while at low energy the same features appear broadened and
sometimes are not resolved. This is consistent with the small angle scattering process,
which becomes much more important for low energies, increasing the blurring eﬀects
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Figure 5.13: 3rd and 8th layers of the same RCF stack, corresponding to ∼ 5 MeV and ∼ 10MeV re-
spectively. At high energy, the image is clear and the details are well resolved, while the low
energy image is much more blurred, as shown in the proﬁles taken along the dashed black
lines.
at the detector plane. Moreover, for 5 MeV protons, energy losses also begin to be
important, up to 2 MeV if the whole 430 μm thick sliver is compressed.
5.4.3 Shock radiographs at diﬀerent times
By changing the delay between the shock drive beams and the CPA beam we could
probe the shock propagation in the sliver at diﬀerent times. This is particularly inter-
esting in the temporal analysis of the compressed state.
Fig.5.15 shows the 8th RCF for a shot where the delay between the short and long
pulse was 11 ns, together with the same RCF layer for the shot with a 7 ns delay,
already presented in the previous section. The complete set of data at 11 ns is reported
in ﬁg5.14. At this later time we can observe a new feature which did not appear at
the 7 ns, as underlined in the lineouts on ﬁg.5.15. At 11 ns we can estimate that at
11 ns, the shock has almost broken out from the sliver. In order to better underline
the diﬀerences in the two radiographs, in ﬁg.5.15 we have taken the lineouts in a region
where the shock is in both cases still in the sliver. This is possible because of the
shock shape imprint by the gaussian intensity proﬁle due to the RPP. In the lineouts,
we observe the common peaks associated to the cold sliver/vacuum interface and the
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Figure 5.14: whole RCF set for a shot taken 11ns after the ns beams.
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Figure 5.15: 8th RCF layer for shots where the delay between the backlighter and shock drive beams was
7 and 11 ns respectively. At later times a new feature (d) appears.
modulations associated to the shock.
Moreover, at later times (ﬁg.5.15b) we observe a further high intensity peak behind
the shock front (labeled d in ﬁg.5.15). This peak is not clearly observable at 7 ns,
probably just giving a change in the slope of the shock feature. As we will discuss later,
when also the origin of the signal increase c will be illustrated, this feature is associated
to the pusher-foam interface behind the shock. Since the shock velocity is higher than
the particle velocity, at later times the distance between the shock front and the pusher
can be increased enough to produce two distinct modulations. This is illustrated in
ﬁg.5.16, which shows the temporal evolution of the density from a 1D hydrodynamic
simulation. The parameters used in this simulation are the same ones inferred by the
velocity measurements and discussed in 4.5. At earlier times, the shock front and the
pusher are too close so the associated modulations are mixed together and cannot be
resolved.
5.5 Results on CH targets
In order to check the possibility of imaging the shock front in dense targets, we have
performed some shots on plastic targets, ρ =1.044 g/cc. To reduce scattering eﬀects as
much as possible, the slivers were much thinner (116-170 μm thick).
However in this case, due to the higher areal density, scattering is still too impor-
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Figure 5.16: Density time evolution from hydrodynamic simulation. The distance between the shock front
and pusher interface increases with time.
tant and the shock front image not clearly observable. This qualitative observation is
conﬁrmed by the Cu mesh radiograph, completely blurred, also at the highest energies.
Diﬀerent from the case of the low density foams, the modulations initially imprint by
the Cu mesh are destroyed by the scattering associated to the further propagation in
the plastic.
Once again, this result is in agreement with the resolution calculations discussed before,
here giving a limit > 35μm. Fig.5.17 shows two images of the shock compressed plastic
taken 7 ns after the main beams. These images correspond respectively to 5 and 14
MeV protons. We can notice that the shock is completely unresolved at low energy
5.17a. In this case the absorption is also important (∼ 2 MeV for cold plastic) and
the shocked part of the sliver is mainly characterized by a weaker signal. With higher
energy protons, ﬁg.5.17b, the shock front is better resolved, but its contrast is still much
lower than in the foam case. In order to use the radiography technique in solid density
materials much higher proton energies must be generated and used.
5.6 The Monte Carlo code
To better interpret the obtained data, we did some simulations of the proton prop-
agation in the compressed sliver. A montecarlo code was developed as an evolution
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(a) (b)
Figure 5.17: Images of a shock propagating into plastic obtained with ∼ 5 MeV (a) and 14 MeV (b)
protons.
of an existing code describing the interaction of relativistic electrons with a solid tar-
get, written by Laurent Gremillet [7]. The code reproduces the random character of
collisions, simulating the probability functions which govern the particles trajectories
starting from randomly generated numbers. The principal modiﬁcations done in the
code are associated to the substitution of the electrons with the protons. They mainly
concern the scattering cross sections and the stopping power calculations. The possibil-
ity to include a density gradient along the shock propagation direction, perpendicular
to the proton beam, was also added. A particular treatment was then considered to
correctly describe the proton propagation in low density materials.
The principal reason to write a new code was mainly related to the necessity to im-
plement in a direct and eﬃcient way the density proﬁle along the shock propagation
direction, which can be only partially considered in existing codes, such as TRIM (TRIM
accepts complex targets made of compound materials with maximum eight layers).
The physics describing protons propagation in matter principally involves two pro-
cesses: on one hand an angular deﬂection of the particle, which is induced by elastic
collisions, and energy losses of the particle on the other, determined by inelastic exci-
tation and ionization of atomic electrons.
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In the description of the elastic collisions, we have followed the approach described
in 3.3.2.3. The material in which the protons propagate is modeled as a layer with
the proper thickness, density, atomic number, mass and number of atoms. Protons
propagate along the Z axis. They are injected at the target surface at Z = 0, with
X and Y positions randomly distributed on it. The initial position and the distance
between the source and the target surface determine the initial direction vectors. The
trajectories are then calculated in a 3D space as a succession of “broken” lines, each
discontinuity representing a collision. Between two collisions, the particle goes on a
straight line. At each step in the trajectory, the value of the areal density ρl that the
particle can traverse before making a collision is calculated by giving a random variable
ξ, uniformly distributed on [0, 1], and the probability distribution function associated
to the scattering cross section, according to usual Monte-Carlo techniques ([7]). We
have decided to consider the areal density in addition to the mean free path (mfp) to
be sure that the particle trajectory accounts for the steep density gradient induced by
the shock wave. Using directly the mfp could have caused some issues when dealing
with low density materials, as it is the case of our foams. While in dense material the
mfp is considerably small (∼ 10−2μm), in low density materials it can be signiﬁcantly
greater than the gradient length, hiding its eﬀect on the particle trajectory.
Figure 5.18: The mean free path calculated from the density at the point A could bring the particle to the
point B without accounting for the density gradient.
This concept is illustrated in ﬁg. 5.18: the mean free path calculated with the low
density ρA in the point A brings the particle to the point B, without taking into ac-
count the density gradient, which would modify the probability of collision and hence
the mean free path itself.
In the code we consider both the areal density and the mean free path. If the mean free
136
5.6 The Monte Carlo code
path is smaller than the density gradient length or than the hydrodynamic simulation
cell dimension lc from which the density is extracted, then the particle can safely go
through the whole distance. On the other hand, if the randomly calculated mean free
path is larger than lc, then the algorithm forces the particle to go through a series of
steps of size lc. At each step the density is checked and the value of the crossed areal
density updated. The particle goes freely until it has passed through an areal density
equivalent or larger2 than the established value ρl. It will then make a collision. The
deviation angle is again randomly chosen, according to the cross section of eq.3.32.
The stopping power is also calculated at this point, giving the new particle energy. If
the particle has lost all its energy it is stopped and the trajectory ends. If this is not the
case, a check on the new coordinates reveals if the particle has gone out from the lateral
edges of the target or if it has come to the end of the layer. If none of these situations is
encountered we proceed in the calculation of the next step in the trajectory, otherwise
a new trajectory starts. At the end of each trajectory, the ﬁnal positions as well as the
angles at the last step are given as output parameters. The energy left to the particles
is also recorded.
Since in our experiments the proton energies lie in the range 1 − 20MeV , we have
used the Bethe-Bloch theory presented in 3.3.2.2 to describe the proton stopping power
in matter. However, the theory correctly treats the case of cold materials only. Stop-
ping power in hot matter is still an open question, particularly when dealing with low
energy protons. So far, we can refer to the work done by Basko [8] and Melhorn [9].
Their works indicate that the stopping power for 10 MeV protons propagating in Al
diﬀers from the cold value by 13% (7% according to Melhorn) at 50 eV and by 2%
at 10 eV. To evaluate the stopping power in our shocked targets, we have considered
the plasma conditions predicted by hydrodynamic simulations and we have followed
the approach suggested by Maynard [10]. He suggests to calculate the stopping power
as the sum of the contributions from each free electron, considered as a single entity,
and the contributions of each electron-shell. Therefore numerous parameters must be
considered: the ionization degree of the atom, the number of electrons in each shell,
their kinetic energy, the radius of the shell itself and the inﬂuence of the electrons in
the inner shells on the incident particle (screening factor). From a ﬁrst estimation [10],
it results that for 10 MeV protons propagating in our targets, at typical temperatures
of 10-20 eV and for a ionization level of ∼ 2, the stopping power diﬀers by ∼5% from
the cold value. The eﬀects of the temperature and ionization on the stopping power are
thus neglected and in our case the Bethe-Bloch theory represents a good approximation.
2if larger, a normalisation to the correct distance is done by considering the ratio between the ρl
and the larger value found.
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Various tests were done to validate the code. In particular the absorbed energy
and the scattering values were compared with the results given by TRIM code, com-
monly used in literature. We ﬁnd a good agreement between our calculation and TRIM
results. As an example, we discuss the propagation of 10 MeV protons through an
uniform cold 500 μm thick aluminum layer. With our code, the energy loss for each
particle is 6.05 ± 0.03 MeV. Fig.5.19 shows, instead, the energy losses for a 10 MeV
Figure 5.19: Energy loss by 10 MeV protons in their propagation through an Aluminium slab from TRIM
simulation.
proton propagating through an Al slab calculated with TRIM. Integrating the curve
up to 500μm we found that each proton has lost 6.02MeV, which is in good agreement
with our result.
To verify the eﬀects of elastic collisions, we compared the spread of the ﬁnal posi-
tions at the slab surface. In TRIM, this information is given by the “Radial range”
parameter Rr =
∑
i(x
2
i + y
2
i )
1/2/N , which is the mean value of the distance from
the propagation axis. The error is evaluated as the mean standard deviation: σ =√
1
N−1
∑
i[(x
2
i + y
2
i )
1/2 −Rr]2
For the same simulation as before, we show the scattering results in ﬁg.5.20 obtained
with our code and with TRIM. The ﬁgure shows the positions in the XY plane at the
end of the of the slab (z = 500μm). If we calculate the same “lateral straggling”
parameter for the two cases we ﬁnd a value of 20.188±0.297 μm predicted by our code
and 16.022±0.258 μm by TRIM. In this case our value is higher than the one given by
TRIM, implying a more important role of collisions. The same tendency is found for
simulations with diﬀerent materials or diﬀerent densities. The disagreement between
the two values is of the order of ∼ 20%. However, we have to point out that a TRIM
underestimation of the collisions has been previously put in evidence for example in [14]
or, more recently, in [15].
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(a) (b)
Figure 5.20: Final positions in the xy plane of the 10MeV protons after propagation through 500μm thick
Al slab obtained with (a) our code, (b) TRIM code.
5.7 Data analysis
We can now analyze in deeper details some of the data previously presented.
The main objective of this analysis is to carry on an iterative process in which the
eﬀects of the density gradient on the proton propagation are simulated by the Monte-
Carlo code. The input density proﬁle is changed until the experimental results are well
reproduced (see paragraph 3.3.2.1).
In this section, we will ﬁrst describe the method we have used to compare the simula-
tion data to the experimental ones. The density proﬁle from hydrodynamic simulations
will then be presented and ﬁnally the results will be discussed.
5.7.1 Data handling
In this work we have investigated a single RCF ﬁlm. The analysis is focused on the 8th
RCF layer, which corresponds to ∼10 MeV protons. It represents the best compromise
in terms of proton energy and proton number, which allows us to obtain a sharp image
intense enough to be analyzed. High energy protons are too low in number to produce
a clear signal, while strong blurring aﬀects lower energy images.
Moreover, accounting for the density values expected (a ∼5 fold compression is pre-
dicted from hydrodynamical simulations, as we will see in section 5.7.2), the energy
losses for 10 MeV protons (<1 MeV if the whole sliver thickness was compressed) are
not high enough to be resolved by the RCF (whose spectral resolution is typically 1-2
MeV). Proton beam perturbation recorded on the 8th layer are hence induced mainly
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by scattering and the analysis can evidence its eﬀects.
In order to compare the Monte-Carlo results to the experimental data, we have
normalized the modulation intensity induced on the proton beam to the signal value
in the unperturbed region. This procedure is carried on both the experimental and
simulation data.
Modulations intensity on experimental images In the experimental images, the
modulations induced on the proton beam by the density gradient, result in correspond-
ing modulations in the deposited energy. In particular, due to the linear response of the
RCF, an accumulation of protons will make the ﬁlm a darker blue color comparing to
the unperturbed regions, as explain in 5.3. On the contrary lighter blue is characteristic
of proton depletion regions.
To evaluate the importance of the beam modulations we normalize the deposited
dose in the whole image to its value in the unperturbed region. The normalization
procedure is hence a delicate point in the analysis.
In order to correctly perform it, we must ﬁrst subtract the background level. As we
have seen, when considering the spectral distribution, the RCF layer exhibits a narrow
energy response. Therefore, in ﬁrst approximation we can neglect the continuum energy
deposition from higher energy protons.
There is another contribution corresponding to the energy uniformly deposited from
relativistic electrons and from high energy radiation, to which the RCF are also sen-
sitive. Its evaluation is quite straightforward as it can be done considering the signal
on the last radiochromic ﬁlms and subtract it from the image under investigation. The
protons are not energetic enough to reach the last ﬁlms. However, these are exposed to
the electrons and radiation which loose nearly the same energy in all the RCF layers.
This consideration is conﬁrmed by the fact that the last ﬁlms present rather the same
signal, indication of an uniform energy deposition. In our experiment, the last layers
containing a clear proton signal are the 12-13th while the background wass taken from
the 21st layer, far enough to be sure that the corresponding signal is not due to proton
deposition.
The proton beam spatial proﬁle is another crucial parameter in the normalization
process. A uniform beam is necessary to determine the modulation intensity on the
whole image. Since the beam intercepts the target and its holder, we can only access
a fractional part of the unperturbed proton beam which is used as reference. If the
beam is not spatially uniform, the normalization process can induce an incertitude on
the evaluation of the modulation intensity. Unfortunately, this is our case, where the
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beam did not have a high spatial uniformity because of the laser instability during the
campaign.
A general error estimation is obtained by considering the normalization results at diﬀer-
ent spatial positions. We ﬁnd a 10% ﬂuctuation in the intensity modulations associated
to the cold sliver edge, the part of the image closer to the unperturbed beam. For
regions deeper in the targets, including the shocked part, the error cannot be correctly
estimated, as we do not have a precise reference for the normalization. For these regions,
we can consider an error bar  10%.
Modulations intensity on Monte-Carlo simulations When considering the re-
sults from Monte-Carlo simulations, the modulations intensity is calculated on the num-
ber of particles reaching the detector. This procedure is equivalent to dose estimations
as soon as the assumption of proportionality between the absorbed radiation dose and
the number of incident particles is valid, i.e. as soon as the ﬁlm is not saturated.
The proton distribution at the detector is obtained from the simulation outputs.
The Monte-Carlo code reproduces the proton propagation in the density proﬁle until
they have crossed the whole target thickness. The ﬁnal positions and directions of each
individual particle are then used to geometrically propagate it to the detector plane.
This operation is considerably important as it has a great impact on the beam spread-
ing. If the detector is too close to the target, the overlapping can be too small and no
eﬀects are recorded. This is equally the reason why scattering in the detector can be
neglected. Moving away the detector from the target, the beam modulations can be
observed. In our experiment the detector was put on a kinematic mount which allowed
a precise and reproducible positioning. The distance from the target was 36± 1 mm.
The code is run with a number of particles suﬃcient to produce statistical ﬂuctuations
of the same order as the estimated experimental error (∼ 10%). This number depends
on the target transverse dimension (i.e. the sliver length) and on the proton spectral
band considered in the calculations. In the analysis of the 8th RCF (as we have previ-
ously seen) we can neglect the eﬀects associated to the energy losses. This allows to use
a narrow proton spectrum, corresponding to the RCF spectral resolution, of the order
of 1-2 MeV (section 5.3). Therefore, this is the spectral bandwidth considered in the
code. In this case the simulations are run with 200000 particles, suﬃcient to satisfy our
statistics requirements.
We remark that in a general case, absorption eﬀects must be considered and the simula-
tions must be run with the entire proton spectrum. The number of particles necessary
to reach a high statistics, then, considerably increases.
141
5 Proton radiography
5.7.2 The density proﬁle
Hydrodynamic simulations are used to deﬁne the density proﬁle associated to the shock
propagation. We have described in section 4.5 the way we have derived the simulation
parameters from the shock velocity measurements. The same parameters were used to
run the hydrodynamic simulations on the foam targets, getting the density proﬁles to
be inserted in the Monte-Carlo code.
The result is a non steady shock, whose velocity decreases from the initial value of ∼ 50
km/s to ∼ 35 km/s during the 11 ns transit time. The pressure generated in the foam
targets lie in the range 2.3− 1.1 Mbar, while a maximum ∼ 5 fold is found in the foam.
Figure 5.21: Density proﬁle at 7ns from hydrodynamic simulation.
In order to model the proton propagation, the 2D density gradient structure is
of primary importance since the sliver thickness, 430 μm, is larger than the shock
curvature (initial FWHM of ∼ 300μm). Non considering the density gradient in the
proton propagation direction, hence, would cause an overestimation of the scattering,
corresponding to the overestimation of the compressed thickness crossed by the particles.
Because we are dealing with small angles scattering, the shock curvature in the third
dimension, which also exists, has a weaker impact on our results and it will be neglected
in this calculations. Its implementation in the code is almost quite straightforward and
it can be achieved when needed.
Unfortunately at the time of the analysis, no useful 2D hydrodynamic simulations were
available; we have therefore reconstructed 2D proﬁles from 1D simulations, taking the
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shock front gaussian shape into account. The result at 7ns, is shown in ﬁg.5.21.
5.7.3 Source size characterization
The proton source size can aﬀect the intensity of the proton beam modulations. Its
characterization is therefore very important for a correct interpretation of the experi-
mental results.
The details of the proton emission are in agreement with a picture of a small virtual
source size located at a distance z (∼ 300− 400μm) in front of the target (ﬁg.5.22). At
Figure 5.22: Proton emission mechanism. The details of the proton emission are in agreement with a
picture of a small virtual source located in front of the target. At the target surface, the
emitting region is much larger.
the target surface, the emitting region is much larger. The radius r of the real source
depends strongly on the energy of the protons considered; typically it is 80 μm for 12
MeV protons but it can be increased up to 250 μm for 6.5 MeV. The protons are emit-
ted in a quasi-laminar fashion, within an angle θ ±Δθ, with θ ∼ r/z and Δθ ∼ a/2z,
where a is the virtual source radius.
However, the properties of the proton source size are strictly connected to the laser
characteristics and in particular strongly depend on the quality of the laser focal spot.
Its characterization is thus necessary in each experiment to correctly describe the mod-
ulations intensity and, consequently, the density gradient that can be deduced.
In order to characterize the proton source size, we focus the attention on the modulation
observed at the cold foam edge-vacuum interface. In this case, both the density values
and its spatial proﬁle are well known. Eventual disagreements between the experimen-
tal and simulated results can thus be attributed to the proton beam properties only.
We can describe the vacuum-foam interface as a density discontinuity between 0 and
0.1 g/cc. The Monte-Carlo simulation results obtained with a point source do not re-
produce the experimental modulations. To ﬁnd consistency with the experiment we
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need to insert a 20 μm source size. A similar result was found in [13], where a source
size of 10 μm was necessary to reproduce the correct modulation intensity for a proton
beam scattered by an Al grid. It is important to notice that this result was obtained on
our same laser system (the VULCAN laser at RAL). Diﬀerent experiments performed
on diﬀerent laser facilities, [16],[17], are consistent with smaller source sizes. On the
LULI100TW laser system, the source size was measured  4μm [17]. In that case, the
proton beam appears highly uniform on the RCF. On the contrary, the inhomogeneities
in the proton spot observed in our shots are a signature of a lower collimated beam,
consistent with bigger source sizes.
The results given by the code with a point (light gray curve) and a 20 source μm (dark
graycurve) are compared with the experimental results (blackcurve) in ﬁg.5.23. Both
Figure 5.23: Normalized modulations induced by the cold foam edge experimental data (black line) and
MC code with a point source size (light gray line) and with a 20 μm source size (dark gray
line).
the perturbations spatial extent and intensity are in agreement with a 20 μm source
size, the proﬁle obtained with a point source being too narrow and too intense.
Having determined the source characteristics, we can now investigate the net eﬀects of
the density proﬁle on the modulations. In particular, we will consider the eﬀects of the
density gradient at two diﬀerent times 7 and 11 ns.
5.7.4 Experiment and code results at 7 ns
When we insert the density proﬁle at 7ns, shown in ﬁg.5.21, and considering a 20 μm
source size, the code results are shown in ﬁg.5.24. In the same ﬁgure, they are compared
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to the experimental proﬁle taken along the symmetry axis, where the laser intensity is
maximum.
Figure 5.24: Contrast proﬁle results from the experimental data (black line) and from the montecarlo
simulation (gray line). The contrast at the cold foam edge is well reproduced as well as the
general structure.
We can notice that the experimental proﬁle and the contrast values are well re-
produced. In order to better understand the origin of each intensity modulation, we
shall consider the 1D density proﬁle as given in ﬁg.5.25 (a). We can attribute the
main intensity modulations to the scattering from three principal density changes in
the sample:
• the cold foam edge
• the shock front
• the compressed pusher
The intensity modulation induced by each density variation are sketched in ﬁg.5.25
(b).
Scattering from the cold foam edge causes the typical accumulation zone and the
associated depletion region.
Because of the narrow spatial extent of the shock front and of the pusher, their
eﬀects are similar to those induced by a thin wire (section 3.3.2.4). Two accumulation
regions at each side of the narrow feature are observed separately while the depletion
regions are superimposed in a unique deep minimum. The width and intensity of
145
5 Proton radiography
the accumulation and depletion zones can be diﬀerent according to the density proﬁle
details. In particular, the beam perturbation inferred by the shock front is aﬀected by
the gradient behind it.
Figure 5.25: Schematic representation of the intensity perturbation induced on the proton beam by the
density proﬁle. The eﬀects of each single feature are mixed together producing a proﬁle
similar to the observed at earlier times (7ns).
If the pusher and the shock front are not separated enough, their eﬀects are mixed in
a single modulation. The resultant intensity proﬁle is sketched in ﬁg.5.25 (c), in which
we recognize the characteristics of the experimental and simulated proﬁles of ﬁg.5.24.
We can verify that, at this delay, the pusher and shock front cannot eﬀectively be
resolved. First, from hydrodynamic simulations, we estimate the distance between these
two interfaces, ∼40 μm at 7 ns (ﬁg.5.16). We can then use the criterion discussed in
5.4 to determine the condition for the two features to be resolved. In 5.4, the reso-
lution limit accounted for the scattering in a single material. Here, on the contrary,
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the scattering eﬀects are diﬀerent for protons going trough the pusher or through the
shocked foam. This fact implies that the scattering cones associated to the foam and
to the pusher have diﬀerent apertures, 2β1 and 2β2 respectively. As before, in order
to resolve the two features, we require that these two cones do not overlap. Therefore,
the condition of section 5.4 can now be rewritten as: y > (β1 + β2)L. Considering the
compressed material thickness crossed by the protons, we ﬁnd (β1 + β2) ∼ 1.2°, leading
to a resolution of ∼60 μm for our 3 mm proton source/shocked target distance. This
value is bigger than the ∼40 μm deduced from the simulations, conﬁrming that the
modulations induced by the shock front and the pusher can not be resolved. Their
eﬀects are mixed together, in accordance with the experimental result.
Since it is not possible to isolate the eﬀect of the shock alone, the shocked target
density cannot be determined with good accuracy for this shot.
5.7.5 Experiment and code results at 11 ns
At 11 ns the shock has just broken out from the sliver. As before, we have inserted
the density proﬁle from the hydrodynamic simulations (now calculated at 11 ns) in the
code. The source size is also maintained at 20 μm, while the shock FWHM is slightly
increased because of its expansion.
The comparison between the experimental results and the simulations still shows good
Figure 5.26: Contrast proﬁles at 11ns. The experimental data (black curve) is compared with the MC
simulations (gray curve).
agreement, as shown ﬁg.5.26. In this case, the proﬁles are quite diﬀerent from the one
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obtained at 7 ns. The cold foam edge eﬀects are no more observable, because the shock
has broken out into vacuum. Here, the modulations observed are caused by the shock
front unloading in the vacuum and by the pusher only, which now becomes distinguish-
able.
We illustrate this situation in ﬁg.5.27. As before, we show the 1D density proﬁle to-
gether with the scattering eﬀects on the proton beam. Fig.5.27 (c) shows the resulting
modulations. We can observe the same structure as in ﬁg.5.26, but as opposed to
the proﬁles at 7 ns, the accumulation and depletion zones do not completely overlap.
Therefore, we observed an additional modulation, not perceived at 7 ns (section 5.4.3).
Figure 5.27: Schematic representation of the intensity perturbation induced on the proton beam by the
density proﬁle at later times. The shock-front pusher distance is increased enough so that
the associated eﬀects can become distinguishable.
At this delay, we can verify that we can eﬀectively spatially resolve the pusher and
the shock front unloading into the vacuum, by calculating the resolution limit. Using
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the same procedure as before, we ﬁnd a resolution limit of ∼60- 70 μm, while at t = 11
ns, the distance between the shock front and the pusher is increased up to 80 μm,
ﬁg.5.16. Indeed at 11 ns the scattering eﬀects associated to the shock front and to the
pusher start to become distinguishable.
Having veriﬁed that we can to isolate the shock eﬀects, we can deduce the foam den-
sity from the Monte-Carlo simulations. Fig.5.26 indicates that the 4 fold compression,
predicted by the hydrodynamic simulations at this delay, is suﬃcient to reproduce with
good accuracy the intensity contrast associated to the shock break out. The width and
the positions of all the other features is also quite well matched, even if their contrast
is not optimal. In this case, probably, the reconstructed density proﬁle from the 1D
simulation does not allow us to reproduce with good accuracy the released part and
to catch all the details of the released and of the still highly compressed parts of the
target. A complete 2D simulation is then necessary for a deeper analysis.
5.8 Sensitivity as density diagnostic
A general estimation of the sensitivity of this diagnostic to the density is not easy to
do in this regime, where only scattering comes into play. It strongly depends on the
material under consideration, since the modulations are induced by the diﬀerent lateral
spread due to the cold and shocked material. Therefore, same compressions in diﬀerent
materials would cause a diﬀerent eﬀect. Moreover, the density spatial proﬁle, is a crucial
parameter in determining the modulations on the beam. The shock spatial characteris-
tics, among which its curvature in particular, will then determine the observed eﬀects.
For the speciﬁc case of the low density foam, we can estimate the sensitivity to the den-
sity by comparing the proﬁles obtained from the proton propagation through a step-like
density proﬁle and varying the amplitude of the step. The most simpliﬁed scheme for
the density on the shock propagation axis, can be given as a ﬁrst vacuum region fol-
lowed by a ﬁrst step at 0.1 g/cc representing the uncompressed foam and a further
step for the shocked part. We have run MC simulations considering diﬀerent values for
the compressed foam layer. We show in ﬁg.5.28 the result obtained for a 0.4 g/cc and
0.6 g/cc step. In both cases, the energy losses are neglected since  1MeV , i.e. not
experimentally resolved by the RCF stalk. In order to estimate the real potentiality
of the technique, in the proﬁles shown in ﬁg.5.28, we have considerer a 10 μm source
size, which can be achieved in typical experiments, where the beam quality is good,
but still not optimal! We can notice that the two proﬁles are considerably similar. The
diﬀerences can not be observable in conditions similar to ours, where the experimental
ﬂuctuation is ∼10%.
Another interesting analysis can be done by varying the steepness of the density jump.
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Figure 5.28: Contrast proﬁle results for a double stepped density proﬁle (a). In both curves the ﬁrst step
is at 0.1g/cc and represents the cold foam edge. The shock compression is modeled with a
second step of 0.4 g/cc (black line) and of 0.6 g/cc (gray line).
Figure 5.29: Contrast proﬁle results from diﬀerent density gradients (a). In both curves the ﬁrst step is at
0.1g/cc and represents the cold foam edge. The shock compression is modeled with a second
step of 0.4 g/cc (gray line) and with a exponential function of 1/e ∼ 75μm (black line).
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In ﬁg.5.29 the maximum compressed density is kept at 0.4 g/cc, but the density increase
is smoothed (exponential, with 1/e increase in ∼75 μm). In this case, a substantial dif-
ference is observable in the two proﬁles. In particular, the eﬀects associated with the
smooth gradient are far less marked. Therefore, completely blurred images could result
from too gentle gradients radiographs.
5.9 Conclusions
For the ﬁrst time we have demonstrated the possibility to use proton radiography as
a WDM diagnostic. High quality radiography of shock compressed targets have been
obtained with laser produced protons. Thanks to the short temporal duration of these
proton beams, this technique can probe a precise state of plasma and therefore the
shock propagation history. In particular, we have been able to resolve the pusher-shock
interface at late delays. In this case, we were able to isolate the eﬀects of the shock
discontinuity on the proton propagation, allowing its direct characterization.
We have carried on a ﬁrst study to investigate the potentiality of this diagnostic
as a direct density measurement. In particular we have focused the analysis on ﬁlms
corresponding to high proton energies, where the energy losses are negligible and the
image is mainly due to small angle scattering. Using a Montecarlo code, we have proved
that the perturbations induced on the proton beam can be reproduced by introducing
a correct density proﬁle, which was obtained from 1D hydrodynamical simulations. In
this regime, where only scattering is involved, the analysis is not highly sensitive to
the compression value. Nevertheless, it shows a good sensitivity to the density gradient
spatial details. This quality makes it particularly suitable in experiments requiring
both spatial characterization and compression information within a discrete precision
(symmetry implosion control, instabilities detection,...).
The used method has very promising perspectives and can be strongly improved.
- The real potentialities of the diagnostic can be understood by performing a deeper
and complete analysis on the whole RCF stalk. For example, a parallel analysis on
each ﬁlm could restrict the density characteristic requirements, hence reducing the un-
certainty. In this procedure, when considering the ﬁrst ﬁlms, corresponding to less
energetic protons, absorption must also be accounted for. Therefore, in this case, a
well characterization of the proton spectrum is necessary for a correct evaluation of the
absorption and, hence, of the density.
- Additional improvements of the Monte-Carlo code can also be considered. In par-
ticular its routines must be optimized to use a larger number of particles, necessary for
better statistics.
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- If a spherical shock is created, 2D hydrodynamical simulations can be used to
achieve a more accurate description of the density proﬁle, for late delays in particular.
In these cases, compression details can be considerably diﬀerent along the spatial shock
proﬁle. A 3D approach can also easily be implemented in order to give a more realistic
description of the propagation process.
- From the experimental point of view, improvements of the proton beam quality
is of fundamental importance in this measurement. Its spatial properties are crucial
parameters for the correct evaluation of the modulation intensities.
As a conclusion, this technique is worth to be pursued in future, the ﬁrst results
being highly encouraging. In particular, access to large scale facilities (PICO2000,
OMEGA EP, ...) will provide higher proton energies, which will extent this diagnostic
to high density materials.
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Chapter 6
X-ray Thomson Scattering
In this chapter we will describe the experiments we have performed on x-ray Thomson
scattering. The main objective was to probe collective regimes, where the scattered
spectrum is representative of the collective response of the medium. Two experimental
campaigns were conducted on diﬀerent laser facilities. The ﬁrst one was performed on
the LULI2000 laser at the Ecole Polytechnique, while the second was lead on Janus
facility at Livermore National Laboratory, California. We will begin introducing the
LULI experiment. The set up will include both x-ray and optical diagnostics. We
will describe each diagnostic system and present the experimental results obtained.
In particular, the discussion of the x-ray scattered data, will require the support of
simulations. We will be able to evidence interesting eﬀects of strong ion correlations on
our scattered spectra.
Janus experiment will then be discussed. Here, only x-ray diagnostics were included in
the set up. The main results obtained at LULI will thus be used to analyse the data.
6.1 Experiment at LULI
The LULI experiment presents two main aspects of relevant interest. First of all, for
the ﬁrst time, scattering results have been obtained in the collective regime. The simul-
taneous use of optical rear side diagnostics, routinely used in shock wave experiments,
then allowed a cross check of this novel technique.
In this section, after a description of the experimental set-up, we will ﬁrst determine
the plasma parameters from the analysis of the optical diagnostics data. We will then
report the x-ray scattered spectra obtained at diﬀerent times in the evolution of the
plasma. In this way, diﬀerent plasma states will be probed. A x-ray scattering code
will be used for the interpretation of the results. Agreement between simulations and
experimental data will be found only when strong coupling and degeneracy eﬀects are
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considered in the code. A quick discussion on the theoretical basis of these aspects
will also be given. Finally, we will illustrate the main results, comparing the simulated
spectra with the experimental data.
6.1.1 Experimental set up
The experiment was performed on the LULI2000 facility. The laser has two beams
delivering up to 1kJ each at the principal wavelength 1053nm in a squared pulse, whose
length can be varied in the range 0.8-5 ns. Both beams were converted into 2ω light by
means of KDP crystals. The conversion eﬃciency was about 40% so that each beam
could furnish up to 400 J of green light. On ﬁg.6.1 we show the experimental set up.
One beam was used to produce the x-ray source while the second was employed to
generate a high density plasma through shock compression.
Figure 6.1: Schematic representation of the experimental set-up at LULI.
The “north” beam (backlighter) was used to produce an intense x-ray source using a
5 μm thick titanium foil. The generated radiation is the typical x-ray spectrum emitted
from thermal plasmas produced with long pulse lasers. In our conditions, the Ti He-α
line, centred at 0.26 nm, was the most intense feature. Following previous work, [1],
maximum conversion eﬃciency is obtained with an intensity of the order of 1015W/cm2.
We were able to reach this intensity by focusing the 400 J beam in a 100 μm FWHM
spot. According to [1], a ns pulse can produce up to ∼ 4 · 1012 photons/(J · sr) in the
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He-α line and its satellites. With 400 J available, we could achieve up to ∼ 1.6 · 1015
photons/sr, which was suﬃcient to have a detectable scattered signal from our plasma.
A short temporal duration of the x-ray source is highly suitable as it allows probing
a unique plasma state. Since the x-ray thermal emission (Heα line) lasts for the entire
laser duration (at least), it is desirable to use short pulse beams. In our case, the choice
of the laser temporal length was an important issue. First, at the time of the exper-
iment, short pulse was not available yet on the LULI2000 facility and only ns beams
were accessible. In addition, the two beams were generated by the same oscillator,
which represented a further limitation on the shortest useful pulse duration. Indeed, a
long enough pulse is required to generate a steady shock, necessary to create uniform
plasma conditions. To satisfy both requirements, we have chosen a 1 ns squared pulse
as the best compromise.
Dense plasma conditions were created using the “south” beam (drive beam). A
phase zone plate (PZP) [2] was employed to eliminate large scale spatial intensity mod-
ulations and to obtain a ﬂat intensity proﬁle in the focal spot. A PZP is made of a
Fresnel lenses array, each with a long focal length fz. The Fresnel lenses are randomly
dephased by 0 or π so that the laser coherence is broken and smoothing eﬀects are
obtained. The PZP are placed in the vacuum chamber just after the focusing optics,
of focal length f. The laser beam is thus divided into many small beams which are
focused at a diﬀerent position on a plane at distance ftot, with 1/ftot = 1/f + 1/fz.
Because fz 	 f , ftot ∼ f , all the small beams are superimposed on the plane which
is close to main lens focusing plane. The zero diﬀraction order of each Fresnel lens is
then superimposed giving a proﬁle characterized by a central peak. By defocusing by
a few hundred microns, we can ﬁnd an optimal position where the focal spot proﬁle
is determined by the higher diﬀraction orders. It results in a supergaussian spatial
proﬁle, with a FWHM depending on the plate characteristics. The best position was
experimentally found by directly looking at the focal spot by means of a microscope
objective placed at the chamber center. In our experiment we have used a large ﬂat
top region, of the order of 900μm FWHM, large enough to be sure that the scattering
radiation came from the shocked part of the sample.
The sample was an aluminum plasma created by shock compression of a multilayer
CH/Al/CH sandwich target. The CH layers were 4.5 μm thick, while the Al thickness
was 6 μm. The aluminum layer was compressed by the shock and its expansion was
constrained by the last plastic layer. A 1 mm pinhole on a thick copper substrate was
glued on the target to limit the collection of the radiation scattered by the shocked
region only. The sample target was placed at the chamber center, 7mm away from the
backlighter. Such a large distance allowed to reach a more uniform illumination on the
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target and prevent it from being perturbed by the source radiation.
A high magniﬁcation microscope was used to monitor the target chamber center.
The rear side diagnostics could then be used to cross check the alignment, so that we
can estimate a precision of ∼ 30 − 40μm in the determination of the target center.
The two targets were mounted on a common stage, which had 6 motorised motions. In
a ﬁrst step, the principal target was aligned at the chamber center. Successively, the
whole stage was moved by a known vector, representing the correct backlighter distance
from the principal target. A small motor on the backlighter mount, then, allowed to
adjust its positioning. Finally, moving back the whole stage in the original position,
each target was at the correct position. A further lens system imaging the backlighter
position allowed to verify the ﬁnal alignment.
The main diagnostic consisted in a crystal spectrometer collecting the scattered
radiation and focusing it on a X-ray CCD camera in the Von Hamos conﬁguration.
Another spectrometer was used to monitor the source by looking at the transmitted
radiation. A system of rear side diagnostics (VISAR+SOP) was also implemented in
the set up to infer generated plasma state. By measuring the shock velocity in CH or
in Al, from these diagnostics we could deduce important plasma parameters such as
temperature and density, the EOS of the aluminum being well known, [3]. A precise
knowledge of the plasma parameters allows to test the results obtained with the x-ray
scattering technique, as well as scattering calculations to which they are compared.
6.1.1.1 X-ray diagnostics
The x-ray source was spectrally resolved with crystal spectrometers coupled to CCD
camera detectors. We used two diﬀerent crystals to collect the transmitted and scat-
tered radiation, accomplishing diﬀerent requirements.
The source emission was directly monitored by collecting the transmitted radiation.
In this case no particular requirements were imposed nor on eﬃciency neither on dis-
persion properties. A simple ﬂat Si crystal was thus suitable to obtain high quality
spectra. The spectrometer was placed directly on the backlighter beam axis, collecting
the radiation transmitted through the plasma. For Si(111) crystals the distance between
the crystal planes is d = 3.13 A˚ and ﬁrst order Bragg condition for 2.6 A˚ radiation is
satisﬁed for an angle θ = 24.6°. Recording the source emission at each shot helped in
the analysis of the scattered data, ﬁrst giving a good control of the incident radiation
spectrum and then allowing to characterise new features and their respective intensity
in the scattered spectra.
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When dealing with x-ray Thomson scattered radiation, one of the main experimental
diﬃculties is due to the low intensity signal produced. A high eﬃciency spectrometer
is thus necessary to enhance the intensity of the collected signal and make it observable
with standard detectors. Bent crystals are much more eﬃcient than ﬂat crystals because
Figure 6.2: Schematic diagram of a Von Hamos spectrometer. The radiation is focused on the spectrometer
axis.
of their focusing properties and are hence more suitable for low intensity signal detec-
tion. In a Von Hamos scheme, represented in ﬁg.6.2, a crystal is bent into a cylindrical
surface and both the source and the spectrum lie on the cylinder axis. A bent crystal in
a Von Hamos conﬁguration can be 102 − 103 times more eﬃcient than a ﬂat one, when
considering small source sizes. In a plane perpendicular to the spectrometer axis, the
Von Hamos scheme has a large collection solid angle and focuses the collected radiation
on the axis itself. Besides a higher luminosity, cylindrically bent crystals also present
good dispersion properties. The diﬀraction planes are parallel to the spectrometer axis
which means that from the dispersion point of view a curved crystal in a Von Hamos
scheme behaves like a ﬂat one. Diﬀerent wavelengths are diﬀracted according to the
Bragg’s law on the cylinder axis.
In the experiment we used a LiF(200) crystal. It was positioned in a forward scatter-
ing conﬁguration, which allowed us to reach a collective scattering regime. The smallest
the scattering angle is, the easier the achievement of collective regimes. In our exper-
iment though, the smallest observable angle was imposed by the actual dimensions of
the crystal and the detector mount. Indeed, they were required not to obscure the rear
side diagnostic ﬁeld of view. The smallest angle we could probe was therefore 47°.
The distance of LiF(200) reticular planes is d = 2.014 A˚ so that He-α radiation
at 2.61A˚ is reﬂected in the ﬁrst order at a Bragg angle of θ = 40°. The Bragg angle
together with the crystal focusing properties, which are directly related to the curvature
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radius, ﬁxed the geometry of the target-crystal-detector system.
The spectrometer axis was aligned along the target surface, as shown in ﬁg.6.3. The
Figure 6.3: In the Von Hamos conﬁguration the detector is aligned along the target surface and they both
lie on the spectrometer axis. The collecting scattering angle can be changed by rotating the
whole “triangle” target-crystal-ccd around the target center chamber.
whole target-crystal-detector ensemble could then be moved around the target chamber
center (TCC), according to the scattering angle to be probed. After having set the
crystal and the CCD at the positions imposed by the Von Hamos geometry, a ﬁrst
adjustment of the crystal focusing was done by placing at TCC a small optical ﬁber, in
which a He-Ne laser was injected. The reciprocal distances could be set by optimizing
the He-Ne focal spot, directly looking on the CCD camera. A ﬁnal alignment was
then performed by shooting on a Ti foil at the TCC and optimizing the acquired x-ray
spectra.
The LiF crystal was also chosen because of its high reﬂectivity, which made the weak
scattered signal detection possible. LiF reﬂectivity is one of the highest among the low
mosaic crystals; for the LiF(200) the integrated reﬂectivity at ﬁrst order is 1.57 mrad,
∼ 2.5 higher than the eﬃcient Ge(111) or even ∼4.5 times higher than Si(111), whose
reﬂectivity is ∼ 0.346 mrad, [4].
Being able to resolve the plasmon feature was the main condition that imposed the
resolution requirements. For our experiment, plasmon energy was of the order of∼ 20eV
so that a spectral resolution of this order was all we needed. In our conditions, a modest
resolution λ/Δλ ∼ 103 corresponding to ∼5 eV, was suﬃcient to resolve the plasmon
feature, so that dispersion requirements did not put a real constraint on the choice of
the LiF crystal.
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6.1.1.2 Plasma diagnostics
As previously mentioned, if we consider the Al EOS known, the state of the aluminium
plasma can be inferred by measuring a single parameter, the shock velocity in our case.
As for the x-ray radiography, the inferred state can be compared to the measurement
obtained with the new diagnostic, allowing a cross calibration of the technique. Fur-
thermore, an accurate characterization of the plasma was of particular importance for
a correct interpretation of the scattering results, as they revealed a high sensitivity to
degeneration and coupling eﬀects.
Two rear side diagnostics were implemented in the set up for the shock velocity mea-
surement: time resolved self emission (SOP) and VISARs interferometers. A detailed
scheme of this speciﬁc part of the set up is shown in ﬁg.6.4. The sample targets were
CH(4.5μm)/Al(6μm)/CH(4.5μm) sandwiches so that the velocity in the last transpar-
ent plastic layer could be measured [5].
Figure 6.4: Part of the set up relative to the rear side diagnostics for the plasma conditions measurements.
Both the diagnostics, imaged the target rear side on the detectors (streak cameras).
For the VISARs, a probe YAG laser at 1064 nm with a 8 ns gaussian pulse was injected
into two optical ﬁbers. Being reﬂected by the target rear side, it is injected in two
VISARs interferometers with diﬀerent sensibilities. The interference pattern on the
last beam splitter of each interferometer was then imaged onto two streak camera slits,
one for each VISAR.
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Self emission diagnostic The sudden temperature increase associated to the com-
pression induces the shocked plastic to emit thermal radiation (self-emission) which is
transmitted through the transparent, unshocked, cold CH. By simply imaging the tar-
get rear side, we can collect the emitted radiation and measure the shock transit time
in the last CH layer. It is then straightforward to determine the velocity of the shock
knowing the thickness of the layer.
The shock transit time is measured as the time interval during which radiation is
emitted, which corresponds to the time delay between the shock breakout at the Al-
CH and CH-vacuum interfaces. At earlier times the emission is blocked by the opaque
aluminum, while, after the break out in vacuum, the plasma cools down because of the
expansion and, consequently, emission ceases rapidly.
The VISAR interferometer Instantaneous shock velocity were inferred from the
VISARs. For a transparent material which becomes reﬂective under shock compres-
sion, the VISARs give access to both mean and instantaneous shock velocity, allowing
a higher precision in the velocity measurement. A detailed description of the VISAR
can be found in [6]. Here we just present the main principles, in order to be able to
understand the experimental data.
The VISAR (Velocity Interferometer System for Any Reﬂector) was proposed in
1972 by Barker and Hollenbach [7]. It is a velocity interferometer which allows a high
precision measurement of the velocity of any moving reﬂective surface and it is widely
used in shock wave experiments. The velocity measurement is obtained from the inter-
ferometry pattern, considering in particular the fringe shifts, which are directly linked
to the Doppler eﬀect.
Among the various possibilities for the interferometer conﬁgurations we have chosen
to use the Mach-Zendher geometry proposed by Celliers et al. in [8], where the two
arms are recombined at a small angle. Its design is shown in ﬁg.6.5
A probe beam is made reﬂect on a moving surface and it is then injected in the
VISAR. The ﬁrst beamsplitter BS1 separates the beam into two parts. One part is
transmitted to a mirror M1, while the other part is reﬂected to a second mirror M2,
in front of which the etalon is placed. The two beams are then recombined at the
beamsplitter BS2, where they interfere. The etalon introduces a few ps time delay τ ,
so that the fringe pattern is representative of the interference between light reﬂected
at a given time t0 and light reﬂected at time t0 + τ . In a usual interferometer the
time delay is obtained by changing the length in one of the two arms. To produce
a path length diﬀerence able to evidence the Doppler eﬀect for ∼ 10km/s (typical of
our shocks), the diﬀerence in length should be of ∼ mm. Such an important length
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Figure 6.5: Mach Zender conﬁguration of the VISAR.
diﬀerence, though, would make the light loosing coherence. The use of the etalon in
the VISAR allows, instead, to introduce a time delay, while keeping the coherence. To
satisfy this condition, the VISAR is aligned in such a way that the two arms have the
same apparent length. In a ﬁrst step, a “null position” is determined, by removing the
etalon and setting a perfectly equal path for the two arms. The etalon is then placed
in front of the mirror M2. The whole ensemble etalon+mirror is moved by a distance
d, calculated to place the image of the mirror plane, as viewed through the etalon,
coincident with the null position. The distance d is calculated as:
d = e(1− 1
n
)
where e is the etalon length and n its refractive index. The resultant optical time delay
τ is then:
τ =
2e
c
(n− 1
n
)
The velocity v(t) of the reﬂecting surface aﬀects the interference pattern because of
the wavelength change Δλ associated to the Doppler eﬀect:
Δλ = λ0
[
1 + 2
v(t)
c
]
(6.1)
In particular the Doppler shift is manifested as a fringe shift F at the output of the
interferometer:
F = (1 + δ)
cτ
λ0
Δλ
λ0
(6.2)
where the factor 1+δ accounts for the dispersion of the etalon. This fringe shift can then
be related to the reﬂecting surface velocity U by the velocity interferometer equation
[7]:
U =
λ0
2τ(1 + δ)
F (6.3)
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In our targets, the probe beam is reﬂected at the interface between the cold and
hot CH, which metallizes under the shock compression, at relatively low pressures (∼ 1
Mbar [9]). Because the probe beam propagates through a medium (CH), the refractive
index nCH = 1 aﬀects the optical path length, modifying the ﬁnal equation:
Us =
λ0
2τ(1 + δ)nCH
F (6.4)
From the fringe shift we can thus access to the instantaneous shock velocity in the
plastic. By imaging the output beamsplitter (BS2 in ﬁg.6.5) on the streak camera slit,
we can then record the fringe shift as a function of time, accessing the shock velocity
temporal evolution.
It should be underlined that from the fringe pattern, it is possible to measure only the
fractional part of the fringe shift and an ambiguity on the integer part arises when the
phase shift is greater than 2π. Physical considerations or other independent velocity
data must be used to resolve this ambiguity. Another method consists in recording the
data simultaneously with two VISARs of diﬀerent sensitivities. The so called standard
sensitivity of the VISAR is often quoted as the velocity-per-fringe, VPF.
V PF =
λ0
2τ(1 + δ)
(6.5)
In our targets, we need to account for the CH layer and the real sensitivity becomes:
V PF =
λ0
2τ(1 + δ)nCH
.
With a dual interferometer set-up, the comparison of the two independent data sets
lead to a unique determination of the Doppler shift and of the resulting velocity.
The velocity values inferred by the VISARs can be accurate up to few %, the precision
depending only on fringes quality and on the accuracy in determining the phase shift.
6.1.2 Plasma state
We will present here the shock velocity measurements from the self emission and VISARs
diagnostics in our experiment. The inferred values will allow to perform hydrodynamic
simulations from which we will access to all the other plasma parameters.
6.1.2.1 Self emission measurement
Fig.6.6 shows a typical image obtained with the self emission diagnostic. An interfer-
ential ﬁlter at nominal wavelength 450 ± 30 nm was placed in front of the slit, so the
recorded radiation lies in the blue part of the visible spectrum.
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Figure 6.6: Self emission data.
In ﬁg.6.6 emission from the rear side CH layer, corresponding to the shock transit
time, lasts 365±20 ps. Considering the CH thickness, 4.5 μm, we deduce a mean velocity
of ∼ 12.33 ± 0.65 km/s. A 10 magniﬁcation factor in the optical system allowed to
record the emission from the whole shocked part of the target. It is interesting to note
the spatial shape of the emission, which reﬂects the spatial structure of the shock. The
ﬂat spatial proﬁle is typical of a PZP smoothed beam with a ﬂat region of ∼ 850μm.
This spatial shape diﬀers from the gaussian proﬁle arising from the RPP we had used
in the radiography experiment.
6.1.2.2 Visar measurement
From the VISAR data, it is possible to determine both mean and instantaneous shock
velocity. The image corresponding to the same shot shown in ﬁg.6.6 is presented in
ﬁg.6.7 for one of the two VISARs. Time goes from the bottom to the top, while the
right-left axis is the spatial dimension. Each line corresponds to a horizontal cut in the
interference pattern taken on a time interval corresponding to one pixel. The temporal
resolution is determined by the streak camera sweep speed, 10.4 ps/px in ﬁg.6.7. In
the ﬁrst part of the image, the interference pattern does not change. This situation
corresponds to the reﬂection of the probe beam from the unperturbed CH/Al interface.
When the shock wave breaks into the last CH layer, at time t1, it induces a rapid
ionisation of the plastic which starts reﬂecting the probe laser beam. From this instant,
the reﬂective surface (the shock front) moves at the shock velocity resulting in a sudden
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Figure 6.7: VISAR data for the same shot as ﬁg.6.6. The red curve corresponds to the numerical ﬁt done
to extract the phase as a function of time.
shift in the fringes. If the shock velocity is constant in time, the fringes remain unshifted
afterwards. A decaying shock wave is instead characterized by a continuous movement
in the interference pattern. When the shock wave breaks out into vacuum, at time
t2, the expanding plasma absorbs the probe beam and the fringes disappear. We can
thus ﬁrst estimate the mean velocity by measuring the time delay between t1 and t2,
corresponding to the shock transit time in the plastic layer. For ﬁg.6.7 we obtain 375±31
ps, i.e. we deduce a mean shock velocity in the plastic of 12.00 ± 1.08 km/s, in good
agreement with the self emission diagnostic.
To determine the instantaneous velocity as a function of time we need to infer the
fringe shift at each time with respect to the initial stationary pattern. A numerical
ﬁt was used to calculate the phase at each pixel and the results are represented as a
red curve in ﬁg.6.7. The corresponding velocities are found by using the eq.6.4. In
the experiment we used etalons of thickness 8.13 mm and 15.18 mm corresponding to
standard VISARs sensitivities of 12.7 km
s·fringe and 6.8
km
s·fringe respectively. Taking into
account the cold CH refractive index, nCH = 1.57, the real sensitivities were 8.1
km
s·fringe
and 4.3 km
s·fringe The uncertainty in the integer part of the fringe shift was completely
resolved by the combined use of two VISARs and from the self emission. The velocity
proﬁle for the interferometer pattern is shown in ﬁg.6.8 for the VISAR with a 8.1 km
s·fringe
sensitivity.
As shown in ﬁg.6.8, the shock is decaying from 12.8 ± 0.4 km/s at t1 down to ∼ 10
km/s when it breaks into vacuum (t2).
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Figure 6.8: Velocity vs time deduced from ﬁg.6.7. The time 0 corresponds to the shock breakout into the
plastic layer.
6.1.2.3 Hydrodynamic simulations
In order to deduce the plasma parameters we have run hydrodynamic simulations with
the code MULTI [10]. This code is currently used in the analysis of shock wave ex-
periments and it has already been widely validated. As we did not have a reliable
measurement of the energy on the target, we have used the laser intensity as a free pa-
rameter in the simulations. By varying the laser intensity in the code, we can simulate
diﬀerent shock velocities in the plastic. We could reproduce the experimental ∼12 km/s
mean shock velocity in the last CH layer using an intensity of I = 0.5 · 1013W/cm2. In
ﬁg.6.9 we show the pressure as given by the simulation for such a laser intensity. Here
the 0 position represents the target rear side, while the drive laser beam comes from
the right. The shock wave propagation induces a high pressure increase. The shock
transition at the CH-Al and Al-CH interface is characterized by the appearance of the
reﬂected waves. At the ﬁrst interface, situated at 10.5 μm in this representation of the
target, the shock goes from the CH to the Al layer. A shock is transmitted in the Al
layer and the reﬂected shock propagates in the CH (see 2.3.1). The pressure of the
reﬂected shock is ∼2.5 Mbar. At the other interface, at 4.5 μm the situation is reversed
and a relaxation wave travels back in the Aluminium lowering the pressure down to 1.1
Mbar while a shock of the same pressure is transmitted in the last CH layer. Accord-
ing to SESAME EOS, this pressure corresponds to an instantaneous shock velocity of
∼ 13.2 km/s. Nevertheless, since the shock is not steady, during its propagation the
pressure is decreased down to ∼ 0.6 Mbar, corresponding to a shock velocity of ∼ 10
km/s, in good agreement with the experimental results.
With a good conﬁdence on the laser intensity used in this simulation and consider-
167
6 X-ray Thomson Scattering
Figure 6.9: Pressure in the (x, t) plane from hydrodynamic simulation for a laser intensity of 0.5 ·
1013W/cm2. The maximum laser intensity is at 0.6 ns.
ing that the aluminum equation of state is well known in this pressure regime, we can
deduce all the plasma parameters. In particular we have access to the electron density,
temperature and ionization level which are the main parameters in the physics of the
scattering process.
The VISARs and self-emission were run at each shot allowing to monitor any change
in the plasma conditions. In particular, we wanted to investigate diﬀerent plasma
states by changing the shock driver beam /x-ray source delay. In the experiment, the
backlighter beam was either 0.5 or 5 ns later than the shock driver beam. Unfortunately,
as mentioned previously, we could not probe a unique plasma state using a ns laser to
generate the x-ray source. Indeed, the He-α radiation is emitted during a long enough
time for the plasma to signiﬁcantly evolve. In ﬁg.6.10, we show the pressure 500 ps
after the laser has reached its maximum intensity and its time evolution during 1ns.
The plasma considerably changes during the probing time, so that we can only de-
termine the mean conditions. In ﬁg.6.11 we present the mean values encountered during
the acquisition time as given by the simulations for the electronic density, ionization
and electronic temperature in the two cases: 0.5 and 5 ns after the laser maximum (set
at 0.6 ns in the simulation).
168
6.1 Experiment at LULI
Figure 6.10: Pressure 500 ps after the laser has reached its maximum intensity and its temporal evolution
during 1ns.
6.1.3 Spectrum calibration shots
In the analysis of the scattered spectra, most of the information is contained in the
energy shifted component from the incident radiation. If the incident spectrum is com-
posed by a single line, the identiﬁcation of the scattered feature is quite straightforward.
Nevertheless, in our spectra the incident radiation has a line structure which complicates
the identiﬁcation of the diﬀerent scattered features. A good knowledge of the incident
radiation spectrum associated to a precise characterisation of the crystal dispersion
properties is necessary for a correct interpretation of the data. We have therefore per-
formed an absolute calibration of the source spectrum.
The calibration is done by shooting on a Titanium foil at the target center chamber, in
the exact position where the scattering sample lies in a “scattered” shot. The recorded
spectra then give the absolute position of the radiation source that can be used as a
reference in the scattered shots.
The x-ray source spectrum in our experiment is typical of the plasma emission
generated by a ns pulse laser. At laser intensity of 1015−16W/cm2, the generated plasma
is very hot and the K-shell emission is the most intense. A typical spectrum obtained
is shown in ﬁg.6.12. The adequate signal level was obtained with an appropriate choice
of ﬁlters: a 75μm thick Al together with 125 μm Be for the calibration shots, the total
transmission being 10−2. We can clearly see that the most intense line is the resonance
of the He-like ion, corresponding to the transition 1s2p − 1s2, often called He-α. The
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Figure 6.11: Electron temperature (a), ionization (b) and electronic density (c) from hydrodynamic simu-
lations at 500 ps (solid black line) and 5ns (dotted gray line) after the laser maximum.
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Figure 6.12: Spectrum emitted from a Ti plasma created by a ns pulse laser. The most intense line is
the Heα resonance line with the intercombination line. Li-like and Be-like satellites are also
present.
ions interested in this process have 2 electrons and thus come from the 20 times ionized
Ti atoms. Transitions of the same type (1s-2p) can anyway occur in weaker charged
ions, where one or more electrons lay in the upper levels. For example Li-like ions, with
3 electrons, can give transitions of the type 1s2p2l− 1s22l. The corresponding emitted
lines are close to the resonance Heα, but they are shifted towards the weaker energies
due to the screening eﬀect of the third electron. These transitions are called resonant
line satellites. In our conditions, Li-like and Be-like satellites are observed. Between
the Li-like satellites and the resonance there is another intense line: it is a “forbidden”
transition, corresponding to the triplet (S = 1) 1s2p3P which in principle cannot relax
to the fundamental singlet level (S = 0) (ΔS = 0).
This spectrum was used to determine the dispersion on the detector. The energies of
the resonance and of the satellites are tabulated (see for example [11]. In the case of the
Ti spectrum we can associate the principal lines observed to their tabulated energies:
• 1s2 0S -1s2p 1P He-like Resonance @ 2610 mA˚ (4750 eV)
• 1s2 0S-1s2p 3P He-like intercombination @ 2623mA˚ (4727 eV)
• Li-like satellites @2632-2636mA˚ (4710-4703 eV)
• Be-like satelites @2648mA˚ (4680 eV)
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By measuring the distances between the diﬀerent lines on the CCD, we ﬁnd the
dispersion: 0.31 ± 0.05 eV/px. The calibration allows to determine the energy of new
features eventually appearing during the scattering process. This process, as already
underlined, need that the target/crystal/detector conﬁguration remains unchanged in
all the shots. To verify this condition, a calibration shot was regularly taken before
the scattering shots. The agreement of all these “calibration shots” evidences a good
conﬁdence in the alignment procedure, enabling us to consider the absolute position of
the He-α line as a reference.
The precision in the alignment is here a big issue, as any diﬀerence in the positioning
between the Ti foil and the sample target would have been recorded as an energy shift
in the spectra. For this reason, as previously mentioned, we have set up an alignment
diagnostic system that allowed a 30 − 40 μm accuracy in the target positioning. This
error is totally negligible in the analysis of the scattered data as it leads to a shift < 0.4
eV.
6.1.4 Scattering results
Before presenting the scattered spectra, we will discuss some general considerations on
the obtained signal, showing that it comes from the shocked target only and that its
intensity is consistent with what expected for Thomson scattering.
General considerations In order to get information on the plasma parameters from
the x-ray scattered spectra, the crucial condition is that the observed signal comes from
the shocked plasma. In order to avoid collection of the signal from the unshocked part
of the target, a 100 μm thick Cu pinhole of 1mm diameter was glued on the sandwich
target. In this way, the incident x-ray radiation only interacted with the compressed
part of the target, the spatial extent of the shock being ∼850-900 μm, see ﬁg.6.6.
A test shot was then taken to verify that the recorded signal came uniquely from the
sample target. In the test shot the x-ray beam is incident on the Cu pinhole positioned
at the center of the chamber but no sample is put behind it. In this case no signal was
detected, demonstrating that nothing except the sample is responsible for the observed
scattered spectra.
Another important consideration must be done on the scattered signal intensity. In
all the scattered shots, we reduced the number of ﬁlters, only leaving 125 μm thick Be,
which corresponds to a ∼0.9 transmission. Considering the ratio of CCD counts in the
calibration and in the scattered shots, taking the ﬁlters transmission into account, we
can estimate that ∼ 10−5 of the incident light is contained in the scattered spectrum.
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This result can be compared with the expected value, which we can simply estimate as
following. The number of incident photons is NIncPh = EiηΩ2A, where Ei is the laser
energy for the calibration shot, η the conversion eﬃciency of the Ti Heα, Ω2 the solid
angle collected by the crystal and A a constant accounting for the crystal (reﬂectivity,
etc..) and CCD (quantum eﬃciency, collection angle,...) properties. In the same way,
we can estimate the number of scattered photons as NScattPh = NIncPhΩ1NσTAΩ2 =
EsηΩ1NσTAΩ2. Here, Es is the laser energy of the scattering shot, Ω1 the incident
radiation solid angle, determined by the pinhole dimensions and the backlighter-sample
distance, σT the Thomson scattering cross section for a single electron and N the number
of electrons per unit area. This last parameter can be estimated as N = Nex, Ne being
the electron density and x the thickness of the target. We can thus estimate:
NScattPh
NIncPh
=
Es
Ei
NeσTxΩ1 (6.6)
Assuming the aluminum target at solid density and a solid angle of 5 · 10−3 − 10−2 rad
from the experimental conﬁguration, we ﬁnd a fraction of 5 · 10−6 − 1 · 10−5, scattered
photons, in agreement with our experimental data.
We will now present the main features observable in the scattering results obtained at
the two probed times, 500ps and 5ns after the maximum of the shock drive beam. For
all the shots presented here, the scattering angle was 47°±0.8. For this conﬁguration
the expected Compton shift is 14±0.4 eV, with a k vector of 1.92 A˚. The scattering
regimes as well as other important parameters, such as coupling constants, depend on
the plasma conditions.
Scattering results in highly correlated regime When probed the sample 500 ps
after the laser maximum, the plasma is extremely dense (Ne ∼ 1023 cm−3), while its
temperature is quite low (T1 eV). The values for the electron density, temperature
and ionization obtained from the hydrodynamic simulations are shown in 6.11, as the
solid black lines. As we have already mentioned, these are not instantaneous values,
but the mean conditions encountered during the whole acquisition time interval, longer
than 1ns. We deduce a mean electronic density of 2.5 ·1023cm−3, a mean temperature of
0.35 eV and an average ionization of 2.9. Under these conditions the electrons exhibit
high degeneracy level, Te/TF ∼0.03 and a low degree of coupling. On the contrary,
the ions are extremely highly coupled, with a coupling parameter Γ ∼ 240, while they
remain classical. In multi-component plasmas the eﬀect of screening tends to attenuate
the electrostatic interactions and it has been suggested [12] that a more appropriate
coupling parameter is Γs = Γexp(−ksa) ∼ 19 , where 1/ks is the short-range screening
length. The scattering regime is quasi collective, with α ∼ 1 .
The scattered signal obtained is shown in ﬁg.6.13, solid red line, together with the
transmitted spectrum recorded (dotted blue line). We can notice that the transmitted
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Figure 6.13: Scattered spectra, solid red line, and transmitted spectra, dotted blue line, for a shot taken
with a temporal delay of 500ps between the backlighter and the shock drive beams.
spectrum is the typical Ti emission (ﬁg.6.12), the He-α being the most intense line. In
the scattered spectrum, on the contrary, the strongest signal appears at the satellites
energy position. Indeed, this remark reveals the most interesting result evidenced in
our data: the inelastic scattered component appears stronger than the elastic one. This
observation is in contrast with previous results, [13], which (we must underline) were
obtained in a diﬀerent regime, i.e. on weakly coupled plasmas.
Several considerations lead us to the stated conclusion. First, the intense feature cannot
be the elastic component from the satellites lines only, as it would be considerably
weaker than the elastic scattering from the Heα line. The diﬀerence in energy is in fact
too small to cause signiﬁcant change in the structure factor and the contribution to
the elastic scattering is simply proportional to the intensity of each incident line of the
source (see eq.3.46). An absorption eﬀect is then also excluded, since the same eﬀect
would be recorded by the straight through spectrometer. Indeed, the plasma thickness
crossed by the x-ray radiation was similar for both spectrometers due to the set-up
geometry. The observed signal is rather a combination of the negligible satellites elastic
scattering and a more intense inelastic scattering from free and weakly bound electrons.
Moreover bound free transitions from carbon ions in plastic need to be included.
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Scattering results in moderate correlated regime At later times, 5ns after the
laser maximum, the shock has broken out from the target rear side and a relaxation
wave travels back in the target. The plasma parameters are now quite diﬀerent and are
Figure 6.14: Scattered spectra, solid red line, and transmitted spectra, dotted blue line, for a shot taken
with a 5ns time delay between the backlighter and the shock driver beam.
shown in ﬁg.6.11 as dotted gray line. The electron density is lower, Ne ∼ 8.5 ·1022cm−3,
while the temperature is now Te ∼0.25 eV and the ionization Z∗ ∼ 2.1. Under these
conditions, the ion coupling parameter is lower, Γs ∼ 5, while α ∼ 0.75.
The scattered spectrum for this delay is now shown in ﬁg.6.14. This result is signiﬁcantly
diﬀerent from the one obtained at earlier times. In this case, only the elastic component
is observable, while the inelastic feature cannot be clearly distinguished.
6.1.5 Data Analysis
In order to understand the importance of the various scattering processes, our experi-
mental data have been compared with x-ray scattering simulations. The code calculates
the scattering cross section given by eq.3.46. The partial dynamic structure factors are
calculated according to the general analysis done in 3.3.3.5 and in more details in [15]-
[16]. This code was already used to interpret scattering data from weakly coupled
plasmas in non-collective regimes, [13]-[14], where the temperature and the mean ion-
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ization were deduced from the best ﬁt to experimental data.
The most remarkable result evidenced in our data is the low intensity of the elastic
Rayleigh scattering, which, at earlier times, appears weaker than the inelastic Compton
contribution. This behavior was not observed for weakly coupled plasma and can not
be reproduced by the same code if corrections for strong coupling are not included. A
correct description of the elastic scattering from our dense plasmas must include a full
treatment of ion correlations and self energy correction for the ion mass [25]. We must
here underline that two temperatures eﬀects, which can as well lead to a reduction of
the elastic component [17], must be excluded in our case. At these densities, energy
relaxation time is much shorter than the characteristic hydrodynamic timescale [18].
Thermodynamic equilibrium (with Te = Ti) is reached over the whole plasma except
for a small region across the shock front which weakly contributes to the scattered
signal.
6.1.5.1 Strong coupling eﬀects
Debye-Waller factor In a crystal lattice, scattering does not comes from thermal
ﬂuctuations as in the case of the plasma, but it is due to the coherent superposition
of diﬀusing waves from the ion lattice sites. This modiﬁes the scattered spectrum and
in particular leads to the appearance of a Bragg peak. In strongly correlated plasmas,
an incipient long-range order appears and, even if it does not persist forever, it can be
preserved during typical scattering time, [19]. In fact, as a consequence of the long-
range of the Coulomb potential, each ion interacts not just with a limited number of
neighbours but with all the other particles. Lattice-like eﬀects arises, as “caging” eﬀects
[20], for instance, which can appear under extremely strong coupling: each ion ﬁnds
itself trapped for some period of time in the cage formed by its immediate neighbours,
rebounding against it and thus slowing down the ﬂuid diﬀusion motion. In [21] the
macroscopic dynamics of a one component plasma (OCP) in strongly coupled regimes
was investigated. It was shown that for Γ 	 50 the OCP exhibits a highly correlated
ﬂuid-like behaviour undergoing to Wigner-Seitz crystallization at Γ ∼ 175. For our
conditions, strong correlations between ions induce collective lattice-like vibrations. In
this picture the ions motion can be described as a composition of two diﬀerent terms: an
oscillation (vibration) around the instantaneous center of mass and a global translation
(diﬀusion) of the center of mass, typical of the ﬂuid behavior. The two mechanisms
contribute to the shape of the ion-ion structure factor SII(k).
In its most general deﬁnition, the ion-ion structure factor for a system of N ions can be
written as, [23]:
SII(k, ω) =
1
2πN
∫ ∑
r
< eik·[Rr(t)−R0(0)] > eiωtdt (6.7)
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where Rr(t) is the position vector of the r-th ion at time t and R0(0) is its initial
position. Following the approach developed in [17], we can account for the ion os-
cillation motion ur(t) and for the global diﬀusion motion xr(t). The position vector
Rr(t) = Ur +ur(t)+xr(t), where Ur is the atom position in the initial cold solid state.
Inserting this expression in eq.6.7 and considering the vibration and the translation
motion statistically independent, eq.6.7 can be written as:
SII(k, ω) = Sii(k, ω)[(1− e−2W ) + e−2W b(k)] (6.8)
In this equation b(k) =
1
N
∑
r,s
eik(Ur−Us) represents the Bragg peak while
Sii(k, ω) =
1
2πN
∫ ∑
r
〈
eik·[xr(t)−x0]
〉
eiωtdt (6.9)
is associated to the diﬀusion motion. W is called the Debye-Waller factor [22]. It is
usually associated to a lattice structure. We would like to underline, though, that its
appearance does not require a strict crystalline structure but naturally arises as a direct
consequence of the ion vibrations. It represents the degree of thermal ﬂuctuations u
of the ions around their positions 2W = k2 < u2(t) > /2. It is associated to the ion
temperature Ti and can be written as [22]:
W =
32k2
2MkBTD
(
Ti
TD
)2 ∫ TD/Ti
0
udu
eu − 1 (6.10)
where TD is the Debye temperature. In a plasma, it can be expressed as TD =

kB
(
Ze2Ne
4π0M
)1/2
where M is the ion mass. In diﬀraction from solid lattices, a tem-
perature increase makes the Debye-Waller factor larger and, consequently, reduces the
Bragg peak. This is a well known eﬀect and often referred as thermal diﬀuse scattering.
In high temperature plasmas, e−2W ∼ 0 and the Bragg peak is suppressed.
Eﬀective mass The eﬀects of strong coupling and screening on the density ﬂuctua-
tions can be treated in terms of an eﬀective mass [25]. At high couplings, the ions tend
to react together and a long range order is set. At the same time short range screening
becomes important. In the eﬀective mass picture, the ion plus its screening charge is
seen as an individual quasi particle, with an eﬀective mass M∗ diﬀerent from the bare
ionic value M .
While accurate estimations of the eﬀective mass based on self energy calculations, [24],
are well adapted to weakly coupled plasmas, they fail when coupling increases. The
screened OCP model can be used to get more accurate evaluation on the eﬀective mass
of a particle moving in the strongly coupled regime, as illustrated in [25]. Here we shall
not give a deep description of the model, but we will expose the main concepts.
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The eﬀects of screening on the bare ionic mass are treated in terms of the charge-charge
correlation function SZZ(kω). We consider the simple case where the ions oscillate at
normal frequency ±ωk, such that the spectral density ﬂuctuation can be written as:
SII(k, ω) =
1
2
SII(k) [δ(ω − ωk) + δ(ω + ωk)] (6.11)
by using conservation rules, it can be demonstrated that:
ω2k =
k2kBTi
MSZZii (k)
(6.12)
where ω2k is related to the single particle energy of an ion moving in the plasma and
SZZii (k) is the low frequency ionic part of the charge ﬂuctuations. It is directly related
to the ionic static structure factor SII(k) as well as to the screening charge q(k) (i.e.
the fraction of the electrons that kinematically follows the ion, introduced in section
3.3.3.5):
SZZii (k) = SII(k)
[
1− q(k)
Z∗
]2
(6.13)
As for the solid state approach, we can deﬁne the eﬀective ionic mass by taking
the second derivative of eq.6.12 and setting M∗ = M in the free particle limit, where
SZZii (k) = 1:
1
M∗
=
1
2kBTi
∂2ω2k
∂k2
, (6.14)
The next step is considering that this expression is valid even for interacting parti-
cles, where SZZii (k) = 1. We can then substitute eq.6.12 in 6.14, obtaining:
1
M∗(k)
=
1
2M
∂2k2/SZZii (k)
∂k2
, (6.15)
which we consider as a deﬁnition of the ion eﬀective mass in the dense plasma.
The k dependence of the eﬀective mass accounts for the diﬀerent screening charges at
diﬀerent probing wavelength.
The screened OCP model presented in 3.3.3.5 is used to calculate the static ion-
ion structure factor and then SZZii (k) trough eq.6.13. The eﬀective ion mass can then
directly determined from eq.6.15. In ﬁg.6.15 we present the eﬀective mass variation for
an Al plasma at density 2.5 · 1023cm−3 and Z∗ = 2 as a function of coupling. The two
curves represent calculations for k = kF (solid black line) and k = 1.5kF (dashed red
line), where kF = (3π
2Ne)
1/3 is the Fermi wavenumber. We observe that the eﬀective
ion mass strongly decreases with increasing coupling.
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Figure 6.15: Eﬀective ion mass as a function of Γ for a plasma with density of 2.5 · 1023cm−3 and Z = 2
and calculated for k/kF = 1 (solid black curve) and k/kF = 1.5 (dashed red curve).
6.1.5.2 X-ray scattering simulations
In order to take into account the screening eﬀects in our model, we need to include the
ion eﬀective mass in the expression of the Debye-Waller factor, eq.6.10. As a result,
W also decreases with increasing coupling and the correction associated to the term
1 − exp(−2W ) in eq. 6.8 for the cross section becomes more important. Therefore,
the eﬀect of strong correlations reduces the ion structure factor and consequently the
elastic scattering cross section (see eq.3.47).
As already mentioned, by probing the plasma at diﬀerent times we could reach diﬀerent
coupling regimes. This is of particular interest in the present case as it provides a way
to experimentally evidence the eﬀects of strong correlations predicted by the theory de-
scribed above. In ﬁg.6.16, we show how 1−exp(−2W ) changes in time as a consequence
of the plasma parameter evolutions. The change in the plasma parameters, deduced
from the hydrodynamic simulations, modiﬁes the strength of the correlations and dif-
ferent ion coupling regimes are encountered. We can notice that the (1 − e−2W ) value
is much smaller at early times, when the shock strongly compress the target, inducing
a strong ionic coupling. At later times, the shock has broken out in the vacuum and
releases, inducing a relaxation wave which travels back in the sample. Both the plasma
temperature and density decay, lowering the strength of the ionic correlations. In this
case, the (1− e−2W ) correction is far less important, a factor of ∼ 10.
This eﬀect was directly evidenced in our data as a diﬀerent attenuation of the elas-
tic scattering component at the two probed times. In agreement with what discussed
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Figure 6.16: Calculated (1− e−2W ) as a function of the time evolution of our plasma.
above, the damping eﬀect is much more important at early times, where the elastic
scattering signal is weaker than inelastic scattering one. At later times, on the con-
trary, the elastic component is only slightly reduced and it represents the most intense
feature in the scattered spectrum. Again, this is consistent with what predicted by the
presented theory.
We have then introduced in the code the full treatment discussed above. Eq.6.8
was used for the ion structure factor, where in the zero phonon approximation, Bragg
scattering is neglected for angles which do not satisfy Bragg conditions, as it is in
the case for this experiment (for polycrystalline Al 200 Bragg condition is satisﬁed at
40°). The input spectrum in the code was the experimental Ti spectrum obtained from
the calibration shot convoluted with the scattering source size and corrected for the
appropriate resonance-satellites intensity ratio1. The results are shown in ﬁg.6.17 and
ﬁg.6.20, for the shot taken at 500 ps and 5ns respectively.
Δt=500 ps Fig.6.17 shows the experimental results (solid orange line) with the sim-
ulated spectrum (solid blue line) for early times (500 ps between the two laser beams),
where ion coupling eﬀects are expected to be important. In the calculation of the scat-
1We remind that for the calibration shots, the backlighter beam energy was weaker than for the
“scattering” shots. The satellites, thus, can appear more intense as a consequence of a lower ionization
state.
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Figure 6.17: Experimental and simulated proﬁle of the x-ray scattered spectrum at early times. The
simulated spectrum, solid blue curve, was calculated using the plasma parameters inferred
from the hydrodynamical simulations reproducing the VISAR and SOP measurements (Te=
0.35 eV, Ne= 2.5 · 1023 cm−3 and Z∗ = 2.9).
tered spectrum we have used the plasma parameters deduced from the hydrodynamic
simulations associated to the VISAR and SOP velocity measurements. To account for
the plasma evolution during the probing time, individual scattered spectra at diﬀerent
times were added together. Moreover, the contribution of the CH layer is considered.
The calculated spectrum shows very good agreement with the experimental data. In
particular, the low intensity elastic component is well reproduced, as evidenced at the
resonant He-α line. Here the signal is entirely due to elastic scattering, since, on one
hand, there is no high energy line producing a down shifted component and, on the
other, the temperature is not suﬃciently high to generate an upper-shifted plasmon
(paragraph 3.3.3.5).
The free electron feature (which must be convoluted with the input spectrum), then,
well describes the high intensity signal at the intercombination line and satellites energy.
Moreover, the bound-free transitions from CH carbon atoms are accounted at the low
energies (L-shell carbon edges are at ∼15 eV for our ionization state).
Since temperature is one of the most delicate parameter to measure, the sensitivity of
the simulated spectra to its variation was also tested. By changing the temperature, the
main eﬀect is to change the coupling conditions and, hence, the correction associated
to the (1− e−2W ) term. In ﬁg.6.18 we have varied the temperature, both increasing it
at 0.55 eV (dotted red curve) and decreasing it at 0.15 eV, (dashed light blue line). We
can notice that for the lowest temperature, which implies stronger coupling conditions,
the Rayleigh component is too strongly damped and it does not agree with our data
181
6 X-ray Thomson Scattering
Figure 6.18: Calculated scattered spectra obtained with the same plasma parameters as ﬁg.6.17 but with
a diﬀerent temperature of 0.15 eV (dashed light blue line) and 0.55 eV (dotted red line).
anymore. Similarly, when the temperature is too high the coupling eﬀects are less
important so that the resulting Rayleigh component becomes too intense.
The same trend is evidenced if we vary the electron density, as shown in ﬁg.6.19,
where stronger coupling conditions are associated to higher densities. In addition, we
can observe that the calculations best match the experimental spectral position of the
inelastic component for an electron density of Ne= 2.5 · 1023 cm−3, already considered
in ﬁg.6.17 (solid blue line). For higher densities, the plasmon is more shifted than
experimentally observed (red dotted curve in ﬁg.6.19). Similarly, if we consider a lower
density the spectral shift is smaller than experimentally obtained (light blue dashed
curve). This behavior is in agreement with what expected from eq.3.51 or eq.3.52 and
gives us an error estimation on the plasma electron density deduced from the scattered
spectrum.
Δt=5 ns At later times, the probed plasma is less dense and colder (Ne ∼ 8.5 ·
1022cm−3 Te= 0.25 eV, see section 6.1.4). Under these conditions the eﬀects of the
correlations are softer and the coupling parameter is decreased down to Γs ∼ 5. Again,
the calculated spectrum (ﬁg.6.20) shows very good agreement with the experimental
data using the plasma parameters inferred from the simulations. There, the elastic
component is the dominant feature, while the inelastic scattering is not clearly distin-
guishable. Due to a weaker coupling, the Debye-Waller correction is decreased. The
elastic contribution to the scattering cross section increases and become larger than the
inelastic one.
Under thee conditions, the simulated scattered spectra are not sensitive to temperature
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Figure 6.19: Calculated scattered spectra obtained with the same plasma parameters as ﬁg.6.17 but with
a diﬀerent electron density, of 3.5·1023 cm−3 (dotted red line) and 2·1023 cm−3 (dashed light
blue line)).
Figure 6.20: Experimental (solid orange line) and simulated (solid blue line) x-ray scattered spectra at
later times. In this case the coupling is decreased and eﬀects associated to correlation eﬀects
are soften. The calculated spectrum is obtain using the plasma parameters deduced from the
simulations, Ne= 8.5 · 1022, Te= 0.25 eV and Z = 2.1.
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variations. The Rayleigh component remains the most intense feature over a wide range
of temperatures, so that an absolute calibration of the experimental Rayleigh cross sec-
tion is here necessary to lead a deeper analysis.
6.2 Experiment on Janus
So far, successful experiments were only performed on large scale laser facilities (the
LULI2000 laser at LULI and on the Omega laser at the Laboratory for Laser Energetics
(LLE) in Rochester, NY); the reason lies in the necessity of using kJ laser beams in
order to generate intense backlighter sources, necessary to obtain useful signal to noise
ratios.
We performed another collective x-ray Thomson scattering experiment on the Janus
laser at LLNL. The experiment aimed at demonstrating the possibility to perform col-
lective x-ray scattering using less than 200 J laser pulse. Scattering measurements from
low incident ﬂux (∼ 1012 photons incident on the target) can be obtained by using high
eﬃciency curved crystals together with eﬀective x-ray detectors, allowing the extension
of the technique to smaller facilities.
In addition, we wanted to investigate the scattered signal from both shocked and radia-
tively heated plasmas, in order to gain information on the diﬀerent conditions attained
and on the consequent diﬀerent coupling regimes.
No plasma diagnostics were implemented in the set up and the created plasmas are
far less characterized than in the experiment performed at LULI. Nevertheless, using
the x-ray scattering code already validated at LULI we have been able to estimate the
plasma parameters from the obtained x-ray scattered spectra.
6.2.1 Experimental set-up
The experiment was carried on the Janus laser at the Jupiter Laser Facility (JLF) of
Lawrence Livermore National Laboratory (LLNL). The system delivers two synchro-
nized laser pulses with energies up to 200 J per beam at the second harmonic 2ω (at
527 nm). The main diﬀerence with the LULI conﬁguration lies in the target design.
Here, the backlighter and the sample targets were implemented on the same structure
(ﬁg.6.21) which was aligned at the chamber center. In this way the position of the
backlighter target relative to the sample was ﬁxed and no ﬁctitious shift coming from a
misalignment could occur. We used one of the 2 laser beams focused on a 12.5 μm thick
Saran (polydenchloride (C2H2Cl2)n) backlighter target to generate chlorine Ly-α emis-
sion at 2.96 keV. The pulse shape of the backlighter beam was a quasi squared proﬁle
with 200 ps or 1 ns duration. The x-rays entered a big 50 μm thick gold housing through
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Figure 6.21: Schematic view of the experimental set up and target structure used for the experiment on
Janus laser facility.
a small laser cut hole positioned at 90° (indicated with e in ﬁg.6.21) being absorbed
in all the other directions. The sample target was enclosed in the gold housing and it
was made by pressed lithium hydride powder. Two diagnostic holes (s1 and s2) in the
gold housing allowed the detection of the scattered signal with a crystal spectrometer.
The dimensions of the 2 holes, 300 x 500 μm2 were optimized to maximize the solid
angle for high eﬃciency still limiting the range of the possible scattering angles as seen
by the spectrometer. The two holes were separated by 2.5 mm and their distance from
the source could be chosen between 1, 2, 3 mm, allowing to probe diﬀerent scattering
angles.
The scattered radiation was spectrally resolved by means of a highly oriented pyrolytic
graphite (HOPG) crystal in the focusing mode (see next section) and detected by BAS-
TR imaging plates or x-ray CCD camera. In time resolved measurements, the two holes
allow the collection of the scattered light from two distinguished spatial positions on
the sample target, giving the possibility to record the scattered signal from the cold
sample and from the heated material on a single shot.
The heating, was obtained with a second laser beam going through an additional hole
(400 x 400 μm2) on the side of the gold structure, (h in ﬁg.6.21) and irradiating the
target. In this way, a shock wave propagating in the target was generated. Alterna-
tively, a side on aluminum coating served as x-ray converter for radiative heating of the
sample. When a correct temporal delay between the backlighter and the laser heater
beams was chosen, the scattered signal from s1 would have come from a heated part of
the target, while the radiation through s2 would be scattered by the further portion of
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the target still maintained cold. An additional gold shield was also added in order to
block the blow oﬀ from the plasma, preventing it from reaching the spectrometer.
6.2.1.1 HOPG crystal spectrometer
The use of a high eﬃciency crystal is of extreme importance in the detection of the
scattering signal from low photon ﬂuxes incident on the sample. Highly Oriented Py-
rolytic Graphite (HOPG) is a mosaic crystal which consists of a large number of small
nearly perfect crystals. Their high reﬂectivity makes this kind of crystal extremely
interesting for scattering experiments. The mosaicity is responsible for the reﬂectivity
enhancement: for a divergent monochromatic x-ray beam, the random distribution of
the crystals planes increases the possibilities to satisfy Bragg condition. In a 1:1 ge-
ometry mosaic focusing is then achieved and all the x-rays are refocused on a single
point at the image plane. The mosaic spread γ is deﬁned as the FWHM of the gaussian
distribution of crystals planes orientations oﬀ the normal axis to the surface. Two dif-
ferent types of HOPG are usually used, Advanced Ceramics ZYH crystals with γ = 0.4
and ZYH crystals with γ = 3.5
Figure 6.22: Schematic representation of focusing properties of a HOPG crystal as well as of mosaic
broadening mechanism.
Fig.6.22 shows the HOPG working principle. It can be noticed that if the angular
spread is suﬃciently wide the mosaicity highly enhances the overall reﬂectivity. In the
opposite case, i.e. if the angular spread is not suﬃcient to cover all the possible range
of plane orientations, the reﬂectivity can be reduced.
As a counterpart to the high eﬃciency, the resolution of a HOPG crystal is generally
worse than that one of a ﬂat crystal. This is due to the mosaicity and to the fact that
the photon has to penetrate deeper into the crystal before being reﬂected [30]. Another
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interesting property of the HOPG is its facility to be bent, increasing the eﬀective col-
lection solid angle and, thus, the eﬃciency. In our experiment a cylindrically curved
(radius of curvature of 115 mm) HOPG crystal was used in the van Hamos geometry.
6.2.2 Janus experimental results
In this section we will present the results obtained from this experimental campaign.
We will ﬁrstly introduce the Cl x-ray source spectrum, focusing the attention on the
optimization of the Lyα line. We will then illustrate the scattered data obtained from
cold targets, underlining the relevant characteristics for a comparison with the data from
the hot samples. The scattering analysis from socked and radiatively heated targets will
then follow.
6.2.2.1 Cl x-ray source
In [31], Cl Ly-α radiation was suggested as a good candidate for collective Thomson
scattering experiments because of conversion eﬃciency and spectral bandwidth. The
choice of Cl Ly-α was motivated by the work done in [32], where temporally resolved
emission spectra showed a narrow band emission.
In ﬁg.6.23 we show a typical spectrum obtained by directly irradiating the Saran. The
Figure 6.23: Typical emission spectrum from the Saran backlighter featuring the Ly-α feature at 2.96 keV
with electronic satellites on lower energies. He-α emission is also visible at 2.79 keV with the
intercombination line.
Lyα resonance is at 2.96 keV and satellites lines are on the low energy side. The spatial
extent of the source at the detector is of the order of 2.5 mm and it is dominated by
the mosaic broadening of the ZYB HOPG crystal used. Spectral broadening is of the
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Figure 6.24: Conversion eﬃciency for Lyα line for diﬀerent angles between the laser propagation direction
and the normal to the target.
order of ∼7eV mainly due to spatial aberrations from the curved crystal. Cl emission
as a function of the laser incident angle was studied in order to maximize the source
signal. The results are shown in ﬁg.6.24 where we show the intensity of the Ly-α line,
normalized to the incident laser energy, for diﬀerent incident angles and both 200 ps
and 1 ns pulse. The angle here considered is referred as the one between the laser
propagation direction and the normal to the target. The optimal conﬁguration was
found at 30°, where, after detector calibration, a conversion eﬃciency of ∼ 10−3 from
laser energy into Cl Lyα photons was measured, [33]. It was then estimated that ∼ 1012
x-ray photons were incident on the target.
6.2.2.2 Scattered results from cold targets
In this case the x-ray source was produced with a 200 ps and less than 200 J laser
beam. A short pulse length is desired in order to reduce the plasma blow-oﬀ extension,
preventing its self-emission from reaching the spectrometer. This can be an issue in time
integrated measurements since the emission could mask or disturb the data. A CCD
camera was used as detector. The spectral range acquired on the CCD was centered on
the Lyα line. A typical result is shown in ﬁg.6.25
We observe an intense elastic scattering signal at the resonance position and a broad
down-shifted plasmon feature. Accounting for the signal recorded in the source and
scattered spectra, we can estimate that a fraction of 10−5 of the incident light lies
in the scattered feature. This is in good agreement with what expected from simple
calculations (as explained in section 6.1.4), considering the LiH density at ∼ 0.8 g/cm−3
and the target thickness of 300 μm.
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Figure 6.25: Scattered spectrum from cold LiH on the CCD camera chip. The observed signal comes from
scattering from the Cl Lyα. Unshifted Rayleigh peak is visible together with the downshifted
plasmon resonance.
189
6 X-ray Thomson Scattering
Some general observations on the scattered spectrum can then be done. First of all, the
ratio between the intercombination and the satellites lines is much higher than observed
on the source spectrum, ﬁg.6.23. This suggests that at the satellites energy the elastic
scattering from the satellites themselves blends with Compton scattering from the Lyα
feature. Moreover, the inelastic component is less intense than the elastic scattering
one, an interesting remark to be reminded in the following.
The acquired data are of great interest since for the ﬁrst time they demonstrate the
possibility to perform scattering experiments using shorter pulse length few hundred
joules class laser systems.
6.2.2.3 Scattered results from shocked and radiatively heated targets
When using the heater beam an issue on the CCD camera obliged us to change the
detector. Imaging plates were then used and, in this case, a useful scattered signal
was only obtained on shots where the 1ns laser pulse was employed. Moreover, the
appearing of strong features in the Lyα spectral region masked the weaker scattered
spectrum, obliging us to focus the analysis on the Heα line. The origin of this disturbing
radiation is not completely clear yet. One possibility is that this is direct emission from
gold, observed in forth order diﬀraction from the HOPG crystal.
The signal from the cold sample can then be compared to the one obtained from shock
and radiatively heated targets. Diﬀerent plasma conditions are expected using the two
heating processes. On one hand, by means of a shock wave, we expect inducing a
few fold compression and temperatures typically of some eV with a high ion coupling
degree; the plasma created by radiative heating, instead, is presumably almost at the
solid density, with a higher temperature (of some tens of eV [13]), exhibiting weaker
ion-ion correlations.
Shocked compressed targets The scattered spectra from the shocked target is
shown in ﬁg.6.26. We notice a behavior similar to the one observed in the LULI data.
While in the source spectrum (as shown in ﬁg.6.23) the Heα resonance line is much
more intense than the intercombination, the scattered spectrum shows a weak elastic
component at the resonance and a more intense inelastic component lying at the inter-
combination energy. Inelastic scattering from the intercombination line is also visible,
at lower energies.
In the analysis of the LULI data previously presented, cross measurements have
demonstrated the validity of the x-ray scattering simulations as a tool to infer plasma
parameters. In that case, the experimental spectrum could be reproduced only using
plasma parameters in good agreement with those measured from independent rear side
diagnostics. We have thus used the same x-ray scattering code to deduce the plasma
parameters for the shots obtained in this experiment. The best ﬁt, presented in ﬁg.6.26
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Figure 6.26: Experimental (red) and simulated (blue) scattered spectra from a shocked LiH target.
as a solid blue line, indicates a temperature of 1.2 eV, a ionization of Z∗ = 1 and an
electron density of ∼ 2.0 · 1023cm−3. Considering that the LiH samples are made of
compressed powder, for cold targets we can estimate a density of 10%-20% less than
the nominal solid density, i.e. ∼ 0.75−0.65 g/cc. The Ne and Z∗ values found from the
scattered data, therefore, correspond to a compression of ∼ 1.7− 2.0, in fair agreement
with hydrodynamic simulations predicting a compression of 2− 2.5.
Radiatively heated targets When a thin Al foil was glued on the LiH target, in
correspondence to the heating hole h (ﬁg.6.21), the sample is mainly heated by the x-rays
produced in its interaction with the laser beam. A typical scattered spectrum obtained
in this case is shown in ﬁg.6.27. This spectrum appears considerably diﬀerent from
the one obtained from shock heated targets. In this case the elastic scattering feature
appears stronger than the Compton component, in contrast with what observed from
the shock compressed targets. With the same code we can reproduce the experimental
results setting an electronic density of 1·1023cm−3, a ionization of 2 and a temperature of
5 eV, (see ﬁg.6.27). These conditions imply a lower degree of ion coupling (Γ ∼ 7), which
could be the reason of the diﬀerences observed in the scattered results. The analysis
is anyway limited by the little control on the eﬃciency of the heating mechanism.
Additional data with a precise control of the created plasma are anyway absolutely
necessary to conﬁrm the obtained results and to conduct a deeper analysis.
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Figure 6.27: Scattered spectrum from a radiatively heated LiH plasma.
6.3 Conclusions
For the ﬁrst time, quasi collective x-ray Thomson scattering data have been obtained
from a shock created plasma. These results conﬁrm that spectrally resolved x-ray
Thomson scattering is a powerful diagnostic for warm dense plasmas. Indeed, dense
plasma parameters (electron density, temperature and ionization state) can be obtained
by spectrally resolving the scattered radiation. In addition, our experiment has revealed
the further capability of collective XRTS to directly access strong ion coupling dynam-
ics. Our results have shown strong correlation eﬀects in a dense plasma, observed as
a reduction of the elastic scattering component. This eﬀect was recently predicted by
theoretical works [25], but never experimentally evidenced. In addition, we have per-
formed scattering simulations, in which electron degeneracy, strong coupling and self
energy corrections have been implemented. The simulated spectra are consistent with
the experimental data, both in highly coupled plasma, where the inelastic scattering
dominates the elastic component, and in the moderate coupling regime, where the elas-
tic component represents the most intense feature. Moreover, the plasma parameters
deduced from these scattering simulations were cross checked with currently used op-
tical rear side measurements, validating this technique as a dense plasma diagnostic tool.
Further experiments are nontheless necessary to improve the obtained data and use
x-ray Thomson scattering as a routine diagnostic. In particular, the x-ray source must
be improved, mainly using short backlighter emission required to probe a well deﬁned
plasma state. Kα radiation produced by ultra-intense laser could be a good candidate.
Its temporal emission, of the order of the laser pulse length (typically few ps), is much
shorter than typical hydrodynamic evolution time (∼ 100ps). Moreover, it presents a
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narrow spectral band, with no red wing satellites, which is a characteristic that would
strongly improve the measurement quality and facilitate the spectra analysis. However,
its eﬃciency (of the order of ∼ 10−5) is still an issue, being not suﬃcient for single shot
measurements. This diﬃculty can be overcome in future facilities (the new PICO2000,
TITAN etc...) where a high intensity (PW) CPA beam and high energy ns beams will
be simultaneously available.
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Chapter 7
Conclusion and perspectives
Conclusion
Despite its great importance, a satisfactory characterization of Warm Dense Matter
is still missing from both theoretical and experimental point of view. In particular,
one of the main issues associated to the experimental results is their precision, often
not suﬃcient to discriminate between models. In this context we have developed new
diagnostics for direct density and temperature measurements. We have studied three
techniques, hard x-rays and proton radiography and x-ray Thomson scattering, focusing
the attention to their applicability to shock compressed targets.
For the ﬁrst time, a high Z plasma has been characterized by means of high en-
ergy x-ray radiography. Direct density measurement of shock compressed Al has been
obtained from a single side-on radiograph at 17.5 keV. We have proved that Kα ra-
diation is a suitable source for this technique, providing that its intensity is increased
over the Bremsstrahlung background. A new backlighter geometry for high resolution
of 1D features was then tested. We have demonstrated the validity of this approach,
encouraging further developments. The importance of the x-ray source size was also
evidenced, underlining its eﬀects on the density measurements.
The results obtained have shown that this technique is almost able to be routinely ap-
plied to high/mean Z shocked materials.
Nonetheless, we have underlined that a precise knowledge of the radiation spectrum
is necessary to achieve the precision required to distinguish between the diﬀerent EOS
models. Therefore, improvements in the technique must include precise diagnostics to
check the source spectrum, including high energy spectrometers (HENEX) or stepped
(gold) foils to access ﬁducial transmission values. Strong eﬀorts must also be devoted
to optimize the Kα intensity over the Bremsstrahlung background to produce a quasi
monochromatic spectrum.
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A correct density measurement also requires a high spatial resolution (< 10 μm). New
backlighter geometries can be used in order to reach the required resolution. This allows
to overcome several issues associated to the use of pinholes an improvement of the ﬂag
alignment will results in a reduction if the source size, and hence, in a higher resolution.
In this context, an ultimate improvement is related to the development of backlighter
geometries for high 2D resolution. Through a systematic study of diﬀerent geometries,
mainly involving ﬁne wires, we will be able to identify the optimal conﬁguration.
High energy proton beams produced in laser matter interaction were successfully em-
ployed in the radiography of a shock compressed sample. The results obtained in this
thesis have for the ﬁrst time demonstrated the feasibility of the technique in shock wave
experiments, in particular as a density diagnostic. We have probed low density carbon
foams (CRF) in order to reduce scattering blurring eﬀects. The sample density was
deduced through a self consistent method combining hydrodynamic and Monte-Carlo
simulations. We have lead the analysis in the regime where energy losses are negligible
and small angle scattering is the main imaging mechanism. In this case, the analysis
of a single RCF ﬁlm, corresponding to a narrow band of proton energies, did provide
a good characterization of the density gradient but we could not infer the absolute
density values with the required precision. However, a higher precision can probably
be obtained from the analysis of the whole RCF stalk. In this case the density must
account for the eﬀects on all the ﬁlms, i.e. at diﬀerent energies, and the uncertainty
could be lowered.
Even if our results are highly promising, further developments are necessary. In par-
ticular, in order to investigate higher density materials, the proton energies must be
increased so to overcome scattering blurring eﬀects.
We have ﬁnally developed x-ray Thomson scattering as a dense plasma diagnostic.
Here we have investigated highly coupled matter, generated by shock compression. In
this case, scattering is representative of the collective behavior of the plasma. The spec-
trally resolved scattered light provides information on electron density, temperature and
ionization state. The results inferred from the scattered spectra have been compared
to optical rear side measurements (VISAR and SOP), routinely used in shock wave
experiments. The good agreement between the two independent measurements gives a
ﬁrst cross check on this new techniques. One of the most relevant result in our data,
is represented by the low intensity signal of the elastic Rayleigh scattering component,
observed for high ion coupling parameters (Γii ∼ 140). Here, the inelastic component
is the most intense feature in the scattered spectrum. This behavior is attributed to
strong ion correlations eﬀects, in agreement with what predicted by recent theories,
which account for strong coupling, electron degeneracy and self energy corrections. At
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lower coupling parameter values, the importance of these corrections decreases and the
elastic component dominates the scattered spectrum.
More results from new experiments are necessary to conﬁrm these data and to provide
better understanding of this technique in the investigation of strongly correlated plas-
mas.
As a conclusion, the new diagnostics presented in this thesis have shown remarkable
results, encouraging further developments.
Perspectives
The urgent necessity to have new diagnostics available for a real breakthrough in warm
dense matter, is attested by the rapid development that the presented techniques are
subjected to. While in the next few months further XRTS experiments are planned
at Rutherford laboratory and LLNL in order to conﬁrm the results we have obtained,
the great potentiality of the x-ray radiography has recently been validated in a new
experiment performed on TITAN laser at LLNL. Ensuing the improvements suggested
by our experimental results, they have focused the attention on the source spectrum
and source size optimization. A quasi monochromatic spectrum was obtained increas-
ing the Kα component intensity by using a 200 J 40 ps laser beam. Moreover, a 5 μm
resolution was achieved by fully exploiting the ﬂag target geometry. The acquired data
are of extremely high quality and accurate density measurements (few % error bars)
are expected. These data are actually under analysis.
In the near future, important perspectives are related to the upgrade of laser facility,
such as LULI2000 and OMEGA EP, where intense petawatt lasers will be coupled to
the existing high energy long pulse beams. New experiments on these facilities will
allow us to test the techniques presented in this thesis for long term ICF projects. New
important scientiﬁc results are also expected.
On the new LULI2000 facility, a new experiment is planned in order to test the real
potentiality of the hard x-ray radiography by applying this technique to quartz targets.
Particular attention will be devoted to the investigation at the melting point (around 4
Mbar), where almost 10% diﬀerence in density is expected by theoretical models. The
goal is to reach suﬃcient precision to discriminate between the diﬀerent models. Once
ultimate, the extension of this technique to higher x-ray energy source will allow us
to study iron samples. A deeper investigation of dense iron plasma is fundamental to
resolve open debates, like the melting temperature at the IOB, already discussed.
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The use of petawatt beams will also open the perspective of a wider application of
proton radiography. This opportunity will allow us to generate higher proton energies,
able to probe higher density materials. Indeed, proton radiography will be implemented
in the investigation of quartz targets in the already discussed LULI2000 experiment.
Moreover, direct probing of ICF capsule core can be obtained using >50 MeV proton
beams, easily accessible with PW lasers. In addition to shock compressed states, this
technique could be applied to probe shocked released states. Few experimental data
are available in these regimes and their theoretical description is extremely diﬃcult.
Finally, the remarkable sensibility to the density gradient observed in our experiment,
suggests to consider this technique in the study of hydrodynamic instabilities growth.
The use of petawatt beams will also signiﬁcantly improve the x-ray source for XRTS
technique. First of all, the short pulse duration will allow us to generate shorter x-
ray beams, able to probe a unique uniform plasma state. Moreover, the high energy
available in this beam will allow to obtain higher x-ray ﬂuxes, improving the quality of
the scattered signal. The important amount of energy will also increase the Kα ﬂux,
probably suﬃciently to produce an observable scattered signal. The use of Kα radiation
in the scattering measurement would be a great advantage for the interpretation of the
results, due to the lack of red wings satellites.
Once developed in this direction, XRTS will represent one of the most promising tech-
nique to infer density and temperature measurements in imploding ICF capsule. XRTS
technique also opens an exciting scenario in the investigation of highly compressed iron.
In the IOB context, the combined use of XRTS and x-ray diﬀraction can provide simul-
taneous insight on both temperature and crystal structure. This dual information will
allow to verify the recently proposed “metastable superheating” theory, predicting the
possibility to obtain iron solid states at temperatures higher than the melting curve.
Concerning EOS measurement in general, the simultaneous use of x-ray Thomson scat-
tering, x-ray radiography and VISAR diagnostics can access to a complete set of infor-
mation, allowing a precise characterisation of the EOS. The feasibility of this approach
will be tested in a further experiment on the LULI2000 facility. In this case shock
compressed CH target will be probed with these techniques, allowing a cross check of
the EOS through the three independent measurement. The high intensity x-ray ﬂux
provided by the PW laser beam will also allow time resolved XRTS. By focusing the
scattered radiation on a x-ray streak camera, the plasma dynamics can be followed in a
single shock. Associated to the VISAR, this technique will highly improve the precision
in determining the material EOS. The ion dynamics will be also accessed, by consider-
ing the evolution of the elastic scattering component.
Simultaneous measurement of forward (collective) and backward (non-collective) scat-
tering are also useful in the theoretical framework, allowing to test dense matter theory.
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The importance of the developed diagnostics is also conﬁrmed by the role they invest
as main diagnostics on future larger facilities devoted to fusion research, as NIF, LMJ
or HIPER (High Power laser Energy Research). Indeed, the three techniques presented
in this thesis will be the best candidate to probe ICF capsule cores.
Moreover, in a long range view, exciting perspectives are opened by the development of
extremely energetic sources. Particular interests are represented by the Linac Coherent
Light Source (LCLS) at SSRL (Stanford) and the X Free Electron Laser (XFEL) at
DESY (in Hamburg), planned to be operational in 2009 and 2012 respectively. These
sources will present real advanced properties that none of the existing facility owns.
The key is the tunable, narrow band (∼ 0.1%) x-ray source with very short pulse du-
ration (∼100 fs), which will allow to measure dynamics of the microstates with sub
picosecond resolution. The XFEL will combine unique capabilities to both create, via
isochoric heating for example, and probe WDM, using both imaging techniques (to di-
rectly access the density) and diﬀraction and scattering techniques (allowing the study
of high pressure transitions, lattice and liquid structures as well as electron structure).
These characteristics will make the XFEL the most promising source for plasma based
research.
In the high energy particles context, the biggest project is represented by the SIS100
upgrade proposed at GSI, Darmstadt, able to generate high energy ion beams. Besides
improvements of the diagnostic techniques already discussed mainly associated to the
high particles energies, heavy ions can be successfully used to create WDM conditions
in an alternative manner in respect to standard approaches. This approach will enable
leading new investigation of WDM regimes. Moreover, since the ion beams can heat
matter in a collisionless way via volumetric heating, distinct experiments will be al-
lowed to access WDM, allowing to evaluate both transport properties and equation of
state independently. Moreover, the generated WDM state will present a high unifor-
mity, large volumes necessary for diagnostic access and will give access to high entropy
matter at high density.
A new exciting scenario emerges from what we have discussed, opening high expec-
tations for warm dense matter studies.
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Appendix A
Re´sume´ en franc¸ais
A.1 Introduction
Le travail de ma the`se est dedie´ au de´veloppement de nouvelles techniques d’investigation
de la matie`re dense et chaude, aussi connue sous l’acronyme WDM (pour Warm Dense
Matter en anglais). Ce re´gime se situe a` la frontie`re entre la physique de la matie`re
condense´ et la physique des plasmas. Il est characterise´ par des densite´s comprises en-
tre 0.1 et 100 fois la densite´ du solide et des tempe´ratures dans l’intervalle 0.1-100 eV.
Notre connaissance du comportement de la mate´re dans ce re´gime est peu pre´cise bien
que sa compre´hension soit indispensable dans diﬀe´rents domaines de la physique. En
particulier, la conaissance de la relation entre la pression, la densite´ et la tempe´rature,
qui de´ﬁnit l’e´quation de´tat (EOS) est un point clef dans des domaines aussi impor-
tants que la fusion par conﬁnement inertiel (FCI), la ge´ophysique, l’astrophysique, et
la plane´tologie.
Dans chacun de ces contextes, la connaissance encore trop impre´cise des proprie´te´s
de la matie`re est a` la base de nombreux de´bats encore ouverts, notamment autour de
l’hydroge`ne et du fer. C’est la raison pour laquelle beaucoup d’eﬀorts sont engage´s
aﬁn de de´velopper de nouveaux diagnostiques pour l’investigation de la matie`re dense
et chaude. L’e´tat de matie`re dense et chaude ainsi que les outils pour le sonder peu-
vent eˆtre cre´e´s en laboratoire. L’approche expe´rimentale est indispensable car nous ne
disposons pas encore d’une description the´orique satisfaisante. Les mesures standard
de l’EOS utilise´es jusqu’a` pre´sent emploient des techniques optiques ou des me´thodes
base´s sur l’utilisation de rayons X de faible e´nergie. Ces diagnostiques ont permis
d’e´tudier le comportement de diﬀe´rents mate´riaux dans des conditions extreˆmes; cepen-
dant elles pre´sentent des limitations. En particulier, les informations sur les parame`tres
du plasma obtenues par ces techniques sont indirectes. Cela engendre des incertitudes
tre`s e´leve´es qui empeˆchent de discriminer parmi les diﬀe´rents mode`les the´oriques. De
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plus, l’investigation des mate´riaux a` Z e´leve´ avec ces techniques n’est possible qu’a`
faibles pressions, limitant ainsi leur caracte´risation.
Le de´veloppement de nouveaux diagnostiques est donc ne´cessaire pour franchir une
nouvelle e´tape dans la connaissance de la matie`re dense et chaude.
A.2 WDM: comment la cre´er et comment la sonder
Ce chapitre se concentre sur la caracte´risation de la matie`re dense et chaude et sur la
fac¸on de la ge´ne´rer expe´rimentalement : la compression par choc laser.
A.2.1 WDM, plasma fortement couple´s et de´ge´ne´re´s
Le re´gime de matie`re dense et chaude se situe a` la frontie`re entre la physique de la
matie`re condense´ et la physique des plasmas. Meˆme s’il n’y a pas de limites formelles,
par convention on conside`re que la WDM occupe la partie de l’espace des phases car-
acte´rise´e par des tempe´ratures comprises entre 0.1 et 100 eV et des densite´s entre 0.1
et 100 fois la densite´ du solide.
La mode´lisation the´orique de ces re´gimes est tre`s complexe car dans ces conditions la
matie`re se pre´sente comme un plasma fortement couple´ et de´ge´ne´re´. La description en
terme d’e´crantage de Debye et d’expansion en petites perturbations, commune´ment ap-
plique´e aux plasmas classiques, n’est donc plus possible. De plus, des eﬀets de´pendants
de la densite´, comme l’ionisation par pression, commencent a` devenir tre`s importants.
La diﬀe´rence entre un plasma classique et un plasma de´ge´ne´re´ repose sur le parame`tre
Λ ≡ λdBn1/3, ou` λ2dB = 2πmkBT est la longueur de de Broglie. Si Λ  1 la distance
entre les particules est supe´rieure a` la longueur de de Broglie, alors le comportement
du plasma est classique. Dans le cas contraire, le ﬂuide devient de´ge´ne´re´. La meˆme
condition peut eˆtre exprime´ en terme d’e´nergie de Fermi EF =

2
2m
(3π2n)2/3: dans ce
cas, le plasma est de´ge´ne´re´ si Te/TF  1.
Un autre parame`tre est utilise´ pour distinguer les plasmas fortement ou faiblement
corre´le´s: Γ ≡ 1
4πnλ3S
, ou λS est la longueur typique d’e´crantage, la longueur de Debye
λS = λD =
(
0kBT
4πne2
)1/2
pour un plasma classique ou la longueur de Thomas-Fermi
λTF =
(
2	0EF
3ne2
)1/2
pour l’analogue quantique. Lorsque Γ  1, l’e´nergie potentielle est
dominante sur l’e´nergie thermique et le plasma est fortement corre´le´. La relation inverse
est valable dans le cas d’un plasma faiblement corre´le´. Les corre´lations entre diﬀe´rentes
espe`ces de particules peuvent eˆtre conside´re´es.
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A.2.2 Comment cre´er la WDM: l’onde de choc
Parmi les diﬀe´rentes me´thodes possibles pour atteindre les conditions de mati e`re dense
et chaude, nous avons choisi d’utiliser la compression par une onde de choc, ge´ne´re´e lors
de l’interaction entre un laser intense et une cible solide. Ce choix e´tait principalement
motive´ par le hautes pressions que l’on peut atteindre : jusqu’a` 100 Mbar. De plus,
de re´cents travaux expe´rimentaux ont de´montre´ la validite´ de cette technique pour la
mesure de l’e´quation d’e´tat de mate´riaux sous conditions extreˆmes.
Une onde de choc est ge´ne´re´ lors de l’interaction entre un laser intense (I > 1012W/cm2)
a` impulsion longue (∼ ns) et une cible solide dans le “re´gime classique”, quand l’absorption
de l’e´nergie laser se fait par absorption collisionelle. Dans ce cas, la surface de la cible
est tr e`s vite ionise´e et un plasma chaud est forme´. Ce plasma se de´tend dans le vide et,
en re´action, une onde de choc se propage vers l’inte´rieur de la cible en la comprimant.
D’un point de vue plus formel, l’onde de choc est la conse´quence du de´veloppement
des eﬀets non line´aires dans la dynamique du ﬂuide qui de´forme le proﬁl des ondes
acoustiques. On peut de´montrer alors que le proﬁl ﬁnal est une discontinuite´.
Dans le re´fe´rentiel du laboratoire le choc se propage avec une vitesse US tandis
que le ﬂuide choque´ a une vitesse UP . Les lois de conservation de part et d’autre de la
discontinuite´ sont connues sous le nom de relations de Hugoniot-Rankine et s’expriment:
ρ0Us = ρ1(Us − UP ) (A.1)
P1 − P0 = ρ0UsUP (A.2)
E1 − E0 = U
2
P
2
+
P0UP
ρ0Us
(A.3)
A.2.3 Comment sonder la WDM
Le syst e`me d’e´quations de Hugoniot-Rankine que nous venons de de´crire est compose´
de 3 e´quations a` 5 param e`tres: US, UP , ρ1, P1, E1. Ces grandeurs thermodynamiques ne
sont pas inde´pendantes, mais relie´es entre elles a` travers l’e´quation d’e´tat. Si celle-ci est
connue, on dispose d’une e´quation en plus. La mesure d’un seul param e`tre est alors suﬀ-
isante pour connaˆıre tous les autres et donc determiner l’e´tat du plasma. En revanche,
la mesure de deux param e`tres est ne´cessaire si on ne connaˆıt pas l’equation d’e´tat et
qu’on veut la de´terminer. Si les deux param e`tres sont mesure´s dans le meˆme mate´riau
on obtient une “mesure absolue” de l’e´quation d’e´tat. On peut aussi re´aliser une mesure
“relative” de l’e´quation d’e´tat par rapport a` celle d’un second mate´riau. Ce dernier,
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bien connu, est utilise´ comme re´fe´rence. Cette technique est appele´e “de´sadaptation
d’impe´dance” et repose sur la mesure simultane´e d’une seule grandeur dans les deux
mate´riaux.
Les techniques utilise´es jusqu’a` pre´sent reposent sur la mesure des vitesses du choc
US et du ﬂuide UP . Elles comprennent des techniques d’interfe´rome´trie optique comme
le VISAR, des mesures d’e´mission propre re´solue en temps, et lorsqu’on s’inte´resse aux
mate´riaux de faible Z, des mesures de radiographie X re´solue en temps. Toutes ces
me´thodes ont permis d’obtenir la connaissance de la mati e`re dense et chaude que nous
avons actuellement. Cependant, elles pre´sentent des limites que l’on doit surmonter
pour franchir une nouvelle e´tape dans la compre´hension de la WDM.
En particulier, la pre´cision obtenue avec ces techniques “standard” n’est pas satis-
faisante. A partir de la mesure de la vitesse nous avons une mesure indirecte des param
e`tres du plasma, qui doivent eˆtre de´duits au travers des e´quations de Hugoniot-Rankine.
Dans ce passage, les erreurs de mesure sont ampliﬁe´es. On, peut, par exemple, relier
l’erreur sur la vitesse a` celle sur la densite´ a` partir de l’e´quation de la conservation de
la masse; on obtient alors:
δρ
ρ
=
(
ρ
ρ0
− 1
)√(
δUS
US
)2
+
(
δUP
UP
)2
(A.4)
On peut remarquer que l’impre´cision sur la densite´ est tr e`s sensible a` celle sur les
vitesses. En particulier, le facteur
(
ρ
ρ0
− 1
)
peut causer une ampliﬁcation de l’erreur
tr e`s importante pour les mate´riaux fortement compressibles, comme le deute´rium.
De plus, une mesure absolue de l’e´quation d’e´tat pour les mate´riaux opaques de Z
e´leve´, parmi lesquels le fer, n’est possible que dans des conditions restreintes, a` faibles
pressions. Ceci est principalement duˆ au fait que ces mate´riaux sont opaques aux son-
des optiques et X habituellement utilise´es. Dans ces cas, la seule possibilite´ est donc
d’eﬀectuer une mesure relative de l’e´quation d’e´tat, ce qui, encore une fois, engendre des
barres d’erreurs tr e`s importantes. Enﬁn, une mesure simple et pre´cise de la tempe´rature
n’est pas possible avec les techniques traditionnelles. La tempe´rature est un des param
e`tres pour lesquels les mod e`les the´oriques diﬀe´rent le plus et c’est aussi une quantite´
clef dans la de´tection des changements de phases. Un mesure directe de la tempe´rature
pourrait e´ventuellement permettre de discriminer parmi les diﬀe´rents mod e`les.
Le besoin de de´velopper des nouveaux diagnostiques pour ame´liorer la connaissance de
la WDM apparaˆıt maintenant clair.
En particulier nous souhaitons augmenter la pre´cision des mesures en acce´dant di-
rectement aux param e`tres du plasma, notamment la densite´ et la tempe´rature. De plus,
nous avons besoin de de´velopper et employer des sources beaucoup plus e´nerge´tiques
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pour obtenir une mesure absolue de l’e´quation d’e´tat pour les mate´riaux opaques de Z
e´leve´.
Dans cette th e`se, trois nouvelles techniques sont pre´sente´es: la radiographie par X
durs (¿10 keV) et par protons e´nerge´tiques (∼ 1-20 MeV) pour obtenir une mesure
directe de la densite´ des mate´riaux comprime´s par choc laser, et la diﬀusion Thomson
X qui permet d’acce´der a` une mesure de la densite´ et de la tempe´rature e´lectronique
des plasmas denses.
A.3 Radiographie par X durs
Pour cette technique, un faisceaux X est ge´ne´re´ et dirige´ transversalement sur une cible
choque´e. Le faisceau transmis est collecte´ sur un de´tecteur. Cela permet d’avoir a` la fois
une image 2D de la cible comprime´e et des informations sur la transmission. L’image
est ensuite “inverse´e” pour obtenir directement la densite´ en chaque point de la cible.
L’expe´rience a e´te´ mene´e au Rutherford Appleton Laboratory (RAL) en Angleterre.
Nous avons utilise´ 3 des 6 faisceaux ns du laser Vulcan pour ge´ne´rer un choc dans
une cible d’aluminium. Le choc a e´te´ ge´ne´re´ dans un ”pousseur” en CH/Al/CH puis
transmis dans la partie de la cible appele´ “sliver” en Al, le mate´riau a` sonder. Le fais-
ceau X a e´te´ ge´ne´re´ par le faisceau ps du laser Vulcan, au cours de l’interaction avec
avec une deuxie`me cible (backlighter) en Molybde`ne. Le rayonnement Kα a` 17.5 keV
ge´ne´re´ transversalement a ensuite e´te´ collecte´ sur des plaques radiographiques (imaging
plates) apre´s avoir traverse´ la cible choque´e. La source Kα est une bonne candidate
pour cette mesure car elle est tre`s e´nerge´tique, suﬃsamment bre`ve (∼ ps) pour per-
mettre d’e´tudier un e´tat bien de´ﬁni du plasma (temps hydrodynamique ∼ 100 ps),
et monochromatique ce qui permet de faciliter le proce`ssus d’inversion. Cependant, la
source Kα est ge´ne´ralement tre`s e´tendue spatialement ( 50 μm), meˆme lorsque le laser
est focalise´ dans une tache tre`s re´duite (∼ 10 μm). Ceci est duˆ au fait que les e´lectrons
qui ge´ne`rent le rayonnement X peuvent recirculer sur la cible sur une surface beaucoup
plus grande. Pour re´duire la taille de la source X nous avons employe´ une nouvelle con-
ﬁguration du backlighter, ou` une faible e´paisseur est utilise´e pour restreindre la surface
sur laquelle les e´lectrons peuvent recirculer. Au cours de cette expe´rience nous avons
utilise´ une ge´ome´trie en “drapeau”, qui nous a permit d’obtenir une bonne re´solution
(∼ 20 μm) dans une direction, dans notre cas, celle coincidente avec la direction du
propagation du choc.
La ﬁgure A.1 montre un des re´sultats obtenus, pour un retard de 8 ns entre le faisceau
ps et les faisceaux ns. On observe une partie correspondant au vide, ou la transmission
est de 100 %, la partie de la cible pas encore choque´e, plus absorbante, et la partie
comprime´e, caracte´rise´ par une transmission encore plus faible.
Pour remonter a` la densite´, nous supposons tout d’abord que le choc est syme´trique
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Figure A.1: Radiographie X d’une cible d’Al choque. Le retard entre le faisceau ps et les faisceaux ns est
de 8 ns.
autour de l’axe de propagation du choc. On conside`re ensuite la transmission selon un
axe perpendiculaire a` l’axe de syme´trie et on calcule l’inversion (inversion d’Abel) sur
ce proﬁl. En conside´rant plusieurs proﬁls a` diﬀe´rentes positions sur l’axe de syme´trie,
on peut reconstruire le proﬁl du choc. Les re´sultats correspondants pour la densite´ sont
pre´sente´s en ﬁgureA.2. On obtient une compression maximale de ∼1.65. Ces valeurs
peuvent eˆtre compare´s aux re´sultats donne´s par les simulations hydrodynamiques qui
ont e´te´s bien cale´s sur les mesures de vitesses donne´s par le diagnostic d’e´mission propre
resolue en temps et implante´ dans le dispositif experimental. Nous observons un bon
accord qualitatif ; cependant les simulations hydrodynamiques predisent une compres-
sion maximale de ∼2, 25% plus importante que les re´sultats de la radiographie X.
Il existe deux principales sources d’erreur possible dans notre analyse:
• Impre´cision sur le spectre du rayonnement X: la transmission par l’aluminium froid
(390 μm d’e´paisseur) est de 75%, alors que l’on attend ∼ 61% pour un spectre
monochromatique a` 17.5 keV. Le spectre complet, ne´cessaire pour le calcul correct
de la densite´ surfacique correspondant a` chaque valeur de transmission, a duˆ eˆtre
simule´ a` l’aide d’un code Monte-Carlo.
• La taille de la source : du fait de la ge´ome´trie du backlighter, la re´solution (∼ 70
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Figure A.2: Valeurs de compression obtenues pour des proﬁls diﬀe´rents sur l’axe de propagation du choc.
μm) obtenue dans la direction utilise´ par l’inversion d’Abel n’e´tait pas suﬃsante.
L’eﬀet d’une source e´tendue est d’adoucir les gradients au de´tecteur, re´sultant en
une sous-estimation de la densite´.
En conclusion, nous avons obtenu une premie`re mesure directe de la densite´ d’un
mate´riau opaque de Z e´leve´. L’analyse conduite a permis de souligner les ame´liorations
a` apporter pour des futurs de´veloppements.
A.4 Radiographie protonique
Des faisceaux de protons tre`s e´nerg e´tiques (∼ 800 MeV) ge´ne´re´s par des acce´le´rateurs
ont de´ja` e´te´ utilise´s pour sonder des objets de densite´s surfaciques de l’ordre de 50
g/cm2. Cependant, les diﬃculte´s pratiques pour coupler ces sources de particules aux
expe´riences de type laser-plasma sont nombreuses. De plus, les re´solutions spatiales
et temporelles atteintes avec ces sources sont typiquement de ∼ 200 μm et 50 ns re-
spectivement, ce qui n’est pas suﬃsant pour les besoins de la physique de l’interaction
laser-plasma. En revanche, les protons ge´ne´re´s par laser pre´sentent des proprie´te´s
uniques qui les rendent particulie`rement adapte´s a` l’investigation de plasmas denses et
chauds. En particulier, graˆce aux proprie´t e´s spe´ciﬁques de ces faisceaux, les hautes
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re´solutions spatiale et temporelle, ne´cessaires dans ces contextes, sont facilement acces-
sibles.
Quand le faisceau de protons se propage dans un gradient de densite´, il est perturbe´
par la diﬀusion a`ux petits angles et les pertes d’e´nergie. Le principe de la mesure est
donc d’e´valuer au niveau du de´tecteur les eﬀets induits sur le faisceau par la propagation
dans la cible choque´e, pour ensuite remonter au proﬁl de densite´ dans la cible meˆme.
Pour cela, nous avons de´veloppe´ un code Monte-Carlo qui reproduit la propagation des
protons dans le gradient de densite´ duˆ a` la compression par choc ; les protons sont en-
suite propage´s jusqu’au de´tecteur, ou ils sont arreˆte´s. Le proﬁl du faisceau ainsi obtenu
est compare´ aux donne´s expe´rimentales : si nous obtenons un accord, nous conside`rons
que le proﬁl de densite´ utilise´ dans le code est correct ; dans le cas contraire, nous le
modiﬁons jusqu’a` obtenir l’accord recherche´.
L’expe´rience a e´te´ mene´e pendant la meˆme campagne expe´rimentale que celle de la
radiographie X. Le dispositif expe´rimental est donc similaire. Les changements concer-
nent la cible du backlighter qui cette fois-ci une cible en or permettant de produire les
protons, le de´tecteur qui est maintenant un empilement de ﬁlms radiochromiques. La
cible principale est ici une mousse de carbone dont la faible densite´ (0.1 g/cm3) a e´te´
choisie de manie`re a` re´duire les eﬀets masquants associe´s a` la diﬀusion a`ux petits angles.
La ﬁgure A.3 montre les re´sultats obtenus sur le huitie`me ﬁlm radiochromique (cor-
respondant a` des protons de ∼10 MeV) pour un retard entre le faisceau ps et les
faisceaux ns, ge´ne´rants l’onde du choc respectivement de 7 ns (a) et 11 ns (b) . Pour
des protons de cette e´nergie et pour les valeurs de compression typiquement atteintes
dans l’expe´rience, le pertes e´nerge´tiques ne sont pas observables sur le ﬁlm. L’image
obtenue est donc due principalement a` la diﬀusion a`ux petits angles. La perturbation
typique due au bord de la cible froide est tre`s clairement visible et caracte´rise´e par
une zone d’accumulation de protons (une couleur bleue plus fonce´e sur le ﬁlm), suivie
par une zone de de´ple´tion (une couleur plus claire sur le ﬁlm). Plus a` l’inte´rieur de la
cible, nous pouvons aussi remarquer la modulation induite par le front du choc. Ses
caracte´ristiques de´pendent fortement des proprie´te´s du gradient de densite´ associe´ a`
l’onde du choc. A’ 11 ns (A.3 b), on peut aussi remarquer une modulation ulte´rieure,
suivant celle du choc : il s’agit de l’eﬀet du pousseur, qui pour ce retard beaucoup est
plus e´loigne´ du front du choc (la vitesse du front choc est supe´rieure a` la vitesse des
particules). Les eﬀets dus au front du choc peuvent ainsi eˆtre distingue´s.
Nous avons compare´ ces re´sultats aux donne´s des simulations Monte-Carlo, obtenues
en inse´rant les gradients de densite´s calcule´s par les simulations hydrodynamiques, en-
core une fois bien cale´s sur les mesures expe´rimentales de vitesses d’e´mission propre.
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Figure A.3: Radiographie protonique d’une cible choque´e. Le retard entre le faisceau ps et les faisceaux
ns est de 7 ns a) et 11 ns b).
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Figure A.4: Proﬁls expe´rimentaux simule´s pour a` 7 ns a) et 11 ns b).
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Pour les deux temps, nous obtenons un bon accord, en ce qui concerne soit les positions
de modulations, soit leur intensite´, comme le montre la ﬁgure A.4.
En conclusion, nous avons obtenu les premie`res radiographies d’une cible choque´e en
utilisant des faisceaux de protons ge´ne´re´s par laser. Les re´sultats sont tre`s prometteurs
et notre analyse a permis de cibler les de´veloppements a` venir. En particulier, des
protons plus e´nerge´tiques sont ne´cessaires pour sonder des mate´riaux de densite´ plus
e´leve´.
A.5 Diﬀusion Thomson X
La diﬀusion Thomson re´solue spectralement est couramment utilise´e dans le domaine
optique pour sonder les plasmas de faible densite´ (Ne < 1023cm−3). Tre`s re´cemment
cette technique a e´te´ e´tendue au domaine X, en donnant la possibilite´ d’e´tudier des
plasmas plus denses et notamment a` la densite´ du solide. Nous avons applique´ cette
technique aux plasmas cre´e´s par choc laser, ce qui nous a permis de sonder des condi-
tions diﬀe´rentes, de hautes densite´s et basses tempe´ratures, correspondant a` des plasmas
fortement couple´s et de´ge´ne´re´s.
Pour la mesure, on dirige un faisceau de rayonnement X sur le plasma. Soumis au
champ e´lectrique des photons, ses e´lectrons oscillent en e´mettant des photons diﬀuse´s.
En raison de l’importante e´nergie des photons incidents, il y a, durant le processus, un
e´change d’e´nergie et de moment qui fait que le rayonnement diﬀuse´ est de´cale´ spec-
tralement. En particulier, le spectre du rayonnement diﬀuse´ de´pend des parame`tres
du plasma (tempe´rature e´lectronique Te, densite´ e´lectronique Ne, et ionisation Z∗). Le
principe de la technique repose alors sur la mesure du spectre diﬀuse´ pour caracte´riser
l’e´tat du plasma.
La section eﬃcace du processus est proportionnelle au facteur de structure du plasma
S(k, ω). On peut de´montrer que celui-ci s’ e´crit comme la somme de trois termes. Un
premier terme est duˆ aux e´lectrons fortement lie´s. Ceux-ci peuvent partager le mo-
ment transfe´re´ avec les ions beaucoup plus lourds et leur contribution a` la diﬀusion
est une composante a` la meˆme e´nergie que le rayonnement incident, appele´ “diﬀusion
e´lastique”. En revanche, la diﬀusion par les e´lectrons libres ou faiblement lie´s, ge´ne`re
une composante de´cale´e en e´nergie, qui est appele´e “diﬀusion inelastique”. C’est en
e´valuant cette composante ine´lastique qu’on obtient les informations sur les parame`tres
du plasma.
On distingue deux re´gimes de diﬀusion, caracte´rise´s par le parame`tre de diﬀusion
α = λP/λD, ou` λD est la longueur typique dO˜e´crantage et λP = λ0/(2sin(θ/2)) avec
λ0 la longueur dO˜onde sonde. Si α < 1, le re´gime est dit “non collectif” et la diﬀusion
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a lieu sur les e´lectrons individuels. Dans ce cas, nous avons acce`s a` une mesure de
tempe´rature e´lectronique et de l’ionisation moyenne a` partir du spectre diﬀuse´. Si, au
contraire, α > 1, le re´gime est dit “collectif”, la longueur de la sonde est plus grande
de la longueur d’e´crantage et la diﬀusion a lieu sur les ondes du plasma (plasmons). A
partir du spectre diﬀuse´ nous avons donc acce`s aux proprie´te´s collectives du plasma.
Plus pre´cise´ment, en e´valuant la composante ine´lastique on parvient a` une mesure di-
recte de la densite´ e´lectronique.
L’expe´rience a e´te´ mene´e sur le laser LULI2000 du Laboratoire LULI de l’E´cole Polytech-
nique. Il dispose de deux faisceaux capables de de´livrer jusqu’a` 400 J de lumie`re double´e
en fre´quence dans une impulsion de 1 ns. Nous avons utilise´ un des deux faisceaux pour
ge´ne´rer une onde de choc dans une cible principale en CH/Al/CH (4.5/6/4.5 μm). Les
couches de plastique e´taient ne´cessaires pour jouer le roˆle d’ablateur en face avant (cote´
laser) et pour limiter l’expansion hydrodynamique de la face arrie`re de l’aluminium.
Le deuxie`me faisceau a e´te´ focalise´ sur une cible de titane pour ge´ne´rer une source X
intense (radiation Ti Heα et les satellites associe´s) dans la gamme 4.70-4.75 keV. Le
rayonnement e´tait envoye´ sur la partie comprime´e de la cible principale. La diﬀusion
a 47¡ e´tait collecte´ par un cristal courbe´ en LiF et focalise´ sur une camera CCD. Un
deuxie`me cristal plan en quartz a aussi e´te´ utilise´ pour collecter le faisceau transmis
par le plasma, ce qui nous a permis de controˆler l’e´mission de la source a` chaque tir.
Deux diagnostiques optiques de VISAR et d’e´mission propre re´solue en temps, ont e´te´
ajoute´s dans le dispositif expe´rimental pour mesurer la vitesse du choc et caracte´riser
les parame`tres du plasma de fac¸on classique, aﬁn de pouvoir valider le nouveau diag-
nostique. Les e´quations d’e´tat du plastique et de l’aluminium sont bien connues dans le
re´gime de pression atteinte lors de cette expe´rience et la mesure d’un seul parame`tre est
suﬃsante pour en de´duire toutes les autres. Les mesures de vitesses nous ont permis de
bien caler les simulations hydrodynamique pour connaˆıtre l’e´volution du plasma d’Al
dans le temps. Pour pouvoir sonder diﬀe´rentes conditions du plasma nous avons teste´
deux temps diﬀe´rents: 500 ps et 5 ns aˆpres que le faisceau cre´ant l’onde de choc ait
atteint l’intensite´ maximale. Pour Δt = 500ps, et pour la dure´e de la sonde (∼ 1 ns),
la couche d’Al est totalement comprime´e et le plasma est tre`s dense et relativement
froid : les conditions de densite´ e´lectronique, tempe´rature et ionisation, moyenne´es sur
la dure´e de la sonde ( 1ns) sont respectivement Ne∼ 2.5 · 1023cm−3, Te∼0.35 eV et
Z∗ ∼ 2.9. Le spectre diﬀuse´ pre´sente un signal tre`s e´leve´ a` l’e´nergie de satellites, dont
l’intensite´ est beaucoup plus importante que l’intensite´ de la composante e´lastique a`
la re´sonance, comme le montre la ﬁgure A.5 A l’e´nergie des satellites le signal est la
somme de la composante e´lastique des satellites meˆmes, tre`s faible, et de la composante
ine´lastique provenant de la re´sonance. On observe ainsi une diﬀusion ine´lastique plus
importante que la diﬀusion e´lastique.
A 5 ns aˆpres le maximum d’intensite´ du faisceau ge´ne´rant le choc, les conditions du
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Figure A.5: Spectre diﬀuse´ (courbe solide rouge) et transmis (courbe bleu pointille´) pour un retard de 500
ps entre les faisceaux qui ge´ne`rent le choc et la source X.
plasma sont tre`s diﬀe´rentes : a` cet instant, le choc est sorti de la cible et une onde de
de´tente la remonte. La densite´ e´lectronique, la tempe´rature et l’ionisation sont main-
tenant donne´es par: Ne∼ 8.5 · 1022cm−3, Te∼0.25 eV et Z∗ ∼ 2.1. Le spectre diﬀuse´ a
maintenant la meˆme forme que le spectre incident, comme le montre la ﬁgure A.7, ou`
on observe que la diﬀusion ine´lastique est de nouveau la composante la plus intense.
Pour interpre´ter les re´sultats et comprendre la diﬀe´rence observe´e entre les deux spec-
tres diﬀuse´s il faut conside´rer les eﬀets dus aux corre´lations ioniques. Pour avoir une
ide´e de l’inﬂuence de ceux-ci sur la diﬀusion dans un plasma fortement couple´, on peut
conside´rer les cas extreˆmes d’un solide et d’un plasma faiblement couple´. Un ordre bien
de´ﬁni est pre´sent dans un solide (le re´seau cristallin) et la diﬀusion e´lastique est possi-
ble seulement a` des angles pre´cis, donne´s par la loi de Bragg. Dans le cas oppose´ d’un
plasma non couple´, il n’y a pas de structure et la diﬀusion e´lastique est possible aussi
en dehors des angles de Bragg. Un plasma fortement couple´ se situe entre le deux cas,
ce qui fait qu’il est encore possible d’observer la diﬀusion e´lastique en dehors de l’angle
de Bragg, mais qu’elle peut eˆtre beaucoup plus faible qu’en l’absence de corre´lations.
Si on conside`re le niveau de couplage pour les deux temps sonde´s, on observe deux
re´gimes diﬀe´rents. Pour les conditions de´duites a` 500 ps, et pendant 1 ns, les ions sont
fortement couple´s, avec un parame`tre de couplage Γii ∼ 240, alors que les e´lectrons sont
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Figure A.6: Spectre diﬀuse´ (courbe solide rouge) et transmis (courbe bleue pointille´e) pour un retard de
5 ns entre les faisceaux qui ge´ne`rent le choc et la source X.
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fortement de´ge´ne´re´s, Te/TF ∼ 0.03. L’e´crantage e´lectronique a pour eﬀet de re´duire les
interactions e´lectrostatiques et une expression plus approprie´e du parame`tre de couplage
est alors donne´e par : Γs = Γexp(−ksa) ∼ 19, ou` 1/ks est la longueur d’e´crantage a`
courte porte´e. Etant donne´ que Γ et Γs sont tre`s importants, on s’attend a` ce que
le couplage ionique joue un roˆle majeur dans ces conditions expe´rimentales. A 5 ns,
le plasma est beaucoup moins dense et le parame`tre de couplage ionique est baisse´ a`
Γs ∼ 5. L’importance des corre´lations ioniques est ainsi moindre.
Un traitement mathe´matique plus rigoureux des concepts qualitatifs de´crits ci-dessus
comprend une correction a` la section eﬃcace associe´e au facteur de Debye-Waller. Il
de´crit les vibrations collectives des ions, associe´es a` l’ordre a` longue porte´e qui apparaˆıt
dans le plasma.
Ce traitement a e´te´ inclus dans le calcul du spectre diﬀuse´, de meˆme que la correction
a` la masse eﬀective des ions due a` l’e´crantage e´lectronique. Les re´sultats pour les deux
cas discute´s sont pre´sente´s dans la ﬁgure A.7.
Figure A.7: Spectres diﬀuse´s expe´rimentaux (courbes oranges) et the´orique (courbes bleues) calcule´s pour
les conditions du plasma obtenues a` 500 ps (a) et 5 ns (b). La ﬁgure a) comprend aussi les
calcules a` diﬀe´rentes densite´s: 2 ·1023cm−3 (courbe azurre pointille´) et 3.5 ·1023cm−3 (courbe
rouge pointille´e).
217
A Re´sume´ en franc¸ais
Les simulations et les re´sultats expe´rimentaux sont en bon accord. En particulier,
le faible signal a` l’e´nergie de la re´sonance observe´ pour le court de´lai temporel est bien
reproduit, ainsi que le signal intense a` l’e´nergie des satellites.
La sensibilite´ des calculs avec la tempe´rature e´lectronique (i.e. tempe´rature ionique) et
la densite´ e´lectronique a aussi e´te´ teste´. L’eﬀet de la variation de la tempe´rature est
de changer l’importance des corre´lations et donc l’intensite´ de la composante e´lastique.
En changeant la densite´, on observe encore un changement d’intensite´ de la composante
e´lastique, et aussi un de´calage spectral de la composante ine´lastique, (ﬁgure A.7a).
En conclusion, nous avons obtenu les premiers re´sultats de diﬀusion Thomson X par
un plasma fortement couple´. Le re´gime collectif a e´te´ teste´, ce qui a permis une mesure
de la densite´ e´lectronique. Les re´sultats obtenus sont tre`s prometteurs et ont permis la
premie`re mise en e´vidence expe´rimentale de la dynamique des ions fortement couple´s
dans un plasma dense.
A.6 Conclusion
En conclusion, nous avons de´veloppe´ des nouvelles techniques pour sonder la matie`re
dense et chaude dans ce travail de the`se. Les re´sultats obtenus sont tre`s prometteurs
et permettent de cibler les prochains de´veloppements pour pouvoir franchir une nou-
velle e´tape dans l’e´tude de plasma denses. En particulier, des possibilite´s nouvelles et
excitantes sont ouvertes par le de´veloppement des syste`mes laser comme PICO2000 au
LULI ou OMEGA EP a` Rochester, qui mettent a` disposition un faisceau ns a` haute
e´nergie (kJ) et un faisceau PW a` courte impulsion simultane´ment. On disposera ainsi
de sources beaucoup plus e´nerge´tiques pour l’investigation de la matie`re comprime´e par
choc laser. Ces sources seront capables d’ame´liorer les techniques e´tudie´es pendant cette
the`se (source Kα pour la radiographie X et diﬀusion Thomson X, protons e´nerge´tiques
pour la radiographie protonique) en ouvrant un nouveau sce´nario dans la physique de
la matie`re dense et chaude.
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