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1. Introduction
In this paper we study the question of compactness of the completion of a domain
Ω with respect to the Mazurkiewicz distance
dM (x, y) = inf diamE,
where the infimum is taken over all connected sets E ⊂ Ω containing x, y ∈ Ω.
The distance is also called relative distance, Mazurkiewicz intrinsic metric and in-
ner diameter distance in the literature. We characterize the compactness of this
completion using topological properties of the domain near the boundary, such as
finite connectivity at the boundary, local accessibility and local connectivity of the
boundary. Even in the Euclidean setting these topological notions are delicate, and
some characterizations hold only in the two-dimensional setting.
This study is part of a project which deals with extending the notion of bound-
ary in connection with the Dirichlet problem for partial differential operators and
variational problems, see Adamowicz–Bjo¨rn–Bjo¨rn–Shanmugalingam [1] and Bjo¨rn–
Bjo¨rn–Shanmugalingam [6]. The Euclidean boundary is usually sufficient for smooth
enough domains, but for more general domains a different notion of boundary is
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needed. For example, even in the simple case of a planar slit disc, points on the slit
can be approached from two different directions, and one should permit the Dirich-
let solution to take two different boundary values corresponding to these different
approaches to that point. The Mazurkiewicz boundary considered in this paper
partially rectifies this issue, but does not solve the problem completely. More con-
cretely, in [6] the Perron method for solving the Dirichlet problem for p-harmonic
functions was developed with respect to the Mazurkiewicz boundary, under the as-
sumption that it is compact. (For the corresponding problem with respect to the
Euclidean boundary (on Rn) or given metric boundary (on metric spaces), see [10],
[16], [11], [4], [5] and [3], as well as the references in the notes to [11, Sections 9
and 16].) Therefore the compactness of the Mazurkiewicz boundary is of particular
interest and importance to us.
In the general setting of proper locally pathconnected metric spaces we prove
the following result. See Section 2 for the definitions of the involved notions.
Theorem 1.1. The closure Ω
M
with respect to the Mazurkiewicz distance is com-
pact if and only if Ω is finitely connected at the boundary.
Finite connectivity of Ω at a boundary point x0 is also characterized in terms
of components of Ω ∩ B(x0, r), see Proposition 2.5. Proposition 3.3 provides a
connection between finite connectivity of Ω at x0 and the number of points in the
Mazurkiewicz boundary ∂MΩ corresponding to x0.
For countably connected planar domains we prove the following theorem, which
generalizes a result by Newman [24], and follows from the more general Theorem 4.4.
Theorem 1.2. If Ω ⊂ R2 and R2 \ Ω has countably many components, then the
following are equivalent :
(a) each x0 ∈ ∂Ω is locally accessible from Ω;
(b) for every x0 ∈ ∂Ω we have that Ω ∪ {x0} is locally connected at x0;
(c) for all r > 0 and x0 ∈ ∂Ω it is true that x0 /∈ H(r, x0);
(d) Ω is finitely connected at the boundary;
(e) Ω
M
is compact.
For finitely connected planar domains we further show in Theorem 4.2 that
(a)–(e) are equivalent to each of
(f) ∂Ω is locally connected and (g) R2 \ Ω is locally connected,
while for infinitely connected planar domains both (f) and (g) always fail, see The-
orem 4.4. For a general bounded domain in a proper locally connected metric space
we only obtain the following implications:
(e) ⇐⇒ (d) =⇒ (c) ⇐⇒ (b) ⇐⇒ (a) and (f) =⇒ (g),
see Theorem 4.3, We also construct Examples 4.8–4.11 showing that no other im-
plication holds true even when Ω ⊂ R3 is required to be homeomorphic to a ball.
In Adamowicz–Bjo¨rn–Bjo¨rn–Shanmugalingam [1, Theorem 9.6] it was shown
that the Mazurkiewicz boundary coincides with the collection of singleton prime
ends of the domain. Our results therefore also have applications in connection with
prime ends. In particular, in Section 7 of [1], singleton prime ends are related to
(nonlocal) accessibility of boundary points, while in Section 10 of [1] compactness
of the singleton prime end boundary is discussed. (Beware that the prime ends
introduced in [1] do not always coincide with the classical Carathe´odory prime ends
for simply connected planar domains.)
As to be expected, the discussion in this paper deals with purely metric topolog-
ical notions, and hence might be of interest to a wider audience. Some parts of this
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paper are related to the results of Rempe [28], which characterizes local connectiv-
ity at the boundary in terms of prime ends for simply connected planar domains,
and to R. L. Moore [20]. However, the reader should beware that the definitions of
compactness, connectedness and continuum in [20] are different from the modern
definitions.
The paper is organized as follows. In Section 2 we describe the topological
notions used throughout the paper, while in Section 3 we define and discuss the
Mazurkiewicz distance, and in particular prove Theorem 1.1. In Section 4 we de-
scribe relations between the finite connectivity at the boundary and other topolog-
ical notions.
In the last section we revisit planar domains and show that a countably con-
nected planar domain is finitely connected at the boundary whenever each topolog-
ical boundary point is locally accessible from it (Theorem 5.7), generalizing a result
by Newman [24].
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2. Local connectedness
Throughout the paper we let (X, d) be a metric space and let Ω ⊂ X be a bounded
domain, i.e. Ω is a bounded nonempty open connected set.
In this section we describe various notions of connectedness which are useful in
the study of topological properties of the Mazurkiewicz boundary. We also char-
acterize finite and bounded connectivity of Ω at a boundary point x0 in terms of
components of B(x0, r) ∩ Ω.
There are four distinct types of local connectedness one can consider at a point
in a metric space.
Definition 2.1. A topological space Y is locally (path)connected at x ∈ Y if for
every r > 0 there is a (path)connected neighbourhood G ⊂ B(x, r) of x.
The space Y is (path)connected im kleinen at x ∈ Y if for every r > 0 there is
a (path)connected set A ⊂ B(x, r) such that x ∈ intA.
We also say that Y has any of these properties globally if it holds for all x ∈ Y .
Here B(x, r) = {y ∈ X : d(x, y) < r} and neighbourhoods are open.
The terminology is not standardized throughout the literature. Indeed, Kura-
towski’s definition in [17] of local (arcwise) connectedness corresponds to the above
definition of (path)connectedness im kleinen. Whyburn’s definition in [30] of local
connectedness is our definition of connectedness im kleinen. We follow the termi-
nology of Munkres [21] in defining local connectedness. However, [21] uses the name
weakly locally connected instead of connected im kleinen.
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It is obvious that we have the following implications:
locally pathconnected at x

+3 locally connected at x

pathconnected im kleinen at x +3 connected im kleinen at x.
(2.1)
For the corresponding global statements (i.e. the assumptions are required at all
x ∈ X) it is known that also the corresponding upward implications hold. Indeed, if
X is (path)connected im kleinen at every x ∈ X and r > 0, then the (path)connected
component of B(x, r) containing x must be open, see e.g. Whyburn [30, p. 20,
(14.1)], and hence X is locally (path)connected at x.
If X is moreover complete, then all four global statements are equivalent by
Mazurkiewicz–Moore–Menger’s theorem, see Kuratowski [17, p. 154, Theorem 1].
On the other hand, Moore [19] gave an example of a locally connected metric space
which is not locally pathconnected. In fact his example is a noncomplete subset of
R2 which is connected and locally connected but contains no path.
We are mostly interested in considering connectedness properties at points on
the boundary of Ω. Fix a boundary point x0 ∈ ∂Ω throughout the rest of this
section.
Definition 2.2. We say that Ω is finitely connected at x0 ∈ ∂Ω if for every r > 0
there is an open set G ⊂ X such that x0 ∈ G ⊂ B(x0, r) and G∩Ω has only finitely
many components.
If there is N > 0 such that for every r > 0 there is an open G ⊂ X such that
x0 ∈ G ⊂ B(x0, r) and such that G ∩ Ω has at most N components, then we say
that Ω is boundedly connected at x0. If moreover N is minimal, then Ω is said
to be N -connected at x0. Furthermore, Ω is locally connected at x0 ∈ ∂Ω if it is
1-connected at x0.
We say that Ω has one of these properties at the boundary if it has that property
at all boundary points.
The terminology above follows Na¨kki [22] who seems to have first used this
terminology in print. (Na¨kki [23] has informed us that he learned about the termi-
nology from Va¨isa¨la¨, who however first seems to have used it in print in [29].) The
concept of finite connectedness at the boundary was already used by Newman [24]
(only in the first edition), but without a name.
Beware that the notion of finitely connected domains is a completely different
notion (also used later in this paper). Similarly, it is important to distinquish
between “locally connected”, “locally connected at a point” (as in Definition 2.1),
“locally connected at a boundary point” and “locally connected at the boundary”
(as in Definition 2.2). For example, note that for Ω to be locally connected at
x0 ∈ ∂Ω (in the sense of Definition 2.2) it is necessary that Ω ∪ {x0} is locally
connected at x0 (in the sense of Definition 2.1). The converse need not hold, as
evidenced by the slit disc Ω = {(x, y) ∈ R2 : x2 + y2 < 1} \ ([0, 1) × {0}), with
x0 =
(
1
2 , 0
)
∈ R2. See Theorem 4.12 for the relations between these various notions
of connectedness.
Theorems 1.10 and 1.11 of [22] give several characterizations of finite connect-
edness and N -connectedness. We provide some further characterizations in this
section, which will be useful for us in the study of the Mazurkiewicz boundary. The
results of [22] are formulated for Rn, but the proofs of these topological properties
given there also hold in metric spaces.
Example 2.3. The following was shown in Adamowicz–Bjo¨rn–Bjo¨rn–Shanmuga-
lingam [1]. (See [1] for definitions of the concepts mentioned above and below.)
The following are true:
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(a) If Ω is a uniform domain, then Ω is locally connected at the boundary.
(b) If Ω is finitely connected at the boundary and X is locally connected and
proper, then there is a natural one-to-one correspondence between the points
in the Mazurkiewicz boundary (see Definition 3.2) and the prime end bound-
ary using the new definition of prime ends introduced in [1].
If X is a quasiconvex proper metric space equipped with a doubling measure µ,
then the following are true:
(c) If Ω is a John domain, then Ω is boundedly connected at the boundary.
(d) If Ω is an almost John domain, then Ω is finitely connected at the boundary.
For each r > 0 let {Gj(r, x0)}
N(r,x0)
j=1 be the components of B(x0, r) ∩ Ω that
have x0 in their boundary, i.e. x0 ∈ Gj(r, x0). Here N(r, x0) is either a nonnegative
integer or∞, with N(r, x0) = 0 indicating that there is no connected component of
B(x0, r) ∩Ω that has x0 in its boundary. Further, let
H(r, x0) = B(x0, r) ∩ Ω \
N(r,x0)⋃
j=1
Gj(r, x0)
be the union of the remaining components (if any). We will often drop x0 from the
notation when it is clear from the context which point is under consideration.
Lemma 2.4. If x0 /∈ H(r) for every r > 0, then N( · ) is a nonincreasing function.
Observe that if 0 < r < s and x0 /∈ H(r), then x0 /∈ H(s).
Proof. Let 0 < r < s. As x0 /∈ H(s) there is at least one component G1(s). Fix any
component Gj(s). As x0 ∈ Gj(s), we have that Gj(s) ∩ B(x0, r) is nonempty and
thus consists of one or more components. Not all of these components can lie in
H(r) as x0 /∈ H(r). Hence there is k(j) such that Gk(j)(r) ⊂ Gj(s) ∩ B(x0, r). As
the Gj(s) are pairwise disjoint, k( · ) must be injective, and thus N(s) ≤ N(r).
Proposition 2.5. The set Ω is finitely connected at x0 if and only if for all r > 0,
N(r) <∞ and x0 /∈ H(r).
As the following example illustrates, having 0 < N(r) <∞ for all r > 0 by itself
does not guarantee finite connectivity.
Example 2.6. (The topologist’s comb I) Let Ω ⊂ R2 be given by
Ω := ((−1, 1)× (0, 2)) \
({
1
2 ,
1
3 ,
1
4 , ... , 0
}
× (0, 1]
)
and x0 = (0, 0). Then N(r) = 1 for all r > 0, but Ω is not finitely connected at x0.
Note that Ω is simply connected.
Proof of Proposition 2.5. Assume first that Ω is finitely connected at x0, and let
r > 0. Then there is a neighbourhood G ⊂ B(x0, r) of x0 such that G∩Ω has only
finitely many components. It follows that x0 /∈ H(r), as otherwise G ∩H(r) would
have infinitely many components. Furthermore, as x0 ∈ Gj(r) we must have that
G ∩ Gj(r) 6= ∅ for every j. Moreover, two different components Gj(r) and Gk(r)
cannot intersect the same component of G ∩ Ω, as G ⊂ B(x0, r). Thus N(r) is no
larger than the number of components of G, which is finite by assumption.
Conversely, let r > 0 and assume that N(r) < ∞ and x0 /∈ H(r). Then there
is 0 < s < r such that B(x0, s) ∩ H(r) = ∅. It follows that G = B(x0, s) ∪⋃N(r)
j=1 Gj(r) ⊂ B(x0, r) is a neighbourhood of x0 such that G ∩ Ω =
⋃N(r)
j=1 Gj(r)
has only N(r) number of components.
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Proposition 2.7. The set Ω is N -connected at x0 if and only if x0 /∈ H(r) for
all r > 0 and limr→0N(r) = N . Moreover, in this case there is r0 > 0 such that
N(r0) = N .
Proof. The proof is similar to the proof of Proposition 2.5 with some extra details.
Assume first that Ω is N -connected at x0. Just as in the proof of Proposition 2.5
we find that for all r > 0 it is true that x0 /∈ H(r) and that N(r) ≤ N . As N( · ) is
nonincreasing the latter condition is equivalent to the condition limr→0N(r) ≤ N .
Since N is the minimal such integer, it follows that limr→0N(r) = N .
Conversely, by Lemma 2.4, N(r) ≤ limr→0N(r) for all r > 0. Thus, the proof
of Proposition 2.5 shows that in this case Ω is at most limr→0N(r)-connected at
x0. It follows that we also must have N = limr→0N(r). As N( · ) is decreasing and
integer-valued there must be some r0 > 0 such that N(r0) = N .
Corollary 2.8. The domain Ω is boundedly connected at x0 if and only if x0 /∈ H(r)
for all r > 0 and limr→0N(r) <∞.
This corollary follows directly from Proposition 2.7.
3. The Mazurkiewicz distance dM
From now on, we assume in this paper that X is a proper (i.e. closed bounded sets
are compact) locally connected metric space.
Since X is proper it is complete, and thus Mazurkiewicz–Moore–Menger’s the-
orem shows that X is locally pathconnected, see Section 2.
Definition 3.1. We define the Mazurkiewicz distance dM on Ω by
dM (x, y) = inf diamE,
where the infimum is taken over all connected sets E ⊂ Ω containing x, y ∈ Ω.
For comparison, let us further define the inner metric dinner on Ω by
dinner(x, y) = inf lγ ,
where the infimum is taken over all rectifiable curves γ : [0, lγ ] → Ω parameterized
by arc length such that γ(0) = x and γ(lγ) = y.
The Mazurkiewicz distance dM is always a metric on Ω and, because X is locally
connected, it generates the same topology as d on Ω. Furthermore, we have d ≤
dM ≤ dinner. The function dinner is a metric if and only if Ω is rectifiably connected,
i.e. any two points are connected by a rectifiable curve (a curve with finite length)
in Ω.
The Mazurkiewicz distance was introduced by Mazurkiewicz [18], in relation to
a classification of points on n-dimensional Euclidean continua. The metric dM goes
under different names in the literature, it is e.g. denoted ρA in [18], called relative
distance and denoted ̺r in Kuratowski [17], called Mazurkiewicz intrinsic metric
and denoted δD in Karmazin [15], denoted µ in Newman [24] (only in the first
edition), and by m in Ohtsuka [25]. In Aikawa–Hirata [2], Freeman–Herron [9] and
Herron–Sullivan [12] it is called inner diameter distance. Here and in Adamowicz–
Bjo¨rn–Bjo¨rn–Shanmugalingam [1] and Bjo¨rn–Bjo¨rn–Shanmugalingam [6] we call it
the Mazurkiewicz distance.
Definition 3.2. The completion of the metric space (Ω, dM ) is denoted Ω
M
. Fur-
thermore, the Mazurkiewicz boundary is ∂MΩ := Ω
M
\ Ω.
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Note that each point y ∈ ∂MΩ corresponds to (an equivalence class of) a se-
quence {xj}
∞
j=1 which is a Cauchy sequence with respect to the Mazurkiewicz metric
dM and which does not have a limit point in Ω.
As advertised in Theorem 1.1, the closure Ω
M
is compact if and only if Ω
is finitely connected at the boundary. This result was proven by Karmazin [15,
Theorem 1.3.8], but the proof is available only in Russian and not widely accessible.
For the reader’s convenience, we give a more elementary self-contained proof which
appeals only to basic definitions.
Proof of Theorem 1.1. First assume that Ω is finitely connected at the boundary.
As Ω
M
is a metric space, it is compact if and only if it is sequentially compact, see
e.g. Munkres [21, Theorem 28.2].
Let {yj}
∞
j=1 be a sequence in Ω
M
. For each j we can find xj ∈ Ω such that
dM (xj , yj) < 1/j. Then {xj}
∞
j=1 has a convergent subsequence if and only if {yj}
∞
j=1
has, and it is thus enough to show that every sequence {xj}
∞
j=1 from Ω has a
convergent subsequence in Ω
M
. To this end, let {xj}
∞
j=1 be a sequence in Ω. Because
X is proper and Ω is bounded, this sequence has a cluster point x0 ∈ Ω with respect
to the original metric d. By taking a subsequence if necessary we may assume that
xj
d
→ x0 as j → ∞. If x0 ∈ Ω, then the local connectivity of X implies that
xj
dM−→ x0 as j →∞, and we are done. Assume therefore that x0 ∈ ∂Ω.
By assumption, Ω is finitely connected at x0, and in particular N(r) <∞ for all
r > 0. There must therefore be some k0 such that infinitely many of the xj belong
to Gk0(1). Collect them in a subsequence {x
(0)
j }
∞
j=1. Similarly, there is some k1
such that infinitely many of the x
(0)
j belong to Gk1
(
1
2
)
. Again, collect them in a
subsequence {x
(1)
j }
∞
j=1. Proceeding inductively, we find k2, k3, ..., and further and
further refined subsequences {x
(2)
j }
∞
j=1, {x
(3)
j }
∞
j=1, ... such that x
(m)
j ∈ Gkm(2
−m).
A diagonalization argument lets us choose zj = x
(j)
j , a subsequence of the original
sequence. Now, if m > j, then
dM (zj , zm) ≤ diamGkj (2
−j) ≤ diamB(x0, 2
−j) ≤ 21−j.
Hence {zj}
∞
j=1 is a Cauchy sequence in the metric dM and thus has a limit in Ω
M
.
Conversely, assume that Ω is not finitely connected at the boundary. Then there
is some x0 ∈ ∂Ω such that Ω is not finitely connected at x0. By Proposition 2.5,
there is some r > 0 such that either N(r) =∞ or x0 ∈ H(r).
If N(r) =∞, then we can find xj ∈ Gj(r)∩B
(
x0,
1
2r
)
, j = 1, 2, ... . If j 6= k and
xj , xk ∈ E ⊂ Ω for some connected set E, then by construction E must contain
a point outside B(x0, r), and hence diamE ≥ r/2 showing that dM (xj , xk) ≥ r/2.
This implies that {xj}
∞
j=1 cannot have a convergent subsequence with respect to
dM .
Finally, if x0 ∈ H(r), then we can find points xj ∈ H(r) ∩B(x0, r/2) such that
xj belongs to distinct components of H(r) (and thus of Ω ∩ B(x0, r)). The rest of
the argument is identical to the reasoning of the case N(r) =∞ above.
The following result and its proof give a good understanding of how the boundary
∂MΩ looks like.
Proposition 3.3. Assume that Ω is N -connected at x0. Then there are exactly N
boundary points in ∂MΩ corresponding to x0.
By saying that the point y = {xj}
∞
j=1 ∈ ∂MΩ corresponds to x0, we mean that
xj
d
→ x0 ∈ ∂Ω.
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Proof. Without loss of generality we may assume that N(1) = N . By Lemma 2.4,
N( · ) is nonincreasing, and so N(r) = N for 0 < r ≤ 1. For 0 < r < 1 each Gj(r)
belongs to one of the components Gk(1), and we may assume that they have been
ordered so that Gj(r) ⊂ Gj(s) if 0 < r < s ≤ 1. For each positive integer j ≤ N ,
choose a sequence xk ∈ Gj(1) such that xk
d
→ x0. As x0 ∈ Gj(1) there are such
sequences. We shall show that {xk}
∞
k=1 has a limit in Ω
M
.
Let ε > 0. Then by Proposition 2.7, x0 /∈ H(ε). Therefore there is 0 < δ < ε
such that B(x0, δ) ∩ H(ε) = ∅. Moreover there is K > 1 such that d(xk, x0) < δ
for k > K. Thus, for k > K, xk ∈ Gj(k)(ε) for some j(k), and as xk ∈ Gj(1) we
must have j(k) = j. Hence for k, l > K,
dM (xk, xl) ≤ diamGj(ε) ≤ 2ε.
Thus {xk}
∞
k=1 is a Cauchy sequence in the dM -metric and has a limit in Ω
M
.
As {xk}
∞
k=1 was an arbitrary sequence in Gj(1) with xk
d
→ x0, all such sequences
must have the same limit in Ω
M
, denoted yj .
Now take ∂MΩ ∋ y = {xk}
∞
k=1, where {xk}
∞
k=1 is a sequence in Ω that is Cauchy
with respect to the metric dM and in addition xk
d
→ x0. AsN is finite and x0 /∈ H(1)
there is an integer j and a subsequence {xkl}
∞
l=1 such that xkl ∈ Gj(1) for all l. It
follows that xkl
dM−→ yj . Hence y = yj and xk
dM−→ yj .
Thus y1, ... , yN are all the boundary points in Ω
M
corresponding to x0. It
remains to show that they are all distinct. Let 1 ≤ j < k ≤ N . By the construction
of yj we can find xj ∈ Gj(1) such that dM (xj , yj) <
1
4 , and similarly xk ∈ Gk(1)
such that dM (xk, yk) <
1
4 . In particular d(xj , yj) <
1
4 and d(xk, yk) <
1
4 . Let F ⊂ Ω
be any connected open set containing xj and xk. As xj and xk belong to different
components of B(x0, 1)∩Ω, the set F must contain a point z ∈ Ω\B(x0, 1). Hence
diamF ≥ d(z, xj) ≥ d(z, x0)− d(x0, xj) > 1−
1
4 =
3
4 ,
and thus dM (xj , xk) ≥
3
4 . So
dM (yj , yk) ≥ dM (xj , xk)− dM (xj , yj)− dM (xk, yk) >
3
4 −
1
4 −
1
4 =
1
4 .
If Ω is finitely but not boundedly connected at x0 one similarly gets infinitely
many points in ∂MΩ corresponding to x0. The proof of this fact is similar to the
proof above.
We define Φ : Ω
M
→ Ω in the following way: For x ∈ Ω we let Φ(x) = x. Since
d ≤ dM , this is a 1-Lipschitz map on Ω. Because Ω is complete, this map has a
unique continuous extension to Ω
M
, which we again denote by Φ, which is also
1-Lipschitz. If x0 ∈ ∂Ω and Ω is N -connected at x0, then Φ
−1(x0) consists of the
N points called y1, ... , yN in the proof above.
4. Various types of local connectedness at the bound-
ary
For a boundary point x0 ∈ ∂Ω there are four types of local connectedness one can
discuss: that Ω is locally connected at x0, that Ω ∪ {x0} is locally connected at x0,
that ∂Ω is locally connected at x0 and that X \ Ω is locally connected at x0. The
last three conditions come in four variants according to Definition 2.1, while for the
first we have just one variant (given in Definition 2.2). These properties are closely
related and also closely related to the compactness of Ω
M
.
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Let us start with the following characterization valid for finitely connected planar
domains. We first recall the definition of local accessibility.
Definition 4.1. A boundary point x0 ∈ ∂Ω is locally accessible from Ω if for every
r > 0 there is δ > 0 such that for every x ∈ B(x0, δ) ∩ Ω there is a (not necessarily
rectifiable) curve γ : [0, 1] → X such that γ([0, 1)) ⊂ B(x0, r) ∩ Ω, γ(0) = x and
γ(1) = x0.
See also the related definitions about connectivity given in Definition 2.1.
The following theorem (except for (g)) was proven for simply connected planar
domains by Newman in the first edition of the book [24] (but was omitted from the
second edition of [24]).
Theorem 4.2. Assume that Ω ⊂ R2 is a bounded and finitely connected domain.
Then the following are equivalent :
(a) each x0 ∈ ∂Ω is locally accessible from Ω;
(b) for every x0 ∈ ∂Ω we have that Ω ∪ {x0} is locally connected at x0;
(c) for all r > 0 and x0 ∈ ∂Ω it is true that x0 /∈ H(r, x0);
(d) Ω is finitely connected at the boundary;
(e) Ω
M
is compact ;
(f) ∂Ω is locally connected ;
(g) R2 \ Ω is locally connected.
Since Ω ⊂ R2, it is finitely (simply) connected if and only if S2 \ Ω has only
finitely many (one) components, where S2 is the Riemann sphere. Similar character-
izations hold for the notions of countable, uncountable, and infinite connectedness
of plane domains.
Observe that we can equivalently rephrase (b), (f) and (g) using any of the other
three types of local connectedness in Definition 2.1. For (f) and (g) the equivalence
of the four notions follows from the Mazurkiewicz–Moore–Menger theorem, see
Section 2. The Mazurkiewicz–Moore–Menger theorem is however not available for
(b) since Ω ∪ {x0} is not complete, so in this case we instead have to appeal to
Theorem 4.12 below.
In view of (d) and (f) it is also natural to ask if the above statements could
be equivalent to the statement “Ω is locally connected” as well. That Ω is locally
connected follows from the other statements, which can be shown in the same way
as the implication (f2′) ⇒ (g2′) in Theorem 4.12. However, it does not imply the
other statements, as shown by the topologist’s comb in Example 2.6. We therefore
leave it out of the rest of the discussion.
Before proving Theorem 4.2, let us consider how much of this result is valid for
more general domains Ω (i.e. infinitely connected in R2 as well as general domains
in Rn and metric spaces).
Theorem 4.3. Consider the same statements as in Theorem 4.2 for a general
bounded domain Ω in a proper locally connected metric space X (with R2 replaced
by X in (g)).
Then the following implications are true:
(e) ⇐⇒ (d) =⇒ (c) ⇐⇒ (b) ⇐⇒ (a) and (f) =⇒ (g).
No other implication is true even if we assume that Ω ⊂ R3 is homeomorphic
to a ball.
In R2 a little more is true, even if Ω is not simply connected.
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Theorem 4.4. Consider the same statements as in Theorem 4.2 for an infinitely
connected bounded domain Ω ⊂ R2. Then (f) and (g) fail.
If Ω is moreover countably connected, i.e. R2 \ Ω has only countably many
components, then (a)–(e) are equivalent. This holds also if R2 \ Ω consists of at
most countably many continua Kj, j = 1, 2, ..., and (possibly uncountably many)
singleton components, and in addition E \E is a union of a compact set and an at
most countable set, where E =
⋃∞
j=1Kj.
Recall that a continuum K ⊂ R2 is an infinite connected compact set. We
postpone the proof of Theorem 4.4 until after the proofs of Theorems 4.2 and 4.3
later in this section.
We do not know whether (a)⇒ (e) always hold if Ω is an uncountably connected
planar domain. The following example shows that it is possible for the statements
(a)–(e) to be true even if Ω is infinitely connected.
Example 4.5. Let C ⊂ [0, 1] be the ternary Cantor set and Cj be the jth generation
generating C (i.e. C =
⋂∞
j=0 Cj and Cj consists of 2
j intervals each of length 3−j).
Let further
K = (C × {0}) ∪
∞⋃
j=0
(Cj × {2
−j}),
Ω = (−2, 2)2 \K and Ω′ = Ω \ ([−1, 0]× {0}).
Then Ω and Ω′ are both uncountably connected domains and locally connected or 2-
connected at all their boundary points. Thus they both satisfy (a)–(e). Theorem 4.4
is however only applicable to Ω, but not to Ω′ since in that caseE\E = (C\{0})×{0}
is not a union of a compact set and a countable set.
By replacing the line segments by thin rectangles it is easy to modify Ω and Ω′
so that they become locally connected at the boundary.
Open problem 4.6. Is Theorem 4.4 also true when E \ E is not a union of a
compact set and an at most countable set?
If there are uncountably many continuum components of R2 \Ω, then uncount-
ably many of them have diameter larger than δ, for some δ > 0, in which case it
seems difficult to fulfill (a). This can be formulated as the following question.
Open problem 4.7. Does (a) always fail if there are uncountably many continuum
components of R2 \Ω? In view of Theorem 4.3 it would follow that (a)–(e) all fail,
and are thus equivalent.
We now turn to the proof of Theorem 4.3.
Proof of Theorem 4.3. The implications (d) ⇒ (c) ⇔ (b) ⇔ (a) and (f) ⇒ (g)
follow directly from the corresponding pointwise results in Theorem 4.12 below.
The equivalence of (d) and (e) is the content of Theorem 1.1.
Counterexamples for the failing implications are given as examples below, but
we list them here. Note that they are all given for Ω ⊂ R3 which is homeomorphic
to a ball.
(d) 6⇒ (g) This follows from Example 4.8.
(g) 6⇒ (f) This follows from Example 4.9.
(f) 6⇒ (a) This follows from Example 4.10.
(a) 6⇒ (d) This follows from Example 4.11.
The failure of the remaining implications follows from these counterexamples in
combination with the implications obtained in the beginning of the proof.
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The implication (d) ⇒ (g) is in general false. The following example shows that
if Ω ⊂ R3, then it is not enough to assume that Ω is homeomorphic to a ball. Note
that Ω below is locally connected at the boundary.
Example 4.8. Let G ⊂ R2 be given by
G := ((0, 1)× (−1, 1)) \
∞⋃
j=1
B((2−j , 0), 2−j/10).
Further, let
Ω = ((0, 1)× (−1, 1)2) \ (G× [0, 1)).
Then Ω is locally connected at the boundary, while X \ Ω is not locally connected
at (0, 0, 0). Note that Ω is homeomorphic to a ball.
In R3 we have the following example showing that (g) 6⇒ (f). (It also shows
that (g) 6⇒ (a).)
Example 4.9. Let
Ω = (0, 1)3 ∪
∞⋃
j=1
((2−2j−1, 2−2j)2 × (0, 2)).
In this case R3 \ Ω is locally connected at every point, while ∂Ω is not locally
connected at the points in A = {(0, 0, z) : 1 < z ≤ 2}. Moreover the points in A are
not accessible from Ω. Note that Ω is homeomorphic to a ball.
The following example shows that (f) 6⇒ (a) in R3.
Example 4.10. Let K ⊂ R2 be given by
K =
∞⋃
j=1
(([−2−j, 2−j ]× {0, 2−j}) ∪ ({−2−j, 2−j} × [0, 2−j])),
and let Ω ⊂ R3 be given by
Ω = (−1, 1)3 \ (K × [0, 1)).
Then ∂Ω is locally connected, but no point (0, 0, z) ∈ ∂Ω is locally accessible from
Ω when 0 < z ≤ 1. Moreover, Ω is not finitely connected at these points. Note that
Ω is homeomorphic to a ball.
By changing the shape of the removed set, we obtain the following example
which shows that (a) 6⇒ (d) in R3.
Example 4.11. Let K ⊂ R2 be given by
K =
∞⋃
j=2
∂B((0, 2−j), 2−j),
and let Ω ⊂ R3 be given by
Ω = (−1, 1)3 \ (K × [0, 1)).
Then any boundary point x0 ∈ ∂Ω is locally accessible from Ω, but Ω is not finitely
connected at any boundary point (0, 0, z) with 0 < z ≤ 1. Note that Ω is homeo-
morphic to a ball.
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Proof of Theorem 4.2. (e) ⇔ (d) ⇒ (c) ⇔ (b) ⇔ (a) and (f) ⇒ (g) These implica-
tions follow from Theorem 4.3 (or more directly from Theorems 1.1 and 4.12).
Case 1. The special case when Ω is simply connected.
(a) ⇒ (e) This is proved in Newman [24, p. 183] (but does not appear in the
second edition of [24]).
(a) ⇔ (f) This is in Newman [24, p. 187, Theorem 12.2] (but not in the second
edition of [24]).
(g) ⇒ (f) This is part of Pommerenke [27, p. 20, Theorem 2.1].
Case 2. The general case when Ω is finitely connected, i.e. S2 \ Ω has finitely
many components.
Let K be one of the components, which must be at a positive distance from
the other components. Since the conditions (a)–(d), (f) and (g) are all local, any
of these conditions holds for x ∈ K with respect to Ω if and only if it holds with
respect to Ω′ := S2 \K. As Ω′ is simply connected, and we have already obtained
the equivalence for the simply connected case, we see that (a)–(d), (f) and (g) all
are equivalent also in the finitely connected case. That (e) is equivalent to the other
statements follows from Theorem 1.1.
Proof of Theorem 4.4. Let us first show that (f) and (g) are false. Since Ω is
bounded and infinitely connected, R2 \Ω consists of infinitely many bounded com-
ponents (and one unbounded component). Furthermore, we can choose one point
from each of these components to obtain a bounded infinite collection of points.
This collection must have an accumulation point x ∈ R2. But then R2 \ Ω is not
locally connected at x. It also follows that ∂Ω is not locally connected at x.
(a) ⇒ (d) This implication is quite complicated to prove and we postpone it to
the next section, where it is obtained as Theorem 5.7.
The remaining implications follow from Theorem 4.3.
It is also of interest to consider the corresponding pointwise statements. Con-
trary to the global statements we need to consider the different types of local con-
nectedness. The statement (e) above does not have a local version, instead we
consider the statement (e′) below.
Theorem 4.12. Assume that X is a proper locally connected metric space and that
Ω ⊂ X is open. Let x0 ∈ ∂Ω. Consider the following statements :
(a′) x0 is locally accessible from Ω;
(b1′) Ω ∪ {x0} is locally pathconnected at x0;
(b2′) Ω ∪ {x0} is locally connected at x0;
(b3′) Ω ∪ {x0} is pathconnected im kleinen at x0;
(b4′) Ω ∪ {x0} is connected im kleinen at x0;
(c′) for all r > 0 it is true that x0 /∈ H(r);
(d′) Ω is finitely connected at x0;
(e′) Ω is locally connected at x0;
(f1′) ∂Ω is locally pathconnected at x0;
(f2′) ∂Ω is locally connected at x0;
(f3′) ∂Ω is pathconnected im kleinen at x0;
(f4′) ∂Ω is connected im kleinen at x0;
(g1′) X \ Ω is locally pathconnected at x0;
(g2′) X \ Ω is locally connected at x0;
(g3′) X \ Ω is pathconnected im kleinen at x0;
(g4′) X \ Ω is connected im kleinen at x0.
Then the following implications are true:
(e′) =⇒ (d′) =⇒ (c′) ⇐⇒ (b1′) ⇐⇒ (b2′) ⇐⇒ (b3′) ⇐⇒ (b4′) ⇐⇒ (a′)
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No other implication is true even if we assume that Ω is a simply connected subset
of R2.
Proof of Theorem 4.12. (a′) ⇒ (b1′) If x0 is locally accessible from Ω, then for
every r > 0 there exists a positive number δ such that each y ∈ B(x0, δ) ∩ Ω
can be connected by a curve γy in B(x0, r) ∩ Ω to x0. If y1, y2 ∈ B(x0, δ) ∩ Ω,
then the concatenation (at x0) of the two curves γy1 and γy2 gives a curve in
B(x0, r) ∩ (Ω ∪ {x0}) connecting y1 with y2. It follows that the pathcomponent
x0 belongs to in B(x0, r) ∩ (Ω ∪ {x0}) contains B(x0, δ) ∩ (Ω ∪ {x0}). By the local
pathconnectedness of X , it now follows that this pathcomponent is a relatively open
subset of Ω ∪ {x0}, whence we know that Ω ∪ {x0} is locally pathconnected at x0.
(b1′)⇒ (b2′)⇒ (b4′) and (b1′)⇒ (b3′)⇒ (b4′) These implications follow from
(2.1).
(b4′)⇒ (a′) This follows from Whyburn [30, p. 111, Theorem 4.1] (which should
be applied to the component of X containing x0). Observe that Whyburn’s def-
inition of local connectedness is the same as our definition of connectedness im
kleinen.
¬ (c′) ⇒ ¬ (b2′) Let r > 0 be such that x0 ∈ H(r), and let G ⊂ B(x0, r) be
a neighbourhood of x0 in the relative topology of Ω ∪ {x0}. Then G ∩H(r) must
have infinitely many components, none of which has x0 in its boundary. Each of
these components is also a component in G, which is thus not connected. Hence we
have shown that B(x0, r) ∩ (Ω ∪ {x0}) does not have a (relatively) open connected
subset containing x0.
(c′) ⇒ (b2′) Fix s > 0. Then by hypothesis x0 /∈ H(s) and hence there is
0 < t < s such that B(x0, t) ∩ H(s) = ∅. Let G =
⋃N(s)
j=1 Gj(s) (where N(s) is
either a positive integer or ∞). Then
B(x0, t) ∩ Ω ⊂ G ⊂ B(x0, s) ∩ Ω.
So G′ = G ∪ {x0} is a neighbourhood of x0 in Ω ∪ {x0}. We now show that G
′
is connected. Since x0 is in the boundary of each Gj(s) and Gj(s) is connected,
it follows that Gj(s) ∪ {x0} is connected. As G
′ is the union of a collection of
connected sets, whose intersection contains x0, we see that G
′ is connected as well,
see e.g. Lemma 5.1.
(d′) ⇒ (c′) This follows from Proposition 2.5.
(e′)⇒ (d′) This follows directly from the definition, and we have thus completed
the proof of the first set of relations claimed in this theorem.
The implications (f1′) ⇒ (f2′) ⇒ (f4′), (f1′) ⇒ (f3′) ⇒ (f4′), (g1′) ⇒ (g2′) ⇒
(g4′) and (g1′) ⇒ (g3′) ⇒ (g4′) follow from (2.1).
(f1′) ⇒ (g1′) Let r > 0. Then there is an open set G, with x0 ∈ G ⊂ B(x0, r),
such that G ∩ ∂Ω is pathconnected. Let G˜ be the pathcomponent of G containing
G ∩ ∂Ω. As X is locally connected, G˜ is open and moreover contains x0. Let
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F = G˜ \ Ω. We now show that F is pathconnected. Let a, b ∈ F . Then there
is a path γ in G˜ connecting a to b. If γ does not intersect Ω, then γ lies in F ,
and so there is a path in F connecting a to b. If γ intersects Ω, then it intersects
∂Ω. Let z and w be the first and last time γ intersects the closed set ∂Ω. Then
z, w ∈ G˜ ∩ ∂Ω = F ∩ ∂Ω, and so by the pathconnectedness of G ∩ ∂Ω = G˜ ∩ ∂Ω
there is a path β connecting z to w in G˜∩∂Ω ⊂ F . Let γz and γw be the subcurves
of γ that lie in F and connect a to z and b to w respectively. The concatenation
of γz , β and γw is a path in F connecting a to b. Hence F is pathconnected and
relatively open in X \ Ω, and so X \ Ω is locally pathconnected at x0 ∈ ∂Ω.
(f2′) ⇒ (g2′) Let r > 0. Then there is an open set G, with x0 ∈ G ⊂ B(x0, r),
such that G ∩ ∂Ω is connected. Let G˜ be the component of G containing G ∩ ∂Ω.
As X is locally connected, G˜ is open and moreover contains x0. Let F = G˜ \ Ω.
We now show that F is connected. Suppose that F = A1 ∪ A2, where A1 and
A2 are disjoint open sets (in the relative topology of F ). Let F1 = A1 ∩ ∂Ω and
F2 = A2 ∩ ∂Ω. Then
F1 ∪ F2 = G˜ ∩ ∂Ω = G ∩ ∂Ω.
Moreover F1 and F2 are disjoint and open in the relative topology of F∩∂Ω = G∩∂Ω
which is connected. Hence one of them must be empty, say F2 = ∅. It follows that
A2 and A
′
1 := A1 ∪ (Ω ∩ G˜) must be open in the original topology of X . As A
′
1
and A2 are open and disjoint while G˜ = A
′
1 ∪A2 is connected, one of them must be
empty. Since x0 ∈ F1 ⊂ A
′
1, we have A2 empty. Thus F is connected and X \ Ω is
locally connected at x0 ∈ ∂Ω.
(f3′) ⇒ (g3′) In this case, for each r > 0 there is a set E and δ > 0 such that
B(x0, δ) ⊂ E ⊂ B(x0, r) and E ∩ ∂Ω is pathconnected. As before, let E˜ ⊂ X be
the pathcomponent of E containing x0 (and hence E ∩ ∂Ω), and let F = E˜ \ Ω.
As in the proof of (f1′) ⇒ (g1′), we see that F is pathconnected. Since X is
locally pathconnected, we see that E˜ contains a neighbourhood of x0, and thus F
contains a neighbourhood of x0 (in the relative topology of X \Ω). Hence X \Ω is
pathconnected im kleinen at x0.
(f4′)⇒ (g4′) The proof of this implication is very similar to the proof of (f3′)⇒
(g3′); just drop the prefix path (from all occurrences) and appeal to (f2′) ⇒ (g2′)
instead of (f1′) ⇒ (g1′).
Let us now turn to the counterexamples for the other implications. We present
most of them as examples below, but list them here. Note that all counterexamples
are with simply connected Ω ⊂ R2.
(a′) 6⇒ (d′) This follows from Example 4.13.
(d′) 6⇒ (e′) This follows from Example 4.14.
(e′) 6⇒ (g4′) This follows from Example 4.15 with x0 = x1.
(f1′) 6⇒ (b2′) This follows from Example 4.15 with x0 = x2.
(g1′) 6⇒ (f4′) This follows from Example 4.16.
(f3′) 6⇒ (f2′) and (g3′) 6⇒ (g2′) This follows from Example 4.17.
(f2′) 6⇒ (f3′) and (g2′) 6⇒ (g3′) This follows from Example 4.18.
The failure of the remaining implications follows form the above examples in
combination with the implications obtained in the beginning of the proof.
Example 4.13. Here we use complex notation. Let Ω ⊂ R2 be given by
Ω := (0, 2)2 \
∞⋃
j=1
{rei/j : 0 ≤ r ≤ 1}.
Then (0, 0) is locally accessible from Ω, while Ω is not finitely connected at 0. Note
that Ω is simply connected.
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Example 4.14. Let Ω be the slit disc B((0, 0), 1) \ ((−1, 0]× {0}) ⊂ R2. Then Ω
is finitely connected at the boundary but not locally connected at the boundary.
Note that Ω is simply connected.
Example 4.15. (The topologist’s comb II) Let Ω ⊂ R2 be given by
Ω := (0, 2)2 \
({
1, 12 ,
1
3 , ... ,
}
× (0, 1]
)
,
x1 = (0, 1) and x2 = (0, 0). Then Ω is locally connected at x1, while X \ Ω is not
connected im kleinen at x1. Moreover, Ω∪{x2} is not locally connected at x2, while
∂Ω is locally pathconnected at x2. Note that Ω is simply connected.
Example 4.16. Let Ω ⊂ R2 be given by
Ω := (0, 2)2 \
(
(0, 1]×
∞⋃
j=1
[2−2j−1, 2−2j ]
)
.
Then X \Ω is locally pathconnected at (0, 0), while ∂Ω is not connected im kleinen
at (0, 0). Note that Ω is simply connected.
Example 4.17. Let L(a, b) be the closed line segment between a and b in R2. Let
E = L((0, 0), (1, 0)) ∪
∞⋃
j,k=0
L((2−j−1, 2−j−k), (2−j, 0)) and Ω = [−1, 1]2 \ E.
Then ∂Ω and X \ Ω are pathconnected im kleinen at (0, 0), while neither of them
is locally connected at (0, 0). Note that Ω is simply connected and its boundary
consists of a chain of ”brooms” near the origin. This example can, e.g., be found in
Munkres [21, Figure 25.1].
Example 4.18. For k = 1, 2, ... , let
Ek = {(x, 4
−k sin(π/(4kx− 1))) : 4−k < x ≤ 2 · 4−k},
F = {(0, 0)} ∪
∞⋃
j=1
(
Ej ∪
([
1
2 · 4
−j, 4−j ]× {0}
)
∪ ({4−j} × [−4−j, 4−j])
)
,
Ω = [−1, 1]2 \ F.
Then ∂Ω and X \ Ω are locally connected at (0, 0), while neither of them is path-
connected im kleinen at (0, 0). Note that Ω is simply connected.
5. Countably connected planar domains
In this section, we shall prove the implication (a) ⇒ (d) (local accessibility of
boundary points from Ω implies finite connectedness of Ω at the boundary) of
Theorem 4.4, viz. Theorem 5.7.
Note that Example 4.11 shows that the implication (a) ⇒ (d) can fail even if
Ω ⊂ R3 is homeomorphic to a ball. Thus, the arguments in this section cannot be
applied to the higher-dimensional case.
The following general topological lemma provides us with a sufficient condition
for connectedness of unions of connected sets, and in fact we have already used a
special case of it in the proof of Theorem 4.12.
Lemma 5.1. Let E0 and Eα, α ∈ A, be connected sets. Assume that E0 ∩ Eα is
nonempty for every α ∈ A. Then E = E0 ∪
⋃
α∈AEα is connected.
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This lemma can be found in Moore [20, Theorem I.30, p. 11], but in the spirit
of a discussion using modern definitions, we provide a proof of the lemma below.
We alert the reader that the terminology in Moore [20] is somewhat nonstandard.
In particular, by compact sets [20] means sequentially precompact sets (which forR2
reduces to bounded sets), and a continuum is a closed connected set (not necessarily
compact nor nondegenerate). We will not use such archaic terminology.
Proof. Let x ∈ E0 and let F be the component ofE containing x. As E0 is connected
we must have E0 ⊂ F . Next, pick an arbitrary α ∈ A. Since Eα is connected, its
closure relative to E is also connected. This closure contains a point z ∈ E0 and
hence must be contained in the component of z, which is F . In particular Eα ⊂ F .
Since α was arbitrary we see that E = F and hence E is connected.
In order to obtain our results in this section we deal with upper semicontinuous
collections, which we now define.
Definition 5.2. Let G be a collection of pairwise disjoint compact subsets of S2.
Then G is upper semicontinuous if for every sequence {Kj}
∞
j=1 ⊂ G and every set
K ∈ G it is true that if xj , yj ∈ Kj, j = 1, 2, ..., are two sequences such that xj → x
as j →∞ for some x ∈ K, then there exists a subsequence {yjk}
∞
k=1 of {yj}
∞
j=1 and
some y ∈ K such that yjk → y as k →∞.
We will need the following sufficient conditions for upper semicontinuous collec-
tions.
Theorem 5.3. The following are true:
(a) The components of a compact subset F of S2 form an upper semicontinuous
collection.
(b) A subcollection of an upper semicontinuous collection is upper semicontinuous.
(c) If G is an upper semicontinuous collection and K ′ is a compact set such that
K ′ ∩
⋃
K∈G
K = ∅ and K ′ ∪
⋃
K∈G
K is compact,
then G ∪ {K ′} is upper semicontinuous.
Part (a) can be found in Moore [20, Theorem V.1.20, p. 284], but we include a
proof here using modern terminology.
Proof. We will first prove (a). To do so we employ the fact that an infinite sequence
of compact subsets of S2 has a subsequence that converges in the Hausdorff topology
to a compact set, see e.g. Lemma 5.31 in Bridson–Haefliger [7].
Let {Kj}
∞
j=1 ⊂ G and K ∈ G, where G is the collection of the components of F .
Next, let xj , yj ∈ Kj, j = 1, 2, ..., be two sequences such that xj → x as j →∞, for
some x ∈ K.
By passing to a subsequence if necessary, we may assume that Kj → L in
the Hausdorff topology for some compact set L. We now show that L has to be
connected. If L is not connected, then there are two open sets U and V such
that L ⊂ U ∪ V , L ∩ U and L ∩ V are nonempty but L ∩ U ∩ V is empty. Since
L is compact and U and V are open, it follows that L \ V = L ∩ U =: A and
L \U = L∩ V =: B are compact and disjoint. Hence there is some ε > 0 such that
the ε-neighbourhoods of A and B are disjoint. On the other hand, since Kj → L in
the Hausdorff topology, for sufficiently large j we have that Kj is contained in the
ε-neighbourhood of L = A∪B, which violates the fact that Kj is connected. Thus
we conclude that L is also connected.
Now we have x ∈ L ∩ K, which as a consequence means that L ∪ K is also
connected, by Lemma 5.1. Since K is a component of F and L ⊂ F (because
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F is closed), it follows that L ⊂ K. On the other hand, by passing to a further
subsequence if necessary and using that F is compact we may assume that yj → y
for some y ∈ F . Thus y ∈ L ⊂ K showing that the collection is upper semicontinous.
The claim (b) is easily seen to be true.
To prove (c), note that the upper semicontinuity condition is satisfied if the
”limiting set” K ∈ G. Now suppose thatKj , j = 1, 2, ... , are sets from the collection
G and that for each j there is a point xj ∈ Kj such that xj → x∞ ∈ K
′. If yj ∈ Kj
as well, then because K ′∪
⋃
K∈GK is compact, it follows that there is a subsequence
{yjk}
∞
k=1 and a point y∞ ∈ K
′ ∪
⋃
K∈GK with yjk → y∞ as k → ∞. If y∞ ∈ K
for some K ∈ G, then by the upper semicontinuity of the collection G we have that
x∞ ∈ K, which violates the assumption that K
′ ∩K = ∅. Hence y∞ ∈ K
′. Thus
G ∪ {K ′} is also upper semicontinuous.
The following is our main separation theorem. Recall that a compact setK ⊂ S2
separates x and y if they belong to different components of S2 \K.
Theorem 5.4. Let T be a compact connected subset of S2, and K := {Kj}j be a
nonempty finite or countable upper semicontinuous collection of pairwise disjoint
compact sets such that
⋃
j Kj is compact.
Let x, y ∈ S2 \ (T ∪
⋃
j Kj). If for each j, the set T ∪Kj does not separate x
from y, then T ∪
⋃
j Kj does not separate x and y either.
In the special case when T = ∅ and all the Kj are connected this follows from
Moore [20, Theorem V.2.3, p. 312].
In order to prove this separation theorem we need to use the following result.
Theorem 5.5. (Janiszewski’s theorem) If F1, F2 ⊂ S
2 are compact and such that
F1 ∩ F2 is connected, and x, y ∈ S
2 \ (F1 ∪ F2) are not separated by F1 nor by F2,
then they are not separated by F1 ∪ F2.
This result was obtained by Janiszewski [14, Theorem (Twierdwenie) A, p. 48].
For a proof in English see, e.g., Moore [20, Theorem IV.20, p. 173], Newman [24,
Corollary to Theorem 8.1, p. 101] or Pommerenke [26, Theorem 1.9].
We also use the following simple lemma.
Lemma 5.6. Assume that F0 ⊃ F1 ⊃ ... are compact sets which separate x and y.
Then so does F :=
⋂∞
j=0 Fj.
Proof. Suppose not. Then (since connectedness and pathconnectedness coincide for
open sets) there is a curve γ in the open set S2 \ F connecting x and y. Because
{Fj}
∞
j=0 is a countable decreasing chain of compact sets, and γ is also compact and
disjoint from F , it follows from Cantor’s encapsulation theorem (which is sometimes
called the finite intersection property) that γ lies in the complement of some Fk,
that is, Fk does not separate x from y. This is a contradiction and hence F separates
x and y.
Proof of Theorem 5.4. The case when K is finite follows directly from iteration of
Janiszewski’s theorem, and we assume therefore that K = {Kj}
∞
j=0 is infinite in the
rest of the proof.
We will prove this theorem by contradiction. So suppose that x and y are
separated by T ∪
⋃∞
j=0Kj.
Let C denote the collection of all (necessarily nonempty) compact sets of the
form
⋃
j∈AKj such that x and y are separated by T ∪
⋃
j∈AKj. We will construct a
decreasing sequence in C. Let first C0 =
⋃∞
j=0Kj which belongs to C by assumption.
Proceed inductively for j = 0, 1, ... as follows. If Kj ⊂ Cj and there is some C
′ ∈ C
such that Kj 6⊂ C
′ ⊂ Cj , then let Cj+1 be any such C
′; otherwise, let Cj+1 = Cj .
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Let I =
⋂∞
j=0 Cj . That I 6= ∅ follows from Cantor’s encapsulation theorem
(which is sometimes called the finite intersection property). The pairwise disjoint-
ness of the sets Kj yields that I is of the form
⋃
j∈A˜Kj for some (nonempty) A˜.
Let K˜ := {Kj : j ∈ A˜}. Lemma 5.6 applied to Fj = T ∪ Cj shows that I ∈ C.
Claim. There exists some Km ∈ K˜ for which
⋃
K∈K˜\{Km}
K and Km are disjoint
(that is, Km is isolated from the union of all the other K ∈ K˜).
As T ∪Km does not separate x and y, K˜ has at least two elements. Since the Kj
are pairwise disjoint and compact, the claim is trivial if A˜ is finite, and hence we may
assume that A˜ is infinite. In order to show the claim we will argue by contradiction
and show that then K˜ is an infinite compact perfect Hausdorff topological space,
when equipped with the topology below. Since such spaces are uncountable (see
e.g. Hocking–Young [13, p. 88, Theorem 2-80]), the fact that K˜ is countable causes
a contradiction, thus showing that the claim is true.
Assume therefore that the claim is false. (In fact we will only use this assumption
in Step 3 below.) We equip K˜ with a topology as follows. A sequence {K ′j}
∞
j=1 in
K˜ is said to converge to K ′ ∈ K˜ if
lim
j→∞
inf
{
ε > 0 : K ′j ⊂
⋃
x∈K′
B(x, ε)
}
= 0. (5.1)
To obtain a topology on K˜ we say that a set F ⊂ K˜ is closed if whenever {K ′j}
∞
j=1
is a sequence in F converging to some K ′ ∈ K˜, then K ′ ∈ F .
Step 1. K˜ is Hausdorff. If K ′1,K
′
2 ∈ K˜ are two distinct sets, then choose
0 < ε < 12dist(K
′
1,K
′
2) (which is positive sinceK
′
1 andK
′
2 are disjoint and compact).
Let O1 be the collection of all K ∈ K˜ for which K ⊂
⋃
x∈K′
1
B(x, ε) =: U . In order
to show that O1 is open, let {K
′′
j }
∞
j=1 be a sequence in K˜ \ O1 and assume that
K ′′j → K
′′ ∈ K˜. Then there are points xj ∈ K
′′
j \ U . As
⋃
K∈K˜K \ U = I \ U is
compact, it contains a point x such that a subsequence of {xj}
∞
j=1 converges to x.
Since xj ∈ K
′′
j → K
′′ and K ′′ is compact, we conclude from (5.1) that x ∈ K ′′ and
therefore K ′′ /∈ O1, showing that the complement of O1 is closed and thus that O1
is open.
Similarly, let O2 be the collection of all K ∈ K˜ for which K ⊂
⋃
x∈K′
2
B(x, ε),
which is also open and disjoint from O1. Moreover K
′
1 ∈ O1 and K
′
2 ∈ O2. We
have thus shown that the topology on K˜ is Hausdorff.
Step 2. K˜ is compact. Let {Gα}α be a (possibly uncountable) cover of K˜ by open
sets. For each j ∈ A˜ there is some element Gαj in this cover such that Kj ∈ Gαj .
Let G′j =
⋃
k∈A˜, k≤j Gαk .
Assume that K˜\G′j is nonempty for all j. Then there is K
′
j ∈ K˜\G
′
j. Let xj ∈ K
′
j
be arbitrary. By the compactness of I =
⋃
K∈K˜K there exists some K
′ ∈ K˜ and
x ∈ K ′ such that a subsequence xjk → x as k → ∞. Suppose that {K
′
jk
}∞k=1 does
not converge to K ′ in the above topology, i.e.
τ := lim sup
k→∞
inf
{
ε > 0 : K ′jk ⊂
⋃
x∈K′
B(x, ε)
}
> 0.
Then for each n we can find jkn > n such that
K ′jkn \
⋃
x∈K′
B
(
x, 12τ
)
6= ∅.
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Let yn be a point in this set. Again by the compactness of I =
⋃
K∈K˜K, the
sequence {yn}
∞
n=1 has a converging subsequence, but its limit cannot be in K
′,
violating the upper semicontinuity of K˜. (That K˜ is upper semicontinuous follows
from Theorem 5.3 (b).) Hence K ′jk converges to K
′. Note that K ′ = Kl for some
l ∈ A˜. By construction K ′ ∈ G′l , and so because G
′
l is open, the tail end of the
sequence K ′jk must lie in G
′
l , violating the choice of K
′
jk
.
Thus there is some j such that K˜ = G′j , from which it follows that {Gk : k ≤
j and k ∈ A˜} is a finite subcover of {Gα}α covering K˜, and hence K˜ is compact.
Step 3. K˜ is perfect. Let K ′ ∈ K˜. Then by assumption K ′ is not isolated from⋃
K∈K˜\{K′}K. Thus there is a sequence K
′
j ∈ K˜ \ {K
′} and points xj ∈ K
′
j and
x0 ∈ K
′ such that xj → x0 as j → ∞. It follows as in Step 2 that K
′
j → K
′,
showing that K˜ is perfect.
The above three steps together indicate that K˜ must be uncountable, which is
not possible. This completes the proof of the claim.
Now let Km ∈ K˜ be as in the claim, and let K˜
′ = K˜ \ {Km}. It follows that
I ′ :=
⋃
K∈K˜′ K = I \ Km is a closed subset of the compact set I =
⋃
K∈K˜K,
and thus must be compact. As Km 6⊂ I
′ ⊂ Cm and Km ⊂ I, it follows from
the construction of Cm+1 that I
′ /∈ C, i.e. T ∪ I ′ does not separate x and y. By
assumption neither does T ∪Km. As (T ∪Km)∩(T ∪I
′) = T is connected, it follows
from Janiszewski’s theorem (Theorem 5.5) that x and y are not separated by T ∪ I.
This is our final contradiction and we have thus completed the proof.
We now formulate and prove the main result of this section.
Theorem 5.7. Let Ω ⊂ R2 be bounded and assume that S2\Ω consists of (possibly
uncountably many) singleton components and at most countably many continuum
components. Let E be the union of these continuum components and assume that
E \E = F ∪E′, where F is compact and E′ is at most countable.
If every boundary point x0 ∈ ∂Ω is locally accessible from Ω, then Ω is finitely
connected at the boundary.
Proof. Fix x0 ∈ ∂Ω and let K be the component of S
2 \ Ω containing x0. Then
Ω′ = S2 \K is simply connected. We shall show that Ω′ satisfies condition (a) of
Theorem 4.2, that is, each x ∈ ∂Ω′ is locally accessible from Ω′.
Let therefore x ∈ ∂Ω′ ⊂ K and r > 0 be arbitrary. As x is locally accessible
from Ω, there exists 0 < δ < r/2 such that every y ∈ Ω∩B(x, 2δ) can be connected
to x by a curve in Ω ∩ B(x, r). We want to show that x is locally accessible
also from Ω′. Let y ∈ (Ω′ \ Ω) ∩ B(x, δ) and z be a closest point to y on ∂Ω.
Clearly, z belongs to the same component of S2 \ Ω as y. In particular, z /∈ K and
|y − z| < dist(y,K) ≤ |y − x| < δ. Since z ∈ ∂Ω, there exists y′ ∈ Ω such that
|y′ − z| < dist(y,K)− |y − z| ≤ dist(z,K). It follows that the line segment from y
to y′ does not hit K and thus lies entirely in Ω′. As |x−y′| ≤ |x−y|+ |y−y′| < 2δ,
there exists a curve in Ω ∩ B(x, r) ⊂ Ω′ ∩ B(x, r) connecting y′ and x. Combining
it with the line segment from y to y′ provides a curve in Ω′ ∩ B(x, r) connecting y
to x. This shows that x is locally accessible from Ω′. Since Ω′ is simply connected
and satisfies condition (a) of Theorem 4.2, it follows from Theorem 4.2 that Ω′ is
finitely connected at the boundary, and in particular at x0. Our aim is to prove
that also Ω is finitely connected at x0.
If K = {x0} is a singleton, then let r0 > 0 be arbitrary and G := B(x0, r0).
If K is a continuum, then let r0 > 0 be so small that K \ B(x0, r0) 6= ∅ and let
B0 = B(x0, r0). Then there are only finitely many components of Ω
′ ∩B0 with x0
in their closure, as Ω′ is finitely connected at x0. Let G be one of these components.
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We will now show that G is simply connected. Suppose not. Then S2 \ G has at
least two components, each of which is compact. Let F˜ be the component of S2 \G
containing the connected set K ∪ (S2 \B0) (which is connected by Lemma 5.1 and
the choice of r0). Let F̂ be any other component of S
2\G. Then clearly F̂ ⊂ Ω′∩B0.
On the other hand, F̂ ∩ G is nonempty. Therefore by Lemma 5.1 again, F̂ ∪ G is
a connected subset of Ω′ ∩ B0, which violates the fact that G is a component of
Ω′ ∩B0. Hence G is simply connected. (If K is a singleton, then G = B0 is clearly
simply connected.)
We shall now prove that Ω is finitely connected at x0. Since x0 is locally acces-
sible from Ω, Theorem 4.3 shows that x0 /∈ HΩ(r0, x0), i.e. there exists δ > 0 such
that B(x0, δ) ∩HΩ(r0, x0) = ∅. Let z, w ∈ G ∩ Ω ∩ B(x0, δ). We will show that z
and w cannot be separated in G ∩ Ω.
Let Fj , j = 1, 2 ..., denote all the (at most countably many) continuum compo-
nents of S2 \ Ω (including K if it is nonsingleton), together with all the (at most
countably many) singleton components of E′\F . Note that F ⊂ (S2\Ω)\E consists
only of singleton components of S2 \ Ω and is therefore totally disconnected. Note
also that if K = {x0} is singleton, we may have x0 ∈ F ∪E
′.
Let Tj = (Fj ∩ G) ∪ (S
2 \ B0), j = 1, 2, ... . We shall show that Tj does not
separate z and w. This is clear if Fj = K. If Fj 6= K, then dist(x0, Fj) > 0 and
hence also dist(x0, Tj) > 0. As z, w /∈ HΩ(r0, x0), they belong to some components
of Ω ∩B0 with x0 in their closures. Since Ω ∩B0 ⊂ B0 \ Fj ⊂ S
2 \ Tj, we see that
those components of Ω ∩ B0 are subsets of z’s and w’s component(s) in S
2 \ Tj ,
which thus must contain x0 (since dist(x0, Tj) > 0). But there can only be one such
component in S2 \ Tj, so Tj does not separate z and w.
Clearly, T := S2 \G does not separate z and w. Since F is totally disconnected
it has topological dimension zero, see e.g. Fedorchuk [8, Theorem 5 in Section 1.3.2],
and thus cannot separate the open set G, which has topological dimension 2, see
e.g. [8, Theorem 20 in Section 2.7]. Thus F ∪T does not separate z and w. Further,
Tj = (Fj∩G)∪(S
2\B0) is compact and Tj∩T = S
2\B0 is connected, so Janiszewski’s
theorem (Theorem 5.5) implies that Tj ∪ T = Fj ∪ T does not separate z and w
either.
As S2 \ Ω and each of its components is compact, the collection {Fj}j is up-
per semicontinuous, by Theorem 5.3 (a) and (b). Theorem 5.3 (c) then yields that
{Fj}j ∪{F} is also an upper semicontinuous collection of pairwise disjoint compact
sets. By Theorem 5.4 we now obtain that the set
T ∪ E = T ∪
⋃
j
Fj ∪ F
does not separate z and w. Finally, (S2 \ Ω) \ E is totally disconnected, so it does
not separate S2 \ (T ∪ E), i.e. z and w belong to the same component of
S2 \ ((T ∪ E) ∪ ((S2 \ Ω) \ E)) = S2 \ (T ∪ (S2 \ Ω)) = G ∩ Ω ⊂ Ω ∩B0.
This implies that each component G of Ω′ ∩ B0 with x0 in its closure contains
exactly one component of Ω ∩ B0 with x0 in its closure. Indeed, if there were two
such components G1 and G2 of Ω ∩ B0, both contained in G, then we could find
z ∈ G1 ∩B(x0, δ) and w ∈ G2 ∩B(x0, δ), and the above argument would give that
z and w belong to the same component of Ω ∩G, which is a contradiction.
Since Ω′ is finitely connected at x0 (or G = B0 for singleton K = {x0}), this
implies that Ω is also finitely connected. As x0 was arbitrary, this completes the
proof.
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