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Self-propelled particles can spontaneously form dense phases from a dilute suspension in a process
referred to as motility-induced phase separation. The properties of the out-of-equilibrium structures
that are formed are governed by the specifics of the particle interactions and the strength of the
activity. Thus far, most studies into the formation of these structures have focused on spherical
colloids, dumbbells, and rod-like particles endowed with various interaction potentials. Only a few
studies have examined the collective behavior of more complex particle shapes. Here, we increase
the geometric complexity and use Molecular Dynamics simulations to consider the structures formed
by triangular self-propelled particles with surface roughness. These triangles either move towards
their apex or towards their base, i.e., they possess a polarity. We find that apex-directed triangles
cluster more readily, more stably, and have a smoother cluster interface than their base-directed
counterparts. A difference between the two polarities is in line with the results of [H.H. Wensink, et
al., Phys. Rev. E 89, 010302(R) (2014)], however, we obtain the reversed result when it comes to
clustering, namely that apex-directed particles cluster more readily. We further show that reducing
the surface roughness negatively impacts the stability of the base-directed structures, suggesting
that their formation is in large part due to surface roughness. Our results lay a solid foundation
for future experimental and computational studies into the effect of roughness on the collective
dynamics of swimmers.
I. INTRODUCTION
Active matter is a state of matter in which the con-
stituents constantly consume energy to perform work:
the system is out of equilibrium [1, 2]. Over the past
decade, there has been a quantum leap in the ability to
fabricate artificial self-propelled particles with colloidal
length scales (1 nm to 1 µm) [3–11]. This has led to a
strong experimental interest in model systems comprised
of such particles [12–16], as insights into the workings
of fundamentally out-of-equilibrium processes may be
gleaned from them [17, 18]. Moreover, these man-made
active systems display dynamics that are reminiscent of
the patterns created by living organisms [2]. Such organ-
isms include biological swimmers which have a colloidal
length scale, e.g., bacteria [19–21], algae [22, 23], and
sperm [24–26]. The study of man-made self-propelled
particles is therefore envisioned to lead to better under-
standing of the complexities of life itself. Finally, the
level of control over the synthesis of active particles has
resulted in a wide variety of particle shapes being avail-
able for these types of investigation. From relatively
— perhaps deceptively [9, 10, 27] — simple hemispher-
ical Janus particles [5, 7, 11], to dumbbells [6, 28], hol-
low cones [29, 30], L-shaped particles [31, 32], stoma-
tocytes [33], and many others. This and the diversity
of swimmer shapes found in nature, leads naturally to
the question: To what extend does shape influence the
macroscale behavior in suspensions of these particles?
The exciting opportunities that active matter — both
∗ jgraaf@icp.uni-stuttgart.de
biological and man-made systems — presents for the un-
derstanding of the organization of life, as well as the na-
ture of out-of-equilibrium systems, have piqued the cu-
riosity of the simulation and theory communities. Sim-
ulations and theory offer the ability to disentangle the
complexities of the self-propulsion mechanism and its in-
fluence on the collective dynamics of particles from the
other particle and system properties. One of the first
models for self-propelled particles was introduced 1995
by Vicsek et al. [34], who considered the formation of
aligned bands of point-like swimmers with only a local
orientation-aligning potential. Since then, many differ-
ent swimmer models have been considered that go be-
yond the point approximation. Particularly popular is
the active Brownian particle model [35, 36], which sim-
ulates self-propelled spherical particles and makes mini-
mal assumptions for the driving mechanism. The mech-
anism is a simple persistent motion due to a constant
force, which is applied in a fixed direction in the frame
co-moving with the particle. For this model a multitude
of interaction potentials has been studied and the state
diagram of suspensions of these particles was found to be
strongly influenced by the choice of interaction [37].
The first simulations to consider shape anisotropy in
the context of collective motion focused on simple dumb-
bell [38–41] and rod-shaped [42–46] swimmers. These
models more accurately represent the oblong body of bi-
ological swimmers [19–26], as well as the shape of cat-
alytically propelled Au-Pt nanorods [3, 4] and hollow
cones [29, 30]. Simulations of rigid rods and flexible
chains [47] provide a good opportunity to assess the in-
fluence of shape, when compared to results for spherical
active Brownian particles. In particular, it has become
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2clear that shape can strongly enrich the state diagram, in
much the same way as it does for the passive counterpart.
That is, passive hard spheres have a phase diagram with
a liquid and crystalline phase [48], while rod-like parti-
cles can also form an isotropic and smectic phase [49, 50].
Similarly, the state diagram of active hard spheres — at
low density — displays an isotropic state and a state
in which dense clusters form amid a dilute gas of active
particles [36]; these clusters may also exhibit cooperative
motion. Dynamic clusters form in a process that is re-
ferred to as motility-induced phase separation (MIPS).
The state diagram for self-propelled rods is much more
complex, as such particles can also display swarming, tur-
bulence, and laning [51].
Only a few studies have ventured beyond simple rod
and dumbbell shapes. Wensink et al. [52], for example,
studied the behavior of sperm-type and algae-like swim-
mers. These authors approximated such particles by a
“snow-cone-like” assembly of spheres that has a polar-
ity, i.e., the orientation of the self-propulsive force with
respect to the shape anisotropy. In addition, they con-
sidered crescent-shaped bacteria, also possessing polarity
induced by their direction of motion. Very recently, Mal-
lory and Cacciuto considered triangular particles with
selectively attractive edges, in order to demonstrate how
self-propulsion can be improve the yield of hexagonal cap-
sids [53]. Finally, there is the work by Prymidis et al. [54],
which considers self-propelled squares. These studies in-
dicate that there is a strong influence of shape on the
clustering and dynamics of self-propelled particles. How-
ever, in spite of these recent efforts, there remains a large
gap between this type of study into the effect of geome-
try and the next level in complexity, which attempts to
accurately model specific microswimmers, such as Try-
panosomes [55], sperm [56], and E. coli [57].
In this paper, we therefore aim to extend this interme-
diate regime and consider a level of geometric complexity
that goes beyond the rod-like, namely a triangular swim-
mer (without attractive edge decoration). This is the
missing step in the series: disk, rod, . . . , square, etc.
We study a quasi-two-dimensional (quasi-2D) system of
active equilateral triangles moving either towards their
apex or towards their base. This is similar to the polar
swimmers considered by Wensink et al. [52], but we re-
strict ourselves here to the structure formation in pure
phases of triangular particles. Our system is a variation
of the active Brownian model: the particles experience
translational and rotational Brownian motion in addi-
tion to a persistence force that leads them to self-propel.
The triangles are comprised of spheres that make up the
edge and endow it with a roughness, see Fig. 1, which pro-
vides us with a second variational parameter, beyond the
polarity. Increasing the number of spheres used to dis-
cretize the triangle edges leads to a decrease of this rough-
ness. Such roughness is a common and overlooked feature
of a large set of similarly constructed simulation models
(albeit with low surface roughness), see, e.g., Refs. [51–
53, 58], and has not been investigated systematically thus
(a)
(c) (d)
(b)
(e) (f)
FIG. 1. 2D representations of our rough equilateral triangle
model. The model consists of several molecular dynamics
(MD) beads (colored disks) that form the edge of the triangle
(blue dashed line) and are connected rigidly to a central bead
(red dot). The arrow shows the direction in which the triangle
self-propels. (a) A base-directed (BD) triangle with N = 3
MD beads per edge. (b) An apex-directed (AD) triangle with
N = 3. (c-e) AD triangles with N = 4, 5, and 6 beads
per edge, respectively. (f) The limiting AD triangle for N ↑
∞ (blue solid line). The centers of the edge MD beads are
located on a smaller equilateral triangle (black line), which
has edge length L′, the limiting triangle (blue) has edge length
L.
far.
We construct state diagrams for both apex-directed
(AD) and base-directed (BD) active triangles by varying
the density and Pe´clet (Pe) number, which gives the ra-
tio of self-propulsion to translational diffusion. We find
MIPS for both systems, but the nature of this phase sep-
aration differs for the two models. AD triangles tend to
phase separate at intermediate Pe´clet numbers and densi-
ties, forming large clusters that become system-spanning
at sufficiently high values of the density and Pe. How-
ever, BD triangles are less inclined to form system span-
ning clusters. Large clusters of BD triangles have a
rougher interfacial structure than their AD counterparts
and are more likely to periodically break up. Both types
of triangle also form a variety of small short-lived clusters
at lower densities and Pe. These oligomers display both
active translation and rotation, depending on the way the
constituents have self-assembled, and give insight into the
structure and stability of the system-spanning clusters.
Our findings have an asymmetry between polar (AD
3in our terms) and antipolar (BD in our terms) parti-
cles, similar to the one observed by Wensink et al. [52].
However, their antipolar particles tend to form clusters,
whereas their polar particles do not and form large-scale
swarms instead. We discuss the possible origin of this
inversion with respect to our triangular system. We fur-
ther show that the stability of the BD-triangle clusters
is reduced by decreasing the triangle surface roughness.
This suggests that in the flat-edged limit, it may be the
case that only the AD system can form large stable clus-
ters. In this context we also comment on the similarities
between our results and the observations of Prymidis et
al. [54], who found oscillating phases of self-propelled
squares. Finally, we consider the relevance of surface-
roughness in physical systems. Here, we differentiate be-
tween “dry” (granular) active matter, which we simulate,
and wet active matter, for which hydrodynamic interac-
tions are taken into account.
The results presented in this paper underpin the sen-
sitive nature of the clustering of self-propelled particles
on the specifics of the particle shape and the polarity. In
addition, we show that surface roughness can be a cru-
cial parameter in stabilizing the MIPS. This study will
form the basis for future work on the effects of hydrody-
namic interactions on the behavior of these active trian-
gles, as well as studies into the collective dynamics other
polygonal swimmers with surface roughness and further
investigation of the effect of roughness in general.
II. METHODS
In this section we present the construction of our tri-
angular swimmers. This is followed by a listing and jus-
tification of the specific parameters that were chosen for
our simulations. Finally, we detail the methods by which
the MIPS was analyzed.
A. Triangular Swimmers
We construct triangular swimmers by placing spherical
molecular dynamics (MD) beads equidistantly onto the
edges of an equilateral triangle with edge length L′ and
connect these rigidly to the triangle’s center, see the black
triangle and red dot in Fig. 1, respectively. These MD
beads interact with each other via a Weeks-Chandler-
Anderson (WCA) potential, which is specified by
UWCA(r) =

4
[(
σ
r
)12 − (σr )6 + 14] , r ≤ 21/6σ
0, r > 21/6σ
, (1)
where r is the inter-particle distance, σ is the “diameter”
of the MD bead, and  is the interaction strength. The
WCA potential models an excluded-volume interaction
between the MD beads. We choose σ in such a way that
L′ = 21/6σN , with N the numbers of beads per edge.
Henceforth, we will refer to N as a roughness parame-
ter. In the limit N ↑ ∞ the diameter σ ↓ 0, leading to
an increasingly smooth triangle. The limiting flat-faced
triangle has an edge length of L, see Fig. 1f. For any
finite value of N the value of L′ is chosen such that the
edge of the MD beads’ WCA interaction range (21/6σ)
touches the triangle with edge length L, see Fig. 1a-e.
We made this choice to ensure that the convex hull of
the triangles that we simulate converges to the limiting
equilateral triangle in a monotonic fashion.
Note that our choice to employ spherical MD beads im-
plies that the triangle models are three-dimensional (3D)
objects, rather than two-dimensional (2D) constructs.
For any finite value of σ the models, in fact, represent
triangular prisms. However, since we constrain these tri-
angles to move in a plane, as we will come back to shortly,
the third dimension is not relevant to the discussion. We
therefore choose to present our results using 2D terms
such as “triangles” and “area” instead — though the
reader should be aware that all our simulations are in
principle 3D, with a quasi-2D constraint imposed.
Before we turn to the self-propulsion of the triangles,
we should also briefly comment on the units that we em-
ploy throughout. In the remainder of the text, we em-
ploy a unit-free notation. That is, we dedimensionalize
lengths by a length unit, times by a time unit, etc. The
length unit we employ is ` = σ(N=3) ≡ 1, i.e., the di-
ameter of the MD beads for a discretization of N = 3
beads per edge length. This choice makes it that we can,
for example, write L = 21/6(2 +
√
3) ≈ 4.19 for the edge
length of the limiting triangle and `2 = 1 for the unit
area. The mass unit µ is set to 1, i.e., a cube of length
`3 = 1 has a mass of µ = 1. Finally, we set the unit of
energy to ε = kBT , with kB Boltzmann’s constant and
T the temperature. This implies that the unit of time is
τ ≡√µ/ε = 1.
The dynamics of each triangle are specified by a
strongly damped Langevin equation acting on the center
of mass, to which the other beads spanning the triangle
are rigidly connected. If the i-th triangle’s position is
denoted by ri, then the translational equation of motion
for the center of mass becomes
Mi
∂2
∂t2
ri = −Γt
∂
∂t
ri + f uˆi
−
∑
j 6=i
∇V (rij ,Qi,Qj) + ξi,t(t), (2)
where Mi is the triangle’s mass; Γt is the translational
diffusion coefficient matrix, which accounts for shape
anisotropy; uˆi denotes the triangle’s orientational unit
vector, which co-moves and co-rotates with the triangle;
f is the self-propulsion force; ∇ denotes the gradient;
V is a pair potential depending on the triangle separa-
tion rij ≡ |ri−rj |, and the orientation of both triangles,
specified here by quaternions Qi and Qj [59]; and ξi,t(t)
is the random translational thermal noise, which satisfies
〈ξi,t(t)〉 = 0 and 〈ξi,t(t)⊗ ξj,t(t′)〉 = 6kBTΓtδijδ(t− t′),
with ⊗ the dyadic product, δij the Kronecker delta, and
4δ the one-dimensional (1D) delta distribution; 〈· · · 〉 in-
dicates time averaging.
The equation of motion for quaternions is similar to
Eq. (2), but is not reproduced here, due to its length
— we refer the interested reader to Ref. [60] for the full
details. Finally, the motion of the triangles is fixed to
a 2D (planar) geometry with periodic boundary condi-
tions. The triangles are aligned with the xy-plane and
their centers can only translate in this plane; rotation
is only permitted around the z-axis. This choice im-
plies that the orientation of our triangles can also be
described using a simple angle θ with respect to the y-
axis, θ = cos−1 (uˆ · yˆ), and associated equation of mo-
tion. However, as we employed 3D algorithms together
with constraints, we provided the full details here, rather
than the reduced model the constraints lead to.
The reason for applying a damped, but not over-
damped dynamics in our simulations is that coupling
to say a lattice-Boltzmann fluid requires damped dy-
namics, e.g., see Refs. [61–63]. Our present choice thus
facilitates future comparison to systems with hydrody-
namic interactions at a later stage [64–67], but this goes
beyond the scope of the current paper. However, the
damping factor is strong, leading to a close to Brownian
dynamics simulation, which is appropriate for the col-
loidal length scale. We make use of the software package
ESPResSo [68, 69] throughout to perform our simulations.
B. Setup and Parameters
To study the MIPS of rough triangles, we considered
rectangular simulation boxes containing NT = 216 trian-
gular particles, see Fig. 2. This number may seem low,
but because of our construction, we simulate 7NT = 1512
MD beads for N = 3, and 16NT = 3456 for a discretiza-
tion of N = 6.
We used a fixed aspect ratio for the box dimensions
that is commensurate with the closest packing of these
triangles, i.e., the case where they just touch with their
interaction cut-off of 21/6σ (σ is used here, because the
cut-off value depends on the choice of N). Figure 2b
shows a close-to-dense crystalline assembly of triangles
with an area density of ρ = 0.13 (number of particles per
unit area `2). We considered densities in the range of
ρ = 10−3 to ρ = 0.14, where the latter is approximately
the limiting density — the exact number depends slightly
on the specific value of the roughness parameter N .
The physical properties of the triangles and the system
were further specified by choosing the Langevin param-
eters. We chose translational friction coefficients for the
triangle of Γt = 10 in both the x- and y-direction. We
do not need to specify the value for the z-direction, due
to the confinement and we assume there to be no cross-
diffusional terms in Γt. The unusually high value of the
friction coefficient was chosen to achieve a relatively low
diffusivity for ε = kBT . This value allows us to obtain
greater values of the Pe´clet number, for relatively low
(a)
(b)
FIG. 2. The two initial configurations used in our system for
a triangle density of ρ = 0.13: (a) a random configuration and
(b) a crystalline setup. The dashed line shows the outline of
our simulation box. The color wheel in the inset to (a) serves
as a legend to our orientation-based color scheme.
values of the propulsive force f , such that our algorithm
remains numerically stable.
There is a measure of arbitrariness in obtaining a ro-
tational friction coefficient around the z-axis for the tri-
angle. Fluctuation-dissipation states that hydrodynamic
friction and diffusion are related via Γ = kBT/D, with
Γ the friction and D the diffusivity. So a natural way
to approach the problem would be to determine the hy-
drodynamic friction of a triangle, both translationally
and rotationally, and use the ratio to determine Γr from
our choice of Γt. Unfortunately, the Stokes’ paradox
means that there is no solution for 2D hydrodynamic
flow around a disk (or a triangle). Therefore, one must
perform such a calculation in 3D instead, with a finite tri-
angular prism. The height of this prism introduces the
arbitrariness. Here, we chose to use the ratio Γr/Γt ≈ 10,
which is obtained for a 3D cylinder segment with diam-
eter 2R = 2L/
√
3 and height H = 21/6 by making use of
the expressions of Ref. [70]. We use a cylinder segment
instead of the triangular prism, because the triangular
prism problem is much more difficult to solve and the
level of arbitrariness in choosing H does not justify fur-
ther complicating the problem. This line of argument
leads to a choice of Γr = 100 for rotation around the
z-axis. The ratio Γr/Γt is more representative of what
5one may encounter in an experimentally synthesized col-
loidal triangle, which has a finite width (about half the
diameter), than say Γr/Γt = 1 would be. However, we
should stress that other choices can be made, depending
on the situation of interest.
As mentioned earlier, we use a thermal energy of
kBT = ε = 1 for the Langevin thermostat. In order
to eliminate the arbitrary choice of the force f (the di-
mensionful quantity can be recovered by multiplying with
µ`τ−2), we use the Pe´clet number Pe throughout. Here,
the relation between f and Pe is as follows
Pe =
Lu
Dt
=
Lf
kBT
= 21/6(2 +
√
3)f, (3)
where we chose the edge length L to represent the rel-
evant length in the definition of the Pe number; u is
the self-propulsion speed of the particle, which is simply
given by u = f/Γt; and Dt = kBT/Γt per definition.
This leads to the second and third expression in Eq. (3)
and we verified this to be accurate to within 5% in our
numerical simulations. We used a maximum of |f | = 50,
corresponding to Pe ≈ 210. Our parameter choices al-
lowed us to use a time step of ∆t = 0.01, without running
into algorithmic instabilities.
For all systems with density ρ < 0.1, we initialized the
triangles randomly and without overlap, see Fig. 2a. For
systems above this density we considered a crystalline
setup, which is visualized in Fig. 2b. This is because
for the passive (not self-propelled) particles it is difficult
to achieve an initial non-overlapping configuration when
ρ ≥ 0.1. Each simulation consisted of an equilibration
and production phase. The system was equilibrated for
106 time steps of ∆t = 0.01. For the production runs
we used 5 · 106 time steps of the same size, leading to
a total production time of 5 · 104 in MD units. Dur-
ing production we sampled the measureable quantities
and took 500 snapshots of the simulation (in some cases
5000). The quantities that we obtained are discussed in
the following.
C. System Characterization
To characterize the physics of the system, we consid-
ered several methods. First, we scrutinized the system vi-
sually, making use of orientation-based color coding (see
the inset to Fig. 2a) to obtain an overview of the ma-
jor features. These features are subsequently character-
ized by means of the radial distribution (pair correlation)
function between the centers of the triangles, as defined
by
g(r) =
1
2pirdr
1
2ρNT
〈
NT∑
i=1
∑
j 6=i
δ (r − rij)
〉
, (4)
where r is radial distance, dr is the bin width. The radial
distribution function can be used to determine whether
the system is crystalline or liquid-like. However, due to
the surface roughness, there is additional local structure
on top of the typical minima and maxima in g(r) that
one may expect for a crystalline phase; we therefore do
not present these results here.
By determining the first minimum in g(r) the average
nearest-neighbor distance rnn can be extracted. This in
turn was used to compute the bond-orientational order
parameter
Ψn =
1
NT
〈
NT∑
i=1
∣∣∣∣ 1Nb
Nb∑
j=1
exp(ınθj)
∣∣∣∣
〉
, (5)
where Nb is the number of nearest neighbors of particle
i (|rij | < rnn), ı the imaginary unit, θj is the angle be-
tween an arbitrary fixed direction nˆ and the bond vector
between particle i and j, and | · · · | indicates the abso-
lute of a complex number. Important for this definition
is that the angle is always measured in a clockwise (or
counterclockwise) direction starting from the arbitrary
direction nˆ, which we choose to be the unit vector point-
ing along the y-axis (yˆ) here. We restrict ourselves to
Ψ3, as it gives the most insight into the system. The
signature of clustering is strongly pronounced using Ψ3,
due to the triangular symmetry of the particles.
Finally, we compute the cluster distribution in the sys-
tem. Determining clusters in the system is difficult, be-
cause of the triangular shape, the surface roughness, and
the “softness” of the WCA potential. Both lead to vari-
ation in the separation between triangles that are clus-
tered, but similar values of the separation are found for
misaligned triangles. Using simply the first minimum in
g(r), as for our Ψ3 analysis, proved an inadequate cri-
terion to establish clustering. Following careful study of
many configurations, we obtained a center-to-center dis-
tance of rc = 2.41 (for N = 3; L = 4.19) such that
the number of instances where a triangle is erroneously
identified as (not) being a part of a cluster is relatively
small.
To determine the state diagram using our algorithm,
the clusters were subsequently binned by size and the
number of clusters per bin was averaged over the span of
the simulation. These averaged values were reweighted
by the total number of clusters of that size that can be
present in the system. That is, there can be NT unclus-
tered triangles, NT /2 dimers, ..., and 1 system spanning
cluster. The binned, averaged, and reweighted values
are referred to as cluster numbers Ci, with i = 1 for
monomers, i = 2 for dimers, . . . , and i = NT for system
spanning clusters.
We further used our cluster criterion to determine av-
erage life span tav of small clusters and establish their
relative frequency f . Finally, for system-spanning clus-
ters, we determined the probability F of finding a cluster
that persisted for a time tp. We did this by binning and
weighting the times for which more than half of the sys-
tem was covered by a single cluster.
6III. RESULTS
In this section we discuss the main results of our simu-
lations. We start with the visualization of the state dia-
gram. This is followed by a more rigorous analysis based
on our cluster criterion. Next we examine the shape and
size of the small clusters observed at low triangle densi-
ties as well as the breakup of larger clusters comprised
of BD triangles. Finally, we consider the effect of surface
roughness on our simulation results.
Figures 3 and 4 show the representative snapshots of
the state the system is in for AD and BD triangles, re-
spectively, taken at the end of our simulations. Here, we
processed the data in such a way that the field of view
is the same size for each considered density, i.e., the tri-
angles are the same size. The window is centered on the
region of the simulation box that contains the most trian-
gular particles. There is a clear transition from systems
without MIPS to a system with system-spanning clus-
ters in both cases, with the clusters occurring for high
Pe and ρ. A rough divide based on our visual inspection
of the systems is provided in Figs. 3 and 4. This shows
that there is a larger region in the state diagram over
which AD triangles form system spanning clusters than
BD triangles.
The major difference between AD and BD triangles
that can be observed from Figs. 3 and 4 is that the clus-
ters of AD triangles appear to have a “smooth” interface
between the dense and dilute phase after MIPS. The BD
clusters have an overall “rougher” interface and the clus-
ters appear less densely packed. In fact, analysis of our
data shows that the BD clusters break up relatively of-
ten compared to the AD ones, as we will come back to.
This is why in Fig. 4 there are more snapshots showing
unclustered phases for high Pe and ρ. Careful inspection
of the clusters reveals that AD clusters have three to four
distinct regions of triangle orientation, which on average
point inward towards the center of the cluster. Within
each region there are two orientations that differ by 60◦,
which are stacked alternatingly. The BD triangles show
some of these features, but they are far less pronounced.
Finally, we should note that for Pe = 0 and our high-
est density the system is not crystalline. This is not
unreasonable, as the Mermin-Wagner theorem [71] for-
bids spontaneous breaking of continuous symmetry in
a finite-temperature 2D system with only short-ranged
(and smooth) interactions. However, our systems have
periodic boundary conditions, which would alleviate this
constraint. To truly observe this effect we would need
to simulate prohibitively large system sizes. For active
systems the Mermin-Wagner theorem does not apply and
MIPS can occur. We have examined systems with smaller
numbers of particles and the features shown in Figs. 3
and 4 are largely preserved. This indicates that simu-
lating 216 triangles is sufficient to obtain a qualitative
understanding of the behavior of the system.
For the systems shown in Figs. 3 and 4, we consid-
ered the three-fold bond-orientational order parameter
Ψ3 to differentiate between clustered and non-clustered
systems. It proved difficult to obtain satisfactory statis-
tics for the BD triangles due to the constant breaking and
reforming of the clusters, as well as for the AD clusters in
the close-to MIPS region. However, the trends observed
Figs. 3 and 4 were recovered in our analysis, see Fig. 5.
Above a threshold Pe the system clusters. For the BD
triangles this clustering is shifted towards higher values
of the Pe. Finally, it should be noted that the value of
Ψ3 of the passive system (Pe = 0) at high densities is an
outlier in each graph. This is due to the passive system
having a “more uniform” crystalline state than its active
counterparts. That is, for the active systems there is an
interface in the system for high ρ and Pe, which reduces
the overall value of Ψ3, through the lower local Ψ3 at the
boundary.
Since our visualizations and the values of the bond-
orientational order parameter Ψ3 only give limited in-
sight into our system, we also considered a cluster cri-
terion, as described in Section II C. Figure 6a shows the
result of our cluster criterion for a number of snapshots of
systems with varying Pe at a density of ρ = 0.08. Close
inspection of the snapshots shows that there are some ap-
parent mismatches. For example, several pairs of trian-
gles for Pe = 0 that have not been identified as a dimer.
There is a small misalignment or larger gap between the
two triangles in these cases, than there is for the two
pairs that have been identified as dimers. This respon-
siveness to small changes is a consequence of priming our
cluster criterion, i.e., it can distinguish between a dense
cluster and a “loose assembly” at ρ = 0.13. Compari-
son between the snapshots with Pe ≈ 42 and Pe ≈ 83
shows that the algorithm effectively separates the dense
crystalline regions from those which are not crystalline.
Using the algorithm we were able to draw a tentative
state diagram for the MIPS of AD and BD triangles with
a roughness parameter of N = 3, see Fig. 6. Here we
used a cut-off for the cluster number of Ci > 0.02 to de-
termine whether there is significant formation of dimers
and system-spanning clusters, respectively. Different val-
ues of the cut-off shift the boundaries of the diagram, but
leave the trends preserved. A low value was necessary
due to the BD-triangle clusters often breaking up, as we
will come back to. Our cluster criterion clearly picks up
on the asymmetry between the clustering of AD and BD
triangles that was also apparent in Figs. 3 and 4. Also
note that our criterion shows that there is no system-
spanning cluster for Pe = 0, which is to be expected,
and thus gives a better insight into the system than Ψ3.
There is some statistical noise on the data at the edge of
the cluster domain, which is due to the clusters break-
ing up and reforming quite frequently in this region —
breakups appear to be more frequent for higher Pe.
The above asymmetry between AD and BD triangles
is similar to the one observed by Wensink et al. [52].
However, Wensink et al. observe “Polar s+ SPPs form
aligned large-scale swarms that move cooperatively along
a spontaneously chosen common axis” and “antipolar s
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FIG. 3. Representative snapshots of the clusters formed by AD triangles with N = 3 as a function of the density ρ (rows) and
the Pe´clet (Pe) number (columns). Only a part of the simulation box is show in order to ensure that the size of the triangles
is the same in all panels. The coloring shows the triangle orientation, see the inset to Fig. 2a. The thick dashed line gives a
rough indication of the region in which motility induced phase separation (MIPS) occurs.
SPPs tend to form droplets that nucleate slowly from an
initially homogeneous suspension,” where polar particles
correspond to our AD and antipolar particles to our BD
triangles, respectively, and SPP stands for self-propelled
particle. This is the complete opposite of our finding,
since our AD (polar) triangles form clusters more readily
than the BD ones. The reason for the difference must be
due the shape of our polar particles compared to those
of Ref. [52], as we will explain next.
The polar SPPs of Ref. [52] are much rounder and the
angle of their “tapered end” is more acute than that
of our triangles. We presume that this roundness aids
the formation and compactification of clusters of antipo-
lar particles, compared to our triangular swimmers. For
polar swimmers, the acuteness of the tapering and the
roundness of the particle, presumably lead to less stable
small structures being formed, from which stable larger
clusters can nucleate. Our AD triangles are tailored to
facilitate the formation of hexagonal composites, as we
will come back to, which may give the stability needed
for the AD particles to cluster further. It could be ar-
gued that the roughness of our particles can also play
an important role in the difference between our results
and those of Wensink et al.. However, as we will see,
smoothing of the triangular edges only further destabi-
lizes the BD clusters, and the primary effect is thus the
shape difference.
Let us now turn our attention to the stability of the
system-spanning AD and BD clusters. Figure 7a-d show
the fraction f of the system occupied by the largest clus-
ter as a function of the simulation time t for AD (a,b)
and BD (c,d) triangles in a system with ρ = 0.07 and
Pe ≈ 210. For the N = 3 triangles, we observe that the
AD triangles form a system-spanning cluster that is sta-
ble throughout the simulation time, whereas similar clus-
ters of BD triangles periodically break up. We consider
the results for N = 6 shortly. We determined the length
for which the system-spanning cluster persists f > 0.5,
by performing 10 runs similar to the one in Fig. 7a,c.
For AD triangles the persistence time tp is equal to the
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FIG. 4. Representative snapshots of the clusters formed by BD triangles with N = 3 as a function of ρ (rows) and Pe´clet (Pe)
number. The notation is otherwise the same as in Fig. 3.
length of the simulation. Binning and weighting the re-
sults for BD triangles gives the fraction F of observed
clusters that persist for tp. Most clusters persist around
tp ≈ 400, with the probability of finding a cluster that
persists longer decaying as a power law. In each case,
the system-spanning cluster of BD triangles breaks up
by rotating at increasing speed, before coming apart in
its entirety.
It should also be noted that the breakup of large clus-
ters has been observed in systems consisting of active
squares [54], where these events where referred to as os-
cillations. Prymidis et al. [54] also observed that the
breakup of clusters is preceded by the cluster rotating as a
whole. For the active squares, a completely homogenous
system was recovered after breakup, whereas our systems
appear to have local density variations. However, it is
difficult to say on the basis of our results to what extent
this is due to the relatively low number of triangles sim-
ulated. The state diagram of Ref. [54] shows that such
oscillatory events take place over a large band in density
and activity. In addition, for the active squares, above
a certain ρ and Pe critical line, a transition from the
oscillatory state to a stable clustering state is achieved.
The breaking up of clusters for relatively high ρ and Pe
in the Fig. 7c,e, as well as for other combinations of ρ
and Pe shown in Fig. 4, suggests that we have not yet
entered this stable clustering regime, for any of the ρ, Pe
combinations that we have simulated, if it even exists for
our particles.
For both AD and BD triangles small clusters form
at low density, which provide insight into the system-
spanning clusters that form at higher density. Small
oligomers consisting of up to 6 triangles are visualized
in Fig. 8. AD triangles form dimers, where the trian-
gles push into each other sideways and the composite
moves forward along the resultant force vector, as shown
in Fig. 8a. AD triangles also form two types of trimer,
see Fig. 8c,d, both travelling in the direction of the resul-
tant force vector. Finally, Fig. 8d shows an AD hexamer
with all triangle apexes pointing inward. These type of
clusters only move and rotate slowly — the roughness
of the triangles prevents exact cancellation of the self-
propulsive forces.
BD triangles also form dimers, for which the bases
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FIG. 5. The value of the three-fold bond-orientational order
parameter Ψ3 in the clustering region as a function of the
density ρ for several values of Pe for AD triangles (a) and
BD triangles (b). The grey dashed horizontal line is a guide
to the eye to distinguish non-clustered systems from those
that have clustered. In both panels the value of Ψ3 of the
passive system (Pe = 0) for ρ = 0.13 is an outlier.
touch, leading to the pair spinning rapidly, without trans-
lating, see Fig. 8e. BD dimers can be joined by another
triangle (Fig. 8g) or even two triangles (Fig. 8h) to form
composites that again translate slowly or are more or less
immobilized, respectively.
To quantify the properties of these small clusters, we
analyzed their frequency f and average life span tav as a
function of the cluster size i, see Fig. 9. Figure 9a, shows
the relative frequency of a cluster of size i with respect to
the total number of clusters observed. For both AD and
BD triangles, the dimers are the most frequent, but for
BD triangles trimers are also observed relatively often.
For BD triangles, f decreases as a power law with i, as
indicated by the dashed blue line, for i ≥ 3, while for
AD triangles, the trend is less obvious. Finally, for AD
triangles larger oligomers, especially hexamers, are more
frequent.
We examined the life span tav of these clusters, as
shown in Fig. 9b. In most cases, the time tp a small
cluster persisted decayed exponentially. To determine
tav a probability density functional for tp was established
and the expectation value tav was computed. Our cluster
algorithm used snapshots spaced ∆t = 10 apart, which
means that tp = 10 is the minimum persistence time, as
indicated in Fig. 9b by the dashed gray line. It is clear
that for most clusters tav ≈ 25, but there are a few out-
liers. For AD triangles, trimers and hexamers are more
stable than other cluster sizes, with the hexamers having
an average life span that is ≈ 4 times the average. This
lends credibility to our hypothesis that AD hexamers are
the stable nucleus around which larger clusters can form.
Only the dimer is relatively stable for BD triangles.
Finally, we consider the effect of surface roughness on
our state diagram. We examine one intermediate density
specifically, namely ρ = 0.06, in Fig. 10, which shows
representative snapshots of the system. It is clear that
for AD triangles, changing the edge roughness does not
strongly influence the result of our simulations. How-
ever, for BD triangles, we found that clusters formed less
frequently with decreased roughness. Only a few of the
N > 3 snapshots show system spanning clusters, and this
trend is representative of all our simulations for these sys-
tems. The reduced clustering is presumably due to the
smaller roughness negatively impacting the stability of
the clusters as a whole.
This result is further supported by our simulations for
the system with ρ = 0.07 and Pe ≈ 210, see Fig. 7. For
AD clusters, increasing N from 3 to 6 does not negatively
impact the stability of the system-spanning cluster, while
for BD clusters, system spanning clusters are virtually
absent. That is, for N = 3 BD triangles form a system
spanning cluster ≈ 0.72 of the total run time, whereas
for N = 6 this number has gone down to ≈ 0.06. In
addition, as can be seen by comparing Fig. 7e,f, the total
time that clusters persist tp decreases much more rapidly
for N = 6.
A possible explanation of the reduced stability of the
system-spanning BD clusters is as follows. At sufficiently
high density, BD triangles can collide into composite ob-
jects and do not scatter off as easily as AD triangles,
because the contact with the base of the triangle necessi-
tates a larger rotation before the triangle can move away.
This facilitates aggregation, but leads to rather rough
clusters. Within such clusters, the only elements that
prevent breakup are BD triangles that form dimers with
the bases touching. Such dimers are quite stable, as they
can only break up due to lateral (shear) forces, which are
countered by the friction that roughness induces between
the two touching faces. When the roughness is reduced,
the friction force is lowered and the stabilizing dimers can
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FIG. 6. The cluster criterion used to determine properties of the system. (a) Representative snapshot of a N = 3 system with
density ρ = 0.08. From left to right, the self-propulsion goes from BD to AD. The coloring is based on the cluster algorithm, red
are single particles and blue represents the largest cluster in the system. From red to blue the size of the clusters increases, but
not according to fixed increments. N.B. The magenta coloring can be difficult to distinguish from red. (b-c) Cluster diagrams
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where dimers form (i = 2). (c) The region where the cluster becomes system spanning (i binned from NT /2 to NT ).
more readily break apart. This then decreases the ability
of BD to form clusters, as well as reduces the stability of
those clusters that do form.
Based on extrapolation our data we speculate that in
the flat-edged limit only clusters of AD triangles are sta-
ble. This need not be incommensurate with the observa-
tion of clustering for spheres and disks at sufficiently high
Pe, e.g., see Ref. [36], as there is a significant difference
in shape. In systems of rods, for instance, the only phase
that has local crystallinity is the jammed phase [51], al-
though the swarming phase could be considered a clus-
tering phase as well, albeit one which exhibits directed
motion and global orientational alignment. However, the
observation of clustering for the system of self-propelled
squares by Prymidis et al. [54], suggests that this extrap-
olation may be too far reaching. Further investigation in
the flat-edge limit is required to resolve this hypothesis.
IV. FEASIBILITY
Before coming to the conclusions, it is important to
comment on the experimental feasibility of realizing (tri-
angular) particles with surface roughness. Colloidal par-
ticles with significant surface roughness, which are even
comprised of spherical lobes as our triangles are, have
recently been synthesized [72, 73]. It is therefore con-
ceivable that self-propelled particles with significant sur-
face roughness can be prepared by capping one of the
lobes with platinum and suspending these particles in
hydrogen-peroxide solution. Furthermore, as already ob-
served in Ref. [52], triangular particles can be considered
models for self-propelled microorganisms such as sperm
and Chlamydomonas algae.
In the current simulations, hydrodynamic effects were
ignored. This is often considered a good approximation
to study the behavior of self-propelled particles, as the
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FIG. 7. The stability of system spanning clusters in a system with ρ = 0.07 and Pe ≈ 210. (a-d) The fraction f of the
system occupied by the largest cluster as a function of time t for both AD (a,b) and BD (c,d) triangles and different levels of
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triangles with N = 6. Here, the data was again binned with bin sizes of 50 from tp = 125 to 1025.
major features, such as clustering, can be captured with-
out the complication of simulating the fluid flow. How-
ever, it should be noted that near-field hydrodynamic
and lubrication effects are always present in systems of
colloidal particles suspended in fluid. These could mod-
ify the extent to which surface roughness is experienced
between the particles. While the authors are not aware
of any systematic experimental investigation of this for
a system of self-propelled particles, lessons can be drawn
from externally driven colloids. Specifically, recent ex-
periments show that shear thickening in driven systems
of suspended colloids is dominated by contact forces [74].
Transferring this finding to swimmers with surface rough-
ness, the modification of the particle-particle contact
through surface roughness could have a dominant effect
over the hydrodynamic interactions.
Finally, we mention the effect of roughness in dry ac-
tive matter. Typical examples of such systems are vi-
brated rods that belong in the granular regime of mat-
ter [75, 76]. In such systems, direct contact is made be-
tween the particles and the effects of roughness can be
studied without the added complication of a suspending
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FIG. 8. Representative samples of the small clusters that are
formed at low density (ρ = 0.002, Pe ≈ 210); (a-d) formed
by AD triangles and (e-g) formed by BD triangles. (a) A
dimeric cluster of AD triangles, which moves in the direction
of the resultant force vector, as indicated by the cyan arrow.
(b-c) Two AD trimers, both of which move in the direction
of the resultant force vector. (d) A hexamer comprised of 6
AD directed triangles, which exhibits only limited translation
and rotation, as indicated using the red cross. (e) A dimer
comprised of two BD triangles. This type of cluster rotates,
as indicated by the magenta arrow. (f) A trimer of BD trian-
gles, which on average moves in the direction of the resultant
vector. (h) A quadrumer of base directed triangles, which
shows only very limited movement.
fluid. However, the specifics of the athermal translational
and rotational diffusion will be different from those con-
sidered in our work, as the fluctuation-dissipation does
not hold.
V. CONCLUSION AND OUTLOOK
Summarizing, in this paper we have studied the 2D
motility induced phase separation (MIPS) of active equi-
lateral triangles, which self-propel either towards their
apex (AD) or their base (BD). These particles have a
polarity due to their shape and the direction of self-
propulsion, similar to the polar swimmers considered by
Wensink et al. [52]. Our triangles in addition have a
surface roughness. This roughness is caused by the dis-
cretization of the triangle edges using spheres and it pro-
vides us with a second variational parameter.
We constructed state diagrams for both AD and BD
triangles by varying the density ρ and Pe´clet (Pe) num-
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FIG. 9. Properties of the small clusters at low density (ρ =
0.002, Pe ≈ 210). (a) The fraction f of observed clusters
with size i. The symbols indicate the cluster size, the dashed
curve is a guide to the eye for the power-law decay of the
BD-triangle cluster size. (b) The average cluster persistence
time tav as a function of the cluster size i. The dashed gray
horizontal line shows the time cut-off for cluster acquisition.
ber. We find MIPS for both systems, and characterized
it using three different methods. In all cases we found an
asymmetry between the clustering behavior of AD and
BD triangles. AD triangles tended to phase separate con-
siderably lower Pe numbers and densities than their BD
counterparts. Surprisingly, our asymmetry is in the op-
posite direction of that observed by Wensink et al. [52].
Namely, AD triangles clustered more readily than their
BD counterparts, whereas the polar (AD) swimmers of
Ref. [52] did not cluster, when their antipolar (BD) swim-
mers did. The reason for this difference is due to the
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BD triangles. The entire simulation box is shown in each panel and the coloring corresponds to the triangle orientation, see
the inset to Fig. 2a.
difference in shape between our and their particles and
illustrates the sensitivity of the MIPS behavior to this
parameter.
Both AD and BD triangles formed a variety small clus-
ters at low ρ. The AD hexagonal clusters appeared to
be the stabilizing element in inducing further growth of
clusters. For BD triangles the clusters are stabilized by
contact with the base of the triangle, as this necessitates
a larger rotation before the triangle can move away from
a cluster than for an AD triangle. Such a larger rotation
also means that the triangles become a part of a cluster
when they are more misaligned than would be possible
for their AD counterparts. This prevents cluster growth
at intermediate densities, as the newly incorporated ele-
ments are easily knocked off, due to their loose connection
with the cluster.
The system-spanning clusters formed by BD triangles
had a rougher interfacial structure, and BD clusters broke
up quite frequently. This limited stability and rougher in-
terface can be explained by the clusters having a coarser
internal structure, due to the relative ease with which
BD triangles are incorporated into clusters. We spec-
ulate that there are analogies between the oscillating
phases observed by Prymidis et al. [54] in a system of
self-propelled squares and our frequent breaking up of
the BD triangular clusters. In both cases, breakup of the
cluster is preceded by the cluster rotating as a whole.
Finally, we found that the stability of the BD-triangle
clusters is reduced by decreasing the triangle surface
roughness. This may be due to the cluster’s dimeric
“bonds” being more susceptible to lateral forces, for a
smoother triangle surface. It is therefore possible that in
the flat-edged limit, only the AD system can form large
stable clusters. However, this is a controversial state-
ment, as clustering is observed in many self-propelled
systems at sufficiently high Pe. Careful study of a flat-
edge model is required to (dis)prove this claim, which
unfortunately goes beyond the scope of this paper.
Future investigations will focus on the study of systems
of triangles which interact via hydrodynamic flow fields.
The description used in our work, in which the triangles
are comprised of spheres, lends itself well to achieve hy-
drodynamic coupling with an lattice-Boltzmann fluid. In
addition, we will further investigate the effect of smooth-
ing of the triangles by exploring the flat-edge limit, in
which the large particle limit is more readily achieved.
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