Abstract
Introduction

29
Over the past twenty years, the capabilities and thus the importance of 
Model of the Vehicle
117
As shown in Figure 1 , let us define the displacements of the ROV in 6 degrees of freedom (DOF) in the inertial reference frame and the velocity vector in the body-fixed frame, respectively, as
The body velocity in the inertial reference frame can be found as follows
4 using the transformation matrix for the generalised coordinates
R ( 
where 0 ∈ IR 3×3 is a matrix of zeros, R the linear velocity transformation 119 and T the angular velocity transformation matrix with c indicating cosine, 120 s sine, t tangent functions and φ, θ and ψ being the Euler angles in (1a).
121
Additionally, it is possible to include the effects of an external current 
Neglecting the effects due to waves, disturbances and the tether, the 126 dynamics of a ROV can thus be expressed by the following system of ordinary 127 differential equations:
where M = (M B + M A ) is the combined mass matrix, with M B being the mass matrix of the rigid body in 6 DOF and M A the added-mass matrix, f h indicates the hydrostatic force vector, f d the damping force vector, f c the vector force representing the Coriolis and centripetal effects and τ the thrust 1 Note that quaternions should be used instead to prevent an singularity for θ = 90
• . However, in this work the angle of pitch never reaches this value. 
The weight and buoyancy of the ROV are given by W = mg and B = 134 ρ∇g, respectively, where ∇ is the volume displaced by the ROV, ρ the sea- 
Then, the hydrostatic force vector is given by
Although fully non-linear models can result in greater accuracy (Wehbe et al., 139 2017), it is typical to model the damping force of ROVs with a linear and a 140 quadratic term:
where indicates element-wise multiplication, D l the linear damping matrix and D q the quadratic damping matrix.
143
6
The Coriolis and centripetal force vector is expressed as
. Let us consider here the case of a single ROV carrying a single object, as shown in Figure 2 . The variables relating to the ROV are labelled as 1, those relating to the object as 2 and those corresponding to the combined rigid body with no number. The displaced volume, mass and position of the centres of buoyancy and gravity of the total entity can be computed as
If the centres of gravity and buoyancy of the object are vertically in line with 153 those of the ROV, then no heel or trim angles will occur. The position of the 154 origin of the body-fixed frame is unchanged after the object is picked up.
155
Using the parallel-axis theorem, it is possible to compute the inertia ma-156 trix of each body i referenced to the origin of the body-fixed frame as
where I g,i is the inertia matrix of each body referenced to its centre of gravity.
158
Hence, the inertia matrix of the whole assembly about the origin of the body-159 fixed reference frame is given by
Whereas the rigid-body mass matrix of the combined body can be com-
161
puted with (6a), the added mass and viscous damping matrices need to be If the object can be modelled as a sphere, then its volume, mass, added mass and viscous damping about its own centre of mass in surge, sway and heave (no components in roll, pitch and yaw due to symmetry) are given by
respectively, where r is the radius of the sphere, ρ s the density of its uniform material and C D = 0.5 its drag coefficient. The viscous drag should contribute to the quadratic damping. However, since a ROV is likely to travel at slow speeds, it is possible to assume that D q,2 = 0 and f D,2 to contribute to the linear damping instead. Thus, if the object is treated as a point mass, then the added-mass and viscous damping matrices in 6 DOF of the sphere about the origin of the body-fixed frame can be approximated respectively as
Linearised Model
170
For a standard, well-balanced ROV, the DOF of roll and pitch should be hydrostatically stable. This condition is maintained even if the ROV lifts an object denser than water under its centre of gravity, although permanent angles of heel or trim may occur. Here, the object is assumed to be lifted in line with the centres of gravity and buoyancy so that the equations of motions can be linearised about φ = 0
• and θ = 0
• . As shown in Fossen (2011) , the resulting linearised model in state-space form in 4 DOF (surge, 9 sway, heave and yaw) is given bẏ In this work the case of a ROV with non-rotatable thrusters is considered.
177
Hence, it is possible to express the thrust and torque vector in the 6 DOF as
where the thrust in each propulsor is included in the vector f t ∈ IR np×1 , with n p being the number of propulsors, and T ∈ IR 6×np is the thrust allocation 
where the coefficients of the function f , which is usually polynomial, are 186 obtained experimentally. the system is underactuated.
193
If the desired trajectory in the inertial reference frame is defined as η t (t) (the time dependence shows that there is an entry for each time step), then the control error vector and its derivative can be expressed respectively as , which is converted to the body-fixed frame as
The next step is to obtain the desired thrust in each vector, f t,d as
This step requires the thrust allocation matrix to be invertible, which is However, the control framework can be easily modified for application to a 209 real system, although additional state estimators will be required, likely in 210 the form of Kalman filters.
211
In the following sections, PID control, Model-Free High-Order Sliding
212
Mode Control (MF-HOSMC) and MPC will be described for the control of a
213
ROV picking up an object. All these methods can be interchangeably applied
214
to the control scheme block in Figure 3 . term is used to correct the response of the system based on current perfor-221 mance, whereas the derivative term can be used to forecast future values.
222
The integral action, which relies on past data, can be used to remove steady- can be obtained as (Fossen, 2011) 227
at every time step, where the gain matrices are diagonal. response is removed, as it does not affect the stability of the control scheme.
235
Secondly, a term is added to prevent wind-up of the controller response.
236
The sliding mode or extended trajectory error is given by
where the gain matrices are positive definite and diagonal. The desired thrust 237 vector in 4 DOF in the inertial reference frame is thus obtained as
where K τ is also diagonal positive definite.
239
Integral wind-up occurs mainly with PID controllers when the set-point rises significantly (Fossen, 2011) . This results in the error accumulating in the integral term, which continues to grow after an initial overshoot due to errors in other directions, so that the response can become unstable. MF-HOSMC can also suffer from this behaviour due to the integral term. In particular, the signum function can cause considerable error build-up in heave for the case when the UUV is not neutrally buoyant, which was not considered in García-Valdovinos et al. (2014) . As a result, to prevent unstable behaviour in heave, (24b) has been modified as follows 
where each component is described hereafter:
246
• J y is the output reference cost function (Bordons and Camacho, 2007) :
where k is the current time step, p the number of time steps in the 
where n u is the number of input variables, u is the predicted vector 261 of control actions over the control horizon and W ∆u a positive semi-262 definite matrix of tuning weights, which can be used to penalise changes 263 in the control action to prevent damage to the motors.
264
One of the most powerful features of MPC is the ability to include con- 
271
To predict the resulting plant outputs during the future time horizon, MPC relies on an internal plant model in state-space format. Although nonlinear MPC is possible, linear MPC results in much less computational effort, thus enabling a real-time implementation (Bordons and Camacho, 2007) . For this reason, the linearised model in Secion 2.3 will be used for ROV MPC, with y = Ix and u = τ η . However, as is clear from this section, MPC works with discrete time steps. Hence, the continuous-time linear model in (17a) is discretised with a zero-order hold (Franklin et al., 2008 ):
where
With this linear time-invariant model, it is possible to predict the future 273 trajectories of the model as follows (Bordons and Camacho, 2007) : . . .
. . .
Substituting (32) into (27) yields a quadratic problem, which can be tem dynamics is no longer accurate and the parameters of (30a) need to 284 be updated using observed data. This process is known as on-line system 285 identification.
286
Due to the linear form of (30a), recursive least-squares estimation would 287 seem most appropriate (Ljung, 1999) and has been used successfully by Eng actual one due to the non-linear effects, which are not accounted for in (30a).
295
Since the suboptimal combination of parameters corresponds to an incorrect 
310
The batch-mode system identification method relies on a prediction er- 
The input vector u includes the entries for τ η but also w (3 vectors assuming In linear PEM (Ljung, 2002) , the assumption is that the data in Z N has 326 been generated according to
where v is Gaussian white noise and q is the shift or lag operator. Hence, of the model e can be expressed as (Ljung, 2002) 330
The vector of parameters θ can then be computed by minimising the differ- 
The minimisation usually relies on the damped Gauss-Newton method (Ljung, 333 2002).
334
Once matrices A(θ) and B(θ) are identified, they are discretised with a 
336
The process is repeated whenever the system identification is called again 337 with an updated or new data set Z N . here. Although in this work a simulated system with no noise is used, in real 345 applications the stored data will need to be filtered and possibly estimated.
346
The MPC block receives three input vectors with entries for each time 
Simulation of a ROV Lifting a Body
352
In the absence of access to an actual ROV system, here the control of 
Model Parameters
358
The Kaxan is a small ROV with four thrusters, as shown in Figure 5 for tionally, the ROV is known to be neutrally buoyant so that W = B.
365
The sphere is assumed to have the following parameters:
The mass of the sphere has been selected so that the vertical thruster is able 366 to counteract the difference between weight and buoyancy forces. 
Controller parameters
For PID control, very high gains have been used to improve the controller response due to very small noise present in the simulation environment:
K p = diag (500, 500, 500, 100) , (40a) (10, 10, 10, 10) .
(40c)
However, note that in a realistic implementation on an actual ROV system, 
where I ∈ IR 4×4 .
372
MPC is applied using the parameters in Secion 4.1 to pre-compute the 
Trajectory-Control Tests
In the simulations, the ROV is tasked with following a minimum-snap 392 trajectory (Mellinger, 2012) The time of t = 35 s is used to clear the data points stored for system 398 identification when using AMPC. In fact, a recursive least-squares estimator 399 is likely to be used on an actual system.
400
The simulations are run in MATLAB/Simulink. The system in Figure 3 The equations of motion in Section 2 are discretised using a fourth-order
406
Runge-Kutta scheme with a time step of 0.01 s. 
414
The desired trajectory, shown in Figure 6 , is particularly challenging,
415
since it requires concurrent motions in surge, sway, heave and yaw. Although to go back to the original position and orientation (for t > 50 s). In fact,
429
for all controllers heave is the most difficult DOF to control due to the static 
438
In Table 1 , the performance of the five analysed control schemes is quanti- Comparing the individual controllers, the PID scheme produces the best 456 performance. In Figure 6 and Figure 7 , it tracks the desired trajectory accu-457 rately despite some struggling with the control of the ROV after the object is the steady state-error due to the system being no longer neutrally buoyant.
as shown in shown by a comparison with MPC in Figure 6 , Figure 7 and function results in a well-behaved controller input in Figure 8 and On-line system identification based on PEM is run in parallel to MPC to 536 28 update the model of the ROV dynamics using collected data. In addition, of the integral term.
539
The selection of a control scheme depends on the requirements of interest.
540
From numerical studies based on a model of an existing ROV taken from the is readily available and has significant use in both research and commercial 552 applications, presents appropriate performance.
553
The developed AMPC was able to track the desired trajectory reason-
554
ably with smooth changes in the thrusters' input. However, its performance behaviour. In fact, all systems have been found to be adaptive to changes in 559 the system dynamics and can be successfully used to control ROVs carrying 560 objects.
561
From numerical studies based on a model of an existing ROV taken from 562 the literature (i.e. the Kaxan ROV described in García-Valdovinos et al.
563
(2014)), the simple PID control has been found to produce the best compro- 
