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Abstract
We apply one of the formalisms of noncommutative geometry to RNq ,
the quantum space covariant under the quantum group SOq(N). Over
R
N
q there are two SOq(N)-covariant differential calculi. For each we find a
frame, a metric and two torsion-free covariant derivatives which are metric
compatible up to a conformal factor and which have a vanishing linear
curvature. This generalizes results found in a previous article for the case
of R3q. As in the case N = 3, one has to slightly enlarge the algebra R
N
q ;
for N odd one needs only one new generator whereas for N even one needs
two. As in the particular case N = 3 there is a conformal ambiguity in the
natural metrics on the differential calculi over RNq . While in our previous
article the frame was found ‘by hand’, here we disclose the crucial role of
the quantum group covariance and exploit it in the construction. As an
intermediate step, we find a homomorphism from the cross product of RNq
with Uqso(N) into R
N
q , an interesting result in itself.
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1 Introduction
It is an old idea [33, 34] that a noncommutative modification of the alge-
braic structure of space-time could provide a regularization of the diver-
gences of quantum field theory, because the representations of noncommu-
tative ‘spaces’ have a lattice-like structure [25, 22, 26, 20, 5] which should
automatically impose an ultraviolet cut-off [14, 9]. This idea has been chal-
lenged recently from various points of view [21, 8, 28, 29, 32]. In any case
to discuss it and other problems it is necessary to have a noncommutative
version of flat space [19, 31, 27, 4, 7]. Two approaches have been suggested
to endow an algebra with the noncommutative generalization of a differen-
tial calculus, that of Woronowicz [37, 38, 39] and that of Connes [11, 12].
The formalism which we shall use here is an attempt to conciliate these
two points of view in a particular class of examples. To this end we use a
particular noncommutative version [13] of the moving-frame formalism of
E. Cartan.
In a previous article a detailed study was made of the noncommutative
geometry of R3q, the quantum space covariant under the quantum group
SOq(3). It was found that one had to slightly extend the algebra by adding
a ‘dilatator’ Λ in order to reduce the center to the complex numbers and
so to be able to construct an essentially unique metric, whereas for the
construction of a frame one also had to add the square roots and the
inverses of some generators.
The results are here extended to the case of the general algebra RNq . We
find that the cases N even and N odd are somewhat different. When N is
odd the formalism is quite similar to the case N = 3. When, on the other
hand, N is even, yet another extension must be made for the construction
of a frame. We must add to the algebra one of the components K of the an-
gular momentum in order to have a trivial center. The differential calculus
of [3] is extended by setting dK = 0 and either dΛ = 0 or dΛ 6= 0 but fixed
by a modified Leibniz rule. These extensions are in a sense unsatisfactory
since they imply that there are elements of the extended algebra (what
we shall call AN) which have vanishing derivative but which are none-the-
less noncommutative analogues of non-constant functions. Their inclusion
can be interpreted as an embedding of the ‘configuration space’ into part
of ‘phase space’. The different possibilities lead to a conformal ambigu-
ity in the natural metrics on the differential calculi over RNq ; one choice
favours the geometry SN−1 × R and the second, the one we emphasize
here, favours the flat geometry RN . For each of its two SOq(N)-covariant
differential calculi we find the corresponding frame and two torsion-free
covariant derivatives that are metric compatible up to a conformal factor
and which yield both a vanishing linear curvature. Apart from a few notes,
we leave the study of the reality structures, ∗-representations and of the
commutative limit as subjects to be treated elsewhere.
In Section 2 we briefly recall the tools of noncommutative geometry [12]
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which will be needed. We start with a formal noncommutative algebra A
and with a differential calculus Ω∗(A) over it. We define then a frame
or ‘Stehbein’ [13] and the corresponding metric and covariant derivative.
We also recall how a generalized Dirac operator [12] can be constructed
from the frame and a dual set of inner derivations. Finally we recall the
compatibility condition between the metric and the covariant derivative.
The frame is what will permit us to pass from the covariant definition of
a differential calculus [36], with its emphasis on q-deformed commutators,
to the definition of Connes, which uses ordinary commutators, at least
on a formal level; we do not attempt to discuss the Dirac operator as an
operator on a graded Hilbert space.
In Section 3 we recall some formulae from the pioneering work of Fad-
deev, Reshetikhin and Takhtajan [19] on the definition of RNq as given
by the coaction of the quantum group SOq(N). We give then a brief
overview of the work of Carow-Watamura, Schlieker, Watamura [3] and
Ogievetski [30] on the construction of two differential calculi on RNq , which
are based on the Rˆ-matrix formalism and are covariant with respect to
SOq(N). They both yield the de Rham calculus in the commutative limit.
However here it is convenient to formulate quantum group covariance in
terms of the action on RNq of the dual Hopf algebra Uqso(N), rather than
in terms of the coaction of SOq(N).
In Section 4 we proceed with the actual construction of the frame over
R
N
q and of the inner derivations dual to it. We first solve the problem in
a larger algebra, Ω∗(AN )>⊳Uqso(N) , where we show that a frame has to
transform under the action of the quantum group Uopq so(N) with oppo-
site coalgebra. We also find a dual set of inner derivations by decomposing
in the frame basis the formal ‘Dirac operator’, which had already been
found [10, 35] previously. It would be interesting, but requires some non-
trivial handwork, to compare our results with the ones of Ref. [1, 2].
There multiparametric deformations of the inhomogeneous SOq(N) quan-
tum groups are considered, whereby multiparametric deformations (includ-
ing as a particular case the one-parameter one at hand) of the Euclidean
space are obtained by projection. The frame of the quantum group in the
Woronowicz bicovariant differential calculi sense, i.e. the left- (or right-)
invariant 1-forms, might also be projected and compared to ours.
Then in Section 5 we show that it is possible to find homomorphisms
ϕ± : AN>⊳U
±
q so(N) → AN which act trivially on the factor AN on the
left-hand side and which project the components of the frame and of the
inner derivations from elements of AN>⊳Uqso(N) onto elements in AN .
This implies that in the xi basis they satisfy the ‘RLL’ and the ‘gLL’ re-
lations fulfilled by the L± [19] generators of Uqso(N) . In the case that
N is odd it is possible to ‘glue’ the homomorphisms together to an iso-
morphism from the whole of AN>⊳Uqso(N) to AN , an interesting and
surprising result in itself.
Finally in Section 6 we see that for each of the two calculi there is
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essentially a unique metric, and two torsion-free SOq(N)-covariant linear
connections which are compatible with it up to a conformal factor.
2 The Cartan formalism
In this section we briefly review a noncommutative extension [13] of the
moving-frame formalism of E. Cartan. We start with a formal noncom-
mutative associative algebra A with a differential calculus Ω∗(A). If A
has a commutative limit and if this limit is the algebra of functions on a
manifold M then we suppose that the limit of the differential calculus is
the ordinary Ω∗(AN )>⊳Uqso(N) de Rham differential calculus on M . We
shall concentrate on the case where the module of the 1-forms Ω1(A) is free
of rank N as a left or right module and admits a special basis {θa}1≤a≤N ,
referred to as ‘frame’ or ‘Stehbein’, which commutes with the elements of
A:
[f, θa] = 0. (2.1)
This means that if the limit manifold exists it must be parallelizable. The
integer N plays the role of the dimension of the manifold. We suppose
further that the basis θa is dual to a set of inner derivations ea = adλa
such that:
df = eafθ
a = [λa, f ]θ
a (2.2)
for any f ∈ A. The formal ‘Dirac operator’ [12], defined by the equation
df = −[θ, f ], (2.3)
is then given by
θ = −λaθ
a. (2.4)
We shall consider only the case where the center Z(A) of A is trivial:
Z(A) = C. If the original algebra does not have a trivial center then we
shall extend it an algebra which does. The (wedge) product π in Ω∗(A)
can be defined by relations of the form
θaθb = P abcdθ
c ⊗ θd (2.5)
for suitable P abcd ∈ Z(A) = C. It can be shown that consistency with the
nilpotency of d requires that the λa satisfy a quadratic relation of the form
2λcλdP
cd
ab − λcF
c
ab −Kab = 0. (2.6)
The coefficients of the linear and constant terms must also belong to the
center. In the cases which interest us here they vanish. Notice that Equa-
tion (2.6) has the form of the structure equation of a Lie algebra with a
central extension.
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We define [17] the metric as a non-degenerate A-bilinear map
g : Ω1(A)⊗A Ω
1(A)→ A. (2.7)
This means that it can be completely determined up to central elements
once its action on a basis of 1-forms is assigned. For example set
g(θa ⊗ θb) = gab. (2.8)
The bilinearity implies that
fgab = g(fθa ⊗ θb) = g(θa ⊗ θbf) = gabf
and therefore gab ∈ Z(A) = C: {θa} is a special basis of 1-forms in which
the coefficients of the metric are central elements, namely complex numbers
in our assumptions. This is the property characterizing frames (vielbein)
in ordinary geometry, and is at the origin of the name ‘frame’ for this basis
also in noncommutative geometry. To define a covariant derivative D which
satisfies [17] a left and right Leibniz rule we introduce a ‘generalized flip’,
an A-bilinear map
σ : Ω1(A)⊗A Ω
1(A)→ Ω1(A)⊗A Ω
1(A). (2.9)
The flip is also completely determined once its action on a basis of 1-forms
is assigned. For example set
σ(θa ⊗ θb) = Sabcdθ
c ⊗ θd. (2.10)
As above, bilinearity implies that Sabcd ∈ Z(A) = C. Using the flip a left
and right Leibniz rule can be written:
D(fξ) = df ⊗ ξ + fDξ (2.11)
D(ξf) = σ(ξ ⊗ df) + (Dξ)f. (2.12)
The torsion map
Θ : Ω1(A)→ Ω2(A) (2.13)
is defined by
Θ = d− π ◦D. (2.14)
We shall assume that σ satisfies the condition
π ◦ (σ + 1) = 0 (2.15)
in order that the torsion be bilinear. The usual torsion 2-form Θa is defined
as Θa = dθa − π ◦Dθa. It is easy to check [17] that if on the right-hand
side of Equation (2.6) the term linear in λa and the constant term vanish
then a torsion-free covariant derivative can be defined by
Dξ = −θ ⊗ ξ + σ(ξ ⊗ θ), (2.16)
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for any ξ ∈ Ω1(A). The most general torsion-free D for fixed σ is of the
form
D = D(0) + χ (2.17)
where χ is an arbitrary A-bimodule morphism
Ω1(A)
χ
−→ Ω1(A)⊗ Ω1(A) (2.18)
fulfilling
π ◦ χ = 0. (2.19)
The compatibility of a covariant derivative with the metric is expressed by
the condition [18]
g23 ◦D2 = d ◦ g. (2.20)
For the covariant derivative (2.16) this condition can be written as the
equation
Saedfg
fgSbceg = g
abδcd (2.21)
if one uses the coefficients of the flip with respect to the frame.
Introduce the standard notation σ12 = σ ⊗ id, σ23 = id⊗ σ, to extend
to three factors of a module any operator σ defined on a tensor product of
two factors. There is a natural continuation of the map (2.9) to the tensor
product Ω1(A)⊗A Ω
1(A) given by the map
D2(ξ ⊗ η) = Dξ ⊗ η + σ12(ξ ⊗Dη). (2.22)
We define formally the curvature as
Curv ≡ D2 = π12 ◦D2 ◦D. (2.23)
We recover the standard definition of the frame components Rabcd of the
curvature tensor from the decomposition
Curv(θa) = −
1
2
Rabcdθ
cθd ⊗ θb (2.24)
One can easily show [23] that the curvature associated to (2.16) is given
by
Curv(ξ) = ξaθ
2 ⊗ θa + π12σ12σ23σ12(ξ ⊗ θ ⊗ θ). (2.25)
The algebra we shall consider is a ∗-algebra. We shall require that the
involution ∗ be extendable to the algebra of differential forms in such a
way that
(ξη)∗ = (−1)pqη∗ξ∗, ξ ∈ Ωp(A), η ∈ Ωq(A). (2.26)
We recall that the elements of the algebra are considered as 0-forms. One
would like to have a differential fulfilling the reality condition
(df)∗ = df∗ (2.27)
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as in the commutative case. Neither of the two differential calculi we
shall introduce in Section 3 satisfies this condition; the differential calculus
Ω∗(A) is mapped by ∗ into a new one Ω¯∗(A). As a consequence, the
reality conditions on the covariant derivative and curvature formulated
in [24] cannot be satisfied. However we shall still suppose [18] that the
extension of the involution to the tensor product is given by
(ξ ⊗ η)∗ = σ(η∗ ⊗ ξ∗). (2.28)
A change in σ therefore implies a change in the definition of an hermitian
tensor. The reality condition for the metric will be, as in [24],
g ◦ σ(η∗ ⊗ ξ∗) = (g(ξ ⊗ η))∗. (2.29)
We shall also continue to assume that σ satisfies the braid equation
σ12σ23σ12 = σ23σ12σ23, (2.30)
a condition implied [24] by the reality condition on the covariant derivative
and the curvature. At the end of Section 6 we shall briefly consider the
question how to modify reality condition on the covariant derivative and
the curvature in the present case.
3 The quantum Euclidean spaces and
their q-deformed differential calculi
The starting point for the definition of the N -dimensional quantum Eu-
clidean space RNq is the braid matrix Rˆ for SOq(N,C) a N
2 ×N2 matrix,
whose explicit expression we give in Appendix 7.1. Certain properties of Rˆ
which we shall use follow immediately from the definition. First, it fulfills
the braid equation
Rˆ12 Rˆ23 Rˆ12 = Rˆ23 Rˆ12 Rˆ23. (3.1)
Here we have used again the conventional tensor notation Rˆ12 = Rˆ ⊗ id,
Rˆ23 = id⊗ Rˆ. By repeated application of the Equation (3.1) one finds
f(Rˆ12) Rˆ23 Rˆ12 = Rˆ23 Rˆ12 f(Rˆ23) (3.2)
for any polynomial function f(t) in one variable. The Equations (3.1)
and (3.2) are evidently satisfied also after the replacement Rˆ → Rˆ−1.
Second, Rˆ is invariant under transposition of the indices:
Rˆijkl = Rˆ
kl
ij . (3.3)
Here and in the sequel we use indices with values
i = −n, . . . ,−1, 0, 1, . . . n, with n ≡ N−12 for N odd,
i = −n, . . . ,−1, 1, . . . n, with n ≡ N2 for N even.
(3.4)
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and n to denote the rank of SO(N,C). The matrix element Rˆijkl vanishes
unless the indices satisfy the following condition:
either i 6= −j and k = i, l = j or l = i, k = j
or i = −j and k = −l.
(3.5)
The R-matrix, defined by
Rijkl = Rˆ
ji
kl,
is lower-triangular.
There exists also [19] a projector decomposition of Rˆ:
Rˆ = qPs − q
−1Pa + q
1−NPt. (3.6)
The Ps, Pa, Pt are SOq(N)-covariant q-deformations of the symmetric
trace-free, antisymmetric and trace projectors respectively and satisfy the
equations
PµPν = Pµδµν ,
∑
µ
Pµ = 1, µ, ν = s, a, t. (3.7)
The Pt projects on a one-dimensional sub-space and therefore it can be
written in the form
Pt
ij
kl = (g
smgsm)
−1gijgkl =
k
ωn(q−ρn+1 − qρn−1)
gijgkl (3.8)
where gij is the N ×N matrix
gij = q
−ρiδi,−j. (3.9)
We have here introduced the notation
ρi =
{
(n− 12 , . . . ,
1
2 , 0,−
1
2 , . . . ,
1
2 − n) for N odd,
(n− 1, . . . , 0, 0, . . . , 1− n) for N even.
and we have set
k ≡ q − q−1, ωi ≡ q
ρi + q−ρi .
The matrix gij is a SOq(N)-isotropic tensor and is a deformation of the
ordinary Euclidean metric in a set of coordinates pairwise conjugated to
each other under complex conjugation. It is easily verified that its inverse
gij is given by
gij = gij . (3.10)
The metric and the braid matrix satisfy the relations [19]
gil Rˆ
±1lh
jk = Rˆ
∓1hl
ij glk, g
il Rˆ±1jklh = Rˆ
∓1ij
hl g
lk. (3.11)
The N -dimensional quantum Euclidean space is the associative algebra
R
N
q generated by elements {x
i}i=−n,...,n with relations
Pa
ij
klx
kxl = 0. (3.12)
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These relations are preserved by the (right) action of the quantum group
Uqso(N), which is defined on the generators by
xi ⊳ g = ρij(g)x
j , ρij(g) ∈ C, (3.13)
where ρ is the N -dimensional vector representation of Uqso(N), and ex-
tended to the rest of RNq so that the latter becomes a Uqso(N) module
algebra. That is, for arbitrary g, g′ ∈ Uqso(N) and a, a
′ ∈ RNq , we have
a ⊳ (gg′) = (a ⊳ g) ⊳ g′ (3.14)
(aa′) ⊳ g = (a ⊳ g(1)) (a
′ ⊳ g(2)). (3.15)
Here we have used Sweedler notation (with lower indices) for the coproduct,
∆(g) = g(1) ⊗ g(2); the right-hand side is actually a short-hand notation
for a finite sum
∑
I g
I
(1) ⊗ g
I
(2).
Relations (3.12) can be written more explicitly in the form [30]
xixj = qxjxi for i < j, i 6= −j,
[xi, x−i] = kω−1i−1r
2
i−1 for i > 1,
[x1, x−1] =
{
0
hr20
for N even,
for N odd.
(3.16)
We have here introduced h defined by
h ≡ q
1
2 − q−
1
2 , (3.17)
and we have defined as well a sequence of numbers ri, r by
r2i =
i∑
k,l=−i
gklx
kxl, r2 ≡ r2n (3.18)
where i ≥ 0 for N odd, whereas for N even i ≥ 1 and of course in the
sum only k, l 6= 0 actually occur. The element r2 is SOq(N)-invariant and
generates the center of the algebra RNq . It can be easily checked that
xjr2i =


r2i x
j for |j| ≤ i,
q2r2i x
j for j < −i,
q−2r2i x
j for j > i.
(3.19)
As this will be necessary for the construction of the elements λa be
introduced in section 4, we now extend the algebra RNq by adding the
square root ri of r
2
i for i = 0 . . . n as well as the inverses r
−1
i of these
elements. As the relations (3.19) contain only q±2 it is consistent to set
for i ≥ 0
xjri =


rix
j for |j| ≤ i,
qrix
j for j < −i,
q−1rix
j for j > i.
(3.20)
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We shall be mainly interested in the case q ∈ R+. In this case a conjugation
(xi)∗ = xjgji (3.21)
can be defined on RNq to obtain what is known as real quantum Euclidean
space. The elements ri are then real.
There are [3] two differential calculi which are covariant with respect
to Uqso(N), obtained by imposing the condition
(dα) ⊳ g = d(α ⊳ g) α ∈ Ω∗(RNq ) (3.22)
on the differential. We denote the two exterior derivatives by d and d¯
and the corresponding exterior algebras by Ω∗(RNq ) and Ω¯
∗(RNq ). If we
introduce ξi = dxi and ξ¯i = d¯xi, then they are characterized respectively
by
xiξj = q Rˆijklξ
kxl, (3.23)
xiξ¯j = q−1 Rˆ−1ijklξ¯
kxl. (3.24)
For q ∈ R+ neither Ω∗(RNq ) nor Ω¯
∗(RNq ) possesses an involution. However,
one can introduce a ∗-structure on the direct sum Ω1(RNq ) ⊕ Ω¯
1(RNq ) by
setting
(ξi)∗ = ξ¯jgji. (3.25)
Using the properties (3.11, 3.3) of the Rˆ-matrix one sees that the two
calculi are conjugate; the Equations (3.23) and (3.24) are exchanged.
By taking the differential of (3.23) and (3.24) the ξξ-commutation re-
lations are determined
Ps
ij
klξ
kξl = 0, Pt
ij
klξ
kξl = 0,
Ps
ij
klξ¯
k ξ¯l = 0, Pt
ij
klξ¯
k ξ¯l = 0.
(3.26)
These relations define the algebraic structure of Ω∗(RNq ) and Ω¯
∗(RNq ).
It is useful to introduce a set of gradings degi, i = 1, . . . n on Ω
∗(RNq )
by
degi(ξ
j) = degi(x
j) =


1 if i = j,
−1 if i = −j,
0 otherwise.
(3.27)
All these gradings are preserved by the commutation relations (3.12), since
the Rˆ-matrix, and therefore any polynomial function of it like Pa, fulfills
(3.5). The n-ple (deg1, ...,degn) coincides with the weight vector of the
fundamental vector representation of so(N).
The Dirac operator [12], defined by Equation 2.3,
ξi = −[θ, xi] (3.28)
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is easily verified to be given by
θ = ωnq
N
2 k−1r−2gijx
iξj , (3.29)
as pointed out in [10, 35]. For the barred calculus Ω¯∗(RNq ) the ‘Dirac
operator’ θ¯ (2.3) is
θ¯ = −ωnq
−N
2 k−1r−2gijx
iξ¯j. (3.30)
If q ∈ R+ it satisfies
θ∗ = −θ¯. (3.31)
In order to construct the λa and θ
a satisfying the conditions described
in Section 2 we first must solve the following problem. In Section 2 we
assumed the center of the algebra A to be trivial, which makes possible
the construction of elements λa and θ
a with the features described there.
But the algebra generated by the xi and rj has a nontrivial center. With
a general Ansatz of the type
θa = θai ξ
i (3.32)
the condition [θa, r2n] = 0 can be rewritten as
(r2nθ
a
i − q
−2θai r
2
n)ξ
i = 0, (3.33)
which has no solution since r2n ∈ Z(R
N
q ). To find a solution to (3.33) we
further enlarge the algebra by adding a unitary element Λ, the “dilatator”,
which satisfies the commutation relations
xiΛ = qΛxi. (3.34)
We also add its inverse Λ−1. In the case N odd we can now follow
the scheme previously proposed for N = 3 [23] but in the case of even N
the situation is slightly more complicated. We have added the elements
r±11 = (x
−1x1)±
1
2 and as a consequence the center is non trivial even after
addition of Λ. The elements
r−11 x
±1 =
(
x1(x−1)−1
)± 1
2
commute also with Λ. (We recall that x−1)−1 is the inverse of the ele-
ment xi with i = −1.) In other words, since the algebra generated by
(Λ, r±11 , x
±1, . . . x±n) is completely symmetric in the exchange of x1 and
x−1, there is no way to distinguish between these two elements. To have N
linearly independent θa, instead of fewer, we shall need to add yet another
element to the algebra. We choose to add a ‘Drinfeld-Jimbo’ generator
K = q
H1
2 and its inverse K−1, where H1 belongs to the Cartan subalgebra
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of Uqso(N) and represents the component of the angular momentum in the
(−1, 1)-plane. This new element satisfies the commutation relations
Kx±1 = q±1x±1K,
Kx±i = x±iK, for i > 1,
(3.35)
as well as
KΛ = ΛK. (3.36)
When q ∈ R+ it is compatible with the commutation relations to extend
the ∗-structure (3.21) Λ,K as
Λ∗ = Λ−1, K∗ = K. (3.37)
We must decide now which commutation relations Λ,K should satisfy with
the ξi. As already observed [23] there are different possibilities.
A first possibility is to set [30]
ξiΛ = Λξi, Λd = qdΛ. (3.38)
This choice has the disadvantage that Λ cannot be considered as an element
of the quantum space, because due to (3.38) it does not satisfy the Leibniz
rule d(fg) = fdg + (df)g ∀f, g ∈ RNq . Nevertheless, it can be interpreted
in a consistent way as an element of the Heisenberg algebra, because Λ−2
can be constructed [30] as a simple polynomial in the coordinates and
derivatives.
Alternatively, what was considered also in [2], one could ask the Leibniz
rule d(fg) = fdg + (df)g to hold also if f = Λ. By differentiating (3.34)
one obtains that
ξiΛ+ xidΛ = qdΛxi + qΛξi. (3.39)
A solution would be to require that
xi(dΛ) = q(dΛ)xi, ξiΛ = qΛξi. (3.40)
In particular it would then be possible to set dΛ = Λd, which implies that
(dΛ) = 0. This choice is not completely satisfactory either since we would
like the relation
df = 0 implies f ∝ 1 (3.41)
to hold, and this would not be the case if dΛ = 0. As a consequence
the general formalism is still not strictly applicable and there will be a
conformal ambiguity in the choice of metric. We shall see below that with
a procedure similar to the one described previously [23] for N = 3, we
would recover R× SN−1 as geometry rather than RN in the commutative
limit. Therefore, in the sequel we shall impose the first condition (3.38).
As will be shown in the next section, this allows us to normalize the θa
and λa in such a way as to obtain R
N as geometry in the commutative
limit. The above discussion with Λ can be repeated to determine the
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commutation relations between K and the 1-forms ξi. We choose dK = 0.
Then consistency with (3.35) requires that
Kξ±1 = q±1ξ±1K,
Kξi = ξiK, for i > 1,
(3.42)
To summarize, we shall consider the algebra AN , an extension of R
N
q
defined for odd N as
AN = {x
i, rj , r
−1
j , Λ,Λ
−1 : −n ≤ i ≤ n, 0 ≤ j < n}
with generators which satisfy the relations (3.12), (3.20), (3.34) and for
even N as
AN = {x
i, rj, r
−1
j , Λ, Λ
−1, K, K−1 : −n ≤ i ≤ n, 1 ≤ j < n}
with generators which satisfy the relations (3.12), (3.20), (3.34), (3.35).
The algebra of differential forms Ω∗(AN ) is generated by the one-forms
ξi satisfying relations (3.23), (3.26), (3.38) when N is odd, and (3.23),
(3.26), (3.38), (3.42) when N is even. However one must bear in mind
that the additional elements Λ and K are rather exceptional since dK = 0
and either dΛ = 0, or it does not satisfy the Leibniz rule. These elements
would be better interpreted as elements of the Heisenberg algebra.
4 Inner derivations and frame
We would like to construct a frame θa and the associated inner deriva-
tions ea = adλa satisfying the conditions in Section 2 for the case of the
algebra AN . We first solve this problem in a larger algebra, which we
now define. It is possible to extend Ω∗(AN ) to the cross-product algebra
Ω∗(AN )>⊳Uqso(N) by postulating the cross-commutation relations
ξg = g(1)(ξ ⊳ g(2)) (4.1)
for any g ∈ Uqso(N) and ξ ∈ Ω
∗(AN ). The algebra Ω
∗(AN )>⊳Uqso(N)
can be made into a module algebra under the action ⊳ of Uqso(N) by
extending the latter on the elements of Uqso(N) as the adjoint action,
h ⊳ g = Sg(1)hg(2), g, h ∈ Uqso(N) .
The S here denotes the antipode of Uqso(N) .
Let us introduce Uopq so(N) the Hopf algebra with the same algebra
structure of Uqso(N) , but opposite coalgebra, and by ∆
op(g) = g(2)⊗ g(1)
its coproduct. On any module algebra M of Uopq so(N) the corresponding
action
op
⊳ will thus fulfill the relations
a
op
⊳ (gg′) = (a
op
⊳ g)
op
⊳ g′ (4.2)
(aa′)
op
⊳ g = (a
op
⊳ g(2)) (a
′ op⊳ g(1)). (4.3)
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These are to be compared with (3.14) and (3.15). It is immediate to
show that definition (4.1) implies that one can realize the action ⊳ in the
‘adjoint-like way’
η ⊳ g = Sg(1) η g(2) (4.4)
on all of Ω∗(AN )>⊳Uqso(N) . On the other hand, one can realize also a
corresponding action
op
⊳ by
η
op
⊳ g = (S−1g(2)) η g(1), (4.5)
where S−1 is the antipode of ∆op.
We return now to the problem of the construction of a frame and of a
set of dual inner derivations for the differential calculus (Ω∗(AN ), d). As a
first step, we must find N independent solutions ϑa to the equation
[f, ϑa] = 0 ∀f ∈ AN . (4.6)
We shall look first for solutions ϑa in Ω∗(AN )>⊳Uqso(N) . The reason is
the following. For each solution ϑa of (4.6) and for any g ∈ Uqso(N) we
can consider the image ϑg
a ∈ Ω∗(AN )>⊳Uqso(N) of ϑ
a, defined by
ϑg
a := ϑa
op
⊳ g = (S−1g(2))ϑ
a g(1). (4.7)
Now we show that its commutator with any element f ∈ AN vanishes:
[f, ϑg
a] = [f, (S−1g)(1) ϑ
a S(S−1g)(2)]
= f (S−1g)(1) ϑ
a S(S−1g)(2) − (S
−1g)(1) ϑ
a S(S−1g)(2) f
(4.1)
= (S−1g)(1) [f ⊳ (S
−1g)(2)]ϑ
a S(S−1g)(3)
−(S−1g)(1) ϑ
a [f ⊳ (S−1g)(2)]S(S
−1g)(3)
= (S−1g)(1)
[
f ⊳ (S−1g)(2), ϑ
a
]
S(S−1g)(3) = 0
In the last equality we have used the fact that f ⊳ (S−1g)(2) ∈ AN and
(4.6). In other words ϑg
a also behaves as a frame element. Moreover by
its very definition ϑg
a will in general belong to Ω1(AN )>⊳Uqso(N) even if
ϑa ∈ Ω1(AN ) (unless the n-plet {ϑ
a} builds an irreducible representation
of Uopq so(N) ). We can summarize the above results in the
Proposition 1 The subspace F of Ω1(AN )>⊳Uqso(N) spanned by frame
elements carries a representation of Uopq so(N) .
We shall call a set {ϑa}a=−n,...,n a generalized frame if ϑ
a are elements of
Ω1(AN )>⊳Uqso(N) fulfilling (4.6), and any ξ ∈ Ω
1(AN )>⊳Uqso(N) can
be uniquely decomposed in the form ϑaξa with ξa ∈ AN>⊳Uqso(N) .
We now look for a generalized frame in the form of a basis of an irre-
ducible N -dimensional representation of Uopq so(N) . Recall that the uni-
versal R-matrix R is a special element
R ≡ R (1) ⊗R (2) ∈ Uqso(N) ⊗ Uqso(N) (4.8)
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intertwining between ∆ and ∆op, and so does also R−121 :
R∆(·) = ∆op(·)R , R−121 ∆(·) = ∆
op(·)R−121 . (4.9)
In (4.8) we have used a Sweedler notation with upper indices: the right-
hand side is a short-hand notation for a sum
∑
I R
(1)
I ⊗R
(2)
I of infinitely
many terms. The other main properties of R are recalled in the appendix
7.2.
Proposition 2 Let (u5)
−1 = R (1)(SR (2)), (u7)
−1 = R−1(2)(SR−1(1)).
The elements of Ω1(AN )>⊳Uqso(N)
ϑa := α u−17
(
SR (2)
)
ξaR (1) (4.10)
ϑ¯a := α¯ u−15
(
SR−1(1)
)
ξaR−1(2) (4.11)
are covariant under the action (4.5), more precisely
ϑa
op
⊳ g = ρab (g)ϑ
b ϑ¯a
op
⊳ g = ρab (g)ϑ¯
b. (4.12)
In the previous definitions we have inserted two scalar factors α, α¯ to be
fixed later.
Proof We prove the first formula. We find
ϑa
op
⊳ g
(4.5)
= (S−1g(2))ϑ
ag(1)
(4.10)
= (S−1g(2))α u
−1
7
(
SR (2)
)
ξaR (1)g(1)
(7.11)
= α u−17 (Sg(2))
(
SR (2)
)
ξaR (1)g(1)
(4.9)
= α u−17
(
SR (2)
)
(Sg(1))ξ
a g(2)R
(1)
(3.13)
= ρab (g)α u
−1
7
(
SR (2)
)
ξbR (1)
(4.10)
= ρab (g)ϑ
b.
The proof of the second formula is completely analogous. ⊓⊔
We can give an alternative and very useful expression for ϑa, ϑ¯a. It is
convenient to introduce the Faddeev-Reshetikin-Taktadjan generators [19]
of Uqso(N) :
L+al := R
(1)ρal (R
(2)) L−al := ρ
a
l (R
−1(1))R−1(2). (4.13)
In our conventions
R ∈ U+q so(N) ⊗ U
−
q so(N) (4.14)
where U+q so(N) , U
−
q so(N) denote the positive and negative Borel subal-
gebras; hence we see that L+al ∈ U
+
q so(N) and L
−a
l ∈ U
−
q so(N) . From
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formulae (7.8), (7.9) in the Appendix 7.2 one finds that the coproducts are
given by
∆(L+ij) = L
+i
h ⊗ L
+h
j ∆(L
−i
j) = L
−i
h ⊗ L
−h
j . (4.15)
Their commutation relations will be given in following section. Using them
and (4.1) one easily proves the
Proposition 3 Let u3 = R
(2)S−1R (1), u4 = R
−1(1)S−1R−1(2).
ϑa = αL−al η
l = αηmρlm(u4)L
−a
l (4.16)
ϑ¯a = α¯L+al η
l = α¯ηmρlm(u3)L
+a
l , (4.17)
with ηi = ξi or ηi = ξ¯i. Thus ϑa and ϑ¯a belong to Ω1(AN )>⊳U
−
q so(N)
and Ω1(AN )>⊳U
+
q so(N) respectively for η
i = ξi, or Ω¯1(AN )>⊳U
−
q so(N)
and Ω¯1(AN )>⊳U
+
q so(N) respectively for η
i = ξ¯i.
We now show that (ϑa, ϑ¯a) constitute a frame. Recall that the braid matrix
can be written as Rˆijhk = (ρ
j
h ⊗ ρ
i
k)R . Using (4.1), (4.15) one can easily
prove
Lemma 1
xiL±ab = L
±a
cx
jRˆ±1cijb, (4.18)
ξiL±ab = L
±a
cξ
jRˆ±1cijb, (4.19)
ξ¯iL±ab = L
±a
c ξ¯
jRˆ±1cijb (4.20)
We should note that the commutation relations we have just found are
different from (in a sense opposite to) the ones which we would have found
by imposing, instead of (4.1), the condition
gξ = g(1) ⊲ ξg(2), (4.21)
with a left action ⊲ . This is true also in the commutative case (q = 1),
and in a sense is unpleasent since the latter definition of the commutation
relations is what we are usually more familiar to. For instance, if h is a
primitive generator in the Cartan subalgebra then [h, xi] defined in the
first way is opposite to the one defined in the second; or if g+ is a positive
root, then [g+, xi] defined in the first way is proportional (up to a Cartan
subalgebra factor) to the commutator [g−, xi] defined in the second way,
where g− is the negative root opposite to g+.
The reason why we have adopted (4.1) is that this is necessary in order
that the coordinates xi carry upper indices (as it is conventional in general
relativity) and that the representation ρ defined by (3.13) can be consid-
ered as the fundamental (vector) one, rather than its contragradient. This
follows from ρih(gg
′) = ρij(g)ρ
j
h(g
′). Had we used lower indices to label the
coordinates, or replaced ρ(g) with ρ(Sg), we could have adopted (4.21).
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Proposition 4 Assume ξi, ξ¯i are the differentials (3.23), (3.24), of the
previous section. If we choose
α¯ = α−1 = Λ (4.22)
then {ϑa}, {ϑ¯a} are generalized frames respectively in Ω1(AN )>⊳Uqso(N)
and Ω¯1(AN )>⊳Uqso(N) .
Proof We prove this in the first case.
xiϑa
(4.16)
= xiL−al Λ
−1ξl
(4.19)
= L−ac Rˆ
−1ci
jlx
jΛ−1ξl
(3.23)
= L−acΛ
−1ξcxi
(4.19)
= ϑaxi
The proof in the second case is completely analogous. ⊓⊔
In the commutative limit {ξi}i=1,...,n is a frame and all other frames can
be obtained from it by a G ⊂ Uso(N) transformation. Formulae (4.16) and
(4.17) say that in the noncommutative case one frame can be obtained from
{ξi} by a very particular Uqso(N) transformation, the one with matrix
elements L±ab .
Note that by the choice (4.22) ϑa, ϑ¯a commute not only with the coor-
dinates xi, rj , but also with the special element Λ,
[Λ, ϑa] = 0 [Λ, ϑ¯a] = 0, (4.23)
under the assumption (3.38); had we assumed instead (3.40), then the same
would be true by choosing α = Λ−1r, α¯ = Λr. On the other hand, if we
choose α¯ = f¯(r)Λ, α = f(r)Λ−1 (with f, f¯ 6=const), then ϑa, ϑ¯a will still
commute with the coordinates xi, rj , but in general not with Λ.
The commutation relations between the frame elements are given by
the
Proposition 5 The commutation relations among the ϑa (resp. ϑ¯a) are
as the ones among the ξi (resp. ξ¯i), except for the opposite products:
Ps
cd
abϑ
bϑa = 0, Pt
cd
abϑ
bϑa = 0
Ps
cd
abϑ¯
bϑ¯a = 0, Pt
cd
abϑ¯
bϑ¯a = 0.
(4.24)
Proof We prove the claim in the first case (in the second the proof is
completely analogous). For both P = Ps,Pt
Pcdabϑ
bϑa
(4.16)
= PabcdΛ
−1L−bl ξ
lΛ−1L−amξ
m (4.19)= Λ−2PcdabL
−b
lL
−a
hξ
kRˆ−1hlmkξ
m
(5.6)
= Λ−2ξlξn(PRˆ−1)mhln L
−d
hL
−c
m
(3.6)
∝ Λ−2ξlξnPmhln L
−d
hL
−c
m
(3.26)
= 0.
⊓⊔
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We now decompose d (and similarly d¯) in terms both of differentials ξi =
dxi and Uqso(N) -covariant derivatives ∂i and of frame elements ϑ
a and
derivations ǫa:
d = ∂iξ
i = ǫaϑ
a d = ∂¯iξ¯
i = ǫ¯aϑ¯
a. (4.25)
Looking at (4.16), (4.17) we find that
∂i = ǫaL
−a
iΛ
−1 ∂¯i = ǫ¯aL
+a
iΛ. (4.26)
Now assume that the “Dirac operator” exists; it must necessarily be
Uqso(N) -invariant. We can decompose it as well both in the basis of
differentials and in the basis of frame elements:
θ = −wiξ
i = −yaϑ
a, θ¯ = −w¯iξ¯
i = −y¯aϑ¯
a, (4.27)
with wi, w¯i ∈ AN and ya ∈ AN>⊳U
−
q so(N) , y¯a ∈ AN>⊳U
+
q so(N) ; in this
case
ǫa = [ya, ·] ǫ¯a = [y¯a, ·]. (4.28)
The commutation relations among the wi, w¯i will be of the form
Pa
hk
ij wkwh = 0, Pa
hk
ij w¯kw¯h = 0. (4.29)
From the Uqso(N) invariance of d, d¯, θ and θ¯ it follows that
µi ⊳ g = µl ρ
l
i(Sg), µi = wi, w¯i, ∂i, ∂¯i. (4.30)
From (4.27), (4.16), (4.17) we find
ya = wiSL
−i
aΛ (4.31)
y¯a = w¯iSL
+i
aΛ
−1 (4.32)
From the Uopq so(N) -invariance of d, d¯, θ, θ¯ we find the transformation rules
νa
op
⊳ g = νb ρ
b
a(S
−1g), νa = ya, y¯a, ǫa, ǫ¯a. (4.33)
Proposition 6 The commutation relations among the ya and among the
y¯a are
Pa
cd
abycyd = 0, Pa
cd
aby¯cy¯d = 0. (4.34)
Proof
Pa
cd
abycyd ∝ Pa
cd
ab wi(SL
−i
c)wj(SL
−j
d)Λ
2
= Pa
cd
ab wi(wj ⊳ L
−i
h)(SL
−h
c )(SL
−j
d)Λ
2
= Pa
cd
ab wiwkρ
k
j (SL
−i
h)(SL
−h
c )(SL
−j
d)Λ
2
= wiwkRˆ
ki
hjS
(
L−jdL
−h
cPa
cd
ab
)
Λ2
(5.6),(4.13)
= wiwkRˆ
ki
hjS
(
Pa
hj
lmL
−m
b L
−l
a
)
Λ2
∝ wiwkPa
ki
lmS
(
L−mb L
−l
a
)
Λ2
(4.29)
= 0.
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The proof is completely analogous for y¯a. ⊓⊔
From ξi = [xi, θ] = [wjξ
j , xi], ξ¯i = [xi, θ¯] = [w¯j ξ¯
j, xi] it follows
xiwkΛ = Rˆ
−1ji
hkwjΛx
h − δihΛ x
iw¯kΛ
−1 = Rˆjihkw¯jΛ¯x
h − δihΛ
−1
using these relations and (4.1), (4.15) one can easily prove
Proposition 7
[ya, x
j ] = ΛSL−ja [y¯a, x
j ] = Λ−1SL+ja (4.35)
These formulae can be seen as the inverse of (4.31), (4.32), since they give
SL+aj , SL
−a
j in terms of ya, y¯a.
In next section we find algebra homomorphisms
ϕ+ : AN>⊳U
+
q so(N) → AN , (4.36)
ϕ− : AN>⊳U
−
q so(N) → AN , (4.37)
defined as the identity on AN ,
ϕ±(a) = a if a ∈ AN . (4.38)
Then the 1-forms
θa = θal ξ
l θal := ϕ
−(Λ−1L−al ) (4.39)
θ¯a = θ¯al ξ¯
l θ¯al := ϕ
+(ΛL+al ) (4.40)
belong to Ω1(AN ), Ω¯
1(AN ) and still fulfil the property (4.6), in other words
build up a frame. Similarly the elements of AN defined by
λa = ϕ
−(ya) λ¯a = ϕ
+(y¯a). (4.41)
will yield the dual inner derivations,
ea = [λa, ·] e¯a = [λ¯a, ·] (4.42)
It is clear that since Z(AN ) = C then the frame and the dual set of
inner derivations are uniquely determined up to a linear transformation
(with numerical coefficients). By definition, the λa, λ¯a will still fulfill the
commutation relations (4.34),
P(a)
ab
cdλaλb = 0, P(a)
ab
cdλ¯aλ¯b = 0. (4.43)
After application of ϕ± equations (4.26) become
∂i = eaϕ
−(L−ai )Λ
−1 ∂¯i = e¯aϕ
+(L+ai )Λ. (4.44)
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Their interest lies in the fact that they relate the SOq(N)-covariant deriva-
tives ∂i, ∂¯i [3, 31], introduced following the approach of Woronowicz and
Wess-Zumino [37, 38, 39, 36], to the inner derivations ea, e¯a dual to the
frame and which are defined using ordinary commutation relations, follow-
ing the approach of Connes [11, 12].
On the other hand, ϕ+, ϕ− cannot be extended to homomorphisms of
Ω∗(AN )>⊳U
±
q so(N)→ Ω
∗(AN ), since the commutation relations between
the elements of Uqso(N) and the 1-forms do not map into the commuta-
tions of the elements of AN with the 1-forms; this is immediate to check if
we use the frame basis: the frame elements don’t commute with U±q so(N),
but do commute with ϕ+(U+q so(N) ), ϕ
−(U−q so(N) ) ⊂ AN . As a conse-
quence, the commutation relations among the θa, θ¯a differ from (4.24) by
a reversal of the product order. That is,
Proposition 8 The commutation relations among the θa (resp. θ¯a) are
as the ones among the ξi (resp. ξ¯i):
Ps
cd
abθ
aθb = 0, Pt
cd
abθ
aθb = 0
Ps
cd
abθ¯
aθ¯b = 0, Pt
cd
abθ¯
aθ¯b = 0
(4.45)
Proof We prove the claim in the first case. For both P = Ps,Pt we have
Pcdabθ
aθb
(4.39)
= Pcdabθ
aθbnξ
n (4.6)= Pcdabθ
b
nθ
aξn
(4.39)
= PcdabΛ
−2ϕ−(L−bn)ϕ
−(L−al )ξ
lξn ∝ Λ−2ϕ−(PcdabL
−b
nL
−a
l )ξ
lξn
(5.6)
= Λ−2ϕ−(L−dbL
−c
aP
ab
ln )ξ
lξn
(3.26)
= 0
The proof is completely analogous for y¯a. ⊓⊔
The θa, θ¯a, λa, λ¯a do not inherit from ϑ
a, ϑ¯a, ya, y¯a the transformation
properties (4.12), (4.33) under the action
op
⊳ of Uopq so(N) . For the θa, θ¯a
this is clear since the commutation relations (4.45) are no longer compatible
with the action of Uopq so(N) . As a consequence, this is true also for the
λa, λ¯a, because θ = −θ
aλa, θ¯ = −θ¯
aλ¯a are invariant.
One could in principle define an Uopq so(N) action
op
⊳
′
on AN by postu-
lating instead
λa
op
⊳
′
g = λbρ
b
a(S
−1g) λ¯a
op
⊳
′
g = λ¯bρ
b
a(S
−1g);
but the latter would differ from the action
op
⊳ fulfilling (4.5). We shall
therefore not do so.
20
5 Homomorphism AN>⊳Uqso(N)→ AN
It is known [19] that a set of generators of Uqso(N) is provided by
{L+ij ,L
−i
j} and some further elements obtained by introducing square
roots and inverses of the elements L±ii, which is always possible because
they are invertible elements belonging to the Cartan subalgebra. The set
{L+ij ,L
−i
j} has 2N
2 elements, but N(N − 1) of them vanish due to the
upper and lower triangularity of the matrices L±, whereas their diagonal
elements are the inverses of each other:
L+ij = 0, if i > j (5.1)
L−ij = 0, if i < j (5.2)
L+iiL
−i
i = 1, ∀i (5.3)
L±−n−n....L
±n
n = 1. (5.4)
To these relations we have to add the relations characterizing Uqso(N),
L±ijL
±h
kg
kj = ghi L±jiL
±k
hgkj = ghi, (5.5)
which further reduce to N(N−1)/2 the number of independent generators,
and finally the commutation relations
Rˆabcd L
+d
fL
+c
e = L
+b
cL
+a
d Rˆ
dc
ef (5.6)
Rˆabcd L
−d
fL
−c
e = L
−b
cL
−a
d Rˆ
dc
ef (5.7)
Rˆabcd L
+d
fL
−c
e = L
−b
cL
+a
d Rˆ
dc
ef . (5.8)
Note that (5.4) yields no constraint for N even since it is a consequence
of (5.5), whereas for N odd it yields one further constraint. In fact (5.5)
implies that (L+00)
2 = 1 which together with (5.4) implies that L+00 = 1.
The antipode on the generators takes the form
SL±ij = g
hiL±khgjk (5.9)
To construct a homomorphism ϕ : AN>⊳Uqso(N)→ AN acting as the
identity on AN it is therefore sufficient to define it on L
+i
j,L
−i
j and to
verify that all of relations (4.19) and (5.1) to (5.8) are satisfied. Applying
ϕ to (4.35) and using (5.9) it follows that
ϕ(L−ij)
(5.9)
= gihϕ(SL−kh)gkj
(4.35)
= gihΛ−1[λh, x
k]gkj (5.10)
ϕ(L+ij)
(5.9)
= gihϕ(SL+kh)gkj
(4.35)
= gihΛ[λ¯h, x
k]gkj. (5.11)
The problem is thus equivalent to the construction of N objects λa and N
objects λ¯a such that relations (5.10), (5.11) define elements ϕ(L
±k
h) in AN
which satisfy all of relations (4.19)1 and (5.1) to (5.8).
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Actually for the construction of a frame and a set of dual inner deriva-
tions in Ω∗(AN ) (resp. Ω¯
∗(AN )) we just need a homomorphism ϕ
− :
U−q so(N)⊲<AN → AN (resp. ϕ
+ : U+q so(N)⊲<AN → AN ) acting as the
identity on AN , what we look for first. This is equivalent to looking for N
objects λa (resp. λ¯a) such that the objects ϕ
−(L−ij) = g
ihΛ−1[λh, x
k]gkj
(resp. ϕ+(L+ij) = g
ihΛ[λ¯h, x
k]gkj) fulfill just the relations involving only
L− (resp. L+). Finally we find which further conditions λa, λ¯a must fulfill
in order that we can ‘glue’ ϕ−, ϕ+ into a unique homomorphism ϕ.
Theorem 1 One can define a homomorphism ϕ− : AN>⊳U
−
q so(N) →
AN by setting on the generators
ϕ−(a) = a, ∀a ∈ AN , (5.12)
ϕ−(L−ij) = g
ihΛ−1[λh, x
k]gkj, (5.13)
with
λ0 = γ0Λ(x
0)−1 for N odd,
λ±1 = γ±1Λ(x
±1)−1K∓1 for N even,
λa = γaΛr
−1
|a| r
−1
|a|−1x
−a otherwise,
(5.14)
and γa ∈ C normalization constants fulfilling the conditions
γ0 = −q
− 1
2h−1 for N odd,
γ1γ−1 =
{
−q−1h−2
k−2
for N odd,
for N even,
γaγ−a = −q
−1k−2ωaωa−1 for a > 1.
(5.15)
The proof is given in Appendix 7.3. The relation (5.15) fixes only the
product γaγ−a. Notice that γ
2
0 for N odd and γ1γ−1 for N even are positive
real numbers, while all the remaining products γaγ−a are negative. Notice
that the embedding AN →֒ AN+2 defined by (7.4) automatically induces
an embedding for the corresponding λa. Similarly one can prove
Theorem 2 One can define a homomorphism AN>⊳U
+
q so(N) → AN by
setting on the generators
ϕ+(a) = a, ∀a ∈ AN , (5.16)
ϕ+(L+ij) = g
ihΛ[λ¯h, x
k]gkj , (5.17)
with
λ¯0 = γ¯0Λ
−1(x0)−1 for N odd,
λ¯±1 = γ¯±1Λ
−1(x±1)−1K±1 for N even,
λ¯a = γ¯aΛ
−1r−1|a| r
−1
|a|−1x
−a otherwise,
(5.18)
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and γ¯a ∈ C normalization constants fulfilling the conditions
γ¯0 = q
1
2h−1 for N odd,
γ¯1γ¯−1 =
{
−qh−2
k−2
for N odd,
for N even,
γ¯aγ¯−a = −qk
−2ωaωa−1 for a > 1.
(5.19)
To ‘glue’ ϕ+, ϕ− into a unique homomorphism ϕ : AN>⊳Uqso(N) → AN
we still need to satisfy the image under ϕ of equations (5.8) and (5.3). As
we shall prove in appendix 7.5, this is possible only in the case of odd N
and completely fixes the coefficients γa, γ¯a in the previous Ansa¨tze:
Theorem 3 In the case of odd N we one can define a homomorphism
Uqso(N) ⊲<AN → AN by setting on the generators
ϕ(a) = a ∀a ∈ AN (5.20)
ϕ(L−ij) = g
ihΛ−1[λh, x
k]gkj, (5.21)
ϕ(L+ij) = g
ihΛ[λ¯h, x
k]gkj , (5.22)
with λj , λ¯j defined as in (5.14), (5.18) and with coefficients given by
γ0 = −q
− 1
2h−1
γ21 = −q
−2h−2
γ2a = −q
−2ωaωa−1k
−2 for a > 1
γa = qγ−a for a ≤ 1
γ¯a = −qγa.
(5.23)
Notice that the γa, γ¯a for a 6= 0 are imaginary and fixed only up to a sign.
This has as a consequence that the homomorphism ϕ does not preserve the
star structure of Uqso(N) , in other words it is not a star-homomorphism.
In the case N = 3 this is the same homomorphism which is also constructed
in [6]. Alternatively, we can fix the normalizations of the barred objects
so that for q ∈ R+ the involution gives
λ∗a = −g
abλ¯b, (θ
a)∗ = θ¯bgba. (5.24)
Then the coefficients γ¯a will be related to the γa by
γ¯0 = −qγ
∗
0 , if N odd,
γ¯±1 = −γ
∗
∓1, if N even,
γ¯a = −γ
∗
−a
{
1 if a > 0
q2 if a < 0
otherwise.
(5.25)
23
We summarize our results for the frames θa, θ¯a:
θa = θal ξ
l = Λ−2gab[λb, x
j]gjlξ
l (5.26)
θ¯a = θ¯al ξ¯
l = Λ2gab[λ¯b, x
j ]gjlξ¯
l. (5.27)
These objects commute both with xi, rj and with Λ. Had we adopted the
commutation rule (3.40), instead of (3.38), then the same would be true
by introducing an additional factor r in the right-hand side of both the
previous equations. The matrix elements θ¯ai , θ
a
i fulfill the ϕ
+, ϕ− images
of equation (5.6), (5.7)
Rˆabcdθ
d
j θ
c
i = θ
b
l θ
a
kRˆ
kl
ij Rˆ
ab
cdθ¯
d
j θ¯
c
i = θ¯
b
l θ¯
a
kRˆ
kl
ij . (5.28)
6 Metrics and linear connections on the
quantum Euclidean space
In this Section we construct the covariant derivative, the corresponding
linear connection and the metric associated with the frames introduced in
Section 5. We follow for RNq the same scheme proposed previously [23] for
R
3
q.
Since the Ω1(AN ) and Ω¯
1(AN ), we recall, are free modules, the covari-
ant derivatives can be defined by their actions on the frame
Dθa = −ωabcθ
b ⊗ θc, (6.1)
D¯θ¯a = −ω¯abcθ¯
b ⊗ θ¯c.
For the generalized permutation σ we can write
σ(θa ⊗ θb) = Sabcd θ
c ⊗ θd. (6.2)
For the same reasons as for the coefficients of the metric the requirement
of bilinearity
fSabcdθ
c ⊗ θd = σ(fθa ⊗ θb) = σ(θa ⊗ θbf) = Sabcdfθ
c ⊗ θd (6.3)
forces Sabcd ∈ Z(AN ) = C. According to the consistency condition (2.15)
for the torsion and the commutation relations (4.45) for the frame we find
that the matrix S has the form
S = CsPs − Pa + CtPt, (6.4)
with Cs and Ct complex N
2 × N2 matrices. As the next step we would
like to define the metric according to (2.8).
g(θa ⊗ θb) = gab. (6.5)
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But we have a problem. Due to the form of (3.6) it is not possible to satisfy
simultaneously the metric compatibility condition and (6.4). Similarly to
what was previously done for N = 3 [23] the best we can do is to weaken
the compatibility condition to a condition of proportionality. In this way
like in the case N = 3 we find the two solutions
S = qRˆ, S = (qRˆ)−1, (6.6)
corresponding to the choices Cs = q
2, Ct = q
2−N or Cs = q
−2, Ct = q
N−2
respectively. As Rˆ does, also both these solutions for S satify the Yang-
Baxter equation (3.1). Now, using the property (3.11) for the Rˆ-matrix,
we see that
Saedf g
fgScbeg = q
±2gacδbd. (6.7)
This has to be compared with the metric compatibility condition (2.21),
which in a basis becomes
Saedf g
fgScbeg = g
acδbd. (6.8)
The metric is in fact compatible with the linear connection only up to a
conformal factor.
We can compute the action of σ on the basis ξi ⊗ ξj
σ(ξi ⊗ ξj) = Sijhkξ
hξk. (6.9)
To see this we have started with the definition (6.2) of the action on θa⊗θb,
and used (3.32). Then the result follows from (5.28). Notice that (6.9)
coincides with (6.2). In a similar way, from (6.5), (3.32) and (7.24) we can
determine the action of g on the ξ.
g(ξi ⊗ ξj) = gijΛ2. (6.10)
This expression contains Λ, therefore the addition of this element to the al-
gebra is a necessary condition for the construction of the metric, even if we
would perform the calculation directly in the basis given by ξi. According
to (2.16) a covariant derivative can be defined by
Dξ = −θ ⊗ ξ + σ(ξ ⊗ θ). (6.11)
As θ is SOq(N)-invariant, so is D. This is true for both choices of σ. One
can show [23] that the expression (6.11) is the most general torsion-free,
SOq(N)-invariant linear connection.
The explicit action of the covariant derivative on ξi can be computed.
We apply (3.11), (3.23) and obtain for S = q−1Rˆ−1
Dξi = 0. (6.12)
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Analogously, from (3.11), (3.23), (7.3) it turns out that
Dξi = −θ ⊗ ξi + q2+
N
2 ωnk
−1r−2ghj(Rˆ
2)jilmx
hξl ⊗ ξm
= (q2 − 1)θ ⊗ ξi − q2ωnr
−2glm
(
q1−
N
2 xiξl ⊗ ξm + q
N
2 Rˆmihj x
lξh ⊗ ξj
)
= (q2 − 1)(θ ⊗ ξi + ξi ⊗ θ)− q3−
N
2 ωnr
−2xiξl ⊗ ξmglm. (6.13)
The coordinates are well adapted to the first linear connection, but not to
the second one, because in the latter case Dξi 6= 0.
However, for both of these covariant derivatives the corresponding cur-
vature (2.23) vanishes.
Curv(ξ) = 0 (6.14)
This can be seen by performing the same calculation done previously [23]
for N = 3.
Curv(ξ) = π12σ012σ023σ012(θ
a ⊗ θb ⊗ θc) ξaλbλc
= π12(S12S23S12)
abc
def (θ
d ⊗ θe ⊗ θf ) ξaλbλc
= (S12S23S12)
abc
def (θ
dθe ⊗ θf) ξaλbλc
= −(S12S23Pa12)
abc
def (θ
dθe ⊗ θf) ξaλbλc
= −(Pa23S12S23)
abc
def (θ
dθe ⊗ θf) ξaλbλc
= 0.
We have used here the braid relation (3.1) for S, (2.15) and (4.43).
To conclude this section we repeat the above construction for the cal-
culus Ω¯1(AN ). Again, there is a unique metric g and two torsion-free
SOq(N)-covariant linear connections compatible with it up to a conformal
factor. In the θ¯a basis the actions of g and σ are respectively
g(θ¯a ⊗ θ¯b) = gab (6.15)
σ(θ¯a ⊗ θ¯b) = S¯abcd θ¯
c ⊗ θ¯d, (6.16)
The two choices for σ are
S¯ = qRˆ, or S¯ = (qRˆ)−1. (6.17)
This implies
S¯aedfg
fgS¯cbeg = q
±2gacδbd. (6.18)
In the ξ¯i basis the actions of g and σ become
g(ξ¯i ⊗ ξ¯j) = gijΛ−2, (6.19)
σ(ξ¯i ⊗ ξ¯j) = S¯ijhk ξ¯
h ⊗ ξ¯k. (6.20)
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The two covariant derivatives, one for each choice of σ, are
D¯ξ¯ = −θ¯ ⊗ ξ¯ + σ(ξ¯ ⊗ θ¯). (6.21)
The associated linear curvatures Curv vanish.
Since in the commutative limit q → 1 we have
Λ→ 1, K → 1,
we have also
g(ξi ⊗ ξj)→ δi,−j g(ξ¯i ⊗ ξ¯j)→ δi,−j .
The right-hand side is the matrix of coefficients of the flat metric in the
complex cartesian coordinates xi, and we recover RN as geometry (at least
formally). Had we adopted the commutation rule (3.40), instead of (3.38),
then we would have found an additional factor limq→1 r
2 in the right-hand
side, which would have corresponded to the coefficients of the metric of
R× SN−1.
7 Appendix
7.1 Miscellanea
In this appendix we give some miscellanea formulae on RNq .
The braid matrix of SOq(N) is given by [19]
Rˆ = q
∑
i 6=0
δii ⊗ δ
i
i +
∑
i 6=j,−j
or i=j=0
δji ⊗ δ
i
j + q
−1
∑
i 6=0
δ−ii ⊗ δ
i
−i (7.1)
+k(
∑
i<j
δii ⊗ δ
j
j −
∑
i<j
q−ρi+ρjδ−ji ⊗ δ
j
−i)
where here δij is the N ×N matrix with all elements equal to zero except
for a 1 in the ith column and jth row. Clearly, Rijhk := Rˆ
ji
hk is a lower-
triangular matrix. Moreover, under substitution of q by q−1 in (7.1) we
find that
Rˆ(q−1)ijkl = Rˆ(q)
−1−i−j
−k−l. (7.2)
Using the projector decomposition (3.6) and the expression (3.8) for Pt the
square of the Rˆ-matrix can be computed to be
(Rˆ2)ijkl = kRˆ
ij
kl + δ
i
kδ
j
l − q
1−Nkgijgkl. (7.3)
There is an embedding AN →֒ AN+2 given by
xi → xi for − n ≤ i ≤ n,
ri → ri for 0 ≤ i ≤ n (7.4)
Λ→ Λ, K → K.
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It follows from (3.16) that one can rewrite (3.18) as
r2i = ωi
(
q−1ω−1i−1r
2
i−1 + x
ix−i
)
= ωi
(
qω−1i−1r
2
i−1 + x
−ixi
)
, (7.5)
for i > 1 and for N odd and i = 1. This implies that for i ≥ 1
x−ixi − q2xix−i = −qkω−1i r
2
i . (7.6)
Finally, we recall a useful property of the fundamental representation ρ of
Uqso(N), namely
ρab (Sg) = g
adρcd(g)gcb. (7.7)
7.2 Universal R-matrix
In this appendix we recall the basics about the universal R-matrix [15] of a
quantum group Uqg , while fixing our conventions. We recall some useful
formulae
(∆⊗ id)R = R 13R 23 (7.8)
(id⊗∆)R = R 13R 12 (7.9)
(S ⊗ id)R = R−1 = (id⊗ S−1)R (7.10)
S−1(g) = u−1S(g)u. (7.11)
Here u is any of the elements u1, u2, ..u8 defined below:
u1 := (SR
(2))R (1) u2 := (SR
−1(1))R−1(2)
u3 := R
(2)S−1R (1) u4 := R
−1(1)S−1R−1(2)
(u5)
−1 := R (1)SR (2) (u6)
−1 := (S−1R (1))R (2)
(u7)
−1 := R−1(2)SR−1(1) (u8)
−1 := (S−1R−1(2))R−1(1)
(7.12)
In fact, using the results of Drinfel’d [15, 16] one can show that
u1 = u3 = u7 = u8 = vu2 = vu4 = vu5 = vu6, (7.13)
where v is a suitable element belonging to the center of Uqso(N) .
From (4.9) and (7.8,7.9) it follows the universal Yang-Baxter relation
R 12R 13R 23 = R 23R 13R 12, (7.14)
whence the other two relations follow
R−112R
−1
13R
−1
23 = R
−1
23R
−1
13R
−1
12 (7.15)
R 13R 23R
−1
12 = R
−1
12R 23R 13 (7.16)
By applying id⊗ ρac ⊗ ρ
b
d to (7.14), ρ
a
c ⊗ ρ
b
d ⊗ id to (7.15) and ρ
a
c ⊗ id⊗ ρ
b
d
to (7.16) we respectively find the commutation relations (5.6), (5.7), (5.8).
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7.3 Proof of Theorem 1
We divide the proof in various steps. First note that, because of (3.11),
equation (4.19) for ϕ−(L−) is equivalent to
xh[λa, x
i] = qRˆhijk[λa, x
j ]xk. (7.17)
Proposition 9 N independent solutions to Equation (7.17) are given by
(5.14) where γa ∈ C are arbitrary normalization constants.
Proof As a first step in the proof that Equation (7.17) is satisfied by the
λa of (5.14), we calculate the commutation relations between the x
i and
the λa:
Λϕ(L−−a−i ) = q
ρa−ρi [λa, x
i] = 0 for i < a,
Λϕ(L−−a−i ) = q
ρa−ρi [λa, x
i] = −qρa−ρi+1kλax
i for i > a,
Λϕ(L−−a−a) = [λa, x
a] =
{
−γaΛqkω
−1
a r
−1
a−1ra
γaΛkω
−1
|a|−1r
−1
|a| r|a|−1
for a > 1,
for a < −1,
Λϕ(L−00) = [λ0, x
0] = −q
1
2hγ0Λ for N odd
Λϕ(L−−1−1) = [λ1, x
1] =
{
−qkλ1x
1
−γ1Λqh(x
0)−1r1
for N even,
for N odd,
Λϕ(L−11) = [λ−1, x
−1] =
{
−qkλ−1x
−1
γ−1Λh(r1)
−1x0
for N even,
for N odd,
(7.18)
To obtain these relations we have used (3.20), (3.34) and (3.16). In the case
a = i we also need (7.6), and for even N , |a| = 1 (3.35). It will be noticed
that although complicated in appearence the system of Equations (7.18)
is actually mainly the first two equations, which are quite simple, plus a
series of special cases when i = a. The commutation relations between the
xi and the λa are independent of the normalization of the latter, so that
they impose no restriction on the γa.
Writing down the explicit expression for the Rˆ-matrix (7.1) and using
the fact that [λa, x
i] = 0 for i < a, one finds that the relation (7.17)
becomes:
xh[λa, x
i] = q[λa, x
i]xh + kq[λa, x
h]xi for h < i, h 6= −i
xh[λa, x
i] = q[λa, x
i]xh for
{
h > i, h 6= −i,
h = i = 0;
xi[λa, x
i] = q2[λa, x
i]xi for h = i 6= 0;
(7.19)
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finally, when h = −i,
x−i[λa, x
i] = [λa, x
i]x−i+
kq
(
[λa, x
−i]xi −
∑
k<i
q−ρk+ρi [λa, x
k]x−k
)
, for i > 0,
x−i[λa, x
i] = [λa, x
i]x−i − kq
∑
k<i
q−ρk+ρi [λa, x
k]x−k for i < 0.
These relations can be checked one by one with a lengthy but straightward
calculation by substituting the explicit expression (7.18) for [λa, x
i] and
commuting xh through it. More particularly, in the case i < a both sides
of the equations are identically 0, because both [λa, x
i] and R = PRˆ are
lower-triangular matrices. In the case i > a we first use (7.18) again to
commute xh with λa. Then we need (3.16) to commute x
h with xi if
h 6= −i, while we need to apply (7.5) to the expressions of the type xkx−k
to write them in terms of r2|k| and r
2
|k|−1 if h = −i. In the case i = a we
need (3.20) to commute xh through r|a| and r|a|−1. In the particular case
i = h = 0 (7.19) follows from the Λx commutation relation (3.34). ⊓⊔
Next, look for γa such that equations (5.5), (5.4) for ϕ
−(L−) with
i = −h,
ϕ−(L−iiL
−−i
−i) = 1, ϕ
−(L−00) = 1, (7.20)
are fulfilled. Using (7.18), we easily find the γa’s given in equations (5.15).
Lemma 2 With the γa given in equations (5.15) the elements λa are also
solutions to equations (4.43) and equations
λa[λb, x
i] = q−1(Rˆ−1)cdab[λc, x
i]λd. (7.21)
We shall occasionally use the short-hand notations
eia := [λa, x
i] e¯ia := [λ¯a, x
i] (7.22)
Note that, because of (3.11), the ϕ− images of equations (5.7) and (5.5)
are respectively equivalent to the ‘RTT-relations’
Rˆijkle
k
ae
l
b = e
i
ce
j
dRˆ
cd
ab (7.23)
and the ‘gTT-relations’
gabeiae
j
b = g
ijΛ2, gije
i
ae
j
b = gabΛ
2. (7.24)
Proposition 10 With the γa given in equations (5.15) the matrices e
i
a
fulfill (7.23), (7.24), and the ϕ− image of (5.4).
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This will conclude the proof of Theorem 1.
Proof of Lemma 2 It is interesting to note that the commutation rela-
tions (4.43) between the λa are the same as those (3.12) satisfied by the x
i,
because Pa
ab
cd = Pa
cd
ab. As (3.12) is equivalent to (3.16), so will equations
(4.43) be equivalent to
λaλb = qλbλa for a < b, a 6= −b,
[λa, λ−a] = kω
−1
a−1s
2
a−1 for a > 1,
[λ1, λ−1] =
{
0
hs20
for N even,
for N odd,
(7.25)
where the quantities s2a are defined by the equation
s2a =
a∑
c,d=−a
gcdλcλd (7.26)
for a ≥ 0 in the case N odd, and for a ≥ 1 in the case N even (in the latter
case the sum of course runs over c, d 6= 0).
It is easy to show the commutation relations (for i ≥ 0)
riλa =


q2λari for a < −i,
qλari for |a| ≤ i,
λari for a > i,
(7.27)
λaΛ = q
−1Λλa, (7.28)
and, for N even,
[K,λb] = 0 for |b| 6= 1, (7.29)
Kλ±1 = q
∓1λ±1K.
which follow from (3.36).
To show now the relation (4.43)1 we consider first the case a < b,
excluding the cases N odd and a = 0, and N even and a = ±1. By using
(7.18)2, (7.27) and (7.28) we obtain respectively the identities
λaλb = γaΛr
−1
|a|
r−1
|a|−1
λbx
−a = γaΛλbr
−1
|a|
r−1
|a|−1
x−a = qλbλa.
If N is even and a = ±1 we obtain
λ±1λb = γ±1Λ(x
±1)−1λbK
∓1 = γ1Λλb(x
±1)−1K∓1 = qλbλ±1, (7.30)
using respectively the identities (7.29), (7.18) and (7.28). We proceed
similarly in the case |b| = 1 when N is even. The calculation is analogous
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for the other cases b 6= −a. Summing up, for b 6= −a the λa and λb q-
commute, so that there is no restriction on the normalization constants
γa.
We now consider the cases a = −b. It follows from (5.14), (5.15) that
s20 = Λ
2q−2h−2(x0)
−2 for N odd
s21 = Λ
2q−2k−2ω21r
−2
1 for N even.
(7.31)
We use these two relations as initial steps to show by induction that
s2a = q
−2Λ2ω2ak
−2r−2a for a ≥ 1. (7.32)
In fact
s2a
(7.26)
= s2a−1 + q
−ρaλaλ−a + q
ρaλ−aλa
(5.14)
= s2a−1 + Λ
2γaγ−ar
−2
a r
−2
a−1
[
q−2−ρax−axa + qρaxax−a
]
(7.5)
= s2a−1 + Λ
2γaγ−ar
−2
a r
−2
a−1
[
q−2−ρa(ω−1a r
2
a − qω
−1
a−1r
2
a−1)
+qρa(ω−1a r
2
a − q
−1ω−1a−1r
2
a−1)
]
= s2a−1 + Λ
2γaγ−ar
−2
a r
−2
a−1
[
q−1ωa−1ω
−1
a r
2
a − q
−1ωaω
−1
a−1r
2
a−1
]
(5.15)
= s2a−1 − Λ
2q−2k−2ω2a−1r
−2
a−1 + Λ
2q−2k−2ω2ar
−2
a .
Assuming that (7.32) holds for a = b − 1, the first two terms in the last
line are opposite and therefore cancel, and the third gives (7.32) for a = b,
as claimed. We now consider the commutators [λa, λ−a] with a ≥ 1. For
N even we find the claim [λ1, λ−1] = 0 by a straightforward calculation.
In all other cases we proceed as follows,
[λa, λ−a]
(5.14),(3.20)
= γaγ−aq
−1Λ2r−2a r
−2
a−1(q
−1x−axa − qxax−a)
(7.6)
= −q−1Λ2γaγ−aω
−1
a kr
−2
a−1
(5.15)
= q−2k−1ωa−1Λ
2r−2a−1
(7.32)
= kω−1a−1s
2
a−1,
as claimed.
With the choice (5.15) for the normalization constants γa, the alge-
bra generated by xi, λi,Λ
±1,K±1, r±1i is symmetric, i.e. is invariant, with
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respect to the following transformation S
λ±1 →
(
γ±1(q
−1)γ∓1(q)
−1
) 1
2 x∓1 for N even,
λa → q
− 1
2
(
γa(q
−1)γ−a(q)
−1
) 1
2 x−a otherwise,
x±1 →
(
γ±1(q
−1)γ∓1(q)
−1
) 1
2 λ∓1 for N even,
xa → q−
1
2
(
γa(q
−1)γ−a(q)
−1
) 1
2 λ−a otherwise,
Λ → Λ,
K → K−1,
q → q−1.
(7.33)
Notice that S is an involution, S2 = id. Because of (3.3), (7.2) and (3.5)
under S the xx-commutation relations (3.12) and the λλ-commutation
relations (4.43) are exchanged. The xaΛ (3.34) and the λaΛ relations
(7.28) are exchanged as well, while the xλ relations (7.18) are invariant.
We can immediately check that for N odd under S
r2a →
a∑
b=−a
qρbq−1λ−bλb(γb(q
−1)γ−b(q
−1)γb(q)
−1γ−b(q)
−1)
1
2 = s2a (7.34)
where we have used (5.15). In the case of even N the same calculation
holds for the terms with |b| > 1, but we have to treat the term with |b| = 1
separately
r21 → 2λ−1λ1(γ1(q
−1)γ−1(q
−1)γ1(q)
−1γ−1(q)
−1)
1
2 = s21 (7.35)
The relation (5.14) expressing λa in terms of x
−a is invariant as well.
To see this we first express r−1a and r
−1
a−1 in (5.14) through sa and sa−1
respectively, then we use (7.28) to move Λ−1 to the left. In this way we
are able to rewrite (5.14) in the form
λa = γa(q)q
2Λ−1sasa−1x
−a. (7.36)
Taking into account (5.15) and (3.34), under S (7.36) becomes
x−a = γa(q)
−1rara−1Λ
−1λa (7.37)
i.e. we recover (5.14). Again, in the case of even N the special case |a| = 1
has to be treated separately, but due to (7.33)6 and (7.35), it is easily
checked that (5.14) is invariant in this case, too.
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This transformation is useful, because it enables us to get (7.21) by
applying S to (7.17) and then using the properties (3.3), (7.2) and (3.5) of
the Rˆ-matrix and (5.15). For N odd and N even, h 6= −i
λh[x
a, λi]
=
∑
j,k
q−1Rˆ(q−1)−h−i−j−k
√
γh(q)
γ−h(q−1)
γi(q)
γ−i(q−1)
γ−j(q−1)
γj(q)
γ−k(q−1)
γk(q)
[xa, λj ]λk
=
∑
j,k
q−1Rˆ(q)−1jkhi [x
a, λj ]λk. (7.38)
In the particular case that N is even and h = −i from
γ1(q)γ−1(q) = γ1(q
−1)γ−1(q
−1)
γb(q)γ−b(q) = q
−2γb(q
−1)γ−b(q
−1) for b 6= ±1
and the property (3.5) of the Rˆ-matrix, it is easily seen that (7.21) still
holds. This concludes the proof of Lemma 2. ⊓⊔
Proof of Proposition 10 To prove (7.23), we use (7.21) and (7.17)
Rˆcdab[λc, x
i][λd, x
j ] = Rˆcdab(λcx
i − xiλc)[λd, x
j ] =
Rˆcdab(qRˆ
ij
klλc[λd, x
k]xl − q−1(Rˆ−1)efcdx
i[λe, x
j ]λf ) =
Rˆcdabq
−1(Rˆ−1)efcdqRˆ
ij
kl[λe, x
k](λfx
l − xlλf ) = Rˆ
ij
kl[λa, x
k][λb, x
l],
i.e. the ‘RTT’-relations for eia. By repeated application of the ‘RTT’-
relations it is an immediate result that for any polynomial f(Rˆ)
f(Rˆijkl)e
k
ae
l
b = e
i
ce
j
df(Rˆ
cd
ab). (7.39)
In particular the projectors Ps, Pa, Pt are of this form. If we write Pt
explicitly using (3.8), this yields the gTT -relations (7.24) [which are equiv-
alent to the ϕ−-image of equations (5.5)] also for h 6= −i, which we had
not proved yet. ⊓⊔
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7.4 Proof of Theorem 2
The proof of 2 is similar to the one of Theorem 1. The explicit expressions
for Λ−1ϕ+(L+−a−i ) are
Λ−1ϕ(L+−a−i ) = q
ρa−ρi [λ¯a, x
i] = 0 for i > a,
Λ−1ϕ(L+−a−i ) = q
ρa−ρi [λ¯a, x
i] = qρa−ρi−1kλ¯ax
i for i < a,
Λ−1ϕ(L+−a−a) = [λ¯a, x
a] =
{
−γ¯aΛ
−1kω−1a−1r
−1
a ra−1
γ¯aΛ
−1kq−1ω−1a r
−1
|a|−1r|a|
for a > 1,
for a < −1,
Λ−1ϕ(L+00) = [λ¯0, x
0] = γ¯0Λ
−1q−
1
2h for N odd
Λ−1ϕ(L+−1−1) = [λ¯1, x
1] =
{
q−1kλ¯1x
1
−γ¯1Λ
−1hr−11 x
0
for N even,
for N odd,
Λ−1ϕ(L+11) = [λ¯−1, x
−1] =
{
q−1kλ¯−1x
−1
γ¯−1Λ
−1hq−1r1(x
0)−1
for N even,
for N odd.
(7.40)
7.5 Proof of Theorem 3
Using relations (3.11), it is easy to show that the image under ϕ of (5.8)
is equivalent to
Rˆcdabe¯
i
ce
j
d = Rˆ
ij
kle
k
ae¯
l
b (7.41)
in the notation (7.22).
Theorem 1 (2) fixes the coefficients γa (γ¯a) for a < 0 in terms of γa (γ¯a)
for a ≥ 0. We can use the remaining freedom in the choice of γa, γ¯a to find
further conditions on γa for a > 0, and relations relating the coefficients
γ¯a to γa so that (5.3) and (5.8) are fulfilled. We start with the observation
that in the case of odd N (5.14) and (5.18) imply
λ¯a = γ¯aγ
−1
a Λ
−2λa (7.42)
and use the equations (7.21) and (7.17). In this way we see that∑
c,d
Rˆcdab[λ¯c, x
i][λd, x
j ] =
∑
c,d
Rˆcdabγ¯cγ
−1
c (Λ
−2λcx
i − xiΛ−2λc)[λd, x
j ] =
∑
c,d
Rˆcdabγ¯cγ
−1
c Λ
−2(λcx
i − q−2xiλc)[λd, x
j ] =
∑
c,d
Rˆcdabγ¯cγ
−1
c Λ
−2(q
∑
k,l
Rˆijklλc[λd, x
k]xl − q−3
∑
e,f
Rˆ−1efcdx
i[λe, x
j ]λf ) =
∑
c,d
∑
e,f
∑
k,l
RˆcdabRˆ
−1ef
cd Rˆ
ij
klγ¯cγ
−1
c [λe, x
k](Λ−2λfx
l − xlΛ−2λf ) =
∑
c,d
∑
e,f
∑
k,l
RˆcdabRˆ
−1ef
cd Rˆ
ij
klγ¯cγ
−1
c γf γ¯
−1
f [λe, x
k][λ¯f , x
l],
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If the further condition holds,
γ¯aγ
−1
a = c ≡ const, (7.43)
then in the last line the γ’s cancel with each other, so do Rˆ and Rˆ−1, and
we find that (7.41) is actually satisfied.
To see that (7.43) is not only a sufficient, but also a necessary condition
for (7.41), we write down the latter for the particular values of the indices
i = a, j = b = a+ 1 for a = −n, . . . n− 1.
[λ¯a+1, x
a][λa, x
a+1] + k[λ¯a, x
a][λa+1, x
a+1] = (7.44)
[λa, x
a+1][λ¯a+1, x
a] + k[λa, x
a][λ¯a+1, x
a+1]
We plug in the expressions (7.18),(7.40) for eia and e¯
i
a and apply the rela-
tions (7.5). For a > 1, (7.44) implies
k3q(γ¯aγa+1 − γ¯a+1γa)ra−1ra+1r
−2
a ω
−1
a−1ω
−1
a+1 = 0 (7.45)
This means that in order for (7.41) to hold, we have to require
γ¯aγ
−1
a = γ¯a+1γ
−1
a+1 (7.46)
for every a > 1. A similar reasoning can be repeated for a ≤ 1 to show
that (7.46) has to hold for any value of a. Therefore (7.43) is necessary.
When N is even, it is not possible to satisfy (7.41). This is a conse-
quence of the fact that (7.42) does not hold for |a| = 1 in this case, due
to the particular form of λ±1 and λ¯±1. Choose the indices in (7.41) to be
e.g. i = a = 1, j = b = 2. Plug in (7.18), (7.40) for eia and e¯
i
a and the
definitions (5.14), (5.18) for λa and λ¯a, then apply (3.35) and (3.16). In
this way (7.44) becomes
−k2
(
γ¯2γ1r
−1
2 r
−1
1 x
−2x2K−1 + kγ¯1γ2qω
−1
2 r2r
−1
1 K
)
=
−k2γ¯2γ1r
−1
2 r
−1
1
(
x2x−2 − kω−11 r
2
1
)
K−1
Due to the commutation relation (3.16) between x2 and x−2 the terms
which are proportional to K−1 cancel and the following equation should
be satisfied
k3qγ¯1γ2ω
−1
2 r2r
−1
1 K = 0.
But this would mean that either γ¯1 or γ2 should vanish, which is not
possible, if we want to have N independent objects λa instead of fewer.
That is the reason why the theorem does not hold for N even.
In the case N odd (7.43) is consistent with (5.15), (5.19). We can
determine c e.g. by applying (7.43) to a = 0 and by recalling (5.15)1,
(5.19)1. We thus find c = −q. In this way we get the last of the equations
(5.23), which completely fixes the coefficients γ¯a in terms of the γa.
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As the last step, we require (5.3). This imposes another condition
relating γ¯a to γa:
γ¯aγa = k
−2ωa−1ωaq
−1 for a > 1, (7.47)
γ¯1γ1 = h
−2q−1 (7.48)
γ¯0γ0 = −h
−2 (7.49)
γ¯−1γ−1 = h
−2q (7.50)
γ¯aγa = k
−2ωa−1ωaq for a < −1, (7.51)
Here we have used the expression (7.18) for eaa = Λϕ(L
−−a
−a) and (7.40)
for e¯aa = Λϕ(L
+−a
−a) Equations (7.47) to (7.51) are compatible with (5.15),
(5.19). If we replace γ¯a = −qγa we find the remaining equations in (5.23).
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