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Abstract
It will be proved that a model of lattice field theories which satisfies (A1) Hermitic-
ity, (A2) translational invariance, (A3) reflection positivity, and (A4) polynomial
boundedness of correlations, permits the Umezawa-Kamefuchi-Ka¨lle´n-Lehmann
representation of two point correlation functions with a positive spectral density
function. Then, we will also argue that positivity of spectral density functions is
necessary for a lattice theory to satisfy conditions (A1) -(A4). As an example, a
lattice overlap scalar boson model will be discussed. We will find that the overlap
scalar boson violates the reflection positivity.
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1. Introduction
Lattice regularization [1] of quantum field theories gives us influential tools
to analyze the theory on a non perturbative level. It provides a mathematically
rigorous scheme as well as enables us to perform numerical simulations, which is
really powerful when one tackles problems concerning Quantum Chromodynamics
(QCD), the most promising physical model which is expected to describe the strong
interaction of elementary particles.
However, it is far from trivial whether a lattice scheme indeed defines a phys-
ically acceptable quantum mechanical model. M. Lu¨scher constructed, starting
from Wilson’s lattice QCD, a Hilbert space of state vectors, and a self-adjoint
Hamiltonian operator [2]. This construction is physically natural and concrete,
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but seems to crucially rely on the nearest-neighbor property of the lattice action.
K. Osterwalder and E. Seiler proved [3] that Wilson’s lattice QCD model fulfills
Osterwalder-Schrader’s reflection positivity condition [4, 5], and also that form
this condition a Hibert space of quantum mechanical state vectors, and positive
Hamiltonian operator can be reconstructed. Their construction is more abstract
than Lushcer’s but seems to be applicable to larger class of lattice models, which
may contain non-nearest-neighbor interactions.
Thus, when one considers a lattice model containing non-nearest-neighbor in-
teractions, one should rely on Osterwalder-Seiler’s reconstruction procedure. In
this case, it is an important issue to prove the reflection positivity condition in or-
der for the lattice model to be ensured to define a quantum mechanical system.
But, to prove that a concrete lattice model indeed satisfies the reflection positivity
is not a very trivial problem especially when the lattice action contains infinite-
range interaction (cf. Ref. [6]). And, such action is really needed when one wants
to have the exact chiral symmetry on the lattice. In fact, the exact chiral symme-
try is realized by adopting Neuberger’s overlap Dirac operator [7, 8, 9], a gauge
covariant solution of the Ginsparg-Wilson relation [10], and this Dirac operator is
not finite-range.
Recently, Y. Kikukawa and the author discussed [11] the N = 1 lattice Wess-
Zumino model [12] formulated through the overlap Dirac operator [13, 14, 15, 16,
17, 18, 19] and pointed out that this model violates the reflection positivity con-
dition. The reflection positivity condition of this model is violated by the bosonic
part, the lattice overlap boson. It was shown there that, for the overlap boson,
the way to prove the reflection positivity, which they adopted to prove the reflec-
tion positivity of the overlap fermion, does not work and that the spectral density
function in the Euclidean Umezawa-Kamefuchi-Ka¨lle´n-Lehmann representation
[20, 21, 22, 23] of the two point correlation function is not positive. Thus, they
concluded that this model does not satisfy the reflection positivity condition.
However, a rigorous proof of the statement that a lattice model with a spec-
tral density function which is not positive violates the reflection positivity was not
given there. It was assumed there that a lattice model fulfilling the reflection posi-
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tivity condition permits the following formal computations :
〈
φ(x)∗φ(0)〉 = 〈Ω| ˆφ(x)† ˆφ(0)|Ω〉
= 〈Ω|{e−Ht−iP·x ˆφ(0)eHt+iP·x}† ˆφ(0)|Ω〉
= 〈Ω|eHt−iP·x ˆφ(0)†e−Ht−iP·x ˆφ(0)|Ω〉
= 〈Ω| ˆφ(0)†e−Ht−iP·x ˆφ(0)|Ω〉
=
∫ dλ
π
dp
(2π)d−1 e
−λt−ip·x〈Ω| ˆφ(0)†|λ, p〉〈λ, p| ˆφ(0)|Ω〉
=
∫ dλ
π
dp
(2π)d−1 e
−λt−ip·x|〈λ, p| ˆφ(0)|Ω〉|2
=
∫ dλ
π
dp
(2π)d−1 e
−λt−ip·xρ(λ, p). (1)
to conclude that reflection positive models must have the positive spectral density
function ρ(λ, p) = |〈λ, p| ˆφ(0)|Ω〉|2.
In this paper, we will give a mathematically rigorous proof of this statement in
a self-contained manner. Assuming that a lattice model of complex scalar field sat-
isfies (A1) Hermiticity, (A2) translational invariance, (A3) reflection positivity, and
(A4) polynomial boundedness of correlations, we prove that such a lattice model
permits the Euclidean version of Umezawa-Kamefuchi-Ka¨lle´n-Lehmann represen-
tation with a positive spectral density function. Furthermore, we will point out that
positivity of the spectral density function is necessary for a lattice model to satisfy
the assumptions (A1)-(A4). As an application, we will prove that the lattice overlap
scalar boson violates the reflection positivity condition by showing that the spec-
tral density function is not positive. Therefore, it is somewhat doubtful whether this
model really defines a quantum mechanical model, at least if the lattice spacing is
kept non-zero.
This paper is organized as follows. In section 2, we will introduce several
definitions and assumptions (A1)-(A4) of a generic lattice scalar field model which
will be discussed in the following sections. It will be stated as Theorem 2.1 that
a two point correlation function of a lattice field theory on Zd satisfying these
assumptions is a Fourier (or Laplace, in the time direction) transformation of some
positive measure supported on [0,∞) × [−π, π]d−1. This expression is regarded as
a Euclidean version of the Umezawa-Kamefuchi-Ka¨lle´n-Lehmann representation,
and from the theorem, the spectral density function is proved to be positive.
In section 3, we will review in detail how to reconstruct a quantum mechanical
system from a lattice field theory satisfying assumptions (A1)-(A4). These quan-
tum mechanical ingredients will play an essential role in the proof of Theorem
2.1.
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In section 4, Theorem 2.1 will be proved as a simple corollary of this re-
construction procedure, and Euclidean version of Umezawa-Kamefuchi-Ka¨lle´n-
Lehmann representation will be discussed. It will be pointed out there, a lattice
model with a non-positive spectral density violates at least one of our assumptions
(A1)-(A4).
In section 5, the above general discussion will be applied to the overlap boson.
The lattice overlap boson field in the infinite volume lattice will be defined as a
Gaussian random process characterized by the Klein-Gordon type bosonic overlap
operator. After proving that the overlap boson fulfills all of our assumptions except
the reflection positivity condition, an explicit formula of the two point function
will be presented, which shows that the spectral density is not non-negative. Fi-
nally, this proves that the lattice overlap boson system never satisfies the reflection
positivity condition (A3).
2. General setup
We give a basic setup of a lattice field theory considered in the following. Here,
we deal with a generic complex scalar field theory on the lattice. For simplicity,
we always set the lattice spacing to be unity. Let d be space-time dimension. For
x ∈ Zd, we denote its components by
x = (x0, x1, . . . , xd−1), xµ ∈ Z, µ = 0, 1, . . . , d − 1. (2)
The 0-th direction is called the time direction while k-th directions with k = 1, 2, . . . , d−
1 are called spacial directions.
For each x ∈ Zd, there is a field algebra Ax, all the polynomials generated by
lattice fields {φ(x), φ(x)∗, 1}. LetΛ ⊂ Zd be a finite subset of Zd, and define a tensor
product
AΛ :=
⊗
x∈Λ
Ax, (3)
which is all the polynomials of fields living in Λ, {φ(x), φ(x)∗, 1}x∈Λ. The local field
algebra AL is defined as
AL :=
⋃
Λ⊂⊂Z
AΛ, (4)
where Λ ⊂⊂ Z means Λ is a finite subset of Zd. The translation group Zd naturally
acts on AL, as automorphisms on AL
Z
d ∋ y 7→ τy ∈ AutAL, (5)
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which is given by, for generators of AL,
τyφ(x) = φ(x + y), τyφ(x)∗ = φ(x + y)∗, τy(1) = 1. (6)
This clearly satisfies
τyAx = Ax+y
τyAΛ = AΛ+y. (7)
The expectation value is a linear map
〈·〉 : AL → C, (8)
satisfying the normalization condition
〈1〉 = 1. (9)
We call 〈a〉 “the expectation value of a” for a ∈ AL. A lattice field theory is
characterized by the pair (AL, 〈·〉).
Next, we introduce operations on AL, the reflection operator θl and θs. Consider
the following two types of time reflections:
(t, x) 7→ (−t + 1, x), (10)
(t, x) 7→ (−t, x). (11)
The former is called link reflection and the latter site reflection. Clearly, link re-
flection is reflection with respect to the hyper plane {(t, x) ∈ Zd ; t = 1/2}, and site
reflection is to {(t, x) ∈ Zd ; t = 0}. Corresponding to these two reflections, we
define two operators θl and θs as follows. For the generators, we define
θlφ(t, x) := φ(−t + 1, x)∗, (12)
θsφ(t, x) := φ(−t, x)∗, (13)
and θl1 = θs1 = 1. For general elements of AL, we extend it by the relations
θ#(αa + βb) = α¯θ#(a) + ¯βθ#(b), (14)
θ#(ab) = θ#(b)θ#(a), (15)
for α, β ∈ C, a, b ∈ AL and # = l or # = s. α¯ denotes complex conjugate of α ∈ C.
Let A#± ⊂ AL be a subalgebra which consists of all the polynomials generated
by “positive (resp. negative) time” field generators {φ(t, x), φ(t, x)∗} and 1. For
instance, Al
+
is defined as
A
l
+ :=
⋃
Λ⊂⊂Zd+
AΛ, Z
d
+ := {(t, x) ∈ Zd : t ≥ 1}, (16)
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and similarly for other cases. It is clear by the definition that θ2# = 1 and θ#A
#± =
A
#∓ for # = l, s. Since we mainly consider the link reflection in the following
discussion, we omit the subscript l to mean “link” , and just write θ := θl, A+ := Al+
and so forth.
In the subsequent analyses, we consider lattice field theories (AL, 〈·〉) which
fulfill the following assumptions (A1) - (A4).
(A1) Hermiticity :
〈θ(a)〉 = 〈a〉, ∀a ∈ AL. (17)
(A2) Translational invariance of the expectation value :
〈τx(a)〉 = 〈a〉 , ∀a ∈ AL, ∀x ∈ Zd. (18)
(A3) The link reflection positivity condition :
〈θ(a) a〉 ≥ 0, ∀a ∈ A+. (19)
(A4) Polynomial boundedness of the correlation functions : For all a, b ∈ AL,
there exists some constant Ca,b > 0 and n ∈ N such that
| 〈b τx(a)〉 | ≤ Ca,b(1 + |x|n), x ∈ Zd. (20)
If we assume in addition the following site reflection positivity condition, more
strong result will be obtained :
(A3S) The site reflection positivity condition :
〈θs(a) a〉 ≥ 0, ∀a ∈ As+. (21)
But, we will not assume this condition (A3S) in general except in subsection 3.3.
We stress that in order to reconstruct a Hilbert space of state vectors, and Hamilto-
nian and momentum operators, (A3S) is not necessary.
From the above assumptions (A1)-(A4), a quantum mechanical system with a
Hamiltonian and spacial momentum operators can be reconstructed. Furthermore,
our assumptions (A1)-(A4) are sufficient to ensure that the two point function per-
mits Euclidean version of Umezawa-Kamefuchi-Ka¨lle´n-Lehmann representation
with positive spectral density. More strictly, we can prove :
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Theorem 2.1. Suppose a lattice theory (AL, 〈·〉) satisfies (A1)-(A4). Then, its Eu-
clidean two point Green function 〈φ(x)∗φ(0)〉 with x0 = 2m+ 1, m = 0, 1, 2, . . . is a
Fourier (or Laplace, in the time direction) transformation of some bounded Borel
measure supported on [0,∞) × [−π, π]d−1, that is, there exists a d-dimensional
bounded Borel measure ρ with supp ρ ⊂ [0,∞) × [−π, π]d−1 such that
〈
φ(x)∗φ(0)〉 = ∫
[0,∞)×[−π,π]d−1
e−2mλe−ip·x dρ(λ, p), x0 = 2m + 1, m = 0, 1, 2, . . . .
(22)
Furthermore, the measure ρ is unique in the sense that if there is a bounded Borel
measure σ satisfying the same relation as (22), then ρ = σ.
After we complete the proof of Theorem 2.1, it will become clear from the con-
struction of the measure ρ that it carries information of the spectrum of quantum
mechanical energy momentum operators (H, P), and we regard the expression of
(22) as the Euclidean version of Umezawa-Kamefuchi-Ka¨lle´n-Lehmann represen-
tation of propagators. Apply the Lebesgue decomposition theorem to ρ to obtain
the decomposition
ρ = ρa + ρs, (23)
with ρa absolutely continuous with respect to the Lebesgue measure dλ dp, and ρs
singular to it. Let σ be the Radon-Nikodym derivative of ρa :
dρa(λ, p) = σ(λ, p) dλ
π
dp
(2π)d−1 . (24)
We call σ a spectral density function. By Theorem 2.1, if a lattice model (AL, 〈·〉)
satisfies assumptions (A1) - (A4), then the spectral density of the model σ has to
be nonnegative at almost every (λ, p) with respect to the Lebesgue measure.
3. Construction of Hilbert space, Hamiltonian and Momentum Operators
Before going to the proof of Theorem 2.1, we will review in detail how to
reconstruct a quantum theory in a self-contained manner. The discussion given in
this section is mainly based on Refs. [24, 25, 3].
3.1. Hilbert space of state vectors
Let a lattice model (AL, 〈·〉) satisfy the assumptions (A1)-(A4) given above.
We emphasize that the site reflection positivity condition (A3S) is not assumed
here. The reconstruction of a quantum theory can be performed without relying
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on the site reflection positivity (A3S). Remember again the subsprict l for “link” is
omitted, for instance, θ := θl, A+ := Al+, and so forth.
We will construct a Hilbert space of state vectors as follows. Let us define a
quadratic form on A+
(·, ·)+ : A+ × A+ → C (25)
by
(a, b)+ := 〈θ(a)b〉 a, b ∈ A+. (26)
By virtue of the link reflection positivity (A3), (·, ·)+ defines a positive semi-definite
inner product on A+. Then, we consider the quotient vector space A+/N , where
N := {a ∈ A+ ; (a, a)+ = 0} (27)
is the subspace of null vectors. Let us denote the equivalent class of a ∈ A+ by [a].
The linear operation in A+/N is given by
[a] + [b] := [a + b] a, b ∈ A+, (28)
α[a] := [αa] α ∈ C, a ∈ A+, (29)
and the inner product 〈·, ·〉 on A+/N is defined by
〈[a], [b]〉 := (a, b)+ a, b ∈ A+. (30)
It is straightforward to check that these are well-defined and that with this inner
product A+/N becomes a pre-Hilbert space (i.e. a complex vector space with pos-
itive definite inner product). We define a Hilbert space K to be the completion of
A+/N . Note that the original vector space D := A+/N is embedded as a dense
subspace in K . In general, K may be too large, containing unphysical states with
infinite energy. The physical Hilbert space is a closed subspace of K consisting of
all the state vectors with finite energy, which will be defined after we introduce the
transfer matrix T .
3.2. Hamiltonian and Momentum operators
We will define translation operators Uµ for µ = 0, 1, 2, . . . , d − 1 on K , through
the translation automorphisms {τy}y∈Zd . For elements of D, we define Uµ by the
relations
Uµ[a] := [τµ(a)], a ∈ A+, µ = 0, 1, 2, . . . , d − 1, (31)
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where τµ is the one-site translation in the µ-th direction:
τµ := τeµ , (32)
with eµ being a unit vector in the µ-th direction. For spacial directions k = 1, 2, . . . , d−
1, Uk is the unitary implementation of spacial translations {τx}x∈Zd−1 in K . How-
ever, in the time direction µ = 0, the “θ-reflected” inner product in K makes U0 a
self-adjoint operator instead of a unitary operator. This is because we are working
in the Euclidean space-time.
Let us show the operation of Uµ does not depend on the choice of representa-
tives, i.e. τµN ⊂ N , so that Uµ’s are well-defined.
First, consider the spacial directions. Let ||a||+ be the square root of (a, a)+ with
a ∈ A+. Since τk’s, (k = 1, 2, . . . , d − 1) commute with θ and 〈·〉 is translationally
invariant by (A2), we learn
(τk(a), τk(b))+ = (a, b)+, (33)
implying
||τk(a)||+ = ||a||+, (34)
and therefore τkN ⊂ N. This confirms the well-definedness of Uk’s (k = 1, 2, . . . , d−
1), and we learn from (34)
||Uk[a]||K = ||[a]||K a ∈ A+. (35)
Thus, we conclude that the operator norm1 of Uk, which we denote by ||Uk ||, satis-
fies ||Uk || = 1 and then Uk has the unique unitary extension on K . We denote this
extended unitary operator by the same symbol Uk.
Next, we consider the time direction. This case needs more arguments [24]. To
see that U0 is well-defined, put for t = 0, 1, 2, . . . and for some fixed a ∈ A+,
F(t) := (a, τt0(a))+. (36)
1 For a linear operator A in a Hilbert space, its operator norm is defined as
||A|| := sup
x∈D(A)
||Ax||
||x|| ,
where D(A) is a domain of definition of A.
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Noting that τ0 ◦θ = θ ◦τ−10 on A+ and using the translational invariance of 〈·〉 (A2),
we obtain
(a, τ0(b))+ = 〈θ(a) τ0(b)〉
=
〈
τ−10 ◦ θ(a) (b)
〉
= 〈θ ◦ τ0(a) (b)〉
= (τ0(a), b)+. (37)
From the link reflection positivity condition (A3) and (37), we obtain
F(2t) = (a, τ2t0 (a))+ = ||τt0(a)||2+ ≥ 0, (38)
and by the repeated use of (37) and Schwarz’s inequality for (·, ·)+, we also have
0 ≤ F(2t) ≤ ||a||+ ||τ2t0 (a)||+
= ||a||+(τ2t0 (a), τ2t0 (a))1/2+
= ||a||+(a, τ22t0 (a))1/2+
≤ ||a||1+1/2+ ||τ2
2t
0 (a)||1/2+
= . . .
≤ ||a||1+1/2+(1/2)2+···+(1/2)n+ ||τ2
n+1t
0 (a)||(1/2)
n
+
= ||a||1+1/2+(1/2)2+···+(1/2)n+ F(2n+2t)(1/2)
n+1
. (39)
By the polynomial boundedness (A4), there exists some constant Ca > 0 and m ∈ N
such that,
F(t) ≤ Ca(1 + |t|m). (40)
Hence, noting that
lim
n→∞ F(2
n+2t)(1/2)n+1 ≤ lim
n→∞{Ca(1 + |2
n+2t|m)}(1/2)n+1 = 1, (41)
and taking the limit n → ∞ in (39), we obtain the estimation
0 ≤ F(2t) ≤ ||a||2+. (42)
In particular, if a ∈ N , we learn
||τ0(a)||2+ = F(2) ≤ ||a||2+ = 0, (43)
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showing that τ0N ⊂ N . Then, it is confirmed that the definition of U0 by (31)
makes sense. Further, one can see that U0 is bounded because the computation
||U0[a]||K = ||[τ0(a)]||K = ||τ0(a)||+ ≤ ||a||+ = ||[a]||K (44)
shows that the operator norm of U0 is less than 1 :
||U0|| ≤ 1. (45)
Therefore, from the boundedness of U0 and (37), U0 has the unique self-adjoint
extension T defined on D(T ) = K . T is called the transfer matrix. Here, the
operator domain of A is denoted by D(A).
We will construct the Hamiltonian and momentum operators from T and Uk’s.
The desired relation between Hamiltonian and the transfer matrix T is
T t = e−tH , t = 0, 1, 2, . . . , (46)
but this can not be satisfied in general, because T is not always a nonnegative
operator and may have non-trivial kernel. So, we proceed in the following way.
First, consider
H := (ker T )⊥. (47)
We do not want state vectors in ker T to be contained in the physical Hilbert space
since these states possess infinite energy. Hence, it is reasonable to regard the
Hilbert space H as a physical Hilbert space. Next, define Hamiltonian H by
H := −1
2
ln(T |H )2 = − ln |T |H |. (48)
From the functional calculus (see, for example, Theorem VIII.5 in Ref. [26]), H
is a densely defined, positive self-adjoint operator in H . From now on, we will
denote the transfer matrix T |H just by T . Note that H is unbounded in general, and
is bounded if and only if 0 < σ(T ) and also that since σ(T ) ⊂ [0, 1], the spectrum
of H is contained in [0,∞). The important remark here is that it is true that
T t = e−tH , t = 0, 2, 4, . . . , (49)
but (46) is false in general for odd t.
Spacial momentum operators Pk (k = 1, 2, . . . , d − 1)’s are defined through the
expected relations :
Unk = e
−inPk , k = 1, 2, . . . , d − 1, n ∈ Z. (50)
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Here, Uk’s are considered to be unitary operators in H . Explicitly, we define Pk
as follows. Let Bd be the d dimensional Borel field. By the spectral theorem
for the unitary operators, there exist a unique one dimensional spectral measure
{Ek(B)}B∈B1 supported on [−π, π] such that
Uk =
∫
[−π,π]
e−iθ dEk(θ). (51)
Define
Pk :=
∫
R
θ dEk(θ) =
∫
[−π,π]
θ dEk(θ), (52)
and this Pk is a bounded self adjoint operator in H satisfying
e−inPk =
∫
[−π,π]
e−inθ dEk(θ) = Unk , (53)
for all n ∈ Z.
So far, we have constructed the energy-momentum operators (H, P) and the
physical energy-momentum spectrum is considered to be the joint spectrum of
(H, P). But, the existence of the joint spectrum is ensured only when they are
strongly commuting (i.e. their associated spectral measures are commuting). Thus,
we have to prove :
Theorem 3.1. Let (H, P), with P = (P1, P2, . . . , Pd−1) be Hamiltonian and mo-
mentum operators defined above. Then, (H, P) are strongly commuting, that is, all
the spectral projections are commuting with each other.
Proof. First, we show the strong commutativity of S := T 2 and Pk (k = 1, 2, . . . , d−
1). Because S and Pk are bounded, it suffices to prove they commute in the ordinary
sense. Take arbitrary u, v ∈ H . Let f ∈ C([−π, π])∩C1((−π, π)) with f (−π) = f (π),
f ′ ∈ L2([−π, π]) and cn be its Fourier coefficients :
cn :=
1
2π
∫
[−π,π]
f (λ)einλ dλ. (54)
Then, {cn}n ∈ l2(Z) and f can be written as an infinite series converging absolutely
and uniformly in λ [27]:
f (λ) =
∑
n∈Z
cne
−inλ. (55)
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Since S and Unk are commuting for all n ∈ Z, we obtain for all f ∈ C([−π, π]) ∩
C1((−π, π)) with f (−π) = f (π) and f ′ ∈ L2([−π, π]),
〈u, f (Pk)S v〉 =
∫
[−π,π]
f (λ) d 〈u, Ek(λ)S v〉
=
∫
[−π,π]
∑
n∈Z
cne
−inλ d 〈u, Ek(λ)S v〉
=
∑
n∈Z
cn
∫
[−π,π]
e−inλ d 〈u, Ek(λ)S v〉
=
∑
n∈Z
cn
〈
u, e−inPk S v
〉
=
∑
n∈Z
cn
〈
u,Unk S v
〉
=
∑
n∈Z
cn
〈
u, S Unk v
〉
=
∑
n∈Z
cn
∫
[−π,π]
e−inλ d 〈u, S Ek(λ) v〉
=
∫
[−π,π]
∑
n∈Z
cne
−inλ d 〈u, S Ek(λ) v〉
=
∫
[−π,π]
f (λ) d 〈u, S Ek(λ) v〉
= 〈u, f (Pk)S v〉 , (56)
by Fubini’s theorem. Hence, for arbitrary f ∈ C([−π, π]) ∩ C1((−π, π)) with
f (−π) = f (π), f ′ ∈ L2([−π, π]), we have
f (Pk)S = S f (Pk). (57)
Choose a sequence { fm}∞m=1 such that
fm ∈ C([−π, π]) ∩ C1((−π, π)), fm(−π) = fm(π), f ′m ∈ L2([−π, π]), m = 1, 2, . . . ,
(58)
and
lim
m→∞ fm(λ) = λ, dλ − a.e. . (59)
For instance, one may adopt
fm(λ) =

λ − π
(
λ
π
)m
0 ≤ λ ≤ π
λ + π
(
−λ
π
)m −π ≤ λ < 0.
(60)
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By the Lebesgue convergence theorem, we obtain for all u, v ∈ H ,
〈u, PkS v〉 =
∫
[−π,π]
λ d
〈
u, E j(λ)S v
〉
=
∫
[−π,π]
lim
m→∞ fm(λ) d
〈
u, E j(λ)S v
〉
= lim
m→∞
∫
[−π,π]
fm(λ) d
〈
u, E j(λ)S v
〉
= lim
m→∞ 〈u, fm(Pk)S v〉
= lim
m→∞ 〈u, S fm(Pk)v〉
= lim
m→∞
∫
[−π,π]
fm(λ) d
〈
u, S E j(λ)v
〉
=
∫
[−π,π]
lim
k→∞
fm(λ) d
〈
u, S E j(λ)v
〉
=
∫
[−π,π]
λ d
〈
u, S E j(λ)v
〉
= 〈u, S Pkv〉 . (61)
which results in
PkS = S Pk, k = 1, 2, . . . , d − 1. (62)
Next, in order to prove the strong commutativity of H and Pk, take any real-
valued Borel function F satisfying ES ({λ ∈ R : |F(λ)| = ∞}) = 0. F(S ) is a
(possibly unbounded) self-adjoint operator. Suppose we can show
PkF(S ) ⊂ F(S )Pk. (63)
Then, the bijectivity of F(S ) − z and Pk − w, for arbitrary z,w ∈ C \ R, shows that
(F(S ) − z)−1(Pk − w)−1v = (Pk − w)−1(F(S ) − z)−1v, ∀v ∈ H . (64)
Therefore, F(S ) and Pk are strongly commuting. Choosing
F(λ) = −1
2
ln λ, (65)
so that F(S ) = H proves the strong commutativity of H and Pk.
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It remains to show (63). Suppose v ∈ D(F(S )). Then, from the strong commu-
tativity of S and Pk, we learn∫
R
|F(λ)|2 d 〈Pkv, ES (λ)Pkv〉 =
∫
R
|F(λ)|2 d
〈
P2kv, ES (λ)v
〉
≤ ||Pkv||2
∫
R
|F(λ)|2 d||ES (λ)v||2
< ∞. (66)
This shows that v ∈ D(F(S )) implies Pkv ∈ D(F(S )). Furthermore, for all u ∈ H
and v ∈ D(F(S )), we obtain
〈u, F(S )Pkv〉 =
∫
F(λ) d 〈u, ES (λ)Pkv〉
=
∫
F(λ) d 〈u, PkES (λ)v〉
= 〈u, PkF(S )v〉 , (67)
which shows (63).
The strong commutativity of P j and Pk is similar and easier. From the commu-
tativity of U j and Uk, and the Fubini’s theorem, we have for any f ∈ C([−π, π]) ∩
C1((−π, π)) with f (−π) = f (π), f ′ ∈ L2([−π, π]), and for all u, v ∈ H ,〈
u, f (P j) f (Pk)v
〉
=
∑
n,m∈Z
cncm
〈
u,Unj U
m
k v
〉
=
∑
n,m∈Z
cncm
〈
u,Umk U
n
j v
〉
=
〈
u, f (Pk) f (P j)v
〉
. (68)
This shows
f (P j) f (Pk) = f (Pk) f (P j), (69)
for all f ∈ C([−π, π]) ∩ C1([−π, π]) with f (−π) = f (π) and f ′ ∈ L2([−π, π]). By
the same limiting argument as above, we obtain
P jPk = PkP j, (70)
completing the proof. 
Let {E0(·)} the spectral measure of H, and {Ek(·)} be that of Pk. From Theorem
3.1, we can define the product spectral measure on Rd
E := E0 × E1 × E2 × · · · × Ed−1, (71)
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and the joint spectrum
σJ(E) := supp E. (72)
It is clear by the definition that
σJ(E) ⊂ σ(H) × σ(P1) × · · · × σ(Pd−1) ⊂ [0,∞) × [−π, π]d−1. (73)
In fact, this follows from
E(σ(H) × σ(P1) × · · · × σ(Pd−1)) = E0(σ(H))E1(σ(P1)) . . . Ed−1(σ(Pd−1)), (74)
and σ(H) = supp E0, σ(Pk) = supp Ek, k = 1, 2, . . . , d− 1, and the definition of the
support. (H, P) can be expressed in terms of the product spectral measure {E(·)} by
H =
∫
Rd
λ dE(λ, p) =
∫
[0,∞)×[−π,π]d−1
λ dE(λ, p),
Pk =
∫
Rd
pk dE(λ, p) =
∫
[0,∞)×[−π,π]d−1
pk dE(λ, p). (75)
By these expressions, we learn
e−tHe−iP1x1 . . . e−iPd−1xd−1 = e−tH−iP·x = e−tH−iP·x
=
∫
[0,∞)×[−π,π]d−1
e−λt−ip·x dE(λ, p), (76)
for t = 0, 1, 2, . . . and ∀x ∈ Zd−1. For a closable operator A, ¯A is its closure. In the
third equality above, we have used the fact that −tH − iP · x is closed since P · x is
bounded. We employ in what follows the notation
Ux := e−iP·x, x ∈ Zd−1. (77)
3.3. Remark: Site reflection positive case
In this subsection, the site reflection positivity condition (A3S) is assumed in
addition. In this case, T ≥ 0 can be shown [24].
Let θs be the site reflection defined by (13). Note that the site reflection θs is
related to the link reflection θ by
θ = τ0 ◦ θs. (78)
Then, our additional assumption (A3S) can be read as
〈θs(a) a〉 =
〈
τ−10 ◦ θ(a) a
〉
= 〈θ(a) τ0(a)〉 ≥ 0, (79)
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for all a ∈ A+.
Define as before for t = 0, 1, 2, . . . and for some fixed a ∈ A+,
F(t) := (a, τt0(a))+. (80)
Under the present assumptions (A1)-(A4) and (A3S), it can also be shown that not
only (38) but also the value of F at odd integers is also positive :
F(2t + 1) = (a, τ2t+10 (a))+
= (τt0(a), τ0 ◦ τt0(a))+
=
〈
θ(τt0(a)) τ0(τt0(a))
〉
≥ 0, (81)
for t = 0, 1, 2, . . . . Here, we have used the site reflection positivity (A3S) and the
translational invariance of the expectation functional (A2). Combining (38) and
(81) we obtain for all t = 0, 1, 2, . . . ,
F(t) ≥ 0. (82)
From this, it immediately follows that T satisfies〈
[a], T t[a]
〉
H ≥ 0, (83)
for all t = 0, 1, 2 . . . , which implies
T ≥ 0. (84)
Hence, in the present case,
T t = e−tH (85)
is true not only for even but also for odd t ≥ 0.
4. Proof of Theorem 2.1
Now, we have collected sufficient materials to prove the Theorem 2.1. After
proving Theorem 2.1, we will discuss the Umezawa-Kamefuchi-Ka¨lle´n-Lehmann
representation of the propagator of a Euclidean lattice theory, and point out that a
lattice bosonic model with negative spectral density must violates at least one of
our assumptions (A1) - (A4).
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4.1. Proof of Theorem 2.1
The existence of such measure is a simple corollary of the above construction.
In fact, since 〈
φ(x)∗φ(0)〉 = 〈φ(0)φ(x)∗〉
=
〈
θ(φ(1, 0)∗) τ(x0−1,x)(φ(1, 0)∗)
〉
=
〈[φ(1, 0)∗], [τx0−1,x)(φ(1, 0)∗)]〉
=
〈
[φ(1, 0)∗], T x0−1Ux[φ(1, 0)∗]
〉
, (86)
and
T x0−1 = T 2m = e−2mH , (87)
one obtains by using (76)〈
[φ(1, 0)∗], T x0−1Ux[φ(1, 0)∗]
〉
=
〈
[φ(1, 0)∗], e−2mHe−iP·x[φ(1, 0)∗]
〉
=
∫
[0,∞)×[−π,π]d−1
e−2mλe−ip·x d||E(λ, p)[φ(1, 0)∗]||2.
(88)
This proves the existence.
The uniqueness remains to be proved. Clearly, it suffices to prove the following
proposition.
Proposition 4.1. For an R-valued d-dimensional Borel measure (i.e. bounded
signed Borel measure) σ supported on K := [0,∞) × [−π, π]d−1, define
σ˜(m, x) :=
∫
K
e−2mλ−ip·x dσ(λ, p), m = 0, 1, . . . , x ∈ Zd−1. (89)
Suppose that given two R-valued Borel measures σ1 and σ2 satisfy
σ˜1(m, x) = σ˜2(m, x), (90)
for all m = 0, 1, . . . and x ∈ Zd−1. Then, σ1 = σ2.
Proof. Let A ⊂ [0, 1] and B ⊂ [−π, π]d−1 be Borel sets, and f (λ) = e−2λ. and define
µi(A × B) := σi( f −1(A) × B), i = 1, 2. (91)
By Hopf’s extension theorem, this relation defines bounded singed Borel measures
µ1, µ2 on [0, 1] × [−π, π]d−1. Since µ1 = µ2 implies σ1 = σ2, to show σ1 = σ2 is
sufficient.
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The assumption σ˜1 = σ˜2 is equivalent to∫
[0,1]×[−π,π]d−1
tme−ip·x dµ1(t, p) =
∫
[0,1]×[−π,π]d−1
tme−ip·x dµ2(t, p) (92)
for all m = 0, 1, . . . and x ∈ Zd−1. This implies that for all polynomial P(t) on
[0, 1],∫
[0,1]×[−π,π]d−1
P(t)e−ip·x dµ1(t, p) =
∫
[0,1]×[−π,π]d−1
P(t)e−ip·x dµ2(t, p). (93)
Let T d−1 be a d − 1 dimensional torus, that is, T d−1 = [−π, π]d−1 with −π and π
identified. Take arbitrary f ∈ C(X), a continuous function on X := [0, 1] × T d−1.
From (93), we obtain ∫
X
f dµ1 =
∫
X
f dµ2, f ∈ C(X). (94)
By the uniqueness statement of the Riesz-Markov theorem ([26], Theorem IV.14),
we have
µ1(A) = µ2(A), A ∈ BX , (95)
where BX is the Borel field in X. This implies µ1 = µ2 and then σ1 = σ2, which
completes the proof. 
4.2. Umezawa-Kamefuchi-Ka¨lle´n-Lehmann representation in more general cases
Suppose a lattice model (AL, 〈·〉) which may not satisfy (A1) - (A4) happens to
have the representation
〈
φ(x)∗φ(0)〉 ∣∣∣∣
x0>0
=
∫
[0,∞)×[−π,π]d−1
e−λ(x0−1)−ip·x dρ(λ, p). (96)
with some bounded signed Borel measurer ρ, which does not have to be a positive
measure in this case. We also call (96) the Umezawa-Kamefuchi-Ka¨lle´n-Lehmann
representation even if the lattice theory (AL, 〈·〉) violates some of our assumptions
(A1) - (A4). By Proposition 4.1, this ρ is uniquely determined by the above rep-
resentation (96). We also call a spectral density, the Radon-Nikodym derivative of
the absolutely continuous part of ρ.
Combining Theorem 2.1 and Proposition 4.1, one concludes that :
Theorem 4.1. A lattice model (AL, 〈·〉) with a spectral density σ which becomes
negative on a set of positive Lebesgue measure, breaks at least one of our assump-
tions (A1) - (A4).
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Proof. By the hypotheses, it has the Umezawa-Kamefuchi-Ka¨lle´n-Lehmann rep-
resentation of propagators (96) with some ρ′. Put x0 = 2m + 1 (m = 0, 1, . . . ) and
then, we have
〈
φ(x)∗φ(0)〉 = ∫
[0,∞)×[−π,π]d−1
e−2mλ−ip·x dρ′(λ, p), x0 = 2m + 1, m = 0, 1, . . . .
(97)
where ρ′ is some bounded singed Borel measure, and its spectral density we denote
by σ′ is not a non-negative function by the hypotheses.
Suppose, toward a contradiction, the lattice model (AL, 〈·〉) satisfies all the as-
sumptions (A1) - (A4). Then, Theorem 2.1 says that it has a representation
〈
φ(x)∗φ(0)〉 = ∫
[0,∞)×[−π,π]d−1
e−2mλ−ip·x dρ(λ, p), x0 = 2m + 1, m = 0, 1, . . . ,
(98)
with a spectral density σ, which is associated with ρ, and σ has to be a non-negative
function.
However, by Proposition 4.1, ρ and ρ′ must be identical, and therefore σ and
σ′ are identical almost everywhere with respect to the Lebesgue measure, which is
a contradiction. 
5. Violation of the reflection positivity in Lattice overlap boson system
We will discuss the lattice overlap boson system as an application of the pre-
vious results. It will be shown that the free overlap boson system violates the
reflection positivity condition.
5.1. Klein-Gordon type Overlap Dirac Operator
The free overlap Dirac operator [7, 8],
D : l2(Zd;C2d/2 ) → l2(Zd;C2d/2 ), (99)
is defined through the lattice Wilson Dirac operator, which is bounded normal op-
erator on l2(Zd;C2d/2 ),
Dw =
d−1∑
µ=0
(
1
2
γµ(∂µ − ∂†µ) +
1
2
∂µ∂
†
µ
)
, (100)
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by
D =
1
R
1 + Dw − 1√(Dw − 1)†(D − 1)
 , (101)
with a parameter R > 0. Here, for a linear operator A in l2(Zd,C2d/2), A† denotes
its adjoint operator. ∂µ is a forward differential operator on the lattice :
(∂µu)(x) := u(x + eµ) − u(x), u ∈ l2(Zd;C2d/2) (102)
and ∂†µ is a backward differential operator, which is the adjoint operator of ∂µ, given
by
(∂†µu)(x) := u(x) − u(x + eµ), u ∈ l2(Zd;C2
d/2 ). (103)
{γµ}d−1µ=0 are the Euclidean gamma matrices, satisfying
γµγν + γνγµ = 2δµν ˆ1, µ, ν = 0, 1, . . . , d − 1. (104)
The physical motivation for the use of the overlap Dirac operator D is that it satis-
fies the Ginsparg-Wilson relation [10] thanks to which the chiral symmetry can be
suitably defined on the lattice [9] in spite of the notorious no-go theorem of Neilsen
and Ninomiya [28, 29].
The lattice overlap boson system is characterized by a “Klein-Gordon” type
operator, which we denote by , defined in terms of the overlap Dirac operator by
the relation :
 · ˆ1 = D†D. (105)
Note that D†D no longer has a spinor structure and then proportional to unit matrix
ˆ1 in the spinor indices. As a result, the overlap boson operator  given above is
considered to be an operator in l2(Zd).
By the definition,  is a non-negative self-adjoint linear operator. We will fur-
ther analyze the properties of . Let F be the Fourier transformation from the posi-
tion space (x-space) l2(Zd) to the momentum space (p-space) L2([−π, π]d, dp/(2π)d)
:
F : l2(Zd) → L2([−π, π]d, dp/(2π)d), (106)
defined by
(F u)(p) :=
∑
x∈Zd
u(x)e−ip·x, u ∈ l2(Zd), (107)
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where p ∈ [−π, π]d and p · x = p0x0 + · · · + pd−1xd−1. The series in the right hand
side converges in L2([−π, π]d, dp/(2π)d) norm. From the theory of Fourier series
(see, for example, [27]), F is a unitary operator with the inverse
(F −1u)(x) =
∫
[−π,π]d
dp
(2π)d u(p)e
ip·x, u ∈ L2([−π, π]d, dp/(2π)d). (108)
In the momentum space,  is a multiplication operator by the real-valued function
[−π, π]d ∋ p 7→ (p) = 2
R2
1 −
1 −∑µ(1 − cos pµ)√∑
µ sin2 pµ +
[
1 −∑µ(1 − cos pµ)]2

=
2
R2
1 + b(p) − cos p0√a(p) − 2b(p) cos p0
 , (109)
where
a(p) = 1 +
d−1∑
j=1
sin2 p j + b(p)2, (110)
b(p) =
d−1∑
j=1
(1 − cos p j). (111)
We set the above unimportant factor 2/R2 to be unity by choosing R =
√
2 to make
equations simple, and denote a multiplication operator by a function p 7→ (p) by
the same symbol (p). Since the spectrum and the eigenvalues of an operator in a
Hilbert space is invariant under unitary transformation, we find that the spectrum
of  is given by
σ() = σ(F −1F ) = σ((p)) = {(p) : p ∈ [−π, π]d}, (112)
and the set of eigenvalues of , σp(), is given by
σp() = σp((p))
= {λ ∈ C : |−1({λ})| = 0}, (113)
where for a Lebesgue measurable set A ⊂ R, |A| is its Lebesgue measure.
Proposition 5.1.  is bounded and injective.
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Proof. By (112) and (113), it suffices to show that (i) (p) is a bounded function
and (ii) (p) , 0 almost everywhere in p with respect to the Lebesgue measure.
We denote a = a(p) and b = b(p) for notational simplicity. By the definitions
(110) and (111), we find
a ≥ 1, b ≥ 0, a > 2b. (114)
The last inequality follows since
a − 2b = 1 +
∑
j
sin2 p j + b2 − 2b
= (b − 1)2 +
∑
j
sin2 p j ≥ 0, (115)
and the equality holds when and only when
b = 1 and sin p j = 0, ( j = 1, 2, . . . , d − 1), (116)
which is impossible because whenever the latter is valid, b = ∑ j(1 − cos p j) has to
be even. Thus, a − 2b > 0 for all p ∈ [π, π]d−1.
Since the function
p 7→ a(p) − 2b(p), (117)
is continuous, it must have a positive minimum c > 0. This implies the denomina-
tor of (p) is bounded from below by some positive constant :
a − 2b cos p0 ≥ a − 2b ≥ c > 0. (118)
Thus, p 7→ (p) is continuous on [π, π]d and its range is compact, which proves
(i).
To prove (ii), suppose (p) = 0, that is,√
a − 2b cos p0 = −b + cos p0. (119)
This is equivalent to
a − b2 = cos2 p0 and b ≤ cos p0. (120)
The first condition in (120), a − b2 = cos2 p0, is equivalent to
1 +
∑
j
sin2 p j = cos2 p0, (121)
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which is possible only when both sides are equal to 1 since
1 +
∑
j
sin2 p j ≥ 1, cos2 p0 ≤ 1. (122)
On the other hand, the second condition in (120), b ≤ cos p0, is possible only when
cos p0 ≥ 0 since b ≥ 0. Therefore (119) is equivalent to
sin p j = 0, ( j = 1, 2, . . . , d − 1) and cos p0 = 1. (123)
Noting that the former implies b must be even, we conclude this condition is valid
if and only if
pµ = 0, µ = 0, 1, . . . , d − 1, (124)
which means (p) = 0 if and only if p = 0. Thus, (ii) is proved. 
By Proposition 5.1  has the inverse operator −1. The operator −1 is an
unbounded self-adjoint operator, which is strictly positive. This can be seen by
noting that F −1−1F is a multiplication operator by the function
p 7→ 1
(p) . (125)
Furthermore, by noting that (p) behaves like ∼ ∑µ p2µ when p is small, we can
prove :
Proposition 5.2. The function p 7→ (p)−1 belongs to L1([−π, π]d, dp/(2π)d) if
d ≥ 3.
Proof. Fix sufficiently small ǫ > 0, and suppose |p| < ǫ. Here, we have employed
the notation
|p| :=
√∑
µ
p2µ, p ∈ [−π, π]d. (126)
Then, since ∑
µ sin2 pµ[
1 −∑µ(1 − cos pµ)]2 ≥
∑
µ
sin2 pµ ≥ |p|2, (127)
we can estimate
(p) ≥ 1 − 1√
1 +
∑
µ sin2 pµ[
1−∑µ(1−cos pµ)]2
≥ 1 − 1√
1 + |p|2
. (128)
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From the mean value theorem, there is some constant Cǫ > 0 such that
(1 + |p|2)−1/2 = 1 −Cǫ |p|2, |p| < ǫ. (129)
Thus we obtain
(p) ≥ Cǫ |p|2 |p| < ǫ. (130)
Therefore, if d ≥ 3,∫
[−π,π]d
dp
(2π)d
1
(p) =
(∫
|p|<ǫ
+
∫
|p|≥ǫ
)
dp
(2π)d
1
(p)
≤
∫
|p|<ǫ
dp
(2π)d
1
Cǫ |p|2
+
∫
|p|≥ǫ
dp
(2π)d
1
(p)
< ∞. (131)
This completes the proof. 
5.2. Lattice overlap boson system
Let u, v ∈ D(−1) and define the inner product of u, v by
(u, v)h := (u,−1v)l2(Zd), (132)
and D(−1) becomes a Hilbert space with respect to the inner product (132). We
denote this Hilbert space by h. In the momentum space, it can be written more
explicitly as
h =
{
u ∈ l2(Zd) :
∫
[−π,π]d
dp
(2π)d
|(F u)(p)|2
(p) < ∞
}
. (133)
In the following, we use the real version of this Hilbert space
hR =
{
u ∈ l2(Zd;R) :
∫
[−π,π]d
dp
(2π)d
|(F u)(p)|2
(p) < ∞
}
. (134)
Note that  and −1 can be considered to be operators in hR.
The lattice overlap boson field is a Gaussian random process {φ(u)}u∈hR labeled
by hR, that is, {φ(u)}u∈hR is a family of random variables on some probability space
(Ω,Σ, µ) satisfying
(i) u 7→ φ(u) is R-linear almost everywhere in µ, that is,
φ(αu + βv) = αφ(u) + βφ(v), µ-a.e. α, β ∈ R, u, v ∈ hR. (135)
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(ii) {φ(u)}u∈hR is full, that is, Σ is generated by {φ(u)}u∈hR .
(iii) For all k ∈ R, ∫
Ω
eikφ(u) dµ = e−||u||2k2/2. (136)
From Minlos’s theorem for S ′
R
(Zd) (see Ref. [24], Theorem 8.5.3 or Ref. [30]
Theorem 2.2) the topological dual space of rapidly decreasing real-valued function
on Zd, the probability space (Ω,Σ, µ) realizing this Gaussian random process can
be chosen so that
Ω = S
′
R
(Zd), (137)
and Σ is the σ algebra generated by the cylinder sets. Define for x ∈ Zd
ex(y) := δxy, y ∈ Zd. (138)
Clearly, ex ∈ SR(Zd) for all x ∈ Zd, and {ex}x∈Zd forms a complete orthonormal
system in l2(Zd). Its Fourier transformation is
(F ex)(p) = e−ip·x. (139)
Suppose d ≥ 3, and then by Proposition 5.2, ex ∈ hR. Thus, in this case, a generator
φ(x) of AL can be regarded as a random variable on (S ′(Z),Σ, µ) by
φ(x)(T ) = T (ex), T ∈ S ′(Zd). (140)
For all local polynomial a ∈ AL, we regard a as a random variable through the
relation (140).
The expectation value of the overlap boson system is defined as
〈a〉 :=
∫
S ′(Zd)
a(T ) dµ(T ), a ∈ AL, (141)
so that
〈φ(x1) . . . φ(xn)〉 :=
∫
S ′(Zd)
φ(x1) . . . φ(xn) dµ. (142)
Clearly, we have
〈1〉 = 1. (143)
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The two point correlation of Gaussian random process 〈φ(u)φ(v)〉 is given by
the inner product of u and v, since, by (136),
〈φ(u)φ(v)〉 =
∫
S ′
R
(Zd)
φ(u)φ(v) dµ
=
1
i2
∫
S ′
R
(Zd)
∂2
∂k∂le
ikφ(u)+ilφ(v)dµ
∣∣∣∣k=l=0
=
1
i2
∂2
∂k∂l
∫
S ′
R
(Zd)
eikφ(u)+ilφ(v)dµ
∣∣∣∣k=l=0
=
1
i2
∂2
∂k∂le
−k2 ||u||2/2−l2 ||v||2/2−kl(u,v)
∣∣∣∣k=l=0
= (u, v)hR , (144)
and, in particular, the two point function is given by
〈φ(x)φ(y)〉 = (ex, ey)hR = (ex,−1ey)l2(Zd)
=: −1(x, y). (145)
The essential property of the Gaussian random process is that the n point corre-
lation functions are completely determined by two point correlation (Wick’s theo-
rem) by
〈φ(u1) . . . φ(un)〉 =
0 (n = 2m + 1)∑
comb
〈
φ(u j1 )φ(uk1 )
〉
. . .
〈
φ(u jm )φ(ukm )
〉
(n = 2m),
(146)
where ∑comb means the summation over all { j1, k1, . . . , jm, km}’s with
{1, 2, . . . , 2m} = { j1, k1, . . . , jm, km},
1 ≤ j1 < · · · < jm, j1 < k1, . . . , jm < km,
summation of (2m)!/2mm! terms. Especially,
〈φ(x1) . . . φ(xn)〉 =
0 (n = 2m + 1)∑
comb 
−1(x j1 , xk1) . . .−1(x jm , xkm) (n = 2m).
(147)
We call the lattice system (AL, 〈·〉) defined above a free overlap boson system.
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5.3. Violation of reflection positivity
We discuss the quantum mechanical properties of the overlap boson system
along the discussion in section 3.
Theorem 5.1. A free overlap boson system satisfies the condition (A1),(A2),(A4)
if d ≥ 3.
Proof. (A2) : Thanks to (146) and (147), it suffices to show that −1(x, y) depends
only upon x − y. This follows by the following simple computation

−1(x, y) =
∫
[−π,π]d
dp
(2π)d
eip·xe−ip·y
(p)
=
∫
[−π,π]d
dp
(2π)d
eip·(x−y)
(p) . (148)
Considering this result, we denote −1(x, y) also by −1(x − y).
(A1) : Again, from (146) and (147), it suffices to show
〈θ(φ(x)φ(y))〉 = 〈φ(x)φ(y)〉. (149)
But this follows since
〈θ(φ(x)φ(y))〉 = −1(θx − θy)
=
∫
[−π,π]d
dp
(2π)d
eip·(θx−θy)
(p)
=
∫
[−π,π]d
dp
(2π)d
eip·(−x0+y0) eip·(x−y)
(p)
=
∫
[−π,π]d
dp
(2π)d
e−ip·(x0−y0) e−ip·(x−y)
(p0,−p)
=
∫
[−π,π]d
dp
(2π)d
e−ip·(x0−y0) e−ip·(x−y)
(p0, p)
= 〈φ(x)φ(y)〉, (150)
where we have used (p0, p) = (p0,−p).
(A4) : Since d ≥ 3, p 7→ (p)−1 belongs to L1([−π, π]) from Proposition 5.2.
Therefore, −1(x−y) is bounded from above by some constant. Then, (A4) follows
from (146), (147). 
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Theorem 5.2. Let d ≥ 3. The two point function of a lattice overlap boson system
is given by
〈φ(x)φ(0)〉
∣∣∣∣
x0>0
=
∫
[0,∞)×[−π,π]d−1
e−λ(x0−1)−ip·x dρ(λ, p), (151)
with an R-valued Borel measure ρ supported on [0,∞) × [−π, π]d−1,
dρ(λ, p) = 2π a − 2b
√
a − b2√
a − b2
√
a − b2 − 1
χS(p)δ(λ − E0(p))e−λ dλ dp
π (2π)d−1
+
(b − cosh λ)√2b cosh λ − a
cosh2 λ − a + b2
χ[E1(p),∞)(λ)e−λ
dλ dp
π (2π)d−1 . (152)
Here, S is defined by
S :=
p ∈ [−π, π]d−1 : 1 +
d−1∑
k=1
sin2 pk − b(p)2 ≥ 0
 (153)
and E1(p) is defined by
cosh E1(p) = a(p)2b(p) , E1(p) ≥ 0, (154)
for p ∈ [−π, π]d−1 \ {0}.
Proof. From (148), we obtain by Fubini’s theorem,
〈φ(x)φ(y)〉 =
∫ dp
(2π)d
eip(x−y)
(p)
=
∫ dp
(2π)d−1 e
ip(x−y)
∫ dp0
2π
eip0(x0−y0)
(p0, p) . (155)
In the following analysis, we will apply Cauchy’s theorem to the p0 integration∫ dp0
2π
eip0(x0−y0)
(p0, p) . (156)
Note that although the integration (155) exists since d ≥ 3, the integrand function
of p in (155):
p 7→
∫ dp0
2π
eip0(x0−y0)
(p0, p) (157)
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is not defined at p = 0, because at p = 0 this p0 integration does not exist. However,
since {p ∈ [−π, π]d−1 : p = 0} is zero measure with respect to dp and does
not contribute the p integration, we may assume p , 0 in (157) when applying
Cauchy’s theorem.
Fix p ∈ [−π, π]d−1 \ {0} and define a complex function z 7→ f (z) as
f (z) = 1
(p0 = z, p) . (158)
From (109), one finds
f (z) =
√
a − 2b cos z√
a − 2b cos z + b − cos z
, (159)
where, for notational simplicity, we have written a = a(p) and b = b(p) again.
Here, we have to clarify the meaning of the square root of complex variables. We
define the square root of
z = |z|eiθ , θ ∈ (−π, π), (160)
as
√
z :=
√
|z|eiθ/2, θ ∈ (−π, π). (161)
Namely, we choose the branch where Re
√
z ≥ 0.
We will investigate the analytic structure of f .
First, since the square root function is not continuous when the argument varies
across the negative real axis, f is not analytic where
a − 2b cos z < 0. (162)
To find more explicit condition which is equivalent to (162), put z = x+iy (x, y ∈ R).
Since cos(x + iy) = cos x cosh y − i sin x sinh y, (162) is equivalent to
cos x cosh y − i sin x sinh y > a
2b , (163)
which holds true when and only when
cos x cosh y > a
2b , sin x sinh y = 0. (164)
The second condition is equivalent to
x = nπ (n ∈ Z) or y = 0, (165)
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but the second choice y = 0 is impossible because in this case the first condition of
(164) becomes
cos x >
a
2b ≥ 1, (166)
which is never true for real x. Therefore, (164) is equivalent to x = nπ, n ∈ Z, and
cos(nπ) cosh y = (−1)n cosh y > a
2b , (n ∈ Z). (167)
Hence the condition (162) occurs when and only when
x = 2nπ (n ∈ Z), (168)
and
y < −E1 or E1 < y. (169)
Next, we investigate pole type singularities of f which may appear where its
denominator
g(z) := √a − 2b cos z + b − cos z (170)
vanishes. To find a necessary condition for g(z) = 0, let us assume g(z) = 0. Then,
by taking the square of the both sides of
√
a − 2b cos z = −b + cos z, (171)
one finds
cos2 z = a − b2. (172)
Using the identity cos2 z = (1 + cos 2z)/2 and putting z = x + iy (x, y ∈ R) again,
one arrives at
cos 2x cosh 2y = 2a − 2b2 − 1 (173)
and
sin 2x sinh 2y = 0. (174)
Eq. (174) implies
y = 0 or 2x = nπ (n ∈ Z), (175)
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and we will consider both cases respectively.
In the first case, y = 0, (173) becomes
cos 2x = 2a − 2b2 − 1 ≥ 1, (176)
which is valid only when 2a − 2b2 − 1 = 1, or equivalently,
d−1∑
k=1
sin2 pk = 0. (177)
Therefore, this case y = 0 occurs only when the spacial momentum satisfies
p = (m1π, . . . ,md−1π), m1, . . . ,md−1 ∈ {0, 1,−1}. (178)
Since p , 0, at least one of the mk’s (k = 1, . . . , d − 1) should be non-zero. If (178)
is satisfied, the right hand side of (176) becomes 1 and (176) implies
x = nπ, n ∈ Z. (179)
But, this condition, y = 0 and x = nπ (n ∈ Z), is not sufficient for g(z) = 0. In fact,
for n ∈ Z,
g(nπ) =
√
a − 2(−1)nb + b − (−1)n
= |b − (−1)n| + b − (−1)n
≥ 2 (180)
because
b = b(p) =
d−1∑
k=1
(1 − cos pk) ≥ 2, (181)
due to the fact that at least one of cos pk’s is equal to −1.
In the second case of (175), 2x = nπ (n ∈ Z), (173) becomes
(−1)n cosh 2y = 2a − 2b2 − 1. (182)
And then, this implies that n should be even and
cosh 2y = 2a − 2b2 − 1. (183)
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Define E0 > 0 by2
E0 =
1
2
cosh−1(2a − 2b2 − 1)
= cosh−1
√
a − b2, (184)
and we obtain as a necessary condition for g(z) = 0, z = nπ ± iE0 (n ∈ Z). To find
a sufficient condition for g(z) = 0, let us assume z = nπ ± iE0 (n ∈ Z) conversely.
Then, we have
g(nπ ± iE0) =
√
a − 2b(−1)n cosh E0 + b − cosh E0
= |b − (−1)n
√
a − b2| + b −
√
a − b2
=

0 (if b − (−1)n
√
a − b2 ≤ 0)
2b (if b − (−1)n
√
a − b2 ≥ 0)
. (185)
Hence, the necessary and sufficient condition for g(nπ ± iE0) = 0 is that n should
be even and
b −
√
a − b2 ≤ 0, (186)
which is equivalent to
1 +
d−1∑
k=1
sin2 pk − b(p)2 ≥ 0, (187)
namely, p ∈ S.
We now have found all the zeros of the function g :
z = 2nπ ± iE0, (n ∈ Z, p ∈ S). (188)
For a moment, let us assume that spacial momentum p satisfies
b −
√
a − b2 < 0. (189)
In this case, z = z±n := 2nπ ± iE0 is a simple pole of f , as will be seen. From the
above argument, f is analytic on
C \
⋃
n∈Z
(
{z±n } ∪ {2nπ + iy ; y < −E1, E1 < y}
)
. (190)
2 Since we assume p , 0,
√
a − b2 is less than 1, so that E0 > 0.
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Expand g in Taylor series around z±n :
g(z) = g(z±n ) + g′(z±n )(z − z±n ) + O
((z − z±n )2), (191)
on |z − z±n | < r for sufficiently small r > 0, and we obtain
f (z) =
√
a − 2b cos z
g(z±n ) + g′(z±n )(z − z±n ) + O
((z − z±n )2)
=
√
a − 2b cos z
g′(z±n )(z − z±n ) + O
((z − z±n )2) , (192)
on |z − z±n | < r. Then, we find
z 7→ (z − z±n ) f (z) =
√
a − 2b cos z
g′(z±n ) + O
(
z − z±n
) (193)
is analytic on |z − z±n | < r, and then z = z±n are simple poles of z 7→ eizx0 f (z) with
residues
Res(eizx0 f (z); z = z±n ) = (z − z±n )eizx0 f (z)
∣∣∣∣
z=z±n
=
√
a − 2b cos(2nπ ± iE0)
g′(2nπ ± iE0) e
∓E0 x0
= ± a − 2b
√
a − b2
i
√
a − b2
√
a − b2 − 1
e∓E0 x0 . (194)
Applying Cauchy’s theorem on the contour drawn in Fig.1, we obtain, for x0 >
0, ∫
[−π,π]
dp0
2π
eip0 x0
1
(p0, p)
=
∫
[−π,π]
dz
2π
eizx0 f (z)
=2πi Res(eizx0 f (z); z = E0) −
( ∫ iE1+0
i∞+0
+
∫ iE1−0
i∞−0
)
dz
2π
eizx0 f (z). (195)
Recalling our definition of the square root, one finds√
a − 2b cos(iE ± 0) = ±i
√
2b cosh E − a. (196)
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Then, the integrations of the second term in (195) is computed by putting z = iλ±0
to become ( ∫ iE1+0
i∞+0
+
∫ iE1−0
i∞−0
)
e−λx0 f (z)
=
∫ ∞
E1
idλ
2π
e−λx0
(
f (iλ + 0) + f (iλ − 0)
)
= −
∫ ∞
E1
dλ
π
e−λx0
(b − cosh λ)√2b cosh λ − a
cosh2 λ − a + b2 . (197)
By substituting (194) and (197) into (195), we arrive at
∫
[−π,π]
dp0
2π
eip0 x0
(p0, p) = 2π
a − 2b
√
a − b2√
a − b2
√
a − b2 − 1
e−E0 x0
+
∫ ∞
E1
dλ
π
e−λx0
(b − cosh λ)√2b cosh λ − a
cosh2 λ − a + b2
. (198)
Considering the case where spacial momentum p satisfies
b −
√
a − b2 ≥ 0, (199)
✲
✻
0 pi−pi
iE1
−iE1
−iE0
iE0
!
!
Re
Im
↑ i∞
✲
✻
✛
❄
Figure 1: Integration contour.
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we find that there is no pole term and only the second term of (198) survives. Note
that, in the case of equality, even though g(z) = 0, f has no isolated pole. In this
case, the numerator of f (z) also vanishes and E0 = E1.
From (198), we learn
〈φ(x)φ(0)〉 =
∫
[0,∞)×[−π,π]d−1
e−λ(x0−1)−ip·x dρ(λ, p) (200)
with
dρ(λ, p) = 2π a − 2b
√
a − b2√
a − b2
√
a − b2 − 1
χS(p)δ(λ − E0(p))e−λ dλ dp
π (2π)d−1
+
(b − cosh λ)√2b cosh λ − a
cosh2 λ − a + b2
χ[E1(p),∞)(λ)e−λ
dλ dp
π (2π)d−1 . (201)

This expression is clearly the Umezawa-Kamefuchi-Ka¨lle´n-Lehmann repre-
sentation of the propagator, and the spectral density σ of the overlap boson system
is given by
σ(λ, p) = (b − cosh λ)
√
2b cosh λ − a
cosh2 λ − a + b2 χ[E1(p),∞)(λ)e
−λ. (202)
The important observation is that this function σ becomes negative on the set
{(λ, p) ∈ [0,∞) × [−π, π]d−1 : b(p) − cosh λ < 0, λ ≥ E1(p)}, (203)
which has a positive Lebesgue measure. This means that the spectral density of
the overlap boson system is not non-negative function. From Corollary 4.1, one
concludes that overlap boson system violates at least on of the conditions from
(A1) to (A4). But from Theorem 5.1, the only candidate is (A3), the reflection
positivity condition. Thus, we finally arrive at
Theorem 5.3. The lattice overlap boson system violates the link reflection positiv-
ity condition (A3).
6. Summary and conclusion
We have proved that a lattice model which satisfies the assumptions (A1) -
(A4) permits the Euclidean version of Umezawa-Kamefuchi-Ka¨lle´n-Lehmann rep-
resentation of two point correlation functions with a positive spectral density. This
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implies that a lattice model with a spectral density function which is not positive
definite violates at least one of the assumptions (A1) - (A4).
Lattice overlap boson, which plays an important role when formulating Wess-
Zumino model on the lattice with exact U(1)R symmetry, has a spectral density
function which is not positive. Considering that overlap boson fulfills (A1), (A2),
and (A4), it follows that overlap boson violates the condition (A3), reflection pos-
itivity condition.
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