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Abstract-By in proper transformation, a class of strongly nonlinear two-point boundary value 
problems are transformed into semilinear problems so that the well-known Numerov’s method can 
be applied. Some applications and numerical results are presented to demonstrate the efficiency of 
the approach. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Suppose that we are required to find the steady temperature distribution in a rod of length 1. If 
the ends of the rod are kept at given temperature and the thermal conductivity depends on the 
unknown function, we solve the following strongly nonlinear two-point boundary value problem: 
-& (h(u)$) = f(X,U), Olxll, 
(1.1) 
u(0) = a, 4) = PI 
where a, p are certain constants, function f(x, U) is sufficiently smooth, and function /c(u), which 
represents the thermal conductivity, is assumed to satisfy basic Hypothesis (H) in Section 2. In 
general, functions k(u) and f(., U) are nonlinear in u. Such a problem also arises in the theories 
of diffusion, chemical kinetics, etc. 
In general, it is difficult to give the analytical solution of problem (l.l), even if both /C(U) and 
f(.,~) are linear in u. Therefore, numerical methods are of considerable practical interest. If 
k(u) G 1, one of the well-known numerical methods to solve problem (1.1) is Numerov’s method 
(cf. [l-3]). Because Numerov’s method possesses the accuracy of fourth order, it has attracted 
considerable attention in recent years and has been extensively used in practical computations 
(cf. [1,4-71). F or a survey of the developments of. Numerov’s method, we refer to the recent 
work [8]. If k(u) depends on u, problem (1.1) is more complicated because of the nonlinearity of 
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function k(u). In this case, Numerov’s method cannot be directly applied to find the approximate 
solution, even if k(u) is linear in 2~. Thus, we were motivated to look for a numerical method 
that possesses the same accuracy as Numerov’s method. This paper is to report our finding in 
this effort. The method that we shall describe here consists of three parts. First, we use a proper 
transformation to transform problem (1.1) into a semilinear problem. Then we apply Numerov’s 
method to solve the resulting problem. Finally, we obtain approximate solutions of (1.1) by 
making use of the inverse transformation. It should be mentioned that our method possesses 
the accuracy of fourth order regardless of the nonlinearity of k(u). In Section 2, we present this 
method. In Section 3, we give some applications and numerical results which demonstrate the 
efficiency of this new method. 
2. DERIVATION OF THE METHOD 
We define I to be an interval in R such that QI, ,8 E I. Throughout this paper, we assume that 
the nonlinear function k(u) satisfies the following basic hypothesis. 
(H) Function k( ) u IS a continuous function of u in I, and there exist positive constants ko and 
kl such that ko 5 k(u) 5 kl in 1. 
Let 6 E I. We introduce the transformation T: 
J’ 
21 
u = T(u) = k(s) ds, VUEI. 
6 
It is clear from Hypothesis (H) that T is a strictly monotone increasing function of u in I. This 
implies that the inverse T-l exists. Using the inverse transformation u = T-‘(v), we transform 
problem (1.1) into the semilinear problem: 
-2 = !?(G u), O<xIl, 
(2.1) 
v(O) = T(Q), v(l) = T(P), 
where g(z,u) = f(z,T-l(w)). Clearly, if u is a solution of (1.1) then ‘u = T(U) is a solution 
of (2.1) and vice versa. 
We use Numerov’s method to solve (2.1) numerically. Let h = 1/N be the mesh size, and 
xi = ih (0 < i 5 N) be the mesh points. Then Numerov’s scheme for (2.1) reads 
-Vi_1 + 2vi - V,+r = ; (Si-1 + 10% + 92+1) 3 l<ilN-1, 
(2.2) 
uo = T(o), ‘UN = T(P), 
where gi = g(zi, vi) and wi denotes the approximate value of w(z) at the mesh point xi. 
It is not difficult to prove the existence and uniqueness of solutions of scheme (2.2) (see [4,9)). 
In particular, a constructive proof was given in [9], which also provides a monotone iteration for 
solving it. To increase the convergence rate of the iterations, an accelerated monotone iteration 
was proposed in [lo]. As we know, a remarkable fact about scheme (2.2) is that it possesses the 
accuracy of fourth order. 
Making use of transformation T, we have the following. 
THEOREM 2.1. Let Hypothesis (H) hold and let vi be a solution of (2.2) such that 
Em, Ml c T(I)> (2.3) 
where m = mini vi, M = maxi Vi, and I is defined in Hypothesis (H). Then there exists a finite 
difference solution to problem (1.1) and this solution is given by 2~i = T-‘(vi). 
Under Hypothesis (H), it is easy to prove that the finite difference solution ui has the same 
accuracy as the finite difference solution wi. As a result, we obtain the following fourth-order 
finite-difference method for (1.1). 
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METHOD. 
?? Using transformation T to transform (1.1) into (2.1); 
?? applying Numerov’s scheme (2.2) to obtain the finite difference solution ui of (2.1); 
?? if (2.3) holds, the finite difference solution of (1 .l) is given by ui = T-‘(Q). 
REMARK 2.1. It is seen from the above result that the main requirement of the method is the 
construction of the inverse T- ‘. This construction may be complicated due to the nonlinearity 
of function k(u). Nevertheless, it can still be implemented well in some specific problems. For 
instance, it is trivial to give the inverse T-l if k(u) is a basic elementary function, while for some 
types of k(u), it is very convenient to apply Mathematics for obtaining the inverse T-l. In the 
next section, we shall give some examples where the inverse T-l can be easily constructed. 
3. APPLICATIONS AND NUMERICAL RESULTS 
In this section, we give some applications of the result given in the previous section and present 
some numerical results. 
3.1. The Construction of the Inverse T-l 
To apply the result of the previous section, it is necessary to give exactly the expression of 
the inverse T-l, which depends mainly on function k(u). Here, we discuss three special types of 
k(u). 
EXAMPLE 1. The first example is for the function 
k(u) = au2 + bu + c, a 2 0, b>O, c>O. (3.1) 
Let I = [0, ] h cr w ere ~7 is an arbitrary positive constant. It is clear that 0 < c 5 k(u) 5 ao2+ ba+c 
in 1. This implies that function /r(u) satisfies Hypothesis (H) with I = [O,a]. We take 6 = 0. 
Then transformation T is defined by 
J u w = T(u) = 0 ( b as2 + bs + c) ds = au3 + -u2 + CU. 3 2 
For this transformation, it is very convenient to apply Mathematics to calculate its inverse as 
soon as the constants a, b, and c are specified. For example, if a = 3, b = 2, and c = 1, then the 
inverse T-l is given by 
u = T-l(v) = -; + yii5 13 -7-27w+ 
J 
J32 + (7 + 27~)~ -- 
3 ’ -7 - 27~ + J32 + (7 + 27~)~ 3 2 
EXAMPLE 2. As the second example, we consider the function 
k(u) = aebu+C, (34 
where a, b are two positive constants and c is an arbitrary constant. It is easy to see that 
function k(u) satisfies Hypothesis (H) with I = [0, a], where u is an arbitrary positive constant. 
Let 6 = 0. Then transformation T is defined by 
v = T(u) = 
J 0 
u aebs+c & = f (e” - 1) , 
and its inverse is given by 
u=T~l(v)=~ln(--$v+l). 
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EXAMPLE 3. Our final example is for the function 
It(u) = asin + cos(b~), a2 I, O<b<l. (3.3) 
Obviously, Hypothesis (H) holds for function k(u) with I = [0,7r/2]. Take 6 = 0. Then transfor- 
mation T is defined by 
v = T(u) = 
s 0 
u (asin + cos(bs)) ds = i (1 - cos(bu)) + i sin(bu). 
Since a 2 1 and 0 < b 5 1, we apply Mathematics to obtain that the inverse T-l is 
1 
u = T-‘(v) = - arcsin 
( 
-a + bv + a 1 + 2abv - b2v2 
b u2 + 1 ), 
3.2. Numerical Results 
In this section, we use the method in Section 2 to solve (1.1) numerically and present some 
numerical results. In the computation, the monotone iteration in [9] is applied to solve prob- 
lem (2.2), and the tolerance E = 10-l’ is taken in the iterations. 
We first consider problem (1.1),(3.2) in the interval (0,l) under the homogeneous Dirichlet 
boundary condition u(O) = u(1) = 0. It is easy to verify that if f(z,u) is taken as 
f(z, U) = u7r2ebU+c (sin(rz) - bcos2(xr)) , 
then the analytic solution of (1.1),(3.2) ’ g IS iven by U(Z) = sin(nz). Let a = b = 1 and c = 0. 
The maximum errors maxi ]u(x~) - ui] with different h are listed in Table 1. 
Table 1. The maximum errors. 
h maxilu(zi) -UiI 
1 
8 
1 
16 
128 
1 - 
256 
1.25253-03 
7.64803-05 
4.75363-06 
2.9669E-07 
1.85373-08 
1.1584EO9 
We next consider problem (1.1) in the interval (0,l) with nonhomogeneous Dirichlet boundary 
condition u(0) = u(1) = l/2, where k(u) is given by 
k(u) = &. (3.4) 
Clearly, function k(u) satisfies Hypothesis (H) with I = [O,a], where (I is an arbitrary positive 
constant. Define transformation T as 
w = T(u) = 
and so its inverse is 
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Table 2. The maximum errors 
h maxi 1~ (xi) - uil 
1 
s 
3.4818%05 
1 
16 2.2326606 
1 
1.40483-07 
32 
1 
64 8.7951609 
1 
- 5.49933-10 
128 
1 
256 3.43723-11 
Let 
fb,u) = (S)’ + &. 
Then U(Z) = ~(1 -z) +1/2 is the analytical solution of the above test problem. For this example, 
the maximum errors maxi Iu(x~) - u~I with different h are listed in Table 2. 
Tables 1 and 2 show that the method presented in this paper gives more accurate numerical 
results. 
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