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Abstract. Handwriting is individualistic. The uniqueness of shape and style of 
handwriting can be used to identify the significant features in authenticating the 
author of writing. Acquiring these significant features leads to an important 
research in Writer Identification domain where to find the unique features of 
individual which also known as Individuality of Handwriting. It relates to 
invarianceness of authorship where invarianceness between features for intra-
class (same writer) is lower than inter-class (different writer). This paper 
discusses and reports the exploration of significant features for invarianceness 
of authorship from global shape features by using feature selection technique. 
The promising results show that the proposed method is worth to receive further 
exploration in identifying the handwritten authorship. 
Keywords: feature selection, authorship invarianceness, significant features. 
1   Introduction 
Feature selection has become the focus of research area for a long time. The purpose 
of feature selection is to obtain the most minimal sized subset of features [1]. Practical 
experience has shown that if there is too much irrelevant and redundant information 
present, the performance of a classifier might be degraded. Removing these irrelevant 
and redundant features can improve the classification accuracy. 
The three popular methods of feature selection are filter method, wrapper method, 
and embedded method has been presented in [2]. Filter method assesses the relevance 
of features [3], wrapper method uses an induction algorithm [4], while embedded 
method do the selection process inside the induction algorithm [5]. Studies have 
shown that there are no techniques more superior compared to others [6]. 
Writer Identification (WI) can be included as a particular kind of dynamic 
biometric in pattern recognition for forensic application. WI distinguishes writers 
based on the shape or individual style of writing while ignoring the meaning of the 
word or character written. The shape and style of writing are different from one 
person to another. Even for one person, they are different in times. However, 
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everyone has their own style of writing and it is individualistic. It must be unique 
feature that can be generalized as significant individual features through the 
handwriting shape.  
Many previous works on WI problem has been tried to be solved based on the 
image processing and pattern recognition technique [7], [8], [9], [10], [11] and 
involved feature extraction task. Many approaches have been proposed to extract the 
features for WI. Mostly, features are extracted from the handwriting focus on rigid 
characteristics of the shape such as [7], [9], [11], [12], [13], [14], [15], [16], [17] 
except by [18] and [19], focus on global features.  
The main issue in WI is how to acquire the features that reflect the author of 
handwriting. Thus, it is an open question whether the extracted features are optimal or 
near-optimal to identify the author. Extracted features may include many garbage 
features. Such features are not only useless in classification, but sometimes degrade 
the performance of a classifier designed on a basis of a finite number of training 
samples [20]. The features may not be independent of each other or even redundant. 
Moreover, there may be features that do not provide any useful information for the 
task of writer identification [21]. Therefore, feature extraction and selection of the 
significant features are very important in order to identify the writer, moreover to 
improve the classification accuracy.  
Thus, this paper focuses on identifying the significant features of word shape by 
using the proposed feature selection technique prior the identification task. The 
remainder of the paper is structured as follows. In next section, an overview of 
individuality of handwriting is given. Global feature representation by United 
Moment Invariant is described in Section 3. Section 4 provides an overview of feature 
selection techniques, followed by the proposed approach to identify the significant 
features in Section 5. Finally, conclusion and future work is drawn in Section 6. 
2   Authorship Invarianceness 
Handwriting is individual to personal. Handwriting has long been considered 
individualistic and writer individuality rests on the hypothesis that each individual has 
consistent handwriting [10], [18], [23], [24], [25]. The relation of character, shape and 
the style of writing are different from one to another. 
Handwriting analysis consists of two categories, which are handwriting recognition 
and handwriting identification. Handwriting recognition deals with the contents 
conveyed by the handwritten word, while handwriting identification tries to 
differentiate handwritings to determine the author. There are two tasks in identifying 
the writer of handwriting, namely identification and verification. Identification task 
determines the writer of handwriting from many known writers, while verification 
task determines whether one document and another is written by the same writer. 
The challenge in WI is how to acquire the features that reflect the author for these 
variety styles of handwriting [7], [9], [12], [13], [15], [24], either for one writer or 
many writers. These features are required to classify in order to identify the variance 
between features for same writer is lower than different writer which known as 
Authorship Invarianceness. Among these features are exists the significant individual 
features which directly unique to those individual. Figure 1 shows that each person 
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orientation of the image shape. However, there are many research have been done to 
prove that there were some drawback in the original work by [33] in terms of 
invariant such as [35], [36], [37], [38], [39], and [40]. All of these researchers 
proposed their method of moment and tested on feature extraction phase to represents 
the image. A good shape descriptor should be able to find perceptually similar shape 
where it is usually means rotated, translated, scaled and affined transformed shapes. 
Furthermore, it can tolerate with human beings in comparing the image shapes. 
Therefore, [41] derived United Moment Invariants (UMI) based on basic scaling 
transformation by [33] that can be applied in all conditions with a good set of 
discriminate shapes features. Moreover, UMI never been tested in WI domain. With 
the capability of UMI as a good description of image shape, this work is explored its 
capability of image representation in WI domain. 
[41] proposed UMI with mathematically related to GMI by [33] by considering (1) 
as normalized central moments:  
ߟ௣௤ ൌ ఓ೛೜
ఓబబ
೛శ೜శమ
మ
 , 
݌ ൅ ݍ ൌ 2, 3, … . 
(1)
and (2) in discrete form. Central and normalized central moments are given as: 
ߤ௣௤ᇱ ൌ ߩ௣ା௤ߤ௣௤ , 
ߟ௣௤ᇱ ൌ ߩ௣ା௤ߟ௣௤ ൌ ఘ
೛శ೜
ఓబబ
೛శ೜శమ
మ
ߤ௣௤ . (2)
and improved moment invariant by [43] is given as: 
ߟ௣௤ᇱ ൌ ఓ೛೜ఓబబ೛శ೜శభ. (3)
(1) to (3) have the factor ߤ݌ݍ. Eight feature vector derived by [40] are listed below: 
ߠଵ ൌ ඥథమథభ  . ߠଶ ൌ
థల
థభథర . 
ߠଷ ൌ ඥథఱథర  . ߠସ ൌ
థఱ
థయథర . 
ߠହ ൌ థభథలథమథయ . ߠ଺ ൌ ൫߶ଵ ൅ ඥ߶ଶ൯
థయ
థల . 
ߠ଻ ൌ థభథఱథయథల . ߠ଼ ൌ
థయାథర
ඥథఱ  . 
(4)
where ߶௜ are Hu’s moment invariants. 
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4   Feature Selection 
Feature selection has become an active research area for decades, and has been proven 
in both theory and practice [44]. The main objective of feature selection is to select 
the minimally sized subset of features as long as the classification accuracy does not 
significantly decreased and the result of the selected features class distribution is as 
close as possible to original class distribution [1]. In contrast to other dimensionality 
reduction methods like those based on projection or compression, feature selection 
methods do not alter the original representation of the variables, but merely select a 
subset of them. Thus, they preserve the original semantics of the variables. However, 
the advantages of feature selection methods come at a certain price, as the search for a 
subset of relevant features introduces an additional layer of complexity in the 
modeling task [2]. In this work, feature selection is explored in order to find the most 
significant features which by is the unique features of individual’s writing. The 
unique features a mainly contribute to the concept of Authorship Invarianceness in 
WI. 
There are three general methods of feature selection which are filter method, 
wrapper method, and embedded method [45]. Filter method assesses the relevance of 
features by looking only at the intrinsic properties of the data. A feature relevance 
score is calculated, and low-scoring features are removed [3]. Simultaneously, 
wrapper method uses an induction algorithm to estimate the merit of feature subsets. 
It explores the space of features subsets to optimize the induction algorithm that uses 
the subset for classification [4]. On the other hand, in embedded method, the selection 
process is done inside the induction algorithm itself, being far less computationally 
intensive compared with wrapper methods [5]. However, the focus of this paper is to 
explore the use of wrapper methods. Wrapper strategies for feature selection use an 
induction algorithm to estimate the merit of feature subsets. The rationale for wrapper 
methods is that the induction method that will ultimately use the feature subset should 
provide a better estimate of accuracy than a separate measure that has an entirely 
different inductive bias [3]. 
The wrapper method is computationally demanding, but often is more accurate. A 
wrapper algorithm explores the space of features subsets to optimize the induction 
algorithm that uses the subset for classification. These methods based on penalization 
face a combinatorial challenge when the set of variables has no specific order and 
when the search must be done over its subsets since many problems related to feature 
extraction have been shown to be NP-hard [4]. Advantages of wrapper methods 
include the interaction between feature subset search and model selection, and the 
ability to take into account feature dependencies. A common drawback of these 
methods is that they have a higher risk of over-fitting than filter methods and are very 
computationally intensive, especially if building the classifier has a high 
computational cost [2]. There are several wrapper techniques, however only two 
techniques will be discussed here. These techniques are Sequential Forward Selection 
and Sequential Forward Floating Selection. Figure 2 depicts wrapper feature selection 
method. 
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Fig. 2. Wrapper Feature Selection [3] 
Sequential Forward Selection (SFS) is introduced by [46] which proposed the best 
subset of features Y0 that is initialized as the empty set. The feature x+ that gives the 
highest correct classification rate J(Yk + x+) is added to Yk at the each step along with 
the features which already included in Yk. The process continues until the correct 
classification rate given by Yk and each of the features not yet selected does not 
increase. SFS performs best when the optimal subset has a small number of features. 
When the search is near the empty set, a large number of states can be potentially 
evaluated, and towards the full set, the region examined by SFS is narrower since 
most of the features have already been selected. The algorithm of SFS is shown as 
below: 
1. Start with the empty set ଴ܻ ൌ ሼ׎ሽ 
2. Select the next best feature  ݔା ൌ argmax௫శ∉௒ೖሾܬሺ ௞ܻ ൅
ݔାሻሿ 
3. Update ௞ܻାଵ ൌ ௞ܻ ൅  ݔା; ݇ ൌ ݇ ൅ 1 
4. Go to step 2 
However, this method suffers from the nesting effect. This means that a feature that is 
included in some step of the iterative process cannot be excluded in a later step. Thus, 
the results are sub-optimal. Therefore, the Sequential Forward Floating Selection 
(SFFS) method was introduced by [47] to deal with the nesting problem. In SFFS, Y0 
is initialized as the empty set and in each step a new subset is generated first by 
adding a feature x+, but after that features x– is searched for to be eliminated from Yk 
until the correct classification rate J(Yk – x–) decreases. The iterations continue until 
no new variable can be added because the recognition rate J(Yk + x+) does not 
increase. The algorithm is as below. 
1. Start with the empty set ଴ܻ ൌ ሼ׎ሽ 
2. Select the next best feature  ݔା ൌ argmax௫శ∉௒ೖሾܬሺ ௞ܻ ൅
ݔାሻሿ 
3. Update ௞ܻାଵ ൌ ௞ܻ ൅  ݔା; ݇ ൌ ݇ ൅ 1 
4. Remove the worst feature ݔି ൌ argmax௫షא௒ೖሾܬሺ ௞ܻ െ ݔିሻሿ 
5. If ܬሺ ௞ܻ െ  ݔିሻ ൐ ܬሺ ௞ܻሻ 
Update ௞ܻାଵ ൌ ௞ܻ െ  ݔି; ݇ ൌ ݇ ൅ 1 
Go to 3 
Else 
Go to 2 
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individual’s writing contains the unique styles of handwriting that is different with 
other individual. To achieve this, the process of selecting significant features is 
carried out using the proposed wrapper method before identification task. 
5.2   Selecting Significant Features  
Two commonly used wrapper method discussed earlier will be used to determine the 
significant features. These feature selection techniques will be using Modified 
Immune Classifier (MIC) [53] as their classifier. Every experiment has been 
performed using ten-fold cross-validation. These feature selection techniques will be 
executed five times to ensure the performance is stable and accurate. 
In order to justify the quality of feature subset produced by each method, other 
state-of-the-art feature selection techniques are also used, which are Correlation-based 
Feature Selection (CFS) [3], Consistency-based Feature Selection, also known as Las 
Vegas Filter (LVF) [54], and Fast Correlation-based Filter (FCBF) [55]. Other 
classifiers are also being used for SFS to further validate the result, which are Naïve 
Bayes [56] and Random Forest [57] classifier. These feature selection techniques are 
provided in WEKA [58]. Justification of these feature selection techniques has been 
presented in [22]. Table 2 is the result of selection for each feature invariant data set. 
Table 2. Experimental Results on Feature Selection 
 
Method Execution Set A Set B Set C Set D Set E Intersection 
SFS 
(using 
MIC) 
Execution #1 f2, f3, f6, f8 
f2, f3, f4, 
f6, f8 
f1, f3, f6, 
f7, f8 f3, f6, f8 
f1, f2, f3, 
f5, f6, f7 f3, f6 
Execution #2 f1, f3, f4, f6, f8 
f1, f3, f4, 
f5, f6, f8 
f1, f3, f4, 
f6, f8 
f1, f2, f3, 
f6 f1, f3, f6 f3, f6 
Execution #3 f2, f3, f4, f5, f6, f8 
f1, f3, f6, 
f7, f8 
f1, f3, f6, 
f8 
f2, f3, f6, 
f7, f8 
f3, f4, f5, 
f6, f7, f8 f3, f6, f8 
Execution #4 f2, f3, f6, f8 
f1, f3, f4, 
f5, f6, f8 
f1, f2, f3, 
f4, f5, f6 
f1, f3, f4, 
f5, f6 f1, f3, f6 f3, f6 
Execution #5 f3, f6, f7, f8 
f1, f2, f3, 
f6 
f2, f3, f4, 
f5, f6, f7, 
f8 
f1, f3, f6, 
f8 
f2, f3, f6, 
f8 f3, f6 
Intersection f3, f6, f8 f3, f6 f3, f6 f3, f6 f3, f6 f3, f6 
SFFS 
(using 
MIC) 
Execution #1 f1, f3, f6 f2, f3, f4, f6 
f1, f3, f4, 
f5, f6, f8 
f1, f3, f6, 
f8 
f3, f4, f6, 
f7, f8 f3, f6 
Execution #2 f1, f3, f5, f6, f7, f8 
f3, f4, f6, 
f7, f8 
f1, f2, f3, 
f4, f6, f8 
f1, f3, f4, 
f5, f6, f8 
f2, f3, f5, 
f6 f3, f6 
Execution #3 
f2, f3, f4, 
f5, f6, f7, 
f8 
f2, f3, f5, 
f6, f8 
f1, f2, f3, 
f6, f7, f8 
f2, f3, f6, 
f8 
f2, f3, f6, 
f8 f3, f6, f8 
Execution #4 f3, f4, f6, f8 
f1, f2, f3, 
f6 
f3, f6, f7, 
f8 
f3, f4, f6, 
f8 f3, f6, f8 f3, f6 
Execution #5 f2, f3, f4, f5, f6, f7 
f1, f2, f3, 
f6, f7, f8 
f2, f3, f4, 
f5, f6, f8 
f1, f3, f6, 
f8 
f3, f6, f7, 
f8 f3, f6 
Intersection f3, f6 f3, f6 f3, f6, f8 f3, f6, f8 f3, f6 f3, f6 
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Table 2. (continued) 
 
Method Execution Set A Set B Set C Set D Set E Intersection 
CFS 
Execution #1 f1, f2, f3, f5, f7, f8 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f5, 
f7, f8 
f1, f3, f4, 
f5, f6, f7 f1, f3, f5, f7 
Execution #2 f1, f2, f3, f5, f7, f8 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f5, 
f7, f8 
f1, f3, f4, 
f5, f6, f7 f1, f3, f5, f7 
Execution #3 f1, f2, f3, f5, f7, f8 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f5, 
f7, f8 
f1, f3, f4, 
f5, f6, f7 f1, f3, f5, f7 
Execution #4 f1, f2, f3, f5, f7, f8 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f5, 
f7, f8 
f1, f3, f4, 
f5, f6, f7 f1, f3, f5, f7 
Execution #5 f1, f2, f3, f5, f7, f8 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f5, 
f7, f8 
f1, f3, f4, 
f5, f6, f7 f1, f3, f5, f7 
Intersection f1, f2, f3, f5, f7, f8 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f4, 
f5, f6, f7 
f1, f3, f5, 
f7, f8 
f1, f3, f4, 
f5, f6, f7 f1, f3, f5, f7 
LVF 
Execution #1 f2, f3, f4, f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 f2, f3, f4, f6 
Execution #2 f2, f3, f4, f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 f2, f3, f4, f6 
Execution #3 f2, f3, f4, f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 f2, f3, f4, f6 
Execution #4 f2, f3, f4, f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 f2, f3, f4, f6 
Execution #5 f2, f3, f4, f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 f2, f3, f4, f6 
Intersection f2, f3, f4, f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 
f2, f3, f4, 
f6 f2, f3, f4, f6 
FCBF 
Execution #1 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, f4, 
f5, f6, f7, f8 
Execution #2 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, f4, 
f5, f6, f7, f8 
Execution #3 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, f4, 
f5, f6, f7, f8 
Execution #4 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, f4, 
f5, f6, f7, f8 
Execution #5 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, f4, 
f5, f6, f7, f8 
Intersection 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, 
f4, f5, f6, 
f7, f8 
f1, f2, f3, f4, 
f5, f6, f7, f8 
SFS 
(using 
Naïve 
Bayes) 
Execution #1 f1, f2, f3, f5, f8 f3, f4 f3 f1, f3, f4 f3 f3 
Execution #2 f1, f2, f3, f5, f8 f3, f4 f3 f1, f3, f4 f3 f3 
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Table 2. (continued) 
 
Based on the feature selection results, it is shown that these feature selection 
techniques yield different subset with different size. It is shown that SFS with Naïve 
Bayes in set C and E and Random Forest in all set select only one feature. These two 
are not capable to reduce the number of features partially due to the nature of the data 
itself. It is also known prone to over-fitting to some datasets and cannot handle large 
numbers of irrelevant features, thus it is not capable to reduce the number of features, 
On the other hand, FCBF is shown to unable reduce the number of features, this is 
because this feature selection technique is more suitable when handling high-
dimensional data, because it analyze the correlation between features, which is feature 
relevancy and feature redundancy. Thus, these methods will perform poorly when 
they failed to find the correlation between features, or they overestimate the 
correlation between features. In other domain of pattern recognition, the results 
obtained from FCBF and SFS with Naïve Bayes and Random Forest can be 
considered as suboptimal result, however in this WI domain, these feature selection 
techniques is still considered to achieve the purpose of the experiment. This is 
because the purpose of feature selection in WI is not only to reduce the number of 
features; instead it is to determine the most significant features (unique features). 
Thus, FCBF considers all features are significant, while SFS with Naïve Bayes and 
Random Forest consider that the selected features are the most significant feature. 
On the contrary, the rest of the techniques (SFS and SFFS with MIC, CFS, and 
LVF) are able to identify the significant features. It is also worth mentioning that 
although these feature selection techniques yield different features, they seem to 
always include the third feature (f3) in their results. Therefore, it can be concluded 
that the third feature (f3) is the most significant feature, and it is chosen as significant 
unique feature in order to proof the invarianceness of authorship in this work. 
5.3   Identifying the Authorship Using Significant Features 
The selected significant features from every feature selection techniques must be 
justified and validated through identification performance. In order to justify the 
Method Execution Set A Set B Set C Set D Set E Intersection 
Execution #3 f1, f2, f3, f5, f8 f3, f4 f3 f1, f3, f4 f3 f3 
Execution #4 f1, f2, f3, f5, f8 f3, f4 f3 f1, f3, f4 f3 f3 
Execution #5 f1, f2, f3, f5, f8 f3, f4 f3 f1, f3, f4 f3 f3 
Intersection f1, f2, f3, f5, f8 f3, f4 f3 f1, f3, f4 f3 f3 
SFS 
(using 
Random 
Forest) 
Execution #1 f3 f3 f3 f3 f3 f3 
Execution #2 f3 f3 f3 f3 f3 f3 
Execution #3 f3 f3 f3 f3 f3 f3 
Execution #4 f3 f3 f3 f3 f3 f3 
Execution #5 f3 f3 f3 f3 f3 f3 
Intersection f3 f3 f3 f3 f3 f3 
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quality of feature subset produced by each method, the feature subsets are tested 
against classification, which uses MIC as the classifier. Table 3 is the result of 
identification accuracy for each feature subset. 
Table 3. Experimental Results on Identification Accuracy (%) 
Method Execution Set A Set B Set C Set D Set E Average 
SFS 
(using 
MIC) 
Execution #1 97.40 97.18 96.92 96.14 96.94 96.92 
Execution #2 97.29 97.77 96.01 96.47 95.80 96.67 
Execution #3 97.63 97.30 95.78 96.80 97.05 96.91 
Execution #4 97.40 97.77 97.26 96.80 95.80 97.01 
Execution #5 97.51 96.59 97.38 96.14 96.49 96.82 
Average 97.45 97.32 96.67 96.47 96.42 96.87 
SFFS 
(using 
MIC) 
Execution #1 96.95 96.71 97.04 96.14 96.49 96.66 
Execution #2 97.40 97.18 96.58 97.13 96.94 97.05 
Execution #3 94.35 97.41 97.04 96.03 96.49 96.26 
Execution #4 97.06 96.59 96.58 96.14 96.03 96.48 
Execution #5 97.51 97.18 97.04 96.14 96.60 96.89 
Average 96.66 97.02 96.85 96.32 96.51 96.67 
CFS 
Execution #1 94.24 97.18 97.18 94.01 97.18 95.95 
Execution #2 94.24 97.18 97.18 94.01 97.18 95.95 
Execution #3 94.24 97.18 97.18 94.01 97.18 95.95 
Execution #4 94.24 97.18 97.18 94.01 97.18 95.95 
Execution #5 94.24 97.18 97.18 94.01 97.18 95.95 
Average 94.24 97.18 97.18 94.01 97.18 95.95 
LVF 
Execution #1 97.40 97.40 97.40 97.40 97.40 97.40 
Execution #2 97.40 97.40 97.40 97.40 97.40 97.40 
Execution #3 97.40 97.40 97.40 97.40 97.40 97.40 
Execution #4 97.40 97.40 97.40 97.40 97.40 97.40 
Execution #5 97.40 97.40 97.40 97.40 97.40 97.40 
Average 97.40 97.40 97.40 97.40 97.40 97.40 
FCBF 
Execution #1 97.74 97.74 97.74 97.74 97.74 97.74 
Execution #2 97.74 97.74 97.74 97.74 97.74 97.74 
Execution #3 97.74 97.74 97.74 97.74 97.74 97.74 
Execution #4 97.74 97.74 97.74 97.74 97.74 97.74 
Execution #5 97.74 97.74 97.74 97.74 97.74 97.74 
Average 97.74 97.74 97.74 97.74 97.74 97.74 
SFS 
(using 
Naïve 
Bayes) 
Execution #1 93.79 88.47 80.23 92.09 80.23 86.96 
Execution #2 93.79 88.47 80.23 92.09 80.23 86.96 
Execution #3 93.79 88.47 80.23 92.09 80.23 86.96 
Execution #4 93.79 88.47 80.23 92.09 80.23 86.96 
Execution #5 93.79 88.47 80.23 92.09 80.23 86.96 
Average 93.79 88.47 80.23 92.09 80.23 86.96 
SFS 
(using 
Random 
Forest) 
Execution #1 80.23 80.23 80.23 80.23 80.23 80.23 
Execution #2 80.23 80.23 80.23 80.23 80.23 80.23 
Execution #3 80.23 80.23 80.23 80.23 80.23 80.23 
Execution #4 80.23 80.23 80.23 80.23 80.23 80.23 
Execution #5 80.23 80.23 80.23 80.23 80.23 80.23 
Average 80.23 80.23 80.23 80.23 80.23 80.23 
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Based on the results, the accuracy is at its highest when the number of features is 
between 4-7 features. It is shown that FCBF produces the best accuracy (97.74%) and 
equal with the original dataset performance (97.74%). However, the number of 
features produced by FCBF is equal with the actual set (8 features). Meaning that, 
FCBF needs all features to produce the best performance. The second best accuracy is 
produced by LVF (97.40%). The results of LVF are shown to be stable, regardless of 
dataset and the number of execution. This is because the nature of the data that is 
consistent allows LVF to perform well. 
On the other hand, both SFS with MIC (96.87%) and SFFS with MIC (96.67%) 
with lower number of features still can obtain almost similar performance, although it 
is slightly lower than original dataset (97.74%). These feature selection technique 
outperform some other techniques (CFS, SFS using Naïve Bayes, and SFS using 
Random Forest). This is due to the behavior of these techniques which can 
specifically identify the unique features in dataset, therefore it is resulting the highest 
performance. Besides that, the wrapper technique is able to recognize importance of 
each feature in every iteration. However, due to the nature of both Naïve Bayes and 
Random Forest, the performance of SFS is deteriorating (86.96% and 80.23%). 
These techniques are both capable to identify the most significant features and at 
the same time they validate the invarianceness of authorship concept where the 
invariance between features for intra-class is lower than inter-class. As a normal 
practice in pattern recognition, it can be achieved by calculating the invariance for 
intra-class and inter-class using Mean Absolute Error (MAE): 
ܯܣܧ ൌ ଵ௡ ∑ |ݔ௜ െ ݎ௜|௡௜ୀଵ  . (5)
The result in Table 4 shows that the invarianceness of authorship is proven where 
the invarianceness between features using selected features for intra-class (same 
author) is smaller compared to inter-class (different author). This conforms the 
significant features is relate to invarianceness of authorship on WI. 
Table 4. Identification Accuracy Results (%) 
Various words 1 writer 10 writers 20 writers 
20 words 0.278666 0.295112 0.524758 
40 words 0.289052 0.295236 0.512279 
60 words 0.282408 0.293509 0.527289 
80 words 0.270236 0.3018 0.520221 
100 words 0.281886 0.355219 0.544051 
It is also shown that CFS is also capable to obtain good result (95.95%), although it 
is not as good as LVF, SFS and SFFS with MIC. Although FCBF is the enhancement 
of CFS, it is shown that CFS is still better than FCBF in some dataset. This is because 
FCBF determines the correlation between features faster than CFS, which may 
causing the technique to overestimate the correlation between features, thus causing it 
to select all the features. 
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6   Conclusion and Future Work 
The exploration of significant unique features relates to authorship invarianceness has 
been presented in this paper. A scientific validation has been provided as evidence of 
significant features can be used to proof the authorship invarianceness in WI. In 
future works, the selected unique features will be further explored with other classifier 
to confirm these features can be used as optimized features with higher accuracy. An 
improved sequential forward selection will also be developed to better adapt the 
nature of the data, and thus increase the performance. 
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