Abstract-We propose a new approach to quantitatively analyze the rendering quality of image-based rendering (IBR) algorithms with depth information. The resulting error bounds for synthesized views depend on IBR configurations including the depth and intensity estimate errors, the scene geometry and texture, the number of actual cameras, their positions and resolution. Specifically, the IBR error is bounded by the summation of three terms, highlighting the impact of using multiple actual cameras, the impact of the noise level at the actual cameras, and the impact of the depth accuracy. We also quantify the impact of occlusions and intensity discontinuities. The proposed methodology is applicable to a large class of common IBR algorithms and can be applied locally. Experiments with synthetic and real scenes show that the developed error bounds accurately characterize the rendering errors. In particular, the error bounds correctly characterize the decay rates of synthesized views' mean absolute errors as ( 1 ) and ( 2 ), where is the local density of actual samples, for 2-D and 3-D scenes, respectively. Finally, we discuss the implications of the proposed analysis on camera placement, budget allocation, and bit allocation.
I. INTRODUCTION

I
MAGE-BASED rendering (IBR) applications synthesize novel (or virtual) images, as taken by virtual cameras at arbitrary viewpoints, using a set of acquired images. With a range of applications, many algorithms have been proposed for IBR [28] , [31] . However, little research has been addressed the fundamental issue of analyzing the effects of different factors on the rendering quality. These factors include the number of actual cameras and their characteristics (position and resolution), and the geometry and texture of the scene. The answer to this fundamental question is crucial for both theoretical and practical purposes; we cannot effectively control the rendering quality and the cost of IBR systems without accurate quantitative analysis of the rendering quality. In fact, many IBR Manuscript received September 28, 2007 ; revised October 10, 2008 . Current version published March 13, 2009 . This work was supported in part by the National Science Foundation under Grant ITR-0312432 and in part by the Vietnam Education Foundation. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Ying Wu.
H. T. Nguyen was with the Department of Electrical and Computer Engineering, University of Illinois at Urbana-Champaign, Urbana IL 61801 USA. He is now with the Media Processing Lab, Sony Electronics, San Jose, CA 95112 USA (e-mail: thai-ha.nguyen@m4x.org).
M. N. Do is with the Department of Electrical and Computer Engineering, the Coordinated Science Laboratory and the Beckman Institute, University of Illinois at Urbana-Champaign, IL 61801 USA (e-mail: minhdo@uiuc.edu).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIP. 2009.2012884 systems have to rely on oversampling to counter undesirable aliasing effects.
In an early approach, McMillan and Bishop [16] formalized the IBR problem as a sampling and interpolation problem of the plenoptic function. The plenoptic function was defined by Adelson and Bergen [1] to characterize the radiant energy of the scene at all positions and directions. Chai et al. [2] analyzed the spectral support of the plenoptic function for layered depth scenes and found that, under some assumptions, it was bounded only by the minimum and maximum of the depths, not by the number of layers in the scene. Zhang and Chen [30] extended the spectral analysis of the plenoptic function to cover non-Lambertian and occluded scenes. Lin and Shum [14] pioneered the geometrical approach to analyze IBR algorithms.
Despite various advantages, including analysis of lens [18] , most existing spectral-based techniques assume the plenoptic functions are bandlimited, which, in general, is not the case [6] , [30] . In addition, spectral-based analysis often implies uniform sampling and sinc interpolation, although sinc interpolation is never used in practice. Furthermore, uniform sampling causes aliasing noise, resulting in objectionable visual artifacts on the rendered images [4] . The geometric approach in [14] focuses on the minimum sampling rate and "double image" artifacts of IBR algorithms, but does not analyze rendering errors.
In this paper, we propose a new approach to quantitatively analyze the rendering quality for IBR algorithms with depth information. We assume the ideal pinhole camera model, though somewhat strict, to derive concrete results. The analysis is proposed in the spatial domain; thus, it can quantify the rendering quality in a local portion of interest of the scene. We first consider the case of 2-D scenes without occlusions (Section III). The case is useful for translational camera configurations or when actual images are rectified before the rendering process. The proposed methodology then is developed to analyze 2-D occluded scenes (Section IV) and 3-D general scenes (Section V).
The main contribution of the paper is a methodology armed with a set of techniques to analyze the rendering quality of a class of IBR algorithms with per-pixel depth information. The rendering error is bounded based on the sample values, sample positions and their errors (i.e., the sample errors and jitters). We propose innovative techniques to derive properties of sample intervals and bounds for sample jitters in order to obtain bounds for the mean absolute error (MAE) of the rendered images. The derived error bounds highlight the effects on the rendering quality of various factors including depth and intensity estimate errors, the scene geometry and texture, the number of cameras, their positions and resolution. Experiments for synthetic and real scenes show that the theoretical bounds accurately characterize the rendering errors. Based on the proposed analysis, we discuss implications for IBR-related problems such as camera placement, budget allocation, and bit allocation. This paper is organized as follows. The problem setup is presented in Section II. We present analysis of 2-D unoccluded scenes in Section III. Generalization to 2-D occluded scenes and 3-D scenes are given in Sections IV and V, respectively. In Section VI, we show experiments to validate the theoretical bounds. Finally, we offer concluding remarks and discussions in Section VII. Some preliminary results of this paper were presented in our previous conference paper [21] .
II. PROBLEM SETTING
We describe the scene model and the camera model in Sections II-A and II-B, respectively. In each section, the models for the 2-D case and the 3-D case will be presented in parallel. In Section II-C, we briefly categorize IBR algorithms, in particular ones using per-pixel depth, and we formally introduce the problem definition.
A. Scene Model
Consider a 2-D scene as in Fig. 1(a) . Its surface is modeled as a 2-D parameterized curve , for some interval . Each corresponds to a surface point . We denote as the texture map "painted" on the surface . For 3-D scenes [see Fig. 1(b) ], the scene surface is denoted as , and the texture map is . Given a parametrization of the scene geometry or , the texture map or is independent of the cameras and the scene geometry. We assume that the surface is Lambertian [7] , that is, images of the same surface point at different cameras have the same intensity. Furthermore, we assume that the surface and the texture have derivative of second order at all points and all directions, except at the discontinuities.
B. Camera Model
1) Scene-to-Image Mapping:
A 2-D calibrated pinhole camera is characterized by the projection matrix . For each surface point in the scene, let be the homogeneous coordinate [7] of . The projection matrix maps surface points into image point using the projection equation (1) where is the depth of a surface point relative to the camera . We use to refer to the camera.
Equation (1) implies a mapping from a surface point , , to its image point on the camera as (2) We name the scene-to-image mapping. For unoccluded scenes, the mapping is monotonic in . A 3-D calibrated pinhole camera is characterized by the positional matrix . The projection equation is (3) where is the depth of relative to . We derive a scene-to-image mapping from surface points , for , to their image points as (4) where (5) The Jacobian matrix of is (6) 2) Image Formation Process: At an image point of a 2-D camera , the light field characterizes the brightness of the surface point . In other words, function is a warped version of the texture map (7) The corresponding equation for the 3-D case is (8) Let be the pixel interval in the image plane, or the resolution, of a 2-D camera . For the 3-D case, the resolution is , where and are the sample intervals in horizontal and vertical directions, respectively. In practice, the pixel intensities are obtained as integration of the light field and the sampling kernel. For simplicity, in this paper, we assume the ideal pinhole camera model, that is the Dirac function as sampling kernel, to derive concrete results. Using this model, the intensity, or , is
3) Intensity and Depth Estimate Error: In practice, the depth can be obtained using the range finders [11] , [25] or using structure-from-motion techniques [10] , [26] . For the 2-D case, we assume that a set of surface points are available at the actual cameras. Due to depth estimation errors, the surface points are registered as instead of their actual value . The magnitude of the error is supposedly bounded by some bound . For texture errors, we assume that in the formation of actual pixels, noisy estimates of are registered. Again, the error is supposedly bounded by some bound . In summary, we assume that (11) Similar assumption as (11) can be made for the 3-D case. Note that bounds can be related to the signal to noise ratio of the actual images and depth maps.
C. Problem Statement
1) IBR Algorithms:
Many IBR algorithms have been proposed [13] , [28] , [31] . This paper is concerned with IBR algorithms using per-pixel depth and image-space interpolation [15] , [17] , [20] , [27] . We present our analysis for the Propagation Algorithm [20] , although the proposed techniques are applicable to other algorithms. The Propagation Algorithm consists of three main steps as follows. a) Information Propagation: All the intensity information available at the actual image planes is propagated to the virtual image plane. This step is feasible since the depth information is available. b) Occlusion Removal: All the points in whose neighborhood there is another point with sufficiently smaller depth are removed; these points are likely occluded at the virtual camera. c) Intensity Interpolation: The virtual image is interpolated using the remaining samples. We assume that piecewise linear interpolation is used for the 2-D case and Delaunay triangulation-based linear interpolation is used for the 3-D Fig. 2 . Linear interpolation. The interpolation error can be bounded using sample errors " ; " , sample positions x ; x , and their jitters ; .
case. Both methods are widely used in practice thanks to their simplicity and decent interpolation qualities. Furthermore, we hope to help IBR practitioners find the paper directly useful. We note that the proposed analysis also applies for interpolation techniques using higher order splines [5] , [24] , [29] . 2) Problem Statement: Suppose the virtual image at virtual camera is rendered using images and depth maps of actual cameras . We want to quantify the effects on the rendering quality of projection matrices and , the resolution ( for the 2-D case or for the 3-D case), the depth and intensity error bounds , the texture map or , and the surface geometry or .
III. ANALYSIS FOR 2-D UNOCCLUDED SCENES
We start by introducing the methodology in Section III-A. In Section III-B, properties of sample intervals at the virtual image plane are derived. We analyze the jitters caused by depth estimate errors in Section III-C. In Section III-D, we derive a bound for the rendering error.
A. Methodology
We present the results for linear interpolation. The linear interpolation of in the interval (see Fig. 4 ) is defined as (12) where are sample jitters and are sample errors. The norm of a function is defined as
Proposition 1: Consider a function that is twice continuously differentiable. The linear interpolation given in (12) , for , has the error bounded by (14) Proof: Using simple application of the Taylor expansion. For details, see [19] . Remark 1: Proposition 1 can be considered as a local error analysis, providing a bound for the interpolation error in individual intervals. In the sequel, we will simply write with the understanding that the the norm is taken in the local interval of interest.
The error bound in (14) is a summation of three terms. Apart from intrinsic properties of the function , the first term depends on the sample intervals , the second term depends on the sample errors , and the third term is related to the jitters . Note that the bound is tight in the sense that equality does happen, for example, for linear functions . Remark 2: Generalization of Proposition 1 is possible for interpolation using splines of higher orders [5] . In these cases, only the first term in (14) will change to the product of higher powers of the sample interval , the norm of higher order derivative of , and a constant. In the following, we briefly explain how Proposition 1 can be used to analyze the rendering quality. In the Information Propagation step, consider actual cameras and a virtual camera . We denote the set of actual pixels of and are such that is the image of 2-D surface point (see Fig. 3 ). Let be the image of at the virtual camera . These points will serve as samples in the interpolation process performed at virtual image plane.
The second step, the Occlusion Removal step, is irrelevant in this section because the scene is supposed to be free of occlusions. In the Intensity Interpolation step, for each actual camera , for , let be the set of points on the virtual image plane propagated from . Let the union of be (15) ordered so that . Hence, contains all the actual samples propagated from the actual cameras.
The sources of rendering errors come from the intensity errors and jitters at , in addition to the interpolation technique in use. We address these issues in the following sections.
B. Properties of Sample Intervals
In this section, we want to investigate the properties of the sample intervals . As we see later, we are most interested in the summation . We analyze the sample intervals by considering each individual set as a point process. The set can be regarded as the union of point processes . Lemma 1: In each infinitesimal , the point process , defined as in (15), can be approximated as a Poisson process with density (16) where is such that point is the image of surface point at the virtual camera . Proof: Consider an infinitesimal interval on the virtual image plane. In this interval, we can assume that is constant; thus, sample intervals can be considered identically distributed. It is known that if the component processes have identically distributed intervals, their superposition can be approximated as a Poisson process in the distribution sense [3] , [12] . Hence, locally, the set of sample points can be approximated as a Poisson process.
Let be the portion of the scene whose image is the interval at the virtual image plane. Hence, and For each actual camera , for , the average number of pixels that are images of , for , is . The average number of points in , hence, can be computed as
The density , hence, can be obtained as
If the density is a constant over the whole interval , the set of points can be approximated as a Poisson process. However, since changes over , is approximated as a generalized, or inhomogeneous, Poisson process [23] . We use this key result to derive properties of sample intervals.
Proposition 2: The point process can be approximated as a generalized Poisson process with density function satisfying (16) for . The sum of powers of the sample intervals can be computed as (17) where (18) Proof: Using the result of Lemma 1, the point process can be approximated as a Poisson process of density in each infinitesimal interval . As a consequence, the average number of points falling into is , and the expectation of intervals inside is equal to . Hence
By changing the variable under the integral from to , using , we, indeed, obtain the desired result. Note that , called multiple-view term of order , for , depends only on the relative positions of the (actual and virtual) cameras and the scene. In unoccluded scenes, the derivative has positive infimum and finite supremum. As a consequence (19) Hence, . In particular, is a constant equal to the length of the image of , for , in the virtual image plane.
C. Bound for Sample Jitters
Another source of IBR error is the jitters caused by noisy depth estimates. Let be a surface point, and be the image of at the virtual camera . We denote a noisy estimate of with reconstruction error , and to be the image of at (see Fig. 3 ). In this section, we derive a bound for the sample jitters . Proposition 3: The jitter at virtual camera caused by the depth estimate error is bounded by (20) In the above inequality, is determined as follows: (21) Proof: Suppose the jitter is propagated from actual camera , for some . Let and . We can easily verify Denote . Using the above equalities and simple manipulations, we get (22) Note that always lies in the ray connecting and , or for some real number . Hence, . It can be shown, for all , that (23) Since both have the third coordinate equal to 0, only the upper-left 2 2 block of matrix needs to be investigated. If we let be the rotation matrix of , the maximum singular value of the upper-left 2 2 block of matrix is in fact . Hence, using (22) and (23), we obtain
The last inequality implies (20) . The bound depends on the depth estimate error and the relative positions between the virtual camera and the actual cameras and the scene defined by .
D. Error Analysis
Combining the results of Propositions 2 and 3, we derive in this section an error bound for the mean absolute error (MAE) of the virtual image. Note that, in practice, smaller MAE does not necessarily imply better visual quality. In addition, the derivation for other metrics such as mean square error (MSE) is also possible, although more involved.
Let be the interpolation error and be the number of virtual pixels being images of surface points for . The mean absolute error is defined as ( 
24)
Theorem 1: The mean absolute error of the virtual image is bounded by (25) where are defined as in (18), is as in (21), and are as in (11) . Proof: Note that the th virtual pixel has position in the virtual image plane; hence, MAE can be approximated as (26) We break down the integral above into intervals and apply Proposition 1 to each interval to get
In the last inequality, are replaced by using (18) . Substituting the above bound of the integral into (26), we, indeed, obtain (25) .
E. Discussion
We first emphasize the power of the geometric and local analysis resulted in Theorem 1. The bound can be applied locally and give meaningful bounds in most parts of the scene where is smooth, and, thus, and are is small in that regions. Regions with sharp edges and occlusions can be isolated.
The error bound in (25) consists of three terms. In the first term, and are fixed given the position of the virtual camera, whereas depends on the camera configuration and the scene. We can consider as the spatial information contributed by the actual cameras. Overall, the first term characterizes the gain of using multiple actual cameras.
To decrease the first term in an IBR setting, we can either use actual cameras of finer resolution or increase the number of actual cameras . Theorem 1 indicates that both methods yield comparable effects on the rendering quality. Moreover, the error bound decays as , where (27) can be interpreted as the local density of actual samples.
The second term, , characterizes the noise level at actual cameras. This can be considered as the limit of the rendering quality imposed by the quality of actual images.
The third term contains the precision of range finders and two factors that depend on the relative position between the virtual camera and the actual cameras and the scene. Among these factors, can be reduced by using better range finders, and is fixed once the virtual camera is specified. The last factor, , depends in part on the relative positions between the virtual camera and the actual cameras. In practice, when the depth error is large, we can reduce by limiting the set of used actual cameras to only nearby cameras. This is intuitive and conforms with [2] . However, by limiting the number of actual cameras, the density of actual samples, i.e., , will also be reduced, which in turn affects the first term in (25) . In this case, Theorem 1 could guide us on what is the best way by trading the third term with the first term in the error bound.
IV. ANALYSIS FOR 2-D OCCLUDED SCENES
In this section, we consider 2-D occluded scenes by introducing two adjustments to the analysis in Section III. First, the presence of occlusions requires modification of the sample density . Second, intervals containing discontinuities of the virtual image, either caused by the intensity or depth discontinuities, need to be analyzed using the new methodology of Proposition 4. For simplicity, we assume that all the occluded samples are successfully removed, and the set of remaining samples are dense enough so that there exists at most one discontinuity in each sample interval. General analysis is possible, though less elegant, and produces similar conclusions.
A. Methodology
We extend the Proposition 1 to consider discontinuous functions. In the following, we bound the linear interpolation error for functions with only one discontinuity. First, for simplicity, we introduced notations ( 
28)
Proposition 4: Consider a function that is twice continuously differentiable except at the discontinuity . The aggregated error over of the linear interpolation can be bounded by (29) where are the jumps of and its derivative at the discontinuity ( 
30)
Proof: See Appendix A. 5 . Two-dimensional occluded scene. We differentiate two kinds of discontinuities: those due to occlusions (such as x with parameters u and u ) and those due to the texture T (u) (such as x with parameter u ).
Remark 3:
The bound in Proposition 4 is proposed for the aggregated error over the interval . This is different from the pointwise bound given in Proposition 1. Proposition 4 can be considered as a local analysis, providing a bound for the interpolation error in individual intervals. Because of the discontinuity at , the aggregated error increases by an amount of (31) If , the bound of Proposition 4 simplifies to the case where is twice continuously differentiable in . The bound is characterized by sample intervals, sample errors, and jitters, in addition to intrinsic properties of . Similar remarks can be drawn for interpolation using splines of higher orders [5] .
The bound in (29) suggests that we need to investigate the sample intervals, especially observed sample intervals around the discontinuities, and sample jitters in the context of IBR.
B. Modification of the Sample Density
Consider a 2-D occluded scene (see Fig. 5 ). For a camera , we define the visibility function
Proposition 2 is modified as
where is the parameter of the surface point having image at (34) For this modification, will also be changed to
Intuitively, the modification in (35) signifies that, if a surface point is occluded at an actual camera , or equivalently , this camera contributes no information to the rendering of virtual pixel . Similarly, if is occluded at the virtual camera , or equivalently , no information from actual cameras is necessary.
C. Incorporation of Jumps
We differentiate two categories of discontinuities at the virtual image , namely, the depth discontinuities and the texture discontinuities (see Fig. 5 ). The depth discontinuities are at image object boundaries (backgrounds and foregrounds). Let be the set of depth discontinuities. For each point , denote (36) (37)
The above equations are well defined since is a one-to-one mapping everywhere except at discontinuities of . Intuitively, is the parameter on the background and is the parameter on the foreground, or vice-versa. The texture discontinuities are discontinuities of the texture . We denote the set of texture discontinuities . For consistency, we also use notation and , as in (36) 
Next, we propose a similar result of the Theorem 1 for 2-D occluded scenes.
Theorem 2: The mean absolute error MAE of the virtual image using the Propagation Algorithm is bounded by (43) Fig. 6 . Triangulation-based linear interpolation is often used with the Delaunay triangulation. In each triangle, the interpolation error can be bounded, as in Proposition 5, using the triangle's circumcircle radius R, the sample errors ", and the sample jitters .
where is the virtual image, is as in (21), is defined in (35), and are defined in (41) and (42), and are (44) (45) Proof: The proof is similar to the proof of Theorem 1; we need to consider in addition the aggregated error in observed intervals around jumps . Hence, the error bound needs to increase by an amount (46)
The summation these terms, for all , in fact results in the additional fourth and fifth terms.
Remark 4: Compared to Theorem 1, the bound in (43) has additional fourth and fifth terms to incorporate the discontinuities of the virtual image . Overall, the fourth term decays as and the fifth term decays as , where is the local density of actual samples. Note further that, around discontinuities, the Poisson approximation might be less accurate since fewer number of actual cameras contribute information to the rendering process.
V. ANALYSIS FOR 3-D SCENES
In this section, we extend the analysis into the 3-D case. A natural generalization of piecewise linear interpolation into 2-D is the Delaunay triangulation-based linear interpolation. We present the 3-D methodology for individual triangles in Section V-A. Then, we show properties of Poisson Delaunay triangles in Section V-B and a bound for sample jitters in Section V-C. Finally, an error analysis for 3-D scenes without occlusions is given in Section V-D.
A. Methodology
In this section, we investigate the interpolation error for an individual triangle. We define the norm of the gradient and the Hessian matrix as follows:
where denotes the maximum singular value [9] of a matrix . The linearly interpolated value at a 2-D point inside a triangle is defined as (49) where , and denote the area of triangles , and , respectively. In other words, is a bivariate linear function that is equal to at locations , and (see Fig. 6 ). In the presence of sample errors and jitters, sample values , and in (49) are replaced by , and , respectively. Proposition 5: We consider a function that is twice continuously differentiable. The linear interpolation on a triangle given in (49) has the error bounded by (50) where is the circumcircle radius of the triangle . Proof: We show the proof for and . In this case, the error bound in the right-hand side of (50) reduces into the first term. The techniques to incorporate the sample error (second term) and jitter (third term) are similar to the proof of Proposition 1.
Let be the center of the circumcircle of triangle . Using vector manipulations, it can be shown that (51) where , and . Using the 2-D Taylor expansion we can obtain for some point . Similar equations can be obtained for and , as well. Hence
The bound in (50) suggests that we need to investigate the properties of Delaunay triangles and the sample jitters. The next two sections will present these properties.
B. Properties of Poisson Delaunay Triangles
We assume in this section that the scene is unoccluded. We start by proposing an equivalence of Lemma 1 for the 2-D case. A 2-D process is called identically distributed scattering [22] if the density of points of over an arbitrary region follows a fixed probability mass distribution independent of . Intuitively, there is a profound similarity between the 1-D and 2-D cases, since they are both related to the probability mass function (pmf) of the number of points falling inside an arbitrary region. Hence, in the following, we assume that the Hypothesis 1 below holds.
1) Hypothesis 1:
The superposition of 2-D point processes with identically distributed scattering property can be approximated as a 2-D Poisson process.
On the image plane of the virtual camera , let be the set of points propagated from actual pixels [20] .
Proposition 6: The point process can be approximated as a 2-D generalized Poisson process with density function (52) where . Proof: Since we assume that Hypothesis 1 holds, in each infinitesimal region, the point process can be considered as a 2-D Poisson process. Hence, overall, can be considered as a generalized Poisson process. The density can be computed, similarly to Lemma 1, as the average number of points falling on an unit area. This, indeed, results in (52).
Once we approximate the set of propagated points as a 2-D Poisson process, the next step is to investigate properties of Poisson Delaunay triangles. In the following, we exploit results from stochastic geometry. The moments can be computed using explicit formula. In particular (54)
C. Bound for Sample Jitters
Let be a surface point, and be the image of at the virtual camera . We denote a noisy estimate of with reconstruction error , and the image of at .
Proposition 7:
The jitter , at virtual camera with camera center , caused by depth estimate errors can be bounded by (55)
In the above inequality, is computed as (56)
Proof: The jitter is a two-coordinate vector . Using Proposition 3, the norms of both and can be bounded by . Hence
The bound depends on the depth estimate error and the relative position between the virtual camera and the actual cameras and the scene defined by .
D. Analysis for 3-D Unoccluded Scenes
Consider the intensity function at virtual camera . Let be the interpolation error and be the set of virtual pixels being images of surface points for . Denote the number of pixels in . The mean absolute error MAE is defined as (57) Theorem 3: The mean absolute error MAE of the virtual image using the Propagation Algorithm is bounded by (58) where is the the virtual image, is as in (56), are as in (11), and (59) Proof: Let be the set of Delaunay triangles, and be the image region of the surface at the virtual camera. The can be approximated as
In each infinitesimal patch around , we can approximate (see Lemma 3) . Hence
By changing the variables from to , and substituting (62) into inequality (61), we indeed get (58).
Remark 5: The first term of (58), , is the area of the scene's image on the virtual image plane and does not depend on the actual camera configuration. The value of , called 3-D multiple-view term of second order, encodes the geometrical information of the actual cameras and the scene. We note that decays as . The first term also depends on the resolution . Overall, in smooth regions, the first term has decay order , where is the local density of actual samples. The second term is the intensity estimate error bound . The third term relates to the depth estimate error bound (linearly) and the geometrical position between the scene and the virtual camera (via ). Remark 6: A notable difference between the 3-D case and the 2-D case resides in the decay order of the first term. In (25) , the first term has decay order , while in (58) the decay order is . To see this difference, note that the first term in inequality (50) contains having the same dimension with the sample density , whereas in (29), the first term contains of the same dimension with .
VI. EXPERIMENTS
We present numerical experiments to show that the bounds Theorems 1 and 3 are reasonably tight and accurately predict the trends of rendering error with respect to IBR parameters such as the number of actual pixels, depth errors. The experiments use a synthetic scene in Section VI-A and a real scene in Section VI-B. Section VI-B also serves as an example on estimating the bound in practice.
A. Synthetic Scene
We adopt a simple translational camera configuration in our experiments. All the actual and virtual cameras are located in the -axis, looking to the direction of the -axis. The 2-D scene consists of a flat surface with distance to the cameras and the texture painted on the surface. We use camera resolution . To validate the first term in (25), we set , and vary the number of actual cameras . In Fig. 7(a) , we show the mean absolute error MAE (solid) and the theoretical bound (dashed) plotted against the number of actual pixels in the loglog axis. We observe that both the MAE and the theoretical bound decay with slope , consistent with the result of Theorem 1. Next, we validate the error bound (58) of Theorem 3 for a 3-D synthetic scene consisting of a flat surface with constant depth and the texture map . The Propagation Algorithm [20] is used for a planar camera configuration. All the actual and virtual cameras are placed in the -plane and focus to the direction of the -axis. Specifically, actual cameras are randomly placed in the square of dimensions 2 2 centered around the virtual camera position at . To validate the first term of the error bound (58), we set and plot in Fig. 7 (b) the mean absolute errors MAE (solid) and the error bound (dashed) against the total number of actual pixels (equivalent to the local density of actual samples ). The variation of is obtained by changing the resolution . Observe that the MAE indeed decays as , conforming to Theorem 3.
To validate the second term of the error bound (58), we fix and , and vary . For each value of , the intensity estimate errors are chosen randomly in the interval following the uniform distribution. In Fig. 8 , we show the mean absolute error MAE (solid) and the theoretical bound (dashed) plotted against the intensity estimate error bound . Observe that the actual MAE fluctuates around one half of the error bound. The reason is that the error bound of Theorem 3 is derived for the worst case, whereas the actual MAE tends to follow the average errors.
Finally, we validate the last term of (58) by fixing , and varying . For each value of , the depth estimate errors are chosen randomly in the interval following the uniform distribution. In Fig. 9 , we show the mean absolute error MAE (solid) and the theoretical bound (dashed) plotted against the depth estimate error bound . Observe that the MAE indeed appears below the error bound and approximately linear to .
B. Real Scene
A data set of a real scene is used to validate the error bound of Theorem 1. 1 This section can also be considered as an example of the computation of various factors in the error bound in practice. 1 The data set is available at http://cat.middlebury.edu/stereo/newdata.html. All the actual and virtual cameras are located in the -axis looking to the direction of the -axis. The virtual image at is rendered, scanline by scanline, using the images and depth maps from actual cameras and . The mean absolute error is computed using the available ground truth (see Fig. 10 ). The error bound of Theorem 1 is approximately computed, based on the data set, as follows.
1) Intensity Estimate Error Bound :
Since the intensities are quantized into integers in the interval , we consider the intensity errors belong to the interval . Hence, we choose (63)
2) Bound of Jitters
: The data set provide the disparities, instead of depth, between two actual cameras and . Hence, the bound of jitters is directly computed instead of the depth estimate error bound . Since the disparities between and are rounded to quarters of pixels, the disparities between and are rounded to one eighth of a pixel. Hence, we adopt (64)
3) Resolution
: We assume the images in have 450 columns spread over the image line of length 2. Hence (65)
In practice, it turns out that the choice of the image line's length, and, hence, the resolution , is not crucial. Its effect will be neutralized by the computation of and .
4) Multiple-View Terms :
For a camera located at looking to the direction of the -axis, its projection matrix is (66) Suppose that the scene surface is a parameterized curve , for . The corresponding scene-to-image mapping is (67) Fig. 11 . Mean absolute error (solid) of the virtual image rendered using the Propagation Algorithm [20] compared to the estimated error bound of Theorem 1 (dashed) for each scanline of the scene shown in Fig. 10 .
In this camera setting with two actual cameras at and and the virtual camera at , it can be verified that
As a consequence
Note that the length of the image line does not affect the ratio , although it does change individually.
5)
Norms and : Since there exist noises and discontinuities in the virtual image , a preprocessing step is necessary to estimate . To limit the effect of noise, the virtual image is first convolved with the derivative of order of a Gaussian kernel
In our experiment, we use the filter of length 10 pixels and . Next, since the virtual image is discontinuous, we use the 95%-point value (instead of the 100%-point value, i.e., the maximum) of the convolution as the norm. To have an idea, these values of for different scanlines have average 53.19 and standard deviation 16.70, while the corresponding values for are 36.86 and 11.13, respectively. For each scanline, the error bounds of (25) are computed using the procedure described above. In Fig. 11 , we show the mean absolute error (solid) of the virtual image rendered using the Propagation Algorithm [20] compared to the estimated bounds (dashed). Observe that the bound is tighter for scanlines with smoother intensity function .
VII. CONCLUSIONS AND DISCUSSIONS
We proposed a new framework to quantitatively analyze the rendering quality of IBR algorithms using per-pixel depth. We showed that IBR errors can be bounded based on sample intervals, sample errors, and jitters. We derived theoretical bounds for the mean absolute errors (MAEs) that successfully captured the effects of various factors such as depth and intensity estimate errors, the scene geometry and texture, the number of cameras and their characteristics. In particular, the proposed analysis suggests that the decay order of the MAE is for 3-D scenes and for 2-D scenes. The error bounds are also validated by experiments using synthetic and real scenes.
In the following, we discuss some implications of the proposed analysis. For simplicity, we use the result of Theorem 1.
1) Where to Put the Actual Cameras?: Theorem 1 suggests a potential application for camera placement. Suppose that we render a virtual image at camera given a number of actual cameras with given depth and texture estimate errors . We want to find the optimal camera positions, that is, optimal matrices . Given that , and are fixed, the last two terms of the error bound in Theorem 1 are also fixed. To decrease the error bound, the only way is to minimize [see (18) for ]
In case cannot be analytically minimized, numerical methods can be used to approximate the optimal configuration. If we want to optimize the actual camera positions for a set of virtual cameras, (71) should be the integral of for all the virtual cameras. It will be interesting to investigate this approach and one proposed by Zhang and Chen [32] .
2) Budget Allocation: Suppose that a monetary budget is available to buy range finders and cameras of cost , respectively. The question is to how to allocate the budget into range finders and cameras to best render the virtual image at .
We assume that, due to the registration process, the depth estimate error is a function of the number of range finders . The texture estimate error and resolution are similar for all cameras. Hence, the error bound in (25) depends only on and . The optimal budget allocation is to use range finders and cameras, where are the solution of the following optimization: (72) 3) Bit Allocation: Suppose that depth maps and images are recorded at the encoder and need to be transmitted over some communications channel to IBR decoders. The virtual image is rendered at the decoder upon receiving the depth maps and images. The question is how to distribute the channel capacity into for depth maps and for images to optimize the rendering quality of the virtual images.
Let and be distortions of intensity and depth images corresponding to the transmission rate . Since the first term of Theorem 1 does not depend on , our optimal distribution of channel capacity is the solution of the following optimization:
(73) A key to solve these optimization problems is the understanding of the multiple-view term . In some special case, such as translational configurations, can be simplified using a relationship similar to (68). APPENDIX PROOF OF PROPOSITION 4 Denote the following functions as linear interpolations of corresponding samples:
Let
, and be the corresponding interpolation errors. The aggregated interpolation error is defined as For defined above, it is easy verify (75). Next, we propose a bound, for the case for , that is in fact tighter than the one proposed in Proposition 4.
Lemma 5: The aggregated error , when there are no sample errors and jitters, can be bounded by , and (the shaded region in Fig. 12 ). Hence Finally, to extend Lemma 5 in the presence of sample errors and jitters, it is sufficient to prove the following lemma.
Lemma 6: The following inequality holds for :
Proof: For arbitrary , with
The last inequality easily implies (82).
