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Paul (2007) $p$ $n$ $n/parrow c>0$
$parrow\infty,$ $n$
Hall et al. (2005), Ahn et al. (2007), Yata and Aoshima (2011a) HDLSS
Jung and Marron (2009), Yata
and Aoshima (2009) HDLSS PCA
Yata and Aoshima (2009) PCA
$n$ $P$ HDLSS
PCA Yata and Aoshima






$\pi_{i}$ $\mu_{i}$ , $\Sigma_{i}(>O)$
$\Sigma_{i}$ $\lambda_{i1}\geq\cdots\geq\lambda_{ip}>0$
$H_{i}=$ [$h_{i1},$ $\cdots$ , hip] $\Sigma_{i}=H_{i}\Lambda_{i}H_{i}^{T},$ $\Lambda_{i}=$ diag$(\lambda_{i1}, \cdots, \lambda_{ip})$
$parrow\infty$ $\lambda_{ip}>0(i=1, \ldots, k)$ $\pi_{i}$
$P$ $X_{i1},$ $\ldots,$
$X_{in}$: $z_{ij}=(z_{i1j}, \cdots, z_{i\mathscr{O}})^{T}=$
$\Lambda_{i}^{-1/2}H_{i}^{T}(X_{ij}-\mu_{i})$ $ni=o(p)$ $Z_{i}j$ 4
$\pi_{i},$ $i=1,$ $\ldots,$ $k$ 3
:
$(A-i)$ $N_{p}(\mu_{i}, \Sigma_{i})$ ;
$(A-$ii $)$ $z_{ijl},$ $j=1,$ $\ldots,p(l=1, \ldots, ni)$ ;
(A-iii) (i) $E(z_{ijl}^{2}z_{isl}^{2})=1,$ $E(z_{ijl}z_{isl}z_{itl}z_{iul})=0,$ $j\neq s,$ $t,$ $u$ , b (ii) $\{x_{ijl}-$
$\mu_{ij}\}_{j\in N}$ $\rho$-mixing
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(A-ii) (A-i) (A-iii) (i) (A-ii)
$\Sigma_{i}$ :




(A-v) $\frac{tr(\Sigma_{i}\Sigma_{j})}{p}arrow c_{ij}(>0),$ $parrow\infty;i,j=1,$
$\ldots,$
$k$ .
Aoshima and Yata (2011) $lf$ , 8
HDLSS
Yata and Aoshima (2010c)






$n_{i}$ $T_{n}= \sum_{i=1}^{k}b_{i}\overline{X}_{in_{i}}$ $n=$
$(n_{1}, \ldots, n_{k}),$ $\overline{X}_{in_{i}}=\sum_{j=1}^{n_{i}}X_{ij}/n_{i}$ $\theta=(\mu_{1}, \ldots, \mu_{k}, \Sigma_{1}, \ldots, \Sigma_{k})$
$d(>0)$ $\alpha\in(0,1)$
$P_{\theta}(||T_{n}-\mu||\leq d)\geq 1-\alpha$
Aoshima et al. (2002)
Aoshima and Takada (2004) 2





and Yata (2011) $||T_{n}-\mu||^{2}$ $\delta=o(p^{1/2})>0$




$P_{\theta}(\mu\in R_{\Sigma_{n}})\geq 1-\alpha$ (2.2)
21.
$\Sigma_{n}>\delta$ (2.2) $T_{n}$ , $\sqrt{\Sigma_{n}-\delta}$ $\sqrt{\Sigma_{n}+\delta}$ 2
$p$ $R_{\Sigma_{n}}$ $\mu$
1 $p=2$ $R_{\Sigma_{n}}$
1. : $p=2$ $R_{\Sigma_{n}}$
$S_{in_{i}}=(n_{i}-1)^{-1} \sum_{=1}^{n_{2}}j(X_{ij}-\overline{X}_{in_{i}})(X_{ij}-\overline{X}_{in_{1}})^{T}$
$\hat{\Sigma}_{n}=\sum_{i=1}^{k}b_{i}^{2}$tr $(S_{in_{l}})/n_{i}$ $||T_{n}-\mu||^{2}\ovalbox{\tt\small REJECT}$ Aoshima
and Yata (2011)
21. (A-ii), (A-iii) (A-v) (A-iv)





$\delta$ $N(0,1)$ $\alpha/2$ $z_{\alpha/2}$
$\min\sum_{i=1}^{k}n_{i}$ subject to $\sim$ $\sum_{i=1}^{k}b_{i}^{2}\sqrt{tr(\Sigma_{i}^{2})}/n_{i}\leq\delta/z_{\alpha/2}$
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$n_{i} \geq\frac{z_{\alpha/2}\sqrt{2}}{\delta}|b_{i}|$tr $( \Sigma_{i}^{2})^{1/4}\sum_{=1}^{k}j|b_{j}|$ tr $(\Sigma_{j}^{2})^{1/4}$ ( $=C_{i}$ , say) (2.3)
$\delta=o(p^{1/2})>0$ (A-iv) $C_{i}/parrow 0$ ,
$Parrow\infty$ HDLSS
Aoshima and Yata (2011)
22. (A-ii), (A-iii) (A-v) $n$ (2.3)
(A-iv) $Parrow\infty$
$\lim\inf P_{\theta}(\mu\in R_{\Sigma_{n}}\wedge)\geq 1-\alpha$.
(2.4)
22.2
(2.3) tr $(\Sigma_{i}^{2})$ 2 $\sqrt{tr(\Sigma_{i}^{2})}$
$\sigma_{i\star}(\sqrt{tr(\Sigma_{i}^{2})}>\sigma_{i\star}>0)$ $\sigma_{i\star}/\sqrt{tr(\Sigma_{i}^{2})}\in$
$(0,1),$ $parrow\infty$ $\tau_{\star}=\min_{1\leq i\leq k}|b_{i}|\sqrt{\sigma_{i\star}}\sum_{j=1}^{k}|b_{j}|V\sqrt{\sigma_{j_{\star}}}$
$m$




$m_{1}=[m/2]+1,$ $m_{2}=m-m_{1}$ $\overline{X}_{im_{1}}=\sum_{j=1}^{m_{1}}X_{ij}/m_{1},$ $\overline{X}_{im_{2}}=$
$\sum_{j=m_{1}+1}^{m}X_{ij}/m_{2}$
$N_{i}= \max\{m,$ $[ \frac{z_{\alpha/2}\sqrt{2}}{\delta}|b_{i}|$tr $(S_{im(1)}S_{im(2)})^{1/4} \sum_{j=1}^{k}|b_{J}|$ tr $(S_{j_{m(1)}}S_{j_{m(2)}})^{1/4}]+1\}$
(2.5)
tr $(S_{im(1)}S_{im(2)})$ tr $(\Sigma_{i}^{2})$
(4 ). $N_{i}-m$
$T_{N}= \sum_{i=1}^{k}b_{i}\overline{X}_{iN_{i}}$ $\hat{\Sigma}_{N}=\sum_{i=1}^{k}b_{i}^{2}$tr $(S_{iN_{i}})/N_{i}$
$N=(N_{1}, \ldots, N_{k})$ Aoshima and Yata (2011)
(21)
23. (A-ii), (A-iii) (A-v) (A-iv)
$parrow\infty$
lim $infP_{\theta}(\mu\in R_{\Sigma_{N}}\wedge)\geq 1-\alpha$ .
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24. (A-i) (A-iv) $parrow\infty$
lim $sup|E_{\theta}(N_{i}-C_{i})|\leq 1$ , $Var_{\theta}(N_{i})=o(p^{1/2}/\delta);i=1,$ $\ldots,$ $k$ .
1. Yata and Aoshima (2010c) $||\mu||^{2}$ $\hat{T}_{n}=||T_{n}||^{2}-\hat{\Sigma}_{n}$
$p$
$\delta$






$B=diag(\sqrt{05+1/(p+1)},$ $\sqrt{05+2/(p+1)},$ $\ldots,$ $\sqrt{05+p/(p+1)}),$ $c_{l}>$
$0,$ $\rho_{l}\in(0,1)$ 3 2000
1 (i) $(c_{1}, c_{2})=(1,1),$ $(\rho_{1}, \rho_{2})=(0.3,0.3)$ ;(ii) $(c_{1}, c_{2})=(1,1)$ ,
$(\rho_{1)}\rho_{2})=(0.3,0.4)$ ; (iii) $(c_{1}, c_{2})=(1,1.5))(\rho_{1}, \rho_{2})=(0.3,0.3)$ .
2
1. 2 $(p=1600;\delta=5, \alpha=0.05)$
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3. 2
2 $\mu_{1},$ $\mu_{2}$ :
$H_{0}:\mu_{1}=\mu_{2}$ $vs$ . $H_{1}:\mu_{1}\neq\mu_{2}$ . (3.1)
Bai and Saranadasa (1996), Chen and Qin (2010) $parrow\infty$ (3.2)
Aoshima and Yata(2011) $)$ $n_{i}/parrow 0$
$\triangle=||\mu_{1}-\mu_{2}||^{2}$
$\alpha,$ $\beta\in(0,1/2),$ $\triangle_{L}=o(p^{1/2})(>0)$ (size) $\leq\alpha$ ,






$Var_{\theta}( \tilde{T}_{n})=\sum_{i=1}^{2}\frac{2}{n_{i}(n_{i}-1)}$tr $( \Sigma_{i}^{2})+\frac{4}{n_{1}n_{2}}$ tr $( \Sigma_{1}\Sigma_{2})+\sum_{i=1}^{2}\frac{4}{n_{i}}(\mu_{1}-\mu_{2})^{T}\Sigma_{i}(\mu_{1}-\mu_{2})$
Aoshima and Yata (2011)
31. (A-ii), (A-iii) (A-v)
$(\mu_{1}-\mu_{2})^{T}\Sigma_{i}(\mu_{1}-\mu_{2})=o(tr(\Sigma_{i}^{2})/n_{i}),$ $i=I,$ $2$ (A-iv)
$Parrow\infty,$ $n_{i}arrow\infty,$ $i=1,2$
$\frac{\tilde{T}_{n}-\triangle}{\sqrt{Var_{\theta}(\tilde{T}_{n})}}\Rightarrow N(0,1)$ .
2. Chen and Qin (2010) $\overline{T}_{n}$





32. (A-ii), (A-iii) (A-v) $n_{1},$ $n_{2}$
(3.3) (A-iv) $Parrow\infty$ (3.4)
lim sup size $\leq\alpha$ and lim inf power $(\Delta_{L})\geq 1-\beta$ . (3.5)
power $(\triangle_{L})$ $\triangle=\triangle_{L}$
32.2
(3.3) tr $(\Sigma_{i}^{2})$ 2 $\sqrt{tr(\Sigma_{i}^{2})}$
$\sigma_{i\star}(\sqrt{tr(\Sigma_{i}^{2})}>\sigma_{i\star}>0)$ $\sigma_{i\star}/\sqrt{tr(\Sigma_{i}^{2})}\in$
$(0,1),$ $Parrow\infty$ $\tau_{\star}=\min_{1\leq i\leq 2}\sqrt{\sigma_{i\star}}\sum_{j_{=1}}^{2}\sqrt{\sigma_{j\star}}$
$m$
$m= \max\{4,$ $[ \frac{(z_{\alpha}+z_{\beta})\sqrt{2}}{\triangle_{L}}\tau_{\star}]+1\}$ (3.6)
$m$ 2 $S_{im(1)}$ ,
$S_{im(2)}$






3.3. (A-ii), (A-iii) (A-v)
(A-iv) $parrow\infty$ (3.8) (3.5)
34. (A-i) (A-iv) $parrow\infty$









Yata (2010) $E_{\theta}\{tr(S_{n(1)}S_{n(2)})\}=$ tr $(\Sigma^{2})$ tr $(S_{n(1)}S_{n(2)})$
$Var_{\theta}(z_{jl}^{2})=M_{j}(<\infty),$ $i=1,$ $\ldots,p$ (A-i)




(A-iii) (i) $parrow\infty,$ $narrow\infty$
$Var_{\theta}( \frac{tr(S_{n(1)}S_{n(2)})}{tr(\Sigma^{2})})=O(\frac{tr(\Sigma)^{4}}{tr(\Sigma^{2})^{2}n^{2}})+O(n^{-1})$ (4.2)
Bai and Saranadasa (1996), Srivastava (2005) tr $(\hat{\Sigma_{n}^{2}})=c_{n}^{-1}\{$ tr $(S_{n}^{2})$
$-$ tr$(S_{n})^{2}/(n-1)\}$ $c_{\eta}=(n-2)(n+1)/(n-1)^{2}$
(A-i) $E_{\theta}\{tr(\Sigma_{n}^{2})\}=$ tr $(\Sigma^{2})$ $Parrow\infty$ ,
$narrow\infty$
$Var_{\theta}( \frac{tr(\hat{\Sigma_{n}^{2}})}{tr(\Sigma^{2})})=\frac{4}{n^{2}}(1+o(1))+\frac{8tr(\Sigma^{4})}{tr(\Sigma^{2})^{2}n}(1+o(1))$ (4.3)





tr $(S_{n(1)}S_{n(2)})$ tr $(\Sigma_{n}^{2})$
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Chen and Qin (2010) tr $(\Sigma^{2})$
tr$(\hat{\Sigma_{CQ}^{2}})=(n(n-1))^{-1}$ tr$\{\sum_{j\neq k}^{n}(X_{j}-\overline{X}_{n(j,k)})X_{j}^{T}(X_{k}-\overline{X}_{n(j,k)})X_{k}^{T}\}$ .
$\overline{X}_{n(j,k)}$ $X_{j}$ $X_{k}$ $n-2$
$E_{\theta}$ {tr $(\Sigma_{CQ}^{2})$ } $=$ tr $(\Sigma^{2})+\mu^{T}\Sigma\mu/(n-2)$ $||\mu||^{2}=O(p)$
$||\mu\Vert^{2}$
41. tr $(\Sigma^{2})$




$\{[k/2]-n_{(1)}+1, \ldots, [k/2]\}$ if $[k/2]\geq n_{(1)}$ ,
$\{1, \ldots, [k/2]\}\cup\{n_{(2)}+[k/2]+1, \ldots, n\}$ otherwise,
$V_{nk(2)}=\{\begin{array}{ll}\{[k/2]+1, \ldots, [k/2]+n_{(2)}\} if [k/2]\leq n_{(1)},\{1, \ldots, [k/2]-n_{(1)}\}\cup\{[k/2]+1, \ldots, n\} otherwise\end{array}$
$V_{nk(I)}$ , $V_{nk(2)}$ $|S|$ $S$








$(X_{j}-\overline{X}_{nj+j’(1)})$ $(X_{j’}-\overline{X}_{nj+j’(2)})$ $E_{\theta}$ {tr $(\Sigma_{n}^{2})$ } $=$ tr $(\Sigma^{2})$




(41), (4.3) (4.5) tr $(\overline{\Sigma_{n}^{2}})$ tr $(S_{n(1)}S_{n(2)})$
(A-i) tr $(\hat{\Sigma_{n}^{2}})$
tr $(\Sigma_{n}^{2})$ tr $(\Sigma^{2})$
(A-iii) (i) $parrow\infty,$ $narrow\infty$
$Var_{\theta}( \frac{tr(\overline{\Sigma_{n}^{2}})}{tr(\Sigma^{2})}I=O(\frac{tr(\Sigma)^{4}}{tr(\Sigma^{2})^{2}n^{2}})+O(n^{-1})$ (4.6)
3. (2.5) (37) $tr(S_{im(1)}S_{im(2})$ (44)
tr $(\overline{\Sigma_{im}^{2}})$ 2.3-2.4 3.3-3.4
42.
3 tr $(\Sigma^{2})$ tr$(S_{n(1)}S_{n(2)})$ , tr $(\hat{\Sigma_{n}^{2}})$ tr $(\overline{\Sigma_{n}^{2}})$
tr $(\Sigma_{n}^{2})$ $N_{p}(0, \Sigma)$ $n=50$ ,
$p=600(200)1600,$ $\Sigma=(0.3^{|i-j|^{1/3}})$ 21 $A:tr(S_{n(1)}S_{n(2)})/tr(\Sigma^{2})$ ,
$B:tr(\Sigma_{n}^{2})/tr(\Sigma^{2}),$ $C:tr(\Sigma_{n}^{2})/tr(\Sigma^{2})$ 1000
22 A, $B$ , $C$
21. $A$ ,B,C 22. A,B, $C$
21 (A-i) tr $(\Sigma^{2})$
22 A
B,C (43) (45) B C
0,
$\Sigma=(0.3^{|i-j|^{1/3}})$ , $\nu=$ 20(20)120 $p=1000$ $t$
31 A: $tr(S_{n(1)}S_{n(2)})/tr(\Sigma^{2}),$ $B$ : $tr(\hat{\Sigma_{n}^{2}})/tr(\Sigma^{2}),$ $C$ :
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$\nu$ A $C$ $C$
tr $(\overline{\Sigma_{n}^{2}})$ tr $(\Sigma^{2})$
5.
Chiaretti et al. (2004) $12625(=p)$
2
$\pi_{1}$ :B-cell $\pi_{2}$ :T-cell 2
$\mu=\mu_{1}-\mu_{2}(b_{1}=1, b_{2}=-1),$ $\alpha=0.05,$ $\delta=100$ B-cell









$N_{1}= \max\{m,$ $[ \frac{z_{\alpha/2}\sqrt{2}}{\delta}$ tr $( \overline{\Sigma_{1m}^{2}})^{1/4}\sum_{j=1}^{2}$ tr $(\overline{\Sigma_{jm}^{2}})^{1/4}]+1\}=30$ ,
$N_{2}= \max\{m,$ $[ \frac{z_{\alpha/2}\sqrt{2}}{\delta}$ tr $( \overline{\Sigma_{2m}^{2}})^{1/4}\sum_{j=1}^{2}$ tr $(\overline{\Sigma_{jm}^{2}})^{1/4}]+1\}=26$
B-cell 13 T-cell 9
$T_{N}=\overline{X}_{1N_{1}}-\overline{X}_{2N_{2}}=(-0.120,$ $-0.012$ ,
0.033, ..., 0102, 0.060, $0.160)^{T}$ $\hat{\Sigma}_{N}=\sum_{i=1}^{2}$ tr$(S_{iN_{i}})/N_{i}=175.2$
$P_{\theta}(\mu\in R_{\Sigma_{N}}\wedge)=P_{\theta}(75.2\leq||T_{N}-\mu||^{2}\leq 275.2)\geq 0.95$ (51)
(51) (51)
$\mu=0(\mu_{1}=\mu_{2})$ $||T_{N}-\mu||^{2}=||T_{N}||^{2}=1744$
(5.1) $\mu=0$ $\mu\neq 0$
$T_{N}=(T_{1N}, \ldots, T_{pN})^{T}$ $\gamma>0$
$T_{jN(*)}=\{\begin{array}{ll}T_{jN} if |T_{jN}|\geq\gamma,0 otherwise\end{array}$ (5.2)
$\gamma=0.4$ $T_{N(*)}=(T_{1N(*)}, \ldots, T_{pN(*)})^{T}$
$T_{N(*)}=(0,0,0,0,0,0.566, ..., 0,0,0)^{T}$
$T_{N(*)}$ $0$ 1795 12625 ( )




$\gamma=0.8$ $T_{N(*)}$ $T_{N(*)}$ $0$
533 533 ( ) $\mu=T_{N(*)}$
$||T_{N}-\mu||^{2}=||T_{N}-T_{N(*)}||^{2}=663.0$ (5.1) $\mu=T_{N(*)}$
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