Abstract. We de ne the convex core of a nite Borel measure Q on R d as the intersection of all convex Borel sets C with Q(C) = Q(R d ). It consists exactly of means of probability measures dominated by Q. Geometric and measure-theoretic properties of convex cores are studied, including behaviour under certain operations on measures. Convex cores are characterized as those convex sets that have at most countable number of faces.
Introduction
Let Q be a nite Borel measure on the Euclidean space R d . Borel sets B R d with the property Q(B) = Q(R d ) are called full. The intersection of all closed and full sets is the support of Q and, similarly, the intersection of all closed, convex and full sets is the convex support of Q. The support of Q, s(Q), is closed and full and the convex support of Q, cs(Q), is closed, convex and full. The intersection of all convex and full sets, to be called here convex core of Q, cc(Q), seems to have been unmentioned. Yet, the latter is of primary importance for understanding closures of exponential families and problems involving I-divergence projections. These will be investigated in a forthcoming paper, see also 2].
The set cc(Q) is convex but not necessarily full, e.g. for the Lebesque measure on the boundary of a ball, the convex core is the interior of the ball which has measure zero. Obviously, cc(Q) cs(Q) and we will show that cs(Q) is the closure of cc(Q). Points x 2 R d that are of positive measure, Q(x) > 0, belong clearly to cc(Q) and thus their convex hull is a Borel set contained in cc(Q). If the support of Q is at most countable then cc(Q) coincides with the convex hull of s(Q). In general it is not obvious that cc(Q) is a Borel set but this follows from our characterization result, Theorem 1. This paper is organized as follows. In the next section we elaborate upon auxiliary lemmas, prove Theorem 1, and give an alternative representation of cc(Q), Theorem 2. Section 3 deals with means of probability measures dominated by a given measure Q. The key result is that the set of these means is equal to cc(Q), Theorem 3. In Section 4 we investigate convex cores of sums, products, images and convolutions of measures. Section 5 discusses relations of our work to some results of Chentsov 1] .
Faces of convex cores
Throughout this paper we use the terminology and notation of 3], e.g. the a ne hull of a set C R d is denoted by a (C) and the convex hull of C by conv(C). A face of a convex set C is a convex subset F C such that every closed line segment in C with a relative interior point in F is contained entirely in F. A face F C is proper if F 6 = C.
The relative interiors ri(F ) of nonempty faces F of any nonempty convex set C partition the set C ( 3] , Theorem 18.2, p. 164). Lemma 1. cl(cc(Q)) = cs(Q) and ri(cc(Q)) = ri(cs(Q)) :
Proof. First we prove ri(cs(Q)) C for each convex Q-full set C. Let A = C \a (s(Q)), then Q(C) = 1 implies Q(A) = 1. Since cl(A) is closed, convex and Q-full, it contains cs(Q). Knowing that the a ne dimensions of s(Q), cs(Q) and cl(A) a (s(Q)) coincide we conclude, by Corollary 6.5.2 and Corollary 6.3.3 in 3], that ri(cs(Q)) is contained in ri(A) A C.
As ri(cs(Q)) is a subset of every convex Q-full set, we have ri(cs(Q)) cc(Q). This and the inclusion cc(Q) cs(Q) imply cl(cc(Q)) = cs(Q) and, again by Corollary 6.5.2 in 3], ri(cc(Q)) = ri(cs(Q)). Proof. (i) Since every Q-full set is Q C -full one has cc(Q) cc(Q C ); also as C is Q C -full C cc(Q C ).
( 
as desired.
The family F C of all faces of a given convex set C is a complete lattice when the meet is de ned by intersection and the join F 1 _ F 2 as the smallest face of C containing both F 1 
Thus, the Q-measure of the intersection of cl(F ) ? cl(F 0 ) and cl(G) must be zero.
Conversely, let C = S F2F C ri(F ) be a convex set with F C at most countable. For each nonempty F 2 F C , let R (F ) be a probability measure equivalent to the Lebesque measure on a (F ), e.g. a Gaussian measure on a (C). Then cc(R ri (F ) (F ) ) = ri(F ). For Q equal to a convex combination (with all weights positive) of the measures R ri(F ) (F ) , F 2 F C , we have
, and the opposite inclusion holds since C is convex and Q-full.
Corollary 5. Each convex core is a Borel set.
We will say that a polytope C, i.e. the convex hull of a nite set, is Q-polytope if all balls centered at extreme points of C have intersection with a (C) of positive Q-measure. A Qpolytope with its a ne hull equal to a (s(Q)) is referred to have full dimension. In other words, the Q-polytopes of full dimension are the polytopes C having a (C) = a (s(Q)) and extreme points contained in s(Q). Let C be any Q-polytope and A = a (C); the extreme points of C belong to s(Q A ). Then C is a Q A -polytope of full dimension and we have ri(C) cc(Q A ) cc(Q) by the argument above. It remains to show that each a 2 cc(Q) belongs to the relative interior of some Q-polytope. Let F be the face of cc(Q) for which a 2 ri(F ). Then by Lemma 3 we have a 2 ri(cc(Q cl (F ) )) and this implies, see above, that a is contained in the relative interior of a Q cl(F ) -polytope C. Since any Q cl (F ) -polytope is also a Q-polytope, this completes the proof. Remark 1. The convex support of Q is obviously equal to the intersection of all full closed halfspaces. To construct the convex core of Q it is also not necessary to intersect all convex full sets. It su ces to take the full sets of form H = S k j=1 H j where 0 6 k 6 d and H 1 is an open halfspace of R d , H 2 is an open halfspace of the boundary hyperplane of H 1 , etc. Indeed, let cc (Q) be the intersection of all Q-full unions H . Clearly, cc(Q) cc (Q) because H is convex. To see the equality here let x 6 2 cc(Q), i.e. x not in some convex full set C. One can show by induction on the a ne dimension of C that x 6 2 C implies the existence of H C such that x 6 2 H . This means x 6 2 cc (Q).
Means, dominance and convex core
In this section P always denotes a (Borel) probability measure (pm) having a mean, i.e. such that Moreover, to each a 2 cc(Q) there exists P Q with mean a such that dP dQ is bounded. Proof. If P Q then all Q-full sets are P-full what implies cc(P ) cc(Q). By the previous observation and Lemma 1, the mean of P is in ri(cs(P )) = ri(cc(P )) cc(P ) cc(Q). This shows one inclusion of Theorem 3.
Let a 2 ri(cc(Q)). Then a belongs to the relative interior of a Q-polytope C of full dimension due to Theorem 2. For every extreme point y of C, y 2 ext(C), which belongs to Let a 2 cc(Q), i.e. a 2 ri(F ) for a face F of cc(Q). By Lemma 3, a 2 ri(cc(Q cl(F ) )) and, due to the arguments above, a equals the mean of some P Q cl(F ) where this P can be chosen so that dP dQ cl(F ) is bounded. Obviously, P Q and dP dQ is bounded.
Remark 2. Given an increasing sequence of Borel sets B n , n > 1, with union R d , we can nd to each a 2 cc(Q) a su ciently large n and P Q Bn such that the mean of P equals a. To see this, for a 2 ri(cc(Q)) we argue as in the previous proof, using that the numbers Q Bn (D y ) are positive from some n. The case a 2 ri(F ) for a proper face F of cc(Q) reduces to a 2 ri(cc(Q cl (F ) )) as above.
Lemma 4. If cc(P ) is contained in a convex set C and the mean of P belongs to a face F of C then cc(P ) F.
Proof. Since ri(cc(P )) contains the mean of P, it meets F and Theorem 18.1 of 3] implies cc(P ) F.
Corollary 6. If the mean of P Q is in a face F of cc(Q) then P Q cl (F ) .
Proof. The dominance P Q implies cc(P ) cc(Q) and by Lemma 4 cc(P ) F. Therefore, cs(P ) cl(F ), P(cl(F)) = 1, and P Q cl (F ) .
Lemma 5. ri(cc(Q)) = R R d x P(dx) : P Q . Moreover, to each a 2 ri(cc(Q)) there exists P Q with mean a and dP dQ bounded.
Proof. The inclusion is obvious because P Q implies cc(P ) = cc(Q), and then the mean of P is in ri(cs(P )) = ri(cs(Q)) = ri(cc(Q)).
Let rst Q be a pm with mean c, obviously in cs(Q). For a 2 ri(cc(Q)) the a ne combination b = a + (1 ? )c is in ri(cc(Q)) for some > 1. For P b constructed as in the proof of Theorem 3, having mean b, the pm 1 P b + (1 ? 1 )Q has mean equal to a.
This pm is equivalent to Q and its density w.r.t. Q is bounded. If Q is not a pm but its normalization has a mean then the same argument works using the normalization.
If Q, normalized to a pm if necessary, does not have a mean, all we need is to nd a probability measure R Q that has a mean and such that dR dQ is bounded. This pm R can be constructed as a convex combination P n>1 n Q Bn where B n are bounded Borel sets, Q(B n ) > 0, that partition R d . Let b n be the mean of Q Bn and n be equal to Q(B n ) 2 ?n when the norm of b n is less than one and to Q(B n ) 2 ?n j jb n j j ?1 otherwise. All n are positive and a unique > 1 exists so that n sum to one. It is easy to see that R is equivalent to Q, the mean of R equals 
Convex core and operations between measures
The convex core behaves neatly with respect to some natural operations between measures and also to limiting considerations. All measures are, as usually, nite and Borel.
We start with a trivial fact that cc(Q) = cc( Q) for any positive.
Lemma 6. cc(Q 1 + Q 2 ) = conv(cc(Q 1 ) cc(Q 2 )) :
Proof. The inclusion is trivial. On the other hand, if a 2 cc(Q 1 + Q 2 ) then a is the mean of a pm P dominated by Q 1 +Q 2 , cf. Theorem 3. Using the Lebesque decomposition it is easy to see that P is a convex combination of two pm's P 1 Q 1 and P 2 Q 2 . Then a is a convex combination of the means of P 1 and P 2 that belong to cc(Q 1 ) and cc(Q 2 ), respectively.
Remark 3. The analogue of Lemma 6 for the support is s(Q 1 + Q 2 ) = s(Q 1 ) s(Q 2 ) and for the convex support cs(Q 1 + Q 2 ) = cl(conv(cs(Q 1 ) cs(Q 2 ))). Here the closure cannot be omitted (in R 2 take s(Q 1 ) to be the graph of x 7 ! x ?1 , x > 0, and s(Q 2 ) to be the graph of x 7 ! ?x ?1 , x > 0).
The next assertion concerns the Cartesian product of measures on perhaps di erent spaces.
Lemma 7. cc(Q 1 Q 2 ) = cc(Q 1 ) cc(Q 2 ) :
Proof. The right hand side is intersection of the sets C 1 C 2 over Q 1 -full sets C 1 and Q 2 -full sets C 2 . Since all these sets are (Q 1 Q 2 )-full we have the inclusion .
For a = (a 1 ; a 2 ) in cc(Q 1 ) cc(Q 2 ) we know that a 1 is the mean of a measure P 1 dominated by Q 1 and similarly with a 2 . But then a is the mean of P 1 P 2 which is dominated by Q 1 Q 2 and must therefore belong to cc(Q 1 Q 2 ) by Theorem 3. Remark 4. In Lemma 7 one can replace the convex core by support or convex support.
If T is a Borel measurable transformation between two spaces and Q is a measure on the rst one, the image of Q under T will be denoted by TQ, i.e. TQ(B) = Q(T ?1 (B)) for any Borel set B in the second space.
Lemma 8. cc(T Q) = T(cc(Q)) for any a ne transformation T.
Proof. We will use Theorem 3. If a pm P Q has mean a then TP TQ has mean
T(a); this proves cc(T Q) T(cc(Q)). To prove the opposite inclusion, let b 2 cc(T Q).
Then b is the mean of some pm P 0 TQ with dP As a consequence, the convolution power Q n has convex core equal to ncc(Q). This can be easily shown also directly. For convolution powers, Q n (nri(cc(Q))) always goes to 1 as n ! 1, but it may happen that Q n (ncc(Q)) < 1 for all n > 1 and also that Q n (ncc(Q)) = 0 for all n 6 d 2 .
Lemma 9. Let X 1 ; X 2 ; : : : be i.i.d. random variables with the distribution Q. Then Pr 1 n (X 1 + : : : + X n ) 2 ri(cc(Q)) = Q n (nri(cc(Q))) ! 1 ; n ! 1 : Proof. Where k 6 d is the a ne dimension of s(Q), there exist a nely independent points x 0 ; : : : ; x k in s(Q). Obviously, x 0 + : : : + x k is in s(Q (k+1) ) and also in ri((k + 1)cc(Q)) because 1 k+1 (x 0 + : : : + x k ) is in ri(cc(Q)). We deduce that Q (k+1) ((k + 1)ri(cc(Q))) is positive.
Since X 1 + : : : + X n is distributed as Q n we know that Pr 1 m (X 1 + : : : + X m ) 2 ri(cc(Q)) > 0 for m = k + 1. This implies that for n su ciently large, with probability arbitrarily close to 1 at least one of the independent events Y i = 1 m (X im+1 + : : : + X im+m ) 2 ri(cc(Q)) ; i = 0; 1; : : : ; d n m e ? 1; will occur. But, Y i 2 ri(cc(Q)) implies that 1 n (X 1 + : : : + X n ) 2 ri(cc(Q)) because the latter average is a convex combination of Y i and of X 1 ; : : : ; X im ; X im+m+1 ; : : : ; X n , each in cs(Q).
Remark 6. If a = R R d x Q(dx) exists then a stronger result holds. Namely, by the law of large numbers, 1 n (X 1 + : : : + X n ) converges to a 2 ri(cc(Q)) in probability. Example 1. Let C be the closed cone z 2 6 x 2 + y 2 , z > 0, in R 3 , and Q be the average of the pm sitting at (0; 0; 0) and of the pm R sitting on the boundary of C with the density (2 ) ?1 e ?r dr d#, r > 0, 0 6 # < 2 , in cylindrical coordinates. The convex core of C is union of the point (0; 0; 0) with int(C) and has only one nonempty proper face. Obviously, ncc(Q) = cc(Q). It is not di cult to show that for the convolution power R n , n > 2, the interior of C is full. Therefore, Proof. The inclusion is trivial. For a 2 cc(Q) there exists n and P Q Bn with mean a by Remark 2. Theorem 3 implies a 2 cc(Q Bn ).
Remark 7. The analogues of Lemma 10 for support and convex support require to close the union. For example in R, if B n = (?1; 0] 1 n ; +1) and Q = P n>1 2 ?n n where n is the pm sitting in 1 n , then 0 belongs to s(Q) cs(Q) but not to 
Discussion
Our motivation for studying convex cores of measures has been that this concept emerged in our work 2] about extended exponential families and I-divergence projections. In this context Chentsov's pioneering contributions 1] should be mentioned where convex support rather than convex core was used; however, 1] contains several false statements, see the example below.
A proper nonempty face F of a convex set C is exposed (see 3], p. 162) if it is the intersection of C with a nontrivial supporting hyperplane of C; for convenience C and ;
will not be considered exposed, in contrast to 3]. for nonzero 1 ; 2 2 R. For n > 1 let P n be the pm in the exponential family based on Q with parameter (?3 ln n; ?3n). The above example indicates that the faces of cc(Q) (rather than the ponderable faces of cs(Q)) might be the right starting points to build extended exponential families, in order to better understand closures (`boundary at in nity') of exponential families and to repair false statements in 1]. Our results in this directions are outlined in 2] and will be published elsewhere.
We conclude this paper by relating the ponderable faces of cs(Q) to the exposed faces of cc(Q), and by commenting on the relationship of our Theorem 1 to a result by Chentsov. Lemma 11. The mapping (F ) = F \ cc(Q) is a bijection between the ponderable faces of cs(Q) and the exposed faces of cc(Q). In addition, Q(F) is equal to Q(cl( (F ))).
Proof. We will repeatedly use Lemma 1, 2 and 3 and their Corollaries without explicit reference.
A ponderable face F of cs(Q) is equal to H \ cs(Q) for a nontrivial supporting hyperplane H of cs(Q). Then (F ) = F \cc(Q) = H \cc(Q) = cc(Q H ) = cc(Q F ) is nonempty since Q(F) > 0, and therefore (F ) is an exposed face of cc(Q). Taking closures we have cs(Q F ) = cl( (F )). This and cs(Q F ) F imply Q(F) = Q F (R d ) = Q F (cl( (F ))) = Q(cl( (F ))) :
Given an exposed face E of cc(Q), E = H \ cc(Q), the set H \ cs(Q) is an exposed face of cs(Q) containing E. Let (E) be the intersection of all exposed faces of cs(Q) containing E. Obviously, E (E) H \ cs(Q). It is easy to see that a nonempty intersection of exposed faces is an exposed face, using that any intersection of faces equals a nite intersection of at most d of these faces. Therefore, (E) is an exposed face of cs(Q) using also that (E) cl(E) implies Q( (E)) > Q(cl(E)) > 0. If G is an exposed face of cs(Q) contained in (E) and Q(G) = Q( (E)), then G cs(Q G ) cc(Q G ) = cc(Q (E) ) cc(Q cl (E) ) = E : This means that G = (E), showing that (E) is a ponderable face of cs(Q).
It remains to show that and are mutually inverse mappings. If E is an exposed face of cc(Q), E = H \ cc(Q), then (E) H \ cs(Q), and therefore ( (E)) = E. If F is a ponderable face of cs(Q), F = H \ cs(Q), then G = ( (F )) = (F \ cc(Q)) = (H \ cc(Q)) F and cl( (F )) G. Using that Q(F) = Q(cl( (F ))), we deduce Q(F) = Q(G). Since G is an exposed face contained in the ponderable face F, this implies F = G. S F) > 0 where the union is over all ponderable faces F contained properly in G. No argument is provided however for the measurability of this union, that would be needed to turn the outline in 1] to a complete proof.
