Gradient descent (GD) is known to converge quickly for convex objective functions, but it can be trapped at local minimums. On the other hand, Langevin dynamics (LD) can explore the state space and find global minimums, but in order to give accurate estimates, LD needs to run with small discretization stepsize and weak stochastic force, which in general slow down its convergence. This paper shows that these two algorithms can "collaborate" through a simple exchange mechanism, in which they swap their current positions if LD yields a lower objective function. This idea can be seen as the singular limit of the replica exchange technique from the sampling literature. We show that this new algorithm converges to the global minimum linearly with high probability, assuming the objective function is strongly convex in a neighborhood of the unique global minimum. By replacing gradients with stochastic gradients, and adding a proper threshold to the exchange mechanism, our algorithm can also be used in online settings. We further verify our theoretical results through some numerical experiments, and observe superior performance of the proposed algorithm over running GD or LD alone.
Introduction
Division of labor is the secret of any efficient enterprises. By collaborating with individuals with different skillsets, we can focus on tasks within our own expertise and produce better outcomes than working independently. This paper asks whether the same principle can be applied when designing an algorithm.
Given a general smooth non-convex objective function F , we consider the unconstrained optimization problem min x∈R d F (x).
(1)
It is well-known that deterministic optimization algorithms, such as gradient descent (GD), can converge to a local minimum quickly [27] . However, this local minimum may not be the global minimum, and GD will be trapped there afterwards. On the other hand, sampling-based algorithms, such as the Langevin dynamics (LD) can escape local minimums by their stochasticity, but the additional stochastic noise contaminates the optimization results and slows down the convergence when the iterate is near the global minimum.
In general, deterministic algorithms are designed to finding local minimums quickly, but they can be terrible in exploration. Sampling-based algorithms are better suited for exploring the state space, but they are inefficient when pinpointing the local minimums.
This paper investigates how they can "collaborate" to get the "best of the two worlds".
The collaboration mechanism we introduced here comes from replica-exchange in the sampling literature. Its implementation is very simple: we run a copy of GD, denoted by X n ; and a copy of LD, denoted by Y n . If F (X n ) > F (Y n ), we swap their positions.
At the final iteration, we output X N . The proposed algorithm, denoted by GDxLD and formalized in Algorithm 1 below, enjoys the "expertise" of both algorithms. In particular, we establish that if F is convex in a neighborhood of the unique global minimum, then for any > 0, there exists N ( ) = O( −1 ), such that |F (X N ) − F (x * )| < with high probability, where x * is the global minimum. If F is strongly convex in the same neighborhood, we can further obtain linear convergence, i.e., N ( ) can be improved to O(log(1/ )).
Notably, the complexity bounds we provide here are the same as the standard GD complexity bounds, assuming F is globally convex (or strongly convex) [27] , but we only need F to be convex ( or strongly convex) near x * , which is significantly weaker. It is not difficult to see why GDxLD works efficiently in such non-convex settings. The LD process explores and visits the neighborhood of the global minimum. Since this neighborhood is of a constant size, it can be found by LD in constant time. Moreover, this neighborhood
gives lower values of F than anywhere else, so the GD process will be swapped there, if it is not already there. Finally, GD can pinpoint the global minimum as it now starts in the right neighborhood. Figure 1 below visualizes the mechanism.
For many modern data-driven applications, F is an empirical loss function, so its precise evaluation and its gradient evaluation can be computationally expensive. For these scenarios, we also consider an online modification of our algorithm. The natural modification of GD is stochastic gradient decent (SGD), and the modification of LD is stochastic gradient Langevin dynamics (SGLD). Since the evaluation of F is also contaminated by noises, the exchange only takes place when an extra threshold is met. This algorithm, de- noted by SGDxSGLD and formalized in Algorithm 2 below, achieves a similar complexity bound as GDxLD if F is strongly convex in the neighborhood of x * . For the theory to apply, we also need the noise of the stochastic gradient to be sub-Gaussian and is of order
. This assumption can often be met by using a mini-batch of size O( −1 ), which in principle should be factored in for complexity. In this case, the overall complexity of SGDxSGLD is O(| log | −1 ).
Related work
Non-convex optimization problems arises in numerous advanced machine learning, statistical learning and structural estimation settings [19, 3] . How to design efficient algorithms with convergence guarantees have been an active area of research due to their practical
importances. In what follows, we discuss some existing results related to our work. As this is a fast growing and expanding field, we focus mostly on algorithms related to GD, LD, or their stochastic gradient versions.
One main approach to study nonlinear optimization is to ask when an algorithm can find local minimums efficiently. The motivation behind finding local minimums, rather than global minimums, is that in some machine learning problems, such as matrix completion and wide neural networks, local minimums already have good statistical properties or prediction power [16, 29, 2, 12, 17, 25] . Moreover, the capability to find local minimums or second-order stationary points (SOSP) is nontrivial, since GD can in principle be trapped at saddle points. When full Hessian information is available, this can be done through algorithms such as cubic-regularization or trust region [28, 8] . If only gradient is available, one general idea is to add stochastic noise so that the algorithms can escape saddle points [21, 1, 23, 34, 11, 22] . But the "size" of the noise and the stepsize need to be tuned for the accuracy requirement. This inevitably reduces the learning rate and the speed of escaping saddle points. For example, to find an -accurate SOSP in the offline setting, the perturbed gradient descend method requires O( −2 ) iterations [21] , and in the online setting, it requires O( −4 ) iterations [22] . These algorithms have much slower convergence rate than the ones we proposed here.
For problems in which local minimums are not good enough, we often need to use sampling-based algorithms to find global minimums. 1 This often involves simulating an ergodic stochastic process for which the invariant measure is proportional to exp(− 1 γ F (x)), with γ being referred to as the "temperature". As the process is ergodic, it can explore the state space. However, for the invariant measure to concentrate around the global minimum, γ needs to be very small, which often is controlled by the strength of stochasticity. Then for these sampling based-algorithms to find accurate approximation of global minimums, they need to use weaker stochastic noises and smaller stepsizes, which in general slow down the convergence. In particular, for LD in the offline setting and SGLD in the online setting, the complexity is first studied in [31] , then later improved by [33] , and generalized by [5] to settings with decreasing stepsize. In [33] , it is shown that LD can find an -accurate global minimum with O( −1 ) iterations, and SGLD can do so with O( −5 ) iterations. These algorithms have higher complexity than the ones we proposed in this paper.
Aside from optimization, LD and related Markov Chain Monte Carlo (MCMC) algorithms are also the main workhorse for Bayesian statistics. Our work is closely related to the growing literature on convergence rate analysis for Langevin dynamics. Asymptotic convergence of discretized Langevin dynamics with decreasing temperature (diffusion coefficient) and stepsize has been extensively studied in the literature (see, for example, [20, 18, 30] ). Nonasymptotic performance bounds for discrete-time Langevin updates in the case of convex objective functions are studied in [14, 9, 7, 10] . In MCMC, the goal is to sample from the stationary distribution of LD, and thus the performance is often measured by the Wasserstein distance or the Kullback-Leibler divergence between the finite-time distribution and the target stationary measure [24, 4] . In this paper, we use 1 One natural question is why we still concern SOSP when global minimum can be obtained? One short answer is dimensional dependence. This will be addressed by Remark 4.1 the performance metric P(|F (X N ) − F (x * )| > ), which is more suitable for the goal of optimizing a non-convex function. This also leads to a very different framework of analysis compared to the existing literature.
Our contribution and perspectives
A novel aspect we introduce is the exchange mechanism. The idea comes from replica exchange sampling, which has been designed to overcome some of the difficulties associated with rare transitions to escape local minimums [15, 32] . Dupuis et al. provides rigorous convergence analysis from the sampling perspective and show that sending the exchange rate to infinite is in some sense optimal [13] . Chen et al. extends the idea to solve non-convex optimization problem, but they only discusses the exchange between two LD processes [6] . Our work further extends the idea by combining GD with LD and provides finite-time performance bounds that are tailored to the optimization setting. Interestingly, the algorithmic formulation becomes simpler in our setting.
The complexity estimates of our algorithms are better than those for existing algorithms with no "collaboration" mechanisms. This is mainly due to the fact that, with the "labor devision", LD in GDxLD is no longer in charge of finding the exact global minimum, so its stepsize and temperature (stochastic force) can be fixed as constants, independent of . This is also much easier to implement in practice, and greatly facilitates the theoretical analysis, as the underline process is time-homogeneous.
Readers who are familiar with optimization algorithms might naturally think of doing replica exchange between other deterministic algorithms and other stochastic algorithms.
Standard deterministic algorithms include GD with line search, Newton's method, and
heavy-ball methods such as Nestrov acceleration. Stochastic algorithms include random search, perturbed gradient descent, and particle swarm optimization. We investigate GDxLD instead of other exchange possibilities, not because GDxLD is superior in convergence speed, but because of the following two reasons 1. GDxLD can be seen as a natural singular limit of replica-exchange LD, which is a mathematical subject with elegant theoretical properties and useful sampling applications. We will explain the connection between GDxLD and replica-exchange LD in Section 2.2.
2. GDxLD is very simple to implement. It can be easily adapted to the online setting.
We will explain how to do so in Section 2.4.
On the other hand, it would be interesting to see whether exchange between other algorithms can provide faster rate of convergence in theory or in practice. We leave this as a future research direction, and think the analysis framework and proving techniques we developed here can be extended to more general settings.
Main results
In this section, we present the main algorithms: GDxLD and SGDxSGLD. We also provide the corresponding complexity analysis. We start by developing GDxLD in the offline setting (Section 2.1) and its connection to replica exchange LD (Section 2.2). The rigorous complexity estimate is given by Theorem 2.2 in Section 2.3. We then discuss how to adapt the algorithm to the online setting and develop SGDxSGLD in Section 2.4. Section 2.5
provides the corresponding complexity analysis -Theorem 2.3. To highlight the main idea and make the discussion concise, we defer the proof of Theorem 2.2 to Section 4, and the proof of Theorem 2.3 to Section 5.
Replica exchange in offline setting
We begin with a simple offline optimization scenario, where the objective function F and its gradient ∇F are directly accessible. Gradient descent (GD) is one of the simplest deterministic iterative algorithms that can minimize F . It involves iterating the formula
The hyper-parameter h is known as the stepsize, which can often be set as a small constant.
If F is convex, The GD iterates can converge to a global minimum "linearly" fast, i.e.,
. If F is strongly convex with convexity parameter m, then the convergence will be exponentially fast, i.e.,
In the general non-convex optimization setting, F can still be strongly convex near x * .
In this case, if GD starts near x * , the iterates can converge to x * very fast. However, this is hard to implement in practice, since it requires a lot of prior knowledge of x * . If we start GD at an arbitrary point, the iterates are likely to be trapped at a local minimum.
To resolve this issue, one method is to add stochastic noise to GD and generate iterations according to
For a small enough stepsize h, (3) can be viewed as a temporal discretization of the LD
where B t is a d-dimensional standard Brownian motion. (3) is often called the overdamped Langevin dynamic or unadjusted Langevin algorithm [14] . Here for notational simplicity, we refer to algorithm (3) as Langevin dynamic (LD) as well. γ is referred to as the temperature of the LD.
It is known that under certain regularity conditions, (4) has an invariant measure
). Note that the stationary measure is concentrated around the global minimum for small γ. Therefore, it is reasonable to hypothesize that by iterating the algorithm (3) enough times, the iterates will be close to x * . Adding the stochastic noise √ 2γhZ n in (3) partially resolves the non-convexity issue, since the iterates can now escape local minimums. We say that it is "partially resolved", because non-convexity can make the convergence very slow when γ is small. In addition, adding noises contaminates the accuracy of results, as when Y n approaches x * , it is almost like a random walk. If F is strongly convex, one can show that
In this case, if γ is a constant, to achieve an accuracy, the optimal h = O( ) and the computational complexity is O(| log | −1 ), which is much worse than GD.
Above all, when optimizing a non-convex F , one has a dilemma in choosing the types of algorithms. Using stochastic algorithms like LD will eventually find a global minimum, but they are inefficient for accurate estimation. Deterministic algorithms like GD is more efficient if initialized properly, but there is the danger that they can get trapped in local minimums.
To resolve this dilemma, idealistically, we can use a stochastic algorithm first to explore the state space. Once we detect that the iterate is close to x * , we switch to a deterministic algorithm. However, it is in general difficult to write down a detection criterion a-priori.
Our idea is to devise a simple on-the-fly criterion. It involves running a copy of GD, X n in (2), and a copy of LD, Y n in (3), simultaneously. Since a smaller F -value implies the iterate is closer to x * in general, we apply GD in the next iteration for the one with a smaller F -value, and LD to the one with a larger F -value. In other words, we exchange the locations of X n and Y n if F (X n ) > F (Y n ). A more precise description of the algorithm is given in Algorithm 1.
Algorithm 1: GDxLD: offline optimization
Input: Temperature γ, step size h, number of steps N , and initial X 0 , Y 0 .
for n = 0 to N − 1 do
end end
Output: X N as an optimizer for F .
GDxLD as a singular limit of replica exchange Langevin diffusion
In this section, we review the idea of replica exchange LD, and show its connection with
Under certain regularity conditions on F , {X t } t≥0 has a unique stationary measure µ ν satisfying
Note that the stationary measure is concentrated around the global minimum x * , and the smaller the value of ν, the higher the concentration. In particular, if ν → 0, then µ ν is a Dirac measure at x * . However, from the algorithmic point of view, the smaller the value of ν, the slower the stochastic process converges to its stationary distribution. In practice, we can only sample the Langevin diffusion for a finite amount of time, which gives rise to the tradeoff between the concentration around the global minimum and the convergence rate to stationarity. One idea to overcome this tradeoff is to run two Langevin diffusions with two different temperatures, high and low, in parallel, and "combining" the two in an appropriate way so that we can enjoy the benefit of both high and low temperatures.
This idea is known as replica exchange LD.
Consider
The way we would connect them is to allow exchange between X t and Y t at random times.
In particular, we swap the position of X t and Y t according to a state-dependent rate
We refer to a as the exchange intensity. The joint process (X a t , Y a t ) has a unique stationary measure
Based on π ν,γ , one would want to set ν small so that X t can exploit local minimums, and γ large so that Y t can explore the state space to find better minimums. We exchange the positions of the two with high probability if Y t finds a better local minimum neighborhood to exploit than the one where X t is currently at.
For optimization purposes, we can send ν to zero. In this case
We would also like to send a to infinity to allow exchange as soon as Y a t find a better region to explore. However, the processes (X a , Y a ) is not tight as a → ∞. [13] uses a temperature swapping idea to accommodate this. Consider a temperature exchange process dX a
Complexity bound for GDxLD
We next present the performance bound for GDxLD. We start by introducing some assumptions on F .
First we need the function to be regular in the following sense:
Second, we need some conditions under which the iterates will not diverge to infinity.
The following assumption ensures the gradient will push the iterates back once they get too large:
The utility function is coercive. In particular, there exist constants
Note that another more commonly used definition of coerciveness (or dissipation [31, 33] 
The condition (5) is stronger than Assumption 2. In general, (5) can be enforced by adding proper regularizations. These are explained by the following Lemma. 2) Suppose (5) holds, then Assumption 2 holds.
Proof. For Claim 1), note that
By Assumption 1,
Then, applying Young's inequality, we have
which is of form (5) .
For Claim 2), note that
Using Young's inequality again, we have,
Thus,
The last condition we need is that F is convex near the global minimum x * . This allows GD to find x * efficiently when it is close to x * .
i.e., a line segment connecting x * and any
Assumption 3 essentially requires that F has only one deepest "valley" with x * at the bottom of it. While it is possible to extend to scenarios where there are multiple deepest "valleys", such extension can be quite evolved in the theoretical analysis, as the GD process, X n , in principle can be "hopping" among the "valleys" due to the exchange mechanism.
When x * is the unique global minimum, to verify of Assumption 3, one can compute the Hessian of F and find a region where it is positive semi-definite. When the Hessian is positive definite, one can further assume strong convexity within B 0 , which is formulated as below:
With all three assumptions stated, the complexity of GDxLD is given in the following theorem.
Theorem 2.2. Consider the iterates following Algorithm 1. Under Assumptions 1, 2,
In particular, if we hold h and δ fixed, to achieve an accuracy, the complexity O( −1 ) when F is convex in B 0 , and O(− log ) when F is strong convexity in B 0 . These complexity estimates are of the same order as GD in the convex setting. However, F does not need to be convex globally for our results to hold.
The fast convergence rate comes partly from the fact that GDxLD does not require the hyper-parameters h and γ to change with the error tolerance . This is quite unique when comparing with other "single-copy" stochastic optimization algorithms. This feature is of great advantage in both practice and theoretical analysis.
Online optimization with stochastic gradient
In a lot of data science applications, we define a loss function for a given parameter x and data sample s as f (x, s), and the loss function we wish to minimize is the average of
Since the distribution of S can be complicated or unknown, the precise evaluation of F and the gradient ∇F may be computationally too expensive or practically infeasible.
However, we often have access to a large number of samples of S in applications. So given an iterate X n , we can draw two independent batches of independent samples, s n,1 , . . . , s n,Θ and s n,1 , . . . , s n,Θ , and usê
to approximate F and ∇F . Here we require {s n,i } and {s n,1 } to be two independent batches, so that the corresponding approximation errors are uncorrelated.
When we replace ∇F with ∇F n in GD and LD, the resulting algorithms are called stochastic gradient descent (SGD) and stochastic gradient Langevin dynamics (SGLD).
They are useful when the data samples are accessible only online: to run the algorithms, we only need to get access to and operate on a batch of data. This is very important when computation or storage resources are smaller than the data.
To implement the replica exchange idea in the online setting, it is natural to replace GD and LD with their online version. In addition, we need to pay special attention to the exchange criterion. Since we only have access only toF n , not F ,
. Incorrect exchange may lead to bad performance, and thus we need to be cautious to avoid that. One way to avoid/reduce incorrect exchange is to introduce a threshold t 0 > 0 when comparingF n 's. In particular, if t 0 is chosen to be larger than the "typical" size of approximation errors ofF n , then, F n (X n+1 ) >F n (Y n+1 ) + t 0 indicates thatF (X n+1 ) is very "likely" to be larger than F (Y n+1 ). Lastly, since the approximation error ofF n (x) in theory can be very large when x is very large, we avoid exchange if the iterates are very large, i.e., when min{ X n , Y n } > M v for some largeM v ∈ (0, ∞).
Putting these ideas together, the SGDxSGLD algorithm is given in Algorithm 2:
Complexity bound for SGDxSGLD
To implement SGDxSGLD, we require three new hyper-parameters, Θ, t 0 andM v . We discuss how they can be chosen next.
First of all, the batch-size Θ controls the accuracy of the stochastic approximation of F and ∇F . In particular, we define ζ n (x) :=F n (x) − F (x) and ξ n (x) = ∇F n (x) − ∇F (x), Algorithm 2: SGDxSGLD: online optimization Input: Temperature γ, step size h, number of steps N , initial X 0 , Y 0 , estimation error parameter Θ (when using batch means, Θ is the batch size, it controls the accuracy ofF n and ∇F n ), threshold t 0 , and exchange boundaryM v .
for n = 0 to N − 1 do By controlling the number of samples we generate at each iteration, we can control the accuracy of the estimation, as the variances of the estimation errors are of order 1/Θ.
We will see in Theorem 2.3 and the discussions following it that 1/Θ should be of the same order as the error tolerance . For the simplicity of exposition, we introduce a new parameter θ = O( ) to describe the "scale" of ζ n and ξ n . In addition, we assume that the errors have sub-Gaussian tails.
Assumption 4. There exit constants θ > 0, such that for any 0
and for x , y ≤M V , we have for any z > 0,
Note that Assumption 4 implies that
We also remark that Assumption 4 holds if ξ n (x) ∼ N (0, θI d ) and ζ n (x) − ζ n (y) ∼ N (0, 1 2 θ). In practice, Assumption 4 can be verified using Hoeffding inequality or other concentration inequalities if the stochastic gradients are bounded.
Second, the threshold t 0 is related to the shape of the "valley" around x * . To keep the exposition concise, we set t 0 ≤ r 0 /8 where r 0 is defined in Assumption 3. Heuristically, it can be chosen as a generic small constant such as 10 −2 .
Lastly,M V is introduced to facilitate theoretical verification of Assumption 4. In other words, if Assumption 4 holds forM V = ∞, then we can setM V = ∞. In theory, under Assumption 1 and 2, we set
In practice, one can setM V as a generic large number, e.g., 10 10 .
We are now ready to present the complexity of SGDxSGLD. 
In particular, if we hold δ and h fixed, then to achieve an accuracy, we need to set To see where O( −1 ) batch size is from, we can look at a simple example where F (x) = 1 2 x 2 . As this function is strongly convex, we can focus on SGD. The iterates takes the form X n+1 = X n − hX n + hξ n (X n ).
For simplicity, we assume ξ n (X n ) is i.i.d. N (0, θI d ). Then X n is a linear auto-regress sequence, with the invariant measure N (0, hθ
Lastly, it is worth noting that the stepsize h and temperature γ in SGDxSGLD is independent of the error tolerance . This is one of the reason why it can beat other existing stochastic algorithms on convergence speed.
Numerical simulations
We provide some simple numerical experiments in this section to show the strength of GDxLD and SGDxSGLD. Our main focus is to demonstrate that by doing exchange between the two algorithms, (S)GD and (SG)LD, the performance of combined algorithm can be substantially better than running isolated copies of individual algorithms.
Offline setting
First, we consider how to find the mode within a two-dimensional Gaussian-mixture density. The loss function is given by
For simplicity, we choose M = 5×5 = 25, each m i is a point in the meshgrid {0, 1, 2, 3, 4} 2 , and Σ i =diag(0.1) so the "valleys" are distinctive. The weights are generated randomly.
As the Gaussian-mixture density and its gradient are almost zero for x far away from m i 's, we add an quadratic regularization term
where x(i) is the i-th element of x. Figure 2 shows the heat map and the 3-d plot of one possible realization of F . We can see that it is highly non-convex with 25 local minimums. In this particular realization of F , the global minimum is at (3, 2) and F (3, 2) = −0.168. We implement GDxLD for the objective function plotted in Figure 2 with h = 0.1, γ = 1, X 0 = (0, 0), and Y 0 = (1, 1). We plot F (X n ) and X n at different iterations n in Figure 3 . We do not plot Y n , the sample path of the LD, since it is used for exploration, not optimization. We observe that the convergence happens really fast, given the underlying non-convexity. In particular, we find the global minimum with less than 300 iterations.
We run multiple independent copies of GDxLD and are able to find the global minimum within 500 iterations in all cases. For comparison, we also implement GD and LD with the same F . For GD, the iteration takes the form X n+1 = X n − h∇F (X n ) with h = 0.1. X n gets stuck at different local minimums depending on where we start, i.e., the value of X 0 . For example, Figure 4 plots the trajectories of X n under GD with X 0 = (0, 0), which is the same as the X 0 we used in GDxLD. As for LD, Figure 5 plots X n following X n+1 = X n − h∇F (X n ) + 2γhZ n .
We set h = 0.1 and test two different values of γ: γ = 1 which is the γ used in GDxLD, and γ = 0.1 2 . When γ = 1 (Figure 5a ), we do not see convergence to the global minimum at all.
The process is doing random exploration in the state-space. When γ = 0.01 (Figure 5b ), we do observe convergence of X n to the neighborhood of the global minimum. However, comparing to GDxLD, the convergence is much slower under LD, since the exploration is slowed down by the small γ. In particular, we find the approximate global minimum with around 1.2 × 10 5 iterations. 
Online setting
In this section, we consider an online version of the test problem from Section 3.1. In particular, we consider the setting of kernel density estimation (KDE)
κ σ is known as a kernel function with tuning parameter σ. It measures the similarity between x and the sample data s i . There are many choice of kernel functions, and here we use the Gaussian kernel
Then,p N (x) can be seen as a sample average version of
Notably, p is the density function of X = S + √ σZ, where S follows the distribution of the sample data and Z ∼ N (0, 1). In the following example, we assume S follows a mixture of Gaussian distribution with density
As in Section 3.1, we set M = 5×5 = 25, each m i is a point in the meshgrid {0, 1, 2, 3, 4} 2 , Σ i =diag(0.1), and the weights are randomly generated. Our goal is to find the mode of p. In this case, we write
where L is the quadratic regularization function defined in (7) . Then, we can run SGDxS-GLD with the mini-batch average approximations of F and ∇F :
where the data-specific gradient takes the form In Figure 6 , we plot the heat map and 3-plot of one possible realization ofF n with σ = 0.1 2 and n = 10 4 . Note that in this particular realization, the global minimum is achieved at (3, 2) .
In Figure 7 , we plot X n for different values of n under SGDxSGLD with the objective function plotted in Figure 6 . We set h = 0.1, γ = 1, Θ = 10 3 , t 0 = 0.05,M v = 5, X 0 = (0, 0) and Y 0 = (1, 1). We observe that SGDxSGLD converges to the approximate global minimum very fast, within 10 3 iterations. For comparison, in Figure 8 , we plot the sample path of X n under SGD and SGLD with the objective function plotted in Figure 6 . For SGD, the iteration takes the form
For SGLD, the iteration takes the form
We set h = 0.1, γ = 0.1 2 , and Θ = 10 3 . Note that γ = 0.1 2 is tuned to ensure convergence.
We observe that SGD still get stuck in local minimums. For example, in Figure 8a , with X 0 = (0, 0), X n get stuck at (0, 1). SGLD is able to attain the global minimum, but at a much slower rate than SGDxSGLD. In particular, SGLD takes more than 2 × 10 4
iterations to converge to the approximate global minimum in Figure 8b . 
Detailed complexity analysis of GDxLD
In this section, we provide the detailed proof of Theorem 2.2. The proof uses a constructive stochastic control argument, under which we can "drive" the iterates into desired neighborhood. We start by providing an overview of the construction, which can be of interests to the analysis of other simulation-based numerical methods. We first note that once X n ∈ B 0 , by convexity, X n will converge to x * with properly chosen step size h (see details in Lemma 4.5 and 4.6). It thus remains to show that X n will be in B 0 with high probability for n large enough. This task involves two key steps.
Step 1. We construct a proper exponential-type Lyapunov function V with corresponding parameters C > 0 and 0 < ρ < 1 (Lemma 4.2). In particular, if Y n − x * > C and
Utilizing this Lyapunov function, we can show that, for Y n , the k-th, k ≥ 1, visit time to the set {x :
x − x * ≤ C} has a finite moment generating function in a neighborhood of the origin (Lemma 4.3 ). This implies that Y n visits the set {x :
x − x * ≤ C} quite "often" (i.e., the inter-visit time has a sub-exponential distribution).
Step 2. We then show that during each visit to {x :
x − x * ≤ C}, there is positive probability that Y n will also visit B 0 (Lemma 4.4). This essentially creates a sequence of geometric trials whenever Y n ∈ {x :
x − x * ≤ C}. Note that once Y n ∈ B 0 , X k ∈ B 0 for any k ≥ n due to the swapping mechanism. exponentially in dimension as well. This is not due to the techniques we are using, as the estimates in [31, 33] depend on a quantity called "spectral gap" which also can scale exponentially with the dimension. This is partly why sometimes SOSP estimates are favored, as they have only polynomial dependence on dimensions.
To facilitate subsequent discussion, we introduce a few more notations. We will use the filtration
to denote the information up to iteration n. We use P n to denote the conditional probability, conditioned on F n , and E n to denote the corresponding conditional expectation.
Note that the notations generalize to stopping times.
To keep our derivation concise, we assume x * = 0 and F (x * ) = 0. This does not sacrifice any generality, since we can always shift the function and consider
It is easy to check if F satisfy the assumptions introduced in Section 2, F c also satisfy the assumptions with slightly different constants that depend on x * .
Recurrence of the small set
In this section, we provide details about Step 1 and 2 in the proof outline. Our first result provides a proper construction of the Lyapunov function V . It also establishes that F (X n ) is monotonically decreasing. 1) The value of F (X n ) keeps decreasing:
2) Assume also Assumption 2, for η ≤ (8γ) −1 , V (x) := exp(ηF (x)) satisfies the following:
where
Proof. For claim 1), note that by Rolle's theorem, there exits x n on the line segment between X n and X n+1 , such that
by Cauchy-Schwarz inequality
Claim 1) then follows, as F (X n+1 ) ≤ F (X n+1 ).
Next, we turn to claim 2). We start by establishing a bound for F (Y n+1 ). Let ∆Y n = Y n+1 − Y n = −∇F (Y n )h + √ 2γhZ n . Note that again by Rolle's theorem, there exits y n on the line segment between Y n and Y n+1 , such that
by Cauchy-Schwarz inequality and Assumption 1
with β = 1 − 2Lh ∈ (0, 1). Recall that V (y) = exp(ηF (y)), so
as ηγ < 1/8 and β < 1
Similarly, from the derivation of claim 1), we have
In the following, we set R V = 8λ −1 c C V and define a sequence of stopping times:
and for k = 1, 2, . . . ,
Utilizing the Lyapunov function V , our second result establishes bounds for the moment generating function of τ k 's, k ≥ 0. 
Proof. Note that for n < τ 0 ,
This implies that
is a supermartingale. As V (x) ≥ 1, we have, by sending n → ∞,
By Lemma 4.2, F (X n+1 ) ≤ F (X n+1 ) < R V for n ≥ τ 0 . Therefore, for k ≥ 0, if τ k+1 > τ k + 1, F (Y n ) > R V and there is no swapping at step n for τ k < n < τ k+1 .
Given F τ k (starting from τ k ), for n ≤ τ k+1 − 1, we have F (Y n ) > R V and by Lemma
This implies that V (Y τ k+1 ∧n ) exp(hηC V (τ k+1 ∧ n)) is a supermartingale. Then, as V (x) ≥ 1, by sending n → ∞, we have
Next,
Now as
Then
The last result of this subsection shows that if F (Y n ) ≤ R V , there is a positive probability that Y n+1 ≤ r for any r > 0. In particular, this includes r = r l .
In particular, a lower bound for α is given by
where S d is the volume of a d-dimensional unit-ball.
Proof.
Convergence to global minimum
In this subsection, we analyze the 'speed' of convergence for {X n+k : k ≥ 0} to x * = 0 when X n ∈ B 0 . Most of these results are classical. In particular, if we assume B 0 = R d , then these rate of convergence results can be found in [26] . For self-completeness, we provide the detailed arguments here adapted to our settings. Proof. From Lemma 4.2, we have, if F (X n ) ≤ r 0 (i.e, X n ∈ B 0 ), then F (X n+1 ) ≤ r 0 .
We first note that for any k ≥ 0
where the first inequality follows by convexity (Assumption 3) and the second inequality follows by Hölder's inequality.
Next, by Lemma 4.2
where the last inequality follows from (9) . This implies that
.
Then, by induction, we have
Lemma 4.6. Under Assumption 1, and assuming F is strongly convex in B 0 and h ≤ min{1/(2L), 1/m}. If F (X n ) ≤ r 0 , then
for all k ≥ 0.
Proof. We first note that if F (x) is strongly convex in B 0 , then for x ∈ B 0 ,
By rearranging the inequality, we have
where the last inequality follows from Young's inequality.
Next, from Lemma 4.2 we have
where the second inequality follows from (10) . Note that by Lemma 4.2, F (X n+k ) ≤ r 0 for k ≥ 0. Thus, by induction, we have
Remark 4.7. The proof for Lemma 4.6 deals with F (X n ) and ∇F (X n ) directly. It is thus easily generalizable to the online setting as the noises are additive (see Lemma 5.6) .
In contrast, the proof for Lemma 4.5 requires investigating F (X n ) −1 . Its generalization to the online setting can be much more complicated, as the stochastic noises can make the fractions singular.
Proof of Theorem 2.2
We are now ready to prove the main theorem
Proof. Note from Lemma 4.5 that if X n ∈ B 0 , then for any
Next, we study "how long" it takes for X n to reach the set B 0 . From Lemma 4.4,
Thus, if
,
Lastly, we establish a bound for τ K . From Lemma 4.3, we have, by Markov inequality,
Above all, we have, for any N ≥ T (δ) + k( ),
When F is strongly convex in B 0 , from Lemma 4.6, if X n ∈ B 0 , then for any
In this case, we can set
Detailed complexity analysis of SGDxSGLD
In this section, we provide the proof of Theorem 2.3. The proof follows a similar construction as the proof of Theorem 2.2. However, the stochasticity ofF (x) and ∇F (x)
substantially complicates the analysis.
To facilitate subsequent discussions, we start by introducing some additional notations.
We denote
Similarly, we denote
We also define
We useP n to denote the conditional probability, conditioned on G n , andẼ n to denote the corresponding conditional expectation.
Following the proof of Theorem 2.2, the proof is divided into two steps. We first establish the positive recurrence of some small sets centered around the global minimum.
We then establish convergence to the global minimum conditional on being in the properly defined small set. Without loss of generality, we again assume x * = 0 and F (x * ) = 0.
Recurrence of the small set
Our first result establishes some bounds for the decay rate of F (X n ). 1) The value of F (X n ) keeps decreasing on average:
2) Assume also Assumption 2, forη ≤ min{(16γ) −1 , (8hθ) −1 },V (x) := exp(ηF (x)) satisfies the following:
Proof. For Claim 1), by Rolle's theorem, there exits x n on the line segment between X n and X n+1 , such that
by Hölder inequality
For X n+1 , we first note that when
), we may "accidentally" swap the two due to the estimation errors. In particular,
For Claim 2), we start by establishing a bound for F (Y n+1 ). Let
By Rolle's theorem, there exits y n on the line segment between Y n and Y n+1 , such that
where β = 1 − 2hL ∈ (0, 1).
Next, note that for any 0 < b < min{1/(8γ), 1/(4hθ)}, we have
by Assumption 4 and the fact that Z n ∼ N (0, I).
Then,
by (12) as γη < 1/16,ηhθ < 1/8 and Lh < 1/2
The upper bound for E n [V (X n+1 )] can be obtained in a similar way.
Lastly, for Claim 3), we first note that following the same argument as (11), we have
≤V (X n ) exp 4ηLh 2 θ d 2 asηhθ < 1/8 and hL < 1/2 ≤V (X n ) exp(ηhθd) as hL < 1/2.
Next, we note that when
by Assumption 4
Recall thatR V = 8λ −1 cĈ V . We define a sequence of stopping times:
and for k = 1, 2, . . . ,τ
Utilizing the Lyapunov functionV , our second result establishes bounds for the moment generating function of the stopping times. 
The proof of Lemma 5.2 follows exactly the same lines of arguments as the proof of Lemma 4.3. We thus omit it here.
Following the same lines of arguments as Lemma 4.4, we have the following result. If exchange takes place, X n+1 = Y n+1 , and F (X n+1 ) ≤ 1 4 r 0 .
Convergence to global minimum
In this subsection, we analyze the "speed" of convergence {X n+k : k ≥ 0} to x * when F (X n ) ≤ 1 2 r 0 . Let κ n = inf{k > 0 : F (X n+k ) > r 0 }.
Lemma 5.5. Under Assumption 1 and 4, and assuming Lh ≤ 1/2 andη < (8hθ) −1 , if F (X n ) ≤ 1 2 r 0 , then for any fixed k > 0,
Proof. From Lemma 5.1, the following is a supermartingalê V (X n+k ) exp 1 4 dk 1 κn≥k .
In particular,
Therefore, E n [V (X n+(κn∧k) ) exp(− 1 4 d(κ n ∧ k))] ≤V (X n ) ≤ exp 1 2η r 0 .
We also note that E n V (X n+(κn∧k) )] exp − Proof. We first note from Lemma 5.1, if F (X n ) ≤ r 0 , we have
where the second inequality follows from (10) as F (x) is strongly convex in B 0 .
Next, we note that Now for fixed N > N ( , δ) and θ ≤ θ(N, , δ), we first note that if F (X n ) ≤ 1 2 r 0 for n ≤ N − k( , δ), then P n (F (X N ) > ) =P n (F (X N ) > , τ n > N − n) + P n (F (X n+k ) > , τ n ≤ N − n) ≤P n (F (X N )1 τn>N −n > ) + P n (τ n ≤ N − n) Next, we study how long it takes X n to visit the set {x : F (x) ≤ r 0 /2}. In particular, we denote T = inf{n : F (X n ) ≤ r 0 /2}. From Lemma 5.3 and 5.4, every time Y n ∈ {x : 
Then P(T ≤ N − k( , δ)) ≥ P τ K(δ) ≤ N − k( , δ) and F (Xτ k +1 ) for some k = 1, . . . , K(δ) 
Conclusion
Gradient descent (GD) is known to converge quickly for convex objective functions, but it is not designed for exploration and it can be trapped at local minimums. Langevin dynamics (LD) is better at exploring the state space. But in order for the stationary distribution of LD to concentrate around the global minimum, it needs to run with a weak stochastic force, which in general slows down its convergence. This paper considers a novel exchange mechanism to exploit the expertise of these two algorithms. The proposed algorithm, GDxLD, can converge to the global minimum linearly with high probability for non-convex objective functions, under the assumption that the objective function is strongly convex in a neighborhood of the unique global minimum. Our algorithms can be generalized to online settings. To do so, we replace the exact gradients and function evaluation with their corresponding batch-average versions. We demonstrate the strength of our algorithms through finding the mode of a Gaussian-mixture in both online and offline settings.
