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Abstract
In this article we consider new generalized functions for evaluating
integrals and roots of functions. The construction of these general-
ized functions is based on Rogers-Ramanujan continued fraction, the
Ramanujan-Dedekind eta, the elliptic singular modulus and other
similar functions. We also provide modular equations of these new
generalized functions and remark some interesting properties.
1 Introduction
Let
η(τ) = epiiτ/12
∞∏
n=1
(1− e2piinτ ) (1)
denotes the Dedekind eta function which is defined in the upper half complex
plane. It not defined for real τ .
Let for |q| < 1 the Ramanujan eta function be
f(−q) =
∞∏
n=1
(1− qn). (2)
The following evaluation holds (see [12]):
f(−q) = 21/3π−1/2q−1/24k1/12k∗1/3K(k)1/2 (3)
where k = kr is the elliptic singular modulus, k
∗ =
√
1− k2 and K(x) is the
complete elliptic integral of the first kind.
The Rogers-Ramanujan continued fraction is (see [8],[9],[14]):
R(q) :=
q1/5
1+
q1
1+
q2
1+
q3
1+
... (4)
1
which have first derivative (see [5]):
R′(q) = 5−1q−5/6f(−q)4R(q) 6
√
R(q)−5 − 11−R(q)5 (5)
and also we can write
dR(q)
dk
= 5−1 · 21/3(kk∗)−2/3R(q) 6
√
R(q)−5 − 11−R(q)5. (6)
Ramanujan have proven that
R(q)−5 − 11−R(q)5 = f(−q)
6
qf(−q5)6 (7)
Also holds the following interesting identity
dk
dq
=
−2k(k∗)2K(k)2
qπ2
(8)
which is a result of Ramanujan (see [7] and [8]) for the first derivative of k = kr
with respect to q = e−pi
√
r, r > 0.
2 Propositions
Definition 1.
For any smooth function G, we define mG(A) to be such that
A = π
∫ +∞
√
mG(A)
η (it/2)
4
G
(
R
(
e−pit
))
dt (9)
Theorem 1.
If
5
∫ y
0
G(t)
t 6
√
t−5 − 11− t5 dt = A (10)
then
y = R
(
e−pi
√
mG(A)
)
(11)
Proof.
From [5] it is known that if a, b ∈ (0, 1) then
∫ a
b
f(−q)4q−5/6G(R(q))dq = 5
∫ R(a)
R(b)
G(x)
x 6
√
x−5 − 11− x5 dx. (12)
which is equivalent to write
−π
∫ a1
b1
f
(−e−tpi)4 e−tpi/6G (R (e−pit)) dt = 5 ∫ R(e−pia1)
R(e−pib1)
G(x)
x 6
√
x−5 − 11− x5 dx.
2
Setting b1 = +∞, a1 =
√
mG(A) and then using Definition 1 and the Dedekind
eta expansion (1) we get the result.
Also differentiating (8) one can get
dm
(−1)
G (r)
dr
= −πη (i
√
r/2)
4
G(R(q))
2
√
r
, q = e−pi
√
r, r > 0 (13)
and if
φ(r) := − 2
√
r
πη
(
i
√
r
2
)4
G (R (q))
(14)
then
Proposition 1.
If A > 0, then
d
dA
mG(A) = φ (mG(A)) (15)
Derivating (10) with respect to qmG = e
−pi√mG we get
5G(R(qmG))
R(qmG)
6
√
R(qmG)
−5 − 11−R(qmG)5
dR(qmG)
dqmG
=
dA
dkmG
1
dqmG
dkmG
or the equivalent, using (8),(5) and (3):
Theorem 2.
dA
dkmG
=
3
√
2
G (y(A))(
kmGk
∗
mG
)2/3 (16)
Also with integration of (16) we have
3 3
√
2kmG · 2F1
[
1
6
,
1
3
;
7
6
; k2mG
]
=
∫ A
0
1
G
(
R
(
e−pi
√
mG(t)
))dt (17)
Hence
Definition 2.
We define the function h as
x =
∫ h(x)
0
dt
G
(
R
(
e−pi
√
mG(t)
)) = ∫ h(x)
0
dt
G (y(t))
(18)
3
Theorem 3.
Set mG(A) = r, then
A = h
(
3 3
√
2kr · 2F1
[
1
6
,
1
3
;
7
6
; k2r
])
, (19)
or beter
m
(−1)
G (r) = h
(
3 3
√
2kr · 2F1
[
1
6
,
1
3
;
7
6
; k2r
])
. (20)
From relation (10) differentiating we have
5
G(y(A))y′(A)
y(A) 6
√
y(A)−5 − 11− y(A)5 = 1
hence
5
∫ y(A)
0
dt
t 6
√
t−5 − 11− t5 =
∫ A
0
dt
G(y(t))
= bmG (21)
where
br = 3
3
√
2kr · 2F1
[
1
6
,
1
3
;
7
6
; k2r
]
. (22)
Also if m(x) is the function defined as (see [13])
π
∫ +∞
√
m(r)
η(it/2)4dt = r (23)
then
b(−1)r = m(r) (24)
Hence
y(A) = R
(
e−pi
√
mG
)
= F1 (bmG) (25)
where we have define F1 by
x = 5
∫ F1(x)
0
dt
t 6
√
t−5 − 11− t5 . (26)
Theorem 4.
5
∫ A
0
G(t)dt
t 6
√
t−5 − 11− t5 = h
(
5
∫ A
0
dt
t 6
√
t−5 − 11− t5
)
(27)
Proof.
From relations (21) and (19) and (10) we have
h
(
5
∫ y(A)
0
dt
t 6
√
t−5 − 11− t5
)
= h(bmG) = A = 5
∫ y(A)
0
G(t)dt
t 6
√
t−5 − 11− t5 (28)
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which by inversion of y(A) we get the desired result.
Also from relation (20) is
m
(−1)
G (A) = h(bA). (29)
Hence knowing the function h we know almost everything. For this, for a given
function P (x) we can set
G(x) = 5−1xP ′(x) 6
√
x−5 − 11− x5 (30)
then
m
(−1)
G (A) = P
(
R
(
e−pi
√
A
))
= h(bA) (31)
Hence inverting bA we get the function h. Note also that P (A) = y
(−1)(A) and
mG(A) = vi(y(A)) (32)
where vi(x) is the inverse function of R(e
−pi√x).
Remarks.
1) Note by definition that when we know G the m
(−1)
G (A) is a closed form for-
mula and mG(A) is not (it needs inversion).
2) Continuing from relation (30) and y(x) = P (−1)(x) we have
G(y(x)) = 5−1P (−1)(x)P ′
(
P (−1)(x)
)
6
√(
P (−1)(x)
)−5 − 11− (P (−1)(x))5
From equation (28) we get also
Corollary 1.
h(−1)(A) = 5
∫ y(A)
0
dt
t 6
√
t−5 − 11− t5 (33)
Corollary 2.
y′(A) = 5−1h′i(A)y(A)
6
√
y(A)−5 − 11− y(A)5 (34)
with
hi(A) = h
(−1)(A) = bmG(A) = (b ◦mG) (A) (35)
and also
dy(A)
dkmG
= 5−1 · 21/3 (kmGk∗mG)−2/3 y(A) 6√y(A)−5 − 11− y(A)5 (36)
Using the above one can show with differentiation the following
5
Theorem 5.
hi(A) = π
∫ ∞
√
mG(A)
η (it/2)
4
dt = bmG(A) = 5
∫ y(A)
0
dt
t 6
√
t−5 − 11− t5 (37)
Also another interesting theorem arises from the definition of h(x). By
setting
h1(t) :=
(
1
h′i(x)
)(−1)
(t), (38)
then
Theorem 6.
5
∫ Gi(x)
0
dt
t 6
√
t−5 − 11− t5 =
∫ x
c
h′1(t)
t
dt. (39)
Proof.
From relation (18) we have
G (y(t)) =
1
h′i(t)
hence inverting
yi (Gi(t)) = h1(t).
Taking the derivatives in both parts we get
5
G′i(t)
Gi(t)
6
√
Gi(t)−5 − 11−Gi(t)5
=
h′1(t)
t
.
Lastly integrating the above relation in both parts we get the result.
Equation (39) can also written in the next form using (26)
Gi(x) = F1
(∫ x
c
h′1(t)
t
dt
)
(40)
Suppose the n-th order modular equation of y(A) is
Pn(A) = y
(
n · y(−1)(A)
)
. (41)
Then we can find Pn(x) by solving∫ Pn(A)
0
G(t)
t 6
√
t−5 − 11− t5 dt = n
∫ A
0
G(t)
t 6
√
t−5 − 11− t5 dt (42)
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with respect to Pn(A). Setting Qn(A) to be
Qn(A) := mG
(
n2 ·m(−1)G (A)
)
(43)
the n-nth degree modular equation of mG(A) and using (15) we have
m
(−1)
G (A) =
∫ A
0
dt
φ(t)
(44)
and ∫ Qn(A)
0
dt
φ(t)
= n
∫ A
0
dt
φ(t)
.
Also
Q(−1)n (A) = Q1/n (A)
and ∫ Qnm(A)
0
dt
φ(t)
= n
∫ Qm(A)
0
dt
φ(t)
= nm
∫ A
0
dt
φ(t)
and ∫ Qn(Qm(A))
0
dt
φ(t)
= n
∫ Qm(A)
0
dt
φ(t)
= nm
∫ A
0
dt
φ(t)
Hence ∫ Qn(Qm(A))
0
dt
φ(t)
=
∫ Qnm(A)
0
dt
φ(t)
and consequently
Qn (Qm (A)) = Qm (Qn (A)) = Qnm(A), (45)
Q1(A) = A and if n = p
a1
1 p
a2
2 . . . p
as
s
Qn(x) = (Qp1 ◦ . . . ◦Qp1) ◦ (Qp2 ◦ . . . ◦Qp2) ◦ . . . ◦ (Qps ◦ . . . ◦Qps) (46)
respectively iterated a1, a2, . . . , as times.
Hence
y
(
m
(−1)
G ◦m(−1)G ◦Qn ◦mG ◦mG(A)
)
= R
(
e−pi
√
m
(−1)
G
◦Qn◦mG◦mG(A)
)
=
= R
(
e−pin
√
mG(A)
)
= Ωn (y(A))
But
m
(−1)
G ◦m(−1)G ◦Qn ◦mG ◦mG(A) = m(−1)G
(
n2 ·mG(A)
)
= Q∗n(A) (47)
By this we lead to the following
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Theorem 7.
y (Q∗n2(A)) = Ωn (y(A)) ,
where Ωn(A) is the n-th modular equation of the Rogers-Ramanujan contin-
ued fraction and Q∗n2(A) is the n-th order modular equation of m
(−1)
G (A) i.e
Q∗n2(A) = m
(−1)
G
(
n2 ·mG (A)
)
.
Theorem 8.
If we know f0 = y and f
(−1)
0 , then
mG(A) = b
(−1) ◦ F (−1)1 ◦ f0(A) : (ν1)
and
m
(−1)
G (n
2) = f
(−1)
0 ◦ Ωn ◦ f0 ◦m(−1)G (1) : (ν2)
where n can take and positive real values as long as
Ωn(x) = v
(
n2 · v(−1)(x)
)
: (ν3)
and v(x) = R
(
e−pi
√
x
)
, i.e. v(x) is the Rogers-Ramanujan continued fraction.
The constant function Ωn(x) is the n-th degree modular equation of the v(x).
Hence knowing y(x) and y(−1)(x) = yi(x) we know respectively mG(x) and
m
(−1)
G (x).
Examples.
1) If f(x) = x2 + 2x then f (−1)(x) = −1 +√1 + x and
mG(x) = b
(−1) ◦ F (−1)1
(−1 +√1 + x)
2) If
G(t) =
t 6
√
t−5 − 11− t5
t+ 1
then y(x) = −1 + ex/5 and yi(x) = 5 log(x + 1). Hence exist constant c1 such
that
m
(−1)
G (n
2) = 5 log (1 + Ωn(c1)) , ∀n > 0
3) If
G(x) =
x 6
√
x−5 − 11− x5
5
√
1− k sin(x)2
then
y(x) = E(x, k) and yi(x) = am(x, k),
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where am is the Jacobi amplitude i.e the inverse of the incomplete elliptic inte-
gral of the first kind E[x, k], with k a parameter. Hence
m
(−1)
G (4x) = Q
∗
4
(
m
(−1)
G (x)
)
, Q∗4(x) = E [Ω2 (am(x, k)) , k] .
If k = 1
m
(−1)
G
(
n2
)
= log [sec (Ωn (t)) + tan (Ωn (t))] (48)
where
t = −π
2
+ 2 arctan
(
em
(−1)
G
(1)
)
(49)
for every n ∈ R∗+, (t is a constant). Also for k = 1/2
m
(−1)
G (4) = E
[
1
2
(
−1−
√
5 +
√
2
(
5 +
√
5
))
,
1
2
]
(50)
4) If n ∈ N and y(x) = BR(x) (the Bring Radical function), then
m
(−1)
G (n
2) = (Ωn ◦ F1 ◦ b1)5 +Ωn ◦ F1 ◦ b1
b1 = 3
6
√
2 · 2F1
[
1
6
,
1
3
;
7
6
;
1
2
]
and F1 defined from (26).
3 Further transformations
The function ki(A) is the inverse function of the elliptic singular modulus kA =
k(A). We have
ki(x) =
(
K
(√
1− x2)
K(x)
)2
, 0 < x < 1 (51)
Also we define
QG(x) := m
(−1)
G (ki(x)) (52)
then
m
(−1)
G (r) = QG(kr) (53)
From (11) we have
y (QG(kr)) = R
(
e−pi
√
r
)
We are interested to find an expresion for G. From (10) we get
5
∫ y(QG(kr))
0
G(t)
t 6
√
t−5 − 11− t5 dt = QG(kr)
or equivalently
5
∫ R(q)
0
G(t)dt
t 6
√
t−5 − 11− t5 dt = QG(kr) (54)
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and differentiating the last relation we get
5
G (R(q))R′(q)
R(q) 6
√
R(q)−5 − 11−R(q)5 = Q
′
G(kr)
dk
dq
or, using (3),(5),(8) we arive to
Q′G(kr) =
21/3
(krk′r)
2/3
G (R(q)) . (55)
But from the fact that Rogers-Ramanujan’s continued fraction is algebraic func-
tion of elliptic singular moduli we have R(q) = F (kr). Hence
Q′G(A) =
21/3(
A
√
1−A2)2/3G (F (A)) . (56)
Inverting F we get
G(A) = 2−1/3
(
Fi(A)
√
1− Fi(A)2
)2/3
Q′G (Fi(A)) . (57)
The study of F (A) has to reveal some interesting properties of the general
function
ys(A) = R
(
e−pi
√
ki(s(A))
)
, (58)
where s(A) is ”arbitrary” function. Allong with s(A), we attach the function
σ(A), which satysfies the condition s′(A) = σ(s(A)) and
mG(A) = ki (s(A)) . (59)
It holds from the definition of ys and Theorem 5 and (22):
1
Gs (ys(A))
=
1
G (y(A))
= h′i(A) =
d
dA
(
3 3
√
2s(A) · 2F1
[
1
3
,
1
6
;
7
6
; s(A)2
])
=
=
21/3
s(A)2/3 (1− s(A)2)1/3
s′(A) (60)
Hence
1
G
(
R
(
e−pi
√
ki(A)
)) = 21/3
A2/3 (1−A2)1/3
σ (A) (61)
Inverting the F (x) function (see and Apendix) we get
Theorem 9.
Q(A) = s(−1)(A) (62)
and
G(A) = Gs(A) =
2−1/3
(
Fi(A)
√
1− Fi(A)2
)2/3
σ (Fi(A))
. (63)
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Theorem 10.
Suppose G0(x) is that of (155),(65) below and F (x) = R
(
e−pi
√
ki(x)
)
. Both
functions are ”constant” and algebraic. If
5
∫ ys(A)
0
G0(t)
σ (Fi(t))
dt
t 6
√
t−5 − 11− t5 = A, (64)
then ys(A) = y(A) is that of (58), with s
′(A) = σ(s(A)).
Proof.
Inverting s(A) we get
5
∫ R(e−pi√ki(A))
0
G0(t)
σ (Fi(t)) t
6
√
t−5 − 11− t5 dt = si(A).
Then differentiating (the h is refering to R
(
e−pi
√
ki(A)
)
function)
G0
(
R
(
e−pi
√
ki(A)
))
σ(A)
h′i(A) = s
′
i(A).
Using now Corollary 2 and (60),(61), we get
G0
(
R
(
e−pi
√
ki(A)
))
σ(A)
21/3
A2/3(1−A2)1/3 = s
′
i(A),
equivalently
2−1/3A2/3(1 −A2)1/3
σ(A)
21/3
A2/3(1 −A2)1/3 = s
′
i(A)
and finaly
σ(A)s′i(A) = 1, (64.1)
which is true hence we get (64).
Note.
For the function G0(x) holds
G0 (F (x)) =
(
x
√
1− x2)2/3
3
√
2
(65)
and hence G0 is algebraic (see also Appendix for G0).
Theorem 11.
We set c(A) = 3 3
√
2A · 2F1
[
1
6 ,
1
3 ;
7
6 ;A
2
]
, then
Q
(−1)
G (h(A)) = ci(A). (66)
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Also
φ(A) =
σ (k(A))
k′(A)
(67)
where φ(x) is that of (14).
Proof.
From Theorem 5 and (35) we have hi
(
m
(−1)
G (A)
)
= bA or hi (Q(A)) = c(A).
Inverting we get the first result.
For the second result we have
m′G(A) = φ(mG(A))
or from (59)
k′i(s(A))s
′(A) = φ(mG(A))
or
k′i(s(A))s
′(A) = φ(ki(s(A)))
or
k′i(A)
s′i(A)
= φ(ki(A))
or
s′i(A) =
k′i(A)
φ(ki(A))
or
si(A) =
∫ ki(A)
0
dt
φ(t)
=
∫ A
0
dt
σ(t)
dt (68)
Differentiating the last relation and inverting kA = k(A) we get the result.
Note.
One can see imediately that
h
(
3
3
√
2A · 2F1
[
1
3
,
1
6
;
7
6
;A2
])
= si(A) (69)
which means that h and si ”generalized” functions are esentialy the same. We
are going to describe this kind of relation between generalized functions.
Definition 3.
We say that a function f is generalized, if it is not ”constant” function.
Definition 4.
We say that two invertible generalized functions f, g are equivalent f ≡ g, if
exists invertible constant functions α1(x), β1(x), γ1(x) such that
f(x) =
α1 (g (β1(x)))
γ1(x)
(70)
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Proposition 2.
The notation ≡ is an equivalence relation i.e. it has the following properties
i. Reflection: f ≡ f
ii. Symmetry: If f ≡ g then g ≡ f
iii. Transition: If f ≡ g and g ≡ h, then f ≡ h.
Proposition 3.
We have the following equivalences of functions
y ≡ mG ≡ hi ≡ Q(−1)G ≡ s (71)
yi ≡ m(−1)G ≡ h ≡ QG ≡ si (72)
y′i ≡ G ≡ h′ ≡ φ ≡ m(−1)G ′ ≡ Q′G ≡ σ ≡ s′i (73)
Theorem 12.
y′(A) = 5−1 3
√
2
(
s(A)
√
1− s(A)2
)−2/3
s′(A)y(A) 6
√
y(A)−5 − 11− y(A)5 (74)
Set now
U(x) := 256
(
1− x2 + x4)3
x4 (1− x2)2 (75)
and
U2(x) =
1−
√
1− U(x)2
1 +
√
1− U(x)2 = 16
(1 + 14x2 + x4)3
x2(1− x2)4 (76)
then we have the next
Theorem 13.
For an arbitrary G(x) the value of σ(x) is given from
σ(x) =
(
x
√
1− x2)2/3
3
√
2 ·G (F (x)) (77)
and the value of s(x) from ∫ s(x)
0
dt
σ(t)
= x. (78)
Then the value of y(x) at x = A can evaluated from
U2 (s (A))
1/3 Y 5/3 = Y 2 + 250Y + 3125, (79)
where
Y = y (A)
−5 − 11− y (A)5 (80)
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Notes.
I. Assume that G(A) = G∗ (Fi(A)), where G∗(A) known. Then from (77) we
have
σ(A) = 2−1/3
(
A
√
1−A2)2/3
G∗(A)
(81)
Hence ∫ A
0
dt
σ(t)
=
3
√
2
∫ A
0
G∗(t)dt
(t
√
1− t2)2/3 = si(A). (82)
Let G(t) = 3
√
1− Fi(t)2, then s(A) = A354 .
i. If A0 = 3
3
√
6− 4√2 we have
j1/3 = U2 (s (A0))
1/3
= 12
Then equation (79) becomes
12Y 5/3 = Y 2 + 250Y + 3125
and
Y = 125(2 +
√
5)
Hence
y(A0) = y
(
3
√
6− 4
√
2
)
=
2√
2
(
5 +
√
5
)
+
√
5 + 1
.
Finaly the function y(A) which is a solution of
5
∫ y(A)
0
3
√
1− Fi(t)2
t 6
√
t−5 − 11− t5 dt = A
is
y(A) = R
(
e−pi
√
ki(A3/54)
)
and can be determined in closed form up to a 6th degree poynomial equation
(that of (79)).
ii. If
A0 = 3
3
√
66 + 48
√
2− 8
√
140 + 99
√
2
then
j1/3 = U2 (s(A0))
1/3
= 66
and equation (79) becomes
66Y 5/3 = Y 2 + 250Y + 3125
14
with solution
Y =
125
2
(
1147 + 513
√
5 +
√
2630810+ 1176534
√
5
)
Hence
y
(
3
3
√
66 + 48
√
2− 8
√
140 + 99
√
2
)
=
5
√
−11− Y +√125 + 22Y + Y 2
2
II. If for a function y(A) we know G, then from (77) we have∫ A
0
dt
σ(t)
= si(A). : (eq1)
Knowing s(A) we solve
3
√
16
1 + 14s(A)2 + s(A)4
s(A)2/3 (1− s(A)2)4/3
· Y 5/3 = Y 2 + 250Y + 3125. : (eq2)
and we get that
y(A) = ys(A) =
5
√
−11− Y +√125 + 22Y + Y 2
2
: (eq3)
Hence we find the closed form of y(A) in (64) (and hence to the problem (10))
up to the inverting of the integral of (eq1) and solving the sextic equation (eq2).
i) Suppose that σ(A) = A + 1, then s(A) = eA − 1. This case coresponds
to
5
∫ y(x)
0
G0(t)
Fi(t) + 1
dt
t 6
√
t−5 − 11− t5 = x
and is solvable up to the sextic equation (eq2). Also
y(x) = R
(
e−pi
√
ki(eA−1)
)
ii) Another example is with σ(A) = 1. This leads to s(A) = A and coresponds
to
5
∫ y(x)
0
G0(t)
t 6
√
t−5 − 11− t5 dt = x
The first derivative according to Theorem 12 is
y′(A) = 5−1 3
√
2
(
A
√
1−A2
)−2/3
y(A) 6
√
y(A)−5 − 11− y(A)5
and
y(A) = R
(
e−pi
√
ki(A)
)
.
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For more details see Appendix.
iii) For σ(A) = 1/A we get s(A) =
√
2A, hence
5
∫ y(x)
0
G0(t)Fi(t)dt
t 6
√
t−5 − 11− t5 = x
and
y′(A) =
5−1√
2 (1− 2A)1/3A5/6
y(A) 6
√
y(A)−5 − 11− y(A)5
with
y(A) = R
(
e−pi
√
ki(
√
2A)
)
.
iv) If σ(A) =
√
1−A2√1− kA2, then s(A) = sn(A, k) and the solution y(x) of
5
∫ y(x)
0
G0(t)√
1− Fi(t)2
√
1− kFi(t)2
dt
t 6
√
t−5 − 11− t5 = x
is given from (eq2) and (eq3). Esentialy the function y(x) = yk(x) = y(x, k) is
algebraic function of s(A) = sn(A, k) and hence double periodic elliptic function.
Also
y′k(A)
2
1− kFi (yk(A))2
=
y′l(A)
2
1− lFi (yl(A))2
= C(A).
and
y′k(A) = 5
−1 3√2cn(A, k)
1/3dn(A, k)
sn(A, k)2/3
yk(A)
6
√
yk(A)−5 − 11− yk(A)5,
with
y(A) = yk(A) = R
(
e−pi
√
ki(sn(A,k))
)
III. Another notation but not so detailed can found using (58),(77),(78) and
relation R(q) = F (kr). We have
yi(A) =
3
√
2
∫ Fi(A)
0
G(F (t))(
t
√
1− t2)2/3 dt (83)
As application we set B(x, a, b) =
∫ x
0
ta−1(1 − t)b−1dt to be the incoplete beta
function. Then if
G (F (A)) =
1
3
√
2
(
A
√
1−A2
)2/3 (
A−A2)a−1
Hence
y (B(x, a, a)) = F (x) (84)
16
and (see [13]) the solution of
B (1− βr, a, a)
B (βr, a, a)
= r, r > 0, 0 < βr < 1 (85)
is equivalent to
B (βr, a, a) =
Γ(a)2
Γ(2a)(r + 1)
(86)
Hence
y
(
Γ(a)2
Γ(2a)(r + 1)
)
= F (βr) (87)
IV. Also from ∫ A
0
dt
σ(t)
= si(A)
we have ∫ kr
0
dt
σ(t)
= si (kr)
Hence from (59): si(A) = m
(−1)
G (ki(A)) or equivalently si(kr) = m
(−1)
G (r) and
we get ∫ kr
0
dt
σ(t)
= m
(−1)
G (r) (88)
V. If G(F (A)) is polynomial
G (F (x)) =
M∑
n=0
cnx
n (89)
then using
∫ A
0
tn
(t
√
1− t2)2/3 dt = 3
An+1/3
3n+ 1
2F1
[
1
3
,
3n+ 1
6
;
3n+ 7
6
;A2
]
(90)
we get
y
(
3
3
√
2
M∑
n=0
cn
An+1/3
3n+ 1
· 2F1
[
1
3
,
3n+ 1
6
;
3n+ 7
6
;A2
])
= F (A), (91)
or if someone preferes
3
3
√
2
M∑
n=0
cn
An+1/3
3n+ 1
· 2F1
[
1
3
,
3n+ 1
6
;
3n+ 7
6
;A2
]
+ c = yi (F (A)) . (92)
and concequently
17
Theorem 14.
If
σ(A) =
(A
√
1−A2)2/3
3
√
2
∑M
m=0 cmA
m
, (93)
then
yi(x) = 3
3
√
2
M∑
n=0
cn
Fi(A)
n+1/3
3n+ 1
· 2F1
[
1
3
,
3n+ 1
6
;
3n+ 7
6
;Fi(A)
2
]
+ c (94)
Assume function G as in (89), then from the fact that F is algebraic, there
exists coefficients an,l such that
N∑
n,l=0
aklG(x)
nxl = 0 (95)
But then also
N∑
n,l=0
anlG (F (x))
n
F (x)l = 0
and
N∑
n,l=0
anl
(
M∑
m=0
cmx
m
)n
F (x)l = 0 (96)
finaly
N∑
n,l=0
anl
(
M∑
m=0
cm(kr)
m
)n
R(q)l = 0. (97)
Hence knowing cm, we find anl from relation (97) and equation
x2
(
1− x2)4 (y20 − 228y15 + 494y10 + 228y5 + 1)3+
+16
(
x4 + 14x2 + 1
)3
y5
(
y10 + 11y5 − 1)5 = 0, (98)
which is Klein formula for the icosahedron (y = F (x)). That is
N∑
n,l=0
anl
(
M∑
m=0
cmx
m
)n
yl = x2
(
1− x2)4 (y20 − 228y15 + 494y10 + 228y5 + 1)3+
+16
(
x4 + 14x2 + 1
)3
y5
(
y10 + 11y5 − 1)5 (99)
with cm of course known. Then the modular equation of G is (95).
If hapens G(F (x)) = ψ(x) be more complicated, for example algebraic, then we
solve the equation G = ψ(x) with respect to x, x = ψ(−1)(G) = ψi(G) and
60∑
n,l=0
Anl (ψi(G(x)))
n xl = 0 (100)
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where the Anl are that of Klein’s equation
60∑
n,l=0
Anlx
nyl = x2
(
1− x2)4 (y20 − 228y15 + 494y10 + 228y5 + 1)3 +
+16
(
x4 + 14x2 + 1
)3
y5
(
y10 + 11y5 − 1)5 . (101)
Hence in general
Theorem 15.
If G(F (x)) = ψ(x) is known resonable function (polynomial algebraic etc...),
then the minimal equation for G is (100).
Example.
For G(F (x)) = 2−1/3(x2 − x4)1/3, we get Q′G(x) = 1, hence si(x) = x and
y(x) = F (x), where G(x) = G0(x) is solution of
60∑
n,l=0
Anl


√
1−
√
1− 8G(x)3
2


n
xl = 0. (102)
The coefficients Anl are that of (101).
4 Solution of General Equations and Inversion
Consider a polynomial w(x) and the equation
w(x) = λ (103)
Set G(x) = 5−1xw′(x) 6
√
x−5 − 11− x5, then
m
(−1)
G (r) = w
(
R
(
e−pi
√
r
))
(104)
and the solution of (103) is x = R
(
e−pi
√
r
)
, where r = mG(λ).
Taking the derivatives with respect to A in w(f (−1)(A)) = A, we lead to
w′
(
f (−1) (A)
)
f (−1)′(A) = 1 (105)
or
f (−1)′ (A) =
1
w′
(
f (−1) (A)
) (106)
Hence if we set W (A) = 1w′(A) , then clearly
f (−1)′ (A) = W
(
f (−1) (A)
)
. (107)
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Setting where f (−1)(A) = y(A), with y(A) that of (9) and (10) and taking the
derivatives with respect to A we have
5
G
(
f (−1)(A)
)
f (−1)′(A)
f (−1)(A) 6
√(
f (−1)(A)
)−5 − 11− (f (−1)(A))5 =
= 5
G
(
f (−1)(A)
)
W
(
f (−1)(A)
)
f (−1)(A) 6
√(
f (−1)(A)
)−5 − 11− (f (−1)(A))5 = 1 (108)
After inverting f (−1)(x) we have
G(x)W (x) = 5−1x 6
√
x−5 − 11− x5
or equivalently
G(x) = 5−1xw′(x) 6
√
x−5 − 11− x5 (109)
and it will be
f (−1)(A) = R
(
e−pi
√
mG(A)
)
(110)
From the above we can state the following theorem
Theorem 16.
The equation w(y(x)) = x have solution
y(x) = R
(
e−pi
√
mG(x)
)
(111)
with G that of relation (109) and mG(A) as defined in (9).
Example.
8) Let ρ1 =
1
2
(
11− 5√5), ρ2 = 12 (11 + 5√5) and consider the equation
6
xa+
11
6
6a+ 11
FAp
(
6a+ 11
30
,
1
6
,
1
6
,
6a+ 41
30
, ρ1x
5, ρ2x
5
)
= A, (112)
where a is parameter. The function G is G(x) = x
a+1
5 , and
x = R
(
e−pi
√
mG(A)
)
, (113)
where the mG(x) is given from
x =
π
5
∫ ∞
√
mG(x)
η (it/2)4R
(
e−pit
)a+1
dt (114)
Hence if
ga(x) = 6
xa+
11
6
6a+ 11
FAp
(
6a+ 11
30
,
1
6
,
1
6
,
6a+ 41
30
, ρ1x
5, ρ2x
5
)
,
20
then
ga
(
R
(
e−piA
))
=
π
5
∫ ∞
A
η (it/2)
4
R
(
e−pit
)a+1
dt (115)
Theorem 17.
Given the equation P (x) = a : (ǫ), the inverse of P (x) is y(x), then (ǫ) is
equivalent to ∫ Fi(x)
0
dt
σ(t)
= a (116)
Proof.
Easy
Example.
If σ(x) = x+ 1, then
P (x) = 5
∫ x
0
G0(t)
Fi(t) + 1
dt
t 6
√
t−5 − 11− t5
and the equation P (x) = a have solution x such that
∫ Fi(x)
0
dt
t+ 1
= a
or equivalently x = F (ea − 1).
10) In general we have the next formula
If |x| < 1 then ∫ x
0
f(−q)5R(q)g′ (R(q))
f(−q5) dq = 5g (R (x)) (117)
which is consequence of the next identity
R′(q)
R(q)
=
f(−q)5
5qf(−q5) (118)
Relation (118) was given by Ramanujan (see [3]). We know that
∫ q1
q2
f(−q)4q−5/6R(q)5νdq = −π
∫ √r1
√
r2
η(it/2)4R(e−pit)5νdt
and (see [13]):
C(ν) =
∫ R(−1)( 5√−11+5√52 )
0
f(−q)4q−5/6R(q)5νdq =
21
= Γ
(
5
6
)(
11 + 5
√
5
2
)− 16−ν
Γ
(
1
6 + ν
)
Γ(1 + ν)
2F1
(
1
6
,
1
6
+ ν; 1 + ν;
11− 5√5
11 + 5
√
5
)
(119)
where ν ≥ 0. Hence
Theorem 18.
If G(x) is a polynomial (or analytic function when n→∞) of the form
G(x) =
n∑
m=0
amx
pm (120)
with pm−positive reals and r0 is the solution of R
(
e−pi
√
r0
)
= 5
√
−11+5√5
2 , then
i)
m
(−1)
G (r0) = π
∫ ∞
√
r0
η(it/2)4G
(
R(e−pit)
)
dt =
n∑
m=0
amC
(
5−1pm
)
(121)
ii) If y is a smooth function and G is of the form (120) then the equation
y(x) =
5
√
−11 + 5√5
2
(122)
have a solution
x = x0 =
n∑
m=0
amC(5
−1pm) (123)
Example.
Suppose G(x) = e−x − 1, then am = (−1)
m
m! , m = 1, 2, . . . and
5
∫ y(x)
0
e−t − 1
t 6
√
t−5 − 11− t5 dt = x (124)
and the solution of y(x) = 5
√
−11+5√5
2 is
x =
∞∑
n=1
(−1)m
m!
C
(m
5
)
(125)
Note here that if G has finite expansion (120) the result (123) becomes more
meaningful since the evaluation of the root of (122) by hypergeometric functions
is beter than the integral:
5
∫ 5√−11+5√5
2
0
G(t)
t 6
√
t−5 − 11− t5 dt (126)
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11) Set
G = G1(t) =
t 6
√
t−5 − 11− t5
5
√
1− t2√1− k2t2 .
Then
5
∫ y
0
G1(t)
t 6
√
t−5 − 11− t5 dt =
∫ y
0
1√
1− t2√1− k2t2 dt = A. (127)
Hence (see [4]):
y = sn(A, k) = R
(
e−pi
√
mG
)
and A = h (bmG) ,
where
bmG = 3
3
√
2kmG · 2F1
[
1
6
,
1
3
;
7
6
; k2mG
]
and
h(−1)(x) =
∫ x
0
du
G1 (sn (u, kr))
= 5
∫ x
0
dn(u)cn(u)
sn(u) 6
√
sn(u)−5 − 11− sn(u)5 du
Hence if y(A) is defined by (9),(10) and sn(u) = sn(u, k), dn(u) = dn(u, k), then
Theorem 19.
5
∫ E[arcsin(y(A)),k]
0
dn(u)cn(u)
sn(u) 6
√
sn(u)−5 − 11− sn(u)5 du =
= 3 3
√
2kmG · 2F1
[
1
6
,
1
3
;
7
6
; k2mG
]
(128)
where k is independent parameter, mG = mG(A) and E denotes the incomplete
elliptic integral of the first kind, y is the function defined in (9),(10),(11).
Inverting the above integral we get a formula for the Rogers-Ramanujan
continued fraction:
Set
5
∫ Ho(x)
0
dn(u)cn(u)
sn(u) 6
√
sn(u)−5 − 11− sn(u)5 du = x (129)
then
R(q) = sn (Ho(br), k) . (130)
For the function sn we have G(t) = G1(t) and if the equation
sn(x, k) = a
have m1 such that R
(
e−pi
√
m1
)
= a. The solution is x = x1:
x1 = E [arcsin(a), k] = π
∫ +∞
√
m1
η (it/2)
4
G1
(
R
(
e−pit
))
dt
23
Taking derivatives in (129) we get
Ho
′
(
H(−1)o (x)
)
=
1
H
(−1)
o
′(x)
=
sn(x) 6
√
sn(x)−5 − 11− sn(x)5
5cn(x)dn(x)
, (131)
hence
H(−1)o
′ (E [arcsin (x) , k2]) = 5
√
1− k2x2√1− x2
x 6
√
x−5 − 11− x5 (132)
According to (129) and (130), the function Ho = Ho(x,m), takes special values
Ho(br) = Ho(br,m) = E (arcsin (R(q)) ,m) (132.1)
where q = e−pi
√
r, r > 0, for all 0 < m < 1.
By this way Ho can be evaluated with known functions
Ho(A, k) = E
(
arcsin
(
R
(
e−pi
√
mA
))
, k
)
(132.2)
The function mA is that of (23).
5 More integrals
Let F1 be the function introduced in the above sections i.e. F1(x) = R
(
e−pi
√
m(x)
)
,
then F1 is such that
F ′1(x) = 5
−1F1 (x)
6
√
(F1(x))
−5 − 11− (F1(x))5 (133)
Also F
(−1)
1 is a specific Appell function
FAp[a, b1, b2, c, x, y] :=
∞∑
m=0
∞∑
n=0
(a)m+n
(c)m+n
(b1)m(b2)n
m!n!
xmyn. (134)
More precicely
F
(−1)
1 (x) = 6x
5/6FAp
[
1
6
,
1
6
,
1
6
,
7
6
,
−2x5
11 + 5
√
5
,
−2x5
11− 5√5
]
(135)
Set also t = t(w) such that
t(w) = F1
[
(−1)m+1am−1D−m+1/2B
(
−b+√D − 2aw
2
√
D
, 1−m, 1−m
)]
(136)
where B(x, a, b) =
∫ x
0
ta−1(1− t)b−1dt, D = b2 − 4ac.
Also let
U(a, b, c;m;x) := (−1)m+1am−1D−m+1/2B
(
−b+
√
D − 2ax
2
√
D
, 1−m, 1−m
)
(137)
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then
d
dx
U(a, b, c;m;x) =
1
(ax2 + bx+ c)m
(138)
Hence we get
5
∫ t1
t0
G(t)dt
t 6
√
t−5 − 11− t5 =
=
∫ w1
w0
G
(
F1
[
(−1)m+1am−1D−m+1/2B
(
−b+
√
D−2aw
2
√
D
, 1−m, 1−m
)])
(aw2 + bw + c)m
dw
(139)
where w1, w0, t0, t1 are such that
Ui
(
a, b, c;m;F
(−1)
1 (t1)
)
= w1 and Ui
(
a, b, c;m;F
(−1)
1 (t0)
)
= w0 (140)
Suppose that we wish to evaluate the integral
I :=
∫ w1
w0
f(w)√
aw2 + bw + c
dw. (141)
Then easily from (139) with m = 1/2
I = 5
∫ F1(U(w1))
F1(U(w0))
f
(
Ui
(
F
(−1)
1 (t)
))
t 6
√
t−5 − 11− t5 dt =
= yi (F1 (U (w1)))− yi (F1 (U (w0))) = h (U(w1))− h (U(w0)) , (142)
where y(x) = R
(
e−pi
√
mG(x)
)
and
G(x) = f
(
Ui
(
F
(−1)
1 (x)
))
(143)
and
Ui(x) :=
1
2a
(√
b2 − 4ac · sinh (√ax)− b) (144)
Until now we have evaluated G(x). From Theorem 4 we have
h′
(
5
∫ x
0
dt
t 6
√
t−5 − 11− t5
)
5
1
6
√
x−5 − 11− x5 = 5
G(x)
x 6
√
x−5 − 11− x5
hence
h′(x) = G (F1(x)) = f (Ui(x)) , (145)
which is a resonable equation to find h. In general we can state the following
Theorem 20.∫ w1
w0
f(w)
(aw2 + bw + c)m
dw = h (U (w1))− h (U (w0)) , (146)
25
where
G(x) = f
(
Ui
(
F
(−1)
1 (x)
))
(147)
and h(x) is given from (145),(18).
Theorem 21.
It is G (F1(x)) = f (Ui(x)) and
QG(A) = h(cA) =
∫ cA
0
f(Ui(t))dt =
∫ cA
0
G(F1(t))dt (148)
Proof.
From (145) we have h′(bA) = G(R(q)) = f(Ui(bA)) inverting k(A) we get
h′(cA) = G(F (A)) = f(Ui(cA)). Hence h′(cA)c′A = f(Ui(cA))c
′
A. Integrating
h(cA) = QG(A) =
∫ cA
0 f(Ui(t))dt =
∫ cA
0 G(F1(t))dt. Hence we get the result.
Example.
If G(t) = 6
√
t, then from (167) below
QG(A) =
∫ cA
0
6
√
F1(t)dt =
= 5F1(cA)FAp
[
1
5
,
1
6
,
1
6
,
6
5
,
11− 5√5
2
F1(cA)
5,
11 + 5
√
5
2
F1(cA)
5
]
.
Hence y(A) = R

e−pi
√
ki
(
Q
(−1)
G
(A)
) and holds the following semi-algebraic
relation for the function y(x):
y
(
5F1(cA)FAp
[
1
5
,
1
6
,
1
6
,
6
5
,
11− 5√5
2
F1(cA)
5,
11 + 5
√
5
2
F1(cA)
5
])
= F (A).
Theorem 22.
Given G there exists the relation
yi (Gi(x)) = xF
(−1)
1 (Gi(x)) −
∫ x
0
F
(−1)
1 (Gi(t)) dt, (149)
where F
(−1)
1 is the Appell function of (135).
Proof.
Integration by parts.
Example.
Suppose G(x) = log
(
F
(−1)
1 (x) + 1
)
, then F
(−1)
1 (Gi(x)) = e
x − 1 hence
yi (F1 (e
x − 1)) = ex(x− 1)
26
and h(x) =
∫ x
0
log(t+ 1)dt = (x + 1) log(x + 1)− x.
Also from Theorems 17 and 19 we get
Theorem 23.
Let ξ =
5
√
−11+5√5
2 and
Ui
(
a, b, c;m;F
(−1)
1 (ξ)
)
= p1 and Ui
(
a, b, c;m;F
(−1)
1 (0)
)
= p0, (150)
then ∫ p1
p0
G (F1 [U(a, b, c;m;w)])
(aw2 + bw + c)m
dw =
∞∑
n=0
G(n)(0)
n!
C
(n
5
)
. (151)
Corollary 1.
5
∫ p1
p0
F1 [U (a, b, c;m;w)]
(aw2 + bw + c)m
dw = C
(
1
5
)
=
=
(
2
11 + 5
√
5
)11/30 Γ ( 1130)Γ ( 56)
Γ
(
6
5
) 2F1
(
1
6
,
11
30
;
6
5
;−123
2
+
55
√
5
2
)
. (152)
6 Appendix
6.1 The study of y(x) = F (x) = R
(
e−pi
√
ki(x)
)
function
Assume that y(x) = F (x) = R
(
e−pi
√
ki(x)
)
, then from Theorem’s 1,5 we have
mG0(x) = ki(x) and
5
∫ y(x)
0
dt
t 6
√
t−5 − 11− t5 = 3
3
√
2x · 2F1
[
1
6
,
1
3
;
7
6
;x2
]
=
∫ x
0
dt
G0(y(t))
Differentiating the above equation we get
h′i(x) =
1
G0(y(x))
=
21/3
x2/3(1 − x2)1/3 (153)
Hence
yi(x) =
√
1−
√
1− 8G0(x)3
2
(154)
and
5
∫ x
0
G0(t)
t 6
√
t−5 − 11− t5 dt = yi(x)
Hence the final equation for evaluating the G−function is√
1−
√
1− 8G0(x)3
2
= 5
∫ x
0
G0(t)
t 6
√
t−5 − 11− t5 dt
27
which under differentiation becomes
5
x 6
√
−x5 + 1x5 − 11
=
3G0(x)G
′
0(x)√
1
2 − 4G0(x)3
√
1−
√
1− 8G0(x)3
.
Solving the last differential equation, we get the following relation for G0(x):
3 · 22/3
√
G0(x)
6
√
1 +
√
1− 8G0(x)3
· 2F1
[
1
6
,
1
3
;
7
6
;
1
2
(
1−
√
1− 8G0(x)3
)]
=
= 6x5/6FAp
[
1
6
;
1
6
,
1
6
;
7
6
;
11− 5√5
2
x5,
11 + 5
√
5
2
x5
]
(155)
From (155),(154) the partial evaluation of Fi(x) follows.
6.2 The case of G(x) = 1 function
In case G(x) = 1, then from relation (26)
y(x) = F1(x) (156)
From h(x) = x, we have
F ′1(x) = 5
−1F1(x) 6
√
F1(x)−5 − 11− F1(x)5 (157)
and from (56)
Q′G(x) = s
′
i(x) =
1
σ(x)
=
21/3(
x
√
1− x2)2/3 (158)
Hence
QG(x) = 2
1/3
∫
dx(
x
√
1− x2)2/3 = 3
3
√
2x · 2F1
[
1
6
,
1
3
;
7
6
;x2
]
+ c (159)
The modular equation for yi(x) is Pn(x) and
Pn(x) = 5
∫ n2F1(x)
0
dt
t 6
√
t−5 − 11− t5 (160)
Also
mG(x) = b
(−1)
x = b
(−1)(x) (161)
Avoiding the inverse of br, which is a hypergeometric function (more precicely,
Beta function) we can use the function mG(x) = m(x) defined by (see relation
(23))
π
∫ +∞
√
m(x)
η (it/2)
4
dt = x (162)
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Hence
y(x) = F1(x) = R
(
e−pi
√
m(x)
)
(163)
and
m(x) = ki (s(x))
Hence
Q (kr) = π
∫ +∞
√
r
η (it/2)
4
dt = b(−1)r = m(r) (164)
F
(−1)
1
′(x) =
5
t 6
√
t−5 − 11− t5 (165)∫
F1(t)
νdt =
∫
xν
x 6
√
x−5 − 11− x5 dx =
=
30x5/6+ν
5 + 6ν
FAp
[
1
6
+
ν
5
,
1
6
,
1
6
,
7
6
+
ν
5
,
11− 5√5
2
x5,
11 + 5
√
5
2
x5
]
, (166)
where we have make the change of variable x = F1(t). Hence seting ρ1 =
11−5√5
2 ,
ρ2 =
11+5
√
5
2 we get∫
F1(t)
νdt =
5F1(t)
5/6+ν
5/6 + ν
FAp
[
1
6
+
ν
5
,
1
6
,
1
6
,
7
6
+
ν
5
, ρ1F1(t)
5, ρ2F1(t)
5
]
+ c
(167)
6.3 The Case of G(F (x)) = x function
From (77) we have
σ(x) =
(
x
√
1− x2)2/3
3
√
2 · x (168)
and
QG(x) = si(x) =
3
3
√
x4
2 3
√
4
· 2F1
[
1
3
,
2
3
;
5
3
;x2
]
+ c (169)
Hence
y
(
3
3
√
x4
2 3
√
4
· 2F1
[
1
3
,
2
3
;
5
3
;x2
]
+ c
)
= F (x) (170)
h
(−1)
1 (x) = G (y(x)) = G (F (kmG)) = k(mG(x)) = Q
(−1)
G (x)
Hence h1(x) = QG(x)
h′1(x) = s
′
i(x) =
1
σ(x)
=
3
√
2 · x
(x
√
1− x2)2/3
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6.4 The Case of Jacobi Theta Functions
For a, p positive rationals with a < p and |q| < 1 we define the forms
[a, p; q] :=
∞∏
n=0
(
1− qnp+a) (1− qnp+p−a) (171)
and
[a, p; q]∗ := qC0 [a, p; q] , (172)
where C0 := p/12− a/2 + a2/(2p).
With the help of Jacobi triple product identity it can be shown that
θ
(p
2
,
p
2
− a; q
)
= qC0η1(pτ) [a, p; q] , (173)
where
θ (a, b; q) :=
∞∑
n=−∞
(−1)nqan2+bn, |q| < 1 (174)
is a theta function and
η1(τ) :=
∞∏
n=1
(1− qn) , qipiτ , τ = i√r, r > 0 (175)
is the Ramanujan-Dedekind eta function.
We also define
Q{a,p}(x) :=
[
a, p; e−pi
√
ki(x)
]∗
(176)
Here Q{a,p}(x) is the QG(x) function defined in Section 3 relation (52) above.
In the case of Jacobi theta functions it describes their algebraic part.
Theorem 24.
For a, p positive rationals there exists an algebraic function Q = Q{a,p}, such
that
Φ =
[
a, p; e−pi
√
ki(x)
]∗
= Q{a,p}(x) = QG(x) (177)
The n−th modular equation of Φ is
Pn(x) = QG
(
k
(
n2ki
(
Q
(−1)
G (x)
)))
. (178)
Also mG(x) = ki
(
Q
(−1)
G (x)
)
, m
(−1)
G (n) = P
√
n (QG(1)), n > 0 and
y(x) = R

e−pi
√
ki
(
Q
(−1)
G
(x)
) (179)
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Also set
θ = θ{a,p}(q) := q
p/12−a/2+a2/(2p) ϑ
(
p
2 ,
p−2a
2 ; q
)
f (−qp) (180)
where q = e−pi
√
r, then y(x) = F (k (mG(x))). But mG(x) = ki (Qi(x)), hence
y(x) = F (Qi(x)), inverting
yi(x) = θ{a,p} ◦ ki ◦ Fi(x). (181)
Hence we get the following
Theorem 25.
If θ = θ{a,p}(q) as in (110) and (116), then
m
(−1)
G (r) = θ (182)
Example.
Suppose a = 1, p = 4, then
∞∑
n=−∞
q2n
2+n = q1/24η(4τ)Q{1,4}(kr) (183)
Then Q{1,4}(x) will be
Q(x) =
6
√
2
12
√
1− x2
x
For a certain G we have from (62) and (64.1):
σ(x) = −6 · 25/6x13/12(1 − x2)11/12(1 + x2)−1
Hence
y(x) = R
(
e−pi
√
ki( 18 (−x12+
√
64+x24))
)
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