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Monotonicity of non-pluripolar products and complex
Monge-Ampe`re equations with prescribed singularity
Tama´s Darvas, Eleonora Di Nezza, Chinh H. Lu
Abstract
We establish the monotonicity property for the mass of non-pluripolar products
on compact Ka¨hler manifolds, and we initiate the study of complex Monge-Ampe`re
type equations with prescribed singularity type. Using the variational method of
Berman-Boucksom-Guedj-Zeriahi we prove existence and uniqueness of solutions
with small unbounded locus. We give applications to Ka¨hler–Einstein metrics with
prescribed singularity, and we show that the log-concavity property holds for non-
pluripolar products with small unbounded locus.
1 Introduction and main results
LetX be a compact Ka¨hler manifold of complex dimension n, and let θ be a smooth closed
real (1, 1)-form on X such that {θ} is big. Broadly speaking, the purpose of this article is
threefold. First, we develop the potential theory of non-pluripolar products without any
restrictions on the singularity type, by combining techniques of Witt Nystro¨m [WN17]
and previous work of the authors [DDL16]. Second, given φ ∈ PSH(X, θ), we introduce
and study the spaces E(X, θ, φ) and E1(X, θ, φ), generalizing the content of [BEGZ10]
to the relative framework. These latter spaces contain potentials that are slightly more
singular than φ, and satisfy a (relative) full mass/finite energy condition. Lastly, with
sufficient potential theory developed, we focus on the variational study of the complex
Monge-Ampe`re equation
(θ + i∂∂¯u)n = fωn, (1)
where f ≥ 0, f ∈ Lp(ωn), p > 1, and the singularity type of u ∈ PSH(X, θ) is the same
as that of φ. As it will turn out, this equation is well posed only for potentials φ with a
certain type of “model” singularity, that includes the case of analytic singularities, and
we provide existence of unique solutions with small unbounded locus. As we will see, on
the right hand side of (1) one may even consider more general (non-pluripolar) Radon
measures.
When θ is a Ka¨hler form, f > 0 is smooth, and φ = 0, the above equation was solved
(with smooth solutions) by Yau [Au78, Ya78], resolving the famous Calabi conjecture.
Using both a priori estimates and pluripotential theory, this result was later extended in
many different directions (see [Kol98, Kol03, GZ07, BEGZ10, BBGZ13, Ber13, PS14]).
Our approach seems to unify all existing works (in the compact setting), under the theme
of solutions with arbitrary prescribed (model) singularity type.
At the end of the paper, we give applications of our results to singular Ka¨hler–Einstein
metrics and establish the log-concavity property for certain non-pluripolar products.
Other applications will be treated in a sequel.
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Though we will work in the general framework of big cohomology classes throughout
the paper, we note that all our results seem to be new in the particular case of Ka¨hler
classes as well.
Monotonicity of non-pluripolar products and relative finite energy. Unless
otherwise specified, we fix a background Ka¨hler structure (X,ω) for the remainder of the
paper.
We say that a potential u ∈ L1(X,ωn) is θ-plurisubharmonic (θ-psh) if locally u is the
difference of a plurisubharmonic and a smooth function, and θu := θ + i∂∂¯u ≥ 0 in the
sense of currents. The set of θ-psh potentials is denoted by PSH(X, θ). We say that {θ} is
pseudoeffective if PSH(X, θ) is non-empty. Along these lines, {θ} is big if PSH(X, θ− εω)
is non-empty for some ε > 0.
If u and v are two θ-psh functions on X , then u is said to be less singular than v if
v ≤ u + C for some C ∈ R. We say that u has the same singularities as v, if u is less
singular than v, and v is less singular than u. This defines an equivalence relation on
PSH(X, θ), whose equivalence classes are the singularity types [u], u ∈ PSH(X, θ).
Given closed positive (1, 1)-currents T1 := θ
1
u1 , ..., Tp := θ
p
up , where θ
j are closed smooth
real (1, 1)-forms, generalizing the construction of Bedford-Taylor [BT87] in the local set-
ting, it has been shown in [BEGZ10] that one can define the non-pluripolar product of
these currents:
θ1u1 ∧ . . . ∧ θ
p
up := 〈T1 ∧ ... ∧ Tp〉.
The resulting positive (p, p)-current does not charge pluripolar sets and it is closed. For
a θ-psh function u, the non-pluripolar complex Monge-Ampe`re measure of u is simply
θnu := θu ∧ . . . ∧ θu.
It has recently been proved by Witt Nystro¨m that the complex Monge-Ampe`re mass
of θ-psh potentials decreases as the singularity type increases [WN17, Theorem 1.2].
Our main result about monotonicity of non-pluripolar products generalizes this result
to the case of different cohomology classes {θj}, fully proving what was conjectured by
Boucksom-Eyssidieux-Guedj-Zeriahi (see the comments after [BEGZ10, Theorem 1.16] in
which they prove that the result holds for potentials with small unbounded locus):
Theorem 1.1. Let θj , j ∈ {1, . . . , n} be smooth closed real (1, 1)-forms on X. Let uj, vj ∈
PSH(X, θj) such that uj is less singular than vj for all j ∈ {1, . . . , n}. Then∫
X
θ1u1 ∧ . . . ∧ θ
n
un ≥
∫
X
θ1v1 ∧ . . . ∧ θ
n
vn .
To prove the above theorem, we first need to generalize the main convergence theorems
of Bedford-Taylor theory ([BT87], see also [X96, X09]). This is done collectively in the
next result, further elaborated in Theorem 2.3 below:
Theorem 1.2. Let θj , j ∈ {1, . . . , n} be smooth closed real (1, 1)-forms on X. Suppose
that we have uj, u
k
j ∈ PSH(X, θ
j) such that ukj → uj in capacity as k →∞, and∫
X
θ1u1 ∧ . . . ∧ θ
n
un ≥ lim sup
k→∞
∫
X
θ1uk1
∧ . . . ∧ θnukn . (2)
Then θ1
uk1
∧ . . . ∧ θn
ukn
→ θ1u1 ∧ . . . ∧ θ
n
un in the weak sense of measures.
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We recall that a sequence {uk}k converges in capacity to u if for any δ > 0 we have
lim
k→+∞
Capω{|uk − u| ≥ δ} = 0,
where Capω is the Monge-Ampe`re capacity associated to ω (see [GZ17, Definition 4.23]).
We note that condition (2) is necessary in this generality, even in the Ka¨hler case.
Indeed, if u ∈ PSH(X,ω) is a pluricomplex Green potential, then the cut-offs uj :=
max(u,−j) ∈ PSH(X,ω) satisfy uj ց u. However
∫
X
ωnuj =
∫
X
ωn > 0 for all j, and∫
X
ωnu = 0, hence ω
n
uj
cannot converge to ωnu weakly.
As noted above, Theorem 1.2 generalizes classical theorems of Bedford-Taylor (when
ukj , uj are uniformly bounded) and also results from [BEGZ10] (when u
k
j , uj have full
mass). In both of these cases, there are severe restrictions on the singularity class of the
potentials ukj , uj. On the other hand, the above theorem shows that there is no need
for restrictions on singularity type of the potentials involved. Instead, one needs only a
semicontinuity condition on the total masses.
To develop the variational approach to equation (1), with the above general results
in hand, we initiate the study of relative full mass/relative finite energy currents. Let
φ ∈ PSH(X, θ). We say that v ∈ PSH(X, θ) has full mass relative to φ (v ∈ E(X, θ, φ))
if v is more singular than φ and
∫
X
θnv =
∫
X
θnφ. In our investigation of these classes, the
following well known envelope constructions will be of great help:
PSH(X, θ) ∋ ψ → Pθ(ψ, φ), Pθ[ψ](φ), Pθ[ψ] ∈ PSH(X, θ).
These were introduced by Ross and Witt Nystro¨m [RWN1] in their construction of
geodesic rays, building on ideas of Rashkovskii and Sigurdsson [RS05] in the local set-
ting. Due to the frequency of these operators appearing in this work, we choose to follow
slightly different notations. The starting point is the “rooftop envelope” Pθ(ψ, φ) :=
sup{v ∈ PSH(X, θ), v ≤ min(ψ, φ)}. This allows to introduce
Pθ[ψ](φ) :=
(
lim
C→+∞
Pθ(ψ + C, φ)
)∗
,
and is easy to see that Pθ[ψ](φ) only depends on the singularity type of ψ. When φ = 0 or
φ = Vθ, we will simply write Pθ[ψ] := Pθ[ψ](0) = Pθ[ψ](Vθ), and we refer to this potential
as the envelope of the singularity type [ψ].
Using the techniques of our recent work [DDL16], we can give a generalization of
[Dar13, Theorem 3] (paralleling [DDL16, Theorem 1.2]). This result characterizes mem-
bership in E(X, θ, φ) solely in terms of singularity type:
Theorem 1.3. Suppose φ ∈ PSH(X, θ) and
∫
X
θnφ > 0. The following are equivalent:
(i) u ∈ E(X, θ, φ).
(ii) φ is less singular than u, and Pθ[u](φ) = φ.
(iii) φ is less singular than u, and Pθ[u] = Pθ[φ].
Without the non-zero mass condition
∫
X
θnφ > 0 this characterization cannot hold (see
Remark 3.3). The equivalence between (i) and (iii) in the above theorem shows that
Pθ[u] is the same potential for any u ∈ E(X, θ, φ), and equals to Pθ[φ]. Given this and
the inclusion E(X, θ, φ) ⊂ E(X, θ, Pθ[φ]), one is tempted to consider only potentials φ
in the image of the operator ψ → Pθ[ψ], when studying the classes of relative full mass
E(X, θ, φ). These potentials seemingly play the same role as Vθ, the potential with minimal
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singularities from [BEGZ10]. Implementation of this idea will be further motivated by
the results of the next paragraph.
In addition to the above result, we also establish analogs of many classical results for
E(X, θ, φ), like the comparison, maximum and domination principles. Some of these are
routine while others, like the domination principle, require new techniques and a more
involved analysis compared to the existing literature (see Proposition 3.11).
Complex Monge-Ampe`re equations with prescribed singularity. With the po-
tential theoretic tools developed, we focus on solving (1). A simple minded example shows
that this equation is not well posed for arbitrary φ ∈ PSH(X, θ) (see the introduction of
Section 4). Instead, one needs to consider only potentials φ that are fixed points of the
operator ψ → Pθ[ψ], i.e. ψ = Pθ[ψ]. Such potentials ψ will be called model potentials,
and their singularity types [ψ] will be called model type singularities. In this direction we
have the following result:
Theorem 1.4. Suppose φ ∈ PSH(X, θ) has small unbounded locus, and φ = Pθ[φ]. Let
f ∈ Lp(ωn), p > 1 such that f ≥ 0 and
∫
X
fωn =
∫
X
θnφ > 0. Then the following hold:
(i) There exists u ∈ PSH(X, θ), unique up to a constant, such that [u] = [φ] and
θnu = fω
n. (3)
(ii) For any λ > 0 there exists a unique v ∈ PSH(X, θ), such that [v] = [φ] and
θnv = e
λvfωn. (4)
That φ has small unbounded locus means that φ is locally bounded outside a closed
complete pluripolar set A ⊂ X . It will be interesting to see if this condition is simply
technical, or otherwise necessary. This seemingly extra condition on φ does have some
benefits. Indeed, since in this setting solutions are locally bounded on X \ A, one can
interpret (3) and (4) in the following simply way: u and v satisfy the equations (3) and
(4) on X \ A, in the sense of Bedford-Taylor.
Remark 1.5. As argued in Theorem 4.34, if (3) can be solved for all f ∈ Lp(X), p > 1
(with the constraint [u] = [φ]) then φ must have model type singularity. Consequently,
our choice of φ in the above theorem is not ad hoc, but truly natural!
In our study of the above equations we will start with a much more general context.
In particular, we will show in Theorem 4.28 and Theorem 4.23 below that instead of fωn
one can consider on the right hand side of (3) and (4) non-pluripolar measures, thereby
generalizing [BEGZ10, Theorem A,Theorem D].
Remark 1.6. Naturally, Vθ = Pθ[Vθ], but our reader may wonder if there are other
interesting enough potentials with model type singularity. We believe this to be the case,
as evidenced below :
• By Theorem 3.12 below, Pθ[ψ] = Pθ[Pθ[ψ]] for any ψ ∈ PSH(X, θ) with
∫
X
θnψ > 0.
In particular, Pθ[ψ] is a model potential, giving an abundance of potentials with model
type singularity.
• By Proposition 4.35 below, if ψ ∈ PSH(X, θ) has small unbounded locus, and
θnψ/ω
n ∈ Lp(ωn), p > 1 with
∫
X
θnψ > 0, then ψ has model type singularity.
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• All analytic singularity types (those that can be locally written as c log
(∑
j |fj |
2
)
+g,
where fj are holomorphic, c > 0 and g is smooth) are of model type ([RWN1, Remark 4.6],
[RS05], see also Proposition 4.36). In particular, discrete logarithmic singularity types are
of model type, making connection with pluricomplex Green currents [CG09, PS14, RS05].
• By [RWN1, Dar13, DDL16], potentials with model type singularity naturally arise
as degenerations along geodesic rays and in particular along test configurations.
Complex Monge-Ampe`re equations with bounded/minimally singular solutions have
been intensely studied in the past ([Kol98, Kol03, GZ07, BEGZ10, BBGZ13], to name
only a few works in a fast expanding literature). To our knowledge, in the compact case,
only the paper [PS14] discusses at length solutions that are not “minimally singular”,
without severe restrictions on the right hand side of the equation. They treat the case
of solutions to (3) with isolated algebraic singularities in the Ka¨hler case, with a view
toward constructing pluricomplex Green currents on X . Given the specific setting, [PS14,
Theorem 3] obtains more precise regularity estimates compared to ours, using blowup
techniques. In our general framework better estimates are likely not possible. However
for smooth f , we suspect that away from the singularity locus our solution u should be
as regular as φ (up to order two). For a general result on the regularity of certain model
potentials we refer to [RWN2, Theorem 1.1].
Lastly, let us mention that in [Ber13, Section 4] solutions to complex Monge-Ampe`re
equations with divisorial singularity type are used in the construction/approximation of
geodesic rays corresponding to certain test configurations. In [Ber13, Section 5] Berman
speculates that solutions with more general singularity type should allow for better un-
derstanding of degenerations along test configurations/geodesic rays, and we believe our
treatise will lead to more results of this flavor.
In addition to the results in the compact setting mentioned above, finding singular/non-
bounded solutions to the related Dirichlet problem on domains in Cn, or more generally
on compact manifolds with boundary, was studied by a number of authors. We only
mention [L83, BD88, Gu98, PS09, PS10] to highlight a few works in a fast expanding
literature.
Applications. Solutions of complex Monge–Ampe`re equations are linked to existence
of special Ka¨hler metrics. In particular, we can think of the solution to (3) as a potential
with prescribed singularity type and prescribed Ricci curvature in the philosophy of the
Calabi-Yau theorem. As an immediate application of our solution to (4) we obtain exis-
tence of singular Ka¨hler-Einstein (KE) metrics with prescribed singularity type on Ka¨hler
manifolds of general type. An analogous result also holds on Calabi-Yau manifolds as well,
via solutions of (3).
Corollary 1.7. Let X be a smooth projective variety of general type (KX > 0) and let h be
a smooth Hermitian metric on KX with θ := Θ(h) > 0. Suppose also that φ ∈ PSH(X, θ)
is a model potential, has small unbounded locus and
∫
X
θnφ > 0. Then there exists a unique
singular KE metric he−φKE on KX (θ
n
φKE
= eφKE+fθθn, where fθ is the Ricci potential of
θ satisfying Ric θ = θ + i∂∂¯fθ), with φKE ∈ PSH(X, θ) having the same singularity type
as φ.
As another application we confirm the log-concavity conjecture [BEGZ10, Conjecture
1.23] in the case of currents with potentials having small unbounded locus:
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Theorem 1.8. Let T1, ..., Tn be positive closed (1, 1)-currents on a compact Ka¨hler man-
ifold X. Assume that each Tj has a potential with small unbounded locus. Then
∫
X
〈T1 ∧ . . . ∧ Tn〉 ≥
(∫
X
〈T n1 〉
) 1
n
. . .
(∫
X
〈T nn 〉
) 1
n
.
Possible future directions. It is well known that for λ < 0 the equation (4) does not
always have a solution. More importantly, solvability of this equation is tied together
with existence of KE metrics on Fano manifolds. It would be interesting to see if the
techniques of [DR17] apply to give characterizations for existence of KE metrics with
prescribed singularity type in terms of energy properness.
By [Dar13, DDL16] the geometry of geodesic rays and properties of (relative) full
mass potentials seems to be intimately related. In a future work we will explore this
avenue further, by introducing a metric geometry on the space of singularity types, via
the constructions of [Dar13, DDL16]. By understanding the metric properties of this
space, we hope to study degenerations of singularity types along complex Monge-Ampe`re
equations.
Organization of the paper. Most of our notation and terminology carries over from
[DDL16], and we refer the reader to the introductory sections of this work. In Section 2
we prove Theorem 1.1 and Theorem 1.2. In Section 3 we develop the theory of the relative
full mass classes E(X, θ, φ) and we exploit properties of envelopes to prove Theorem 1.3.
In Section 4 we generalize the variational methods of [BBGZ13] to prove Theorem 1.4.
Finally, Theorem 1.8 is proved in Section 5.
2 The monotonicity property and convergence of non-
pluripolar products
To begin, from the main result of [WN17] we deduce the following proposition:
Proposition 2.1. Let θj , j ∈ {1, . . . , n} be smooth closed real (1, 1)-forms on X whose
cohomology classes are pseudoeffective. Let uj, vj ∈ PSH(X, θ
j) such that uj has the same
singularity type as vj , j ∈ {1, . . . , n}. Then∫
X
θ1u1 ∧ . . . ∧ θ
n
un =
∫
X
θ1v1 ∧ . . . ∧ θ
n
vn .
The proof of this result uses the arguments in [BEGZ10, Corollary 2.15].
Proof. First we note that we can assume that the classes {θj} are in fact big. Indeed, if
this is not the case we can just replace each θj with θj + εω, and using the multi-linearity
of the non-pluripolar product ([BEGZ10, Proposition 1.4]) we can let ε → 0 at the end
of our argument to conclude the statement for pseudoeffective classes.
For each t ∈ ∆ = {t = (t1, ..., tn) ∈ R
n | tj > 0} consider ut :=
∑
j tjuj, vt :=
∑
j tjvj
and θt :=
∑
j tjθ
j . Clearly, {θt} is big, and ut has the same singularities as vt. Hence it
follows from [WN17, Theorem 1.2] that
∫
X
(θtut)
n =
∫
X
(θtvt)
n for all t ∈ ∆. On the other
hand, using multi-linearity of the non-pluripolar product again ([BEGZ10, Proposition
1.4]), we see that both t →
∫
X
(θtut)
n and t →
∫
X
(θtvt)
n are homogeneous polynomials of
6
degree n. Our last identity forces all the coefficients of these polynomials to be equal,
giving the statement of our result.
We recall a classical convergence theorem from Bedford-Taylor theory. We refer to
[GZ17, Theorem 4.26] for a proof of this result, which is merely slight generalization of
[X96, Theorem 1].
Proposition 2.2. Let Ω ⊂ Cn be an open set. Suppose {fj}j are uniformly bounded quasi-
continuous functions which converge in capacity to another quasi-continuous function f
on Ω. Let {uj1}j, {u
j
2}j, . . . , {u
j
n}j be uniformly bounded plurisubharmonic functions on
Ω, converging in capacity to u1, u2, . . . , un respectively. Then we have the following weak
convergence of measures:
fji∂∂¯u
j
1 ∧ i∂∂¯u
j
2 ∧ . . . ∧ i∂∂¯u
j
n → fi∂∂¯u1 ∧ i∂∂¯u2 ∧ . . . ∧ i∂∂¯un.
The following lower-semicontinuity property of non-pluripolar products will be key in
the sequel:
Theorem 2.3. Let θj , j ∈ {1, . . . , n} be smooth closed real (1, 1)-forms on X whose co-
homology classes are big. Suppose that for all j ∈ {1, . . . , n} we have uj, u
k
j ∈ PSH(X, θ
j)
such that ukj → uj in capacity as k →∞. Then for all positive bounded quasi-continuous
functions χ we have
lim inf
k→+∞
∫
X
χθ1uk1
∧ . . . ∧ θnukn ≥
∫
X
χθ1u1 ∧ . . . ∧ θ
n
un .
If additionally, ∫
X
θ1u1 ∧ . . . ∧ θ
n
un ≥ lim sup
k→∞
∫
X
θ1uk1
∧ . . . ∧ θnukn , (5)
then θ1
uk1
∧ . . . ∧ θn
ukn
→ θ1u1 ∧ . . . ∧ θ
n
un in the weak sense of measures on X.
Proof. Set Ω :=
⋂n
j=1Amp(θ
j) and fix an open relatively compact subset U of Ω. Then
the functions Vθj are bounded on U . We now use a classical idea in pluripotential theory.
Fix C > 0, ε > 0 and consider
fk,C,εj :=
max(ukj − Vθj + C, 0)
max(ukj − Vθj + C, 0) + ε
, j = 1, ..., n, k ∈ N∗,
and
uk,Cj := max(u
k
j , Vθj − C).
Observe that for C, j fixed, the functions uk,Cj ≥ Vθj−C are uniformly bounded in U (since
Vθj is bounded in U) and converge in capacity to u
C
j as k → +∞. Moreover, f
k,C,ε
j = 0 if
ukj ≤ Vθj − C. By locality of the non-pluripolar product we can write
fk,C,εχθ1uk1
∧ . . . ∧ θnukn = f
k,C,εχθ1
uk,C1
∧ . . . ∧ θn
uk,Cn
,
where fk,C,ε = fk,C,ε1 · · · f
k,C,ε
n . For each C, ε fixed the functions f
k,C,ε are quasi-continuous,
uniformly bounded (with values in [0, 1]) and converge in capacity to fC,ε := fC,ε1 · · · f
C,ε
n ,
where fC,εj is defined by
fC,εj :=
max(uj − Vθj + C, 0)
max(uj − Vθj + C, 0) + ε
.
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With the information above we can apply Proposition 2.2 to get that
fk,C,εχθ1
uk,C1
∧ . . . ∧ θn
uk,Cn
→ fC,εχθ1uC1
∧ . . . ∧ θnuCn as k → +∞,
in the weak sense of measures on U . In particular since 0 ≤ fk,C,ε ≤ 1 we have that
lim inf
k→+∞
∫
X
χθ1uk1
∧ . . . ∧ θnukn ≥ lim infk→+∞
∫
U
fk,C,εχθ1
uk,C1
∧ . . . ∧ θn
uk,Cn
≥
∫
U
fC,εχθ1uC1
∧ . . . ∧ θnuCn .
Now, letting ε → 0 and then C → +∞, by definition of the non-pluripolar product we
obtain
lim inf
k→+∞
∫
X
χθ1uk1
∧ . . . ∧ θnukn ≥
∫
U
χθ1u1 ∧ . . . ∧ θ
n
un.
Finally, letting U increase to Ω and noting that the complement of Ω is pluripolar we
conclude the proof of the first statement of the the theorem.
To prove the last statement, we set µk := θ
1
uk1
∧ . . . ∧ θnukn
and µ := θ1u1 ∧ . . . ∧ θ
n
un .
Note that the total mass of these measures is bounded by
∫
X
θ1 ∧ . . . ∧ θn ([BEGZ10,
Definition 1.17]). As a result, by the Banach-Alaoglu theorem, it suffices to show that
any cluster point of {µk}k coincides with µ. Let ν be such a cluster point and assume
(after extracting a subsequence) that µk converges weakly to ν. Condition (5) implies
that ν(X) ≤ µ(X). It suffices to argue that ν ≥ µ, which is a consequence of the first
statement, thus finishing the proof.
Now we move on to the monotonicity of non-pluripolar products:
Theorem 2.4. Let θj , j ∈ {1, . . . , n} be smooth closed real (1, 1)-forms on X whose
cohomology classes are pseudoeffective. Let uj, vj ∈ PSH(X, θ
j) be such that uj is less
singular than vj for all j ∈ {1, . . . , n}. Then∫
X
θ1u1 ∧ . . . ∧ θ
n
un ≥
∫
X
θ1v1 ∧ . . . ∧ θ
n
vn .
Proof. By the same reason as in Proposition 2.1, we can assume that the classes {θj} are
in fact big. For each t > 0 we set vtj := max(uj − t, vj) for j = 1, ..., n. Observe that
the vtj converge decreasingly to vj as t → ∞. In particular, by [GZ05, Proposition 3.7]
the convergence holds in capacity. As vtj and uj have the same singularity type, it follows
from Proposition 2.1 that∫
X
θ1u1 ∧ . . . ∧ θ
n
un =
∫
X
θ1vt1 ∧ . . . ∧ θ
n
vtn
.
Letting t→∞, the first part of Theorem 2.3 allows to conclude the argument.
Remark 2.5. We note that condition (5) in Theorem 2.3 is automatically satisfied if
ukj ր uj a.e. as k →∞. Indeed, in this case u
k
j → uj in capacity (see [GZ17, Proposition
4.25]), and by Theorem 2.4 we have
∫
X
θ1u1 ∧ . . . ∧ θ
n
un ≥ lim supk
∫
X
θ1
uk1
∧ . . . ∧ θnukn
.
On the other hand, if ukj , uj ∈ E(X, θ
j), by Corollary 3.2 below, it follows that (5)
is again automatically satisfied. Moreover, in the next section we will show that this
last property holds for potentials of relative full mass as well (see Corollary 3.15), giving
Theorem 2.4 a more broad spectrum of applications.
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3 Pluripotential theory with relative full mass
3.1 Non-pluripolar products of relative full mass
Suppose θj , j ∈ {1, . . . , n} are smooth closed real (1, 1)-forms on X with {θj} pseudoef-
fective. Let φj, ψj ∈ PSH(X, θ
j), be such that φj is less singular than ψj . We say that
θ1ψ1 ∧ . . . ∧ θ
n
ψn
has full mass with respect to θ1φ1 ∧ . . . ∧ θ
n
φn
(notation: (ψ1, . . . , ψn) ∈
E(X, θ1φ1, . . . , θ
n
φn
)) if ∫
X
θ1ψ1 ∧ . . . ∧ θ
n
ψn =
∫
X
θ1φ1 ∧ . . . ∧ θ
n
φn .
By Theorem 2.4, in general we only have that the left hand side is less than the right
hand side in the above identity.
In the particular case when the potentials involved are from the same cohomology
class {θ}, and φ, ψ ∈ PSH(X, θ) with φ less singular than ψ along with
∫
X
θnφ =
∫
X
θnψ,
then we simply write ψ ∈ E(X, θ, φ), and say that ψ has full mass relative to θnφ. When
φ = Vθ, we recover the well known concept of full mass currents from the literature (see
[BEGZ10]).
As a consequence of Theorem 2.3, we prove a criterion for testing membership in
E(X, θ1φ1, . . . , θ
n
φn):
Proposition 3.1. Let θj , j ∈ {1, . . . , n} be smooth closed real (1, 1)-forms on X with
cohomology classes that are pseudoeffective. For all j ∈ {1, . . . , n} we choose φj , ψj ∈
PSH(X, θj) such that φj is less singular than ψj. If Pθj [ψj ](φj) = φj then (ψ1, . . . , ψn) ∈
E(X, θ1φ1, . . . , θ
n
φn
).
Proof. If Pθj [ψj ](φj) = φj, then v
C
j := Pθj (ψj + C, φj) ր φj a.e., as C → ∞. Theorem
2.3 and Remark 2.5 then imply that
lim
C→+∞
∫
X
θvC1 ∧ ... ∧ θvCn =
∫
X
θφ1 ∧ ... ∧ θφn
As Pθj (ψj + C, φj) has the same singularity type as ψj for any C, the result follows from
Proposition 2.1.
As a result of this simple criterion, we obtain that condition (5) in Theorem 2.3 is
satisfied if the potentials ukj , uj are from E(X, θ
j):
Corollary 3.2. Let θj , j ∈ {1, . . . , n} be smooth closed real (1, 1)-forms on X with
cohomology classes that are pseudoeffective. If ψj ∈ E(X, θ
j), j ∈ {1, . . . , n}, then∫
X
θ1ψ1 ∧ . . . ∧ θ
n
ψn =
∫
X
θ1V
θ1
∧ . . . ∧ θnVθn ,
or equivalently, (ψ1, . . . , ψn) ∈ E(X, θ
1
V
θ1
, . . . , θnVθn ).
Proof. By [DDL16, Theorem 1.2] we have Pθj [ψj ] := Pθj [ψj ](Vθj ) = Vθj . Hence Proposi-
tion 3.1 yields the conclusion.
Remark 3.3. Unfortunately, the reverse direction in Proposition 3.1 does not hold in
general. Indeed, let X = CP1 × CP1 with θ = π∗1ωFS + π
⋆
2ωFS, where π1, π2 are the
projections to the first and second component respectively.
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Consider φ(z, w) := u(z) + v(w) ∈ PSH(X, θ) where u, v ≤ 0 satisfy ωFS + i∂∂¯u = δz0
and ωFS + i∂∂¯v = δw0 , where δz0 , δw0 are Dirac masses for some z0, w0 ∈ CP
1. Clearly,∫
X
θ2φ =
∫
X
θ2π∗2v = 0, and since φ ≤ π
∗
2v, we have that φ ∈ E(X, θ, π
∗
2v).
On the other hand, we know that φ has the same Lelong numbers as Pθ[φ] ([DDL16,
Theorem 1.1]). As Pθ[φ](π
∗
2v) ≤ Pθ[φ], it follows however that Pθ[φ](π
∗
2v)  π
∗
2v, since at
some points of CP1 ×CP1 the Lelong number of π∗2v is zero, but the Lelong number of φ
is non-zero.
As we will see below (Theorem 3.14), a partial converse of Proposition 3.1 is still
possible under the assumption of non-vanishing total mass.
In the remaining part of this subsection we prove basic properties of non-pluripolar
products with relative full mass, that will be used later in this work.
Lemma 3.4. Suppose φj, ψj ∈ PSH(X, θ
j). Then (ψ1, . . . , ψn) ∈ E(X, θ
1
φ1
, . . . , θnφn) if and
only if φj is less singular than ψj, and
∫
⋃
j{ψj≤φj−k}
θ1max(ψ1,φ1−k) ∧ . . .∧ θ
n
max(ψn,φn−k)
→ 0,
as k →∞.
Proof. If φj is less singular than ψj , then max(ψj , φj − k) has the same singularity type
as φj . Consequently, Proposition 2.1 gives that∫
X
θ1φ1 ∧ . . . ∧ θ
n
φn =
∫
X
θ1max(ψ1,φ1−k) ∧ . . . ∧ θ
n
max(ψn,φn−k)
=
∫
∩j{ψj>φj−k}
θ1ψ1 ∧ . . . ∧ θ
n
ψn +
∫
⋃
j{ψj≤φj−k}
θ1max(ψ1,φ1−k) ∧ . . . ∧ θ
n
max(ψn,φn−k).
Since
∫
∩j{ψj>φj−k}
θ1ψ1 ∧ . . . ∧ θ
n
ψn
→
∫
X
θ1ψ1 ∧ . . . ∧ θ
n
ψn
as k → ∞, the equivalence of the
lemma follows after we take the limit k →∞ in the above identity.
As a consequence of this last lemma and the locality of the non-pluripolar product
with respect to the plurifine topopolgy we obtain the following uniform estimate
lim
k→∞
∣∣∣∣
∫
B
θ1ψ1 ∧ . . . ∧ θ
n
ψn −
∫
B
θ1max(ψ1,φ1−k) ∧ . . . ∧ θ
n
max(ψn,φn−k)
∣∣∣∣ ≤
≤ 2
∫
⋃
j{ψj≤φj−k}
θ1max(ψ1,φ1−k) ∧ . . . ∧ θ
n
max(ψn,φn−k) → 0.
for any Borel set B ⊂ X and (ψ1, . . . , ψn) ∈ E(X, θ
1
φ1
, . . . , θnφn).
Lastly, we note the partial comparison principle for non-pluripolar products of relative
full mass, generalizing a result of Dinew from [Dw09b]:
Proposition 3.5. Suppose φk, ψk ∈ PSH(X, θ
k), k = 1, · · · j ≤ n and φ ∈ PSH(X, θ).
Assume that (u, ..., u, ψ1, ..., ψj), (v, ..., v, ψ1, ..., ψj) ∈ E(X, θφ, ..., θφ, θφ1 , ..., θφj ). Then∫
{u<v}
θn−jv ∧ θ
1
ψ1
∧ . . . ∧ θjψj ≤
∫
{u<v}
θn−ju ∧ θ
1
ψ1
∧ . . . ∧ θjψj .
Proof. The proof follows the argument of [BEGZ10, Proposition 2.2] with a vital ingre-
dient from Theorem 2.4.
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Since max(u, v) is more singular than φ, and ψk is more singular than φk, for k =
1, ..., j, it follows from the assumption and Theorem 2.4 that∫
X
θn−jφ ∧ θ
1
φ1 ∧ . . . ∧ θ
j
φj
=
∫
X
θn−jv ∧ θ
1
ψ1 ∧ . . . ∧ θ
j
ψj
≤
∫
X
θn−jmax(u,v) ∧ θ
1
ψ1
∧ . . . ∧ θjψj
≤
∫
X
θn−jφ ∧ θ
1
φ1
∧ . . . ∧ θjφj .
Hence the inequalities above are in fact equalities. By locality of the non-pluripolar
product we then can write:∫
X
θn−jmax(u,v) ∧ θ
1
ψ1
∧ ... ∧ θjψj ≥
∫
{u>v}
θn−ju ∧ θ
1
ψ1
∧ ... ∧ θjψj +
∫
{v>u}
θn−jv ∧ θ
1
ψ1
∧ ... ∧ θjψj
=
∫
X
θn−ju ∧ θ
1
ψ1 ∧ ... ∧ θ
j
ψj
−
∫
{u≤v}
θn−ju ∧ θ
1
ψ1 ∧ ... ∧ θ
j
ψj
+
∫
{v>u}
θn−jv ∧ θ
1
ψ1
∧ ... ∧ θjψj
=
∫
X
θn−jmax(u,v) ∧ θ
1
ψ1
∧ ... ∧ θjψj −
∫
{u≤v}
θn−ju ∧ θ
1
ψ1
∧ ... ∧ θjψj
+
∫
{v>u}
θn−jv ∧ θ
1
ψ1 ∧ ... ∧ θ
j
ψj
.
We thus get ∫
{u<v}
θn−jv ∧ θ
1
ψ1
∧ . . . ∧ θjψj ≤
∫
{u≤v}
θn−ju ∧ θ
1
ψ1
∧ . . . ∧ θjψj .
Replacing u with u + ε in the above inequality, and letting ε ց 0, by the monotone
convergence theorem we arrive at the result.
In the next subsection, after we explore the class E(X, θ, φ), we will give a partial com-
parison principle specifically for this class, as a corollary of the above general proposition.
Here we only note the following trivial consequence:
Corollary 3.6. Suppose φ ∈ PSH(X, θ) and assume that u, v ∈ E(X, θ, φ). Then∫
{u<v}
θnv ≤
∫
{u<v}
θnu .
Note that the above result generalizes [BEGZ10, Corollary 2.3].
3.2 The envelope Pθ[φ] and the class E(X, θ, φ)
Let θ be a smooth closed real (1, 1)-form on X which represents a big class and fix
φ ∈ PSH(X, θ) such that φ ≤ 0. In this short subsection we focus on the relative full
mass class E(X, θ, φ).
Based on our previous findings, one wonders if the following set of potentials has a
maximal element:
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Fφ :=
{
v ∈ PSH(X, θ) | φ ≤ v ≤ 0 and
∫
X
θnv =
∫
X
θnφ
}
.
In other words, does there exist a least singular potential that is less singular than φ but
has the same full mass as φ. As we will see, if
∫
X
θnφ > 0, this is indeed the case, moreover
this maximal potential is equal to Pθ[φ] (Theorem 3.12).
Linking the envelope Pθ[φ] to the class E(X, θ, φ), observe that φ ≤ Pθ[φ] ≤ 0 and∫
X
θnPθ[φ] =
∫
X
θnφ, in particular Pθ[φ] ∈ Fφ and φ ∈ E(X, θ, Pθ[φ]). Indeed, since Pθ(φ +
C, 0) ր Pθ[φ](0) = Pθ[φ] a.e. as C → +∞, using Theorem 2.4 and Theorem 2.3 we can
conclude that
∫
X
θnPθ[φ] =
∫
X
θnφ.
In our study, we will need the following preliminary result, providing an estimate for
the complex Monge-Ampe`re operator of rooftop envelopes, that builds on recent progress
in [GLZ17]:
Lemma 3.7. Let ϕ, ψ ∈ PSH(X, θ). If Pθ(ϕ, ψ) 6= −∞ then
θnPθ(ϕ,ψ) ≤ 1{Pθ(ϕ,ψ)=ϕ}θ
n
ϕ + 1{Pθ(ϕ,ψ)=ψ}θ
n
ψ.
Proof. For each t > 0 we set ϕt := max(ϕ, Vθ−t), ψt := max(ψ, Vθ−t) and vt := Pθ(ϕt, ψt).
Set v := Pθ(φ, ψ). Since ϕt, ψt have minimal singularities, it follows from [GLZ17, Lemma
4.1] that
θnvt ≤ 1{vt=ϕt}θ
n
ϕt + 1{vt=ψt}θ
n
ψt . (6)
For C > 0 we introduce
GC := {v > Vθ − C}, v
C := max(v, Vθ − C), and v
C
t := max(vt, Vθ − C).
Since Pθ(ϕ, ψ) ≤ ϕ, ψ, vt, we have GC ⊂ {Vθ − C < ϕ} ∩ {Vθ − C < ψ} ∩ {Vθ − C < vt}.
For arbitrary A > 0 and t > C, this inclusion allows to build on (6) and write:
1GCθ
n
vCt
= 1GCθ
n
vt ≤ 1{vt=ϕt}∩GCθ
n
ϕt + 1{vt=ψt}∩GCθ
n
ψt
≤ 1{vt=ϕt}∩{ϕ>Vθ−t}θ
n
ϕt + 1{vt=ψt}∩{ψ>Vθ−t}θ
n
ψt
= 1{vt=ϕt}∩{ϕ>Vθ−t}θ
n
ϕ + 1{vt=ψt}∩{ψ>Vθ−t}θ
n
ψ
≤ eA(vt−ϕt)θnϕ + e
A(vt−ψt)θnψ. (7)
To proceed, we want to prove that
lim inf
t→∞
1GCθ
n
vCt
≥ 1GCθ
n
vC . (8)
More precisely, alluding to the Banach-Alaoglu theorem, we want to show that any weak
limit of
{
1GCθ
n
vCt
}
t
is greater than 1GCθ
n
vC .
Let U := Amp(θ). The potential Vθ is locally bounded on U , hence so is v
C
t and v
C .
To obtain (8), we employ an idea from the proof of Theorem 2.3. For ε > 0 consider
fε :=
max(v − Vθ + C, 0)
max(v − Vθ + C, 0) + ε
,
and observe that fε ≥ 0 is quasicontinuous on X . Moreover, fε increase pointwise to 1GC
as ε goes to zero. Since vCt ց v
C as t → ∞, from [GZ17, Theorem 4.26] it follows that
fεθ
n
vCt
∣∣
U
→ fεθ
n
vC
∣∣
U
weakly. Using this we can write
lim inf
t→∞
1GCθ
n
vCt
∣∣
U
≥ lim
t→+∞
fεθ
n
vCt
∣∣
U
= fεθ
n
vC
∣∣
U
.
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Since X \ U is pluripolar, we let ε → 0 and use the monotone convergence theorem to
conclude (8).
Now, letting t→∞ in (7), the estimate in (8) allows to conclude that:
1GCθ
n
max(Pθ(ϕ,ψ),Vθ−C)
≤ eA(Pθ(ϕ,ψ)−ϕ)θnϕ + e
A(Pθ(ϕ,ψ)−ψ)θnψ.
Letting C →∞, and later A→∞, we arrive at the conclusion.
We prove in the following that the non-pluripolar complex Monge-Ampe`re measure of
Pθ[ψ](χ) has bounded density with respect to θ
n
χ. This plays a crucial role in the sequel.
Theorem 3.8. Let ψ, χ ∈ PSH(X, θ), such that ψ is more singular than χ. Then
θnPθ[ψ](χ) ≤ 1{Pθ [ψ](χ)=χ}θ
n
χ. In particular, θ
n
Pθ[ψ]
≤ 1{Pθ [ψ]=0}θ
n.
This result can be thought of as a regularity result for the envelope Pθ[ψ](χ). For a
more precise regularity result on such envelopes in the particular case of potentials with
algebraic singularities we refer to [RWN2, Theorem 1.1].
Proof. Without loss of generality we can assume that ψ, χ ≤ 0. For each t > 0 we consider
Pθ(ψ + t, χ). Since ψ is more singular than χ, we note that Pθ(ψ + t, χ) has the same
singularity type as ψ and Pθ(ψ + t, χ)ր Pθ[ψ](χ) a.e.. It follows from Lemma 3.7 that
θnPθ(ψ+t,χ) ≤ 1{Pθ(ψ+t,χ)=ψ+t}θ
n
ψ + 1{Pθ(ψ+t,χ)=χ}θ
n
χ.
Since {Pθ(ψ + t, χ) = ψ + t} ⊂ {ψ + t ≤ χ} ⊂ {ψ + t ≤ Vθ}, and the latter decreases to
a pluripolar set, the first term on the right-hand side above goes to zero, as t→∞. For
the second term, we observe that {Pθ(ψ + t, χ) = χ} ⊂ {Pθ[ψ](χ) = χ}. Hence applying
Theorem 2.3 the result follows.
For the last statement, we can apply the above argument to χ := Vθ, and note that
from [Ber13, (1.2)] (see also [DDL16, Theorem 2.6 (arXiv version)], [GLZ17, Proposition
5.2]) it follows that θnVθ ≤ 1{Vθ=0}θ
n.
Using the above result, we can establish a non-collapsing property for the class of
potentials with the same singularity type as φ, when θnφ(X) > 0:
Corollary 3.9. Assume that φ ∈ PSH(X, θ) is such that
∫
X
θnφ > 0. If U is a Borel subset
of X with positive Lebesgue measure, then there exists ψ ∈ PSH(X, θ) having the same
singularity type as φ such that θnψ(U) > 0.
Proof. It follows from [BEGZ10, Theorem A,B] that there exists h ∈ PSH(X, θ) with
minimal singularities such that θnh = c1Uω
n, for some normalization constant c > 0. For
C > 0 consider ϕC := Pθ(φ + C, h) and note that ϕC has the same singularities as φ. It
follows from Lemma 3.7 that
θnϕC ≤ 1{ϕC=φ+C}θ
n
φ + 1{ϕC=h}θ
n
h ≤ 1{φ+C≤h}θ
n
φ + c1{ϕC=h}∩Uω
n.
Since θnφ is non-pluripolar, we have that limC→∞
∫
{φ+C≤h}
θnφ = 0. Thus for C > 0 big
enough, by the above estimate we have that∫
X\U
θnϕC ≤
∫
{φ+C≤h}
θnφ <
∫
X
θnϕC ,
where in the last inequality we used the fact that
∫
X
θnϕC =
∫
X
θnφ > 0. This implies that∫
U
θnϕC > 0 for big enough C > 0, finishing the argument.
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A combination of Corollary 3.9 and [WN17, Corollary 4.2] immediately gives the
following version of the domination principle, making the conclusion of [WN17, Corollary
4.2] more precise:
Corollary 3.10. Assume that u, v ∈ PSH(X, θ), u is less singular than v and
∫
X
θnu > 0.
If u ≥ v a.e. with respect to θnu , then u ≥ v on X.
Proof. Assume by contradiction that {u < v} ⊆ X has positive Lebesgue measure. Then,
by Corollary 3.9 we can ensure that there exists ψ ∈ PSH(X, θ) having the same singu-
larity type as u such that θnψ({u < v}) > 0. On the other hand, since θ
n
u({u < v}) = 0,
[WN17, Corollary 4.2] gives that θnψ({u < v}) = 0, which is a contradiction.
The non-collapsing mass condition
∫
X
θnu > 0 is trivially seen to be necessary. We now
give the version of the domination principle for the relative full mass class E(X, θ, φ):
Proposition 3.11. Suppose that φ ∈ PSH(X, θ) satisfies
∫
X
θnφ > 0 and u, v ∈ E(X, θ, φ).
If θnu({u < v}) = 0 then u ≥ v.
Proof. First, assume that v is less singular than u. In view of Corollary 3.9 it suffices to
prove that θnh({u < v}) = 0 for all h ∈ PSH(X, θ) with the same singularity type as u. Let
h be such a potential, and after possibly adding a constant, we can assume that h ≤ u, v.
We claim that for each t ∈ (0, 1), (1− t)v + th ∈ E(X, θ, φ). Indeed, since (1− t)v + th is
less singular than u, and more singular than v, by Theorem 2.4 we can write∫
X
θnu ≤
∫
X
θn(1−t)v+th ≤
∫
X
θnv .
The comparison principle (Corollary 3.6) allows then to write:
tn
∫
{u<(1−t)v+th}
θnh ≤
∫
{u<(1−t)v+th}
θn(1−t)v+th ≤
∫
{u<v}
θnu = 0.
Since 0 = θnh({u < (1−t)v+th})ր θ
n
h({u < v}), as t→ 0, it follows that θ
n
h({u < v}) = 0.
For the general case, we observe that θnu({u < v}) = θ
n
u({u < max(u, v)}), and the
first step implies u ≥ max(u, v) ≥ v.
Next we show that Fφ, the set of potentials introduced in the beginning of this sub-
section, has a very specific maximal element:
Theorem 3.12. Assume that φ ∈ PSH(X, θ) satisfies
∫
X
θnφ > 0 and φ ≤ 0. Then
Pθ[φ] = sup
v∈Fφ
v.
In particular, Pθ[φ] = Pθ[Pθ[φ]].
As remarked in the beginning of the subsection, Pθ[φ] ∈ Fφ, hence by the above result
Pθ[φ] is the maximal element of Fφ.
Proof. Let u ∈ Fφ. By Theorem 3.8 we have
θnPθ[φ]({Pθ[φ] < u}) ≤ 1{Pθ [φ]=0}θ
n({Pθ[φ] < u}) ≤ 1{Pθ [φ]=0}θ
n({Pθ[φ] < 0}) = 0.
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As φ ≤ u, and
∫
X
θnφ =
∫
X
θnu , by Theorem 2.4 and Theorem 2.3 we have∫
X
θnPθ [φ] =
∫
X
θnφ =
∫
X
θnu =
∫
X
θnPθ[u] > 0.
Consequently, Pθ[φ], u ∈ E(X, θ, Pθ[u]) and Proposition 3.11 now insures that Pθ[φ] ≥ u,
hence Pθ[φ] ≥ supv∈Fφ v. As Pθ[φ] ∈ Fφ, it follows that Pθ[φ] = supv∈Fφ v.
For the last statement notice that Pθ[φ] = supv∈Fφ v ≥ supv∈FPθ [φ]
v = Pθ[Pθ[φ]], since
Fφ ⊃ FPθ[φ]. The reverse inequality is trivial.
Remark 3.13. The assumption
∫
X
θnφ > 0 is necessary in the above theorem. Indeed, in
the setting of Remark 3.3, it can be seen that Pθ[φ]  suph∈Fφ h, as the potential on the
right hand side is greater than π∗2v, since π
∗
2v ∈ Fφ.
As a consequence of this last result, we obtain the following characterization of mem-
bership in E(X, θ, φ), providing a partial converse to Proposition 3.1:
Theorem 3.14. Suppose φ ∈ PSH(X, θ) with
∫
X
θnφ > 0 and φ ≤ 0. The following are
equivalent:
(i) u ∈ E(X, θ, φ).
(ii) φ is less singular than u, and Pθ[u](φ) = φ.
(iii) φ is less singular than u, and Pθ[u] = Pθ[φ].
As a consequence of the equivalence between (i) and (iii), we see that the potential
Pθ[u] stays the same for all u ∈ E(X, θ, φ), i.e., it is an invariant of this class. In particular,
since E(X, θ, φ) ⊂ E(X, θ, Pθ[φ]), by the last statement of Theorem 3.12, it seems natural
to only consider potentials φ that are in the image of the operator ψ → Pθ[ψ], when
studying classes of relative full mass E(X, θ, φ). What is more, in the next section it will
be clear that considering such φ is not just more natural, but also necessary when trying
to solve complex Monge-Ampe`re equations with prescribed singularity.
Proof. Assume that (i) holds. By Theorem 3.8 it follows that Pθ[u](φ) ≥ φ a.e. with
respect to θnPθ[u](φ). Proposition 3.11 gives Pθ[u](φ) = φ, hence (ii) holds.
Suppose (ii) holds. We can assume that u ≤ φ ≤ 0. Then Pθ[u] ≥ Pθ[u](φ) = φ. By
the last statement of the previous theorem, this implies that
Pθ[u] = Pθ[Pθ[u]] ≥ Pθ[φ].
As the reverse inequality is trivial, (iii) follows.
Lastly, assume that (iii) holds. By Theorem 2.4 and Theorem 2.3 it follows that∫
X
θnu =
∫
X
θnPθ[u] =
∫
X
θnPθ[φ] =
∫
X
θnφ, hence (i) holds.
Corollary 3.15. Suppose φ ∈ PSH(X, θ) such that
∫
X
θnφ > 0. Then E(X, θ, φ) is convex.
Moreover, given ψ1, . . . , ψn ∈ E(X, θ, φ) we have∫
X
θs1ψ1 ∧ . . . ∧ θ
sn
ψn
=
∫
X
θnφ, (9)
where sj ≥ 0 are integers such that
∑n
j=1 sj = n.
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Proof. Let u, v ∈ E(X, θ, φ) and fix t ∈ (0, 1). It follows from Theorem 3.14 that
Pθ[v](φ) = Pθ[u](φ) = φ. This implies that
Pθ[tv + (1− t)u](φ) ≥ tPθ[v](φ) + (1− t)Pθ[u](φ) = φ.
As the reverse inequality is trivial, another application of Theorem 3.14 gives that tv +
(1− t)u ∈ E(X, θ, φ).
We now prove the last statement. Since E(X, θ, φ) is convex, given ψ1, . . . , ψn ∈
E(X, θ, φ) we know that any convex combination ψ :=
∑n
j=1 sjψj with 0 ≤ sj ≤ 1 and∑
j sj = n, belongs to E(X, θ, φ). Hence∫
X
(∑
j
sjθψj
)n
=
∫
X
θnψ =
∫
X
θnφ =
∫
X
(∑
j
sjθφ
)n
.
As a result, we have an identity of two homogeneous polynomials of degree n. Therefore
all the coefficients of these polynomials have to be equal, giving (9).
Lastly, we provide another corollary, in the spirit of the partial comparison principle
from Proposition 3.5:
Corollary 3.16. Suppose φ ∈ PSH(X, θ) with
∫
X
θnφ > 0. Assume that u, v, ψ1, ..., ψj ∈
E(X, θ, φ) for some j ∈ {0, . . . , n}. Then∫
{u<v}
θn−jv ∧ θψ1 ∧ . . . ∧ θψj ≤
∫
{u<v}
θn−ju ∧ θψ1 ∧ . . . ∧ θψj .
Proof. The conclusion follows immediately from (9) together with Proposition 3.5.
4 Complex Monge-Ampe`re equations with prescribed
singularity type
Let θ be a smooth closed real (1, 1)-form on X such that {θ} is big and φ ∈ PSH(X, θ).
By PSH(X, θ, φ) we denote the set of θ-psh functions that are more singular than φ. We
say that v ∈ PSH(X, θ, φ) has relatively minimal singularities if v has the same singularity
type as φ. Clearly, E(X, θ, φ) ⊂ PSH(X, θ, φ).
Let µ be a non-pluripolar positive measure on X such that µ(X) =
∫
X
θnφ > 0. Our
aim is to study existence and uniqueness of solutions to the following equation of complex
Monge-Ampe`re type:
θnψ = µ, ψ ∈ E(X, θ, φ). (10)
It is not hard to see that this equation does not have a solution for arbitrary φ. Indeed,
suppose for the moment that θ = ω, and choose φ ∈ E(X,ω) := E(X,ω, 0) unbounded.
It is clear that E(X,ω, φ) ( E(X,ω, 0). By [BEGZ10, Theorem A], the (trivial) equation
ωnψ = ω
n, ψ ∈ E(X,ω, 0) is only solved by potentials ψ that are constant over X , hence
we cannot have ψ /∈ E(X,ω, φ).
This simple example suggests that we need to be more selective in our choice of φ, to
make (10) well posed. As it turns out, the natural choice is to take φ such that Pθ[φ] = φ,
as suggested by our study of currents of relative full mass in the previous subsection.
Therefore, for the rest of this section we ask that φ additionally satisfies:
φ = Pθ[φ]. (11)
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Such a potential φ is called a model potential, and [φ] is a model type singularity. As
Vθ = Pθ[Vθ], one can think of such φ as generalizations of Vθ, the potential with minimal
singularity from [BEGZ10]. Wee refer to Remark 1.6 for natural constructions of model
type singularities.
As a technical assumption, we will ask that φ has additionally small unbounded locus,
i.e., φ is locally bounded outside a closed pluripolar set A ⊂ X . This will be needed to
carry out arguments involving integration by parts in the spirit of [BEGZ10].
One wonders if maybe model type potentials (those that satisfy (11)) always have
small unbounded locus. Sadly, this is not the case, as the following simple example
shows. Suppose θ is a Ka¨hler form, and {xj}j ⊂ X is a dense countable subset. Also let
vj ∈ PSH(X, θ) such that vj < 0,
∫
X
vjθ
n = 1, and vj has a positive Lelong number at
xj . Then ψ =
∑
j
1
2j
vj ∈ PSH(X, θ) has positive Lelong numbers at all xj . As we have
argued in [DDL16, Theorem 1.1], the Lelong numbers of Pθ[ψ] are the same as those of
ψ, hence the model type potential Pθ[ψ] cannot have small unbounded locus.
The following convergence result is important in our later study, and it can be implic-
itly found in the arguments of [BEGZ10], as well as other works:
Lemma 4.1. Let uk, u
j
k ∈ PSH(X, θ, φ) and C > 0 such that
−C ≤ ujk − φ ≤ C,
for all j ∈ N and k ∈ {1, . . . , n}. Assume also that ujk → uk, k ∈ {1, . . . , n} in capacity.
Suppose also that f, fj are uniformly bounded, quasi-continuous, such that fj → f in
capacity. Then fjθuj1
∧ ... ∧ θujn → fθu1 ∧ ... ∧ θun weakly.
Proof. Let A ⊂ X be closed pluripolar such that {φ = −∞} ⊂ A. We set µj :=
θuj1
∧ ... ∧ θujn , and µ := θu1 ∧ ... ∧ θun . Fix a continuous function χ on X , ε > 0 and U
an open relatively compact subset of X \ A such that µ(X \ U) ≤ ε. Fix V a slightly
larger open subset of X \ A such that U ⋐ V ⋐ X \ A. Fix ρ a continuous non negative
function on X which is supported in V and is identically 1 in U . Since all functions
ujk are uniformly bounded in V (along with uk) it follows from [GZ17, Theorem 4.26]
that χfjµj converges weakly to χfµ in V . Also, Bedford-Taylor theory gives that µj
converges weakly to µ in V . Thus lim infj µj(U) ≥ µ(U), hence lim supj µj(X \ U) ≤
µ(X \ U) ≤ ε since µj(X) = µ(X). Since χ, ρ, fj , f are uniformly bounded it follows
that lim supj
∫
X\U
ρ|χfj |µj, lim supj
∫
X\U
|χfj |µj,
∫
X\U
ρ|χf |µ,
∫
X\U
|χf |µ are all bounded
by Cε for some uniform constant C > 0. On the other hand, since χfjµj converges weakly
to χfµ in V and ρ = 0 outside V , we have
lim
j
∫
X
ρχfjdµj =
∫
X
ρχfdµ.
Thus,
lim sup
j
∣∣∣∣
∫
X
χfjdµj −
∫
X
χfdµ
∣∣∣∣ ≤ lim sup
j
∣∣∣∣
∫
X
ρχfjdµj −
∫
X
ρχfdµ
∣∣∣∣+ 4Cε
It then follows that
lim sup
j
∣∣∣∣
∫
X
χfjdµj −
∫
X
χfdµ
∣∣∣∣ ≤ C ′ε.
Letting ε→ 0 we arrive at the conclusion.
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4.1 The relative Monge-Ampe`re capacity
We introduce the relative Monge-Ampe`re capacity of a Borel set B ⊂ X :
Capφ(B) := sup
{∫
B
θnψ, ψ ∈ PSH(X, θ), φ ≤ ψ ≤ φ+ 1
}
.
Note that in the Ka¨hler case a related notion of capacity has been studied in [DiLu14,
DiLu15]. In the case when φ = Vθ we recover the Monge-Ampe`re capacity used in
[BEGZ10, Section 4.1]. As is well known, the (generalized) Monge-Ampe`re capacity and
the global relative extremal functions play a vital role in establishing uniform estimates
for complex Monge-Ampe`re equations (see [Kol98], [BEGZ10], [DiLu14, DiLu15]). Along
these lines the capacity Capφ will play a crucial role in proving the regularity part of
Theorem 1.4.
Lemma 4.2. The relative Monge-Ampe`re capacity Capφ is inner regular, i.e.
Capφ(E) = sup{Capφ(K) | K ⊂ E ; K is compact}.
Proof. By definition Capφ(E) ≥ Capφ(K) for any compact set K ⊂ E. Fix ε > 0. There
exists u ∈ PSH(X, θ) such that φ ≤ u ≤ φ+ 1 and∫
E
θnu ≥ Capφ(E)− ε.
Since θnu is an inner regular Borel measure it follows that there exists a compact set
K ⊂ E such that
∫
K
θnu ≥
∫
E
θnu − ε ≥ Capφ(E)− 2ε. Hence Capφ(K) ≥ Capφ(E) − 2ε.
Letting ε → 0 and taking the supremum over all the compact set K ⊂ E, we arrive at
the conclusion.
By definition, Capθ(B) ≤ Capθ(X) =
∫
X
θnφ. Next we note that if Capφ(B) = 0 then
B is a very “small” set:
Lemma 4.3. Let B ⊂ X be a Borel set. Then Capφ(B) = 0 if and only if B is pluripolar.
Proof. Fix ω Ka¨hler with ω ≥ θ. Recall that a Borel subset E ⊂ X is pluripolar if and
only if Capω(E) = 0 (see [GZ05, Corollary 3.11] which goes back to [BT82]).
If B is pluripolar then Capφ(B) = 0 by definition. Conversely, assume that Capφ(B) =
0. If B is non-pluripolar then, Capω(B) > 0. Since Capω is inner regular ([BBGZ13,
Remark 1.7]), there exists a compact subset K of B such that Capω(K) > 0. In particular
K is non-pluripolar, hence the global extremal function of (K,ω), V ∗ω,K is bounded from
above (i.e. it is not identically +∞) by [GZ17, Theorem 9.17]. Since ω ≥ θ we have
V ∗θ,K ≤ V
∗
ω,K , hence V
∗
θ,K is also bounded from above.
We recall that θnV ∗
θ,K
is supported on K ([GZ17, Theorem 9.17]), and we consider
ut := Pθ(φ + t, V
∗
θ,K), t > 0. By the argument of Corollary 3.9 there exists t0 > 0 big
enough such that ψ := ut0 ∈ PSH(X, θ) has the same singularity type as φ and
∫
K
θnψ > 0.
We can assume that φ ≤ ψ ≤ φ + C for some C > 0. If C ≤ 1 then ψ is a candidate in
the definition of Capφ(B), hence Capφ(B) > 0, which is a contradiction. In case C > 1,
then (1− 1
C
)φ+ 1
C
ψ is a candidate in the definition of Capφ(K), hence
Capφ(B) ≥ Capφ(K) ≥
∫
K
θn(1− 1C )φ+
1
C
ψ
>
1
Cn
∫
K
θnψ > 0,
a contradiction.
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4.1.1 The φ-relative extremal function
Recall that φ has small unbounded locus, i.e. φ is locally bounded outside a closed
complete pluripolar subset A ⊂ X . Recall that by PSH(X, θ, φ) we denote the set of all
θ-psh functions which are more singular than φ.
Let E be a Borel subset of X . The relative extremal function of (E, φ, θ) is defined as
hE,φ := sup{u ∈ PSH(X, θ, φ) | u ≤ φ− 1 on E ; u ≤ 0 on X}.
Lemma 4.4. Let E be a Borel subset of X and hE,φ be the relative extremal function of
(E, φ, θ). Then h∗E,φ is a θ-psh function such that φ − 1 ≤ h
∗
E,φ ≤ φ. Moreover, θ
n
h∗
E,φ
vanishes on {h∗E,φ < 0} \ E¯.
Proof. Since φ − 1 is a candidate defining hE,φ it follows that φ − 1 ≤ hE,φ ≤ h
∗
E,φ. Any
u ∈ PSH(X, θ, φ) with u ≤ 0 is a candidate of Pθ(φ+C, 0), for some C ∈ R. By Theorem
3.12 we get that u ≤ Pθ[φ] = φ, hence h
∗
E,φ ≤ φ.
By the above, h∗E,φ is locally bounded outside the closed pluripolar set A, and a
standard balayage argument (see e.g. [BT76], [GZ05, Proposition 4.1], [BBGZ13, Lemma
1.5]) gives that θnh∗
E,φ
vanishes in {h∗E,φ < 0} \ E¯.
Theorem 4.5. If K is a compact subset of X and h := h∗K,φ then
Capφ(K) =
∫
K
θnh =
∫
X
(φ− h)θnh .
Proof. Set h := h∗K,φ and observe that h + 1 is a candidate defining Capφ. Since θ
n
h puts
no mass on the set {h < φ} \K and h = φ− 1 on K modulo a pluripolar set we thus get
Capφ(K) ≥
∫
K
θnh =
∫
X
(φ− h)θnh .
Now let u be a θ-psh function such that φ − 1 ≤ u ≤ φ. For a fixed ε ∈ (0, 1) set
uε := (1 − ε)u + εφ. Since h = φ − 1 on K modulo a pluripolar set and φ − 1 ≤ uε it
follows that K ⊂ {h < uε} modulo a pluripolar set. By the comparison principle we then
get
(1− ε)n
∫
K
θnu ≤
∫
{h<uε}
θnuε ≤
∫
{h<uε}
θnh =
∫
K
θnh ,
where in the last equality we use the fact that θnh vanishes in {h < 0} \K. Since u was
taken arbitrarily, letting ε → 0 we obtain Capφ(K) ≤
∫
K
θnh . This together with the
previous step gives the result.
Corollary 4.6. If (Kj) is a decreasing sequence of compact sets then
Capφ(K) = lim
j→+∞
Capφ(Kj),
where K :=
⋂
jKj. In particular, for any compact set K we have
Capφ(K) = inf{Capφ(U) | K ⊂ U ⊂ X ; U is open in X}.
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Proof. Let hj := h
∗
Kj ,φ
be the relative extremal function of (Kj, φ). Then (hj) increases
almost everywhere to h ∈ PSH(X, θ) which satisfies φ− 1 ≤ h ≤ φ, since φ− 1 ≤ hj ≤ φ.
Next we claim that θnh({h < 0} \K) = 0. Indeed, for m ∈ N fixed and for each j > m
we have that {h < 0} \Km ⊂ {hj < 0} \Kj and by Lemma 4.4,
θnhj ({hj < 0} \Kj) = 0.
Using the continuity of the Monge-Ampe`re measure along monotone sequences (Theorem
2.3 and Remark 2.5) we have that θnhj converges weakly to θ
n
h . Since {h < 0}\Km is open
it follows that
θnh({h < 0} \Km) ≤ lim inf
j→+∞
θnhj ({h < 0} \Km) = 0.
The claim follows as m→ +∞. It then follows from Theorem 4.5 and Lemma 4.1 that
lim
j→+∞
Capφ(Kj) = lim
j→+∞
∫
X
(φ− hj)θ
n
hj
=
∫
X
(φ− h)θnh =
∫
K
θnh ≤ Capφ(K).
As the reverse inequality is trivial, the first statement follows.
To prove the last statement, let (Kj) be a decreasing sequence of compact sets such
that K is contained in the interior of Kj for all j. Then by the first part of the corollary
we have that
Capφ(K) = lim
j→+∞
Capφ(Kj) ≥ lim
j→+∞
Capφ(Int(Kj))
≥ inf{Capφ(U) | K ⊂ U ⊂ X ; U is open in X},
hence equality.
Corollary 4.7. If U is an open subset of X then
Capφ(U) =
∫
X
(φ− hU,φ)θ
n
hU,φ
.
Proof. Let (Kj) be an increasing sequence of compact subsets of U such that ∪Kj = U .
For each j we set hj := h
∗
Kj ,φ
. By Theorem 4.5 we have that
Capφ(Kj) =
∫
X
(φ− hj)θ
n
hj
.
Since hj decreases to hU,φ it follows from Lemma 4.1 that the right-hand side above
converges to
∫
X
(φ − hU,φ)θ
n
hU,φ
. Moreover, by the argument of Lemma 4.2 we have
limj Capφ(Kj) = Capφ(U), hence the result follows.
4.1.2 The global φ-extremal function
For a Borel set E ⊂ X , we define the global φ-extremal function of (E, φ, θ) by
VE,φ := sup {ψ ∈ PSH(X, θ, φ), ψ ≤ φ on E} .
We then introduce the relative Alexander-Taylor capacity of E,
Tφ(E) := exp(−Mφ(E)), where Mφ(E) := sup
X
V ∗E,φ.
Paralleling Lemma 4.3, we have the following result:
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Lemma 4.8. Let E ⊂ X be a Borel set. If Mφ(E) = +∞, then E is pluripolar.
Proof. Let ω be a Ka¨hler form such that ω ≥ θ. By definition we have
VE,φ ≤ VE,ω := sup {ψ ∈ PSH(X,ω), ψ ≤ 0 on E} .
This clearly impliesMφ(E) ≤ supX V
∗
E,ω, and so by assumption we know that supX V
∗
E,ω =
+∞. It then follows from [GZ05, Theorem 5.2] that E is pluripolar.
If Mφ(E) < +∞ then V
∗
E,φ ∈ PSH(X, θ), and standard arguments give that θ
n
V ∗
E,φ
does
not charge X \ E (see [GZ17, Theorem 9.17] or [GZ05, Theorem 5.2]). Now, we claim
that
φ ≤ V ∗E,φ ≤ Pθ[φ] +Mφ(E) = φ+Mφ(E). (12)
The first inequality simply follows by definition, since φ ≤ 0 is a candidate in the definition
of VE,φ. IfMφ(E) = +∞ then the second inequality holds trivially. Assume thatMφ(E) <
+∞. The inequality then holds, since V ∗E,φ −Mφ(E) ≤ 0, and each candidate potential
ψ in the definition of V ∗E,φ is more singular than φ, i.e., ψ −Mφ(E) is a candidate in the
definition of Pθ(φ+C, 0), for some C > 0. Finally, the last identity follows from Theorem
3.12.
In particular, since φ has small unbounded locus, so does the usc regularization V ∗E,φ.
Also, from (12) we deduce that if Mφ(E) < +∞, the θ-psh functions V
∗
E,φ and φ have the
same singularity type, hence Proposition 2.1 insures that∫
X
θnV ∗
E,φ
=
∫
X
θnφ.
The Alexander-Taylor and Monge-Ampe`re capacities are related by the following esti-
mates:
Lemma 4.9. Suppose K ⊂ X is a compact subset and Capφ(K) > 0. Then we have
1 ≤
( ∫
X
θnφ
Capφ(K)
)1/n
≤ max(1,Mφ(K)).
Proof. The first inequality is trivial. We now prove the second inequality. Note that we
can assume that Mφ(K) < +∞, since otherwise the inequality is trivially satisfied. We
then consider two cases. If Mφ(K) ≤ 1, then V
∗
K,φ ≤ φ + 1, hence V
∗
K,φ is a candidate in
the definition Capφ(K). Since θ
n
V ∗
K,θ
is supported on K, we thus have
Capφ(K) ≥
∫
K
θnV ∗
K,φ
=
∫
X
θnV ∗
K,φ
=
∫
X
θnφ,
and the desired inequality holds in this case.
If M := Mφ(K) ≥ 1, then by (12) we have φ ≤ M
−1V ∗K,φ + (1 −M
−1)φ ≤ φ+ 1, and
by definition of the relative capacity we can write:
Capφ(K) ≥
∫
K
θnM−1V ∗
K,φ
+(1−M−1)φ ≥
1
Mn
∫
K
θnV ∗
K,φ
=
1
Mn
∫
X
θnV ∗
K,φ
=
1
Mn
∫
X
θnφ,
implying the desired inequality.
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4.2 The relative finite energy class E1(X, θ, φ)
To develop the variational approach to (10), we need to understand the relative version
of the Monge-Ampe`re energy, and its bounded locus E1(X, θ, φ). For u ∈ E(X, θ, φ) with
relatively minimal singularities, we define the Monge-Ampe`re energy of u relative to φ as
Iφ(u) :=
1
n + 1
n∑
k=0
∫
X
(u− φ)θku ∧ θ
n−k
φ .
In the next theorem we collect basic properties of the Monge-Ampe`re energy:
Theorem 4.10. Suppose u, v ∈ E(X, θ, φ) have relatively minimal singularities. The
following hold:
(i) Iφ(u)− Iφ(v) =
1
n+1
∑n
k=0
∫
X
(u− v)θku ∧ θ
n−k
v .
(ii) If u ≤ φ then,
∫
X
(u− φ)θnu ≤ Iφ(u) ≤
1
n+1
∫
X
(u− φ)θnu .
(iii) Iφ is non-decreasing and concave along affine curves. Additionally, the following
estimates hold:
∫
X
(u− v)θnu ≤ Iφ(u)− Iφ(v) ≤
∫
X
(u− v)θnv .
Proof. Since φ has small unbounded locus, it is possible to repeat the arguments of
[BEGZ10, Proposition 2.8] almost word for word. As a courtesy to the reader the de-
tailed proof is presented here.
To start, we note that the non-pluripolar products appearing in our arguments are
simply the mixed Monge-Ampe`re measures defined in the sense of Bedford and Taylor
[BT76] on X \ A, where A is a closed complete pluripolar subset of X , such that φ is
locally bounded on X \A (consequently, u and v are locally bounded in on X \A). Since
u − v is globally bounded on X , we can perform integration by parts in our arguments
below, via [BEGZ10, Theorem 1.14].
For any fixed k ∈ {0, ..., n − 1}, set T = θku ∧ θ
n−k−1
v . Using integration by parts
[BEGZ10, Theorem 1.14], we can write∫
X
(u− v)θku ∧ θ
n−k
v =
∫
X
(u− v)(θ + i∂∂¯v) ∧ T
=
∫
X
(u− v)i∂∂¯(v − u) ∧ T +
∫
X
(u− v)i∂∂¯u ∧ T +
∫
X
(u− v)θ ∧ T
=
∫
X
(v − u)i∂∂¯(u− v) ∧ T +
∫
X
(u− v)θu ∧ T
≥
∫
X
(u− v)θu ∧ T =
∫
X
(u− v)θk+1u ∧ θ
n−k−1
v , (13)
where in the last inequality we used that
∫
X
(−ϕ)i∂∂¯ϕ ∧ T = i
∫
X
∂ϕ ∧ ∂¯ϕ ∧ T ≥ 0 with
ϕ := u − v. This shows in particular that the sequence k 7→
∫
X
(u − φ)θku ∧ θ
n−k
φ is
non-increasing in k, verifying (ii).
Now we compute the derivative of f(t) := Iφ(ut), t ∈ [0, 1], where ut := tu + (1 −
t)v. By the multi-linearity property of the non-pluripolar product we see that f(t) is a
polynomial in t. Using again integration by parts [BEGZ10, Theorem 1.14], one can check
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the following formula:
f ′(t) =
1
n+ 1
( n∑
k=0
∫
X
(u− v)θkut ∧ θ
n−k
φ +
n∑
k=1
∫
X
k(ut − φ)i∂∂¯(u− v) ∧ θ
k−1
ut ∧ θ
n−k
φ
)
=
1
n+ 1
( n∑
k=0
∫
X
(u− v)θkut ∧ θ
n−k
φ +
n∑
k=1
∫
X
k(u− v)(θut − θφ) ∧ θ
k−1
ut ∧ θ
n−k
φ
)
=
∫
X
(u− v)θnut .
Computing one more derivative, we arrive at
f ′′(t) = n
∫
X
(u− v)i∂∂¯(u− v) ∧ θn−1ut = −ni
∫
X
∂(u − v) ∧ ∂¯(u− v)θn−1ut ≤ 0.
This shows that Iφ is concave along affine curves.
Now, the function t 7→ f ′(t) is continuous on [0, 1], thanks to convergence property of
the Monge-Ampe`re operator (see Lemma 4.1). It thus follows that
Iφ(u1)− Iφ(u0) =
∫ 1
0
f ′(t)dt =
∫ 1
0
∫
X
(u− v)θnutdt.
Using the multi-linearity of the non-pluripolar product again, we get that∫ 1
0
∫
X
(u− v)θnutdt =
n∑
k=0
(∫ 1
0
(
n
k
)
tk(1− t)n−kdt
)∫
X
(u− v)θku ∧ θ
n−k
v
=
1
n+ 1
n∑
k=0
∫
X
(u− v)θku ∧ θ
n−k
v .
This verifies (i), and another application of (13) finishes the proof of (iii).
Lemma 4.11. Suppose uj, u ∈ E(X, θ, φ) have relatively minimal singularities such that
uj decreases to u. Then Iφ(uj) decreases to Iφ(u).
Proof. From Theorem 4.10(iii) it follows that |Iφ(uj)− Iφ(u)| = Iφ(uj)− Iφ(u) ≤
∫
X
(uj −
u)θnu . An application of the dominated convergence theorem finishes the argument.
We can now define the Monge-Ampe`re energy for arbitrary u ∈ PSH(X, θ, φ) using a
familiar formula:
Iφ(u) := inf{Iφ(v) | v ∈ E(X, θ, φ), v has relatively minimal singularities, and u ≤ v}.
Lemma 4.12. If u ∈ PSH(X, θ, φ) then Iφ(u) = limt→∞ Iφ(max(u, φ− t)).
Proof. It follows from the above definition that Iφ(u) ≤ limt→∞ Iφ(max(u, φ−t)). Assume
now that v ∈ PSH(X, θ, φ) is such that u ≤ v, and v has the same singularity type as
φ (i.e. v is a candidate in the definition of Iφ(u)). Then for t large enough we have
max(u, φ− t) ≤ v, hence the other inequality follows from monotonicity of Iφ.
We let E1(X, θ, φ) denote the set of all u ∈ PSH(X, θ, φ) such that Iφ(u) is finite. As
a result of Lemma 4.12 and Theorem 4.10(iii) we observe that Iφ is non-decreasing in
PSH(X, θ, φ). Consequently, E1(X, θ, φ) is stable under the max operation, moreover we
have the following familiar characterization of E1(X, θ, φ):
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Lemma 4.13. Let u ∈ PSH(X, θ, φ). Then u ∈ E1(X, θ, φ) if and only if u ∈ E(X, θ, φ)
and
∫
X
(u− φ)θnu > −∞.
Proof. We can assume that u ≤ φ. For each C > 0 we set uC := max(u, φ − C). If
Iφ(u) > −∞ then by the monotonicity property we have Iφ(u
C) ≥ Iφ(u). Since u
C ≤ φ,
an application of Theorem 4.10(ii) gives that
∫
X
(uC − φ)θnuC ≥ −A, ∀C, for some A > 0.
From this we obtain that ∫
{u≤φ−C}
θnuC ≤
A
C
→ 0,
as C → +∞. Hence it follows from Lemma 3.4 that u ∈ E(X, θ, φ). Moreover by the
plurifine property of the non-pluripolar product we have that∫
X
(uC − φ)θnuC ≤
∫
{u>φ−C}
(u− φ)θnu .
Letting C →∞ we see that
∫
X
(u− φ)θnu > −A.
To prove the reverse statement, assume that u ∈ E(X, θ, φ) and
∫
X
(u − φ)θnu > −∞.
For each C > 0 since θnu and θ
n
uC have the same mass and coincide in {u > φ − C} it
follows that
∫
{u≤φ−C}
θnuC =
∫
{u≤φ−C}
θnu . From this we deduce that∫
X
(uC − φ)θnuC = −
∫
{u≤φ−C}
Cθnu +
∫
{u>φ−C}
(u− φ)θnu =
∫
X
(u− φ)θnu > −A.
It thus follows from Theorem 4.10(ii) that Iφ(u
C) is uniformly bounded. Finally, it follows
from Lemma 4.12 that Iφ(u
C)ց Iφ(u) as C →∞, finishing the proof.
We finish this subsection with a series of small results listing various properties of the
class E1(X, θ, φ):
Lemma 4.14. Assume that (uj) is a sequence in E
1(X, θ, φ) decreasing to u ∈ E1(X, θ, φ).
Then Iφ(uj) decreases to Iφ(u).
Proof. Without loss of generality we can assume that uj ≤ φ for all j. For each C > 0
we set uCj := max(uj, φ − C) and u
C := max(u, φ− C). Note that uCj , u
C have the same
singularities as φ. Then Lemma 4.11 insures that limj Iφ(u
C
j ) = Iφ(u
C). Monotonicity of
Iφ gives now that Iφ(u) ≤ limj Iφ(uj) ≤ limj Iφ(u
C
j ) = Iφ(u
C). Letting C →∞, the result
follows.
Lemma 4.15. Assume that (uj) is a decreasing sequence in E
1(X, θ, φ) such that Iφ(uj) is
uniformly bounded. Then the limit u := limj uj belongs to E
1(X, θ, φ) and Iφ(uj) decreases
to Iφ(u).
Proof. We can assume that uj ≤ φ for all j. Since Iφ(uj) ≤
∫
X
(uj − φ)θ
n
φ, Iφ(uj) is
uniformly bounded and θnφ has bounded density with respect to ω
n, it follows that
∫
X
ujω
n
is uniformly bounded, hence u 6= −∞.
By continuity along decreasing sequences (Lemma 4.14) we have limj→+∞ Iφ(max(uj, φ−
C)) = Iφ(max(u, φ−C))) . It follows that Iφ(max(u, φ−C)) is uniformly bounded. Lemma
4.12 then insures that Iφ(u) is finite, i.e., u ∈ E
1(X, θ, φ).
Corollary 4.16. Iφ is concave along affine curves in PSH(X, θ, φ). In particular, the set
E1(X, θ, φ) is convex.
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Proof. Let u, v ∈ PSH(X, θ, φ) and ut := tu + (1 − t)v, t ∈ (0, 1). If one of u, v is not in
E1(X, θ, φ) then the conclusion is obvious. So, we can assume that both u and v belong
to E1(X, θ, φ). For each C > 0 we set uCt := tmax(u, φ− C) + (1− t)max(v, φ− C). By
Theorem 4.10)(iii), t → Iφ(u
C
t ) is concave. Since u
C
t decreases to ut as C → ∞, Lemma
4.15 gives the conclusion.
4.3 The variational method
Recall that φ is a θ-psh function with small unbounded locus such that φ = Pθ[φ], and∫
X
θφ > 0. For this subsection we additionally normalize our class so that
∫
X
θnφ = 1.
We adapt the variational method of [BBGZ13] to solve the complex Monge-Ampe`re
equations in our more general setting:
θnu = e
λuµ, u ∈ E(X, θ, φ). (14)
where λ ≥ 0, µ is a positive non-pluripolar measure on X . If λ = 0 then we also assume
that µ(X) = 1 which is a necessary condition for the equation to be solvable.
We introduce the following functionals on E1(X, θ, φ):
Fλ(u) := Fλ,µ(u) := Iφ(u)− Lλ,µ(u), u ∈ E
1(X, θ, φ),
where Lλ,µ(u) :=
1
λ
∫
X
eλudµ if λ > 0 and Lµ(u) := L0,µ(u) :=
∫
X
(u − φ)dµ. Note that
when λ > 0, Fλ is finite on E
1(X, θ, φ). It is no longer the case if λ = 0 in which case we
will restrict ourself to the following set of measures. For each constant A ≥ 1 we let MA
denote the set of all probability measures µ on X such that
µ(E) ≤ A · Capφ(E), for all Borel subsets E ⊂ X.
Lemma 4.17. MA is a compact convex subset of the set of probability measures on X.
Proof. The convexity is obvious. We now prove that MA is closed. Assume that (µj) ⊂
MA is a sequence converging weakly to a probability measure µ. Then for any open set
U we have
µ(U) ≤ lim inf
j
µj(U) ≤ ACapφ(U).
Now, let K ⊂ X be a compact subset. Taking the infimum over all open sets U ⊃ K in
the above inequality, it follows from Corollary 4.6 that µ(K) ≤ ACapφ(K). Since µ and
Capφ are inner regular (Lemma 4.2) it follows that the inequality holds for all Borel sets,
finishing the proof.
Lemma 4.18. If µ ∈MA then F0,µ is finite on E
1(X, θ, φ). Moreover, there is a constant
B > 0 depending on A such that for all u ∈ PSH(X, θ, φ) with supX u = 0 we have∫
X
(u− φ)2dµ ≤ B(|Iφ(u)|+ 1).
The proof given below is inspired by [BBGZ13, Lemma 2.9].
Proof. Fix u ∈ PSH(X, θ, φ) such that supX u = 0. By considering uk := max(u, φ − k)
and then letting k → +∞, we can assume that u− φ is bounded. We first prove that∫ +∞
1
tCapφ(u < φ− 2t)dt ≤ C(−Iφ(u) + 1), (15)
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for some uniform constant C := C(n) > 0.
Indeed, for each t > 1 we set ut := t
−1u+ (1− t−1)φ. We also fix ψ ∈ PSH(X, θ) such
that φ − 1 ≤ ψ ≤ φ. Observe that ut, ψ ∈ E(X, θ, φ)) and that the following inclusions
hold
(u < φ− 2t) ⊂ (ut < ψ − 1) ⊂ (u < φ− t), t > 1.
It thus follows that
θnψ(u < φ− 2t) ≤ θ
n
ψ(ut < ψ − 1) ≤ θ
n
ut(ut < ψ − 1) ≤ θ
n
ut(u < φ− t), (16)
where in the second inequality we used the comparison principle (see Corollary 3.6).
Expanding θnut we see that
θnut ≤ Ct
−1
n∑
k=1
θku ∧ θ
n−k
φ + θ
n
φ, ∀t > 1, (17)
for a uniform constant C = C(n). Since θnφ has bounded density with respect to Lebesgue
measure (see Theorem 3.8), using [GZ17, Theorem 2.50] we infer that
θnφ(u < φ− t) ≤ A
∫
{u≤−t}
ωn ≤ Ae−at, (18)
for some uniform constants a, A > 0 depending only on n, ω,X . Combining (18) with
(16) and (17) we get that∫ ∞
1
tθnψ(u < φ− 2t)dt ≤
∫ ∞
1
tθnut(u < φ− t)dt
≤ C
∫ ∞
1
n∑
k=0
θku ∧ θ
n−k
φ (u < φ− t)dt+
∫ ∞
1
tθnφ(u < φ− t)dt
≤ C(n+ 1)|Iφ(u)|+ C
′.
Taking the supremum over all candidates ψ + 1 we arrive at∫ +∞
1
tCapφ(u < φ− 2t)dt ≤ C(n + 1)|Iφ(u)|+ C
′,
proving (15). Finally, we can write∫
X
(u− φ)2dµ = 2
∫ +∞
0
tµ(u < φ− t)dt ≤ 4 + 8
∫ +∞
1
tµ(u < φ− 2t)dt
≤ 4 + 8
∫ +∞
1
AtCapφ(u < φ− 2t)dt ≤ B(|Iφ(u)|+ 1),
where B > 0 is a uniform constant depending on n, C, C ′.
Observe that Lemma 4.18 above together with Ho¨lder inequality give that F0,µ is finite
on E1(X, θ, φ) whenever µ ∈MA for some A ≥ 1. Indeed∫
X
|u− φ|dµ ≤
(∫
X
(u− φ)2dµ
)1/2
µ(X)1/2 ≤ C(|Iφ(u)|
1/2 + 1) (19)
for a suitable C > 0.
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4.3.1 Maximizers are solutions
Proposition 4.19. Iφ : E
1(X, θ, φ)→ R is upper semicontinuous with respect to the weak
L1 topology of potentials.
Proof. Assume that (uj) is a sequence in E
1(X, θ, φ) converging in L1 to u ∈ E1(X, θ, φ).
We can assume that uj ≤ 0 for all j. For each k, ℓ ∈ N we set vk,ℓ := max(uk, ..., uk+ℓ).
As E1(X, θ, φ) is stable under the max operation, we have that vk,ℓ ∈ E
1(X, θ, φ).
Moreover vk,ℓ ր ϕk :=
(
supj≥k uj
)∗
, hence by the monotonicity property we get
Iφ(ϕk) ≥ Iφ(vk,ℓ) ≥ Iφ(uk) > −∞. As a result, ϕk ∈ E
1(X, θ, φ). By Hartogs’ lemma
ϕk ց u as k →∞. By Lemma 4.14 it follows that Iφ(ϕk) decreases to Iφ(u). Thus, using
the monotonicity of Iφ we get Iφ(u) = limk→∞ Iφ(ϕk) ≥ lim supk→∞ Iφ(uk), finishing the
proof.
Next we describe the first order variation of Iφ, shadowing a result from [BB10]:
Proposition 4.20. Let u ∈ E1(X, θ, φ) and χ be a continuous function on X. For each
t > 0 set ut := Pθ(u + tχ). Then ut ∈ E
1(X, θ, φ), t 7→ Iφ(ut) is differentiable, and its
derivative is given by
d
dt
Iφ(ut) =
∫
X
χθnut , t ∈ R.
Proof. Note that u + t infX χ is a candidate in each envelope, hence u + t infX χ ≤ ut.
Monotonicity of Iφ now implies that ut ∈ E
1(X, θ, φ).
As the singularity type of each ut is the same, we can apply Lemma 4.21 below and
conclude: ∫
X
(ut+s − ut)θ
n
ut+s ≤ Iφ(ut+s)− Iφ(ut) ≤
∫
X
(ut+s − ut)θ
n
ut .
It follows from [DDL16, Proposition 2.13] that θnut is supported on {ut = u + tχ}. We
thus have ∫
X
(ut+s − ut)θ
n
ut =
∫
X
(ut+s − u− tχ)θ
n
ut ≤
∫
X
sχθnut ,
since ut+s ≤ u+ (t+ s)χ. Similarly we have∫
X
(ut+s − ut)θ
n
ut+s
=
∫
X
(u+ (t + s)χ− ut)θ
n
ut+s
≥
∫
X
sχθnut+s.
Since ut+s converges uniformly to ut as s → 0, by Theorem 2.3 it follows that θ
n
ut+s
converges weakly to θnut . As χ is continuous, dividing by s > 0 and letting s→ 0
+ we see
that the right derivative of Iφ(ut) at t is
∫
X
χθnut . The same argument applies for the left
derivative.
Lemma 4.21. Suppose u, v ∈ E1(X, θ, φ) have the same singularity type. Then∫
X
(u− v)θnu ≤ Iφ(u)− Iφ(v) ≤
∫
X
(u− v)θnv .
Proof. First, note that these estimates hold for uC := max(u, φ−C), vC := max(v, φ−C),
by Theorem 4.10(iii). It is easy to see that uC−vC is uniformly bounded and converges to
u− v. Also, by the comments after Lemma 3.4 it follows that the measures θnvC converge
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uniformly to θnv (not just weakly!). Putting these last two facts together, the dominated
convergence theorem gives that∣∣∣∣
∫
X
(uC − vC)θnvC −
∫
X
(u− v)θnv
∣∣∣∣ ≤
≤
∣∣∣∣
∫
X
(uC − vC)(θnvC − θ
n
v )
∣∣∣∣ +
∣∣∣∣
∫
X
(uC − vC)θnv −
∫
X
(u− v)θnv
∣∣∣∣→ 0,
as C → ∞. A similar convergence statement holds for the left hand side of our double
estimate as well, and using Lemma 4.12, the result follows.
Theorem 4.22. Assume that Lλ,µ is finite on E
1(X, θ, φ) and u ∈ E1(X, θ, φ) maximizes
Fλ,µ on E
1(X, θ, φ). Then u solves the equation (14).
Proof. First, let’s assume that λ 6= 0. Let χ be an arbitrary continuous function on X
and set ut := Pθ(u + tχ). It follows from Proposition 4.20 that ut ∈ E
1(X, θ, φ) for all
t ∈ R, that the function
g(t) := Iφ(ut)− Lλ,µ(u+ tχ)
is differentiable on R, and its derivative is given by g′(t) =
∫
X
χθnut −
∫
X
χeλ(u+tχ)dµ.
Moreover, as ut ≤ u+ tχ, we have g(t) ≤ Fλ,µ(ut) ≤ supE1(X,θ,φ) Fλ,µ = F (u) = g(0). This
means that g attains a maximum at 0, hence g′(0) = 0. Since χ was taken arbitrary it
follows that θnu = e
λuµ. When λ = 0, similar arguments give the conclusion.
4.3.2 The case λ > 0
Having computed the first order variation of the Monge-Ampe`re energy, we establish the
following existence and uniqueness result.
Theorem 4.23. Assume that µ is a positive non-pluripolar measure on X and λ > 0.
Then there exists a unique ϕ ∈ E1(X, θ, φ) such that
θnϕ = e
λϕµ. (20)
Proof. We use the variational method as above (see also [DDL16]). It suffices to treat the
case λ = 1 as the other cases can de done similarly. Consider
F (u) := Iφ(u)−
∫
X
eudµ, u ∈ E1(X, θ, φ).
Let (ϕj) be a sequence in E
1(X, θ, φ) such that limj F (ϕj) = supE1(X,θ,φ) F > −∞. We
claim that supX ϕj is uniformly bounded from above. Indeed, assume that it were not
the case. Then by relabeling the sequence we can assume that supX ϕj increase to +∞.
By compactness property [GZ05, Proposition 2.7] it follows that the sequence ψj :=
ϕj − supX ϕj converges in L
1(X,ωn) to some ψ ∈ PSH(X, θ) such that supX ψ = 0. In
particular
∫
X
eψdµ > 0. It thus follows that∫
X
eϕjdµ = esupX ϕj
∫
X
eψjdµ ≥ cesupX ϕj (21)
for some positive constant c. Note also that ψj ≤ φ since ψj ∈ E(X, θ, φ) and ψj ≤ 0 and
φ is the maximal function with these properties (see Theorem 3.12). It then follows that
Iφ(ϕj) = Iφ(ψj) + sup
X
ϕj ≤ sup
X
ϕj. (22)
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From (21) and (22) we arrive at
lim
j→+∞
F (ϕj) ≤ lim
j→+∞
(sup
X
ϕj − ce
supX ϕj ) = −∞,
which is a contradiction. Thus supX ϕj is bounded from above as claimed. Since F (ϕj) ≤
Iφ(ϕj) ≤ supX ϕj it follows that Iφ(ϕj) and hence supX ϕj is also bounded from below.
It follows again from [GZ05, Proposition 2.7] that a subsequence of ϕj (still denoted by
ϕj) converges in L
1(X,ωn) to some ϕ ∈ PSH(X, θ). Since Iφ is upper semicontinuous
it follows that ϕ ∈ E1(X, θ, φ). Moreover, by continuity of u 7→
∫
X
eudµ we get that
F (ϕ) ≥ supE1(X,θ,φ) F . Hence ϕ maximizes F on E
1(X, θ, φ). Now Theorem 4.22 shows
that ϕ solves the desired complex Monge-Ampe`re equation. The next lemma address the
uniqueness question.
Lemma 4.24. Let λ > 0. Assume that ϕ ∈ E(X, θ, φ) is a solution of (20) while
ψ ∈ E(X, θ, φ) satisfies θnψ ≥ e
λψµ. Then ϕ ≥ ψ on X.
Proof. By the comparison principle for the class E(X, θ, φ) (Corollary 3.6) we have∫
{ϕ<ψ}
θnψ ≤
∫
{ϕ<ψ}
θnϕ.
As ϕ is a solution and ψ is a subsolution to (20) we also have∫
{ϕ<ψ}
eλψdµ ≤
∫
{ϕ<ψ}
θnψ ≤
∫
{ϕ<ψ}
θnϕ =
∫
{ϕ<ψ}
eλϕdµ ≤
∫
{ϕ<ψ}
eλψdµ.
It follows that all inequalities above are equalities, hence ϕ ≥ ψ µ-almost everywhere on
X . Since µ = e−λϕθnϕ, it follows that θ
n
ϕ({ϕ < ψ}) = 0. By the domination principle 3.11
we get that ϕ ≥ ψ everywhere on X .
4.3.3 The case λ = 0
Theorem 4.25. Assume that µ ∈MA for some A ≥ 1. Then there exists u ∈ E
1(X, θ, φ)
such that θnu = µ.
Proof. In view of Theorem 4.22 it suffices to find a maximizer in E1(X, θ, φ) of the func-
tional F := F0,µ defined by
F (u) := Iφ(u)−
∫
X
(u− φ)dµ, u ∈ E1(X, θ, φ).
Note that F (u) is finite for all u ∈ E1(X, θ, φ) since µ ∈MA (see Lemma 4.18). Let (uj) be
a sequence in E1(X, θ, φ) such that supX uj = 0 and F (uj) increase to supE1(X,θ,φ) F > −∞.
By compactness property [GZ05] a subsequence of (uj) converges to u ∈ PSH(X, θ, φ),
and supX u = 0. Moreover, since µ ∈MA, by (19) we have that
F (uj) ≤ Iφ(uj) + C|Iφ(uj)|
1/2 + C, ∀j.
It thus follows that Iφ(uj) is uniformly bounded. Since Iφ is upper semicontinuous it
follows that u ∈ E1(X, θ, φ). Also, since
∫
X
(uj − φ)
2dµ is uniformly bounded (Lemma
4.18) it follows from the same arguments of [GZ17, Lemma 11.5] that
∫
X
(uj − φ)dµ
converge to
∫
X
(u− φ)dµ. Since Iφ is usc we obtain that F (u) ≥ lim supj F (uj). Hence u
maximizes F on E1(X, θ, φ), and the result follows.
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Lemma 4.26. If µ is a positive non-pluripolar measure on X and A ≥ 1 then there exists
ν ∈MA and 0 ≤ f ∈ L
1(X, ν) such that µ = fν.
The short proof given below is due to Cegrell [Ce98].
Proof. It follows from Lemma 4.17 that MA is a convex compact subset of M(X), the
space of probability measures on X . It follows from [KS, Lemma 1] that we can write
µ = ν + σ,
where ν, σ are non-negative Borel measures on X such that ν is absolutely continuous
with respect to an element in MA and σ is singular with respect to any element of MA,
i.e. σ ⊥ m for any m ∈ MA. It then follows from [Rai69, Theorem] that σ is supported
on a Borel set E such that m(E) = 0 for all m ∈ MA. If u is a candidate defining the
capacity Capφ(E), then clearly θ
n
u ∈ MA, hence
∫
E
θnu = 0. It follows that Capφ(E) = 0,
hence by Lemma 4.3 E is pluripolar. Therefore, σ = 0 since µ does not charge pluripolar
sets.
To prove the main existence result in this subsection we also need the following lemma.
The argument uses the locality of non-pluripolar Monge-Ampe`re measures with respect
to the plurifine topology, and is identical with the proof of [GZ07, Corollary 1.10].
Lemma 4.27. Assume that ν is a positive non-pluripolar Borel measure on X and u, v ∈
PSH(X, θ). If θnu ≥ ν and θ
n
v ≥ ν then θ
n
max(u,v) ≥ ν.
Theorem 4.28. Assume that µ is a positive non-pluripolar measure on X such that
µ(X) =
∫
X
θnφ . Then there exists u ∈ E(X, θ, φ) (unique up to a constant) such that
θnu = µ.
Proof. It follows from Lemma 4.26 that µ = fν where ν ∈ M1 and 0 ≤ f ∈ L
1(X, ν).
For each j it follows from Theorem 4.25 that there exists uj ∈ E
1(X, θ, φ) such that
supX uj = 0 and
θnuj = cj min(f, j)ν.
Here, cj is a normalization constant and cj → 1 as j → +∞. We can assume that 1 ≤
cj ≤ 2 for all j. By compactness [GZ17, Proposition 8.5] a subsequence of (uj) converges
in L1(X,ωn) to u ∈ PSH(X, θ, φ) with supX u = 0. We will show that u ∈ E(X, θ, φ). For
each k ∈ N we set vk := (supj≥k uj)
∗. Then vk ∈ E
1(X, θ, φ) and (vk) decreases pointwise
to u. For each k fixed, and for all j > k we have θnuj ≥ min(f, k)ν. Thus for all ℓ ∈ N it
follows from Lemma 4.27 that θnwk,ℓ ≥ min(f, k)ν, where wk,ℓ := max(uk, · · · , uk+ℓ). Since
(wk,ℓ) increases almost everywhere to vk as ℓ → +∞ it follows from Theorem 2.3 and
Remark 2.5 that
θnvk ≥ min(f, k)ν.
Thus for each C > 0 setting vCk := max(vk, Vθ − C), using the plurifine property of the
Monge-Ampe`re measure and observing that {u > Vθ − C} ⊆ {vk > Vθ − C} we have
θnvC
k
≥ 1{vk>Vθ−C}θ
n
vk
≥ 1{vk>Vθ−C}min(f, k)ν ≥ 1{u>Vθ−C}min(f, k)ν.
Since (vCk ) decreases to u
C := max(u, Vθ − C) and v
C
k , u
C ∈ E(X, θ), it follows from
Theorem 2.3 that θn
vC
k
converges weakly to θnuC , hence
θnuC ≥ 1{u>Vθ−C}µ.
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Since µ is non-pluripolar it follows by letting C → +∞ that
θnu = lim
C→+∞
1{u>Vθ−C}θ
n
uC ≥ lim
C→+∞
1{u>Vθ−C}µ = µ.
Moreover by [WN17, Theorem 1.2] the total mass of θnu is smaller than
∫
X
θnφ = µ(X) since
u ≤ φ. Hence
∫
X
θnφ = µ(X) =
∫
X
θnu . It thus follows that u ∈ E(X, θ, φ) and θ
n
u = µ.
Uniqueness is addressed in the next theorem.
Theorem 4.29. Assume u, v ∈ E(X, θ, φ) are such that θnu = θ
n
v . Then u− v is constant.
The proof of this uniqueness result rests on the adaptation of the mass concentration
technique of Ko lodziej and Dinew [Dw09b] to our more general setting (see also [BEGZ10],
[DL15]). The arguments carry over almost verbatim, but as a courtesy to the reader we
provide a detailed account.
Proof. Set µ := θnu = θ
n
v . We will prove that there exists a constant C such that µ is
supported on {u = v+C}. This will allow to apply the domination principle (Proposition
3.11) to insure the conclusion. Assume that it is not the case. Arguing exactly as in
[BEGZ10, Section 3.3] we can assume that 0 < µ(U) < µ(X) =
∫
X
θnφ and µ({u = v}) = 0,
where U := {u < v}. Let c > 1 be a normalization constant such that
∫
{u<v}
cndµ = µ(X).
It follows from Theorem 4.28 that there exists h ∈ E(X, θ, φ), supX h = 0, such that θ
n
h =
cn1Uµ. In particular, h ≤ φ. For each t ∈ (0, 1) we set Ut := {(1−t)u+tφ < (1−t)v+th}
and note that, since h ≤ φ, the sets Ut increase as t→ 0
+ to U \ {h = −∞}.
By the mixed Monge-Ampe`re inequalities [BEGZ10, Proposition 1.11] (which go back
to Dinew [Dw09a] and Ko lodziej [Kol03]), we have that
θn−1u ∧ θh ≥ 1Ucµ, θ
k
u ∧ θ
n−k
v ≥ µ, k = 0, ..., n. (23)
Moreover, since u, v, h ∈ E(X, θ, φ), it follows from Corollary 3.15 that all the above non-
pluripolar products have the same mass. Consequently, θku∧ θ
n−k
v = µ, k = 0, ..., n. Using
the partial comparison principle (Proposition 3.5) we can write that∫
Ut
θn−1u ∧ θ(1−t)v+th ≤
∫
Ut
θn−1u ∧ θ(1−t)u+tφ.
Expanding, and using the fact that θnu = θ
n−1
u ∧ θv we get∫
Ut
θn−1u ∧ θh ≤
∫
Ut
θn−1u ∧ θφ. (24)
Combining (23) and (24) we have cµ(Ut) ≤
∫
Ut
θn−1u ∧ θh ≤
∫
Ut
θn−1u ∧ θφ. Letting t → 0,
and noting that µ is non-pluripolar (hence µ put no mass on the set {h = −∞}) we
obtain
cµ(U) ≤
∫
U
θn−1u ∧ θφ.
Now, applying the same arguments for V := {u > v} we obtain
bµ(V ) ≤
∫
V
θn−1u ∧ θφ,
where b > 1 is a constant so that bnµ(V ) = µ(X). Using that µ({u = v}) = 0, we can
sum up the last two inequalities and obtain
0 < min(b, c)µ(X) ≤
∫
X
θn−1u ∧ θφ = µ(X).
where the last equality follows again from Corollary 3.15. This is a contradiction since
min(b, c) > 1.
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4.4 Regularity of solutions
Recall that we work with φ ∈ PSH(X, θ) with small unbounded locus such that Pθ[φ] = φ,
and
∫
X
θnφ > 0. Let f ∈ L
p(ωn) with f ≥ 0. In the previous subsection we have shown
that the equation
θnψ = fω
n, ψ ∈ E1(X, θ, φ)
has a unique solution. In this subsection we will show that this solution has the same
singularity type as φ. This generalizes [BEGZ10, Theorem B], that treats the particular
case of solutions with minimal singularities in a big class. Analogous results will be
obtained for the solutions of (20) as well.
Our arguments will closely follow the path laid out in [BEGZ10, Section 4.1], which
builds on fundamental work of Ko lodziej in the Ka¨hler case (see [Kol98, Kol03]). As we
shall see, the fact that φ has model type singularity plays a vital role in making sure that
the methods of [BEGZ10] work in our more general context as well.
We first prove that any measure with L1+ε, ε > 0, density is dominated by the relative
capacity:
Proposition 4.30. Let f ∈ Lp(ωn), p > 1 with f ≥ 0. Then there exists C > 0 depending
only on θ, ω, p and ‖f‖Lp such that∫
E
fωn ≤
C( ∫
X
θnφ
)2 · Capφ(E)2
for all Borel sets E ⊂ X.
Proof. Since Capφ is inner regular we can assume that E is compact. Thanks to Lemma
4.8 we can also assume that Mφ(E) < +∞.
We introduce νθ := supT,x ν(T, x), where x ∈ X , T is any closed positive (1, 1)-current
cohomologous with θ, and ν(T, x) denotes the Lelong number of T at x. As a result, the
uniform version of Skoda’s integrability theorem [GZ17, Theorem 2.50] yields a constant
C > 0, only depending on θ and ω such that
∫
X
exp(−ν−1θ ψ)ω
n ≤ C for all ψ ∈ PSH(X, θ)
with supX ψ = 0. Applying this to V
∗
E,φ −Mφ(E) we get∫
X
exp(−ν−1θ V
∗
E,φ)ω
n ≤ C · exp(−ν−1θ Mφ(E)).
On the other hand, V ∗E,φ ≤ 0 on E a.e. with respect to Lebesgue measure, hence
Volω(E) :=
∫
E
ωn ≤ C · exp(−ν−1θ Mφ(E)). (25)
An application of Ho¨lder’s inequality gives∫
E
fωn ≤ ‖f‖LpVolω(E)
p−1
p . (26)
At this point we may assume that Mφ(E) ≥ 1. Indeed, if this were not the case, then
Lemma 4.9 would imply that Capφ(E) =
∫
X
θnφ, yielding the desired estimate of the
proposition. Putting together Lemma 4.9, (25) and (26) we get:∫
E
fωn ≤ Cp−1/p · ‖f‖Lp · exp
(
−
p− 1
pνθ
(
Capφ(E)∫
X
θnφ
)−1/n)
.
The result now follows, as exp(−t−1/n) = O(t2) when t→ 0+.
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Before we state the main result of this subsection, we need one last lemma, which is
a simple consequence of our comparison principle:
Lemma 4.31. Let u ∈ E(X, θ, φ). Then for all t > 0 and δ ∈ (0, 1] we have
Capφ{u < φ− t− δ} ≤
1
δn
∫
{u<φ−t}
θnu .
Proof. Let ψ ∈ PSH(X, θ, φ) be such that φ ≤ ψ ≤ φ + 1. In particular, note that
ψ ∈ E(X, θ, φ). We then have
{u < φ− t− δ} ⊂ {u < δψ + (1− δ)φ− t− δ} ⊂ {u < φ− t}.
Since δnθnψ ≤ θ
n
δψ+(1−δ)φ, u has relative full mass and E(X, θ, φ) is convex, Corollary 3.6
yields
δn
∫
{u<φ−t−δ}
θnψ ≤
∫
{u<δψ+(1−δ)φ−t−δ}
θnδψ+(1−δ)φ
≤
∫
{u<δψ+(1−δ)φ−t−δ}
θnu ≤
∫
{u<φ−t}
θnu .
Since ψ is an arbitrary candidate in the definition of Capφ, the proof is complete.
We arrive at the main results of this subsection:
Theorem 4.32. Suppose φ = Pθ[φ] has small unbounded locus and
∫
X
θnφ > 0. Let also
ψ ∈ E(X, θ, φ) with supX ψ = 0. If θ
n
ψ = fω
n for some f ∈ Lp(ωn), p > 1, then ψ has the
same singularity type as φ, more precisely:
φ− C
(
‖f‖Lp, p, ω, θ,
∫
X
θnφ
)
≤ ψ ≤ φ.
Proof. To begin, we introduce the function
g(t) :=
(
Capφ{ψ < φ− t}
)1/n
, t ≥ 0.
We will show that g(M) = 0 for some M under control. By Lemma 4.3 we will then have
ψ ≥ φ−M a.e. with respect to ωn, which then implies ψ ≥ φ−M on X .
Since θnψ = fω
n, it follows from Proposition 4.30 and Lemma 4.31 that
g(t+ δ) ≤
C1/n
δ
g(t)2, t > 0, 0 < δ < 1.
Consequently, we can apply [EGZ09, Lemma 2.3] to conclude that g(M) = 0 for M :=
t0 + 2. As an important detail, the constant t0 > 0 has to be chosen so that
g(t0) <
1
2C1/n
.
On the other hand, Lemma 4.31 (with δ = 1) implies that
g(t+ 1)n ≤
∫
{ψ<φ−t−1}
fωn ≤
1
t + 1
∫
X
|φ− ψ|fωn ≤
1
t+ 1
‖f‖Lp(‖ψ‖Lq + ‖φ‖Lq),
where in the last estimate we have used Ho¨lder’s inequality with q = p/(p−1). Since ψ and
φ both belong to the compact set of θ-psh functions normalized by supX u = 0, their L
q
norms are bounded by an absolute constant only depending on θ, ω and p. Consequently,
it is possible to choose t0 to be only dependent on ‖f‖Lp, θ, ω,
∫
X
θnφ and p, finishing the
proof.
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Corollary 4.33. Suppose φ = Pθ[φ] has small unbounded locus and
∫
X
θnφ > 0. If λ > 0
and, ψ ∈ E(X, θ, φ), θnψ = e
λψfωn for some f ∈ Lp(ωn), p > 1, then ψ has the same
singularity type as φ.
Proof. Since ψ is bounded from above on X and λ > 0 it follows that eλψf ∈ Lp(X,ωn),
p > 1. The result follows from Theorem 4.32.
4.5 Naturality of model type singularities and examples
Our readers may still wonder if our choice of model potentials is a natural one in the
discussion of complex Monge-Ampe`re equations with prescribed singularity. We hope to
address the doubts in the next result.
Theorem 4.34. Suppose ψ ∈ PSH(X, θ) has small unbounded locus and the equation
θnu = fω
n
has a solution u ∈ PSH(X, θ) with the same singularity type as ψ, for all f ∈ L∞, f ≥ 0
satisfying
∫
X
θnψ =
∫
X
fωn > 0. Then ψ has model type singularity.
Proof. Our simple proof follows the guidelines of the example described in the beginning
of Section 4. Indeed, suppose that [ψ] is not of model type. Then Pθ[ψ] is strictly less
singular than ψ, but of course E(X, θ, ψ) ⊂ E(X, θ, Pθ[ψ]), as
∫
X
θnψ =
∫
X
θnPθ[ψ].
By Theorem 3.8, there exists g ∈ L∞ such that θnPθ[ψ] = gω
n. By the uniqueness theo-
rem (Theorem 4.29), Pθ[ψ] is the only solution of this last equation inside E(X, θ, Pθ[ψ]).
Since E(X, θ, ψ) ⊂ E(X, θ, Pθ[ψ]), but Pθ[ψ] /∈ E(X, θ, ψ), we get that θ
n
u = gω
n cannot
have any solution that has the same singularity type as ψ.
Next we point out a simple way to construct model singularity types:
Proposition 4.35. Suppose that ψ ∈ PSH(X, θ) has small unbounded locus and θnψ = fω
n
for some f ∈ Lp(ωn), p > 1 with
∫
X
fωn > 0. Then ψ has model type singularity.
Proof. We first observe that ψ ∈ E(X, θ, Pθ[ψ]). Since θ
n
ψ has L
p density with p > 1, it
thus follows from Theorem 4.32 that ψ − Pθ[ψ] is bounded on X , hence [ψ] = [Pθ[ψ]],
implying that ψ has model type singularity.
Using this simple proposition, one can show that all analytic singularity types are
of model type, which was previously known to be true using algebraic methods (see
[RWN1, RS05]):
Proposition 4.36. Suppose ψ ∈ PSH(X, θ) has analytic singularity type, i.e. ψ can be
locally written as c log
(∑
j |fj|
2
)
+ g, where fj are holomorphic, c > 0 and g is smooth.
Then [ψ] is of model type.
Proof. We can assume that our fixed Ka¨hler form ω satisfies ω ≥ 2θ. Since Pθ[ψ] ≤ Pω[ψ]
it suffices to prove that ψ − Pω[ψ] is globally bounded on X . In fact we will prove the
following stronger result:
ρ :=
ωnψ
ωn
∈ Lp(ωn), for some p > 1. (27)
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As ω/2 ≥ θ it follows that
∫
X
ωnψ ≥ 2
−n
∫
X
ωn > 0, hence Proposition 4.35 will imply that
ψ − Pω[ψ] is globally bounded on X .
We now prove (27). Since X is compact it suffices to prove that there exists a small
open neighborhood U around a given point x ∈ X (which will be fixed) such that ρ ∈
Lp(U, dV ) for some p > 1. Since ψ has analytic singularities we can find a holomorphic
coordinate chart Ω around x such that
ψ = c log
N∑
j=1
|fj |
2 + g
in a neighborhood of Ω, where c > 0 is a constant, fj are holomorphic functions in
Ω and g is a smooth real-valued function in Ω. Let A > 0 be large enough so that
(A− 1)ω + i∂∂¯g ≥ 0 in Ω.
In X \ {ψ = −∞}, since ψ is smooth we can write ωnψ = ρω
n, where ρ ≥ 0 is smooth.
We extend ρ to be 0 over the set {ψ = −∞}. Then ρωn is the non-pluripolar Monge-
Ampe`re measure of ψ with respect to ω as follows from [BEGZ10], hence∫
Ω
ρωn ≤
∫
X
ρωn ≤
∫
X
ωn.
Similarly we can write (Aω+i∂∂¯ψ)n = ρAω
n in Ω\{ψ = −∞}, where 0 ≤ ρA ∈ L
1(Ω, dV ).
Now, we carry out the computation in Ω \ {ψ = −∞}. For notational convenience we
set h :=
∑N
j=1 |fj|
2, ϕ := log
∑N
j=1 |fj|
2 and we compute i∂∂¯ϕ:
i∂∂¯ϕ =
∑N
j=1 i∂fj ∧ ∂fj
h
−
i
(∑N
j=1 fj∂fj
)
∧
(∑N
j=1 fj∂fj
)
h2
.
For each 1 ≤ j < k ≤ N we set αj,k := fj∂fk − fk∂fj . Then we obtain
i∂∂¯ϕ = h−2
∑
j<k
iαj,k ∧ αj,k. (28)
Let C > 0 be large enough such that C−1β ≤ Aω + i∂∂¯g ≤ Cβ in Ω, where β is the
standard Ka¨hler form in Cn. For each ℓ = 0, · · · , n, set γl := (i∂∂¯ϕ)
ℓ ∧ βn−ℓ. Then there
exists a constant B > 1 (depending on c, C > 0) such that in Ω \ {ψ = −∞} one has
1
B
n∑
ℓ=0
γℓ =
1
B
n∑
ℓ=0
(i∂∂¯ϕ)ℓ∧βn−ℓ ≤ (Aω+i∂∂¯ψ)n ≤ B
n∑
p=0
(i∂∂¯ϕ)ℓ∧βn−ℓ = B
n∑
ℓ=0
γℓ. (29)
By definition of αj,k it follows that the (ℓ, 0)-forms αj1,k1 ∧ ... ∧ αjℓ,kℓ are of the type∑
FkdzIk , where |Ik| = ℓ, and each Fk is holomorphic in Ω. By the above identity in (28),
each γℓ is the sum of (n, n)-forms of type |F |
2h−2ℓβn, where F is holomorphic in Ω. By
the first estimate in (29) it follows that for each ℓ,∫
Ω
|F |2h−2ℓβn ≤ B
∫
Ω
ρAω
n < +∞,
hence |F |2e−2ℓ log h is integrable in Ω. From the resolution of Demailly’s strong openness
conjecture [Dem] due to Guan-Zhou [GZh] (see also [Hiep] for an alternative proof) it
follows that each |F |2h−2ℓ is in Lp(U, dV ) for some p > 1 and a smaller neighborhood
U ⊂ Ω of x. Finally, from the second estimate in (29) we see that ωnψ/ω
n ∈ Lp(U, dV ),
that is what we wanted.
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5 Log-concavity of non-pluripolar products
Theorem 5.1. Let T1, ..., Tn be positive (1, 1)-currents on a compact Ka¨hler manifold X.
Assume that each Tj has potential with small unbounded locus. Then
∫
X
〈T1 ∧ ... ∧ Tn〉 ≥
(∫
X
〈T n1 〉
) 1
n
...
(∫
X
〈T nn 〉
) 1
n
.
Proof. We can assume that the classes of Tj are big and their masses are non-zero. Other-
wise the right-hand side of the inequality to be proved is zero. Consider smooth closed
real (1, 1)-forms θj , and uj ∈ PSH(X, θ
j) with small unbounded locus such that Tj = θ
j
uj
.
For each j = 1, ..., n Theorem 4.28 insures that there exists a normalizing constant
cj > 0 and ϕj ∈ E(X, θ
j , Pθ[uj]) such that
(
θjϕj
)n
= cjω
n.
We can assume that
∫
X
ωn = 1, thus we can write
cj =
∫
X
(
θjϕj
)n
=
∫
X
(
θjPθ[uj ]
)n
=
∫
X
(
θjuj
)n
=
∫
X
〈T nj 〉.
A combination of Proposition 2.1 and Theorem 2.3 then gives∫
X
θ1ϕ1 ∧ ... ∧ θ
n
ϕn =
∫
X
θ1Pθ[u1] ∧ ... ∧ θ
n
Pθ[un]
=
∫
X
θ1u1 ∧ ... ∧ θ
n
un =
∫
X
〈T1 ∧ .... ∧ Tn〉.
An application of [BEGZ10, Proposition 1.11] gives that θ1ϕ1 ∧ . . . ∧ θ
n
ϕn ≥ c
1/n
1 . . . c
1/n
n ωn.
The result follows after we integrate this estimate.
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