Introduction {#s1}
============

Many decisions benefit from the acquisition of multiple samples of evidence acquired sequentially in time. In that case, a decision maker must decide not only about the proposition in question but also about when to terminate deliberation. The ensuing tradeoff between speed and accuracy is explained by *sequential sampling with optional stopping* models in which evidence is accumulated to some stopping criterion or bound ([@bib37]; [@bib49]). The mechanism receives experimental support from human psychophysics and neural recordings in monkeys and rats ([@bib20]; [@bib5]; [@bib55]; [@bib23]). The same framework also explains the confidence that a decision is correct ([@bib34]; [@bib31]). This is because the quantity that is accumulated, termed a decision variable (DV), when combined with elapsed decision time, maps to the probability that a decision rendered on its value will be correct ([@bib34]; [@bib12]). The attribution of confidence is important for guiding subsequent decisions, learning from mistakes and exploring alternatives. Thus, when the decision maker terminates deliberation, the choice is accompanied by a degree of certainty (i.e., confidence), based on the same stream of evidence that supported that decision ([@bib14]).

This last point remains controversial, however, for there are many instances when the confidence in a decision and the decision itself are dissociable. For example, human decision makers tend to overestimate their certainty about choices based on truly ambiguous evidence ([@bib15]; [@bib3]; [@bib13]; [@bib12]; [@bib31]), and they can perform above chance level yet report they are guessing ([@bib35]). These and other observations have led psychologists to suggest that confidence and choice may be guided by different sources of evidence ([@bib45]; [@bib65]; [@bib43]), or that the evaluation of the same evidence differs fundamentally in the way that it affects choice and confidence ([@bib16]; [@bib39]; [@bib10]; [@bib50]). The latter distinction is captured by the notion of a 1st-order confidence that is based rationally on the evidence in support of the decision and a 2nd-order confidence that can depart from this evidence. As this distinction rests on a proper understanding of the mechanism that supports choice and confidence, it is possible that some of the observations taken as support for higher order explanations of confidence are simply accounted for by deficiencies of the theory of 1st order choices.

Naturally, if a decision maker acquires additional information after committing to a choice, she might wish to revise a decision, or the confidence in that decision, or both. Such changes of mind occur occasionally, even when there appears to be no additional information available after the initial decision has been rendered. The sequential sampling framework (e.g., bounded evidence accumulation) offers a natural account of this phenomenon, because the mechanism incorporates processing delays, which leave open the possibility that the brain might have access to additional evidence that did not influence the initial decision and which might instead influence a revision. Evidence for such a process was adduced to explain reversals of perceptual decisions in humans and monkeys ([@bib48]; [@bib47]; [@bib41]; [@bib7]; [@bib59]; [@bib51]; [@bib6]; [@bib32]; [@bib42]). Here, we address the possibility that this same mechanism can account for a revision in the confidence a decision maker assigns to his or her choice. We hypothesized that such revisions might account for an apparent dissociation between degree of confidence and choice.

We asked humans to decide about the net direction of motion in a dynamic random dot display, using a variety of difficulty levels. They simultaneously indicated both their choice and the confidence in that choice by moving a handle with their arm. We show that choice, confidence, and reaction time are explained by a sequential sampling mechanism operating on a common evidence stream. On a small fraction of trials, subjects changed their initial decision about the direction of motion and, more frequently, about their confidence. We show that confidence and choice are informed by the same evidence, both at the initial choice and on any subsequent revision. However, changes of confidence arising through post-decision processing can contribute to an apparent dissociation between confidence and decision.

Results {#s2}
=======

Four subjects performed the motion direction discrimination task illustrated in [Figure 1a](#fig1){ref-type="fig"}. The stimulus duration was controlled by the subjects ([Figure 1b](#fig1){ref-type="fig"}), who were trained to make fast but accurate decisions (see Materials and methods). Whenever ready, the subject moved a handle from the home position to one of four choice targets, thereby indicating simultaneously the direction decision and confidence level. On most trials subjects made an approximately straight-line movement to one of the choice targets. However, although the random dot stimulus was extinguished on movement onset, on a proportion of trials subjects changed their choice or confidence rating or both, initially reaching towards one target but deviating to reach another ([Figure 1c](#fig1){ref-type="fig"}). Our central hypothesis is that a common mechanism explains the rate of these occurrences, as well as the speed, accuracy and confidence in the subjects' initial decisions.10.7554/eLife.12192.003Figure 1.Experimental paradigm and sample trajectories.(**a**) Schematic of the visual display (rectangle). Participants judged the perceived direction of motion of a central random-dot display and whenever ready, moved a handle from the central home position to one of four choice targets, thereby indicating simultaneously the direction decision (leftward vs. rightward targets) and confidence level (top vs. bottom targets). (**b**) The time course of events that make up a trial. Each trial started when the participant's hand was in the central home position. The subject controlled motion viewing duration, as the motion stimulus was extinguished when the handle left the central homeposition. The trial ended when the participant reached one of the targets. (**c**) Sample hand trajectories from one participant. Most trajectories extend directly from the central home position to one of the choice targets. In a fraction of trials, the trajectories change course during the movement, indicating a change of confidence, change of direction-decision and occasionally change of both direction-decision and confidence. The trajectory colors indicate the target of their initial choice.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.003](10.7554/eLife.12192.003)

Initial decisions {#s2-1}
-----------------

We wish to account for the effect of stimulus difficulty on the initial direction choice, the confidence level associated with the choice and the time taken to make the decision. Not surprisingly, stronger motion supported more accurate ([Figure 2a](#fig2){ref-type="fig"}) and faster decisions ([Figure 2b](#fig2){ref-type="fig"}), that tended to be assigned the higher confidence ([Figure 2c](#fig2){ref-type="fig"}). The interplay between confidence, accuracy and reaction time can be appreciated from the breakdown of the data within the panels of [Figure 2](#fig2){ref-type="fig"} (indicated by color). When subjects were more confident, they tended to be more accurate ([Figure 2a](#fig2){ref-type="fig"}; P\<0.0001 for all subjects) and faster ([Figure 2b](#fig2){ref-type="fig"}; P\<0.0001 for all subjects). In addition, subjects reported high confidence more often on correct choices than on errors ([Figure 2c](#fig2){ref-type="fig"}), and they tended to be more confident on those errors associated with stronger motion (P\<1e-5 for 3 subjects and P = 0.50 for S3).10.7554/eLife.12192.004Figure 2.Interplay between initial confidence, accuracy, and reaction time.(**a**) Proportion correct responses as a function of motion coherence split by high (blue) and low (red) confidence decisions. (**b**) Mean reaction time as a function of motion strength as in (**a**). (**c**) Probability of a high confidence initial choice as a function of motion coherence, split by correct (green) and error (magenta) trials. Data are means and s.e.m.; curves are model fits. Only data with 10 or more trials are plotted. For clarity some of the points have been jittered horizontally.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.004](10.7554/eLife.12192.004)10.7554/eLife.12192.005Figure 2---figure supplement 1.Initial choice behavior for Subject 5.Data and fits in the same format as [Figure 2](#fig2){ref-type="fig"}. This subject responded with high confidence on over 95% of trials.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.005](10.7554/eLife.12192.005)10.7554/eLife.12192.006Figure 2---figure supplement 2.Non-stationary behavior of Subject 4.(**a**) Cumulative of number of trials with high confidence (back line) as a function of trial number shows a change in slope around trial 5000, corresponding to an increase in the rate of responding with high confidence. Red line shows linear regression fit to the first 5000 trials. (**b**) Data and fits for trials of this subject's data in the same format as [Figure 2](#fig2){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.006](10.7554/eLife.12192.006)

These regularities are consistent with a common mechanism of bounded evidence accumulation to support choice, reaction time and confidence ([@bib31]). The process involves a race between a mechanism that accumulates evidence for right, and against left, and a process that integrates evidence for left, and against right ([@bib58]; [@bib40]). Since these processes obtain evidence originating in the same stimulus, they will tend to accumulate noisy evidence of opposite sign (i.e., anti-correlated). However, the neural noise associated with the accumulations need not be perfectly anticorrelated, so they are depicted separately ([Figure 3a](#fig3){ref-type="fig"}). The first process to reach an upper bound determines the choice and decision time.10.7554/eLife.12192.007Figure 3.Information flow diagram showing visual stimulus and neural events leading to an initial decision, response time, and a possible change of mind.(**a**) Competing accumulator model of the initial decision. Noisy sensory evidence from the random dot motion supports a race between a mechanism that accumulates evidence for right (and against left) and a mechanism that integrates evidence for left (and against right). Samples of momentary evidence are drawn from two (anti-correlated) Gaussian distributions with opposite means, which depend on the direction and motion strength of the stimulus. In this case the motion is rightward; therefore, the momentary evidence for right has a positive mean, and the rightward accumulator has positive drift. The first accumulation to reach an upper decision bound determines the choice and decision time. In this case the decision is for a rightward response. (**b**) Evolution of the decision variables (top) and log-odds (bottom) in the task. For simplicity we plot both accumulations on the same graph. At the initial decision time, the state of both the winning and losing processes as well as decision time confer the log-odds that a decision rendered on the evidence is likely to be correct, what we term confidence or belief. The bottom plot shows the log-odds of a rightward choice being correct, calculated from the decision variable and time. We assume that subjects adopt a consistent criterion *θ *on "degree of belief" to decide in favor of high or low confidence. Note that the decision is terminated by the decision variable (top), not the log-odds (bottom). Although the motion stimulus is displayed up to the reaction time, the decision does not benefit from all of the information, owing to sensory and motor delays (*t~s~* and *t~m~,* respectively). In the post-decision period, the accumulation therefore continues. Changes of confidence and/or decision are determined by which region the log-odds is in after processing for an additional time, *t*~pip~ ≤ *t~s~* + *t~m~*. To incorporate energetics costs of changing a decision and having to reach mid-movement to a new target we allow the initial bounds to move from their initial levels (*δθ~1~-δθ~3~*). This example uses the parameter fits for Subject 1 and a 3.2% coherence with an initial high confidence correct rightward decision followed by a change of confidence to a rightward, low-confidence decision (for an initial low-confidence example see [Figure 3-figure supplement 1](#fig3s1){ref-type="fig"}).**DOI:** [http://dx.doi.org/10.7554/eLife.12192.007](10.7554/eLife.12192.007)10.7554/eLife.12192.008Figure 3---figure supplement 1.A second example of the evolution of decision variables (top) and log-odds (bottom) in the task.The example is in the same format as [Figure 3b](#fig3){ref-type="fig"} but for an initial low confidence, correct decision with a change to high confidence.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.008](10.7554/eLife.12192.008)

The state of both the winning and losing processes as well as decision time ([Figure 3b](#fig3){ref-type="fig"} shows the races on the same plot) confer an expectation that a decision rendered on the evidence is likely to be correct, what we term confidence or belief. Since the winning process is at a fixed bound, the confidence is adequately summarized by the height of this bound, decision time, and the state of the losing accumulator. Thus the degree of belief is based on the balance of evidence (i.e., difference) between winning and losing DVs, as well as the decision time. This model has been tested in neurophysiology and a previous report in humans ([@bib31]) which extends ideas from signal detection theory, race, and Bayesian models ([@bib60]; [@bib30]; [@bib39]; [@bib12]). Its main distinction is the recognition that the time to decision influences confidence ([@bib14]; [@bib31]). For example, this explains why confidence associated with errors increases with stronger coherences: stronger motion induces faster decision times for correct and errors alike. For simplicity, we assumed that subjects adopt a consistent criterion on "degree of belief" (log odds, [Figure 3b](#fig3){ref-type="fig"}) to decide in favor of high or low confidence.

The smooth curves in [Figure 2](#fig2){ref-type="fig"} are fits of the model (4 parameters; see Materials and methods), which capture the main features of the subjects' choices. Naturally, subjects differed in their sensitivity, speed/accuracy and confidence which was accounted for by the parameters of the fits ([Table 1](#tbl1){ref-type="table"}). They also differed in their criteria for categorizing degree of belief into high and low, which can be appreciated by the separation of choice functions by confidence report. To maximize the number of points, given the reward structure (see Materials and methods), subjects should choose high confidence if they believe the probability of a correct choice is greater than two-thirds, which corresponds to a log-odds of 0.69. Interestingly the inferred criteria for all the subjects were close to this optimal criterion, although all subjects were somewhat risk-averse (probability thresholds of 0.71, 0.78, 0.71 and 0.75; thresholds in log-odd units shown in [Table 1](#tbl1){ref-type="table"}). There are some noteworthy discrepancies between model and data (e.g., proportion of high confidence choices at 0% coherence for 3 of 4 subjects), but the model captures the trend in the confidence ratings on error trials, mentioned above (3 of 4 subjects; [Figure 2c](#fig2){ref-type="fig"}), even though the fits themselves are dominated by the more numerous correct choices. The model is vastly superior to two alternative formulations, which would explain confidence on balance of evidence or deliberation time but not both (compared to the original model, log likelihood is reduced by 63--1180 and 2301--3749 across participants for these models, respectively; see Materials and methods).10.7554/eLife.12192.009Table 1.Parameter fits for the initial decision parameters and post-initiation processing parameters.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.009](10.7554/eLife.12192.009)Subject 1Subject 2Subject 3Subject 4Initial decision parametersB0.740.731.070.74κ13.6412.868.6919.50μ~tnd~ (s)0.4610.4210.4090.427θ0.891.260.871.12Post-initiation processing parameterst~pip~ (s)0.3950.2350.3900.285δθ~1~0.771.321.160.79δθ~2~0.240.320.440.06δθ~3~-0.36-0.57-0.26-0.69

Importantly, the fits of the initial choices allow us to characterize the state of the DV---including decision time---leading to the subjects' choice and the mapping of this DV to confidence. This is the starting point to address the possibility of revising the initial choice and/or confidence rating afterwards. The critical assumptions are (i) the same information was used to reach an initial choice about direction and confidence, and (ii) there is additional information available to the decision maker after committing to a choice and confidence category, despite the disappearance of the random dot motion upon response initiation.

Both assumptions are supported by the model-free analyses depicted in [Figure 4](#fig4){ref-type="fig"}. We calculated psychophysical kernels using the information from the stochastic motion displays to determine the time frame over which information in the stimulus affected both components of the choice. To do this we used only weak motion strengths and examined the residual motion energy after removing the means associated with motion direction and strength (see Materials and methods). The traces in [Figure 4a](#fig4){ref-type="fig"} show the averages of these residuals grouped by choice ([Figure 4a](#fig4){ref-type="fig"}, top) and grouped by confidence rating ([Figure 4a](#fig4){ref-type="fig"}, bottom). The similar time course of the confidence and choice kernels implies that the initial direction and confidence choices were supported by a common evidence stream. Moreover, by discounting the lag and smoothing introduced by the motion filter (inset), it is apparent that subjects relied on information from the beginning of the display until \~400 ms before movement onset (arrows; see Materials and methods and [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}) to guide both their direction choices and their confidence. These values are consistent with the estimates of non-decision time (t~nd~) obtained from the model fits to the initial choices and RTs ([Table 1](#tbl1){ref-type="table"}). We next evaluate our hypothesis that some of the additional \~400 ms of information, which did not inform the initial direction and confidence choices, affects changes of mind about direction, confidence or both.10.7554/eLife.12192.010Figure 4.Influence of motion information on choice and confidence.(**a**) Stimulus information supporting initial choice and confidence coincide. Motion-energy residuals were obtained by applying a motion energy filter to the sequence of random dots presented on each trial, and subtracting the mean of all trials having the same coherence and direction of motion. Positive (negative) residuals indicate an excess of rightward (leftward) motion. In each panel, data are aligned to stimulus onset (left) and movement initiation (right). Only motion coherences ≤6.4% are included in the analysis. Inset shows the impulse response of the motion filter to a two-stroke rightward motion "impulse" at *t *= 0. The upper panel shows the average of the motion energy residuals for rightward (blue) and leftward (red) choices, irrespective of confidence level. Arrows indicate, for each subject, the time prior to the movement initiation when the motion energy fluctuations cease to affect choice. The estimates correct for the delays of the filter (see [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). The lower panel shows the difference in motion energy residuals between high and low confidence, for each direction choice. Shading indicates s.e.m. (**b**) Influence of motion energy residuals on changes of mind about direction and confidence. When subjects changed their initial decision about direction (top panel), motion information changed sign just before movement initiation. When confidence changed from high to low (middle panel), residuals were positive or negative for the two direction choices, respectively, and attenuated or reversed sign just before movement initiation. In contrast, late information provided additional support for the initial choice when confidence changed from low to high (bottom panel).**DOI:** [http://dx.doi.org/10.7554/eLife.12192.010](10.7554/eLife.12192.010)10.7554/eLife.12192.011Figure 4---figure supplement 1.Estimation of the non-decision times from the psychophysical kernels.Although some previous studies measured the non-decision time as the point in time at which motion fluctuations no longer exert a significant influence on the initial choice, this method is biased because estimates of latency become shorter if non-decision times are more variable across trials, or if more trials are included. We used an alternative approach, which involves fitting a function, *f(t)*, to the psychophysical kernels. (**a**) The shape of *f(t)* was derived assuming that the slow decay of the psychophysical kernels when aligned on movement onset is due to: (*i*) trial-to-trial variability in the non-decision time, and (*ii*) the smoothing introduced by the impulse response of the motion energy (inset; same as in [Figure 4a](#fig4){ref-type="fig"}). Without these influences, the influence of motion fluctuations on choice would step to zero at a fixed latency (*μ*~tnd~) before movement (black solid line). Inter-trial variability in the non-decision time reduces the number of trials that contribute to the psychophysical kernel for times closer to movement onset. If this variability is assumed Gaussian, the step function is smoothed into a cumulative Gaussian (*g*\[*t μ~tnd~*, *σ~tnd~*\]; dashed line). To fit the psychophysical kernels, we also need to consider the additional smoothing introduced by the motion filter, which we do by convolving g(t) with the impulse response of the motion filter, *IR(t*), such that$\operatorname{}f\left( t \right) = \alpha g\left( t \middle| \mu_{tnd},\sigma_{tnd} \right)*IR\left( t \right)\operatorname{}$, where is $\alpha$ is an arbitrary scaling parameter. The final fit, that is *f(t)*, is shown by the black line. To increase the statistical power, we combined the motion energy residuals from rightward and leftward choices, such that positive residuals indicate an excess of motion in the direction of the initial choice. The green shaded area represents s.e.m. for the average of the motion energy residuals, including trials from all subjects. We fit *μ*~tnd~, *σ*~tnd~ and $\alpha$ to minimize the deviance between *f(t)* and the average of the motion energy residuals. The best-fitting parameters *μ*~tnd~ and *σ*~tnd~ are indicated in the panel. (**b**) Same analysis as in (a), but conducted separately for each subject. Latencies are similar to those obtained by fitting a bounded accumulation model ([Table 1](#tbl1){ref-type="table"}).**DOI:** [http://dx.doi.org/10.7554/eLife.12192.011](10.7554/eLife.12192.011)

Changes of mind {#s2-2}
---------------

After indicating their initial choices, subjects occasionally changed the direction of their hand movement to indicate a different direction or level of confidence or both ([Table 2](#tbl2){ref-type="table"} and [Figure 5](#fig5){ref-type="fig"}). The frequency of these changes of mind varied between subjects, from 2.0 to 8.8% of trials. Changes of decision were more likely if the initial decision was an error than if it was correct ([Figure 5a](#fig5){ref-type="fig"}). These corrections were more likely if the motion information was stronger. Of course, errors were less frequent with stronger motion and less frequent than correct responses ([Figure 2a](#fig2){ref-type="fig"}). For three of the four subjects, changes of decision corrected an initial error more often than they spoiled an initially correct choice (P\<0.001, P\<0.001, P = 0.084, P\<0.001), consistent with previous reports ([@bib51]; [@bib6]).10.7554/eLife.12192.012Table 2.Pattern of changes of mind for each subject. Total trials performed with percentage of trials for different types of changes of mind. The average additional points earned is the difference in the points earned on change of minds trials compared to those that would have been earned had the subject not changed their mind, divided by the total number of change of mind trials.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.012](10.7554/eLife.12192.012)SubjectTotal trials%TrialsAverage additional points earned per trial with a changeΔconfidence onlyΔdecision onlyΔconfidence & ΔdecisionAll changes190224.972.571.308.831.12290232.781.310.404.490.90390181.380.490.172.030.72450004.262.401.628.280.9010.7554/eLife.12192.013Figure 5.Changes of confidence and decision.(**a**) Probability of changes of decision when the initial decision was an error (dark red) or correct (light red) as a function of motion strength. Circles show subject data (mean ± s.e.m) and curves are model fits. (**b**) Probability of changes of confidence when the initial decision was low confidence (dark blue) or high confidence (light blue) as a function of motion strength. (**c**) Proportion of trials with changes of confidence (blue) and changes of decision (red) as a function of motion strength. These predictions (curves) are evaluated only at the motion strengths that were presented to the subjects, because they were obtained by using the fits from (****a**** and ****b****) together with the proportion of actual initial choices (error/correct and high/low confidence) for each motion strength. [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"} shows the empirical and model fit proportion of trials corresponding to panels and (b).**DOI:** [http://dx.doi.org/10.7554/eLife.12192.013](10.7554/eLife.12192.013)10.7554/eLife.12192.014Figure 5---figure supplement 1.Proportion of trials with a change of decision or confidence.In the main figure, we show the conditional probability that a subject would change her decision about direction or confidence, given the initial decision. Here, we show the empirical proportions. (a) (**a**) Proportion of trials with a change of decision from error to correct (dark red) or correct to error (light red) as a function of motion strength. (**b**) Proportion of of trials with a change of confidence from low to high (dark blue) and high to low (light blue) as a function of motion strength. Circles show subject data (mean ± s.e.m). Model fits (curves) are evaluated only at the motion strengths that were presented, because they were obtained by using the fits from [Figure 5a and b](#fig5){ref-type="fig"} together with the observed proportion of initial choices (error/correct and low/high confidence) for each participant.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.014](10.7554/eLife.12192.014)

The novel insights from the present study derive from the changes in the confidence ratings ([Figure 5b](#fig5){ref-type="fig"}). For all subjects, changes of confidence were more frequent than changes of decision ([Table 2](#tbl2){ref-type="table"} and [Figure 5c](#fig5){ref-type="fig"}; p\<1e-4 for all participants). Further, changes of confidence were more likely if the initial decision was low confidence than if it was high confidence ([Figure 5b](#fig5){ref-type="fig"}). These changes to high confidence were more likely when the initial low confidence accompanied a stronger motion. Note that [Figure 5a](#fig5){ref-type="fig"} shows the conditional probability of changing the decision about direction, given the initial choice was correct or incorrect (the actual proportions are shown in [Figure 5---figure supplement 1a](#fig5s1){ref-type="fig"}; and change of confidence shown in [Figure 5---figure supplement 1b](#fig5s1){ref-type="fig"}).

Changes of mind were beneficial to the participants in that on changes of mind trials (either decision, confidence or both) the gain in points over not changing one's mind ranged from 0.72--1.12 points across the subjects ([Table 2](#tbl2){ref-type="table"}). Changes of both decision and confidence were less common (0.4--1.6%), which may be partly due to an energy cost associated with crossing the workspace ([@bib6]; [@bib42]). Those double changes that did occur tended to move from high to low confidence (1.03, 0.35, 0.12, 1.36%) compared to trials from low to high (0.26, 0.04, 0.04, 0.26%; p\<0.0001 for three subjects and p\<0.05 for S3).

We hypothesized that a change of confidence, like a change of decision, can be explained by continuation of the processing of visual information that arrived after the subject had committed to her initial choice ([Figure 3b](#fig3){ref-type="fig"}). We first evaluated this hypothesis by elaborating the model-free analysis of motion energy ([Figure 4](#fig4){ref-type="fig"}), described above. This analysis implies that \~400 ms of stimulus information, which did not affect the initial decision, might be available to revise the initial decision about confidence and direction. Indeed, when subjects changed their confidence rating from low to high, the motion information in the post-decision period supported the initial choice ([Figure 4b](#fig4){ref-type="fig"}, bottom), whereas changes from high to low confidence were associated with motion information in support of the direction opposite to the one chosen ([Figure 4b](#fig4){ref-type="fig"}, middle), and this trend was amplified for changes of mind about direction ([Figure 4b](#fig4){ref-type="fig"}, top).

A simple extension of the bounded accumulation model explains the frequency of these changes as well as their dependency on features of the stimulus and the subject's initial report. The model scheme is illustrated in [Figure 3b](#fig3){ref-type="fig"}. We assumed that evidence was accumulated past the point of the initial decision for a fixed amount of time (a free parameter, *t*~pip~) that is less than the non-decision time. The state of the belief at *t*~pip~ determines the final confidence and choice (see Materials and methods). As shown in [Figure 3b](#fig3){ref-type="fig"}, we allowed for the possibility that subjects might not apply the identical criteria for confidence and choice in the pre- and post-initiation epoch (the *δθ* parameters; see Materials and methods). The settings of *t*~pip~ and the *δθ* parameters capture aspects of the energetic costs, by suppressing changes that would occur with small fluctuations in the evidence or very late in the movement. The trace in [Figure 3b](#fig3){ref-type="fig"} illustrates an initial high-confidence, rightward choice. Evidence that arrived in the post-initiation period (i.e., too late to affect the initial choice) tended to favor leftward, detracting enough from the belief to support a change of confidence but not enough to support a change of decision in favor of leftward. The example shows a resistance to change because the total evidence actually favors leftward, but the model asserts a change of decision bound that is somewhat below the neutral evidence level.

The curves in [Figure 5](#fig5){ref-type="fig"} are fits of the model, which capture the main features of the subjects' revisions of both choice and confidence. Note that all parameters of these fits are fixed from the fits to the initial choice and confidence, except for the three *δθ* parameters and *t*~pip~ (fit values in [Table 1](#tbl1){ref-type="table"}). The variations in the participants' behavior are accounted for by the different settings of the model parameters, which are illustrated graphically in [Figure 6](#fig6){ref-type="fig"} for an initial low and initial high confidence rightward decision. Although the relation between the precise values of the *δθ* parameters and behavior are hard to intuit, the trends are consistent. After an initial low confidence decision ([Figure 6](#fig6){ref-type="fig"}, top row), all subjects required more belief to change to a high confidence decision than would have been required for an initial high confidence decision (*δθ*~1~\>0). Similar hysteresis is seen for initial high confidence decisions ([Figure 6](#fig6){ref-type="fig"}, bottom row). Moreover, all subjects required more evidence to change their initial decision about direction than a simple reversal in sign of the evidence (*δθ*~2~\>0). Finally, all participants relaxed their belief criterion when they changed their direction decision while either maintaining or changing to high confidence (*δθ*~3~\<0). Because most initial choices were high confidence, this strategy would reduce motor effort by avoiding changes of both direction and confidence, as this requires crossing the workspace with a complete reversal of the initial movement.10.7554/eLife.12192.015Figure 6.Log-odds thresholds for initial decisions and changes of mind for each participant.For initial decisions, the confidence threshold ( ± *θ* for *t\<0*, marked by the boundaries between light and dark colors) determines whether the decision has high or low confidence. The initial direction decision is consistent with the sign of the log-odds (rightward for green and leftward for red). Rows show the thresholds for an initial low- (top) and high- (bottom) confidence rightward decision (i.e., initial decisions that end in the region indicated by the vertical black bar in the plot for Subject 1). Thresholds in the post-initiation stage (right of the initial decision line) tend to "move away" from the initial log-odds threshold, consistent with resistance to change. For all participants, the opposite-choice, high-confidence threshold "moves towards" the initial decision, thereby reducing the width of the pink zone. Because initial confidence was more often high (lower row), the narrow pink zone can be interpreted as resistance to a double change of mind about both direction and confidence. Note that the model parameterization requires the pink and red regions to be same for both initial high and low confidence decisions. The non-decision time (*t~nd~*) and time of post-initiation processing (*t~pip~*) are also shown for each participant (labels in left top graph).**DOI:** [http://dx.doi.org/10.7554/eLife.12192.015](10.7554/eLife.12192.015)

We wish to emphasize that confidence and direction reports remain coupled via a common mechanism at the time of both the initial and final decision. The observation supports a parsimonious account of decision confidence which is somewhat at odds with recent literature on meta-cognition (see Discussion). Evidence for a meta-cognitive process is adduced from a dissociation between the signal-to-noise properties of the evidence that would support a level of choice accuracy versus the level associated with a degree of confidence (e.g., meta-d′; see [@bib17]; [@bib39]). The meta-*d′* statistic is not well behaved in the sequential sampling framework, but the basic logic remains applicable (see Materials and methods). In [Figure 7](#fig7){ref-type="fig"}, we compare two odds ratios (OR). Both express the relative probability of a high-confidence rating, given a correct or error choice. Along the abscissa, we base the OR on the initial confidence ratings, whereas on the ordinate, we use the final confidence ratings, thus accommodating the change of confidence. In essence, we are pretending that the subject indicated her choice and subsequently told us her confidence. Clearly, there is a systematic discrepancy between the OR pairs (P\<1e-4, sign test). All but one of the points are above the main diagonal, and the difference in OR is statistically reliable for 13 of the 19 individual points (4 subjects × 5 non-zero motion strengths with at least 1 error; P\<0.05, bootstrap; see Materials and methods). This discrepancy might be regarded as a sign of 2nd-order confidence, whereas it is simply the result of a continuation of the 1st-order process that couples choice and confidence, via bounded evidence accumulation.10.7554/eLife.12192.016Figure 7.The possibility of change of confidence introduces an apparent dissociation between accuracy and confidence.The odds ratio (OR) statistic captures the relative tendency to report high confidence on correct versus error trials. The scatter plot compares ORs calculated from the participants' data using the initial and final confidence report. Both ORs use the correct/error designation for the initial direction decision. The ORs calculated from the initial confidence report establish a baseline: the breakdown of confidence associated with the information that explains the accuracy at each motion strength. The ORs calculated from the final confidence report are larger and might thus be mistakenly interpreted as support for a dissociation between determinants of choice and confidence. Symbol shapes correspond to the four subjects; symbol shading denotes motion strength. An odds ratio can only be calculated if there are error trials (or the ratio is infinite). This necessitated exclusion of one of the points at the highest coherence level.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.016](10.7554/eLife.12192.016)

Discussion {#s3}
==========

Amongst the three manifestations of choice behavior, confidence is perhaps the most important and the least understood---compared to speed and accuracy---because in the world outside the laboratory, we do not always receive immediate feedback about our choices. Often, all we know about the accuracy of a choice is a degree of confidence. The attribution of confidence is important for guiding subsequent decisions, learning from mistakes and exploring alternatives. The present study establishes that this assessment evolves in time and, like the choice itself, can undergo revision with additional evidence. The study of perceptual decision-making offers insight into the process because the stream of evidence can be controlled experimentally. This is especially so in the present study using random dot kinematograms because the temporal stream of evidence is effectively a sequence of independent, statistically stationary samples. In other types of decisions---and most perceptual ones as well---the samples of evidence are derived from internal evaluations and memory processes, which are less well characterized, but which also evolve as a function of time.

When the timing of a choice is under the control of the decision maker, a common strategy is to terminate deliberation upon a sufficient level of evidence. The class of bounded sequential sampling models, including many variants ([@bib61]; [@bib56]; [@bib36]; [@bib37]; [@bib21]; [@bib38]; [@bib49]) explains the tradeoff between speed and accuracy, and many of the essential steps have correlates in neurophysiology ([@bib53]; [@bib25]; [@bib46]; [@bib26]; [@bib63]; [@bib28]; [@bib22]; [@bib23]). The mechanism (and models) also expose a discrepancy between the information supplied to the decision maker and the information that is actually used to make the decision. Specifically, there are processing delays between the arrival of information from the environment and updating its representation in working memory as a decision variable bearing on a proposition, and there are delays between commitment to a decision and communicating this decision through the motor system. Even in relatively fast perceptual decisions, this so-called non-decision time typically exceeds 300 ms.

In previous studies, we showed that the motor system receives a continuous updating of the state of the evidence leading to a choice ([@bib19]; [@bib54]) and can utilize the late arriving information to revise an initial choice by continuing the process of deliberation ([@bib51]; [@bib6]). The present study extends these observations to the metacognitive operation of assigning a degree of belief that the decision is correct. The finding is important for several reasons. First, it establishes that deliberation in the post-initiation epoch is as rich a process as the deliberation preceding initiation. This implies that termination has a kind of specificity; it marks the end of deliberation for purposes of response initiation, but it does not actually terminate all deliberation. We suspect that this is just one aspect of a more general property. For example, the same information can bear on a variety of potential actions and cognitive operations, which need not share identical speed-accuracy tradeoffs and thus deliberate for different amounts of time.

Second, the finding explains a potential dissociation between the information that decision makers might use to guide confidence and choice. We explain the initial choice and confidence using the identical stream of information, as in a previous study ([@bib31]). The model is by no means perfect (e.g., it overestimates confidence at the lowest motion strength), but it demonstrates, nonetheless, that on many trials, the final confidence judgments are clearly based on additional information that did not affect the initial choice. This assertion is supported by the analysis of motion energy leading to the confidence choices ([Figure 4](#fig4){ref-type="fig"}). Just a few hundred milliseconds of additional evidence led to changes in the confidence associated with the initial choice, ranging from 1.5--6.3% of trials across our subjects, and this was enough to induce a clear departure from the level of confidence that ought to be associated with the evidence available at the time of the initial choice. In other words, had we asked our subjects only for their confidence rating after they indicated their initial choice---without an opportunity to revise those choices---we would have detected a different relationship between confidence and accuracy ([Figure 7](#fig7){ref-type="fig"}). When confidence is assessed after the initial choice, as it is in most experiments, then it ought to come as no surprise that choice and confidence are explained by only partially overlapping sources of information. Importantly, however, this does not imply a dissociation between confidence and the decision ([@bib45]), as the latter can also be revised based on the same additional information.

Of course, in many settings, it is possible that a decision maker might acquire new information after an initial choice, either from the environment or from memory (e.g., reconsidering the evidence, weights and costs), and this could lead to a divergence of choice and confidence. However, our result invites caution when interpreting such divergence as indicators of metacognitive processes. Does the divergence necessarily implicate a process of a different nature, as implied by the distinction between 1st and 2nd order processes ([@bib16])? Or, is it possible that the mechanism responsible for assigning confidence based on the additional evidence is compatible with the one that supports a choice---perhaps a different choice were the decision maker given an opportunity to revise (consistent with the original notion of type-1 and type-2 decisions; [@bib9]; [@bib18])? The evaluation of additional evidence may explain why confidence ratings are more strongly correlated with accuracy when they are reported with less time pressure ([@bib64]), and why some individuals appear to be better than others at discriminating correct from incorrect decisions (e.g. [@bib2]). The central question is whether this additional information affects confidence in a manner that is fundamentally different from the process that would tie these attributes together. In our study, the answer seems to be negative, and we speculate that the interesting aspects of more real-world distinctions involving re-evaluation of evidence using memory, for example, will require better understanding of the way that memory and decision processes interact but not a fundamentally different mechanism for associating confidence with the evidence arising from that process.

We conclude that confidence, choice and reaction time can be understood in a common framework of bounded evidence accumulation. By definition, confidence may be regarded as metacognitive, simply because it is a report about the decision process itself. Yet the operations leading to confidence seem neither mysterious nor dissociable from the decision process (cf. [@bib10]). That said, there are many unknown features of the underlying mechanism. We know little about the establishment of the mapping between belief and the representation of evidence and time. Nor do we know how a criterion is applied to this mapping to render the categorical choices in our study, or in post-decision wagering decisions ([@bib34]), or in confidence ratings ([@bib39]; [@bib17]; [@bib31]). An appealing idea is that this also looks like a threshold crossing in the brain with dynamic costs associated with time (e.g., urgency [@bib57]; [@bib11]) and dynamic biases ([@bib24]). Presumably, downstream structures that represent confidence-related values such as reward prediction error, must approximate the mapping between decision variable---represented in LIP and other brain areas---and elapsed time (or number of samples) to achieve this. Of course, downstream structures that control the arm must have access to the decision about both direction and confidence to control the initial reach and possibly revise the movement. To explain our findings, we assumed that choice and confidence are related but processed as if separate attributes, via a correspondence between decision variable and belief. It is intriguing to think that the two dimensions, which are bound together into a single action by the motor reach system in our task, could be dissociated in cognition and memory.

Materials and methods {#s4}
=====================

Subjects {#s4-1}
--------

Six naïve right-handed subjects, between the ages of 21 and 34, participated in this study. The Cambridge Psychology Research Ethics Committee approved the experimental protocol, and subjects gave informed consent. Two of the subjects were excluded from the analyses based on poor task performance (see below).

Apparatus {#s4-2}
---------

Subjects were seated and used their right hand to hold the handle of a vBOT manipulandum that was free to move in the horizontal plane and allowed the recording of the position of the handle at 1000 Hz ([@bib27]). Subjects were prevented from seeing their arm by a horizontal mirror that was used to overlay virtual images of a downward facing CRT video display, mounted above the mirror, into the plane of the movement. A headrest ensured a viewing distance of around 40 cm.

Stimulus {#s4-3}
--------

Subjects discriminated the direction of motion in a dynamic random-dot motion stimulus ([@bib52]) presented within an aperture subtending 5 degrees of visual angle. The dots were displayed for one frame (13.3 ms, 75 Hz refresh) and then three frames later a subset of these dots was displaced in the direction of motion while the rest of the dots were displaced randomly. Thus the positions of the dots in frame four, say, could only be correlated with dots in frames one and/or seven but not with dots in frames two, three, five and six. The dot density was 12.5 dots deg^-2^s^-1^ and displacements were consistent with a motion speed of 5 deg/s. The difficulty of the task was manipulated through the coherence of the stimulus, defined as the probability that each dot would be displaced as opposed to randomly replaced.

Procedure {#s4-4}
---------

[Figure 1a](#fig1){ref-type="fig"} show a schematic of the experimental setup. A trial began when the subject's hand (displayed to the subject as a 0.5 cm radius red circle) was inside the home region, i.e., within 1 cm of a grey cross approximately 30 cm in front of their body. After a random delay, sampled from a truncated exponential distribution (range, 0.5--2.0 s; mean, 0.82 s), a dynamic random-dot stimulus appeared at the home position. On each trial, stimulus coherence was selected randomly from the set ± 0, ± 3.2, ± 6.4, ± 12.8, ± 25.6, and ± 51.2%, where negative coherences correspond to leftward motion and positive coherences to rightward motion. The sign on the 0% coherence is arbitrary but determined which direction would be rewarded (see below).

Four circular choice targets with a radius of 1.5 cm were displayed at the corners of a 17 x 17 cm square centered on the home position. The two choice targets on the left corresponded to a leftward motion decision and the two on the right to a rightward motion decision. To encourage participants to also report the confidence in their decision, the two choice targets for each motion direction decision had different payoffs for correct and incorrect choices. One target was low-risk with a reward of 1 point for a correct choice and a loss of 1 point for an incorrect choice. The other target was high-risk with 2 points for a correct choice and a loss of 3 points for an incorrect choice. The designation correct/incorrect was assigned randomly on 0% coherence trials.

Subjects judged the direction of the moving random dots and reached to a choice target when ready. We encouraged them to make quick decisions without sacrificing accuracy. They were free to interpret this instruction as they wished; they received no verbal instruction to aim for any particular speed/accuracy regime. Critically, when the movement was initiated---that is, the hand was more than 1 cm from the central cross---the random-dot stimulus was extinguished. The trial ended when the subject reached one of the four choice targets. The time course of a trial is shown in [Figure 1b](#fig1){ref-type="fig"}. If the movement had not been initiated within 3 s after stimulus onset, an error message appeared ("Too Slow") and the trial would be repeated later in the session. After each trial, auditory feedback was given with a pleasant chime or a low-pitched tone corresponding to a correct and incorrect choice, respectively, and the number of points earned or lost was displayed on the screen. Subjects were instructed to maximize the number of points per trial. To encourage this, a running sum of the points was displayed at the top of the display in a bar graph.

Each experimental session consisted of four blocks of 180 or 192 trials each (15 or 16 trials of the 12 coherences). We generated 48 stimuli with a rightward motion direction (8 for each of the 6 different coherence values). The leftward stimuli were generated by using the same dot locations but horizontally mirrored about the center of the aperture. This ensured that across the stimuli there was no left-right bias due to the motion energy of the stimuli. In most experiments, we used this "double-pass" procedure so that these 96 stimuli were displayed twice, in a random order. In a given session, the vertical orientation of the targets changed from block to block; in half of the blocks (A), the two high-risk targets were at the top of the display, while in the other half (B), the high-risk targets were at the bottom ([Figure 1a](#fig1){ref-type="fig"}). A session consisted of four blocks (768 trials) ordered ABBA or BAAB, and this alternated from session to session. Each subject took part in 12 experimental sessions (9024--9216 trials). All subjects received extensive training on the motion task, beginning with variable duration viewing, controlled by the computer and choice-reaction-time testing without confidence categories. Subjects passed to the main experiment when choice and reaction time functions were stable.

We required subjects to have sufficient perceptual skills and motivation to perform the task. One subject was excluded based on poor discrimination performance: at the end of the first training session, this subject still performed at chance level on all coherences. A second subject was excluded because s/he responded with high confidence on 95% of trials (and with 90% high confidence even at 0% coherence). After 5 sessions (3330 trials) we decided to replace this subject. We found that despite the idiosyncrasy in this subject's data, our model can fit their initial choices ([Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}). Subject 4 showed a qualitative change in behavior on the second half of their data (after \~5000 trials; [Figure 2---figure supplement 2a](#fig2s2){ref-type="fig"}), reporting high confidence on nearly all trials. As no stationary model can account for such nonstationary behavior we included only the first 5000 trials in our analysis. However, our model could still fit the initial choices for the omitted second half of this participant\'s data ([Figure 2---figure supplement 2b](#fig2s2){ref-type="fig"}).

Analysis {#s4-5}
--------

We excluded from analysis any trials with a reaction time less than 150 ms (9 trials). For each trial, the final decision was determined by the choice target reached. To determine whether a change of decision had taken place we calculated the area between the hand's path over the first 1 cm of movement and the vertical line through the hand's initial starting location (i.e. the line separating the left and right choice targets). A change of decision was reflected in the area on the side opposite to the final choice being greater than 0.1 cm^2^ ([@bib51]). The same procedure was applied to determine changes of confidence with the area now calculated relative to the horizontal line separating the high and low confidence choice targets. On each trial, we thus obtain the initial and final decision: choice (left/right), confidence (low/high), and reaction time (time between stimulus onset and movement initiation). We show combined data for the two target configurations (high/low confidence targets at top/bottom), having reassured ourselves that the arrangement had no detectable effects on choice accuracy (p≥0.4; Fisher's exact test) and only small effects on reaction time (RT) for 2 subjects (magnitudes\<3%, p\<0.01; t-test). There was a subtle bias for the bottom targets (50.6, 51.9, 52.5 and 51.4%, respectively), possibly due to kinematic factors, but recall that the orientation was balanced across the experiment.

To examine effects of motion strength on confidence, we fit a logistic model to the probability of reporting high confidence, as a function of absolute value of motion coherence (*C*)

$$P_{high} = \left\lbrack 1 + \text{exp}\left( - b_{0} - b_{1} \middle| C \middle| \right) \right\rbrack^{- 1}$$

where and *b~i~* are fitted coefficients. To examine whether confidence judgments were associated with more accurate choices we fit a logistic model to the direction choice data for each subject where the probability of choosing right is given by

$$P_{right}~ = ~\left\lbrack {1 + \exp\left( - b_{0} - b_{1}C - b_{2}I - b_{3}IC \right.} \right\rbrack^{- 1}$$

where *C* is the signed motion strength, *I* is an indicator variable (zero for a low confidence choice and one for a high confidence choice). To test for improved sensitivity (accuracy) with high confidence, we evaluated the null hypothesis (*H~0~: b*~3~ ≤ 0). To examine whether confidence judgments were associated with different reaction times we analyzed each subject\'s reaction time as an ANOVA with categorical factors of unsigned coherence and confidence. All comparisons of event frequency (e.g. changes of mind) were performed with the Fisher exact test.

For the model-free analyses of the time course of motion information on choice and confidence ([Figure 4](#fig4){ref-type="fig"}), we derived choice and/or confidence conditioned averages of stimulus motion energy (psychophysical kernels). Due to the stochastic nature of the motion stimuli, the strength of motion will vary from trial to trial, and even within a trial. To quantify the fluctuations of motion along the horizontal axis, we convolved the sequence of random dots shown on each trial with a pair of spatiotemporal oriented filters, selective for rightward and leftward motion. The filters were matched to the speed and displacement of the coherently moving dots (see details in [@bib1]; [@bib33]). The results of the convolution were summed across space to yield the motion energy for each direction and as a function of time. The net motion energy was obtained by subtracting leftward from rightward motion energy. To average data across trials, we removed the average motion energy associated with each trial's coherence and direction of motion. Because fluctuations have a stronger impact when motion is weak, only the lowest motion strengths (≤6.4% coh) were included in these analyses.

The influence of motion fluctuations on choice and confidence becomes negligible a few hundred milliseconds before movement onset ([Figure 4a](#fig4){ref-type="fig"}). To obtain empirical estimates of non-decision time, we fit a function to the psychophysical kernel. The shape of the function *f(t)* was derived assuming that the psychophysical kernels decay slowly when aligned on movement onset ([Figure 4a](#fig4){ref-type="fig"}, right) because of: (*i*) the trial-to-trial variability in the non-decision time (assumed Gaussian), which gradually reduces the number of trials that contribute to the psychophysical kernel, and (*ii*) the additional smoothing introduced by the impulse response of the motion energy (inset of [Figure 4a](#fig4){ref-type="fig"}). With these assumptions, *f(t)* becomes:

$$f\left( t \right)~ = ~\alpha\left( 1 - \Phi\left( t,~\mu_{tnd},~\sigma_{tnd} \right) \right)~*~IR\left( t \right)$$

where *α* is a scaling parameter, Φ represents a cumulative Gaussian distribution with parameters μ~tnd~ and σ~tnd~, IR(t) is the impulse response of the motion filter, and $*$ indicates convolution. The curve-fitting procedure entails fitting μ~tnd~, σ~tnd~ and *α* to match *f(t)* to the psychophysical kernels (least-square fit). [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"} illustrates the fitting procedure and shows best fitting parameters for each subject.

Although we do not make use of meta-*d′* in this paper, we refer to the concept and therefore provide a brief definition. In signal detection theory (SDT), *d′* refers to the difference between the means of two standard Normal distributions, *X~1~*\~N(*μ~1~,1*) and *X~2~*\~N(*μ~2~,1*), where *X*~n~ is a random variable and N(*μ~1~,σ*) is a Normal distribution with mean *μ~1~* and standard deviation *σ*. The two distributions might represent signal-plus-noise and noise-alone or the distributions of firing rates of neurons tuned to opposite directions of motion (e.g., [@bib4]). For binary classification we can conceive of a single distribution of the difference between samples of *X~1~* and *X~2~*, such that *X~∆~*\~N(*d′*,$\left. \sqrt{}2 \right.$), assuming independence. *X~∆~* thus represents a DV whose sign identifies the more likely alternative. There is a one-to-one correspondence between proportion correct and *d′*. Applied to binary classification tasks, meta-*d′* is the value of *d′* that would support the proportions of high-confidence ratings on error and correct choices, respectively, based on the assumption that the confidence designation is based on comparison of X~∆~ to some arbitrary but fixed criterion. Thus, within the SDT framework, if meta-*d′*≠*d′* then it is not possible to account for the confidence ratings using the same signal:noise relationship that supports the choice accuracy, and this discrepancy has been interpreted as a sign of meta-cognitive confidence ([@bib39]; [@bib17]). However, the SDT framework must be extended to account for RT and choice. Under sequential sampling (e.g., bounded drift diffusion), meta-*d′* ≠ *d′*, even when the choice and confidence are explained by the same decision variable. Hence we pursued a more empirical approach.

To examine the extent to which initial and final confidence are related to the correctness of the initial choice ([Figure 7](#fig7){ref-type="fig"}), we first calculated the odds of a high confidence rating, for correct and incorrect initial decision. For example,

$$odds\left( high~confidence~ \middle| ~correct \right)~ = ~P\left( high~confidence~ \middle| ~correct \right)/P\left( low~confidence~ \middle| ~correct \right).$$

From this we calculated the odds ratio

$$OR~ = ~odds\left( high~confidence~ \middle| ~correct \right)/odds\left( high~confidence~ \middle| ~error \right)$$

which indicates whether an event is more likely to occur in the first condition (i.e. more often for correct choices, hence *OR* \>1) or second condition (i.e. more often for errors, *OR* \<1). We compared the *OR*s for the initial and final confidence, both with regard to the initial choice. The *OR*s calculated from the initial confidence report establish a baseline: the breakdown of confidence associated with the information that explains the accuracy at each motion strength, analogous to meta*-d′* equal to *d′* in the SDT framework described above. A larger *OR* for the final vs. initial confidence would indicate that a final high confidence response became more probable for correct choices compared to incorrect initial choices. We used a bootstrap (N = 1000) to evaluate the reliability of the inequalities in *OR*s, depicted in [Figure 7](#fig7){ref-type="fig"}.

Model {#s4-6}
-----

We fit the initial decision data with a model in which the decision process is a race between two accumulators ([@bib60]; [@bib58]; [@bib20]; [@bib8]), one that accrues momentary evidence for right (and against left; R-L) and another that accrues evidence for left (and against right; L-R). Momentary evidence was modeled as draws from a bivariate Gaussian with a mean that depends on the coherence (*C*) such that drift rate (/s) is *κC* for the rightward and -*κC* for the leftward accumulator, giving a mean of (*κC,-κC*). The bivariate Gaussian has a negative covariance *ρ* which determines the extent to which the two accumulators share noise (for example arising from fluctuations in the stimulus). A decision is made when one of the two races crosses a decision bound *B*. The reaction time is determined by the time to reach the decision bound and an additional non-decision time (e.g., due to sensory and motor latencies) which was modeled as a normal distribution with mean *μ*~tnd~ and standard deviation *σ*~tnd~. The state of both the winning and losing race together with decision time map directly to the log-odds of being correct (see [@bib31]). To model confidence, we included a log-odds threshold *θ* which separated high from low confidence judgments. For simplicity, we chose a time-invariant threshold. We have also fit data using time-dependent confidence bounds, which improve the fits for all subjects but does not affect the figures visibly and does not affect our conclusions.

To fit the accuracy, confidence, and reaction time of the initial choices, we determined the number of trials for the 4 possible initial choices (correct/high-confidence, correct/low-confidence, error/high-confidence & error/low-confidence) for each (unsigned) coherence, as well as the corresponding mean reaction times. For any setting of the parameters, the model predicts the probability of each of the 4 possible initial choices and the mean reaction times for each coherence level. To fit model parameters we minimized the negative log likelihood (i.e., cost), using a multinomial distribution for the 4 choice types and Gaussian distribution for the sample mean RTs. For analytic simplicity (see below), we used a flat bound (i.e., stationary rather than collapsing), which does not capture the shape of the RT distributions and the mean RT on error trials ([@bib11]). Therefore we used only sample mean RT and its associated s.e.m. for correct trials (and all 0% coherence trials) in the cost function.

To further reduce the degrees of freedom of the model to four we fixed both the covariance *ρ* to $- \sqrt{0.5}$ ≈ -0.71 and non-decision time standard deviation *σ*~tnd~ to 60 ms (within the normal range from a previous study ([@bib6]) and supported by an analysis of motion energy; see Figure 1---figure supplement 1). This choice of covariance assumes that about half the noise is shared between the two accumulators (i.e. arises from the stimulus) and is within the normal range of fitted covariances ([@bib31]). Importantly, this choice of covariance also allowed us to use an analytic solution to the race model when fitting. That is, we generalized the method of images used in ([@bib44]) which provides analytic solution for covariances of 0 and -0.5 (requiring 3 and 5 images respectively). Increasing the number of images leads to a variety of possible covariances (but not to arbitrary covariances). We chose a covariance of $- \sqrt{0.5}$ which requires the use of only 7 images thereby allowing efficient fitting of the subjects' data. Using this analytic method precluded the use of collapsing decision bounds (and no lower reflecting bounds; cf., [@bib31]). The fitting was performed for each participant using multiple (30) runs of Matlab's fminsearchbnd with a wide range of different initial parameters settings. The variability across runs was minimal, suggesting that the optimization procedure converged to global maximum.

To model changes of mind, we assumed that once the initial decision had been made, the accumulators continued to integrate information that was not accessible at the time of the initial decision (due to latencies in the sensory and motor system) for a further post-initiation period t~pip~ (constrained to be less than t~nd~). A change in confidence or choice would occur if at the end of this period the log odds crossed a confidence or choice threshold, respectively ([Figure 3b](#fig3){ref-type="fig"}). Since there are motor costs involved in changes of mind, we included additional parameters that could move the confidence and choice thresholds away from their initial values in the post-initiation stage by *δθ*~1~*, δθ*~2~ and *δθ*~3 ~([Figure 3b](#fig3){ref-type="fig"}). The three thresholds split the final decision into four zones and the specification of these thresholds depended on whether the initial choice was low or high confidence. For an initial high-confidence choice, the three thresholds were *θ--δθ*~1~*, -δθ*~2~, and *--θ--δθ*~3~, respectively (see [Figure 3b](#fig3){ref-type="fig"}). For an initial low-confidence decision, the first threshold was instead *θ+δθ*~1~. To fit the model to each subject's data, for each unsigned coherence we calculated the number of trials corresponding to the 16 possible events that could occur over the trial (4 possible initial choices and 4 possible final choices) and again used maximum likelihood to fit the four free parameters carrying over *κ* and *θ *from the initial decision fits.

Note that basing the change of decision about direction on log odds represents a simplification of a process similar to the one for the initial decision, for example, one that would operate on the evolving DVs represented by the competing accumulators. In principle, such a mechanism could terminate post-initiation processing more flexibly, but the frequency of change of mind about choice and confidence is too small to evaluate this possibility.

We also evaluated two alternative models for initial choices only, which differ in how they assign high vs. low confidence. Model 1 exploits a classic idea from signal-detection-theory, and assigns confidence based on a threshold on the balance of evidence (ignoring deliberation time) ([@bib60]; [@bib30]; [@bib29]; [@bib62]). Model 2, assigns confidence based on threshold on decision time only, thus ignoring the balance of evidence. We fit both models to our participants' data. They have the same number of parameters (4) as the original model. A 4-choice model for the initial choice-confidence decision (based on dynamic programming) is worthy of consideration but we have yet to find a satisfactory account of our data with this approach.
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Thank you for submitting your work entitled \"A common mechanism underlies changes of mind about decisions and confidence\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, and the evaluation has been overseen by a Reviewing Editor (Timothy Behrens) and David Van Essen as the Senior Editor. One of the three reviewers has agreed to reveal his identity: Mark Goldman.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

The paper follows previous papers by the senior authors on decision-making tasks involving an accumulation of evidence, and corresponding models for accuracy, reaction time, and confidence judgments. This paper makes major new contributions to these problems, particularly with regard to the issue of confidence, and whether confidence judgements can be naturally explained in the same framework used to explain accuracy and reaction time. The authors use a very clever experimental paradigm for human psychophysics, in which the direction a lever is moved lets subjects not only indicate their choice (left or right) but also whether this choice has high or low confidence. As a result, both changes of choice and changes of confidence can be seen by changes in hand movement.

All of the reviewers had praise for the manuscript, describing the paradigm as elegant and clever, the paper as insightful and the contribution to the state-of-the-art as important because of the unification into a single framework of decisions and meta-decisions, which have preciously been treated as separate entities. They note that there is clear structure in the data in support of a common driver of these variables such as the model-free analyses of motion energy.

The reviewers, however, suggested that the paper should not be published without some essential revisions (that do not require additional data).

Essential revisions:

First, there were concerns about the extent to which the common mechanism argument was a complete description of the data

Two reviewers raised a related point on these lines.

1\) The model fits in [Figure 2](#fig2){ref-type="fig"} show a good fit to accuracy and RT data (panels A and B) but a poorer fit to the proportion of high confidence responses (C), particularly for error trials. E.g. subject 1 has only two (out of 6) error-trial data points situated near the fitted line, and only one data point for subject 2 (part of the issue in realising this is that the purple error trial points are often hidden behind the green correct trial points, it would be useful to jitter these sideways for visualisation). This is the case even though there are several hundred error trials particularly at lower coherences with correspondingly tight error bars on confidence proportions. This discrepancy is particularly apparent at 0% coherence, where subjects 1, 2 and 4 show substantially lower confidence than predicted by the model. I\'m not suggesting therefore that there can\'t be a common mechanism that does a good job of explaining all these data features (e.g. perhaps subjects are inferring on coherence, leading to lower confidence at 0% than predicted by a model that marginalizes coherence?). But it seems reasonable that a putative common mechanism driving choice, RT and confidence should do an equally good job of explaining each feature separately.

2\) First, it is not clear to me what data could not be fitted by their model, given multiple fitted parameters per subject. It would be nice to see how a model with a separate \"confidence-generating\" and \"decision-generating\" circuit would produce data that would not be fit by their model.

3\) I do agree though that using Occam\'s razor, fitting by one model circuit is preferable to two. However, [Figure 2C](#fig2){ref-type="fig"} shows a horrible fit of the model to the 0% coherence data points in a systematic direction across subjects. This suggests a systematic problem with the model, but the authors do not mention this discrepancy.

4\) There was agreement in the reviewer discussion that simulation of competing models to demonstrate how the data disconfirm a model that does not rely on a common mechanism would be important if the argument is to shift broader opinion. The reviewers regarded such a demonstration as essential. One suggestion during the discussion was as follows: \"Perhaps a simplification of their model and then use of Model comparison techniques to adjust for different numbers of parameters would be a good test to show that a separate computation is needed for confidence as they claim.\"

Related to these concerns, was a concern about data exclusion.

5\) This worry is compounded by the exclusion of data that shows aberrant confidence behaviour. One subject was excluded for a strong high-confidence biasand absence of confidence-accuracy correlation, which is indeed at odds with the proposed mechanism linking choice and confidence, but perhaps not with other models. Similarly the second half of subject 4\'s data is excluded because they changed the way they reported confidence half way through the session. These exclusions seem to unfairly skew the playing field in favour of the authors\' single-mechanism account, particularly as the remaining subjects\' data constitute only a little over half of all data that was originally collected.

During the discussion it was made clear that although it is understandable that subjects may have effort-related or other biases that make the data uninteresting, it is a concern when this is 2 of 6 subjects, and it is a concern that the particular exclusions seem to act in your favour. Because of this, it was thought to be essential that the excluded data were presented in the supplement, and that the reason for the odd behaviour was investigated and described.

6\) There was also an important question about perceived asymmetries in model that the reviewers required clarification about. It was unclear why you switch between working in accumulator space and log-odds space. In the discussion, it was agreed that it might be possible for you to clarify in the text if there was a strong and compelling reason, but if not then it would be interesting to see a symmetric model.

My largest comment is that, while confidence and decisions are clearly put together in a single framework, I found the framework to be a little awkward and/or unclear in what information/type of model informed decisions versus what informed confidence. The authors use a classic \"race to bound\" model to inform the decision. However, then they appear to use a separate probabilistic judgment (log odds, or maybe log odds ratio-this was a bit unclear) for confidence and for changes of decision and confidence. This seems awkward: why not just use the log odds metric for all stages of the task instead of artificially making a race to threshold for two completely independent integrators for the decision and then a separate probabilistic framework for confidence and changes of decision?

Or, maybe I am misinterpreting the log odds graph and this could simply be interpreted as a one-to-one mapping between the decision variable and the log odds (so that one could indeed reformulate the race to bound in the decision variable as a race to bound in log odds). If this is the case, then I find the log odds measure for change of choice to be somewhat strange: in the race to threshold model, there are two completely independent accumulators that are racing against each other. In the log odds analysis, it would seem very awkward if only the odds for the initially winning accumulator was used (i.e. I\'m assuming either the authors are using odds or odds ratios based upon using both accumulators, or they are just using the winning accumulator, since the figures only indicate a single trace in log odds). If only the winning accumulator is used, then it seems strange that the losing accumulator was never consulted on a change of choice, i.e. that this change of choice was solely driven by a change of log odds in the winning accumulator.

So the bottom line is that, at least as written, it appears to me that one of two awkward modeling choices is occurring:

A\) The decision variable is determined by 2 independent integrators of a decision variable but confidence and changes of decision are determined by an odds ratio that combines the 2 integrators, in which case, why wasn\'t the initial decision made based upon a measure that combines the two integrators, rather than having this sudden switch between what determines the decision?

B\) The log odds are determined only by the winning accumulator\'s log odds, in which case, it seems odd to have a change of choice that occurs without consideration of the new winner\'s accumulator.

Finally, there were several important points that do not require more analysis but that the reviewers thought merited serious consideration and discussion:

7\) The evidence for separate mechanisms includes a correlation of confidence parameters across subjects when completing distinct tasks that is not seen in the decision-making parameters. The model in this paper seems to be distinct from that -- it seems that one would expect the low-high confidence boundaries to remain intact but the decision boundary to change when a new task is performed. Hard to imagine why this would occur in one model, so this issue should at least be discussed.

Perhaps the authors data do explain this, but it is unclear to me -- there is a well-known \"high-low effect\" whereby subjects are more confident than they should be at hard decisions (low coherence) and less confident than they should be at easy decisions (high coherence). My intuition is that if a decision is made yet more information affecting confidence is received post-decision then that extra information would more likely favor the decision (so boost confidence) in easy decisions but as often as not favor the non-chosen target (so reduce conference) in difficult decisions. Is this effect accounted for in the authors\' framework? The universal increase in log-odds ratio shown in [Figure 7](#fig7){ref-type="fig"} suggests not (but I have not gone through the calculated effect here so may be wrong).

8\) In trying to think through the arguments about the amount of stimulus time not affecting the initial decision, I started wondering about a related time scale that I\'m not sure was considered: how long does it take to reverse an already begun motor action? If this takes a long time, then it seems that there may be a very narrow window to actually accomplish a change of mind reflected in a hand movement direction change. Is this accounted for implicitly in the time scale arguments and model for the deadline for change of mind, i.e. can the state of belief at t~pip~ actually turn around the hand this late into the process?

9\) I think the authors should mention and compare their model with a recent paper by Wei and Wang (J Neurophysiol) which purports a biophysical mechanism that produces similar results. I think one discrepancy may be the confidence in errors ([Figure 2C](#fig2){ref-type="fig"}) being of incorrect trend in their model.

With respect to this final point, note that in the reviewer discussion it was made clear that we do not intend you to code up the Wang model, but instead to discuss the likely similarities and differences.
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Author response

*Essential revisions: First, there were concerns about the extent to which the common mechanism argument was a complete description of the data Two reviewers raised a related point on these lines. 1) The model fits in* Figure

*2 show a good fit to accuracy and RT data (panels A and B) but a poorer fit to the proportion of high confidence responses (C), particularly for error trials. E.g. subject 1 has only two (out of 6) error-trial data points situated near the fitted line, and only one data point for subject 2 (part of the issue in realising this is that the purple error trial points are often hidden behind the green correct trial points, it would be useful to jitter these sideways for visualisation). This is the case even though there are several hundred error trials particularly at lower coherences with correspondingly tight error bars on confidence proportions. This discrepancy is particularly apparent at 0% coherence, where subjects 1, 2 and 4 show substantially lower confidence than predicted by the model. I\'m not suggesting therefore that there can\'t be a common mechanism that does a good job of explaining all these data features (e.g. perhaps subjects are inferring on coherence, leading to lower confidence at 0% than predicted by a model that marginalizes coherence?). But it seems reasonable that a putative common mechanism driving choice, RT and confidence should do an equally good job of explaining each feature separately.*

The number of parameters in the model is small, by design, and we would like to remind the reviewers that the main focus of the paper is on change of mind about confidence and direction. We have applied more complex models to initial-choice data (e.g., Kiani et al., Neuron, 2014) but elected to go with the simpler model here so as to place emphasis on the paper's novel contribution. We are aware that the fits are not perfect, and we now acknowledge this in the revised manuscript. The pathology in our view arises from several factors: the fit is driven by the more frequent observations (i.e. correct choices); we do not fit the correlation between races which is fixed to a sensible value (only a few values of correlation lead to an analytically tractable fitting procedure); the bounds are stationary (i.e., flat). We suspect that a combination of these factors contribute to the poorer fit of the errors. We suspect the model may be missing a feature that would be required to explain the confidence at 0% coherence, and we are now forthcoming on this observation.

As requested we have jittered the less visible points in [Figure 2C](#fig2){ref-type="fig"}.

*2) First, it is not clear to me what data could not be fitted by their model, given multiple fitted parameters per subject. It would be nice to see how a model with a separate \"confidence-generating\" and \"decision-generating\" circuit would produce data that would not be fit by their model.*

Examining separate \"confidence-generating\" and \"decision-generating\" processes is a useful suggestion, albeit somewhat open ended, since a "confidence-generating" mechanism that does not exploit the information in the decision variable (DV), as ours does, could conceivably exploit a wide class of non-normative sources. We considered several possibilities and now mention two in the paper, in response to the reviewers' summary point (\#4) below.

*3) I do agree though that using Occam\'s razor, fitting by one model circuit is preferable to two. However, [Figure 2C](#fig2){ref-type="fig"} shows a horrible fit of the model to the 0% coherence data points in a systematic direction across subjects. This suggests a systematic problem with the model, but the authors do not (I think) mention this discrepancy.*

We addressed this above in point \#1.

*4) There was agreement in the reviewer discussion that simulation of competing models to demonstrate how the data disconfirm a model that does not rely on a common mechanism would be important if the argument is to shift broader opinion. The reviewers regarded such a demonstration as essential. One suggestion during the discussion was as follows: \"Perhaps a simplification of their model and then use of Model comparison techniques to adjust for different numbers of parameters would be a good test to show that a separate computation is needed for confidence as they claim.\"*

As suggested, we have examined two alternative models that do not use a separate computation for confidence (i.e., a criterion in log-odds space). Model 1 exploits a classic idea from signal-detection-theory, which would base confidence solely on the balance of evidence. This information is also used in our model, but the simpler alternative that we now consider ignores elapsed deliberation time. In Model 2, confidence is based on decision time only, thus ignoring the balance of evidence. We fit both models to our participants' data. They have the same number of parameters as the original model (*df*=4), but the fits are substantially poorer (compared to the original model, log likelihood is reduced by 63-1180 and 2301-3749 across participants for models 1 and 2, respectively). We include two figures ([Author response image 1](#fig8){ref-type="fig"} and [Author response image 2](#fig9){ref-type="fig"}) so that the reviewers can appreciate the inadequacy of these models, but we feel it would distract readers from the focus of the paper -- the changes in confidence and choice -- were we to include them. The exposition is already too heavy on the initial choices, in our view. We report these new analyses and model comparisons in terms of log likelihoods in the revised paper. Also, please see response to point \#6 as to why the initial decision is not terminated on a log-odds bound.10.7554/eLife.12192.017Author response image 1.Fits to alternative model 1 that uses a threshold on the balance of evidence (BoE) to assign confidence and ignores time.Graphs follow the same format as in [Figure 2](#fig2){ref-type="fig"} and display the same data (symbols) and axes. The BoE will tend to be greater with longer times. Therefore, this model produces a qualitative mismatch in the middle column. It also predicts that confidence on errors should decrease as a function of motion strength (magenta curves, 3rd column).**DOI:** [http://dx.doi.org/10.7554/eLife.12192.017](10.7554/eLife.12192.017)10.7554/eLife.12192.018Author response image 2.Fits to alternative model 2 that uses a threshold on decision time to assign confidence (shorter decision times are more confident to match the data) and ignores BoE.The striking failure in the middle column arises because for any criterion, the mean of all decision times greater than this criterion will be large and mean of the times less than this criterion will be small (n.b., the red curve for S3, middle column, is mostly off the graph; only the right end of curve is visible). The other qualitative failures are best appreciated by drawing on intuitions associated with a simpler diffusion model -- with symmetric, flat bounds for right and left choices. This is mathematically identical to our competing accumulators but with perfect anti-correlation. In the simpler 1-dimensional model, (1) there is no balance of evidence; (2) the DV is at the level of the upper or lower bound at decision termination, (3) the proportion correct is independent of decision time, and (4) mean RT on correct and error choices are the same for any motion coherence. Based on point 3, we would expect the choice functions in the left column to be identical. They are not exactly the same because our model is a race between two negatively correlated but non-redundant accumulators, and in our particular instantiation (e.g., no reflecting lower bounds), this yields slightly faster errors, which are assigned higher confidence (left column). The same logic applies to the right column.**DOI:** [http://dx.doi.org/10.7554/eLife.12192.018](10.7554/eLife.12192.018)

Related to these concerns, was a concern about data exclusion. 5) This worry is compounded by the exclusion of data that shows aberrant confidence behaviour. One subject was excluded for a strong high-confidence bias

*and absence of confidence-accuracy correlation, which is indeed at odds with the proposed mechanism linking choice and confidence, but perhaps not with other models. Similarly the second half of subject 4\'s data is excluded because they changed the way they reported confidence half way through the session. These exclusions seem to unfairly skew the playing field in favour of the authors\' single-mechanism account, particularly as the remaining subjects\' data constitute only a little over half of all data that was originally collected. During the discussion it was made clear that although it is understandable that subjects may have effort-related or other biases that make the data uninteresting, it is a concern when this is 2 of 6 subjects, and it is a concern that the particular exclusions seem to act in your favour. Because of this, it was thought to be essential that the excluded data were presented in the supplement, and that the reason for the odd behaviour was investigated and described.*

We required subjects to have sufficient perceptual skills and motivation to perform the task. One subject was excluded very early as they were at chance on all coherence levels during initial training.

A second subject was excluded because he responded with high confidence on 95% of trials (and with 90% high confidence even at 0% coherence). After 5 sessions (3330 trials) we decided to replace this subject. We found that despite the idiosyncrasy in his data, our model can fit the data quite well. We now show the fit to his initial choices in a new [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}. Note that because of the low frequency of low confidence decisions, the fits are dominated by the high confidence choices, which are fitted well.

With regard to the subject for whom we only used the first half of the data, no stationary model can account for non-stationary behavior. This subject showed a qualitative change in behavior on the second half of their data (after \~5000 trials), as shown in new [Figure 2---figure supplement 2A](#fig2s2){ref-type="fig"}. Importantly, we are able to fit each half of this subject\'s data separately with our model. We have now included the second half of the data and the model fits in new [Figure 2---figure supplement 2B](#fig2s2){ref-type="fig"}.

*6) There was also an important question about perceived asymmetries in model that the reviewers required clarification about. It was unclear why you switch between working in accumulator space and log-odds space. In the discussion, it was agreed that it might be possible for you to clarify in the text if there was a strong and compelling reason, but if not then it would be interesting to see a symmetric model. My largest comment is that, while confidence and decisions are clearly put together in a single framework, I found the framework to be a little awkward and/or unclear in what information/type of model informed decisions versus what informed confidence. The authors use a classic \"race to bound\" model to inform the decision. However, then they appear to use a separate probabilistic judgment (log odds, or maybe log odds ratio-this was a bit unclear) for confidence and for changes of decision and confidence. This seems awkward: why not just use the log odds metric for all stages of the task instead of artificially making a race to threshold for two completely independent integrators for the decision and then a separate probabilistic framework for confidence and changes of decision?*

*Or, maybe I am misinterpreting the log odds graph and this could simply be interpreted as a one-to-one mapping between the decision variable and the log odds (so that one could indeed reformulate the race to bound in the decision variable as a race to bound in log odds). If this is the case, then I find the log odds measure for change of choice to be somewhat strange: in the race to threshold model, there are two completely independent accumulators that are racing against each other. In the log odds analysis, it would seem very awkward if only the odds for the initially winning accumulator was used (i.e. I\'m assuming either the authors are using odds or odds ratios based upon using both accumulators*, *or they are just using the winning accumulator, since the figures only indicate a single trace in log odds). If only the winning accumulator is used, then it seems strange that the losing accumulator was never consulted on a change of choice, i.e. that this change of choice was solely driven by a change of log odds in the winning accumulator.*

*So the bottom line is that, at least as written, it appears to me that one of two awkward modeling choices is occurring:*

*A) The decision variable is determined by 2 independent integrators of a decision variable but confidence and changes of decision are determined by an odds ratio that combines the 2 integrators*,

*in which case, why wasn\'t the initial decision made based upon a measure that combines the two integrators, rather than having this sudden switch between what determines the decision?*

*B) The log odds are determined only by the winning accumulator\'s log odds*,

*in which case, it seems odd to have a change of choice that occurs without consideration of the new winner\'s accumulator.*

We accept the reviewers' concern about "awkwardness" and will address it in detail after responding to the "bottom line," which is that neither alternative (A) or (B) characterizes our modeling choice. Beginning with the latter (B), we agree that it would have been odd to ignore the new winner's accumulator, but that is not what we did. Log-odds is calculated by taking all available information into account, i.e., the state of the winning accumulator, the state of the losing accumulator, and elapsed time. Regarding the first point (A), we actually conceive of similar operations in the initial- and post-initiation epoch. Both rely on the two integrators (which are negatively correlated, so not independent) and elapsed time to establish the log-odds for confidence, and in both epochs, the choice is based on the states of the competing accumulators. We were opaque on this last point because we adopted, and failed to explain, a simplification, applied to the post-initiation epoch only, that allowed us to display the change-of-direction bound as a threshold in belief space. We will justify the simplification in a moment, but the important point is that there is really no conceptual "asymmetry." Before justifying the simplification, we need to explain the more fundamental awkwardness that the reviewers spotlight -- that is, why wasn\'t the initial decision based upon a measure that combines the two integrators, such as log-odds?

The reason is that such a termination on log-odds is inconsistent with existing behavioral and neurophysiological data. For example, (1) If decisions terminate on the same log odds correct, confidence (by definition) would be the same for all choices, independent of reaction time and stimulus strength. Even if the log-odds bounds were to move in time, the confidence would be purely time-dependent and not depend on coherence (inconsistent with Kiani et al., Neuron, 2014). (2) A constant log-odds correct bound would produce a very flat choice function (probability correct as a function of coherence) and bizarrely long reaction times. (3) Neural representations of accumulated evidence have been reported in several areas of the monkey brain. The drift and noise are consistent with the representation of a DV, and there is a signature of a terminating bound applied to the neural representation of the winning DV. All of the information to compute log-odds correct is available in the state of the competing DVs and elapsed time, but there is no evidence that the firing rate of the competing accumulators combine these sources to represent log-odds explicitly.

Therefore, there is ample justification for assuming different circuits for DV and belief (if belief is explicitly represented at all). Importantly, however, it is easy to show that any computation based on belief (e.g., reporting confidence or its changes) can be formulated as a time dependent criterion on the DVs.

In principle, everything we just stated about the initial decision should apply to the post-initiation epoch to explain change of mind about confidence and/or direction. However, we made a simplifying assumption that allowed us to perform both calculations in belief space. Because the information available in this epoch is limited by *t~nd~* and motor costs, we assumed that subjects would base their choices on all the available information up to some point (*t~pip~*≤ *t~nd~*). Thus we are ignoring explicitly (it is now explicit in the revision) the likelihood that a change of mind has a termination rule. We think it does (with all kinds of interesting motor costs), but there are too few trials to achieve traction on this, as we now explain. Expressing changes of confidence via a criterion in log-odds is already the natural choice, of course. We conceive of the change of mind about direction as operating on the state of the DVs at *t~pip~*. For example, were the criterion for change of choice simply a change in the sign of the balance of evidence, this would be identical to a log-odds criterion at zero. However, the hysteresis effect for choice places the criterion on DV on one or the other side of zero. In summary, our simplifying assumption introduces a minor approximation which allows us to illustrate changes of confidence and choice on the same figure, which we view as useful to readers -- or should be now that we have cleared up the confusion.

Finally, we acknowledge that it is possible to view both confidence and choice as operating on DVs and elapsed time. This is the approach that yields the optimal policy (stopping rule) for deciding among the four options (left/right direction x high/low confidence) based on optimizing the points per unit time (or some other desideratum), as pursued by Drugowitsch and Rao groups, for example.

We have clarified the approximation and our rationale in the revised manuscript (see Methods).

*Finally, there were several important points that do not require more analysis but that the reviewers thought merited serious consideration and discussion. 7) The evidence for separate mechanisms includes a correlation of confidence parameters across subjects when completing distinct tasks that is not seen in the decision-making parameters. The model in this paper seems to be distinct from that* --

*it seems that one would expect the low-high confidence boundaries to remain intact but the decision boundary to change when a new task is performed. Hard to imagine why this would occur in one model, so this issue should at least be discussed.*

The reviewers seem to be making an intriguing connection to a controversial literature bearing on the question of whether individuals performing different tasks tend to exhibit consistent "metacognitive" sensitivities, such that some individuals are consistently better than others at discriminating correct from incorrect decisions (e.g., Fleming et al., Science 2010). We do not have much to say about this, but the analysis in [Figure 7](#fig7){ref-type="fig"} demonstrates one reason why a subject might have higher metacognitive sensitivity than another. When confidence is reported after a choice, confidence can be influenced by additional evidence accrued after the commitment to a choice. The idea is similar to one discussed by Pleskac and Busemeyer (2010), and more recently by Moran, Teodorescu and Usher (2015) and Yu, Pleskac and Zeigenfuse (2015). The analysis of [Figure 7](#fig7){ref-type="fig"} demonstrates that the opportunity to revise the initial confidence based on additional evidence leads to higher 'metacognitive' sensitivity. Therefore, an intriguing possibility is that individuals with higher metacognitive sensitivity are those that can accumulate evidence for longer periods of time (or more efficiently) after the commitment to a choice. This mechanism could account for individual differences in sensitivity without the need to postulate separate mechanisms for choice and for confidence. Furthermore, it is empirically testable, with analyses like those shown in [Figure 4](#fig4){ref-type="fig"}. We now have added the following to Discussion:

"The evaluation of additional evidence may explain why confidence ratings are more strongly correlated with accuracy when they are reported with less time pressure (Yu et al., 2015), and why some individuals appear to be better than others at discriminating correct from incorrect decisions (e.g. Ais et al., 2016)."

*Perhaps the authors data do explain this, but it is unclear to me* --

*there is a well-known \"high-low effect\" whereby subjects are more confident than they should be at hard decisions (low coherence) and less confident than they should be at easy decisions (high coherence). My intuition is that if a decision is made yet more information affecting confidence is received post-decision then that extra information would more likely favor the decision (so boost confidence) in easy decisions but as often as not favor the non-chosen target (so reduce conference) in difficult decisions. Is this effect accounted for in the authors\' framework? The universal increase in log-odds ratio shown in [Figure 7](#fig7){ref-type="fig"} suggests not (but I have not gone through the calculated effect here so may be wrong).*

We don't need to resort to changes of mind to explain the high-low effect. For example, Kiani et al. (Neuron 2014) showed that even at the lowest coherence, where participants are at chance, the predicted certainty is around 0.7. And for the high coherence trials certainty is at around 0.9 despite almost perfect performance. So the high-low effect arises naturally from the diffusion model. The reviewers' intuitions are partly correct, but the deterministic component of the DV contributes a biastoward higher confidence for all correct trials. The deeper intuition behind high-low is to think about all the motion strengths and directions that could have given rise to the DVs at decision time. The DVs achieved in a high-coherence trial could occasionally arise in a low- or intermediate-coherence trial. This possibility biases confidence to lower values despite nearly perfect accuracy on high-coherence trials. Similarly, the DVs achieved in a low-coherence trial could be occasionally observed in an intermediate- or high-coherence trial, biasing confidence on low-coherence trials to higher values despite near chance accuracy.

*8) In trying to think through the arguments about the amount of stimulus time not affecting the initial decision, I started wondering about a related time scale that I\'m not sure was considered: how long does it take to reverse an already begun motor action? If this takes a long time, then it seems that there may be a very narrow window to actually accomplish a change of mind reflected in a hand movement direction change. Is this accounted for implicitly in the time scale arguments and model for the deadline for change of mind, i.e. can the state of belief at t~pip~ actually turn around the hand this late into the process?*

Yes, this is implicitly included in *t~pip~*, but we were less than clear on this, and thank the reviewers for bringing this to our attention. We suggest that *t~pip~* ([Figure 3](#fig3){ref-type="fig"}) is the amount of the non-decision time participants will use after the initial decision to determine whether to change one's mind. This is partially determined by the physical effort to change the trajectory of the hand. We showed previously (Burk et al., Plos One, 2014) that manipulating the effort required to change one's mind can affect the number of changes of mind and *t~pip~*. We revised the legend to [Figure 3](#fig3){ref-type="fig"} to make the latencies clearer, and we reinforce the concept that *t~pip~* cannot exceed *t~nd~*.

9\) I think the authors should mention and compare their model with a recent paper by Wei and Wang (J Neurophysiol) which purports a biophysical mechanism that produces similar results. I think one discrepancy may be the confidence in errors (Figure

2C) being of incorrect trend in their model. With respect to this final point, note that in the reviewer discussion it was made clear that we do not intend you to code up the Wang model, but instead to discuss the likely similarities and differences.

The Wei and Wang paper focuses mainly on the post-decision wagering task (Kiani & Shadlen, 2009), although they devote a section to the RT version of the task. Wei and Wang estimated confidence based only on the difference of neural activities in a ring attractor model. Computation of confidence in their model is in essence similar to the Balance of Evidence model explained above (see point \#4). It suffers from the same shortcomings too. For example, as the reviewers mentioned, the model predicts that confidence in errors decreases with stimulus strength, contrary to the data. Despite this failure, we appreciate Wei and Wang's model as a step toward understanding the circuit that underlies choice and confidence. They are aware of the discrepancy between their model and experimental results and are working toward a better solution (see their Discussion).

We now cite this paper when we mention the alternative model that bases confidence solely on balance of evidence (i.e., ignoring elapsed time).

[^1]: These authors contributed equally to this work.
