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En esta memoria se aborda tanto en el caso ntido como en el difuso uno de los principales
problemas asociados a la teora de la decision como es el de la representacion de las pre
ferencias La teora desarrollada sera utilizada para la mejora de diversas tecnicas para la
clasi
cacion en problemas de teledeteccion
Un problema de decision es abordable cuando permite una respuesta clara y sencilla
probablemente sin tener en cuenta un modelo abstracto Sin embargo los problemas de
decision complejos requieren de un modelo matematico para su analisis
La complejidad de un problema en el sentido de no poder ser resuelto de forma directa
puede venir dada por un problema de organizacion de la informacion aunque el decisor esta
desbordado por la cantidad de informacion el problema solamente requiere procedimientos
de organizacion de datos o por la estructura interna del problema es en este caso cuando
el modelo formal juega un papel esencial en el problema de decision al mostrar la estructura
interna del problema
Sin embargo los modelos matematicos de estos problemas complejos pueden ser difciles
de resolver y de interpretar Por este motivo en muchas ocasiones se buscan procedimien
tos de simpli
cacion del modelo que permiten una facil resolucion dando lugar a soluciones
aproximadas las escuelas americanas clasicas de multicriterio se pueden englobar aqu ver
por ejemplo 
Otra alternativa es no tratar de resolver el modelo sino comprender el problema entender

su estructura de modo que el problema pueda ser analizado por medio de un adecuado
software casi seguro interactuando con el decisor Los decisores no suelen aceptar cajas
negras en sus procesos de decision parcialmente porque ellos conocen la naturaleza compleja
del problema que estan tratando
Una de las claves para poder entender un problema de decision es el conocimiento de los
posibles criterios subyacentes La teora clasica de la dimension es una posibilidad natural
cuando la informacion esta dada en terminos de relaciones ntidas el numero de criterios
subyacentes debe ser una va para el conocimiento entendimiento y toma de decisiones de
dicho problema Algunas de las aproximaciones algortmicas conocidas pueden verse en 
Cuando se trata con relaciones de preferencia difusas la busqueda de una representacion
comprensible para el decisor es absolutamente necesaria Una primera propuesta puede ser
encontrada en  a partir de la as llamada funcion de dimension
La funcion de dimension tal y como aqu va a ser desarrollada trae al contexto difuso
algunos conceptos fundamentales en la representacion de relaciones de preferencia ntidas
Hay que puntualizar que incluso en este contexto se presentan di
cultades computacionales
que han frenado el desarrollo de dicha teora en la practica El trabajo de Ya	nezMontero
 jugara un papel esencial en este aspecto
Esta memoria ha sido desarrollada como indicamos a continuacion
En el captulo  se introduce un nuevo concepto de dimension para cualquier tipo de
relacion ntida no reexiva Esta nueva de
nicion dara lugar a nuevas representaciones de las
relaciones de preferencia binaria Algunas propiedades son desarrolladas as como algunos
algoritmos que permiten su calculo En este captulo tambien se presenta el concepto de
dimension desde diferentes visiones de racionalidad dando lugar a nuevas representaciones
Una vez de
nido el concepto de dimension en el caso ntido en el captulo  se introduce
la funcion de dimension de relaciones de preferencia difusas Algunas propiedades deseables
para dicha funcion son analizadas
Los captulos   y  abordan el problema de clasi
cacion en teledeteccion La teledetec
cion se puede de
nir como el conjunto de tecnicas que permite obtener informacion a distancia
de las areas de la super
cie terrestre mediante el analisis de la energa electromagnetica que
las mismas emiten y reejan
Los problemas de clasi
cacion en teledeteccion son muy complejos debido a diversos facto
res como son la climatologa rotacion de la tierra altitud de cada uno de los pixels ademas
de problemas de decision complejos Este problema se considera un problema abierto
En los captulos  y  se desarrollan nuevas tecnicas para la clasi
cacion de imagenes
digitales desde diferentes perspectivas teniendo en cuenta la informacion dada por el entorno
de un pixel
En el captulo  se buscaran en una primera fase regiones homogeneas teniendo en cuenta
el concepto de variacional de un pixel posteriormente en una segunda fase se determinara
una clasi
cacion difusa
En el captulo  se aborda el problema de la clasi
cacion difusa de imagenes digitales
para ello se obtendra en una primera fase una clasi
cacion ntida basada en la coloracion de
un grafo difuso Al igual que en el anterior captulo esta clasi
cacion ntida dara lugar a una
clasi
cacion difusa de la imagen digital
Finalmente en el captulo  se propone una metodologa para la agregacion de los metodos
de clasi
cacion vistos anteriormente basada en la representacion de las relaciones de prefe
rencia En este sentido la teora desarrollada en los captulos  y  permite analizar este
tipo de problemas proporcionando herramientas validas para el problema de clasi
cacion Se
analizan diversos metodos y propiedades
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El objetivo de este captulo sera el de sentar las bases para una buena compresion de esta
memoria Para ello en primer lugar se hara un breve repaso a los problemas de decision y
porque es interesante el analisis de las preferencias de un decisor En segundo lugar se veran
algunos conceptos basicos sobre conjuntos difusos incertidumbre y relaciones de preferencia
Finalmente se plantea el problema de la clasi
cacion en teledeteccion
 Problemas de decision
Los problemas de decision estan presentes en cualquier momento de nuestras vidas La
mayora de las veces que nos enfrentamos a uno de estos problemas se utiliza la logica
intuicion experiencia etc  para tratar de tomar una decision acertada Sin embargo
existen muchas situaciones en las que la incertidumbre cantidad de informacion disparidad
de criterios o simplemente complejidad del problema hacen que la razon la intuicion o la
experiencia den lugar a decisiones erroneas Es en estos casos cuando se requiere de un buen
analisis Por este motivo surgen los sistemas de ayuda a la decision que permiten analizar
y comprender el problema que el decisor tiene entre manos Una buena comprension del
problema incluye la identi
cacion de los distintos criterios que inuyen en la decision una

Captulo  Introduccion 
valoracion adecuada de estas permitira al decisor tomar mejores decisiones
Algunos ejemplos de problemas de decision son
 Una persona que va a decidir la adquisicion de un coche tendra en cuenta los criterios
precio capacidad estetica consumo seguridad 
 Un estudiante que debe decidir que carrera universitaria elegir tendra que tener en
cuenta aptitudes salidas gustos dicultad 
 Una familia que debe decidir la compra de una vivienda tendra que tener en cuenta
precio zona confort 
Todos los problemas de decision vistos en los ejemplos anteriores son problemas multicri
terio y por tanto la di
cultad de la decision estriba en la existencia de criterios que pueden
ser contradictorios entre s En estos casos el problema que se le plantea al decisor es el de
decidir cual de sus alternativas es la mas deseable
En funcion de las caractersticas del problema de decision que se trata de resolver existen
diversos metodos y planteamientos de ayuda a la decision Algunas enfoques son
Programacion multiobjetivo
La programacion multiobjetivo u optimizacion vectorial es de gran utilidad cuando el marco
decisional esta de
nido por una serie de objetivos a optimizar que deben satisfacer una serie de
restricciones Las funciones objetivo seran modelizadas al igual que las restricciones mediante
programacion matematica
Como en la mayora de los casos es imposible maximizar todos los objetivos satisfaciendo
las restricciones la programacion multiobjetivo trata de encontrar y determinar el conjunto
de soluciones e
cientes o de Pareto
Captulo  Introduccion 
Denicion  Se dira que una decision es optima de Pareto si no existe otra decision que
la mejore en todos los objetivos siendo al menos en uno mejor estrictamente
En la literatura se pueden encontrar diversas aproximaciones que tratan de encontrar el
conjunto de soluciones e
cientes Algunas de ellas son el metodo de las restricciones  el
de las ponderaciones  el metodo NISE  el simplex multicriterio  etc
Programacion de Compromiso
La programacion compromiso fue inicialmente desarrollada por Yu  y por Zeleny 
 La idea basica de la programacion por compromiso consiste en utilizar un punto ideal
como punto de referencia para el decisor Teniendo en cuenta que en el punto ideal se maximi
zan todos los objetivos del decisor el decisor eligira de entre todos los puntos e
cientes aquel
que se encuentre a distancia menor del punto ideal De esta forma mediante la programacion
compromiso se reduce en cada paso el conjunto de alternativas deseables para el decisor
En este enfoque la eleccion de la funcion distancia es esencial y no debe entenderse
unicamente en sentido geometrico ya que debe contemplar las preferencias del decisor
Programacion por metas
Uno de los problemas que tienen los enfoques anteriores es la complejidad computacional A
medida que se incrementa el tama	no del problema se hace muy complejo el calculo de todas
las soluciones e
cientes
La programacion por metas cambia la 
losofa de optimizacion vista por los anteriores
enfoques En este nuevo enfoque la idea no es maximizar una funcion sino la de satisfacer una
serie de restricciones metas Para ello bastara con determinar niveles mnimos de aceptacion
para algunos objetivos que pasaran a ser parte de las restricciones del problema
Captulo  Introduccion 
Desde el artculo pionero de Charnes y Cooper  se han desarrollado numerosas tecnicas
basadas en programacion por metas algunas de ellas se pueden encontrar en 
Enfoques interactivos multicriterio
En estos enfoques se van mejorando soluciones parciales gracias a la interaccion con el de
cisor hasta que se llega a una solucion adecuada para todos Algunos de los mas conocidos
algoritmos interactivos en problemas de decision son Metodo STEM  Metodo de Zionts
 Wallenius  ELECTRE  PROMETHEE   y otros muchos
Los enfoques se	nalados anteriormente programacion multiobjetivo de compromiso por
metas e interactivo tienen un denominador comun en todas ellos se tiene un conocimiento
a priori de los criterios factores y objetivos del problema de decision Sin embargo existen
otros problemas de decision en los que los criterios o los objetivos no son conocidos incluso
por el decisor Veamos algunos ejemplos
 Supongamos que se tiene que elegir entre varios cuadros cual de ellos es mas bello El
concepto de belleza es algo subjetivo a cada persona por lo tanto lo que para una
persona puede ser bello para otra podra no serlo En este problema de decision parece
muy complicado establecer unos criterios a priori
 En problemas de clasi
cacion en teledeteccion suele ser habitual tener que discriminar
entre varias fotografas dependiendo de cual de ellas reeja mejor el objeto que se esta
estudiando En el problema de decision asociado los criterios estan basados en la
experiencia y en la mayora de los casos son desconocidos por el fotointerprete
Un enfoque adecuado a este tipo de problemas es el basado en el analisis de las preferencias
del decisor
As pues existen diversas situaciones en las que sera muy interesante determinar cuales
son los criterios objetivos y factores que inuyen en el problema de decision
Captulo  Introduccion 
En esta lnea aparece el concepto de dimension que se analizara en el captulo   en
relaciones de preferencia El concepto de dimension en una relacion de preferencias responde
a la idea del numero de criterios que explican las preferencias del decisior Una vez que se
tienen dichos criterios la comprehension y resolucion del problema se hace mas asequible
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   en otro caso
Denicion  Se dice que R es un orden parcial si veri
ca las siguientes propiedades









































 Conceptos Basicos sobre conjuntos difusos
La teora de los conjuntos difusos fue introducida por L A Zadeh  en  Este
nuevo concepto cambio la forma de considerar la ambiguedad y la imprecision as como el
tratamiento de problemas en los que aparece incertidumbre En las teoras tradicionales se
fuerza a que las representaciones del mundo real que se realizan encajen dentro de modelos
muy precisos tomando la imprecision como un factor de distorsion El concepto de conjunto
difuso as como el concepto de incertidumbre difusa supuso una revolucion en contextos
como la teora de decision y la clasi
cacion
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Por este motivo es necesario incorporar la imprecision para representar la informacion
en procesos en los que un aumento de la precision volvera completamente inabordable el
problema
Incertidumbre
Dependiendo de la situacion existen muchos tipos de incertidumbre por ejemplo cuando se
esta lanzando un dado acerca de cual sera el resultado cuando la gente piensa si le iran bien
las cosas cuando una empresa se pregunta cual sera la demanda de un producto cuando
alguien dice preferira no madrugar Esta claro que en todos estos casos existe lo que se
conoce diariamente como incertidumbre pero se puede observar que la incertidumbre en los
casos mencionados anteriormente es muy diferente
En unos casos se tiene incertidumbre probabilstica por ejemplo no se cual sera el resul
tado cuando se tire el dado pero se conoce la distribucion de probabilidades y por tanto se
podra tomar una decision que dependa del resultado del dado Cuando la empresa se pre
gunta cual sera la demanda de un producto esta claro que existe incertidumbre pero podra
hacer un estudio de series temporales para poder estimar cual sera la demanda con un grado
de con
anza Sin embargo cuando alguien dice Preferira no madrugar la incertidumbre de
esa frase viene dada por la vaguedad que tiene el lenguaje por las aspiraciones del decisor
porque en el lenguaje no suelen aparecer verdades absolutas no existe el s o el no como lo
conocemos normalmente en matematicas en realidad lo que quiere expresar esa persona es
que sus preferencias iran evolucionando a medida que vaya pasando la hora de levantarse
As pues esta claro que existen ademas de la probabilstica otros tipos de incertidumbre
Cuando en este trabajo se habla de la incertidumbre difusa se hace referencia a un incer
tidumbre mas subjetiva que objetiva se hace referencia a una incertidumbre en la forma de
hablar vaguedad en el lenguaje a la incertidumbre que aparece cuando se quiere modelizar
una preferencia personal a los grados de verdad con que ocurren las cosas etc
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El concepto de conjunto difuso recoge esta idea
Conjuntos difusos
Denicion  Sea X un espacio de objetos no vaco con un elemento generico de X que
denotamos por x
Un conjunto difuso o clase difusa A en X es una funcion 
A
de X llamada funcion de
pertenencia que asocia a cada punto de X un numero real en el intervalo  El valor de

A
x representa el grado de pertenencia de x a A As cuanto mas cerca este 
A
x de la
unidad mas alto es el grado de pertenencia de x a A Claramente la funcion de pertenencia
es la extension de la funcion caracterstica clasica de un subconjunto de X Zadeh 
Denicion  Sea A conjunto difuso en el universo X De
nimos  corte de A y lo deno
tamos por A

al siguiente conjunto fx  X
A
x  g
Denicion  Un conjunto difuso A se dice vaco si y solo si su funcion de pertenencia es
identicamente  en X esto es 
A
x   para todo x  X





x para todo x  X
Denicion 
 Dubios y Prade  de
nen un numero difuso como un conjunto difuso en
la recta de numeros reales As pues un numero difuso ea es un conjunto difuso con funcion
de pertenencia 
a
 Existen diversos tipos de numeros difusos a continuacion veremos algunos
de los que mas se han utilizado en la literatura Esta de
nicion ha sido criticada por Kerre
 que exige que los numeros difusos veri
quen algunas propiedades deseables como la
continuidad de la funcion de pertenencia convexidad etc
Captulo  Introduccion 
Operadores de conjuntos difusos
Al igual que en el tratamiento de problemas de optimizacion logica decision etc se hace
imprescindible el uso de las operaciones basicas entre conjuntos como interseccion union
complementaridad para el tratamiento de problemas con incertidumbre difusa es necesario
introducir las principales operaciones entre conjuntos difusos interseccion union complemen
taridad 
L A Zadeh sugirio la utilizacion de min max como extension natural de las
operaciones interseccion y union en conjuntos ntidos respectivamente
Pero la naturaleza de los conjuntos difusos permite de
nir nuevas operaciones As nos
encontramos autores como Fodor  Ovchinnikov  Trillas  Weber  y Yager
 entre otros introducen los operadores T norma y T conorma Una propiedad funda
mental de estos operadores es que contienen como caso particular los de
nidos originalmente
por Zadeh
Estas nuevas operaciones de
nidas entre conjuntos difusos entre las que se destacan
las Tnormas y las Tconormas juegan un papel esencial en los procesos de agregacion de
conjuntos difusos
T normas
Las conjunciones que vamos a ver a continuacion sirven como base para de
nir las intersec
ciones de subconjuntos difusos de un conjunto dado
Denicion  Una funcion T   

	   que veri
ca
T  x  x x    
T x y  T y x  x y    
T x T y z  T T x y z  x y z    
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T x y 
 T u v si  
 x 
 u 




se denomina norma triangular o tnorma
T conormas
Las disyunciones que vamos a ver a continuacion sirven como base para de
nir las uniones
de subconjuntos difusos de un conjunto dado
Denicion  Una funcion S   

	   que veri
ca
S x  x x    
Sx y  Sy x  x y    
Sx Sy z  SSx y z  x y z    
Sx y 
 Su v si  
 x 
 u 




se denomina conorma triangular o tconorma
Hemos de se	nalar que como en el caso de las tnormas   juntas implican S x 
 x   
Ejemplos
Las siguientes funciones son ejemplos de tnormas y sus tconormas asociadas
 T

x y  mn fx yg
S

x y  max fx yg Zadeh
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 T

x y  x  y
S

x y  x y 	 x  y probabilstica
 T

x y  max fx y 	  g
S










mn fx yg si max fx yg  









max fx yg si x   o y  
 en otro caso
Negaciones
La negacion es una operacion unitaria que identi
ca el valor verdadero de NOT P de un
proposicion P 
Denicion  Una funcion n    	   que satisface n   n   y ademas
es no creciente se denomina negacion
Denicion  Una negacion n se denomina estricta si n es continua y estrictamente
decreciente Se denomina fuerte si es una involucion nnx  x x   
Tripletas de Morgan




dos negaciones estrictas entonces se pueden
expresar dos tipos de leyes de De Morgan
Primera ley n

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 Agregacion en conjuntos difusos
En esta seccion haremos un breve repaso sobre la agregacion en conjuntos difusos que es
esencial en problemas de clasi
cacion difusa Los procedimientos de agregacion de informa
cion estan presentes continuamente en la mayora de los problemas y decisiones a las que nos
enfrentamos
En muchos contextos por ejemplo la elaboracion de una opinion global el proceso de
agregacion es esencial En principio la unica propiedad que se debe exigir a una regla
de agregacion es su capacidad para transformar un conjunto de datos dando lugar a una
representacion mas sencilla
Existen diversas formas de de
nir un operador de agregacion Aqu se propone la siguien
te







que las siguientes condiciones ver entre otros los trabajos de Dombi  
 
n






       
 
n
       
Asimismo consideraremos que una regla de agregacion debe agregar un numero 
nito
pero arbitrario de valores a traves de operadores de agregacion apropiados Tomando como
espacio de valores el intervalo unidad lo cual en ningun modo puede considerarse restrictivo
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     a
n

dicho usuario le aplicara 
n






     a
n

A diferencia de otros enfoques que estan interesados en el operador se seguira la lnea
desarrollada por J Montero   donde lo mas importante es la regla de agregacion
Notese que en una regla de agregacion pueden ser diferentes los operadores de agregacion 
n
en funcion de n
Operadores OWA
En algunos problemas la ordenacion previa que se permite al decisor o usuario es unica bien
porque el orden en el que los datos le son aportados tiene un signi
cado esencial al haber
sido procesados y ordenados los datos bien porque solo hay una forma natural de hacerlo
Los operadores OWA son una importante familia de operadores que suponen el orden
usual en el intervalo unidad Introducidos por Yager   con el intento de englobar
a un buen bloque de agregadores situados entre el operador mnimo y el operador maximo
la mayor tnorma y la menor tconorma respectivamente su presentacion mas usual esta
basada en la ordenacion natural decreciente
Un operador OWA de dimension n es un operador
   
n
  
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tal que para cualquier nupla a

     a
n
 le asigna un valor ponderado
a












para alguna familia de pesos W  w
















 Relaciones de preferencia difusa
La teora de los conjuntos difusos permite extender el concepto de relacion binaria del caso
clasico asignando a cada par ordenado de elementos un numero en el intervalo unidad que
representa el grado de verdad con el cual los elementos en cuestion pertenecen a la relacion
ver el trabajo de Zadeh 
Denicion  Sea X un conjunto dado y T S n una tripleta de De Morgan modeli
zando AND OR y NOT respectivamente entonces Una relacion binaria difusa R es una
funcion R  X X   

Esto es R es una funcion tal que asigna a cada par de puntos a b  X el valor Ra b
Este valor recoge el grado de interaccion entre a y b En el caso que estamos tratando X
sera el conjunto de alternativas y R una relacion de preferencia difusa en X entonces Ra b
se entiende como el grado en que a no es peor que b Utilizando la terminologa de los
conjuntos difusos R es un subconjunto difuso del conjunto X X se justi
ca as el termino
de relacion binaria difusa

Llamaremos R a la relacion pero denotaremos 
R
cuando nos reramos a la funcion de pertenencia de
dicha relacion
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Dada la relacion binaria difusa R es posible de
nir las relaciones binarias complementario
R
c
y la inversa R

de una relacion difusa R se de
nen de la siguiente forma
R
c
a b  nRa b 
R

a b  Rb a 
Algunas propiedades basicas de las relaciones binarias difusas son
Denicion  Una relacion binaria R difusa en X se dice que es
 reexiva si 
R
a a   a  X
 irreexiva si 
R
a a   a  X




b a  




b a   para cada a b  X




b a  













a b a b c  X
Para mayor informacion acerca de las relaciones de preferencia se puede empezar en J
Montero y J Tejada  Montero et al  Ovchinnikov  S Ovchinnikov y M Roubens

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 Estructura de preferencia
La modelizacion de preferencias es una parte fundamental de varios campos aplicados pero
al mismo tiempo tiene interes desde el punto de vista teorico
Como ya se indico anteriormente en la teora clasica de modelizacion de preferencias
ver entre otros el trabajo de M Roubens y Ph Vincke  una relacion binaria R
con respecto a cada par de alternativas a b de un conjunto dado X se considera como una
relacion de preferencia debil
aRb a no es peor que b
Esto implica que R es una relacion reexiva Asociada a cada relacion de preferencia binaria
R tenemos las siguientes relaciones
Preferencia estricta aPb aRb y no bRa
Indiferencia aIb aRb y bRa
Incomparabilidad aJb no aRb y no bRa
Orlovsky Ovchinnikov Roubens y Fodor han realizado avances importantesentre otros
ver J C Fodor  J C Fodor y M Roubens   S Ovchinnikov y M Roubens 
S Ovchinnikov  tratando el problema de de
nir valores de intensidad estricta a partir de
preferencias difusas debiles Sin embargo nuestro objetivo es de
nir a partir de los datos
la estructura de preferencia completa incluyendo no solo la preferencia estricta sino tambien
la indiferencia y la incomparabilidad
En esta memoria se ha analizado unicamente la relacion de preferencia estricta
A continuacion se veran algunas propiedades de las funciones de preferencia difusas que
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seran utiles para la comprension de trabajo





todo  	 

Denicion 	 Una relacion binaria difusa  de
nida en un conjunto 
nito X es maxmin
transitiva si
 x y Minfx zz yg x y z  X
Entonces es trivial demostrar que
Proposicion  Una relacion binaria difusa  es maxmin transitiva si y solo si R

es
transitiva    
Esta propiedad es desde luego generalizable para la nocion de relaciones max transitivas
ver DuboisPrade  por ejemplo
Denicion 
 Sea          operacion binaria en   con las propiedades
usuales entonces diremos que la relacion difusa  es max transitiva si y solo si
x y  x z  z y x y z  X
Por tanto la proposicion  puede generalizarse trivialmente al caso max transitivo
 Teledeteccion
A lo largo del tiempo se han dado varias de
niciones sobre el termino teledeteccion Es
tas de
niciones son ligeramente diferentes pero todas ellas tienen un denominador comun
obtencion de informacion a cierta distancia sobre el objeto en estudio Los problemas de
teledeteccion que se van a estudiar en esta memoria estan directamente relacionados con la
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observacion de elementos de la super
cie terrestre por medio de la energa electromagnetica
reejada o emitida Esto nos lleva a de
nir la teledeteccion como el conjunto de tecnicas que
permite obtener informacion a distancia de las areas de la super
cie terrestre mediante el
analisis de la energa electromagnetica que las mismas emiten y reejan
Se puede encontrar una introduccion historica a la teledeteccion en los trabajos de Camp
bell  Chuvieco  Simonett  y Stone  entre otros Un elemento esencial en
teledeteccion es la habilidad para grabar una imagen de la super
cie terrestre por tanto el
punto inicial de la evolucion en este campo podra decirse que fue la invencion de la fotografa
En sentido amplio la teledeteccion no engloba solo los procesos que permiten obtener una
imagen desde el aire o el espacio sino tambien su posterior tratamiento en el contexto de una
determinada aplicacion Es de especial interes entre otros en los campos de la geografa
biologa edafologa ciencias forestales agronoma oceanografa cartografa e inteligencia
militar
Como ejemplos concretos de aplicaciones de teledeteccion se pueden citar
 Catastro y Planeamiento Urbano
 Inventario regional del medio ambiente para preparar estudios de impacto ambiental
 Cartografa geologica para la explotacion mineral y petrolfera
 Veri
cacion de contenidos de salinidad en las principales corrientes de agua
 Cartografa termica de la super
cie del mar
 Veri
cacion y control de la calidad fsica del agua turbidez y contenido de algas
 Cartografa de la cobertura vegetal del suelo
 Rapida evaluacion de condiciones de estres en la vegetacion por lo efectos de la sequa
o deforestacion
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 Cartografa de areas quemadas y seguimiento de los ritmos de repoblacion natural
 Contribucion a la cartografa e inventario de la cobertura y uso del suelo
 Seleccion de rutas optimas para nuevas vas de comunicacion
 Cartografa e inventario de cultivos por especies
 Prediccion del rendimiento de cultivos
La mayor parte de las aplicaciones arriba rese	nadas no son exclusivas de la teledeteccion
espacial aunque el uso de esta consigue reducir los costes y el tiempo en obtener resultados
En breves terminos esta tecnica aporta frente a la fotografa aerea las siguientes ventajas
 Cobertura global y periodica de la supercie terrestre Gracias al uso de
satelites se pueden obtener imagenes repetitivas de la mayor parte de la Tierra incluso
de areas inaccesibles por otros medios  zonas polares o deserticas por ejemplo
 Vision panoramica Una sola imagen del satelite NOAA abarca  millones de
kilometros cuadrados
 Homogeneidad en la toma de datos Una gran super
cie se detecta por el mismo
sensor y en una fraccion muy peque	na de tiempo
 Informacion sobre regiones no visibles del espectro Los sensores opticos
electronicos facilitan imagenes sobre areas no accesibles con la fotografa convencional
infrarrojo medio y termico etc A cada imagen analizada se le asigna una serie de
variables que se llaman bandas espectrales Estas bandas del espectro proporcionan
una valiosa informacion para estudios medioambientales registrando problemas imper
ceptibles al ojo humano El formato digital de la imagenes agiliza su tratamiento y
reduce costes para integrar los resultados con otro tipo de cartografa mas convencional
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 Clasicacion en Teledeteccion
Para la mayora de usuarios de la teledeteccion la clasi
cacion supone la fase mas importante
en el tratamiento de imagenes digitales Esto es debido a que los datos que se obtienen de
los sensores son medidas relativas en muchos casos distorsionadas por el clima atmosfera
y otras condiciones ambientales Es decir estos datos obtenidos no tienen sentido por s
solos es necesario hacer una interpretacion Pero si bien no se puede establecer una medida
fsica como la humedad temperatura  asociada a cada banda existe una alta correlacion
positiva entre las bandas y este tipo de medidas Por ese motivo la clasi
cacion digital no
busca patrones concretos que pudieran servir en posteriores estudios busca patrones validos
para una determinada imagen y un territorio concreto ver   As pues en un primer
paso es preferible aplicar un algoritmo no supervisado hasta que el aprendizaje del sistema
nos proporcione mas informacion acerca de las clases
Denicion  Pixel Mnima unidad discriminante en una imagen digital
Denicion  La clasi
cacion de imagenes digitales es el proceso de asignar pixels a
clases Cada pixel se trata como una unidad individual compuesta de valores en diferentes
bandas espectrales
En la mayora de estudios que se desarrollan para la clasi
cacion de imagenes digitales se
comparan pixels entre s o con algunos objetos conocidos para poder formar grupos de pixels
similares en clases dependiendo de algunas categoras de interes Estas clases forman regiones
de un mapa o imagen de forma que despues de la clasi
cacion la imagen digital se presenta
como un mosaico de parcelas regiones homogeneas cada una de ellas normalmente seran
representadas mediante un color para poder ser visualizadas por el usuario
Captulo 
Dimension en relaciones de
preferencia binarias
En este captulo se analiza el problema de la representacion de relaciones de preferencia
binarias a partir de su dimension Con el 
n de evitar las limitaciones del concepto clasico
se propone un nuevo concepto de dimension que permite representar no solamente aquellas
relaciones que sean ordenes parciales sino cualquier relacion no reexiva Finalmente se ven
algunas propiedades asociadas a este nuevo concepto y se proponen diversos algoritmos para
su calculo
 El concepto de dimension
Desde un punto de vista normativo una hipotesis clave en la modelizacion de preferencias
es la de suponer que las preferencias de
nen un orden lineal estricto asimetrico transitivo
y relacion binaria completa  En este sentido las preferencias pueden ser modelizadas
en la recta real Los ordenes lineales estrictos son considerados en la mayora de los campos
como modelos ideales para los decisores los cuales son capaces de expresar sus preferencias
como un perfecto discriminador ante cada eleccion binaria En este caso cualquier problema

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de ordenacion de decisiones puede ser resuelto Sin embargo estos ordenes lineales estrictos
no se suelen encontrar en el mundo real La transitividad e incomparabilidad no puede ser
siempre impuesta esta es la principal razon por la cual los modelos con alternativas necesi
tan un estudio con mas detalle para conseguir una mejor representacion de las preferencias
individuales incluyendo la modelizacion difusa ver 
El concepto de dimension ha sido muy estudiado en el contexto de las relaciones binarias
ntidas Una relacion binaria puede verse como un subconjunto R  X X Tambien puede
verse como una funcion

R
 X X  f g




     x
n
g representa el conjunto 

















   en otro caso




 queremos decir que la alternativa x
i
es estrictamente preferida
a la alternativa x
j





Una relacion de preferencias binaria XR tiene asociado de forma directa un digrafo
G
R
 XR donde el conjunto de vertices son las alternativas y los arcos son las relaciones
A lo largo de la memoria cuando se trate con relaciones de preferencia binarias se hablara
indistintamente del digrafo o de la relacion
La Teora de la dimension fue inicialmente desarrollada por DushnikMiller  en el a	no
 y solamente es aplicada a ordenes parciales
Szpilrajn  demostro que cualquier orden parcial puede ser representado como intersec
cion de ordenes lineales Este resultado fue esencial para la posterior de
nicion de dimension
dada por DushnikMiller ver 
Denicion  Dado un orden parcial R Se de
ne la dimension de este orden al mnimo
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numero de ordenes lineales ordenes parciales completos cuya interseccion es R
Sea R un orden parcial o Poset Partial Order Set con dimension d Cada elemento
x
i
 X puede ser representado en el espacio x

i


























     x
n


















La interseccion de ordenes lineales en un poset permite contemplar las incomparabilidades
en la Teora de la decision La dimension d de una relacion ntida sugiere la existencia
de d criterios subyacentes y las coordenadas de cada elemento representan el valor de esa
alternativa respecto a ese criterio
Teniendo en cuenta esto el decisor podra entonces buscar criterios subyacentes
El concepto de dimension en relaciones de preferencia tiene asociado tres problemas in
ternos
i Un problema de representacion general Los ordenes parciales Las preferencias com
plejas tienen que ser representadas en terminos de preferencias simples El operador
interseccion representa los ordenes parciales con los ordenes lineales
ii Un problema de Racionalidad En la teora clasica las preferencias deben ser repre
sentadas en terminos de ordenes lineales que son nuestro nucleo de racionalidad lo
que en la teora clasica se entiende como consistencia La eleccion de este atomo de
racionalidad debe ser un problema a tener en cuenta
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iii Un problema de eciencia Basandonos en el principio de parsimonia la representacion
anterior tiene que ser tan simple y compacta como sea posible por este motivo se busca
la representacion minimal
Desde el punto de vista algortmico la Teora de la dimension presenta muchas di
culta
des Yannakakis  demuestra que el problema de determinar la dimension d de un orden
parcial es un problema NP 	 duro si la dimension es mayor o igual que  En esta lnea el
algoritmo exacto propuesto por Ya	nezMontero  permite el calculo de la dimension para
problemas con dimensiones medias
















































Figura  Representacion de las preferencias del ejemplo 
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 Representacion general de relaciones de preferencia bina
ria
Como ya se ha dicho anteriormente la Teora de la dimension clasica ntida propone la
representacion de ordenes parciales por medio de ordenes lineales Entre todas las posi
bles inconsistencias

 solamente la incomparabilidad es modelizada Para una modelizacion
mas realista se debera intentar relajar tanto como sea posible las restricciones acerca de la
relacion
En una relacion binaria R se distinguen a parte de la incomparabilidad dos diferentes
clases de inconsistencias no modelizadas por la de
nicion clasica de dimension
a Ciclos Un kciclo es una secuencia fx

     x
k

























Figura  Inconsistencia ciclo





















En la teora clasica se entiende como inconsistencia a toda relacion que no sea un orden lineal As
tendremos una inconsistencia cuando aparezcan intransitividades incomparabilidad o ciclos










Parece claro que un ciclo puede ser eliminado si se impone a la relacion que sea irre
exiva x x  R para todo x  X









  R es decir esta relacion de preferencia es
asimetrica
Podra tambien pensarse que los ciclos en una relacion de preferencias no puede darse
Pero para aquellos ciclos de longitud k 	  se veri
ca que a mayor longitud del ciclo mas
difcil y menos realista es eliminar estos ciclos de una relacion de preferencias El numero de
alternativas incrementa la posibilidad de que el decisor cometa este tipo de inconsistencias

Parece claro que este tipo de inconsistencias ciclos intransitividad no siempre pueden
ser eliminadas en la practica teniendo en cuenta que el decisor no es capaz de chequear sus
preferencias para 
jar nuestro modelo matematico Por este motivo se hace necesario dar un
nuevo concepto que permita modelizar este tipo de relaciones
Se consideran a continuacion dos posibles situaciones para poder entender la aproximacion
que en este captulo se hace
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La primera relacion R

que se tiene muestra dos alternativas incomparables permitiendo




























En la segunda relacion R

se tiene un ciclo de dos alternativas por lo que no se puede
tener una representacion como interseccion de dos ordenes lineales Sin embargo se tienen




que podran explicar la relacion R

















operados de distinta forma por
medio de la union y de la interseccion
El siguiente resultado demuestra que una relacion de preferencia estricta puede ser re
presentada en terminos de uniones e intersecciones de ordenes lineales ver   y 
mientras la incomparabilidad es explicada mediante la interseccion de operadores la incon
sistencia es decir ciclos y no transitividad estara explicada con el operador union
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g conjunto nito de alternativas y sea
C  fLL ordenes lineales en X g  X X






















































   Entonces denimos el orden parcial R
ij




































es un orden parcial por el resultado de DushnikMiller cada orden parcial puede
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Despues de demostrarse que toda relacion puede ser representada mediante uniones in
tersecciones de ordenes lineales se podra generalizar el concepto de dimension inicialmente
de
nido unicamente para una relacion transitiva y no reexiva
Denicion  Sea X un conjunto 
nito de alternativas Se de
ne la dimension generali











Como se puede observar en la demostracion del teorema  visto anteriormente la repre
sentacion minimal para el caso extremo de R   es obtenida por medio de interseccion de dos
ordenes lineales de este modo dimR   Para relaciones de preferencia mas generales sin
embargo el procedimiento de la demostracion del teorema  no necesariamente encuentra
la mnima representacion para R En realidad este procedimiento nos dara una cota superior
para el problema
A partir de ahora se denota por
 dimP Dimension de un poset en el sentido clasico 
 DimR Dimension generalizada de una relacion 
Veamos a continuacion los siguientes ejemplos
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Ahora cada uno de estos posets puede escribirse como interseccion de dos ordenes lineales de
forma que obtenemos una cota para la dimension de R se sabe que con  diferentes ordenes


































Sin embargo la relacion R de


















Existe otro caso extremo para el cual el procedimiento empleado en el teorema  es muy
ilustrativo
Ejemplo  Supongamos que se tiene la siguiente relacion R de


























































 i  j
Captulo  Dimension en relaciones de preferencia binarias 
Se puede concluir que R puede ser recubierto por medio de n  n 	  ordenes lineales Si
n   esta representacion implica el uso de todos los ordenes posibles en X Sin embargo
DimR   ya que R  x







     x

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Figura  Relacion binaria






con las siguientes matrices





































Figura  Relacion binaria descompuesta en ordenes parciales
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Captulo  Dimension en relaciones de preferencia binarias 



























































Para este caso la dimension generalizada es 
Aunque cabra esperar que la idea de dimension generalizada aqu propuesta coincida con
la de
nicion clasica en el contexto de ordenes parciales esto no tiene por que resultar as
Ademas la implementacion practica de la dimension generalizada es susceptible de la misma
crtica fundamental en el caso ntido su complejidad algortmica Posibles cotas pueden
obtenerse sin embargo adaptando los algoritmos desarrollados en  y 
Es inmediato demostrar por ejemplo que
Teorema  Sea P un orden parcial enonces DimP  
 dimP 
Demostracion  Es trival demostrar que DimP  
 dimP  si P es un poset ya que la
representacion minimal para P en el sentido clasico tambien nos sirve para dar una cota de
Dim	P

Sin embargo es esencial observar que nuevo concepto de dimension generalizada no es una
extension del concepto clasico de dimension dado un orden parcial la representacion gene
ralizada minimal puede requerir menos ordenes lineales que los que requiere la representacion
clasica como se puede ver en el siguiente ejemplo
Ejemplo  Sea X  fy





     z
n
g familia 
nita de n alternativas n   y
consideremos la relacion P

de
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En efecto tomemos k  
 k 










   si i 
 k 













   si i  j y i j 




   en otro caso




se ha logrado una representacion generalizada con
maxk n	 k   
 n
ordenes lineales y todava algunos de estos ordenes pueden estar repetidos o simplemente






Teorema  Sea X  fx

     x
n
g una familia nita de alternativas n   y sea P poset
denido en X Entonces
DimP  
 dimP  
 n
Demostracion la primera igualdad es inmediata de las de
niciones de dimension clasica
y generalizada para la segunda desigualdad ver Trotter  
Ademas como ya se ha visto puesto que cada arco se puede representar como interseccion
de dos ordenes lineales DimR 
 nn 	  sea cual sea la relacion binaria ntida y no
reexiva R siendo n  jXj
Sin embargo esta nueva de
nicion del concepto de dimension presenta algunos de los
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problemas que presentaba la de
nicion clasica la complejidad algortmica es alta
Complejidad del problema
Dada una relacion de preferencias binaria y no reexiva R  X  X El problema de la










Denotamos por DGDP decision generalized dimension problem al problema de decision
asociado Se demostrara que este problema de decision pertenece a la clase NP  es decir la
veri
cacion dada una solucion a la cuestion Es Dim	R
 
 k puede ser hecha en tiempo
polinomial
Proposicion  DGDP  NP
Demostracion
Dada una familia de ordenes lineales L
st





cacion puede ser hecha
en tiempo polinomial y por tanto pertenece a la clase NP  
Teorema  DGDP  NP 	 completo 
Demostracion
Yannakakis  demuestra que el problema de decision dimP  
 k es NP 	 completo para
cualquier k 
jo siendo k   De hecho el problema de decision asociado a la dimension
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clasica para un orden parcial P  siendo dimP    es NP 	 completo
Se va a demostrar que para cualquier poset de dimension  se tiene queDimP   dimP 
As se concluira que DGDP es un problema NP 	 completo
Sea P poset tal que dimP    Se veri
ca entonces queDimP  
 dimP  supongamos
que DimP  
  y se llegara a una contradiccion
No puede ser DimP    a no ser que P sea orden lineal y entonces se tendra que
dimP   
Por tanto DimP    Sea k el numero de uniones asociado a DimP  hay dos casos
  Caso k   entonces dimP    contradiccion ya que dimP   
  Caso k  
Para este caso salvo simetra solo tenemos dos posibles representaciones






 P sera union de dos ordenes lineales distintos por tanto P no sera
un poset









 Es este caso P  L

y entonces dimP   
As pues para posets de dimension  el problema de dimension clasico coincide con el nuevo
problema 
A pesar de todo se puede conseguir una buena cota para casos medianos mediante la
combinacion de los algoritmos que se presentan en  y 
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 Concepto de dimension no basado en ordenes lineales
La mayor parte de la literatura presupone y as se ha supuesto hasta ahora incluso en
esta memoria que la idea de racionalidad radica unicamente en la nocion de orden lineal
De este modo se puedan representar las alternativas como en la recta real Sin embargo
la racionalidad depende del contexto y puede variar de una aplicacion a otra o incluso
evolucionar en el tiempo ver por ejemplo MonteroCutello 
As pues no es descabellado pensar que un criterio no tiene porque ordenar las alternativas
como si de un orden lineal se tratara Por ejemplo supongamos que se quiere comprar una
casa y entre muchos criterios uno de ellos es la calidad del vecindario Con este criterio
puede ocurrir que sea imposible discriminar entre un barrio en las afueras donde no hay
problemas de ruido delincuencia etc y otro barrio donde las comunicaciones sean mucho
mejores pero se tengan problemas de ruido aparcamiento Este criterio podra ser un Poset
Desde este punto de vista cambiaramos el atomo de racionalidad de ordenes lineales por el
de ordenes parciales
En general se puede decir que cada decisor tiene una familia de estructuras de preferencia
que considera absolutamente racionales por ejemplo todos los ordenes lineales Esto es lo
que se puede denotar por nucleo de racionalidad A partir de ah se de
ne lo que se podra
llamar la familia representable de preferencias primero como intersecciones de elementos en
el nucleocaso clasico y luego como uniones de intersecciones caso generalizado
No se puede tomar como base de racionalidad cualquier familia de relaciones binarias
Pero tampoco se debe aceptar sin mas que los ordenes lineales sean el unico punto de partida
posible Por ejemplo en  se esta de facto admitiendo que todo orden parcial es abso
lutamente racional el nucleo de racionalidad no tiene por que estar formado por relaciones
completas sino simplemente las que son transitivas
El siguiente resultado muestra que tenemos un amplio potencial de nucleos de racionalidad
a partir de los cuales cualquier relacion de preferencia sigue siendo representable
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Teorema  Sea C familia no vaca de preferencias ntidas denidas sobre una familia
nita de alternativas de modo que
fR  C ja b  Rg  fa bg a b  X X
Entonces cualquier relacion binaria de preferencia puede representarse como union de inter
secciones de elementos en dicho nucleo
Demostracion
Cualquier relacion de preferencia considerada como un conjunto de alternativas se puede
representar como union de las correspondientes intersecciones 
Teorema 	 Sea X nito y sea C una familia de preferencias asimetricas en X C 
PX X Denotamos por   X  X a una permutacion y supongamos que
C  C  C

 C
para todo  es decir
a b  R a b  R

Se denota por   fR  a b  Rg Si jj 	  entonces cualquier relacion binaria
ntida puede ser representada por medio de uniones de intersecciones de elementos en C





C  fa bg









fa bg   En este caso es claro que si
x y  C con fx ygfa bg   existira otro C

  tal que y x  C

 y por tanto
x y  C

 si mas que considerar  tal que a  a b  b y  c x  d
Por otra parte si fx yg  fa bg   existen dos posibilidades o ni ajjc y bjjd o existe
una cadena de orden dos que contiene a tres de las cuatro alternativas






 En el segundo caso o a c c d  R o c a a b  C o c d d b  C
o a b b d  C Si por ejemplo a c c d  C se puede considerar una
permutacion  tal que a  a b  b c  x de forma que a x  C

pero x a  C

 pero si se considera una permutacion  tal que a  c b 
d a  x entonces x a  C

pero a x  C

 De forma similar se puede





para todos x y  a b
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 En otro caso en  no existe C

con la condicion de que fc dg  fa bg   En este
caso la relacion C esta formada por cadenas no transitiva de orden tres
En esta situacion es facil ver que

R




C  fa bg

Por tanto lo que se entiende por consistencia en la teora clasica podra relajarse dando
as lugar a diferentes nucleos de racionalidad El caso mas comun es que el decisor de
na una
estructura quedando los elementos sujetos a permutaciones con esa misma estructura basica
todos los ordenes lineales presuponen una representacion en una lnea recta por ejemplo
la familia C estara formada por las permutaciones de esa estructura Es decir que





obtenida como alguna permutacion  en el conjunto de alternativas ie
a b  R a b  R

Hay muchas estructuras ntidas que pueden servirnos como nucleo de racionalidad La
familia formada por todos los ordenes lineales esta en un extremo pero observar que segun
el resultado anterior sera lcito trabajar incluso con estructuras que contengan ciclos largos
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de alternativas diferentes
Ejemplo 	 En muchas ocasiones un decisor no es capaz de entender ordenar o chequear
de forma lineal un numero alto de alternativas por diversos motivos O bien porque el
numero es demasiado alto y le resulta inabordable el problema o bien porque existen algunas
alternativas que son incomparables o simplemente por la alta probabilidad de equivocarse
a la hora de ordenar Por estos motivos un posible nucleo de racionalidad mas abordable
podra ser un orden lineal pero de tama	no menor
Un caso de especial interes podran estar formado por las permutaciones de ordenes li
neales de tama	no k
Denicion  Orden lineal de tamano k
Sea X  fx

   x
n
g conjunto de alternativas posibles Una relacion R es un orden lineal
de tama	no k si veri
ca
 k alternativas estan relacionadas mediante un orden lineal
 El resto de las alternativas nk son incomparables a todas las alternativas
  
Figura  Orden lineal de tama	no 
La familia de permutaciones de todos los ordenes lineales de tama	no k pertenece al con
junto de atomos de racionalidad de
nidos anteriormente ya que obviamente se veri
ca
a b  R a b  R

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En los casos extremos
 k representamos la relacion no reexiva como el conjunto de preferencias que com
ponen la relacion
 kn tenemos los ordenes lineales
Ejemplo 












g conjunto de alternativas y sea R una relacion
binaria ntida de
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Supongamos que se escoge como atomo de racionalidad los ordenes lineales de tama	no 
La interseccion de ordenes lineales de tama	no  da lugar a poset de tres alternativas


Ordenes lineales de tama	no 
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 Relaciones con un solo arco
 Relaciones transitivas con dos arcos
 Relacion vaca
As pues en la representacion propuesta como uniones de intersecciones se tendra que
expresar la relacion R como union de ordenes lineales y aristas Un algoritmo que parece
natural proponer es el de encontrar todos los ordenes lineales de tama	no  primero para
luego representar los arcos no contenidos en ordenes lineales de orden 
En este ejemplo es facil comprobar que as se encuentra la representacion optima
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Tambien puede observarse que para este nucleo de racionalidad la representacion es
minimal
En este caso se puede comprobar que la dimension generalizada usando como nucleo de
racionalidad ordenes lineales tendra dimension menor
Esta propiedad no sera cierta en general La representacion mediante ordenes lineales
podra ser mayor menor o igual que la representacion mediante ordenes lineales de tama	no
tres en funcion del caso que tengamos
Ejemplo  Otro caso de interes podran estar formado por las permutaciones de una
estructura jerarquica ver 
Cuando se tienen muchas alternativas una tecnica para abordar el problema de dimen
sion puede ser el de empaquetar aquellas alternativas que se encuentren en un mismo nivel
entendiendo que entre ellas son incomparables con la intencion de que los paquetes ahora se
orden de una forma conocida De este modo se puede estudiar el problema de representacion
de esos paquetes En esta lnea aparecen las estructuras jerarquicas
Denicion  Una estructura jerarquica es un orden parcial R tal que existe una particion
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 j

















 fx yx  H
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Las estructuras jerarquicas se pueden organizar como ordenes lineales de posets cada H
j
representara un nivel en X Si cada uno de estos niveles H
j
contiene un unico elemento
nuestra estructura jerarquica es un orden lineal Si k   se trata de un orden parcial sin
mas
Teorema 







Demostracion directa gracias a Hiraguchi ver  pagina  donde la estructura
organizadora no era necesariamente un orden lineal sino un poset arbitrario cada P
j
puede
ser para Hiraguchi un nodo de un orden parcial cualquiera 
En cualquier caso es facil intuir que dentro de estas estructuras jerarquicas van a aparecer
los patrones de racionalidad en principio mas frecuentes
Observacion Otra posibilidad a tener en cuenta como ya se ha comentado es tratar de
eliminar las inconsistencias que se re
eran a ciclos largos ver  Los ciclos largos son
desde luego muy difciles de manejar para un decisor estandar que debe tener una intuicion
simultanea de toda la familia de alternativas As por ejemplo se podra admitir dentro de
nuestro nucleo de racionalidad los ciclos de una determinada longitud Esto lo podramos
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lograr considerando como parte del nucleo de racionalidad solamente las cadenas de una
cierta longitud declarando la incomparabilidad con el resto de alternativas la representacion
estara en este caso formada por cajas de tama	no acotado Quiza esta opcion podra ser un
camino para escapar a los problemas de complejidad que el calculo de toda dimension plantea
inicialmente
 Algoritmo
El concepto de dimension generalizado permite la representacion de cualquier relacion no
reexiva en esta seccion se plantean diversas heursticas para su calculo
La idea de orden parcial maximal ver ver     responde a la imposibilidad
de a	nadir un arco a la relacion de forma que se sigan manteniendo las propiedades de orden
parcial
El algoritmo propuesto por GonzalezPachon et al  necesita algunos resultados y
modi
caciones para poder ser extendido al caso en que tengamos relaciones no reexivas
En esta seccion se presenta un algoritmo que encuentra una buena cota mediante el citado
algoritmo combinado con el algoritmo propuesto por Ya	nezMontero en 
Como se ha visto en la seccion  de este captulo toda relacion no reexiva puede
representarse como union de interseccion de ordenes lineales por tanto toda relacion se
podra escribir como union de ordenes parciales Nuestro objetivo para obtener una cota
de la dimension sera en una primera fase representar toda relacion mediante uniones de
ordenes parciales maximales para luego obtener una representacion por medio de uniones de
intersecciones
Por tanto en una primera fase se tratara de empaquetar la mayor cantidad de preferencias
de forma racional entendiendo por un conjunto de preferencias racionales cuando forman un
poset
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Antes de mostrar el algoritmo presentado en esta seccion se veran algunas de
niciones
basicas
Denicion  Dada una relacion binaria no reexiva R se de
ne el conjunto de ordenes
parciales contenidos en R y se denota por P R
Denicion 	 P
















 P R P

esmaximalg





















El otro contenido se tiene trivialmente por la de












g Esta relacion es un orden
parcial es R Sea R
ij
un orden maximal de R que contiene a R
ij
que siempre existe De








 Luego el otro contenido tambien se da 
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Una vez demostrado que toda relacion se puede escribir como union de posets maximales
estamos en condiciones de presentar un algoritmo que permite esta representacion
Este algoritmo utiliza una estrategia voraz ira a	nadiendo arcos a la relacion siempre y
cuando sea posible chequeando las consecuencias al a	nadir o quitar un arco
Sea G
R
 XR digrafo asociado a la relacion de preferencias R
Denotaremos por m  jRj al numero de relaciones binarias por Cont al numero de arcos
no asignados y por Hetiq  XK al digrafo parcial de G
R
donde
 K es el conjunto de arcos asignados
El pseudocodigo del nucleo del algoritmo es el siguiente





do i  m
if etiqi   then
etiqi  




if boolean  false then
etiqi  
else





El procedimiento Transitividad calcula la relacion minimal transitiva que contiene a la
relacion de preferencias binaria que estamos modelizando mediante el digrafo Hetiq
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Proc TransitividadHetiqetiqiiboolean
Chequeo para la existencia de circuitos




if etiql h   then
do kn
if etiql h   y etiqh k   then
etiql k  








Una vez desarrollado el algoritmo que nos representa una relacion como union de posets
maximales basta con aplicar el algoritmo visto en  para obtener una cota de la dimension
de
nida en este captulo
A continuacion aplicamos el algoritmo presentado a una relacion de preferencias








g y sea R una relacion binaria ntida de
nida por la
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Figura  Relacion binaria
Supongamos que la ordenacion de arcos es la lexicogra
ca As primero ira la arco 
luego la   y as sucesivamente
Primera Iteracion La arco  se etiqueta











Figura  Relacion binaria












Figura  Relacion binaria
Tercera Iteracion La arco  se etiqueta













Figura  Relacion binaria
Cuarta Iteracion Al intentar a	nadir la arco  se forma un ciclo de tama	no dos por
tanto etiq    La arco  no forma un ciclo de tama	no dos luego en un principio se
etiqueta Sin embargo cuando llamamos al procedimiento transitividad la clausura transitiva
no puede formarse entonces no se etiqueta Lo mismo pasa con el arco   Se termina
con todos los arcos luego este poset es maximal Cont  
Quinta Iteracion Como Cont   todava nos quedan tres arcos por empaquetar Para
el calculo del siguiente poset maximal empezamos con un arco que no haya sido etiquetado
como es el  
Sexta Iteracion A	nadimos el arco  
Septima Iteracion A	nadimos el arco  
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Se puede observar que este algoritmo es polinomial ademas se podra aplicar la misma

losofa para desarrollar algoritmos que permitan una representacion como union de relaciones
que cumplan otras propiedades
Tambien puede pensarse en desarrollar un algoritmo como el visto en  en el que la
union de los posets se hace de forma disjunta En este algoritmo no se garantiza obtener un
poset maximal tal y como lo hemos de
nido
Observacion Este algoritmo obtiene una representacion de una relacion R como union
de posets maximales Esta representacion no tiene porque coincidir con la representacion
asociada a la DimR es decir la que minimiza el numero de ordenes lineales L
ST
tal que
R    L
ST

Concretamente en el ejemplo  al ser R  P un poset solo el operador interseccion es
utilizado y esta representacion utiliza mas ordenes lineales que DimP  DimP    

dimP   
Captulo 
Dimension en relaciones de
preferencia difusas
La mayora de los problemas de decision asociados a relaciones de preferencia vienen dados en
terminos de relaciones de preferencia difusas Uno de las principales crticas que se le achacan
a las relaciones de preferencia difusas es que son difciles de comprender e interpretar Nuestro
objetivo en este captulo es dar algunas herramientas utiles para la comprension de este tipo
de relaciones a partir del analisis de su dimension
Un problema espec
co que queremos resolver es el de la comprension de las preferencias
difusas dado que gran parte de los problemas de decision con los que nos encontramos parten
con informacion constituida por preferencias difusas
Una vez generalizado el concepto de dimension en la teora clasica se puede abordar sin
restricciones de caracter teorico la de
nicion de dimension Y entonces se podra abordar el
analisis de la dimension para la secuencia de cortes de una relacion de preferencia difusa
En este captulo al igual que se haca en el anterior se recalcara el hecho de que la
idea de dimension es efectivamente relativa a una idea previa de racionalidad pero que esa
racionalidad no es unica ver  y otros trabajos relacionados como 

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 Representacion de relaciones de preferencia maxmin tran
sitivas
Dado un conjunto 
nito X de alternativas una relacion de preferencias difusas en X es un
subconjunto difuso del producto cartesiano XX siendo este conjunto caracterizado a traves
de su funcion de pertenencia
  X X   




 representa el grado con el que la alternativa x
i
es preferida a x
j
ver



















Al igual que se tena en el caso ntido asociado a una relacion de preferencias difusas
se tendra un digrafo valorado G
R







 As pues se hablara indistintamente de la relacion de preferencias difusas o de la
matriz 
Una vez que     ha sido 
jado el corte de la relacion de preferencia valorada 
es de






























La relacion difusa de







Para    se de







































 Este problema estara presente en general para valores bajos de
 Para estos valores no podremos asignar ninguna dimension en el sentido clasico dado que
las relaciones asociadas no de
nen un orden parcial
En el ejemplo  se puede ver que para valores de  superiores a  desaparecen los
ciclos de orden  En general se tiene el siguiente resultado que se demuestra facilmente
Proposicion  Sea R una relacion de preferencias difusas Entonces R

es asimetrica
















Sin embargo el hecho de que  	 

no implica que podamos calcular la dimension en el
sentido clasico para R


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Denicion  Una relacion binaria difusa  de
nida en un conjunto 
nito X es maxmin
transitiva si
 x y Minfx zz yg x y z  X distintos
Es facil demostrar que
Proposicion  Una relacion binaria difusa  es maxmin transitiva si y solo si R

es
transitiva    
La transitividad de la familia de relaciones ntidas fR

    g debe estar relacionada
con la transitividad de la relacion difusa  Aunque se pueden encontrar en la literatura
diversas formalizaciones de transitividad difusa ver  la de
nicion mas extendida es la
maxmin transitiva
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Corolario  Sea  una relacion difusa maxmin transitiva Entonces R

sera un orden
parcial para todo  	 


Para aquellos casos en los que R

sea un orden parcial asimetrica y transitiva se puede
de
nir la dimension d La funcion de dimension ha sido en este sentido de
nida como
d    N
con d  dimR

 para aquellos  en que la dimension este bien de
nida
En la literatura se pueden encontrar diferentes aproximaciones para tratar el proble
ma de la dimension con preferencias difusas en funcion de diferentes puntos de vista Por
ejemplo Adnadjevic  propone una de
nicion alternativa para la dimension de relaciones
de preferencia difusas basadas en la nocion multicadenas pero asumiendo propiedades de
consistencia fuertes para las relaciones de preferencia del decisor Por el contrario Ovchin
nikov  propone un concepto de dimension diferente en terminos de una representacion
subyacente interna que parece ser demasiado difcil de llevar a cabo por los decisores La
misma crtica se puede hacer a FodorRoubens  y DoignonMitas  ambos basados en
resultados previos de Valverde 
La aproximacion ntida aplicada a todos los cortes de una relacion de preferencia como
la propuesta en  parece mas ventajosa para los decisores en la practica y de hecho se
tendra en cuenta para obtener cotas operativas Sin embargo esta aproximacion requiere las
hipotesis de asimetrica y transitividad para cada  corte En el caso de que nuestra relacion
de preferencia sea maxmin transitiva R

es un orden parcial mientras todos los  cortes no
muestren ciclos de orden 
As si  es maxmin transitiva podemos considerar la dimension de R

para todo  	 

Siguiendo a Trotter  a partir de la dimension de un poset cada elemento x  X
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i  f    dg x y  X
Habra entonces que suponer que existen al menos d criterios subyacentes de tal manera
que todos los elementos de X estan ordenados de acuerdo con cada uno de estos criterios
En el ejemplo  

  y entonces podemos distinguir los siguientes casos































    

















d   y una representacion en el plano podra ser
x

   x

   x

  

















Entonces d   con representacion en el plano del tipo
x

   x

   x

  
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Luego d   con representacion de nuevo en el plano por ejemplo con
x

   x

   x

  
   

 
   
   










Aunque en este ejemplo  la dimension d crece con respecto a  en general esta
tendencia no es cierta Veamos un ejemplo mas
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Dada una relacion maxmin transitiva la familia fd   

 g aporta una informa
cion bastante compacta y muy util para valorar la complejidad del problema tratado a traves
de los criterios implcitos usados por el decisor Una representacion gra
ca de d sobre 
ayudara sin duda a comprender mejor que tipo de criterios buscamos En la siguiente 
gura
presentamos este tipo de gra








Otro problema que aparece en esta aproximacion es c

Omo explotar la informacion de la
funcion de dimension
fd   

 g
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que parece ser suma de toda la informacion acerca del numero de criterios subyacentes y una
representacion gra
ca de d versus  permite tener un conocimiento muy amplio acerca del
problema quizas tomando informacion ventajosa de algunos indices de dispersion etc 
Sin embargo la hipotesis de que  sea maxmin transitiva parece muy restrictiva en la
practica sobre todo cuando el numero de alternativas jXj es su
cientemente grande
 Representacion en el caso general
La teora clasica de la Dimension solo es capaz de representar la incomparabilidad Sin
embargo gracias a la introduccion de la dimension generalizada se puede representar no
solo la incomparabilidad sino tambien las inconsistencias que se presentan en una relacion
de preferencia difusas Se trata de un avance fundamental en el contexto de las preferencias
difusas donde las di
cultades naturales de asignacion de intensidades de preferencias hacen
mas que aconsejable la relajacion al maximo de toda restriccion formal Ademas aun en
el caso en que nuestra relacion de preferencias sea maxmin transitiva se ha demostrado la
existencia de un valor 

entre la inconsistencia y la incomparabilidad As pues para aquellos
valores  	 

la representacion podra hacerse sin el uso del operador union




































Figura  Relacion binaria difusa del ejemplo 
En este caso
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 Si  	  no existe ciclo en R

 pero dos casos pueden ser distinguidos
































 Si  





















Es importante observar que se han encontrado tres representaciones basicas que nos
muestran tres aptitudes diferentes del decisor
De hecho tres personas con las misma relacion de preferencia  si las fuerzan a tomar
decisiones ntidas podran presentar diferentes caras dependiendo del nivel de exigencia Si
el decisor no tiene en cuenta bajas intensidades valores altos de  en el ejemplo anterior
tendremos alternativas facilmente no comparables si el decisor es sensible a intensidades
bajas valores bajos de  en el anterior ejemplo los ciclos seran frecuentes con un apropiado
rango valores medios para  en el anterior ejemplo tenemos un orden lineal asociado
Por supuesto el ultimo caso permite una decision directa pero se observa que los ciclos
formales probablemente introducen una clase especial de stress diferente al que produce la
no comparabilidad ver  
Los ciclos largos pueden darse aunque tengamos un solo criterio por problemas de percep
cion sin embargo cuando tenemos incomparabilidades es por la presencia de varios criterios
A partir del teorema de representacion  nada mas natural que introducir la nocion de
funcion de dimension generalizada de una preferencia difusa Por supuesto la informacion
Captulo  Dimension en relaciones de preferencia difusas 
realmente relevante sera no tanto el numero de ordenes necesarios para esa representacion
minimal sino esa representacion en s misma
En efecto la representacion generalizada introducida en el captulo anterior nos permite
de
nir la funcion de dimension generalizada
Denicion  Dada una relacion de preferencia difusa no reexiva
  X X   
se de
ne su funcion de dimension generalizada como la aplicacion
D     N





 es la dimension generalizada de R


Esta funcion de dimension generalizada esta pues bien de
nida aunque no sea exacta
mente una extension de la funcion de dimension vista en la seccion anteriormente













Figura  Relacion binaria valorada difusa del ejemplo 






g y supongamos que tenemos la siguiente relacion de
























Cuatro casos pueden ser considerados ver que 

 
 Cuando  
  existe un ciclo en el corte asociado y este corte puede ser








































 Cuando  
  









































as que necesitamos tambien  ordenes lineales
 Cuando  
  
















Este poset tiene dimension 
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y consecuentemente  ordenes lineales son necesitados








Figura  Funcion de dimension generalizada del ejemplo 









































Figura  Relacion binaria difusa del ejemplo 
Siete intervalos para el parametro  pueden ser considerados
















































































































En este caso R



















































 Cuando  
  
  la relacion R














































































as pues tenemos que DimR

  
 Cuando  
  

















Para valores grandes  	 la relacion R

no tendra ciclo decimos que una alterna
tiva es mejor que otra cuando lo tenemos muy claro
 Cuando  
  
  la relacionR

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 Cuando  
  
  la relacion R

de
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 Cuando  
  la relacion R














































     
Figura  Funcion de dimension generalizada del ejemplo 
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 Propiedades de la funcion de dimension
Veamos ahora una propiedad interesante para esta funcion de dimension generalizada que
indica que de algun modo podemos considerar suave pues cuando quitemos o a	nadamos
un arco en el digrafo asociado a la relacion binaria la dimension se modi
cara a lo mas







la realizacion de una medida continua  en  
n	n

 de modo que no habra dos valores

















se puede ver que salvo una cantidad 
nita de numeros la funcion de dimension es continua
Ordenamos en la recta real todas las valoraciones de las preferencias entre alternativas



















x y  
i
g







Es decir al anadir un arco al digrafo que modeliza la relacion de preferencia asociada la
dimension a lo sumo disminuye en dos unidades
Demostracion



















Captulo  Dimension en relaciones de preferencia difusas 
Como a b se puede escribir como interseccion de dos ordenes lineales a lo sumo se
introducen dos ordenes nuevos










Observese que el peor de los casos es decir cuando la dimension mas aumenta es cuando







 Ya que en
caso de que exista algun L
st
en el cual b a  L
st
 Se podra escribir a b como interseccion
de dos ordenes lineales siendo uno de ellos L
ST














es decir en el mejor de los casos cuando anadimos un arco la dimension disminuye en dos
unidades
Demostracion
















la representacion minimal de R

i
 La relacion complementaria de a b puede
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En esta representacion a lo sumo se emplean dos nuevos ordenes y el teorema queda as












A continuacion se ve un lema que sera util para la demostracion de una propiedad que es
deseable a la funcion de dimension
Lema  Sea XP  un poset con dimP    sea XP

 una relacion tal que
 P








 x x x
i
  P x  X
 x
j
 x x x
j

















 las propiedades de
transitividad y no reexividad siguen conservandose Por tanto P

es un poset
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contiguos en los ordenes lineales de dicha representacion
Es facil ver que dimP

 
 dimP  ya que se pueden encontrar d ordenes lineales los
que generan P  que generen P





de orden cuando aparezcan














son nodos aislados salvo por un arco se puede








    
L
d




















 y por tanto dimP  










































su realizacion optima Al igual que en el lema anterior se puede
suponer sin perdida de generalidad que en todos los posets P
k





























 sino que los





















Supongamos que esta desigualdad no se da entonces es facil comprobar que los mismos
realizadores que nos dan la representacion minimal para R

l








nicion de dimension propuesta en este trabajo ademas de presentar propie
dades de suavidad respecto al numero de relaciones binarias tambien es suave respecto al
numero de alternativas En el siguiente teorema se demuestra que si aumentamos el numero
de alternativas en una unidad la dimension no puede dar grandes saltos
Teorema  Dada una relacion binaria no reexiva XR y sea a  X Entonces la











































Teorema  En las condiciones del teorema anterior si la alternativa a no pertenece a
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Demostracion
Sea X  fx

     x
n
g conjunto de alternativas con a  x
































Como la alternativa x
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  Rg  






















































































































































































 As pues se puede




Se puede observar que en el caso en que x

pertenezca a algun ciclo de orden dos se puede























El siguiente resultado se demuestra de forma analoga al teorema  
Captulo  Dimension en relaciones de preferencia difusas 
 Niveles crticos complementarios
Despues de todo lo visto anteriormente la funcion de dimension generalizada esta bien de

nida asignando la dimension D a cada corte R

 con    
Sin embargo la funcion de dimension generalizada no captura toda la informacion dada en
la representacion vista anteriormente Parece obvio de los anteriores ejemplos que diferentes
representaciones dan lugar a la misma dimension Dependiendo del valor de  cada corte
de una relacion de preferencia difusa puede ser
 Un orden completo es decir R

en un orden lineal o
 Orden parcial es decir antisimetrica y transitiva pero con algunas inomparabilidades
o
 No transitiva sin ciclos es decir algunos arcos implicados por la transitividad no apa
recen o
 Una Relacion mas conictiva debida a la existencia de ciclos es decir secuencia x

     x
k








 observamos que esta de
ni









Por tanto nada mas natural que intentar determinar niveles crticos que permitan iden
ti
car esas diferentes regiones de forma similar a como se de
ne el ndice 

en el contexto
de relaciones maxmin transitivas Por un lado se ha puntualizado que la relacion puede
simplemente no ser transitiva porque faltan arcos o porque de hecho tengamos algun ciclo
As que la region de intransitividad se debiera dividir en dos partes en funcion de si hay ciclos
presentes o no Ademas la region de inconsistencias debidas a ciclos se puede dividir a su vez
en muchas regiones dependiendo de la longitud de esos ciclos que aparecen o simplemente
de la longitud del ciclo mas corto como ya se propona en  cuanto mas corto es el ciclo
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mas conictiva es la situacion la presencia de ciclos largos puede deberse sencillamente a
problemas asociados a errores de estimacion Esta argumentacion nos lleva a introducir una
serie de niveles crticos que complementan al ndice 

ya introducido





   
Figura  Intervalos de transitividad del ejemplo 
 El nivel de transitividad 

 representa el mnimo valor tal que R

es transitiva para
todo  	 


Puede chequearse la transitividad de los cortes en el ejemplo 
     R

es transitivo
     R
















     R

es transitivo
     R

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  ver 
gura del ejemplo 
 El nivel de kaciclidad 
k




 k para todo  	 
k
 Por supuesto 

  como por hipotesis tenemos
que x x  x  X y 

ha sido tambien de






sucesion no decreciente cuyo maximo es un nivel crtico denotado como nivel de aciclidad











 n siendo el numero de elementos en X





     

 da una completa informacion para la representacion de los criterios







El nivel de transitividad puede ser facilmente obtenido por medio del siguiente algoritmo
cuya complejidad es On






do i   n
do j   n j  i



















Calculo del nivel de transitividad
Si queremos calcular 

 necesitamos enumerar todos los ciclos posibles de
nidos X







 k 	  










 k 	  

























Este calculo tiene complejidad exponencial






Figura  Intervalos de aciclidad del ejemplo 
En el ejemplo anteriormente visto 	ejemplo 
 podemos encontrar tres ciclos de orden

















































































 maxf    g    





para    
La region Poset es decir los valores de  para los cuales R

es un poset del ejemplo 
pueden verse en la gura      
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La teora clasica no es aplicada a esos dos intervalos mientras que nuestra version ex







Figura  Intervalos de Poset del ejemplo 
Captulo 
Clasicacion en teledeteccion
Variacion de la homogeneidad de
los pixels
En este captulo se analizara el problema de clasi
cacion de una imagen obtenida va satelite
para poder desarrollar tecnicas de clasi
cacion no supervisada ver    
Durante las dos ultimas decadas han aparecido numerosas tecnicas para el reconocimien
to de patrones y clasi
cacion para la extraccion de informacion de datos procedentes de
teledeteccion La gran mayora de estas tecnicas son supervisadas y tienen un sistema de
aprendizaje basado en redes neuronales como podemos ver en  
Actualmente la clasi
cacion multiespectral puede realizarse utilizando una gran variedad
de algoritmos que se pueden clasi
car en tres grandes grupos clasi
cacion ntida dentro
de esta clasi
cacion tenemos dos enfoques clasi
cacion supervisada y no supervisada cla
si
cacion utilizando conjuntos difusos y enfoques hbridos que utilizan informacion colateral
adicional
En la clasicacion supervisada   la identidad localizacion y caractersticas

Captulo  Clasicacion en teledeteccion Variacion de la homogeneidad de los pixels 
de algunos tipos de terreno son conocidos a priori mediante analisis de fotografas aereas
mapas y experiencia personal El analista intenta encontrar lugares espec
cos en los datos
que representen ejemplos de estos tipos de terreno conocidos Estas areas se conocen como
training sites ya que las caractersticas de estos tipos de area se suelen determinar mediante
algoritmos de aprendizaje Cada pixel es evaluado y sera asignado a la clase a la cual tiene
mayor probabilidad de pertenecer Este procedimiento se conoce como clasi
cacion ntida ya
que un pixel solo puede ser asignado a una clase
En la clasicacion no supervisada las clases as como otras caractersticas no son
conocidas a priori En estos casos se ha de agrupar los pixels con caractersticas similares
dentro de un cluster de acuerdo con algun criterio determinado ver  
La clasi
cacion en teledeteccion debe hacerse de un modo similar a como se hace en la
fotointerpretacion    En primer lugar el fotointerprete identi
ca cada region
homogenea de acuerdo con una serie de criterios textura tono forma etc Posteriormente
y una vez determinado el objetivo del estudio delimita sobre el resto de las fotografas las
zonas que corresponden a ese patron determinado anteriormente Este procedimiento tiene
entre otras la siguiente limitacion ver   
 La clasi
cacion obtenida no es correcta en este tipo de problemas debido a la natura
leza de los datos Para paliar este problema aparece la clasi
cacion difusa que puede
utilizarse en combinacion con los dos enfoques vistos anteriormente  ver   
Para resolver el problema de clasi
cacion en teledeteccion no se han utilizado en esta
memoria algoritmos supervisados por diversos motivos
 Los metodos supervisados requieren de informacion a priori que en muchas ocasiones
no se tiene al menos en una primera fase
 Porque son algoritmos computacionalmente lentos teniendo en cuenta que se quiere
interactuar con el decisor muchas veces hasta lograr buenos resultados
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 Los datos obtenidos en teledeteccion no tienen porque corresponder con medidas fsicas
como la humedad calor etc ya que son medidas ordinales Estos datos dependen de
muchos factores climatologicos que inuyen en la fotografa As patrones de una clase
determinada que podemos suponer a priori en una fotografa de una zona tomada un
da puede ser muy diferentes con los patrones de esa misma clase en la misma zona
en una fotografa tomada otro da
La mayora de los algoritmos no supervisados que se usan en teledeteccion son adapta
ciones de algoritmos estadsticos clasicos como Dendograma Kmedias etc Estos algoritmos
no tienen en cuenta el entorno que rodea a un pixel Esto en principio supone un problema ya
que en algunas ocasiones esta es la unica forma de encontrar una region homogenea dentro
de una imagen
El procedimiento que se presenta en este captulo busca en una primera fase aquellas
regiones que son homogeneas para ello analiza el entorno que rodea a cada pixel Estas
regiones se encuentran teniendo en cuenta un nuevo concepto como es el de la variacional
asociada a un pixel Los pixels de transicion que no pertenecen a ninguna region homogenea
son de esta forma reconocidos Una vez determinados los pixels de transicion una clasi
cacion
ntida es propuesta De esta clasi
cacion ntida se obtienen las regiones homogeneas dentro
de la imagen Estas regiones pueden ser analizadas para obtener el grado de pertenencia de
cada pixel a dicha region
El problema de la clasicacion difusa
Clasi
cacion y Control han sido tradicionalmente desde los comienzos de la historia de la
Teora de Conjuntos difusos  los dos campos de mayor desarrollo practico ver eg
  De hecho muchos problemas dentro de cada una de estas dos areas facilmente
sugieren la aplicacion de conceptos difusos Algunas veces una aproximacion difusa parece
ofrecer una simpli
cacion de una realidad extremadamente compleja sera el caso en algunos
Captulo  Clasicacion en teledeteccion Variacion de la homogeneidad de los pixels 
problemas de Control otras veces sin embargo los conceptos que el decisor tiene en su
mente son difusos por naturaleza en el sentido de que se admiten grados de veri
cacion este
sera el caso de muchos problemas de clasi
cacion donde la introduccion de clases ntidas
representan una simpli
cacion de la realidad excesivamente poco realista que facilmente nos
llevara a erroneas interpretaciones de las observaciones que hemos tomado directamente
En muchas aplicaciones de modelos de clasi
cacion difusa se parte de una familia de
clases C previamente de
nidas La cuestion es entonces determinar para cada objeto x bajo
consideracion el grado 
C
x en que el objeto x pertenece a la clase C  C De esta manera
se tiene de
nida una funcion de pertenencia

C
 X   
para cada clase C  C ver eg Roubens 
Desde nuestro punto de vista esta aproximacion resulta todava bastante poco realista ya
que muchos decisores encontraran serias di
cultades para asignar esos grados de pertenencia
a una clase sin tener en cuenta las otras posibilidades de clasi
cacion Todo metodo de
clasi
cacion es en la practica altamente dependiente de la familia cerrada que el decisor
esta forzado a considerar incluso en el contexto ntido donde el decisor suele revisar todas
las clases antes de escoger una clase concreta como la mas apropiada
Un concepto clave dentro de clasi
cacion es por lo tanto la nocion de particion ya que
aporta una familia estructurada de clases dentro de la cual hemos de movernos las clases
estan fuertemente interrelacionadas entre s
La nocion de particion difusa fue introducida por Ruspini  ver tambien Bezdek
Harris  Bezdek  Butnariu  Dumitrescu  y Iancu  dada una familia
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Cada objeto pertenece hasta un cierto punto a cada clase y el total de pertenencia se dis
tribuye entre todas las clases De esta manera se generalizaba trivialmente el concepto de




x  f g xC
entonces cada objeto estara en una unica una clase








La propuesta inicial de Ruspini  representa desde nuestro punto de vista una situacion
deseable en muchas ocasiones pero aun as todava muy restrictiva en la practica de la
modelizacion difusa Con frecuencia las clases difusas no de
nen una particion de Ruspini
y es solo a traves de un largo y tedioso proceso de aprendizaje cuando el decisor puede
realmente de
nir una particion difusa en el sentido de Ruspini de tal modo que cada objeto
se encuentra plenamente explicado y sin rastro de informacion superua
El modelo ideal para clasi
cacion en el sentido de Ruspini puede ademas de ser muy difcil
de conseguir no ser deseado al menos en determinados problemas concretos de clasi
cacion
Algunos problemas de clasi
cacion de frutas por ejemplo son tales que las restricciones del
mercado imponen un numero muy grande de clases solapadas de tal modo que una pieza de
fruta puede estar simultaneamente asociada a varias clases
Algunas de las di
cultades que presenta la nocion de particion de Ruspini pueden ser
parcialmente resueltas con la aproximacion mas debil propuesta por algunos autores ver
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  En esta memoria se proponen sistemas de clasi
cacion difusa a traves de un mo
delo agregativo donde el modelo de Ruspini no sera mas que un modelo aditivo particular
Entonces podemos tener en cuenta algunos de los resultados que hemos presentado anterior
mente y explicar axiomaticamente otras estructuras alternativas para clasi
cacion cada una
justi
cada a traves de un agregador concreto ver     y tambien  
 Modelizacion matematica
Una imagen es un mapa de puntos pixels cada uno de los cuales esta caracterizado por
una serie de medidas como pueden ser intensidad del blanco rojo azul altitud etc Estas
medidas corresponden a cada una de las bandas a las que se hizo referencia al introducir el
problema de la teledeteccion
Matematicamente llamamos P al conjunto de pixels
P  fi j  i  f     rg j  f     sgg
de una imagen I Cada pixel es caracterizado por b medidas numericas La imagen I puede











  i j  P
o
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 Red de pixels
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i j  P
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 sea
d  P  P 	 
una medida de desemejanza o distancia de
nida en P  Por ejemplo se puede suponer sin


































Observacion En esta memoria se ha utilizado como funcion distancia la eucldea Puede

















j donde k  f    bg En este caso solamente se tiene en

















































es una combinacion lineal
de la imagen digital

Los pixels adyacentes se de
nen a partir de un grafo basado en la representacion de
la imagen en el plano As dos pixels se dira que son adyacentes cuando comparten una
coordenada en comun siendo la otra contigua

Cuando el tamano de las bandas es muy grande es tecnica habitual el disminuir el numero de bandas
realizando un analisis factorial transformando la imagen original otra de tamano menor Aqu el papel de los
F
k
es el de los factores en dicho analisis
Captulo  Clasicacion en teledeteccion Variacion de la homogeneidad de los pixels 




























Se propone la siguiente de
nicion
Denicion  Dado el grafo GI asociado a la imagen I y la distancia entre pixels d la
red de pixels es el par NI  GI d
Veamos un ejemplo
Ejemplo  Sea NI  GI d la red con r   y s   que aparece en la siguiente

gura Se incluyen solo las distancias entre pixels adyacentes
   
   




   
   
Figura  Red de pixels del ejemplo 
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 Algoritmos variacionales
Uno de los principales problemas que existen en los sistemas de clasi
cacion de imagenes
digitales es el de determinar regiones homogeneas dentro de la imagen La mayora de los
algoritmos de clasi
cacion obtienen de una forma supervisada  una serie de patrones
asociados a cada una de las clases que se desea investigar en la imagen en particular Una
vez que se tienen estos patrones se asigna cada uno de los pixels a aquella clase en la que la
distancia sea mnima Sin embargo en estos sistemas de clasi
cacion no se tiene en cuenta
el entorno que rodea a un pixel Por este motivo presentamos un algoritmo interactivo que
tiene en cuenta el entorno de los pixels para obtener una buena clasi
cacion
Cuando un pixel esta rodeado por otros con las mismas caractersticas la heterogeneidad
medido en este caso como la variacional tanto vertical como horizontal es muy baja En
estos casos el pixel se encuentra dentro de una region Por otra parte cuando un pixel se
encuentra en una frontera la variacion o bien vertical o bien horizontal es muy grande siendo
detectada por una de estas dos direcciones
Denicion  Sea P conjunto de pixels y sea I imagen asociado a dicho conjunto de
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ver
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  i j  DP
ver

En esta nueva imagen a cada pixel i j  DP
ver
de la red le asociamos la distancia que





Del mismo modo se puede de
nir la variacional horizontal de una imagen digital
Denicion  Sea P conjunto de pixels y sea I imagen asociado a dicho conjunto de

























 Sii j  DP
hor

En esta nueva imagen a cada pixel de la red le asociamos la distancia que existe entre los





Ejemplo  La imagen que se va a estudiar aqu es una acuarela en papel que se ha
digitalizado via scanner incluida en el programa MATLAB  como ejemplo y guardada
en el 
chero tree La fotografa analizada en  se muestra a continuacion Tambien se
muestran las variacionales vertical y horizontal de dicha imagen
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Se obtiene la variacional horizontal y vertical de dicha imagen
Imagen de la variacional vertical de la imagen del matlab
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Imagen de la variacional horizontal de la imagen del matlab









Se puede observar que los principales objetos de la imagen quedan claramente identi

cados mediante las variacionales horizontal y vertical Sin embargo se pueden tener otras
situaciones no tan deseables Uno de los principales problemas con los que se encuentran en
teledeteccion es el de distinguir entre estas dos situaciones
 Cuando existe una zona mal de
nida que gradualmente se confunde con otra zona Por
ejemplo un bosque que poco a poco se va fundiendo con una zona de mar en estas
situaciones la frontera tal y como se entiende en el caso ntido no existe
 Cuando aparece una region que va cambiando gradualmente de intensidad igual a como
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aparece en la segunda 
gura
       




Como puede observarse estas dos situaciones no son distinguibles por la variacional ho
rizontal y vertical ya que asignaran la misma variacion a dos situaciones completamente
distintas Para erradicar este problema es necesario utilizar otras direcciones menos locales
en este caso Por este motivo es necesario de
nir la variacional en un caso mas general
Denicion  Dada una red de pixels y una imagen digital P I como la de
nida an
teriormente y un vector v  IN

 de
















Denicion  Dada una imagen digital P I
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 IN  se de
ne la variacional de la imagen digital con
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nicion de variacional se puede observar que para el caso particular en que la
direccion v sea   tenemos la variacional horizontal mientras que para la direccion v   
se tiene la variacional vertical de













camente si se usan las direcciones v    y v    se tiene








La variacional de la imagen es una nueva imagen que representa el movimiento de los
pixels con direccion v Por ejemplo si se calcula la variacional de la imagen con direccion
v    se tiene una nueva imagen en la que en cada pixel se ha medido su heterogeneidad
en direccion horizontal Esta nueva imagen da una idea al decisor de cuales seran las regiones
homogeneas en la imagen que determinaremos posteriormente
Una vez que se tienen las variacionales de una imagen con direccion v

     v
k
 se puede
agregar esa informacion para obtener la imagen frontera






 i  f     kgg variaciona
les de la imagen digital se de
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donde ! es un operador de agregacion
Usando el operador de agregacion media en la imagen del MATLAB para las direcciones
horizontal y vertical obtenemos la siguiente frontera de la imagen
Captulo  Clasicacion en teledeteccion Variacion de la homogeneidad de los pixels 
Frontera de la imagen del matlab
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 Determinacion de Regiones
La variacional de una imagen digital da una vision general del problema que se esta tratando
Para cada una de las direcciones en las que se decide hacer el estudio se tiene una salida
diferente en forma de imagen digital Por ejemplo se tendra dos salidas si se tiene en cuenta
las direcciones vertical y horizontal
Toda esa informacion debe ser amalgamada para determinar el numero de regiones diferen
tes que existen y los diferentes patrones asociados a cada una de ellas Desafortunadamente
esta tarea es muy complicada y requiere de una interaccion con el decisor que determinara
unos niveles de aceptacion para la interpretacion de la imagen
Denicion 
 Dada una imagen digital P I
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y dado un nivel de signi
cacion   IR se de
ne la imagen digital suavizada de variacion
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De esta forma todas aquellas variaciones que se produzcan a niveles bajos no seran
consideradas como relevantes en el estudio La imagen digital suavizada va a ser esencial en
la determinacion de la homogeneidad de los pixels es decir para determinar si un pixel se
encuentra en una region o esta entre varias






 Se dira que un pixel i j  SDP
v
tiene heterogeneidad irrelevante respecto dicha
direccion v cuando s
ij
 








g imagenes digitales suavizadas de variacion con
direcciones v

     v
k
 se dira que un pixel tiene heterogeneidad irrelevante respecto
esas direcciones cuando lo sea para cada una de ellas
Una vez que se han clasi
cado los pixels en pixels con heterogeneidad irrelevante y rele
vante se esta en condiciones de determinar las regiones homogeneas dentro de una imagen
Denicion  Diremos que region R  P  P es homogenea si
 i j  R i j es de heterogeneidad irrelevante
 Esta rodeada de pixels de heterogeneidad relevante
Ejemplo  Sea P I una imagen digital de tama	no x Una vez hecha la discriminacion
entre aquellos pixels irrelevantes y de variacion relevante denotados por  y  respectiva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mente estamos en condiciones de determinar las regiones homogeneas A continuacion se ve
el grafo asociado a dicha clasi
cacion
      
      
      
      
Figura  Red de pixels
Como puede verse la region R  f     g es una region homogenea ya que
esta formada por pixels de variacion irrelevante y rodeada por pixels con alta variacion En
esta red de pixels tenemos cinco regiones homogeneas
A continuacion se presenta un algoritmo para la determinacion de las regiones utilizando
solamente las direcciones vertical y horizontal La generalizacion al caso en que se tengan
mas direcciones es directa
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Entrada de Datos x
k
ij
donde i  f    rg j  f    sg k  f    bg f etc









Se denota por y
ij





a los pixels pertenecientes a DI
ver

Paso  SuavizadoDeterminacion de las regiones
Fijar un nivel de signi










 tanto para el vertical como para la horizontal









do i   r









   then
if Existe adyacente asignado then
Analizar todos los valores consecutivos y reordenar






Asignar a una nueva region
Nreg  Nreg  
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Proposicion  La complejidad del algoritmo visto anteriormente es lineal en el numero
de pixels de la imagen
Observacion
La determinacion de regiones as como la de su frontera es un proceso que va a ser repetido
interactuando con el decisor muchas veces en el sistema de clasi
cacion que se propone Por
este motivo es muy importante el hecho de que en cada iteracion la complejidad computacional
sea baja
Una vez 
nalizado este paso se han determinado regiones homogeneas a partir del entorno
de cada pixel y de su variacion Esto permitira tener una vision del problema y ayudara al
decisor a determinar los patrones y el numero de clases




ca la region a la que pertenece el pixel i j  P  En el caso en que el pixel
no pertenezca a ninguna region se tiene que R
ij
 
Una vez determinadas aquellas regiones que son homogeneas dentro de la imagen se
determinaran los patrones asociados a cada region
Denicion  Dada una imagen digital P I con conjunto de regiones homogeneas
R

     R
NREG









representativo de dicha region
El problema de determinar el patron asociado a una region es un problema difcil de
resolver Aun as existen diversas formas de determinar patrones que pueden ser aceptados



















es un elemento de la kesima region que el decisor sabe que esta
bien clasi
cado





 i j  R
r
donde ! es un operador de agregacion En este caso el patron
se obtiene como agregacion de toda la informacion contenida en la region
Para una visualizacion de los resultados obtenidos con la clasi
cacion ntida vista hasta
ahora se de
ne la visualizacion de la imagen digital
Denicion  Sea R la matriz que determina la region de cada pixel se de
ne la visua
lizacion de la imagen digital a la imagen digital V P V I caracterizada por
V P 

i j  i  f     r




















 Clasi	cacion difusa de imagenes digitales
Sea NREG el numero de regiones y sean fh

    h
NREG
g el conjunto de patrones asociados
a la imagen digital V P V I Puede ocurrir que algunos de estos patrones sean parecidos al
representar en la imagen original objetos analogos una zona boscosauna zona pantanosa
etc  Por este motivo es necesario una clasi
cacion que determine el conjunto de clases o
regiones diferentes de la imagen digital En principio se podra presentar una clasi
cacion
ntida o difusa
Como ya se ha comentado antes parece mucho mas adecuada una clasi
cacion difusa en
problemas de clasi
cacion en teledeteccion ya que las fronteras tal y como se presentan en
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la naturaleza no son ntidas y por tanto se tendran muchos pixels que no pertenezcan a
ninguna region en particular estando entre varias
En la mayora de los problemas de clasi
cacion difusa se plantea el problema de construir
la funcion de pertenencia asociada a una clase En esta memoria se construira la funcion
de pertenencia asociada a una region basandose en una medida de semejanza a un patron de
dicha region aunque podran pensarse en otras formas de construccion como las desarrolladas
en 
Con el 
n de obtener una clasi
cacion difusa de algunas de las regiones de interes se
propone la siguiente metodologa
Sea h
r
el patron asociado a la region de interes r para cada una de las b bandas que
caracterizan los pixeles sea 
k
r
i j el grado de pertenencia de del pixel i j  P a la region



















































































































 Exponencial y Gaussiana 
La clasi
cacion que se ha propuesto hasta ahora en esta memoria construye la funcion
de pertenencia banda a banda Si se quiere obtener una clasi
cacion global bastara con
agregar  a cada una de las clases todas las bandas As se tendra
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
r
i j  !

r
i j     
b
r
i j i j  P
Determinacion del numero de clases
La determinacion del numero de clases en problemas de clasi
cacion es un problema muy
estudiado en la literatura y difcil de resolver
Una posibilidad para la determinacion del numero de clases es que este numero sea
determinado por el decisor el cual tiene informacion sobre el numero idoneo de clases que
explican perfectamente la imagen digital En la mayora de los problemas que hemos resuelto
en esta memoria se ha seguido esta metodologa
Aunque la metodologa ideal sera un proceso de aprendizaje como el visto en   en el
cual se dan medidas sobre la relevancia redundancia y cubrimiento de las clases y permiten
as determinar el numero optimo de clases
Una familia de clases que se pueda considerar buena sera normalmente el fruto de un largo
proceso de aprendizaje sometido a pruebas que pueden resultar fallidas Es necesario que
cada solucion que se obtenga pueda ser evaluada de tal modo que se sugieran posibles lneas de
mejora suprimir clases de
nir mixturas de las clases ya existentes o buscar clases realmente
nuevas Nosotros creemos que junto a los tradicionales analisis puramente estadsticos los
ndices anteriormente introducidos relevancia redundancia y cubrimiento nos van a permitir
mejorar el proceso
Dado que esos tres ndices basicos admiten grados de veri
cacion el decisor debe deter
minar hasta que punto la solucion actual satisface sus aspiraciones As por ejemplo si para
determinado pixel i j  P se tiene que el grado de explicacion es cero esta claro que parece
muy necesaria la busqueda de una clase adicional En general una vez eliminadas las clases
poco informativas si el grado de explicacion de un objeto es su
cientemente bajo para el
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decisor debemos pensar en introducir una nueva clase extra y si la redundancia entre varias
clases es muy alta debieramos pensar en redenir alguna de estas clases

 Proceso interactivo de clasi	cacion
A lo largo de todos los procesos de clasi
cacion vistos en este captulo se ha hecho hincapie
en que son procesos interactivos A continuacion se presenta un algoritmo interactivo que
recoge todos estos procesos Los algoritmos que se presentan en el captulo  de esta memoria
han sido desarrollados en los lenguajes de programacion Fortran  C borland builder y
Matlab  Creandose un entorno amigable para que el decisor pueda agregar la informacion
mas comodamente y decidir en que regiones quiere hacer el estudio
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Algoritmo de clasicacion variacional  Fase
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Algoritmo de clasicacion variacional  Fase
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Entorno del programa de clasicacion basado en la frontera
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A continuacion se presentan algunos de los resultados obtenidos mediante esta metodo
loga
 Resultados Computacionales
Se han aplicado estos algoritmos a dos imagenes MATLAB y SEVILLA de las que
presentamos las 
guras de algunas visualizaciones de los resultados
 MATLAB dibujo estandar de un arbol que aparece en el MATLAB 
 Imagen MATLAB se trata de una imagen relativamente sencilla con objetos
reconocibles a simple vista
 Imagen digital Frontera de la imagen anterior obtenida mediante la agregacion de
la variacionales vertical y horizontal
 Imagen digital Visualizacion V P V I de la imagen MATLAB
 Funciones de pertenencia a la clase Mar una para cada banda mas la agregacion
 Funciones de pertenencia a la clase 

Arbol una para cada color mas la agregacion
 Funcion de pertenencia agregada de la clase arbol reescalada para una mejor
visualizacion
 SEVILLA la imagen digital de la region de Sevilla estudiada en  donde se analiza
unicamente el espectro visible las tres bandas RGB rojo verde y azul
 Imagen original de SEVILLA
 Imagen digital Frontera de la imagen anterior obtenida mediante la agregacion de
la variacionales vertical y horizontal
 Imagen digital Visualizacion V P V I de la imagen SEVILLA
 Funciones de pertenencia a la clase Secano una para cada banda mas la agre
gacion
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 Funcion de pertenencia agregada de la clase Secano reescalada
 Funciones de pertenencia a la clase Ro una para cada color mas la agregacion
 Funcion de pertenencia agregada para la clase Ro reescalada
 MADRID Imagen digital de la sierra de Madrid donde se analizan las bandas 
 Imagen del espectro visible de MADRID
 Imagen digital Frontera de la imagen anterior obtenida mediante la agregacion de
la variacionales vertical y horizontal
 Funciones de pertenencia a la clase Lago una para cada banda
 Agregacion de la informacion dada por las cuatro bandas
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Imagen tomada de MATLAB
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Imagen digital Frontera de la imagen MATLAB
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Imagen original de SEVILLA
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Imagen del espectro visible de MADRID
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Visualizacion conjunta de los algoritmos de frontera
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Coloracion del grafo difuso
En este captulo se propone una metodologa no supervisada de coloracion ntida que sera
considerada en sistemas de clasi
cacion difusos futuros ver  Esta metodologa se de
ne
por medio de una coloracion binaria ntida que permitira encontrar regiones consistentes y
determinar las posibles clases difusas
Este captulo esta dividido de la siguiente forma en la seccion  se introduce el grafo
difuso de pixels asociado a la imagen digital En la seccion  se presenta el algoritmo de
estricto de coloracion Este algoritmo tiene algunos problemas computacionales y por este
motivo se presenta en la seccion  el algoritmo de coloracion relajado En la seccion  esta
coloracion dara lugar a un procedimiento que se aplicara en la clasi
cacion de una imagen
real 
Una de las principales crticas que se hacen a los algoritmos de clasi
cacion de imagenes
digitales en el caso no supervisado es que la mayora de ellos no tienen en cuenta la infor
macion del entorno que rodeaba a un pixel Por este motivo se desarrollaran tecnicas que
teniendo en cuenta esta informacion encuentren regiones homogeneas dentro de la imagen

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Debido a la naturaleza de los problemas de clasi
cacion en teledeteccion se sugiere el
uso de tecnicas basadas en modelos difusos Este es el caso cuando no se tienen objetos
para ser clasi
cados Los objetos al menos en un sentido estandar suelen presentar bordes
claros y bien de
nidos y la clasi
cacion puede ser desarrollada basandose en un analisis de
frontera y con un conocimiento previo de las formas de los diferentes objetos del estudio
Por el contrario muchos problemas de clasi
cacion de la super
cie terrestre usan referencias
mostrando la graduacion de la clases desde una clase hasta la siguiente
As pues en muchas situaciones no existen fronteras bien de
nidas y cada clase de
ne
un conjunto difuso sin una forma particular ver  Por este motivo durante los ultimos
a	nos se ha producido un incremento en la investigacion de la teora de los conjuntos difusos
aplicados a los problemas de clasi
cacion en teledeteccion 
Para resolver el problema de clasi
cacion en teledeteccion se pueden encontrar en la
literatura muchas y diversas aproximaciones En Amo et al   por ejemplo se propone
un modelo de clasi
cacion basado en un modelo outranking modi
cado    Pero
la informacion de salida suele ser difcil de interpretar por un decisor no cuali
cado
Una necesidad principal es desarrollar una tecnica de representacion difusa En particular
se precisa algun tipo de herramienta de coloracion que permita una imagen consistente e
informativa que mostrase las posibles regiones y grado de pertenencia de las posibles clases

 Grafo difuso de pixels
Dada una imagen I un problema estandar de clasi
cacion ntida es el de la busqueda de
una buena particion del conjunto de pxiels en regiones Estas regiones seran consideradas
como candidatos para una nueva clase en el caso en el que la region sea lo su
cientemen
te homogenea As pues en primer lugar se tratara de determinar una familia de pixels
fA

     A
c









 i  j
Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 
Una de las claves en el proceso de clasi
cacion aqu propuesto sera el de la eleccion de la
funcion distancia entre pixels d sin perdida de generalidad en este captulo se va a utilizar
la distancia Euclidea Por supuesto otra distancia puede ser tomada en cuenta en futuras
investigaciones Obviamente el proceso de clasi
cacion depende fuertemente de la seleccion
apropiada de la distancia para ser elegida se deberan tener en cuenta todas las caractersticas
de la imagen as como los objetivos del la clasi
cacion que se va a realizar
Por este motivo el conjunto de pixels P  esta siendo modelizado como un grafo planar di
fuso cuyos nodos son pixels descritos por medio de sus coordenadas cartesianas i  f     rg
y j  f     sg




 no pueden ser conectados
si ji 	 i

j  jj 	 j

j 	  Consecuentemente dos pixels podran ser adyacentes solamente si
ellos comparten una coordenada siendo la otra contigua
La primera de
nicion de grafo difuso fue propuesta por Kaufmann en  desde las
relaciones difusas introducida por Zadeh en  Aunque Rosenfeld introdujo en  otra
de
nicion elaborada incluyendo nodos difusos y aristas difusos en este captulo se tratara





E un grafo difuso donde V es el conjunto de nodos y
	
E el conjunto de














 V  V 	M su funcion de pertenencia
Cada elemento 
ij
 M representa el nivel de intensidad de una arista fi jg para cada
i j  V  En este sentido un grafo difuso puede ser tambien denotado como
	
G  V 
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g El conjunto M permite la graduacion literal del conjunto de aristas por ejemplo si
M  fn l hg las aristas pueden ser graduados como nulo n bajo l o alto h
Un grafo difuso
	
G puede ser considerado como una generalizacion del grafo G ya que
tomando M  f g
	








 if fi jg  E
 en otro caso





























Denicion  Dada la imagen I y una distancia d entre pixels el grafo difuso de pixels
es de





Teniendo en cuenta la topologa de

GI los pixels del grafo difuso pueden ser tambien





















   f     rg  f     s	 g
El proceso de coloracion propuesto en este captulo estara basado en esta representacion al
ternativa de ahora en adelante se identi
cara el grafo difuso de pixels






A continuacion se introduce un ejemplo ilustrativo
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EL grafo de pixels difuso puede verse en la siguiente 
gura
   
   




   
   
Figura  Grafo difuso de pixels del ejemplo 
El algoritmo de coloracion propuesto en la siguiente seccion tiene la ventaja sobre la
representacion alternativa anterior que muestra la relacion de intensidad entre los pixels




 Algoritmo estricto de Coloracion
Una ccoloracion de un grafo G  VE ver  es una funcion
C  V 	 f     cg
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que veri
ca que Cv  Cv

 si fv v

g  E Una ccoloracion induce una clasi
cacion ntida
del conjunto de nodos V  asociando a cada color una clase
V
C
k  fv  V  Cv  kg k  f     cg
Una coloracion binaria de un grafo G  VE es un caso particular de una coloracion
col  V 	 f g
El objetivo que se persigue es obtener una clasi
cacion del conjunto de pixels por medio
de una ccoloracion C del grafo difuso de pixels

GI el pixel i j  P estara clasi
cado
como k  f     cg si su color es Ci j  k
El problema de coloracion de un grafo difuso puede verse en  Se de
ne la familia de
G

 a los grafos ntidos de
nidos mediante cortes del conjunto de aristas
E





Los valores del parametro  seran seleccionados de forma que un sucesivo proceso de
coloracion binario sera aplicado a algunos subgrafos parciales difusos de

GI
La primera coloracion binaria analiza el conjunto de pixels P clasi
cando cada pixel como
 o  La segunda coloracion binaria es aplicada por separado a cada subgrafo generado por
aquellos pixels coloreados como  obteniendo as las clases  y  y para el subgrafo generado
por aquellos pixels coloreados como  para obtener las clases  y 
Este proceso jerarquico de coloracion binaria es repetido en el proceso de coloracion
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estricto En este sentido una ccoloracion C sera de
nida en

GI Si Ci j  k con k  
por ejemplo entonces la representacion binaria de k 	    es  es decir el pixel i j
sera coloreado tres veces como   y  respectivamente En este ejemplo se necesitan tres
procesos binarios de coloracion 
jando en cada uno de ellos el primer segundo y tercer dgito
de la representacion binaria de k 	 
 Procedimiento de coloracion binaria
El procedimiento de coloracion binaria clasi
ca dos pixels adyacentes como  y  si solo si
la distancia ente ellos es mayor o igual que un valor pre
jado  Esta es una aproximacion
alternativa al problema de clasi
cacion clasico ya que en la aproximacion clasica dos pixels
seran clasi
cados en la misma clase si son similares sin tener en cuenta si son adyacentes o
no
Formalmente para de
nir el primer procedimiento de coloracion binario dado un valor
 sea G






























es el conjunto de todos los pares de pixels adyacentes con distancia d
menor que 
Sea col  P 	 f g una coloracion binaria de G

 Teniendo en cuenta la topologa
del grafo difuso de pixels la primera coloracion binaria puede ser obtenida asignando color
arbitrario  o  a un pixel concreto y de
niendo un orden en el cual cada pixel sera
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coloreado si se supone por ejemplo que el primer pixel es el   en la parte superior
izquierda de la imagen los pixels seran coloreados desde la izquierda hasta la derecha y de
arriba a abajo con un valor de  
jo













i j  f     r 	 g  f     sg













i j  f     rg  f     s	 g
Dado un pixel coloreado i j los pixels adyacentes i j and i j son coloreados
el pixel i j puede ser coloreado desde el pixel i j y desde el pixel i j Una
restriccion natural es que ambos colores deben ser iguales en otro caso el color sera denotado
como inconsistente
En este sentido la coloracion binaria es tambien dependiente del orden particular de
coloracion que hemos escogido en el anterior ejemplo  si se elige    y col   
entonces col    y col    sin embargo col    si el pixel   es coloreado
desde   pero col    si es coloreado desde   Esta situacion de inconsistencia
necesita ser primero identi
cada
Denicion  Dado el conjunto de pixels P un cuadrado es un subconjunto de cuatro
pixels
sqi j  fi j i   j i j   i   j  g
siendo i  f     r 	 g y j  f     s	 g
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Denotaremos entonces por PS el conjunto de todos los cuadrados
PS  fsqi j  i  f     r 	 g j  f     s	 gg




 un cuadrado sqi j  PS
es consistente a nivel  si dado un color arbitrario coli j el anterior procedimiento de
coloracion binaria asigna el mismo color al pixel i  j   tanto si en coloreado desde el
pixel i j   o desde el pixel i   j En otro caso se dira que el cuadrado de pixels es
inconsistente
En el ejemplo  el pixel sq  es inconsistente al nivel    pero consistente al
nivel   
Consecuentemente la anterior coloracion binaria de grafo difuso de pixels depende de la
eleccion del valor  Puede aparecer dos situaciones extremas











ja un valor  	  entonces toda la imagen es considerada como una clase unica
coli j  col  i j  P 










En el caso  
  la imagen parece un tablero de ajedrez siendo todos los pixels
adyacentes clasi





col  si i j es impar
	 col  en otro caso
i j  P
En este sentido solamente el intervalo   debera ser considerado Determinar un nivel
 intermedio apropiado no es una cuestion trivial
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 si sqi j es inconsistente al nivel 
 en otro caso



















Se puede notar que esta funcion binaria es muy importante as que se debera escoger un







 no depende del color particular del pixel i j
Para la comprension del Pseudocodigo que se dara a continuacion algunos comentarios




nida de forma que y

  si solo si coli   j  coli j y





  si solo si coli  j    coli  j y

  en otro caso
 y

  si solo si coli j    coli j y

  en otro caso y
 y

  si solo si coli  j    coli j   y

  en otro caso
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	 j   inconsis  















	  j 




 es consistente al
nivel  si todos los cuadrados sqi j  PS son consistentes al nivel 
El grafo difuso del ejemplo  es inconsistente al nivel    pero es consistente al
nivel   




 el nivel de consistencia deno
tado como 

 es el maximo valor     para el cual el grafo difuso es consistente
La existencia de este nivel de consistencia esta siempre asegurada al menos mientras la
imagen contenga un numero 
nito de pixels Si alguna inconsistencia es detectada para algun
valor de  dado puede ser introducido un procedimiento decreciente para encontrar un valor


menor que asegure la consistencia Este procedimiento sera inicializado con 

 
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En el ejemplo  el cuadrado sq  es inconsistente al nivel      ya que
col   col   col  pero col   col  y col    	 col  Este
cuadrado no puede ser consistente para un nivel     Para    sin embargo el
cuadrado sq  es inconsistente para cualquier valor de     De hecho puede ser
chequeado que si    el grafo difuso de pixels es consistente siendo inconsistente para





se busca entre aquellos cuadrados inconsistentes sqi j Si este
cuadrado es inconsistente al nivel  se puede computar el maximo valor 

para el cual este
























































































En este ejemplo todos los pixels han sido coloreados al principio despues se ha buscado
el valor 

que asegura la consistencia As pues se tiene a los pixels clasi
cados en las clases
 o  Se debera ahora proceder a conseguir un color mas preciso para ambas clases
la clase  debe a su vez ser divida en la clase  o  Esto sera realizado de forma
separada activando alternativamente solo una de las clases que ya estan coloreadas en una
etapa anterior
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De la misma forma se procedera en las posteriores etapas de forma que el anterior proceso
de coloracion binaria es aplicado a aquellos pixels activados es decir un subconjunto de pixels
P

 P  Este subconjunto de pixels P

puede sera caracterizado por una matriz act tal que
acti j  i j  P

y acti j   i j  P







 act En el caso en que no existan dos pixels adyacentes activados
el proceso debera parar Esta situacion es facilmente detectable en el pseudocodigo que se
muestra a continuacion donde la menor distancia entre pixels activados  es inicializada como









do i   r 	 





























De nuevo se puede observar que un cuadrado dado puede ser consistente para un valor 
pero inconsistente para otro valor 


  Aqu un procedimiento decreciente repetido para
el conjunto de cuadrados de pixels PS encontrara el nuevo valor 

asegurando que todos los
cuadrados son hechos consistentes en la nueva coloracion
La siguiente funcion consislevel es el corazon de nuestro algoritmo esta funcion sera
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evaluada iterativamente obteniendo as el nivel de consistencia 

para la familia de pixels que





 y la matriz act El intervalo   es evaluado despues de que el procedimiento
initalpha sea llamado el valor que devuelve dicho procedimiento es 

 El pseudocodigo




 act que evalua el nivel de consistencia 

act para un
subconjunto de pixels activados P

 P  es ahora dado Hay que observar que inicialmente



















do while consistent  
consistent  
do i   r 	 
do j   s	 
if acti j  acti j    acti  j  acti  j     then












   then
consistent  












Siguiendo un orden estandar en los pixels activados el nivel 

act asegura un procedi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 act col Este proceso
calcula la coloracion binaria de los pixels activados en el nivel  Este procedimiento se
inicializa coli j   i j  P  El Pseudocodigo de este procedimiento 
nal de coloracion
es el siguiente








do j   s  coloracion de la primera 
la
ifact j 	   act j   then
col j  col j 	  if d

j
  col j  	 col j 	 
endif
enddo
do k   r  coloracion de las otras 
las
do j   n  coloracion vertical
ifactk 	  j  actk j   then
colk j  colk 	  j if d

kj
  colk j  	 colk 	  j
endif
enddo
do j   s  coloracion horizontal desde la izquierda
ifactk 	  j 	   actk j 	   actk j   then
colk j  colk j 	  if d

kj
  colk j  	 colk j 	 
endif
enddo
do j  s	  	  coloracion horizontal desde la derecha
ifactk j      actk j   then
colk j  colk   j if d

kj




Volviendo de nuevo al ejemplo  y a la asignacion acti j   i j  P y   


 el procedimiento bincol computa la coloracion binaria vista en la 
gura 
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   
   
   
Figura  Primera coloracion binaria del grafo de pixels difuso del ejemplo 
Despues de una primera etapa los pixels coloreados son clasi
cados en dos clases  y 
dependiendo de cual es la distancia considerada entre pixels adyacentes
 Algoritmo estricto de coloracion
El proceso de clasi
cacion inducido por la coloracion binaria puede ser rede
nido aplicado a
cada matriz act para clasi





 i j  P  coli j  
 en otro caso





Los pixels activados seran clasi
cados de nuevo como  o  dando lugar a las clases  y

Analogamente las clases  y  son de
nidas cuando este segundo proceso de coloracion
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es repetido para la clase  de forma que cuatro clases son obtenidas    y 
Los pixels clasi
cados pueden ser identi
cados por la funcion
C  P 	 f   g
donde Ci j es el numero entero asociado con el numero binario de la clase
El mismo procedimiento de coloracion puede ser sucesivamente aplicado a cada familia de
pixels pertenecientes a la misma clase de color siempre y cuando existan pixels adyacentes





 act 	  As si este proceso de coloracion es sucesivamente aplicado
t veces obtendremos 
t
clases
En el caso en que se a	nada un nuevo nivel de clasi
cacion incrementando el parametro t




















   este
numero de pares sera denotado por adp En otro caso el proceso de coloracion para












coli j   i j  P
acti j   i j  P
Ci j   i j  P
adp  
it  
do while adp 	 
adp  







 i j  P  Ci j  itclass
 en otro caso










 act  col
















Ci j    Ci j  coli j i j  P
it  it 
enddo
Este procedimiento de clasi
cacion puede verse como un metodo jerarquico divisible 
Estos metodos de clasi
cacion empiezan con un cluster que contiene a todos los elementos y
en cada paso se dividen las clases obteniendo mayor numero de clases en la siguiente iteracion
Si el proceso lo dejasemos correr 
nalmente se tendran tantas clases como objetos
Aplicando el procedimiento crucol al ejemplo  se tiene que it   luego al menos
apareceran 

  clases de color La coloracion 
nal puede verse en la siguiente 
gura
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Figura  Coloracion del grafo difuso de pixels del ejemplo 
 Analisis de la complejidad computacional
Es obvio del ejemplo  que algunas clases pueden ser eliminadas el numero de clases de
color es  mayor que el numero de pixels del grafo difuso  Esto es debido a la secuencia
de decrecimiento del parametro  para cada clase de color Sin embargo si existen demasiadas
inconsistencias el valor  puede decrecer de forma que algunos subconjuntos de P pueden
ser coloreados dando lugar a un tablero de ajedrez
De hecho el algoritmo anterior crucol no tiene complejidad polinomial En el peor de los
casos el numero it de operaciones esta asociado con el valor r s	  y para este caso todas
las clases de color excepto una estan vacas
En el caso limite cuando t la coloracion C  P 	 f      
t
	 g obtenida
puede ser entendida como una coloracion continua   Esta coloracion continua puede ser
vista como una coloracion en blanco y negro de la imagen con la propiedad de que la diferente
intensidad del color de dos pixels adyacentes sera proporcional a la distancia entre ellos
A pesar de todo cuando se manejan imagenes reales el anterior algoritmo estricto de
coloracion es muy ine
ciente desde un punto de vista computacional Un apropiado decreci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miento del parametro  permitira un ratio aceptable de cuadrados de pixels inconsistentes
Este decrecimiento sera el nucleo del algoritmo de coloracion relajado que se introduce en la
siguiente seccion

 Algoritmo relajado de coloracion
Cuando se trabaja con imagenes digitales de tama	no medio o alto el numero de inconsis
tencias en relacion con el tama	no de la imagen suele ser muy peque	no Sin embargo puede
ocurrir que cuando se busca en el proceso de decrecimiento el valor 

act este sea el valor
 Consecuentemente los pixels no son clasi
cados
Para paliar este problema se propone relajar las restricciones de consistencia dando lugar
as a un nuevo procedimiento de coloracion binaria permitiendo algunas inconsistencias por
ejemplo un  # de cuadrados inconsistentes La complejidad computacional queda resuelta

jando un peque	no numero de iteraciones it  o  por ejemplo
Denotamos por incratio como el porcentaje de inconsistencias del proceso de coloracion
binario es decir el numero de pixels inconsistentes divididos por r 	 s 	  Como se
puede observar si permitimos valores grandes de incratio el valor de  que necesitamos no
decrecera mucho y necesitaremos por tanto un numero de clases peque	no Por otro lado a
mayor valor de incratio mayor numero de pixels seran coloreados erroneamente
As pues se buscara un valor de compromiso entre estas dos situaciones Esta solucion
de compromiso debe tener en cualquier caso ratios de inconsistencia peque	nos por ejemplo
del orden de  de forma que un porcentaje muy peque	no de pixels seran coloreados de
forma equivocada en el caso de que la imagen sea grande esa clasi
cacion erronea no podra
ser percibida por el ojo humano Cada pixel inconsistente debera entonces ser aislado de
forma que su inconsistencia no induzca mas inconsistencias en los pixels adyacentes
Sea col una coloracion binaria Inicialmente coli j   i j  P  y entonces se
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procedera a asignar nuevos colores a cada pixel El orden con el que los pixels seran de nuevo
coloreados sera el mismo que tenamos en el algoritmo estricto de coloracion de izquierda a
derecha y de arriba a abajo
En el proceso de coloracion de la primera 
la desde la izquierda hasta la derecha no se
produciran inconsistencias as como el proceso de coloracion vertical de las columnas desde
la primera Las inconsistencias si existen apareceran cuando una arista horizontal este
siendo chequeado con una arista vertical Denotaremos por ninc al numero total de pixels
inconsistentes
Dados dos pixels horizontales adyacentes activados k j 	  y k j ambos coloreados
desde k 	  j 	  y k 	  j respectivamente se tiene que













Para que el proceso de coloracion funcione correctamente dado un pixel activado i j 
P  es muy importante distinguir entre aquellos que todava no han sido coloreados acti j 
 y aquellos que han sido coloreados acti j   Inicialmente acti j   para todos los
pixels activados i j
Se distinguiran los pixels activados acti j   de los no activados acti j   en
el primer caso caso acti j   si no han sido coloreados y acti j   cuando lo sean
consistentemente y acti j  	 en otro caso Como se ha mencionado anteriormente estos
pixels inconsistentes deben ser aislados para que no contaminen a los pixels adyacentes
Un pixel inconsistente puede ser arbitrariamente coloreado Iteraciones posteriores sua
vizaran los efectos de esta coloracion arbitraria
El pseudocodigo del procedimiento de coloracion binaria se da a continuacion





 act  col
do j   s  se coloread la primera 
la
ifact j 	   act j   then
col j  col j 	  if d

j
	  col j  	 col j 	 
endif
act j  
enddo
do k   r  se colorean el resto de 
las
do j   s  coloracion vertical
ifactk 	  j  actk j   then
actk j  
colk j  colk 	  j if d

kj
  colk j  	 colk 	  j
endif
enddo
do j   s  coloracion horizontal desde la izquierda
ifactk j 	     actk j   then
actk j  
colk j  colk j 	  if d

kj
  colk j  	 colk j 	 
endif





   colk j 	   colk jg  fd

kj
   colk j 	   colk jg then
ninc  ninc  actk j  	 











 colk j 	   	 colk 	  j 	 















 act  col cont
  
do j  s	  	  coloracion horizontal desde la derecha
ifactk j      actk j   then
actk j  
colk j  colk j   if d

kj
  colk j  	 colk j  
endif





   colk j    colk jg  fd

kj
   colk j    colk jg then
ninc  ninc  actk j  	 











 colk j  	 colk 	  j





 colk j    	 colk 	  j  
endif
endif
if actk j  actk j     then  nodos aislados
colk j    colk j if d

kj
  colk j    	 colk j




Para detener el crecimiento exponencial de las iteraciones del algoritmo estricto el parametro
it debe estar acotado en este sentido se tiene un control a priori sobre el numero de parti





valores de  han sido escogidos teniendo en cuenta los diferentes valores
de las distancias entre pixels El parametro it
M
deber ser elegido teniendo en cuenta muchos
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Una vez se ha 
jado el valor de it
M
 diferentes valores de  pueden ser elegidos Denotamos
por 
it
 con it  f     it
M
g la familia de esos valores El procedimiento vecalpha devuelve
eso valores en el vector 


















 i j  Pg




     a
n
g conjunto ordenado DS




     b
m
g los distintos valores ordenados del conjunto ODS
Sea f
j
la frecuencia de b
j























do it   it
M
bfr  it	  
do while cfr 
 bfr
j  j  











El pseudocodigo asociado al algoritmo relajado de coloracion estara basado en los sucesivos
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Ci j   i j  P








do it   it
M







 i j  P  Ci j  itclass









Ci j    Ci j  coli j i j  P
enddo
 Resultados Computacionales
Se han aplicado estos algoritmos a dos imagenes WRITE  ESCUDO de las que se
presentan las 
guras de algunas visualizaciones de los resultados
 WRITE Ejemplo estandar
 Imagen original
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
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 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 ESCUDO la imagen del escudo de la Universidad Complutense
 Imagen original del ESCUDO
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
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Imagen tomada de WRITE










Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 






















Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 


















Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 



















Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 















Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 


















Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 


















Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 
Imagen del ESCUDO de la Universidad Complutense
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 Determinacion de las regiones homogeneas




    C

it
las clases de dicha clasi
cacion
Denicion 	 Dada una clase C
k
Diremos que region R  P  P es homogenea respecto
a dicha clase si
 i j  R i j  C
k

 Esta rodeada de pixels que no pertenecen a C
k
De esta forma se obtienen las diferentes regiones homogeneas dentro de la imagen digital
Ejemplo  Sea P I una imagen digital de tama	no x Una vez hecha la clasi
cacion
utilizando cuatro colores tenemos cuatro clases     A continuacion se ve el grafo
asociado a dicha clasi
cacion
      
      
      
      
Figura  Red de pixels
Como puede verse la region R  f     g es una region homogenea respecto
a la clase  En esta red de pixels se distinguen diez regiones homogeneas
Captulo 	 Clasicacion en teledeteccion Coloracion del grafo difuso 
 Resultados Computacionales
Se han determinado las regiones homogeneas a tres imagenes digitales WRITE  ESCU
DO MATLAB  en funcion del numero de colores usado
 WRITE Ejemplo estandar
 Imagen original
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 ESCUDO la imagen del escudo de la Universidad Complutense
 Imagen original del ESCUDO
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi




cacion utilizando  colores
 Clasi
cacion utilizando  colores
 Clasi
cacion utilizando  colores
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Imagen tomada de WRITE
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Clasicacion utilizando  colores WRITE
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Clasicacion utilizando  colores WRITE
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Clasicacion utilizando  colores WRITE
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Imagen del ESCUDO de la Universidad Complutense
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Imagen del Matlab
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Clasicacion utilizando  colores MATLAB







Como puede observarse con pocos colores se obtiene una clasi
cacion muy buena y
practicamente identica a la original Si el numero de colores es su
cientemente grande se
tendran tantas regiones homogeneas como se tienen en la fotografa original Una vez que
se tiene una buena informacion acerca del numero de clases y sus caractersticas se esta en
disposicion de realizar una clasi
cacion difusa ver   
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
 Proceso interactivo de clasi	cacion
Uno de los principales problemas que aparecen en la clasi
cacion en remote sensing es la de
tratar de clasi
car los pixels de una imagen sin informacion previa El procedimiento visto en
este captulo permite clasi
car los pixels de una imagen digital teniendo en cuenta el entorno
en que se encuentra
A medida que se incrementa el numero de colores la informacion que se extrae de la
imagen va aumentando hasta que llega un momento en que dicha informacion se va perdiendo
debido a la gran cantidad de clases Por este motivo el proceso de clasi
cacion ntido debera
parar cuando el decisor vea que la informacion que le proporciona la clasi
cacion empieza a
disminuir
Una vez que tenemos informacion acerca de las regiones homogeneas en la imagen digital
se puede aplicar la metodologa vista en el captulo anterior para obtener una clasi
cacion
difusa
A continuacion se presenta un esquema de como quedara el algoritmo de clasi
cacion
basado en la coloracion de grafos difusos Ademas de los algoritmos interactivos aqu presen
tados seran convenientes otros algoritmos de aprendizaje para la determinacion del numero
de clases que explican el problema Aqu apareceran ideas como la relevancia de una clase
la redundancia entre varias clases y cubrimiento de los pixels
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Algoritmo de clasicacion basado en la coloracion  Fase
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A lo largo de esta memoria se ha defendido la idea de que un buen modelizador debe ayudar al
decisor a comprender el problema que se le plantea Las anteriores metodologas propuestas
para resolver problemas de clasi
cacion de imagenes digitales hacen hincapie en que son
procesos interactivos y por tanto en muchas de las fases de estos procesos el decisor se
encuentra con problemas complejos de decision Las tecnicas de representacion presentadas
en los captulos anteriores juegan un papel importante en el proceso de ayuda a la decision
En este captulo se va a analizar el problema de clasi
cacion de una imagen digital ob
tenida va satelite desarrollando tecnicas de agregacion que permitan mejorar el modelo de
clasi
cacion no supervisado visto en trabajos anteriores    Sera esencial la representa
cion de relaciones de preferencia introducidas en los primeros captulos de esta memoria

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 Relacion de preferencia entre bandas
En esta seccion se agregara la informacion de cada una de las bandas de la imagen digital
objeto de estudio del problema de teledeteccion El proceso de agregacion puede hacerse de
forma automatica o teniendo en cuenta las preferencias del decisor
En los procesos de clasi
cacion de imagenes digitales vistos en los captulos  y  se
obtena en primer lugar una clasi
cacion difusa teniendo en cuenta la informacion dada por
cada banda k  f     bg dando lugar as al grado de pertenencia 
k
r
i j del pixel i j al
objeto r Para obtener el grado de pertenencia 
r
i j del pixel i j al objeto r se agregaba
la informacion dada por cada banda utilizando algun operador de agregacion automatico Sin
embargo sera util tener en cuenta la informacion dada por las preferencias del decisor en
dicha agregacion
En el caso de imagenes en el espectro visible la visualizacion de la imagen es posible




     
b
r
 no sea necesaria Cada una de estas funciones de pertenencia puede ser inter
pretada como la intensidad en cada una de las bandas del espectro visible En esta situacion
la funcion de pertenencia es presentada como una imagen donde el blanco    para cada
una de las bandas R G B del espectro visible representa el grado de pertenencia mas bajo
y el negro    representa grado de pertenencia mas alto
En otros casos puede ocurrir que la imagen no pueda visualizarse y por tanto existen
di








En el caso en que el numero de bandas sea muy grande una de las principales tecnicas
se basan en la reduccion del numero de bandas de la imagen original En esta lnea aparece
el analisis factorial    pero surgen otros problemas
 Se pierde la capacidad de interpretar las nuevas variables que seran combinacion lineal
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de las b bandas que existan Se resuelve un problema pero aparece otro mas grave que
es el de la interpretacion muy importante en problemas de teledeteccion
 En todos los analisis factoriales se reduce el numero de variables conservandose un alto
porcentaje de variabilidad sin embargo esto podra ocasionar la perdida de alguna
banda que fuera imprescindible para clasi
car un objeto que se encuentra en una zona
muy peque	na y con poca variabilidad
 En muchas ocasiones la cantidad de informacion que explica una banda no es cuanti

cable y se necesita la interpretacion de un experto
Nuestro objetivo en este captulo sera el de agregar la informacion contenida en cada
banda dando lugar as a una clasi
cacion de la imagen digital Este proceso de agregacion
estara basado en el analisis de las preferencias del decisor
No todas las bandas proporcionan una informacion simetrica y la importancia de una
banda para identi
car un objeto requiere cierta interpretacion por este motivo es necesario
realizar un analisis de la importancia de cada banda En muchos casos esta agregacion se
hace teniendo en cuenta la ordenacion dada por el fotointerprete De esta posible ordenacion
se propone siguiente





si la banda k explica mejor el objeto r que la banda k


El estudio de la representacion de esta relacion binaria ayudara a comprender el problema de
preferencias asociado y permitira al decisor resolver el problema de agregacion de las bandas
de una forma mas adecuada
Es facil que ocurra que las preferencias del decisor no veri
quen algunas de las propiedades
que se le exigen a la teora clasica de la dimension As pues se hara imprescindible para un
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analisis de la dimension la teora desarrollada anteriormente que permite la representacion
de cualquier relacion no reexiva




     k
b
 Supongamos que despues de un
analisis se ha identi
cado el objeto r y se ha construido la funcion de pertenencia de dicho




A continuacion se construye la relacion binaria R
r




relacion de preferencia sobre los objetos normalmente no sera un orden parcial Se calcula su







Una vez se tienen los ordenes lineales que explican la relacion de preferencia entre bandas




k  f     bg en forma de OWA   y se asigna peso w

a aquellas
bandas mas preferidas en los ordenes lineales y peso w
n
a las menos preferidas se tiene el
siguiente operador de agregacion OWA
a

























Aplicando este operador a las diferentes funciones de pertenencia se tiene que

r
i j  

r













As pues este procedimiento permite la agregacion banda a banda de la funcion de per
Captulo 
 Clasicacion en teledeteccion Agregacion de preferencias 
tenencia siempre que se cumpla que la relacion de preferencias asociada sea no reexiva








 Se ha identi
ca
do el objeto r en dicha imagen y se tiene una funcion de pertenencia del objeto r para cada
banda








g y sea R
r














   
   
   




































Figura  Relacion binaria del ejemplo 
Esta relacion binaria R
r







con las siguientes matrices
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Figura  Descomposicion en ordenes parciales de la relacion binaria del ejemplo 
Por otra parte cada uno de estos tres posets puede ser representado como interseccion
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Suponiendo que esta representacion de preferencias es valida para el decisor la dimension
es  Tendiendo en cuenta la anterior metodologa y suponiendo que el vector de pesos es



































 se ha obtenido como suma de
los pesos de la posicion que ocupa k

en los diferentes ordenes lineales
Dada la representacion anterior las bandas  y  tienen mayor importancia es decir
explican mejor el objeto r mientras que las bandas  y  tienen un peso menor Puede
observarse en el digrafo de la relacion que  y  son preferibles a  y 
Ejemplo 	 Sea la imagen digital tomada sobre la sierra de Madrid estudiada en los
captulos  y 
Una vez desarrolladas las tecnicas propuestas en los captulos anteriores se obtienen los
objetos a estudiar y para cada una de las bandas las funciones de pertenencia a dichos objetos
A continuacion se muestran las funciones de pertenencia del objeto lago sobre las diferentes
bandas espectrales de la imagen digital tomada sobre la sierra de Madrid
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Una vez hecha la clasi
cacion banda a banda 
k
r
k  f     g se esta interesado en
agregar esta informacion para obtener una clasi
cacion difusa de cada pixel en esa clase
Despues de preguntar al decisor cual de las bandas cree que representa mejor la region
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Esta relacion es representada por dos ordenes lineales
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que es representada en la siguiente imagen
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	 Relacion basada en varios decisores
Si la comparacion entre las bandas la realizan varios especialistas se pueden tener opiniones
y criterios muy diversos por lo que la relacion de preferencia R
r
no es valida para todos
En esta seccion se tratara de agregar la informacion banda a banda cuando aparecen varios
especialistas en interpretacion de imagenes digitales
Nos encontramos de forma natural con un problema de relaciones de preferencias difusas










  proporcion de especialistas que preere la banda k a la k para explicar el objeto r
Ejemplo 	 Sea P I imagen digital con tres bandas RGB correspondientes a las
intensidades color rojo verde y azul















Supongamos que esta matriz se ha obtenido con la anterior metodologa Se puede ob
servar que por ejemplo 
R
RB   lo que quiere decir que el  # de los interpretes
pre
eren la banda R para interpretar el objeto r que la banda B
Cuando se analiza este problema desde el punto de vista de la dimension aparecen cuatro
casos posibles
 Cuando  
  se esta en el caso en el que cualquier diversidad de eleccion en los
decisores provoca un arco el el grafo asociado al corte Para este caso existe un ciclo
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en el corte asociado y este corte puede ser representado en terminos de  ordenes




 fRGB  BRGg  fGBR  RGBg  fBRG  GBRg
Primero se divide el conjunto de relaciones en tres Posets correspondientes a las tres
lneas de pensamiento
  # pre
ere la banda R a la G Poset 
  # pre
ere la banda G a la B Poset 
  # pre
ere la banda B a la R Poset 










 Cuando  
  
  Para este valor de  la opinion del  # de los decisores no se
considera relevante As solamente se tienen dos opiniones
  # pre
ere la banda G a la B
  # pre
ere la banda B a la R




 fGBR  RGBg  fBRG  GBRg
as que se necesita tambien  ordenes lineales
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 Cuando  
  
  se tiene un conjunto totalmente ordenado con un solo elemento
R

 BRG  GBR
Este poset tiene dimension 














 RGB  BGR
y consecuentemente  ordenes lineales son necesitados










	 Relacion basada en otros atomos de racionalidad
Como ya se apuntaba en el captulo  ademas de los ordenes lineales existen otras posibi
lidades de lo que se entiende normalmente por un criterio Por este motivo se desarrollo en
el captulo  el concepto de dimension y representacion de preferencias en el caso en que el
atomo de racionalidad sea distinto de un orden lineal
Del mismo modo a como se ha propuesto anteriormente la agregacion basada en la
relacion de preferencia entre bandas se puede generalizar al caso en que nuestros atomos de
racionalidad no sean ordenes lineales
Sean w

     w
b
 los pesos de las bandas segun su preferencia en el atomo de racionalidad
Se de
ne el siguiente operador de agregacion OWA
a


























donde ol es la posicion que ocupa la banda iesima en el atomo de racionalidad l
Aplicando este operador a las diferentes clases de pertenencia de las regiones se tiene

r
i j  

r













Ejemplo 	 Sea P I una imagen digital con cinco bandasX  k

     k

 Supongamos
que se trabaja con el atomo de racionalidad de los ordenes lineales de tama	no  Sea w 
     pesos correspondientes las bandas ordenadas en nuestro atomo de racionalidad
y sea R una relacion binaria ntida que modeliza la relacion de preferencia la banda k
i
es
preferida a la banda k
j
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 Relacion de preferencia entre variacionales
En el proceso de clasi
cacion del captulo  la variacional de una imagen con direccion v
representaba la heterogeneidad de cada pixel en esa direccion Teniendo en cuenta diferentes
direcciones  que deberan ser determinadas por el decisor y agregando la informacion obtenida
de una forma adecuada se obtena una medida general de la no homogeneidad de un pixel




i j medidas de heterogeneidad del pixel i j asociadas a las direcciones
v
l
l  f     kg A partir de estas medidas se puede construir una medida general fri j
de no homogeneidad de un pixel agregando la informacion dada por cada direccion As pues
se tendra
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fri j  !fr
v





Asociado a este problema de agregacion surge un problema de decision $cual de las
direcciones discrimina mejor los objetos dentro de la imagen y por tanto debe tener mayor
peso a la hora de medir dicha heterogeneidad%
De esta forma se puede de
nir la siguiente relacion
uRv si la direccion u discrimina mejor los objetos en la imagen digital que la direccion v
El estudio de la representacion de esta relacion binaria ayudara a comprender el problema
de preferencias asociado y permitira al decisor resolver el problema de agregacion de las
direcciones de una forma mas adecuada
Ejemplo 	 Se quiere agregar la informacion obtenida por las direcciones horizontal ver
tical y diagonal representadas por h v d de la imagen digital de sevilla vista en el captulo

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Imagen de la variacional vertical de la imagen de Sevilla
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Imagen de la variacional horizontal de la imagen de Sevilla
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Imagen de la variacional diagonal de la imagen de Sevilla









Sea R la relacion binaria en X  fd h vg que representa la decision de cual de las
direcciones discrimina mejor los objetos dentro de la imagen La relacion binaria que modeliza
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Esta relacion binaria puede ser explicada mediante dos ordenes lineales
R  d h v
T
d v h Siguiendo la lnea desarrollada en la anterior seccion se agrega esta
















i ji j  P
Sean w

     w
k
 los pesos de las kdirecciones elegidas v

     v
k
 segun su preferencia

























Se ha aplicado esta metodologa a la imagen digital tomada sobre Sevilla
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Imagen de la Frontera de la region de Sevilla









	 Relacion basada en varios decisores
La relacion de preferencia entre variacionales puede de
nirse teniendo en cuenta la opinion
de varios especialistas de este modo surge de forma natural un problema de relaciones de
preferencias difusas
Una posibilidad para la construccion de la relacion de preferencias valoradas es la siguien
te
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
R
u v  proporcion de especialistas que preere la direccion u a la v
Analizado la funcion de dimension asociada a esta relacion as como la representacion
en cada uno de los casos una agregacion es posible dando lugar a la frontera de la imagen
digital
	 Relacion basada en los objetos
La aproximacion vista en la anterior seccion esta basada en la relacion
vRv si la direccion v discrimina mejor los objetos dentro de una fotografa que v
Sin embargo en muchas ocasiones resulta difcil determinar si una direccion discrimina mejor
los objetos que otra ya que habra direcciones que discriminen bien unos objetos y otros no
haciendo compleja la comparabilidad entre direcciones
Por tanto puede resultar difcil construir la relacion que denotabamos anteriormente por

R
u v El objetivo en esta seccion sera el de construir dicha relacion
Fijados una serie de objetos en la imagen digital r

   r
s
 una pregunta mucho mas facil de
responder es la siguiente dada una direccion discrimina mejor un objeto r
i
que otra De






v si la direccion u discrimina mejor el objeto r
i
que la direccion v
Parece logico pensar que esta relacion s va a poder ser construida con facilidad por el
fotointerprete El problema que se planea ahora es como agregar las relaciones R

     R
s

para obtener la relacion difusa 
R
entre direcciones Para la agregacion de estas relaciones de
preferencia se construye otra relacion de preferencia entre los objetos que aparecen en nuestro
estudio
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r H r

si el objeto r es mas relevante es nuestro estudio que el objeto r


El estudio y analisis de este problema de decision hara posible una agregacion Al igual que
en las agregaciones anteriores se utilizara un operador de agregacion OWA
Sean w

     w
s
 los pesos de los objetos segun su preferencia en un orden lineal Se
de
ne el siguiente operador de agregacion OWA
a




















es la suma de los pesos de los objetos r
i





Aplicando este operador a las diferentes funciones de pertenencia de se tiene que

R
u v  R













Conclusiones y futuras lneas de
Investigacion
 Conclusiones
Los sistemas de ayuda a la decision permiten analizar y comprender el problema que el decisor
tiene entre manos Una buena comprension del problema permitira al decisor tomar mejores
decisiones
Uno de los sistemas de ayuda a la toma de decisiones mas utilizados es el analisis de
las preferencias del decisor La modelizacion de las preferencias por medio de funciones de
utilidad teora de grafos etc as como el analisis de los criterios permiten en muchas ocasiones
una compresion del problema
Una de las principales crticas que se le hacen a las relaciones de preferencias sobre todo
en el caso difuso es que son muy difciles de interpretar para el decisor y en la mayora de
los casos no se ayuda al decisor a resolver los problemas de decision
Por este motivo en esta tesis hemos tratado de abordar el problema de la representacion de

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preferencias para poder mejorar las tecnicas que permiten al decisor entender sus preferencias
y a la vez el problema con el que se enfrenta En esta lnea aparece el concepto de dimension
en relaciones de preferencia como una buena representacion de relaciones de preferencia
binaria
La generalizacion de este concepto al caso difuso era hasta ahora es muy restrictiva
haciendose posible la generalizacion solamente en casos poco reales ya que se exigen unas
propiedades muy fuertes a la relacion de preferencias difusas Por este motivo hemos abordado
el problema de la dimension en relaciones de preferencias primero en el caso ntido para luego
poder pasar al caso difuso
Una vez desarrollada la teora que permite una mejor comprension de las preferencias en
esta memoria se ha abordado el problema de la clasi
cacion no supervisada en teledeteccion
Para realizar esta clasi
cacion se ha planteado un modelo difuso de clasi
cacion que permita
representar la realidad de una forma mas exible
El problema de la clasi
cacion en teledeteccion se ha abordado desde dos enfoques dis
tintos
 El primero de los enfoques construye mediante la variacional de una imagen regiones
homogeneas dentro de la imagen as como una posterior clasi
cacion difusa
 El segundo de los enfoques mediante un procedimiento de coloracion del grafo difuso
asociado determina regiones homogeneas dentro de la imagen permitiendo al igual que
el anterior enfoque una clasi
cacion difusa
En ambos metodos se emplean diversas tecnicas de agregacion tanto automaticas captulos
 y  como basadas en la representacion de las preferencias del decisor captulo 
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 Futuras lneas de Investigacion
Otras aproximaciones para la clasicacion en teledeteccion
En los metodos de clasi
cacion desarrollados en esta memoria se produce una perdida de
informacion al aplicar la funcion distancia entre pixels Esta funcion distancia comprime la
informacion que se tiene en IR
b
para tenerla en IR

 Otra aproximacion que surge de forma
natural en este modelo es aplicar la metodologa vista en los captulos  y  a cada banda
De esta forma se obtendra una clasi
cacion de las regiones para cada banda Una vez hecho
esto existen diversas formas de agregar esa informacion para obtener una clasi
cacion difusa

nal Sera interesante comparar esta nueva metodologa con la desarrollada en esta memoria
Eleccion de la funcion distancia y funcion de pertenencia
Los procesos de clasi
cacion presentados en esta memoria son fuertemente dependientes de
la eleccion de la funcion distancia Sera interesante analizar la funcion distancia segun las
caractersticas del problema
Tambien podra analizarse las diferentes posibilidades para la construccion de la funcion
de pertenencia as como la eleccion de un patron asociado a una region
Otros metodos de agregacion basados en relaciones de preferencias
Supongamos que se supiese resolver el problema de agregacion cuando la relacion de prefe
rencia del fotointerprete fuese un orden lineal Teniendo en cuenta esta representacion dada
en forma de ordenes lineales se podra resolver el problema basandose en las operaciones de
union e interseccion de conjuntos difusos
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Algoritmos Heur
sticos para el calculo de la funcion de dimension
En esta memoria se aborda el problema del calculo de la dimension basandose en la idea de
Poset maximal Uno de los problemas que quedan sin resolver es el de como descomponer
la relacion de preferencias de modo que la representacion sea minimal En esta lnea podra




Desarrollar algoritmos que permitan la representacion de una relacion de preferencias como
uniones de intersecciones de atomos de racionalidad diferentes a ordenes lineales En esta
lnea analizar la complejidad en funcion del atomo de racionalidad
La terna de las relaciones de preferencia
A lo largo de esta memoria solamente la preferencia estricta es modelizada podra pensarse en
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