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Abstract
In this paper we demonstrate the integrability of the Hamilton-Jacobi equation
for two non-central potentials in spherical polar coordinates, and present complete
solutions for the classically bound orbits. We then show that the semiclassical method
of Bohr-Sommerfeld quantisation exactly reproduces the bound state spectra of the
corresponding quantum mechanical Schrödinger equations. One of these potentials has
previously been analysed in parabolic coordinates; the results for the other are, to the
authors’ best knowledge, original.
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1 Introduction
The Kepler-Coulomb system is of fundamental importance in physics and chemistry, and is
exactly soluble both classically and quantum mechanically [1]. Its classical and quantum
solutions are related in the sense that applying Bohr-Sommerfeld quantisation to classical
bound orbits reproduces exactly the quantum mechanical bound state spectrum derived from
the Schrödinger equation. This naturally leads us to ask which other systems possess the
same properties, namely classical and quantum solubility with exactness of Bohr-Sommerfeld
quantisation. An obvious approach is to consider three-dimensional potentials which gener-
alise the Kepler-Coulomb system.
In 1997 Dutt et. al. [2] showed that the two non-central potentials,
VA(r) = −κ
r
− ρ cos θ
r2 sin θ
+
γ
r2 sin2 θ
, VB(r) = −κ
r
− ρ cos θ
r2 sin2 θ
+
γ
r2 sin2 θ
, (1)
can be solved quantum mechanically using methods from supersymmetric quantum mechan-
ics (SUSYQM) [3]. After separation in spherical polar coordinates, only the polar differential
equation is changed from the Kepler-Coulomb form, with the substitution z = ln tan (θ/2)
yielding the exactly soluble hyperbolic Scarf or hyperbolic Rosen-Morse potentials, respec-
tively. The exact quantum solubility of the potentials VA(r) and VB(r) led us to consider
their classical and semiclassical solubility.
It turns out that VB(r) has been extensively studied in the literature. Makarov et.
al. [4] showed that VB(r) can be separated classically and quantum mechanically in both
spherical and parabolic coordinates. Kibler and Campigotto [5] later solved the system
both classically and quantum mechanically in parabolic coordinates, and demonstrated the
exactness of Bohr-Sommerfeld quantisation. In a following paper, Kibler et. al. [6] solved the
Schrödinger equation in spherical, parabolic and prolate spheroidal coordinates, and derived
the coefficients of the interbasis expansions. The special case where ρ = 0 is known as the
Hartmann potential [7], and was originally introduced to model ring-shaped molecules such
as benzene [8].
In the following we consider potentials of the form
V (r) = V1(r) +
V2(θ)
r2
, (2)
where we will eventually set V1(r) equal to the Kepler-Coulomb potential, V1(r) = −κ/r,
and either V2(θ) = −ρ cot θ+ γ cosec2 θ or V2(θ) = −ρ cot θ cosec θ+ γ cosec2 θ, to obtain the
non-central potentials VA(r) and VB(r), respectively. In section 2 we separate the Hamilton-
Jacobi equation for the general potential, V (r), and perform the radial and azimuthal inte-
grals. In section 3 we perform the polar integral for the potential VA(r), and hence construct
its classical solution. We then perform Bohr-Sommerfeld quantisation of VA(r) in section
4, and compare this with the quantum mechanical result in section 5. The classical solu-
tion, Bohr-Sommerfeld quantisation, and quantum solution of the Makarov-Kibler potential,
VB(r), are then presented in sections 6, 7, and 8, respectively.
1
2 Hamilton-Jacobi equation for non-central potentials
In spherical polar coordinates, the Hamilton-Jacobi (HJ) equation for potentials of the form
given in eq. 2 can be written as,
∂S
∂t
+
1
2µ
[(
∂S
∂r
)2
+
1
r2
(
∂S
∂θ
)2
+
1
r2 sin2 θ
(
∂S
∂φ
)2]
+ V1(r) +
V2(θ)
r2
= 0, (3)
where µ is the particle’s mass. Substituting a solution of the form,
S = −εt+ αφφ+W1(r) +W2(θ), (4)
allows for the separation of the HJ equation into first order non-linear differential equations
for W1(r) and W2(θ), upon introduction of a separation constant α2θ [9]. Rearranging these
differential equations yields
W1(r) =
∫
dr
√
2µ(ε− V1(r))− α
2
θ
r2
, (5a)
W2(θ) =
∫
dθ
√
α2θ −
α2φ
sin2 θ
− 2µV2(θ). (5b)
We may identify ε as the total energy, and αφ as the z-component of the angular momentum.
The HJ equations of motion (EOMs) are then given by,
βr =
∂S
∂ε
= −t+
∫
dr
µ√
2µ(ε− V1(r))− α
2
θ
r2
, (6a)
βθ =
∂S
∂αθ
= −
∫
dr
αθ
r2
√
2µ(ε− V1(r))− α
2
θ
r2
+
∫
dθ
αθ√
α2θ − α2φ cosec2 θ − 2µV2(θ)
, (6b)
βφ =
∂S
∂αφ
= φ−
∫
dθ
αφ
sin2 θ
√
α2θ − α2φ cosec2 θ − 2µV2(θ)
, (6c)
where the βi are constants. We may interpret βr and βφ as the initial values of time, −t0, and
azimuthal angle, φ0, respectively; we may set them equal to zero without loss of generality.
Since we are concerned with bound orbits, we require ε < 0.
The constant αθ can be related to the system’s angular momentum, using αφ = pφ, as
α2θ = p
2
θ +
p2φ
sin2 θ
+ 2µV2(θ). (7)
This shows that αθ has a central piece (the first two terms), and a non-central piece (the final
term). Clearly αθ no longer has the physical interpretation as the total angular momentum.
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For our systems V1(r) = −κ/r, leaving the radial integrals unchanged from the Kepler-
Coulomb problem. Performing these integrals, we find a parametric relation between r and
t in terms of an intermediary variable w [10]. In particular we obtain
r = 1
2
(r1 + r2)− 12(r2 − r1) cosw, (8a)
t =
√
µ(r1 + r2)3
8κ
(
w − r2 − r1
r2 + r1
sinw
)
, (8b)
where r1,2 are the minimum and maximum values of the orbital radius, respectively, given
by
r1,2 =
κ
2|ε| ∓
√
κ2
4|ε|2 −
α2θ
2µ|ε| . (9)
Evaluating the radial integral in eq. 6b then yields
r = 2r1r2
[
r1 + r2 + (r2 − r1) cos(ψ − βθ)
]−1
, (10)
with ψ simply being the remaining polar integral in eq. 6b,
ψ =
∫
αθ dθ√
α2θ − α2φ cosec2 θ − 2µV2(θ)
. (11)
Finally we can set βθ = 0 without consequence, as this simply dictates the initial radial
position.
3 Classical motion in the cotangent potential VA(r, θ)
We first consider VA(r, θ), for which V2(θ) = −ρ cot θ + γ cosec2θ, and set γ = 0; we may
recover the results for γ 6= 0 by replacing α2φ → α˜2φ = α2φ + 2µγ inside the square roots of eq.
12a and eq. 12b. To complete the classical solution, we need to evaluate the integrals
ψ =
∫
αθ dθ√
α2θ − α2φ cosec2 θ − 2µρ cot θ
, (12a)
φ =
∫
αφ dθ
sin2 θ
√
α2θ − α2φ cosec2 θ − 2µρ cot θ
. (12b)
The latter integral is performed using the substitution u = cot θ, which leads to the EOM
between θ and φ, [
α2θ
α2φ
+
µ2ρ2
α4φ
− 1
] 1
2
cosφ+
µρ
α2φ
= cot θ. (13)
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This shows that the periods of motion in θ and φ are identical for the case γ = 0. From eq.
13 it follows that the minimum and maximum values of θ in the motion are,
θ1,2 = cot
−1
µρ
α2φ
±
[
α2θ
α2φ
+
µ2ρ2
α4φ
− 1
] 1
2
 . (14)
To calculate the integral for ψ, we first change variable from θ to φ using eq. 13 to obtain
ψ = A
∫
dφ
1 + (B + C cosφ)2
, (15)
with the constants A, B, and C given by
A =
αθ
αφ
, B =
µρ
α2φ
, C =
√
A2 +B2 − 1. (16)
We next employ the tangent half-angle substitution s = tan
(
1
2
φ
)
to yield
ψ =
2A
(B − C)2 + 1
∫
(s2 + 1) ds
s4 + 2Ds2 + E
, (17)
where D and E are given by
D =
2− A2
(B − C)2 + 1 , E =
(B + C)2 + 1
(B − C)2 + 1 . (18)
Further progress is made by factorising the quartic in eq. 17 as
s4 + 2Ds2 + E = (s2 + 2Fs+G)(s2 − 2Fs+G), (19)
where F and G are given by,
G =
√
E, F =
√
1
2
(G−D). (20)
The integrand of eq. 17 may then be split up into partial fractions, yielding the final result
ψ(φ) =
A
(B − C)2 + 1
{
(G− 1)
4FG
ln
(
s2 − 2Fs+G
s2 + 2Fs+G
)
+
(G+ 1)
2GH
[
tan−1
(
s+ F
H
)
+ tan−1
(
s− F
H
)]}
,
(21)
where H is given by
H =
√
G− F 2 =
√
1
2
(G+D). (22)
Unfortunately, this appears to be the most concise manner in which to present this solution.
We have therefore obtained a complete classical solution allowing us to use φ as the driving
4
variable when plotting the orbits. Starting from φ, we can determine θ(φ) from eq. 13, and
ψ(φ) from eq. 21; we can then determine r(ψ) and t(ψ) from eq. 8a and eq. 8b, respectively,
giving a complete description of the motion.
In order to ensure bound orbits, we have to impose the following restrictions on the
separation constants,
0 ≤ α2θ ≤
κ2µ
2|ε| , α
2
φ(α
2
θ − α2φ) + µ2ρ2 ≥ 0, α2φ ≥ 0. (23)
The first of these inequalities is found by requiring that r1,2 be real and positive, whilst the
second is found by requiring that θ1,2 be real. The third inequality is self-evident as αφ is
still the z angular momentum of the system. The second inequality shows that α2θ < α2φ is
now a possibility, emphasizing the fact that αθ is no longer the total angular momentum.
The conditions on ε, α2θ and α2φ may be rewritten as
ε < 0, 0 ≤ α2θ ≤
κ2µ
2|ε| , 0 ≤ α
2
φ ≤ 12
[√
α4θ + 4µ
2ρ2 + α2θ
]
. (24)
In fig. 1 we show two representative examples of orbits in the potential VA(r) for γ = 0.
These orbits are generally not closed since the periods of the motion in r and θ, φ are not
commensurate except for special parameter values.
(a) (b)
Figure 1: Two examples of the orbit traced out by a particle moving in the potential VA(r)
with the parameter values µ = 1, κ = 20, γ = 0, |ε| = 3, αθ = 3, and αφ = 2. In figure (a)
ρ = 10, whilst in figure (b) ρ = 20.
The motion takes place on the surface defined by eq. 13, which upon multiplication by
r sin θ and rewriting in cartesian coordinates becomes
Cx+B
√
x2 + y2 = z → (C2 −B2)x2 −B2y2 + z2 − 2Czx = 0. (25)
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This is clearly a quadric surface, and upon diagonalisation of the corresponding symmetric
matrix we find that this is the elliptic cone given by[√
α4θ + 4µ
2ρ2 − α2θ
α2φ
]
x′2 +
2µ2ρ2
α4φ
y′2 −
[
α2θ +
√
α4θ + 4µ
2ρ2
α2φ
]
z′2 = 0, (26)
where x′y′
z′
 =
cos θc 0 − sin θc0 1 0
sin θc 0 cos θc
xy
z
 , (27)
corresponding to an anticlockwise rotation about the y axis by an angle θc defined by
tan θc =
√
α4θ + 4µ
2ρ2 + α2θ − 2α2φ
2
√
α2φ(α
2
φ − α2θ) + µ2ρ2
. (28)
The axis of the elliptic cone therefore has polar angles (θc, φc) where φc = φ0 (note that we
have previously set φ0 = 0, but setting φ0 6= 0 would just cause rotation of the xz-plane by
φ0). The half-angles of the elliptic cone in the x′z′- and y′z′-planes, θx′z′ and θy′z′ , are then
tan θx′z′ =
√√
α4θ + 4µ
2ρ2 + α2θ√
α4θ + 4µ
2ρ2 − α2θ
=
√
α4θ + 4µ
2ρ2 + α2θ
2µρ
, (29a)
tan θy′z′ =
αφ
µρ
√
1
2
[√
α4θ + 4µ
2ρ2 + α2θ
]
. (29b)
We note that straightforward geometry implies that θc = 12(θ2 − θ1) and θx′z′ = 12(θ2 + θ1);
these can be shown to be equivalent to the previous results using trigonometrical identities.
From the above results, we can see how the shape of the elliptic cone varies as a function
of the parameters of the problem. If we set ρ = 0, we find that θx′z′ = θy′z′ = pi/2 and
cos θc = αφ/αθ, corresponding to motion in the plane perpendicular to the conserved angular
momentum, as expected for the Kepler-Coulomb problem. For ρ 6= 0, θx′z′ increases from
pi/4 to pi/2 as αθ increases from 0 to ∞; θx′z′ does not depend upon αφ. Alternatively, if we
fix αθ and increase ρ, the cone folds since θx′z′ decreases from pi/2 to pi/4 as ρ increases from
0 to ∞. For fixed values of ρ and αθ, θy′z′ increases from 0 to θx′z′ as αφ increases from 0 to
its maximum value α2φ =
1
2
[√
α4θ + 4µ
2ρ2 + α2θ
]
.
Turning our attention now to the γ 6= 0 case, we replace αφ by α˜φ =
√
α2φ + 2µγ as
appropriate in our previous calculations. The equation for θ(φ) becomes[
α2θ
α˜2φ
+
µ2ρ2
α˜4φ
− 1
] 1
2
cos
(
α˜φ
αφ
φ
)
+
µρ
α˜2φ
= cot θ, (30)
whilst the form of ψ(φ) given in eq. 21 remains the same with the changes of parameter
s = tan
(
α˜φ
αφ
φ
2
)
, A =
αθ
α˜φ
, B =
µρ
α˜2φ
. (31)
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The final change is in the second inequality of eq. 23, which becomes α˜2φ(α2θ− α˜2φ)+µ2ρ2 ≥ 0.
The conditions on ε, αθ and αφ are now
− γκ
2
(4γ2 − ρ2) < ε < 0,
max
[
0,
µ(4γ2 − ρ2)
2γ
]
≤ α2θ ≤
κ2µ
2|ε| ,
0 ≤ α2φ ≤ 12
[√
α4θ + 4µ
2ρ2 + α2θ
]
− 2µγ.
(32)
The additional restrictions on ε and α2θ only occur when γ >
1
2
ρ, and arise from the fact that
α2φ must be non-negative.
In fig. 2 we show two representative examples of orbits in the potential VA(r) for γ 6= 0.
These orbits are generally not closed since the periods of the motion in r, θ and φ are not
commensurate except for special parameter values. Since the motion in θ and φ is generally
incommensurate, the orbit is not confined to a fixed surface unless α˜φ/αφ is rational. The
typical motion has the periods of the r, θ and φ motions all irrationally related, leading to
the type of orbit seen in fig. 2a, whilst an orbit with the θ and φ motions rationally related
is shown in fig. 2b.
(a) (b)
Figure 2: Two examples of the orbit traced out by a particle moving in the potential VA(r)
with the parameter values µ = 1, κ = 10, ρ = 20, |ε| = 3, αθ = 3, and αφ = 2. In figure (a)
γ = 4, whilst in figure (b) γ = 6.
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4 Bohr-Sommerfeld quantisation of the cotangent
potential VA(r, θ)
Bohr-Sommerfeld quantisation (BSQ) is an extension of Bohr’s 1913 quantum theory of the
hydrogen atom. It is part of the “old quantum theory” in which quantum conditions are
imposed on the classical solution of a problem. This was superseded after 1925 by the “new
quantum theory” of Born, Heisenberg and Schrödinger, which is the physically correct theory.
In general BSQ gives an incorrect result, but there are special systems such as the harmonic
oscillator and hydrogen atom, for which the correct quantum mechanical result is obtained.
We will demonstrate that VA(r, θ) is one such special system for which BSQ is exact.
To apply Bohr-Sommerfeld quantisation, we must first rewrite our classical equations in
terms of action-angle variables [9]. Starting from a Hamiltonian description of our system,
with the coordinates, qi, and momenta, pi, each showing periodic motion, the action variables,
Ji, are defined by
Ji =
1
2pi
∮
pi dqi =
1
2pi
∮
∂Wi
∂qi
dqi (33)
where we assume the Hamilton-Jacobi equation has a separable solution
S = −εt+
∑
i
Wi(qi; {αj}). (34)
The Ji({αj}) form a new set of constant momenta, which are functions of the HJ separation
constants, αi. Since the energy is a separation constant, we can write the Hamiltonian as a
function of the Ji. Their conjugate coordinates are the angle variables, ξi, defined by
ξi =
∂W
∂Ji
=
∑
j
∂Wj(qj; {αk})
∂Ji
. (35)
The time evolution of the action variables is given by
ξi(t) = ξi(0) + ωit, where ωi({Jk}) = ∂H({Jk})
∂Ji
; (36)
ωi is the constant frequency associated with ξi.
The final step in Bohr-Sommerfeld quantisation is to set Ji = (ni + νi)~, where ni is a
non-negative integer, and the Maslov index νi equals 0 if qi has no turning points, and 12 if
qi oscillates between two turning points. [9, 10] For our system this means that
Jr =
(
nr +
1
2
)
~, Jθ =
(
nθ +
1
2
)
~, Jφ = nφ~. (37)
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For the general separable system, the action variables are given by
Jr =
1
pi
∫ r2
r1
dr
√
2µ(ε− V1(r))− α
2
θ
r2
, (38a)
Jθ =
1
pi
∫ θ2
θ1
dθ
√
α2θ −
α2φ
sin2 θ
− 2µV2(θ), (38b)
Jφ =
1
2pi
∫ 2pi
0
pφ dφ = αφ. (38c)
The integral for Jr is unchanged from the Kepler-Coulomb problem and may be written as
Jr =
√
2µ|ε|
pi
∫ r2
r1
√
(r2 − r)(r − r1)
r
dr. (39)
If we rewrite this as a contour integral around the branch cut between r1 and r2, it may be
evaluated by deforming the contour and considering the residues of the poles at r = 0 and
r =∞ to obtain
Jr =
√
2µ|ε|
[
1
2
(r1 + r2)−√r1r2
]
= κ
√
µ
2|ε| − αθ. (40)
Setting V2(θ) = −ρ cot θ, and making the substitution u = cot θ, the integral for Jθ becomes
Jθ =
αφ
pi
∫ u1
u2
√
(u2 − u)(u− u1)
u2 + 1
du. (41)
Once again we rewrite this as a contour integral around the branch cut between u2 and u1,
and evaluate it by deforming the contour and considering the residues of the poles at u = ±i
and u =∞ to obtain
Jθ = αφ
[
Re
√
(u1 − i)(i− u2)− 1
]
=
√
1
2
(√
α4θ + 4µ
2ρ2 + α2θ
)
− αφ. (42)
We now rearrange the equations for Jr, Jθ and Jφ to write H ≡ ε as
H = −|ε| = − µκ
2
2
{
Jr + (Jθ + Jφ)
[
1− µ
2ρ2
(Jθ + Jφ)4
]1/2}2 , (43)
and Bohr-Sommerfeld quantisation, using eq. 37, finally gives
E(nr, nθ, nφ) = − µκ
2
2~2
nr + 12 + (nθ + nφ + 12)
[
1− µ
2ρ2
~4
(
nθ + nφ +
1
2
)4
]1/2
2 . (44)
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To obtain the results for γ 6= 0, we replace Jφ ≡ αφ by J˜φ ≡ α˜φ =
√
J2φ + 2µγ, giving
H = −|ε| = − µκ
2
2
Jr +
(
Jθ +
√
J2φ + 2µγ
)1− µ2ρ2(
Jθ +
√
J2φ + 2µγ
)4

1/2

2 , (45)
and BSQ proceeds as before using eq. 37.
From eqs. 43 and 36, we see that in the γ = 0 case, the frequencies associated with θ
and φ are identical, since Jθ and Jφ only occur in the combination Jθ + Jφ. In other words,
ωr 6= ωθ = ωφ. When γ 6= 0, Jθ + Jφ is replaced by Jθ +
√
J2φ + 2µγ, and it follows that
ωr 6= ωθ 6= ωφ. The system then has three independent frequencies, and the orbits for γ 6= 0
are very different from those for γ = 0. If we start from the Kepler-Coulomb potential, all
three frequencies are the same; when the cot θ term is then added, ωr becomes different to
ωθ = ωφ; when the cosec2 θ term is finally added, all three frequencies are different.
5 Quantum solution of the cotangent potential VA(r, θ)
The Schrödinger equation for the general potential given in eq. 2 is
− ~
2
2µ
∇2Ψ +
(
V1(r) +
V2(θ)
r2
)
Ψ = EΨ(r). (46)
Separating variables in the standard manner using Ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ), we obtain
Φ(φ) = einφφ, (47a)
d2R
dr2
+
2
r
dR
dr
+
(
2µ
~2
(E − V1(r))− l(l + 1)
r2
)
R = 0, (47b)
d2Θ
dθ2
+ cot θ
dΘ
dθ
+
(
l(l + 1)− 2µV2(θ)
~2
− n
2
φ
sin2 θ
)
Θ = 0, (47c)
where nφ is an integer, and l(l+ 1) is the common separation constant associated with R(r)
and Θ(θ); l will no longer be a non-negative integer when V2(θ) 6= 0.
As in the classical case, the radial equation is unaffected by the non-central potential,
and so has the standard hydrogen atom radial wavefunction,
Rnrl(r) = (Qr)
le−QrL2l+1nr (2Qr), where Q =
√
2µ|E|
~2
(48)
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although l is no longer a non-negative integer. The L2l+1nr (w) are associated Laguerre poly-
nomials, and the system has energy
E = − µκ
2
(nr + l + 1)
2 (49)
To solve the polar equation for the cotangent potential, we substitute V2(θ) = −ρ cot θ
in eq. 47c, and change variable to u = cot θ, which yields
d2Θ
du2
+
u
(1 + u2)
dΘ
du
+
[
l(l + 1)
(1 + u2)2
+
2µρ
~2
u
(1 + u2)2
− n
2
φ
(1 + u2)
]
Θ = 0. (50)
We next remove the double poles at u = ±i by setting
Θ(u) = exp
[−α
2
cot−1 u
]
(1 + u2)
2β−1
4 χ(u), (51)
so that χ(u) satisfies the Romanovski equation
(1 + u2)
d2χ
du2
+ (2βu+ α)
dχ
du
− nθ(nθ + 2β − 1)χ = 0, (52)
where α, β and l obey the conditions
(β − 1)2 − 1
4
α2 =
(
l + 1
2
)2 (53a)
α(β − 1) = −2µρ
~2
(53b)
n2φ −
(
β − 1
2
)2
= nθ(nθ + 2β − 1). (53c)
These can be solved to give the results for α, β and l,
β = 1
2
− nθ − nφ (54a)
α =
2µρ
~2
(
nθ + nφ +
1
2
) (54b)
l + 1
2
=
(
nθ + nφ +
1
2
) [
1− µ
2ρ2
~4
(
nθ + nφ +
1
2
)4
] 1
2
. (54c)
The normalisable solutions of the Romanovski equation are the Romanovski polynomials,
which have weight function, W(α,β)(u), and corresponding Rodrigues formula,
W(α,β)(u) = (1 + u2)β−1e−α cot−1 u, (55a)
R(α,β)n (u) =
1
2nn!
1
W(α,β)(u)
dn
dun
[
(1 + u2)nW(α,β)(u)
]
. (55b)
They are related to Jacobi polynomials of complex parameters and imaginary argument by
R(α,β)n (u) = (−i)nP (β−1+
iα
2
,β−1− iα
2
)
n (iu), (56)
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but it is more useful to treat them as real polynomials. They were first discovered by Routh
in 1884 [11], and the later rediscovered by Romanovski in 1929 [12]. Their applications in
physics have recently been discussed by Raposo et al [13] and Alvarez-Castillo [14] and we
are following their definitions. We note that the orthogonality of the polar wavefunctions for
the cotangent potential is not the standard orthogonality with respect to the weight function
occuring in the Rodrigues formula. The wavefunctions for different nθ have different values
of the parameters α and β. The fact that these wavefunctions are orthogonal is, however,
guaranteed by the Sturm-Liouville nature of the original problem.
The unnormalised polar wavefunctions for the cotangent potential are therefore
Θ(θ) = exp
[
− µρ
~2
(
nθ + nφ +
1
2
) θ] ( sin θ)nθ+nφR(α, 12−nθ−nφ)nθ (cot θ), (57)
and the energy for the complete wavefunction labelled by quantum numbers (nr, nθ, nφ) is
E(nr, nθ, nφ) = − µκ
2
2~2(nr + l + 1)2
(58a)
= − µκ
2
2~2
nr + 12 + (nθ + nφ + 12)
[
1− µ
2ρ2
~4
(
nθ + nφ +
1
2
)4
]1/2
2 , (58b)
which agrees with the Bohr-Sommerfeld result of eq. 44. The case where γ 6= 0 is then
obtained by replacing n2φ by n2φ +
2µγ
~2 . It follows that Bohr-Sommerfeld quantisation exactly
reproduces the quantum mechanical spectrum for the cotangent potential.
6 Classical motion in the Makarov-Kibler potential VB(r, θ)
We now consider the Makarov-Kibler potential, where V2(θ) = −ρ cosec θ cot θ + γ cosec2 θ,
and first set γ = 0. Following the analysis of section 3, we need to evaluate the integrals
ψ =
∫
αθ dθ√
α2θ − α2φ cosec2 θ + 2µρ cosec θ cot θ
, (59a)
φ =
∫
αφ dθ
sin2 θ
√
α2θ − α2φ cosec2 θ + 2µρ cosec θ cot θ
. (59b)
The solution of the first equation is found by changing variable to v = cos θ, yielding√
1− α
2
φ
α2θ
+
µ2ρ2
α4θ
cosψ +
µρ
α2θ
= cos θ. (60)
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This shows that the periods of motion in ψ and θ are the same when γ = 0. From eq. 10
this means that the periods of motion in r and θ are the same when γ = 0. The minimum
and maximum values of θ in the motion are
θ1,2 = cos
−1
µρ
α2θ
∓
√
1− α
2
φ
α2θ
+
µ2ρ2
α4θ
 . (61)
To evaluate the integral for φ, we change variable from θ to ψ using eq. 60 to obtain
φ =
∫
dψ
1− (M +N cosψ)2 , (62)
with the constants M and N given by
M =
µρ
α2θ
, N =
√
1− α
2
φ
α2θ
+
µ2ρ2
α4θ
. (63)
The tangent half-angle substitution finally gives
φ(ψ) =
1√
(1 +M)2 −N2 tan
−1
[√
1 +M −N
1 +M +N
tan
(
1
2
ψ
)]
+
1√
(1−M)2 −N2 tan
−1
[√
1−M +N
1−M −N tan
(
1
2
ψ
)]
.
(64)
We have therefore obtained a complete classical solution allowing us to use ψ as the driving
variable when plotting orbits. Starting from ψ, we can determine θ(ψ) from eq. 60, φ(ψ)
from eq. 64, r(ψ) from eq. 8a and t(ψ) from eq. 8b, giving a complete description of the
motion. The period of the motion in φ is clearly different from that in ψ, and hence different
from that in r and θ.
In order to ensure bound orbits, we have to impose the following restrictions on the
separation constants,
0 ≤ α2θ ≤
κ2µ
2|ε| , α
2
θ(α
2
θ − α2φ) + µ2ρ2 ≥ 0, α2φ ≥ 2µρ. (65)
The first of these inequalities is found by requiring that r1,2 be real and positive, whilst the
second is found by requiring that θ1,2 be real. The third inequality is found by requiring that
1−M ≥ N , which is necessary if eq. 64 describes a periodic solution. The conditions on ε,
α2θ and α2φ may be rewritten as
ε < 0, 0 ≤ α2θ ≤
κ2µ
2|ε| , 2µρ ≤ α
2
φ ≤ α2θ +
µ2ρ2
α2θ
. (66)
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The orbits in the Makarov-Kibler potential are similar to orbits in the cotangent potential,
in that they lie on a quadric surface. To show that this is the case, we use eq. 10 and eq.
60 to obtain
pr + qr cos θ = 2r1r2, (67)
where the constants p and q are given by
p = r1 + r2 − (r2 − r1)µρ√
α4θ − α2θα2φ + µ2ρ2
, q =
(r2 − r1)α2θ√
α4θ − α2θα2φ + µ2ρ2
. (68)
Upon rewriting in cartesian coordinates and rearranging, this gives
p2x2 + p2y2 + (p2 − q2)z2 + 4qr1r2z = 4r21r22. (69)
Shifting the z-axis to eliminate the linear term in eq. 69 using z′ = z+ 2r1r2q/(p2− q2), the
equation for the quadric surface becomes
(p2 − q2)
4r21r
2
2
(x2 + y2) +
(p2 − q2)2
4p2r21r
2
2
z′2 = 1. (70)
The nature of the surface depends upon whether p2 − q2 is positive, negative or zero, in
which cases it is an ellipsoid, hyperboloid of two sheets or paraboloid, respectively. All three
situations are possible depending upon the parameter values. In fig. 3 we show orbits in the
Makarov-Kibler potential for γ = 0 which lie on an ellipsoidal surface, whilst in fig. 4 we
show orbits which lie on a hyperboloidal surface.
(a) (b)
Figure 3: Two examples of orbits in the Makarov-Kibler potential, VB(r), which lie on an
ellipsoidal surface. In both cases µ = 1, |ε| = 3, κ = 20, αθ = 8 and αφ = 5. In figure (a)
ρ = 3, whilst in figure (b) ρ = 12.
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(a) (b)
Figure 4: Two examples of orbits in the Makarov-Kibler potential, VB(r), which lie on a
hyperboloidal surface. In both cases µ = 1, |ε| = 3, κ = 30, αθ = 10 and αφ = 8. In figure
(a) ρ = 20, whilst in figure (b) ρ = 30.
Consider now the γ 6= 0 case, which we again treat by replacing αφ by α˜φ =
√
α2φ + 2µγ
as appropriate in our previous calculations. The equation for θ(ψ) then becomes√
1− α˜
2
φ
α2θ
+
µ2ρ2
α4θ
cosψ +
µρ
α2θ
= cos θ, (71)
whilst that for φ(ψ) becomes
φ(ψ) =
αφ
α˜φ
{
1√
(1 +M)2 −N2 tan
−1
[√
1 +M −N
1 +M +N
tan
(
1
2
ψ
)]
+
1√
(1−M)2 −N2 tan
−1
[√
1−M +N
1−M −N tan
(
1
2
ψ
)]}
,
(72)
where M and N are now defined by
M =
µρ
α2θ
, N =
√
1− α˜
2
φ
α2θ
+
µ2ρ2
α4θ
. (73)
We see that the motion in ψ and θ, and hence in r and θ, maintains the same period. The
period of the motion in φ is changed when γ 6= 0, but this motion already generally has a
different period from the r and θ motion. It follows that setting γ 6= 0 has no qualitative
effect on the orbits in the Makarov-Kibler potential, with the orbits remaining confined to
the same types of quadric surfaces.
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7 Bohr-Sommerfeld quantisation of the Makarov-Kibler
potential VB(r, θ)
We now perform Bohr-Sommerfeld quantisation for the Makarov-Kibler potential. The re-
sults for Jr and Jφ are the same as before, and are given by eq. 40 and eq. 38c, respectively.
The integral for Jθ in the case where γ = 0 is
Jθ =
1
pi
∫ θ2
θ1
dθ
√
α2θ − α2φ cosec2 θ + 2µρ cosec θ cot θ (74a)
=
αθ
pi
∫ v1
v2
√
(v1 − v)(v − v2) dv
1− v2 , (74b)
where we have made the substitution v = cos θ. This may be rewritten as a contour integral
around the branch cut between v2 and v1, and evaluated by considering the residues of the
poles at v = ±1 and v =∞ to obtain
Jθ = αθ − 1
2
(√
α2φ + 2µρ+
√
α2φ − 2µρ
)
(75)
We now rearrange the equations for Jr, Jθ and Jφ to write H ≡ ε as
H = − µκ
2
2
[
Jr + Jθ +
1
2
(√
J2φ + 2µρ+
√
J2φ − 2µρ
)]2 , (76)
and, from eq. 37, Bohr-Sommerfeld quantisation gives
E(nr, nθ, nφ) = − µκ
2
2~2
[
nr + nθ + 1 +
1
2
(√
n2φ +
2µρ
~2 +
√
n2φ − 2µρ~2
)]2 . (77)
The result for γ 6= 0 is then simply found by replacing J2φ by J2φ + 2µγ to give
H = − µκ
2
2
[
Jr + Jθ +
1
2
(√
J2φ + 2µ(γ + ρ) +
√
J2φ + 2µ(γ − ρ)
)]2 , (78)
with Bohr-Sommerfeld quantisation giving
E(nr, nθ, nφ) = − µκ
2
2~2
[
nr + nθ + 1 +
1
2
(√
n2φ +
2µ(γ+ρ)
~2 +
√
n2φ +
2µ(γ−ρ)
~2
)]2 . (79)
These results agree with those of Kibler and Campigotto [5], which were obtained by sepa-
rating the classical motion in parabolic polar coordinates.
From eq. 78, we see that ωr = ωθ 6= ωφ even when γ 6= 0, as already seen from the
classical solution.
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8 Quantum mechanics of the Makarov-Kibler potential
To solve the polar Schrödinger equation for the Makarov-Kibler potential, we substitute
V2(θ) = −ρ cosec θ cot θ in eq. 47c, and change variable to v = cos θ, which yields
d2Θ
dv2
− 2v
(1− v2)
dΘ
dv
+
[
l(l + 1)
(1− v2) +
2µρ
~2
v
(1− v2)2 −
n2φ
(1− v2)2
]
Θ = 0. (80)
We next remove the double poles at v = ±1 by setting Θ(v) = (1 − v)α/2(1 + v)β/2χ(v),
where α =
√
n2φ − 2µρ~2 and β =
√
n2φ +
2µρ
~2 , and χ(v) satisfies
(1− v2)d
2χ
dv2
+ [(β − α)− (α + β + 2)v] dχ
dv
+ nθ(nθ + α + β + 1)χ = 0 (81)
with nθ = l−12(α+β). The normalisable solutions of this equation are the Jacobi polynomials,
P
(α,β)
n (v), defined by the Rodrigues formula
P (α,β)n (v) =
(−1)n
2nn!
(1− v)−α(1 + v)−β d
n
dvn
[
(1− v)n+α(1 + v)n+β] . (82)
The unnormalised polar wavefunctions for the Makarov-Kibler potential are therefore
Θ(θ) = (1− cos θ)α/2 (1 + cos θ)β/2 P (α,β)nθ (cos θ), (83)
and the energy for the complete wavefunction labelled by quantum numbers (nr, nθ, nφ) is
E(nr, nθ, nφ) = − µκ
2
2~2 (nr + l + 1)2
= − µκ
2
2~2
[
nr + nθ + 1 +
1
2
(√
n2φ +
2µρ
~2 +
√
n2φ − 2µρ~2
)]2 , (84)
which agrees with the Bohr-Sommerfeld result of eq. 77. The case where γ 6= 0 is then
obtained by replacing n2φ by n2φ +
2µγ
~2 , which would yield eq. 79. It follows that Bohr-
Sommerfeld quantization exactly reproduces the correct quantum mechanical spectrum for
the Makarov-Kibler potential.
9 Conclusions
We have shown that the cotangent and Makarov-Kibler potentials, VA(r) and VB(r), defined
in eq. 1, are classically and quantum mechanically exactly soluble in spherical polar coor-
dinates. Moreover, the quantum mechanical spectrum can be obtained from the classical
solution in both cases via Bohr-Sommerfeld quantisation. However, the lifting of degen-
eracies of the frequencies of the angle variables in the classical solution differs for the two
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potentials. Starting with the Kepler-Coulomb potential, all three frequencies are identical,
ωr = ωθ = ωφ. In the Makarov-Kibler potential, adding the −ρ cosec θ cot θ/r2 term then lifts
the degeneracy of the φ-motion, so that ωr = ωθ 6= ωφ. Adding the γ cosec2θ/r2 term does not
further lift the degeneracy. By contrast, for the cotangent potential, adding the −ρ cot θ/r2
term lifts the degeneracy of the r-motion, so that ωr 6= ωθ = ωφ. Adding the γ cosec2θ/r2
term then lifts the degeneracy of the φ-motion, so that ωr 6= ωθ 6= ωφ for the general motion.
Another difference between the two potentials is that the Makarov-Kibler potential is super-
integrable, being soluble in spherical polar, parabolic, and prolate spheroidal coordinates,
whilst the cotangent potential is only soluble in spherical polar coordinates.
A further interesting feature is that the classical orbits in the Makarov-Kibler and cotan-
gent potentials both lie on quadric surfaces, the latter only in the case γ = 0. In the
Makarov-Kibler potential, these surfaces are ellipsoids, parabaloids, or hyperboloids of two
sheets, according to the values of the constants of motion. In the cotangent potential, these
surfaces are elliptic cones.
Finally the identification of a new system (the cotangent potential) for which Bohr-
Sommerfeld quantisation is exact, poses the general question of why certain special systems
have this property and others do not. The fact that the cotangent potential is not superin-
tegrable indicates that this is not generally a requirement.
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