I. INTRODUCTION
A useful approximation of the performance of the widely deployed Least Recently Used (LRU) mechanism for a caching node is due to Che et al. [3] . This approximation was clarified in [4] and extended in [5] to a network of LRU and other types of caches.
In [1] , product-form invariants are studied for caching networks. Consider a network of caches consisting of
• querying nodes q,
• local caches (also indexed q) proximal to the querying nodes,
• an Internet cache, and • a group of origin servers of the content (data objects) indexed n. See Figure 1 . The role of a caching network is to reduce the load on the origin servers and reduce the response times to the queries. Suppose each query node q has an independent Poisson-process intensity λ q,n modeling demand for object n. Let h q,n be the stationary hit probability of the local cache. A local cache miss is forwarded to the Internet cache. The demand on the Internet cache for object n is modeled as a thinned Poisson process with intensity q λ q,n (1 − h q,n ). Let h I,n be the hit probability of the Internet cache so that the demand on the origin server for object n is modeled as Poisson with intensity
i.e., reduced from q λ q,n by the caching network.
This approximation would be exact if the caching network's stationary invariant distribution was product-form [2] . In turn, product-form distribution would be implied by the quasi-reversibility property, i.e., the "departure"
This research supported in part by Cisco Systems URP gift. (cache miss) rate from a caching node does not depend on the node's state (while an "arrival" corresponds to a cache hit). Note that variations of the caching network in Figure 1 can be considered wherein the Internet caches forward to the origin servers only with some probability < 1, and otherwise forward to another Internet cache.
In this note, a closed-form expression for a stationary distribution of a Markov chain describing a LRU caching node is given, from which it is immediately verified that it is neither time-reversible nor quasi-reversible.
II. CACHING MODEL
The stationary state-space R is the set of B-permutations of {1, 2, ..., N } where N B > 0. For r ∈ R, define r(k) as the element of r in the k th position. The entries of r are ranked in order of their position in r. Under LRU, r ∈ R indicates the current state of the cache whose capacity is B identically-sized objects from among N possible, with
• the most recently accessed (LRU) object being r(1),
• the oldest object in the cache being r(B), and • uncached objects n are denoted n ∈ r. Note that in a transient regime, the cache may be in a state ∈ R with fewer than B objects cached.
For a single node, we assume that demand process for object n ∈ {1, 2, ..., N } is Poisson with intensity λ n . The Poisson demands are assumed independent. Let the the total demand intensity be
A commonly used model for popularity is the Zipf law,
where α > 1 and ρ(n) is the popularity rank of object n, i.e., ρ(n ) = 1 if n = argmax n λ n is unique and ρ(n ) = N if n = argmin n λ n is unique.
III. STATIONARY LRU MARKOV MODEL
For LRU, a cache miss of object r(1) at state M −1 n (r) resulting in a transition to state r ∈ R occurs at rate λ r(1) , where n ∈ r and
i.e., n ∈ r is the oldest object in the cache in state M −1 n (r). For LRU, a cache hit of object r(1) at state H −1 k (r) resulting in a transition to state r occurs at rate λ r(1) where 1 ≤ k ≤ B and
i.e., r(1) is the k th youngest object in the cache in state H −1 k (r). The following invariant distribution of LRU is intuitive and has the obviously desirable property that the more popular content (n with larger λ n ) is more likely cached.
Theorem 3.1:
The unique invariant distribution π of the LRU Markov chain is the "order-statistic" probability of r ∈ R,
where ∀k,
Proof: The full balance equations are: ∀r ∈ R,
It's easily directly verified that (1) satisfies (2) for the case B = 2 (and arbitrary N ≥ 2), i.e., π(r) = λ r(1) λ r(2) /(Λ(Λ− λ r(1) )). So take B ≥ 3 in the following.
Under (1), for all n ∈ r, under (1), for all j ∈ {2, 3, . .., B},
Substituting into (2) and after some term cancellation, we see that (1) satisfies (2) if and only if
where 2 k=3 (...) ≡ 1. To interpret (3), consider the following sequence of independent random experiments to fill the cache. Suppose we're given initially that the first cache entry is r(2). Now sequentially, according to the "order statistic" distribution (1), object r(1) attempts to enter the cache after r(2). If it fails to enter in the k th attempt, then r(k + 2) is placed in the cache instead and r(1) tries again. In the second term of the right-hand-side of (3), the summand with j = 2 is the probability that r(1) enters in the second position right after r(2): λ r(1) /(Λ − λ r(2) ). Generally, the summand for j ∈ {2, 3, ..., B} is the probability r(1) enters in the j th position (after having failed to enter in one of the more highly ranked ones). The first term of the right-hand-side of (3) is the probability r(1) fails to enter the cache. So, (3) must generally hold by the law of total probability.
Finally, since the stationary LRU Markov chain is irreducible on R, there is a unique invariant.
Note that, generally, the LRU Markov chain is neither time-reversible nor quasi-reversible, the latter because the miss rates ("departures"), n ∈r λ r(1) π(M −1 n (r)) π(r) , depend on the state r; see the second term of (3). This said, it may be that the variance of this quantity over r ∈ R is low under a Zipf popularity law, so that networks of LRU caches are approximately product form. Finally, we note that by PASTA the stationary hit probability of object n in a LRU cache is r : n∈r π(r).
