We thank the reviewer for their thoughtful comments, which were quite positive. In general, we took the comments to be requests for clarification. We have modified our manuscript based on the reviewer's comments, and our responses to the comments are below. Page and line numbers refer to the updated version of the manuscript without tracked changes.
We take the reviewer's comment to stem from concern that if the labeled sample of data used in the mixture z-scoring process does not have the same balance of classes as does the full dataset, then the estimated standardization parameters (means and variances) will be biased away from the correct values.
The labeled sample of the data is used to estimate the means and variances of observations from each class individually. In other words, K separate samples (one per class) are being collected to estimate K sets of parameters. Therefore, it is not necessary for the class balance of the overall sample to resemble that of the full dataset--it is only necessary that its K constituent samples are large enough to provide good estimates of the parameters for each class.
We have updated the text to clarify this aspect of the algorithm: the paragraph beginning on line 276, page 8 now reads "Finally, we investigated the relationship between classification accuracy and the amount of labeled data used for mixture z-scoring. As described in the Methods section, mixture z-scoring requires labeled data from each subject in order to estimate a mean and variance for each data feature within each class. Though the class balance of the labeled sample has no direct effect on the estimation of these parameters, it is important to determine how many labeled epochs are required to required to attain accurate enough parameter estimates to support classification."
In the AccuSleep software, we do enforce a requirement that at least three epochs of each class are present in the labeled sample. Our user manual encourages users to provide larger labeled samples when possible, which should increase the accuracy of the parameter estimation. Figure 1 , it is not clear what feature of EMG activity are quantified and displayed in panel C.
2) In
We follow the convention that EMG activity is defined as the root-mean-square of the EMG signal. We have updated the caption for Figure 1 (p 2) to reflect this information: it now reads, "...C: example EEG spectrograms and root-mean-square EMG activity for each sleep stage." Fig. 3C -D, while the correct reference is to Fig. 4C-D We have corrected the references to Figure 4 in the text on lines 273, 287 and 321. Fig. 5 not clear enough. In particular, the legend should better help the reader in understanding how the bottom and top panels temporally relate to each other.
3) From line 270 to line 315 the authors refer (in several instances) to

4) I find
We have clarified the caption for Figure 5 to better explain the relationship between the two sets of panels in the software. It now begins: "The lower three panels display the EEG and EMG signals as well as the sleep stage labels for epochs surrounding the currently selected epoch. The upper three panels provide context by displaying the sleep stages, EEG spectrogram, and EMG power on a longer time scale. The red line below the first panel indicates the time span of the lower three panels, and the diamond indicates the location of the currently selected epoch."
5) Does the software force to use 2.5 s epochs, or can an arbitrary epoch length be chosen?
Arbitrary epoch lengths can be chosen. However, the network used for classification should be trained on data with the same epoch length as the desired output. We provide networks trained on data scored at 2.5, 4, 5 and 10 second resolution with the software. For other epoch lengths, it is possible to use the software to train a new network. We have updated the text to reflect this information: the description of the sleep scoring workflow now includes the sentence (line 308, p 9), "Arbitrary epoch lengths can be used, provided that the neural network used for automatic scoring was trained on data scored at the same temporal resolution."
Additionally, we made the following minor changes to the text to improve clarity:
1. In the Methods section, we now indicate the genotype (C57BL/6) of the mice used in our experiments (line 427, p 11). 2. In the caption for Figure 3 (p 7) , we corrected the order of the panel descriptions. 3. In the description of our neural network, SS-ANN, we changed the wording on line 212, p 6 to better reflect the fact that spectrograms of the EMG signal are not used as inputs to the network, only the log-transformed root-mean-square measurement. 4. The line styles used in Figure 2 have been switched between subject I and subject II to improve the clarity of panels D and H. The caption (p 4) has been updated to reflect this change. 5. Since submitting the manuscript, we have made several improvements to the appearance and functionality of the software we describe. Figure 6 , its caption (p 9), and the description of the sleep scoring workflow on line 301, p 8 have been updated to reflect these changes.
