Abstract Climate projections of sea ice retreat under anthropogenic climate change at the regional scale and in summer months other than September have largely not been evaluated. Information at this level of detail is vital for future planning of safe Arctic marine activities. Here the timing of when Arctic waters will be reliably ice free across Arctic regions from June to October is presented. It is shown that during this century regions along the Northern Sea Route and Arctic Bridge will be more reliably ice free than regions along the Northwest Passage and the Transpolar Sea Route, which will retain substantial sea ice cover past midcentury. Moreover, ice-free conditions in the Arctic will likely be confined to September for several decades to come in many regions. Projections using a selection of models that accounts for agreement of models in each region and calendar month with observations yield similar conclusions.
Introduction
Over the past several decades Arctic sea ice cover has been retreating rapidly during the summer months [e.g., Stroeve et al., 2012a; Comiso, 2012] [Taylor et al., 2012] , focused mostly on the pan-Arctic September minimum, have concluded that it might vanish by midcentury [Massonnet et al., 2012; Stroeve et al., 2012b; Wang and Overland, 2012; Liu et al., 2013] . It has been suggested that the associated changes in the viability of Arctic marine activity, such as easier navigation through the Arctic's major shipping routes at the time of the September sea ice minimum, can be forecast using the multimodel mean of selected CMIP5 simulations [Smith and Stephenson, 2013] . However, projections of ice-free conditions are known to be sensitive to model selection: in particular, the projected year of September pan-Arctic ice-free conditions is sooner for models whose climatological sea ice extent (SIE, the area with sea ice concentrations exceeding 0.15) and historical trends are closer to observations [Massonnet et al., 2012] . Moreover, on a regional scale, the narrow channels and numerous islands in the Northwest Passage sector of the Canadian Arctic Archipelago (CAA), for example, are poorly captured by some CMIP5 models due in part to their coarse spatial resolution. Simply selecting models based on how they represent pan-Arctic sea ice could therefore miss such characteristics and affect projections of ice-free conditions on regional scales (as evidenced by Stephenson and Smith [2015] ). Finally, while previous work has focused on the unique sea ice conditions found in September, a complete picture for other months of the summer season when sea ice retreat is more affected by the particulars of the seasonal cycle is important for economic planning.
The physical climate analysis discussed in the previous studies needs to be interpreted in the context of socioeconomic factors. Perhaps counterintuitively, increases in Arctic marine activity are driven primarily by economic opportunities from tourism and natural resource development instead of being directly associated with declines in sea ice [Brigham, 2011] . This reality is exemplified within the Canadian Arctic sea ice region where increases in ship traffic have been observed despite only a weak and statistically nonsignificant relationship with the decline in sea ice [Pizzolato et al., 2014] . In particular some of the strongest negative sea ice trends are found along the Hudson's Bay Arctic Bridge (AB) shipping route, but negative trends are less pronounced and not statistically significant in the Northwest Passage (NWP) [Tivy et al., 2011] . These studies confirm that in recent years ship traffic in some regions of the Arctic has increased independently of regional sea ice decline. This reality presents serious concerns for safe marine activities in these regions in the future and calls for a more in-depth assessment of regional and seasonal projected ice-free conditions. minimum criteria of representation. We then discuss regional variability especially in key areas of marine activity. This is followed by an assessment on how stricter model selection based on past observations might affect our results. This model selection has a relatively minor impact on average projected ice-free times but does have an impact on the range of projected ice-free times in different regions. The latter is challenging to justify and interpret and leads to some caution in the standard model selection approach.
Data and Methods
We use passive microwave observations of sea ice concentrations on a polar stereographic grid remapped (nearest neighbor) to an Equal-Area Scalable Earth (EASE) grid that are available from the National Snow and Ice Data Center [Meier et al., 2013] . The observational mask (OM) on the EASE grid is set to 1 where data are available and 0 otherwise.
We retrieve monthly mean sea ice concentration (variable SIC) and the land-sea mask (variable SFTLOF) from the Earth System Grid Federation archive using cdb_query v1.0 (pypi.python.org/pypi/cdb_query) for the period 1900-2099 of the combined historical-Representative Concentration Pathway 8.5 (RCP8.5) scenario. Our ensemble is composed of 42 models with a combined total of 91 simulations (model names and number of realizations listed in Table 1 ). We remap (nearest neighbor) SIC and sftlof to an EASE grid. To obtain a uniform landsea mask (ULSM) across models, we perform a multimodel mean of SFTLOF and set grid points that are less than 0.5 to 0. We multiply the result of this computation with OM to obtain the ULSM. When one of the experiments historical or RCP8.5 of a model did not provide SFTLOF, we use SFTLOF from the experiment that provided it (BNU-ESM, CMCC-CESM, CMCC-CM, CMCC-CMS, inmcm4, GISS-E2-H, and GISS-E2-R). For models that do not provide variable SFTLOF for either experiments (bcc-csm1-1-m, FIO-ESM, FGOALS-s2, GISS-E2-R-CC, GISS-E2-H-CC, HadGEM2-AO, and CESM1-CAM5-1-FV2) we synthetically create an equivalent variable for both experiments by first computing the average remapped SIC (all months, January to December) over the historical experiment, setting nonzero grid points to 1. This approach shrinks the ULSM for these models over the Barents Sea, Greenland Sea, and Baffin Bay but has otherwise a limited impact on our results.
In each region and for each model, the ocean extent (OE) is the sum over grid points of sftlof multiplied by ULSM and by (25.067525 km 2 ), the EASE grid cell area. The islands and narrow channels of the Northwest Passage section of the CAA are not resolved by many of the CMIP5 model spatial grids. For our regional analysis we have required models to capture at least 75% of each region's observed ocean area so we excluded about half of the models (18) from the analysis of the CAA 
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( Figure S1 in the supporting information). This number of excluded models varies from region to region, but in most regions no models are excluded.
We compute SIE in each region as the sum over grid points where SIC is larger or equal to 15% of SFTLOF multiplied by ULSM and by the EASE grid cell area. In each region we further limit the impact of model resolution by dividing SIE by the model's regional OE and multiplying it by observations' regional OE.
Our initial analysis uses only model selection based on ocean area captured. A separate analysis carries out model selection based on agreement with observations. For each region, month, simulation data set, and the observational data set, we generate random variables for the SIE trend and mean based on the repeated median method [Sen, 1968; Siegel, 1982; Rousseeuw and Leroy, 2005] . We then build a noise model to uniformly account for internal variability across models with different ensemble sizes [Swart et al., 2015;  see the supporting information S1 for our extension]. Finally, we perform a Monte Carlo integration and determine whether both SIE trend and mean are statistically different from observations at 95% for each noise-corrected simulation. If for a region and a month a given model has a realization for which both its trend and its mean are not statistically different from observations (i.e., fall within the separate confidence intervals of both the trend and the mean), then we consider that all of that model's simulations are similar to observations ("CLOSE-TO-OBS"). Note that this is done independently for each region and month and that different sets of models can be selected as CLOSE-TO-OBS for each case. This important point is discussed in section 3.3 and is also evident for the pan-Arctic case in Table 1 . This approach is similar to the Massonnet et al.
[2012] method applied to each month and region. It differs by including an improved treatment of internal and interannual variability and by not relying on a tolerance parameter θ. Instead of the tolerance parameter, we use the distribution-free statistical significance test described above. 3. Results and Discussion
Sea Ice-Free Projections
Looking at recent observations of September sea ice cover from 2005 to 2014, there is considerable regional variability with respect to ice-free and ice-covered conditions (Figure 1d ) when compared to August and October (Figures 1c and 1e ). CMIP5 simulations for the same time period however show less contrast between September conditions and the month of August (Figure 1i) . In CMIP5 models, the months of June and July show robust sea ice cover compared to September that compares well with observations, except within the Barents Sea, Baffin Bay, and Hudson Bay (Figures 1f and 1g ). These differences in seasonal cycle between observations and CMIP5 simulations reemerge when we evaluate our results using the model selection in section 3.3.
We consider a region to be ice free when 94% of the region is ice free for at least 5 out of the following 6 years. The frequency distribution of ice-free conditions for different regions and months is illustrated in Figure 2 . For all Arctic waters, these criteria correspond to SIE less than 1 × 10 6 km 2 for a 5 year period, the commonly used metric to denote a nearly ice-free Arctic [Kirtman et al., 2013] . 
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century ( Figure 2a ) that suggests that reliable ice-free conditions will likely be confined to September for most of the century.
Regional Variability
The same CMIP5 ensemble projects that ice-free conditions will occur first on the Eurasian side of the Arctic (Figures 1k-1o, 2b, 2c, and 2f ). The models appear to capture the thicker and older multiyear ice (MYI) on the North American side that is more difficult to melt [Laxon et al., 2013; Maslanik et al., 2011] . This regional timing of ice-free conditions confirms that the most viable future Arctic shipping route at midcentury based on CMIP5 models will likely be the Northern Sea Route (NSR). However, the timing of ice-free conditions along the NSR is not consistent across all its subregions (Figure 2 ) which could make reliable shipping problematic even at midcentury.
With respect to the other major regions of marine activity, before the mid-2050s sections of the Transpolar Sea Route (TSR) (i.e., Central Arctic region) will likely be difficult for marine navigation and, even after that date, only possible during the month of September (Figure 2e ). These results differ from Stephenson and Smith [2015] , who use a very different methodology, and more importantly rely on a much reduced set of models (10 instead of 42). The regions along the Arctic Bridge connecting Canada to Russia via Hudson Bay could become ice free in July at some point before 2070 but is unlikely to see a substantial reduction in its sea ice cover in June before the last few decades of the century (Figure 2i ). Our results also show that in September, the CAA will likely not be ice free until at least 2050, with a median ice-free year of 2075 ( Figure 2h ). The CAA will therefore remain a reservoir of MYI well into the second half of the century and make use of the NWP difficult. The latter is in agreement with several previous observational studies [e.g., Howell et al., 2013; Haas and Howell, 2015] . Finally, the Chukchi and Beaufort Seas could become ice free in September between 2030-2065 and 2045-2080, respectively. Both regions are however likely to retain considerable sea ice during the other summer months (Figures 2d and 2g) . MYI from the Canadian Basin is slowly transported toward the Beaufort and Chukchi Seas [Rigor et al., 2002] , and while there is some evidence that this process will be reduced in a warmer climate as more ice melts in transit during the summer months [Stroeve et al., 2012a; Kwok and Cunningham, 2010] , caution will still need to be taken in these regions with respect to marine activities.
We have tested how these results could be impacted by setting the ice-free threshold, recognizing that the 94% threshold might not be appropriate for all stakeholders. For example, the threshold for reliable trans-Arctic shipping for a reinforced bulk freight carrier will undoubtedly be different from the threshold suitable for a cruise ship operator. For example, a 97% threshold is reached less than a decade after the 94% threshold in most regions and does not affect the seasonality of ice-free conditions ( Figure S2) . A 70% threshold, on the other hand, moves the timing of ice-fee conditions during August to October several decades earlier ( Figure S3 ). With this threshold, ice-free conditions during June and July are however encountered only late in the century in most regions. This confirms that an extensive sea ice cover that is potentially hazardous to marine activity will remain the norm during these months for this century.
Model Selection
The suite of CMIP5 models exhibits a large spread in their climatological SIE and historical trends [Stroeve et al., 2012b] . This large spread coupled with internal variability makes projection of the year when a given region will become ice-free uncertain, even within an ensemble of state-of-the-art climate models. It has been proposed that by selecting a subset of models whose climatological SIE and historical trends are closer to observations this projection could be improved [Massonnet et al., 2012] . Here we investigate this proposal for our regional and monthly analyses by using an improved statistical comparison that accounts for internal [Swart et al., 2015] and interannual variability to project ice-free conditions. Figure 3a illustrates that this selection does not substantially affect the median projected in the previous subsection, although it can affect the range of times of projection of ice-free waters about the median. In only a few months and regions the timing of ice-free conditions changes (not shown), which could be used to identify possible biases in the CMIP5 ensemble. This is because different models and a different number of models are used in the CLOSE-TO-OBS subset in each month and in each region ( CLOSE-TO-OBS subset for all months (see Table 1) , and most models only satisfy these criteria for less than three months of the summer. Thus, models selected based on their closeness to observations at the September sea ice minimum are not usually close to observations in other months, which renders the subsetting problematic in this application. We note that if the CLOSE-TO-OBS subset had been based on the month of September only, it would have projected consistently lower sea ice extents at midcentury than the CLOSE-TO-OBS subset defined in each month, especially in August (Figure 4 ). These differences in projected ice-free year using the CLOSE-TO-OBS subsets are directly linked to the differences in the seasonal cycle between CMIP5 simulations and observations (Figures 1a-1j ).
Carrying out subsetting based on other criteria leads to different conclusions and suggests that more investigation into subsetting methods should be carried out.
The model selection technique we are using here satisfies all but one of the criteria for incorporating observational inputs in projections recently formulated by Notz [2015] . In a statistical sense, the technique should therefore be robust and yield mostly comparable results to alternatives methods, like a rescaling. However, the lack of robustness to calendar month and region suggests that different dynamical controls will determine the relative performance of a model under different circumstances, and anticipating the best criterion for model subsetting in this context remains an open issue.
We remind the reader, however, that the median year of ice-free conditions is not really affected by the selection: the initial and CLOSE-TO-OBS subset generally have median ice-free years within a decade of each other for all regions. We are therefore confident that the median year of ice-free conditions (white horizontal lines in Figure 2 ) is not strongly affected by constraining projections through a model selection based on the observational record. 
Conclusions
We have presented projections of future ice-free conditions in the Arctic and its subregions using the emission scenario that corresponds most closely to the planet's current development trajectory (RCP8.5) from the entire CMIP5 model ensemble in regions satisfying a minimum ocean fraction condition. We have verified that the median prediction is robust to a model subsetting technique based on closeness of the models' sea ice cover to observations but have not been able to find consistent performance across the models to ensure that closeness to observations provides a strong constraint on uncertainty of this prediction. We thus recommend using as many independent coupled climate simulations as possible to best estimate the uncertainty in projections of sea ice-free waters at the regional scale and across individual calendar months. A September sea ice-free Arctic will most likely be realized between 2045 and 2070, with a median of 2050, but the range is extended to 2090 when considering August and October.
Our results also show that regions along the Northern Sea Route and the Arctic Bridge will become ice free in September much earlier than regions along the Northwest Passage and the Transpolar Sea Route which will likely retain most of their sea ice cover for the better part of the century.
In light of our results, reconciling long-term economic development with environmental sustainability in the Arctic might mean different policy decisions depending on the region. Along the Northern Sea Route and the Arctic Bridge route one can legitimately assume that increasing marine activity will be less and less hindered by sea ice, but in the CAA, Beaufort Sea and Chukchi Sea more resilience in the form of substantial mandatory hull reinforcement, improved national environmental response capabilities and comprehensive contingency plans might be required. Contingency plans are particularly important since there are clear indications that operators of Arctic-going vessels have responded more, and at their own peril, to perceived opportunities rather than to actual changes in sea ice conditions in recent years [Brigham, 2011; Pizzolato et al., 2014] .
