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ADAPTIVE MULTI-FIDELITY POLYNOMIAL CHAOS APPROACH
TO BAYESIAN INFERENCE IN INVERSE PROBLEMS
LIANG YAN∗ AND TAO ZHOU†
Abstract. The polynomial chaos (PC) expansion has been widely used as a surrogate model in
the Bayesian inference to speed up the Markov chain Monte Carlo (MCMC) calculations. However,
the use of a PC surrogate introduces the modeling error, that may severely distort the estimate of the
posterior distribution. This error can be corrected by increasing the order of the PC expansion, but
the cost for building the surrogate may increase dramatically. In this work, we seek to address this
challenge by proposing an adaptive procedure to construct a multi-fidelity PC surrogate. This new
strategy combines (a large number of) low-fidelity surrogate model evaluations and (a small number
of) high-fidelity model evaluations, yielding an adaptive multi-fidelity approach. Here the low-fidelity
surrogate is chosen as the prior-based PC surrogate, while the high-fidelity model refers to the true
forward model. The key idea is to construct and refine the multi-fidelity approach over a sequence
of samples adaptively determined from data so that the approximation can eventually concentrate
on the posterior distribution. We illustrate the performance of the proposed strategy through two
nonlinear inverse problems. It is shown that the proposed adaptive multi-fidelity approach can
improve significantly the accuracy, yet without a dramatic increase in computational complexity.
The numerical results also indicate that our new algorithm can enhance the efficiency by several
orders of magnitude compared to a standard MCMC approach using only the true forward model.
Key words. Bayesian inverse problems, multi-fidelity polynomial chaos, surrogate modeling,
Markov chain Monte Carlo
1. Introduction. Inverse problems are found in many applications, such as heat
transfer, geophysics, and medical imaging [10, 17]. One of the central questions in
inverse problems is to estimate the unknown parameters or inputs from a set of ob-
servations. Solutions to inverse problems are subject to many potential sources of
error introduced by approximate mathematical models, noisy data, and limitations
in the number of observations; thus it is important to include an assessment of the
uncertainties as part of the solution. The Bayesian approach can provide a system-
atic framework for quantifying the uncertainty in the parameter estimation for inverse
problems [17, 37]. In the Bayesian framework, the prior knowledge of the unknown
parameters and the forward solver are combined to yield a posterior probability dis-
tribution of the model parameters. In this way, the unknown parameters can be
characterized by their posterior distributions. Since the posterior is typically not of
analytical form and cannot be easily interrogated, many numerical approaches such
as Markov chain Monte Carlo (MCMC) methods [3] have been applied. The major
challenge of MCMC is the computational burden induced by the repeated evaluations
of the forward model; when the model is computationally expensive, the Bayesian
approach can quickly become computationally prohibitive.
Computational requirements of MCMC can be reduced by solving a related com-
putationally cheap approximated model. This idea is implemented by surrogate mod-
eling: rather than using the full-order or high-fidelity model of forward problems,
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one constructs a surrogate of the high-fidelity model, and then to sample from the
posterior distribution induced by this surrogate model. Specifically, the surrogate
or low-fidelity model is often constructed offline and subsequently used on-line when
running the MCMC algorithm. If the surrogate is computationally less expensive,
using it in MCMC can dramatically speed up the computational procedure. Many
surrogate modeling methods have been successfully employed in this context, for ex-
ample, projection-type reduced order models [2, 11, 12, 16, 21], polynomial chaos (PC)
[24, 26, 27, 28, 41] and Gaussian process regression [18, 36, 38], to name a few. Very
recently, the theoretical analysis shows that if the surrogate converges at a certain
rate in the prior-weighted L2 norm, then the posterior distribution generated by the
approximation converges to the true posterior at least two times faster [41, 42]. How-
ever, constructing a sufficiently accurate surrogate model over the support of the prior
distribution, may not be possible in many practical problems [20]. In particular, when
the posterior differs significantly from the prior, constructing such a globally accurate
surrogate for high-dimensional, nonlinear problems can, in fact, be a formidable task.
On the other hand, MCMC with surrogate models requires that the surrogates doe
not introduce large modeling errors. Or in other words, the surrogate posterior de-
fined by the low-fidelity may be very different from the ’exact’ posterior defined by the
high-fidelity model. To improve this, one can use two-stage MCMC simulations that
leverage low-fidelity models to speed up the sampling as in[4, 9], or one can continu-
ally refine the surrogate during MCMC sampling as in [6, 7, 8, 20]. Another possible
approach to improve this is to introduce an additional term that quantifies the error
between the surrogate and the forward model, see e.g., [17, 25]. In this approach, the
modeling error is modeled as an additive noise term in the Bayesian formulation of
the inverse problem, and a low-cost predictor model is constructed using Monte Carlo
sampling or statistical learning.
Different from previous works, we shall develop in this work an adaptive multi-
fidelity PC (AMPC) approach for Bayesian inverse problems. The motivation for this
study is two folds. On one hand, it is known [23] that if the data contain information
beyond what is assumed in the prior, then the conventional PC-based approach can
lead to large errors or require an excessive computational cost. On the other hand, if
the PC surrogate is constructed over the whole prior distribution, the accuracy of the
surrogate posterior can generally not be guaranteed. To solve the above problems,
our strategy is as follows:
• To enhance the accuracy and efficiency of the PC surrogate, we shall construct
a multi-fidelity PC surrogate by combining (possibly a much large number
of) low-fidelity PC surrogate evaluations and ( a small number of) true model
evaluations. Similar ideas have been proposed in different applications such
as in [15, 31, 32, 34].
• We propose a strategy that updates the surrogate adaptively by adopting
newly available information during the computation procedure. By doing
this, the numerical accuracy of the surrogate model is adaptively improved
during the sampling process.
To the best of our knowledge, this is the first attempt for adaptive multi-fidelity PC
approach for Bayesian inverse problems. Compared to the classical offline approaches
where the PC surrogate is built in advance and kept changed during online computa-
tions, our strategy is to refine the surrogate model so that a more concentrated region
in the parameter space is approximated adaptively. By focusing on the numerical
accuracy in a more concentrated region, our multi-fidelity PC surrogate can dramat-
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ically enhance the approximation accuracy, yet with a relatively lower PC expansion
order. Thus, the overall computational complexity can be dramatically reduced.
The structure of the paper is as follows. In the next section, we shall review
the formulation of Bayesian inverse problems and the PC-surrogate based approach
for inference accelerating. Section 3 contains the main results, we shall propose an
adaptive multi-fidelity PC approach to speed up MCMC sampling. In section 4, we
use two nonlinear inverse problems to demonstrate the accuracy and efficiency of the
proposed method. We finally give some concluding remarks in Section 5.
2. Background and problem setup. In this section, we first give a brief
overview of the Bayesian inverse problems. Then we will introduce a surrogate mod-
eling approach via polynomial chaos expansion to accelerate the Bayesian inference.
2.1. Bayesian inverse problems. In this paper, we are interested in the prob-
lem of estimating an unknown parameter z ∈ Rnz from indirect observations d ∈ Rnd .
In the Bayesian framework, the prior belief about the parameter z is encoded in the
prior probability distribution π(z), and the distribution of the z conditioned on the
data d, i.e., the posterior distribution π(z|d) follows the Bayes’ rule,
π(z|d) ∝ π(d|z)π(z), (2.1)
where π(d|z) is the likelihood function and ∝ denotes proportionality up to a scaling
constant depends only on d (but not on z). For notational convenience, we denote by
πd(z) the posterior density π(z|d) and by L(z) the likelihood function π(d|z). Then,
(2.1) can be written as
πd(z) ∝ L(z)π(z). (2.2)
The likelihood L(z) is constructed by the forward model from Z to d:
d = G(z) + e, (2.3)
where the forward model G yields predictions of the data as a function of parameters,
and the components of e are i.i.d. random variables that account the observation
noises. Now, the likelihood L(z) can be obtained by
L(z) = πe(d−G(z)) =
nd∏
i=1
πe(di −Gi(z)). (2.4)
Notice that if the forward model G is nonlinear, the expression of the likelihood
yields a posterior distribution that cannot be written in a closed form. Standard
MCMC methods, e.g. Metropolis-Hastings (MH) sampler, have been extensively used
to sample such unknown posterior distributions. However, MCMC requires a large
number of repeated evaluations of the likelihood function L(z), and hence relied on
repeated evaluations of the forward model G, which can be very expensive. Thus, it
is of great importance to construct a relatively cheaper “surrogate” of the forward
model in the offline [11]. In the next section, we will review the most commonly used
polynomial chaos (PC) surrogate approach [13, 19, 40].
2.2. Polynomial chaos expansions. In order to simplify the discussion and
without loss of generality, in this section, we describe the PC approximation to the
forward model G for nd = 1. When nd > 1, the procedure will be applied to each
4 LIANG YAN AND TAO ZHOU
component of G. We first assume that the components of the uncertain parameter
vector z = (z1, · · · , znz) are mutually independent and zi has marginal probability
density πi(z
i) : Γi → R+. Then π(z) =
∏nz
i=1 πi(z
i) is the joint probability density of
the random vector z with the support Γ :=
∏nz
i=1 Γi ∈ Rnz .
Polynomial chaos expansions represent the model output G(z) as an expansion
of orthonormal polynomials of random variables z
GN (z) =
∑
m∈ΛN
cmΦm(z), (2.5)
where {cm} are the unknown expansion coefficients, and the basis functions {Φm}
are orthonormal under the density π, that is,
(Φm,Φn)π =
∫
Γ
Φm(z)Φn(z)π(z)dz = δm,n.
The finite set of multi-indices ΛN is defined as
ΛN := {m ∈ Nnz0 : ‖m‖1 =
nz∑
i=1
|mi| ≤ N}. (2.6)
This specifies a set of polynomials {Φm}m∈ΛN such that their total degree ‖m‖1 is
smaller than or equal to a chosen N – the so called total degree space. The degree of
freedom of this space is
card(ΛN ) :=M =
(
nz +N
nz
)
. (2.7)
Eq. (2.5) can also be written as
GN (z) =
∑
m∈ΛN
cmΦm(z) =
M∑
m=1
cmΦm(z). (2.8)
The above equation implicitly assumes a linear ordering of the elements:
{Φm}m∈ΛN ⇐⇒ {Φm}Mm=1.
The main issue in using PC expansion is to efficiently evaluate the unknown coef-
ficients {cm}. In this paper, we use weighted discrete least square method [30] to
estimate these coefficients. In the discrete least square method (LSM) [5, 29, 39, 44],
one first chooses a set of nodes Θnz = {zi}Qi=1 ⊂ Γ, where Q ≥ M is the num-
ber of nodes. The standard LSM seeks to find the PCE coefficients by solving the
optimization problem
{
cm
}M
m=1
= argmin
cm
Q∑
i=1
[(
G(zi)−
M∑
m=1
cmΦm(zi)
)]2
. (2.9)
This problem can be written algebraically
c = arg min
x∈RM
‖Φx− b‖22, (2.10)
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where c = (c1, · · · , cM )T denotes the vector of PC coefficients, Φ ∈ RQ×M denotes
the Vandermonde matrix with entries Φij = Φj(zi), i = 1, · · · , Q, j = 1, · · · ,M ,
and b = (G(z1), · · · , G(zQ))T ∈ RQ is the vector of samples of G(z). One can also
introduce weights in the least squares formulation. Let W = diag(w1, · · · , wQ) be a
diagonal matrix with positive entries, a weighted formulation can be written as
c = arg min
x∈RM
‖
√
WΦx−
√
Wb‖22. (2.11)
In this paper, we consider this formulation with wi =
M∑
M
m=1
Φ2
m
(zi)
[30] to construct
the prior-based PC surrogate.
It well-known that the particular sampling strategies for the LSM can dramati-
cally influence the accuracy of the expansion coefficients [14]. In this work, the samples
zi, i = 1, · · · , Q are chosen as i.i.d. samples from a degree-asymptotic density inspired
by [30]. Specifically, when π(z) is uniform measure on Γ = [−1, 1]nz we choose zi to be
sampled from the tensor-product Chebyshev density, and when π(z) is the Gaussian
measure on Rnz we choose the sampling distribution of zi to have support on the R
nz
unit ball with radius
√
2N . We refer to [30] for details on this latter sampling density.
2.3. PC-surrogate based MCMC sampling. It is clear that after obtaining
the approximation of {cm}, one has an explicit functional form G˜N . We can then re-
place the froward model G in (2.2) by its approximation G˜N , and obtain the surrogate
posterior
π˜dN (z) ∝ L˜N (z)π(z), (2.12)
where π(z) is again the prior density of Z and L˜N is the approximate likelihood
function defined as
L˜N(z) :=
nd∏
i=1
πei (di − G˜N,i(z)), (2.13)
where G˜N,i is the i-th component of G˜N . The pseudocode to draw m samples from
the approximate posterior distribution π˜dN (z) using Metropolis-Hastings method is
given in Algorithm 1. There, a proposal density q is used to draw the next candidate
sample. We note that the performance of MCMC depends heavily on the choice of
proposal density q, and a wide range of proposal densities can be used in Algorithm
1. The optimal choice of the proposal density is beyond the scope of this work.
The main advantage of the prior-based surrogate method is that, upon obtain-
ing an accurate approximation G˜N , whose evaluation is inexpensive compared to the
forward model G, the approximate posterior density π˜dN (z) can be evaluated for a
large number of samples, without resorting to additional simulations of the forward
problem. However, simply replacing the full model G with a surrogate model G˜N
can lead to a bad approximation quality of MCMC solution. As in practice, one can
only afford PC expansions with small or moderate PC orders due to the computa-
tional complexity (see [23] and Eq. (2.7)). This can obviously introduce a possibly
large model error unless the problem is well represented by a low-order PC. If the
model error is large, then there might be an dramatic difference between the sur-
rogate posterior and the true posterior [23]. On the other hand, MCMC using the
accuracy forward model simulation often leads to computational demands that exceed
available resources. To balance accuracy and efficiency, it is desirable to construct a
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Algorithm 1 Metropolis-Hastings algorithm using surrogate model.
Require: The surrogate G˜N ; a proposal density q, the number of samples m; and a
starting points z0;
1: for i = 1, · · · ,m do
2: Draw candidate z∗ from proposal q(·|zi−1), then evaluate the acceptance prob-
ability using the surrogate model G˜N
α(zi−1, z
∗) = min
{
1,
π˜dN (z
∗)q(zi−1|z∗)
π˜dN (zi−1)q(z
∗|zi−1)
}
3: if Uniform (0, 1] < α(zi−1, z
∗) then
4: Accept z∗ by setting zi = z
∗
5: else
6: Reject z∗ by setting zi = zi−1
7: end if
8: end for
9: return z1, · · · , zm
Algorithm 2 Multi-fidelity PC based on LSM
Require: The low-fidelity model uL =
∑
m∈ΛN
uL
m
Φm(z); the high-fidelity model
uH ; and the order of NC ;
1: Choose Q sampling points {zi} in the parametric space
2: Calculate the difference between the uH(zi) and u
L(zi)
3: Compute the correction PC coefficients uC
m
using the least square method
4: Build the multi-fidelity model by combining uL
m
and uC
m
using Eq. (3.3)
multi-fidelity model to accelerate the solution of MCMC, namely, one combining a
small number of high-fidelity model evaluations (possibly the true model) and a much
larger number of low-fidelity model evaluations to construct a multi-fidelity surrogate.
The key idea of the multi-fidelity approach is that the low-fidelity surrogate model
(represented by uL thereafter) is leveraged for speedup while the true forward model
(which is called the high-fidelity model and represented by uH thereafter) is kept in
the MCMC to establish accuracy guarantees [34].
3. Adaptive multi-fidelity polynomial chaos approach.
3.1. Multi-fidelity PC based on LSM. Recently, many multi-fidelity ap-
proaches have been developed for uncertainty quantification [1, 15, 33, 34, 43]. In this
work, we focus our attention on the multi-fidelity polynomial chaos based on LSM
[31, 32]. Suppose that we have a high-fidelity model uH that estimates the output
with very high accuracy (in this work we shall use the true forward model solver as
the high-fidelity model uH). We also define a low-fidelity model uL that estimates the
same output with a lower accuracy than the high fidelity model uH . The multi-fidelity
approach was originally proposed to enhance the accuracy of a low-fidelity surrogate
using supplementary observations of high-fidelity models. The main idea is to correct
MULTIFIDELITY GPC FOR BAYESIAN INVERSE PROBLEMS 7
the low-fidelity simulation model using a correction term C :
C(z) = uH(z)− uL(z) ≈
∑
m∈ΛNC
uC
m
Φm(z). (3.1)
Here the unknown coefficients of the additive correction terms uC
m
can be calcu-
lated by the least squares method. By solving the PC expansions of the correction
term, a multi-fidelity model can be approximated via
uM (z) = uL(z) + C(z) ≈
∑
m∈ΛN
uL
m
Φm(z) +
∑
m∈ΛNC
uC
m
Φm(z), (3.2)
where uL
m
and uC
m
are PC coefficients of the low-fidelity and the correction expansions,
respectively.
Notice that the construction of uC
m
requires evaluations of the computationally
expensive, the true forward model uH , and therefore the number of this type of
evaluations should be much less than the low-fidelity evaluations. Hence the indices of
correction expansion must be a subset of low-fidelity expansion indices. For example,
consider the total degree polynomial space, to construct an Nth order multi-fidelity
expansion, one can use an N -th order low-fidelity expansion combined with an NC -th
order (NC ≤ N) correction expansion. The multi-fidelity PC expansion can then be
expressed as
uM (z) =
∑
m∈ΛN
uL
m
Φm +
∑
m∈ΛNC
uC
m
Φm =
∑
m∈ΛNC
(uL
m
+ uC
m
)Φm +
∑
m∈ΛN\ΛNC
uL
m
Φm,
(3.3)
In this way, the multi-fidelity PC introduces an efficient PC approach where the lower-
order indices of the low-fidelity PC coefficients are corrected through high-fidelity
computations. When NC = N , all of coefficients will be corrected. The details are
shown in Algorithm 2.
Notice that if the multi-fidelity PC uM is constructed over the whole prior dis-
tribution (and kept unchanged), its accuracy for later procedures can generally not
be guaranteed. While our main concern in Bayesian inference is the posterior distri-
bution, and thus, it would suffice to require that uM is accurate enough only in the
posterior density region (while no need to ensure its accuracy everywhere). However,
estimation of the high-probability posterior density region is nontrivial as the solution
of the inverse problem is unknown until data are available. Consequently, we shall
propose below an adaptive strategy that makes use of immediate data to adaptively
build the multi-fidelity surrogate.
3.2. Adaptive multi-fidelity PC-based MCMC sampling. In this section,
we shall propose our adaptive sampling framework for constructing the multi-fidelity
PC surrogate. Our strategy contains the following steps:
• Initialization: set an initial surrogate uL = G˜N where G˜N is a prior-based
PC surrogate.
• With the surrogate uL, we can efficiently run MCMC to sample the approxi-
mated posterior distribution for a certain number of steps to get the samples
{z1, ..., zm−1}. Then, the last state zm−1 will be used to propose a candidate
z∗.
• If the surrogate model uL needs refinement near z∗ or zm−1, then select new
points to construct multi-fidelity model uM using Algorithm 2. Set uL = uM .
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Algorithm 3 Adaptive multi-fidelity PC-based MH algorithm
Require: Given the subchain lengthm, the maximum allowable number of iterations
Imax, the upper threshold ǫ0, the error threshold ǫ, an initial radius R and a
constant ρ. The prior-based PC surrogate G˜N , the high-fidelity model u
H = G
and a proposal density q.
1: Choose a starting points z0; let u
L = G˜N ; let X0 = {};
2: for n = 1, · · · , Imax do
3: Draw m− 1 samples {z1, · · · , zm−1} from the approximate posterior based on
uL using Algorithm 1
4: Propose z∗ ∼ q(·|zm−1), then evaluation the acceptance probability using high-
fidelity model uH
α = min
{
1,
πd(z∗)q(zm−1|z∗)
πd(zm−1)q(z∗|zm−1)
}
5: Set y = z∗ with probability α, else set y = zm−1
6: Compute the relative error err(y) using Eq. (3.4)
7: if err(y) > ǫ then
8: Select Q random points {xi} ∈ B(y,R) and construct the multi-fidelity
model uM using Algorithm 2
9: Set uL = uM . If err(y) ≤ ǫ0, set R = ρR
10: end if
11: Evaluation the acceptance probability using uL
β = min
{
1,
π˜dN (z
∗)q(zm−1|z∗)
π˜dN (zm−1)q(z
∗|zm−1)
}
12: if Uniform (0, 1) < β then
13: Accept z∗ by setting zm = z
∗
14: else
15: Reject z∗ by setting zm = zm−1
16: end if
17: Let z0 = zm and Xn = Xn−1
⋃{z1, · · · , zm}
18: end for
19: return Posterior samples XImax
• Use the surrogate model uL to accept/reject the proposal z∗.
• The process will be further repeated Imax times. Then the posterior samples
can be generated by gathering all the samples in the above procedures.
The detailed algorithm for the above adaptive approach is summarized in Algo-
rithm 3. Choosing when and where to refine the surrogate model uL is critical to the
performance of the adaptive multi-fidelity PC-based MH algorithm. To this end, in
line 3 of Algorithm 3, we first sample the approximated posterior distribution based
on the surrogate model uL for a certain number of steps using the standard MH al-
gorithm. The goal is to generate m− 1 samples so that the initial sample points and
the last point are uncorrelated. In line 4, the last sample points zm−1 is used to pro-
pose a candidate z∗. To decide where to refine the surrogate model, we compute the
acceptance probability based on the high-fidelity model uH (the true forward model).
In doing this, we can obtain a new accept parameter y, which is expected to be much
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closer to the posterior region than other samples. Next, we decide whether we need to
refine the surrogate model at the point y. In line 6, we evaluate the surrogate models
and compute the following absolute error
err(y) = ‖uH(y)− uL(y)‖∞. (3.4)
Lines 7-10 describe the adaptation of the construction of multi-fidelity surrogate at
y, which is controlled by the error err(y) and a given threshold ǫ. When the error
is less than ǫ, we suppose that the surrogate model is accurate enough and thus it is
used directly to accept/reject the proposal. Otherwise, we shall update the current
surrogate model. When refinement of the surrogate model is needed at the point y,
we choose Q random points {xi} in a ball centered at y, i.e., xi ∈ B(y,R) :=
{
x :
‖x − y‖∞ ≤ R
}
. The number of points Q depends on the order of the correction
expansions NC . For instance, if u
M is constructed in the total degree space, we shall
use Q = 2 ∗ (NC+nz
nz
)
points to compute the expansion coefficients. The choice of
the radius R is also a crucial part. Notice that at early iterations, the sample point
y might be far away from the high posterior probability region, and thus we could
use a relatively large value of R. While at later iterations, the refinement procedure
will push the samples to approach the high probability density regions, meaning that
we should use a relatively small R. This motivates us to introduce a constant ρ ≤ 1
to control the radius R in line 9. To this end, we introduce an upper threshold
ǫ0. If the error indicator err is smaller than ǫ0, we let R = ρR. In our numerical
experiments, the Q random points for each iteration are chosen as xi = y + Rξi,
where ξi ∼ U(−1, 1). To keep the ergodicity of Algorithm 3, in lines 11-16 we used
the surrogate to accept/reject the proposal z∗. This process will be further repeated
Imax times. In this way, a small number of high-fidelity model evaluations are used
to update the multi-fidelity PC surrogate, and the evaluations are expected to locate
within the high probability region of the inference problem, thus enhance the efficiency
whenever the posterior is concentrated.
3.3. Theoretical results. In this section, we analyze the error bound intro-
duced in the exact posterior πd when we use a surrogate model uL to approximate
the high-fidelity model uH . One important result, already proved in [8], given a bound
on the Hellinger distance between the two distributions. In this work, we will focus
on bounding the Kullback-Leibler(KL) divergence which is defined as
DKL(π˜
d
N ||πd) :=
∫
Γ
π˜dN log
π˜dN
πd
dz.
We require some notations before stating the result. First, we define the ǫ-feasible
set ΓN(ǫ) and the associated posterior measure as [8]
ΓN (ǫ) =
{
y ∈ Γ|‖uH(y)− uL(y)‖∞ ≤ ǫ
}
, (3.5)
and
µ
(
ΓN (ǫ)
)
=
∫
ΓN (ǫ)
πd(z)dz. (3.6)
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The complement of the ǫ-feasible set is given by Γ⊥N (ǫ) = Γ\ΓN(ǫ), which has posterior
measure µ
(
Γ⊥N(ǫ)
)
= 1− µ(ΓN(ǫ)).
In this work, the framework set by [42] is adapted to analyze the Kullback-Leibler
distance between the exact posterior and its approximation induced by the uL con-
structed in Algorithm 3. Following [42], we start with an assumption on the high-
fidelity model uH .
Assumption 3.1. The forward operator uH : Γ→ Rnd satisfies the following:
sup
z∈Γ
‖uH(z)‖ := CH <∞.
Our main convergence result is formalized in the below.
Theorem 3.2. Assume the functions uH and uL satisfy Assumption 3.1 uni-
formly in N , and the observational error has an i.i.d. Gaussian distribution. Suppose
we have the full posterior distribution πd and its approximation π˜dN induced by the
surrogate model uL. For a given ǫ > 0, there exist constants K1 > 0 and K2 > 0 such
that
DKL(π˜
d
N ||πd) ≤
(
K1ǫ+K2µ
(
Γ⊥N(ǫ)
))2
. (3.7)
Proof. See Appendix for the detailed proof.
Notice that if the approximation is accurate, the expression in (3.7) will be small.
Specifically, if the posterior distribution is sufficiently well sampled such that
µ
(
Γ⊥N (ǫ)
)
≤ ǫ, (3.8)
then the KL distance is characterized entirely by ǫ2. Thus, by adaptively updating
the multi-fidelity model until condition (3.8) is satisfied, we can build an approximate
posterior distribution whose error, measured by Kullback-Leibler divergence, can be
bounded in terms of ǫ2, as shown in Theorem 3.2. In Algorithm 3, if a candidate
point y ∈ Γ⊥N (ǫ), we will select new points at a ball B(y,R) to construct multi-fidelity
model using Algorithm 2. In this way, the posterior measure of µ
(
Γ⊥N (ǫ)
)
decays
asymptotically with refinement of the surrogate model, and the adaptive construction
process can search the parameter space more thoroughly to increase the likelihood
that the condition (3.8) is satisfied.
According to the relation between the Hellinger distance and Kullback-Leibler
distance, Theorem 3.2 can provide an error bound between π˜dN and π
d in the Hellinger
distance.
Corollary 3.3 ([8]). Assume the functions uH and uL satisfy Assumption 3.1,
and the observational error has an i.i.d. Gaussian distribution. Suppose we have the
full posterior distribution πd and its approximation π˜dN induced by the surrogate model
uL. For a given ǫ > 0, there exist constants K1 > 0 and K2 > 0 such that
DHell(π˜
d
N ||πd) ≤ K1ǫ+K2µ
(
Γ⊥N (ǫ)
)
.
4. Numerical Examples. In this section, we present two practical PDE inverse
problems to illustrate the accuracy and efficiency of the adaptive multi-fidelity PC
approach. The first example is adapted from [20, 27, 41], where a 2D heat source
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inversion problem is considered. The parametric dimension of this problem is set as
nz = 2, and this allows us to use higher polynomial orders to construct an accurate
prior-based PC surrogate. Although in this case, our AMPC approach does not
significantly reduce the computation time (compared to the prior-based PC method),
it does offer significant improvement in accuracy. The second example is the inferring
of the diffusion coefficient in an elliptic PDE with nine random parameters [8]. This
is a more challenging problem, since constructing a global accurate prior-based PC
surrogate is very expensive due to the high dimension of the parametric space. We
shall use this example to show that our approach can dramatically enhance both the
efficiency and the accuracy, compared to the prior-based PC method.
In all our tests, unless otherwise specified, we shall use the following parameters
NC = 2, R = 0.1, ρ = 0.5, ǫ = 1 × 10−3, ǫ0 = 0.1. We shall run the AMPC approach
using Algorithm 3 for Imax = 10 iterations, with a subchain length m = 5, 000. We
shall provide comparisons between AMPC and the prior-based PC approach [42].
To make a fair comparison, we shall run the prior-based PC approach for 50, 000
iterations. Moreover, the MCMC simulation results using the high-fidelity model
(referred as the conventional MCMC approach) will also be conducted, and this is
used as the reference solution to evaluate the accuracy and efficiency of the two
methods (AMPC and the prior-based PC approach). For all algorithms, the same
Gaussian proposal distribution will be used. To present the numerical results, the
last 30, 000 realizations will be used to compute the relevant statistical quantities.
All the computations are performed using MATLAB 2015a on an Intel-i5 desktop
computer.
4.1. Example 1: 2D heat source inversion. Consider the following model
in the physical domain D = [0, 1]× [0, 1]
cDαt u−∇2u = e−t exp
[
− 0.5
(
‖Z−x‖
0.1
)2]
, D × [0, 1],
∇u · n = 0, on ∂D,
u(x, 0) = 0, in D.
(4.1)
The goal is to determine the source location Z = (Z1, Z2) from noisy measurements
of the u-field at a finite set of locations and times. Here cDαt (0 < α < 1) denotes the
Caputo fractional derivative of order α with respect to t and it is defined by [35]
cDαt u(x, t) =
1
Γ(1− α)
∫ t
0
∂u(x, η)
∂η
dη
(t− η)α , 0 < α < 1,
where Γ(·) is the Gamma function. Here the Caputo fractional derivative of order α
is chosen as 0.8.
In the numerical simulation, we shall use a finite difference/ spectral approxi-
mations ([22]) with time step ∆t = 0.01 and polynomial degree P = 6 to solve the
equation (4.1). Then, the simulation data are generated by adding independent ran-
dom noise N(0, σ2) to the deterministic simulation results at a uniform 3 × 3 sensor
network. At each sensor location, two measurements are taken at time t = 0.25 and
t = 0.75, which corresponds to a total of 18 measurements. The prior on Z reflects
a uniform probability assignment over the entire domain of possible source locations,
i.e., Zi ∼ U(0, 1). Note that the standard deviation σ may be difficult to quantify
directly, especially when the experiment for data acquisition is not repetitive. In this
section, the noise level σ is assumed to be unknown and an inverse Gamma distribu-
tion with parameters (1× 10−3, 1× 10−3) is assumed for σ2.
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Fig. 4.1. Model evaluation points used to construct the prior-based PC surrogates (Left) and
AMPC (Right) surrogates.
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Fig. 4.2. ”True” posterior density (Black line), compared with the posterior density obtained
via the prior-based PC surrogate. σ = 0.2.
In order not to commit an ‘inverse crime’, we generate the data by solving the
forward problem at a much finer mesh than that is used in the inversion (P = 10).
4.1.1. Determine the source location Z when α is known. With this test,
we shall show that the AMPC approach can improve the accuracy of the prior-based
PC approach without a significantly increase in computational time. We set the exact
source location as (0.25, 0.75) and set the standard deviation as σ = 0.2. To better
present the results, we shall perform the following three-types of approaches:
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Fig. 4.3. ”True” posterior density (Black line), compared with the posterior density obtained
via the AMPC surrogate. σ = 0.2.
Table 4.1
Example 1 (α is known). Computational times, in seconds, given by three different methods.
ǫ = 1× 10−3, σ = 0.2.
Offline Online
Method # of model evaluations CPU(s) # of model evaluations CPU(s) Total time(s)
Direct − − 5×104 4424.6 4424.6
PC, N = 9 110 8.1 − 17.3 25.4
PC, N = 6 56 4.1 − 12.2 16.3
PC, N = 3 20 1.5 − 7.7 9.2
AMPC, N = 6, NC = 2 56 4.1 32 14.5 18.6
AMPC, N = 3, NC = 2 20 1.5 56 12.1 13.6
• The conventional MCMC, or the direct MCMC approach based the forward
model evaluations. This approach is supposed to be time consuming, yet with
high accuracy. The associated solution can be viewed as a reference solution.
• The MCMC approach with a prior-based PC surrogate – the prior-based PC
approach for short.
• The AMPC approach presented in Section 3.
In our computations, the initial guess for Z and σ are chosen as (0, 0) and 1,
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Fig. 4.4. ”True” posterior density (Black line), compared with the posterior density obtained
via the prior-based PC surrogate. σ = 0.05.
respectively. For the AMPC surrogate, we first construct a prior-based PC surrogate
G˜N with N = 3 using 20 model evaluations. Then we set the initial multi-fidelity
surrogate as uM0 = G˜N . Using u
M
0 and the true forward model, we can draw a random
sample y via Algorithm 3, which is expected to be much closer to the posterior region.
When the error indicator err (3.4) exceeds the threshold ǫ = 1 × 10−3, we choose
Q = 2
(
2+2
2
)
= 12 random points in the region B(y,R) to refine the multi-fidelity
PC surrogate uM0 . Then this procedure is further repeated 10 times (or until the
threshold is reached). We first show how the locations of the samples (the points in
parameter space at which the high-fidelity model are evaluated ) evolve in our adaptive
procedure. As shown in Figure 4.1 (Left), although 20 model evaluation points (red
color) are used in the prior-based PC method, none of them actually fall in the region
of significant posterior probability. This is one of the main drawbacks of the prior-
based PC surrogate. In contrast, with the adaptive multi-fidelity approach (Figure
4.1, right), 4 of the 12 model evaluations (red points) occur in the important region
of the posterior distribution for the first iteration. In the third iteration, almost all
of the evaluation points (green points) fall into the important region of the posterior
distribution.
Next we investigate the convergence behavior of the prior-based PC approach
and our AMPC approach. Notice that the accuracy and computational cost of the
prior-based PC method depend on the order of the PC expansion. We have shown
in Figure 4.2 the one and two dimension marginal posterior distributions of the three
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Fig. 4.5. ”True” posterior density (Black line), compared with the posterior density obtained
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Fig. 4.6. Example 1: the relative errors with number of iteration for AMPC approach.
parameters by the prior-based PC approach with varying N . Very close agreement
with the true solution is observed with N = 6, and this agreement improves further
with N = 9. However, a lower order PC expansion (N=3) results in a very poor
density estimate. The corresponding results obtained by AMPC are shown in Figure
4.3. The black-solid lines are the marginal posterior probability densities estimated
by the conventional MCMC (the reference solution), and the red and blue-solid lines
represent the approximations by the AMPC approach with N = 6 and N = 3, respec-
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tively. It is clearly shown that the AMPC approach results in a good approximation
to the reference solution. Even with a lower order PC expansion N = 3, the posterior
density obtained by AMPC agrees well with the reference solution. By comparing
Figures 4.2 and 4.3, we learn that, with the same order of PC expansion, the approxi-
mation results using AMPC are much more accurate than those using the prior-based
PC method.
The computational times, in seconds, given by three different approaches are
presented in Table 4.1. The main computational time in the prior-based PC approach
is the offline high-fidelity model evaluations. The number of such model evaluations
for with N = {9, 6, 3} are 110, 56 and 20, respectively. Upon obtaining the prior-based
PC surrogate, the online MCMC simulation is very cheap as it does not require any
high-fidelity model (the true forward model) evaluations. For the AMPC, however,
we indeed need the online high-fidelity model simulations. Nevertheless, in contrast to
5×104 high-fidelity model evaluations in the conventional MCMC, the number of high-
fidelity model evaluations for the AMPC approach with N = {6, 3} are only 32 and 56,
respectively. As can be seen from the fifth column of Table 4.1, the AMPC approach
does not significantly increase the computation time compared to the prior-based
PC approach, yet it offers significant improvement in the accuracy. With the same
accuracy, the AMPC approach actually uses much less high-fidelity model evaluations
than the prior-based PC approach (with N = 9) and the conventional MCMC. This
confirms the efficiency of the AMPC approach.
It is well-known that the smaller the standard deviation in the noise distributions
is, the more accurate the prior-based PC surrogate should be constructed, otherwise,
the error between the true posterior and its approximation reduced by the surrogate
model could be very large [42]. To investigate the influence of the variance of the
measurement error, we run the example with σ = 0.05. The corresponding results
are shown in Figures 4.4-4.5. Compare with Figure 4.2, it is expected to see that
the prior-based PC approach with N = 3 yields significantly worse results for σ =
0.05. In contrast, the approximated posterior distributions computed with the AMPC
approach with N = 3 and 6 are shown in Figure 4.5. We can see that the AMPC
approach can provide much improved results in this situation.
We finally plot the relative errors err with the number of iteration in Figure 4.6.
The effect of the threshold ǫ is also investigated in this figure. For ǫ = 1 × 10−3,
it is shown that the relative error decays with respect to the number of iterations.
For ǫ = 1 × 10−4, we notice that the error decreases exponentially up to the third
iteration and then oscillates slightly around 5×10−5. Note that the refinement occurs
whenever err exceed the threshold ǫ. It is observed that a lower ǫ can result in higher
accuracy approach, however, the computational cost is also enhanced due to more
high-fidelity model evaluations.
4.1.2. Determine the source location Z when α is unknown. In this sec-
tion, we assume that the fractional order α in the model (4.1) is unknown. Thus
the purpose is to recover is Z = (Z0, Z1, α) ∈ R3. We set a uniform prior for
Z = (Z0, Z1, α) on the parameter space [0, 1]
3. To generate data for the inversion,
the ‘true’ parameter is choose to be (Z0 = 0.25, Z1 = 0.75, α = 0.5). In our compu-
tations, the measurements are taken at three different times t = {0.25, 0.75, 1} using
25 locations on a uniform 5 × 5 grid covering the domain D, leading to nd = 75
measurements. The initial guess for Z is set as (0, 0, 0.1).
The posterior densities of components Z = {Z0, Z1, α} with σ = 0.05 noise are
shown in Figure 4.7. As expected, a poor estimate is obtained by the prior-based PC
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Fig. 4.7. Example 1 (α is unknown): The marginal distribution of each component of the
parameter. Densities result from prior based PC surrogate and AMPC approach; compared to direct
method.
Table 4.2
Example 1 (α is unknown). Computational times, in seconds, given by three different methods.
ǫ = 1× 10−3, σ = 0.05.
Offline Online
Method # of model evaluations CPU(s) # of model evaluations CPU(s) Total time(s)
Direct − − 5×104 4483.7 4483.7
PC, N = 10 572 41.5 − 26.7 68.2
PC, N = 6 168 12.3 − 16.1 28.4
PC, N = 2 20 1.5 − 6.9 8.4
AMPC, N = 6, NC = 2 168 12.3 60 21.2 33.5
AMPC, N = 2, NC = 2 20 1.5 80 13.5 15.0
approach with a lower order N , while the AMPC approach admits a much improved
result. The computational times given by three different approaches are presented
in Table 4.2. For the prior-based PC approach, we notice that even with N = 6
(meaning that the number of model evaluations is about two times than that of the
AMPC approach with N = 2), it failed to obtain an accurate approximation as in
the AMPC approach (see Figure 4.7). Meanwhile, the results by AMPC approach
agree well with the conventional MCMC approach, but its computational time is only
a very small portion of that of the conventional MCMC approach. To see this, with
N = 2 and Q = 80 online high-fidelity evaluation, the AMPC approach uses only
18 LIANG YAN AND TAO ZHOU
Z1
0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.3
π
(z 1
)
0
10
20
30
40
50
60
Direct
N=6, ǫ =1e-3
N=2, ǫ =1e-3
N=6, ǫ =1e-4
N=2, ǫ =1e-4
Z2
0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79
π
(z 2
)
0
10
20
30
40
50
60
α
0.48 0.49 0.5 0.51 0.52 0.53 0.54
π
(α
)
0
10
20
30
40
50
60
70
80
σ
0.03 0.04 0.05 0.06 0.07 0.08 0.09
π
(σ
)
0
10
20
30
40
50
60
70
80
90
Fig. 4.8. Example 1 (α is unknown): The marginal distribution of each component of the
parameter. Densities result from AMPC approach; compared to direct method.
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Fig. 4.9. Example 1 (α is unknown): the relative errors with number of iteration for AMPC
approach.
13.5s for 5 × 104 MCMC iterations. In contrast, for the same number of MCMC
iterations the conventional MCMC approach needs 4483.7s ≈ 1.25h. Therefore, the
speedup of the AMPC approach over the conventional approach is dramatic. Also,
the AMPC approach with N = 6 (21.2s) and N = 2 (13.5s) is significantly faster for
online computations compared to the prior-based PC approach with N = 10 (26.7s).
We now investigate the sensitivity of the numerical results with respect to the
threshold ǫ. The one dimension marginal posterior distributions by the AMPC ap-
proach are illustrated in Figure 4.8. The relative errors err with the number of
iteration for AMPC approach are also shown in Figure 4.9. These results show that
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Table 4.3
Example 2. Computational times, in seconds, given by three different methods. ǫ = 1×10−3, δ =
0.05.
Offline Online
Method # of model evaluations CPU(s) # of model evaluations CPU(s) Total time(s)
Direct − − 5×104 1492.2 1492.2
PC, N = 7 28,880 1246.7 − 241.2 1487.9
PC, N = 6 10,010 340.4 − 121.7 426.1
PC, N = 4 1,430 37.5 − 34.3 71.8
PC, N = 2 110 2.9 − 11.4 14.3
AMPC, N = 4, NC = 2 1,430 37.5 570 49.2 86.7
AMPC, N = 2, NC = 2 110 2.9 1,010 38.7 41.6
the AMPC approach admits reasonably accurate results for different values of ǫ.
4.2. Example 2: An elliptic PDE inverse problem. Let Ω = [0, 1]2, and
we consider the following elliptic PDE
−∇ · (κ(x)∇u(x)) = f(x), x ∈ D,
u(x) = 0, x ∈ ∂D. (4.2)
We set the source as f(x) = 100 sin(πx1) sin(πx2). The goal here is to recover the
permeability κ(x) from a set of noise measurements of u.
In our simulations, the permeability field is projected onto a set of radial basis
functions (RBF), and hence the inference is carried out on the weights {κi} of the
RBF bases:
κ(x) =
9∑
i=1
κi exp
(
−0.5‖x− x0,i‖
2
0.152
)
,
where {x0,i}9i=1 are the centers of the RBF. The prior distributions on each of the
weights κi, i = 1, · · · , 9 are assumed to be independent and log-normal, i.e., log(κi) ∼
N(0, 1). To avoid the inverse crime, the true weight is drawn from log(κi) ∼ U(−5, 5).
The measurements of u are generated by selecting the values of the states at 81
measurement sensors evenly distributed over [0.1, 0.9]2 with grid spacing 0.1. The
true permeability field that is used to generate the test data and the corresponding
output data are shown in Fig.4.10. The observational errors are set to be additive
and Gaussian:
dj = u(xj) + max
j
{|u(xj)|}δξj ,
where δ dictates the noise level and ξj is a Gaussian random variable with zero mean
and unit standard deviation. Notice that in this example, the parameters are far away
from the prior, and thus one would expect a bad approximation with the prior-based
PC approach due to the lack of global accuracy of the PC surrogate.
The comparison results between the conventional MCMC and the prior-based PC
approach is shown in Figure 4.11. It is clearly seen that the prior-based PC approach
admits very large approximation error, due to the fact that the parameter is far away
from what is assumed in the prior. The CPU time of evaluating the conventional
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Fig. 4.10. Example 2: Set up. Left: the true permeability used for generating the synthetic
data sets. Right: the model outputs of the permeability.
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Fig. 4.11. Example 2: (Left column) Conditional mean arising from full model. (Middle
column) Conditional mean arising from prior-based PC model (N = 7). (Right column) Conditional
mean arising from prior-based PC model (N = 2). From top to bottom, the relative noise level δ is
0.01, 0.05 respectively.
MCMC is 1492.2s (see Table 4.3), while the CPU time of prior-based PC method
with N = 2 is about 11.4s. Although the a prior-based PC approach can gain the
computational efficiency, the estimation accuracy cannot be guaranteed. To improve
this, one can increase the PC order N . However, when the order increases, the cost
of constructing the prior-based PC surrogate becomes increasingly expensive for this
high dimensional problem. To see this, consider the case with N = 7, one requires
28, 880 offline model evaluations – resulting in an offline CPU time 1246.7s.
Similar comparison results between the conventional MCMC and the AMPC ap-
proach are shown in Figure 4.12. It is not surprising that even with a lower PC order
N = 2, the AMPC approach admits a rather accurate result. As shown in Figure 4.12,
the conditional means obtained by the conventional MCMC and the AMPC approach
agree very well. This confirms the accuracy of the AMPC approach.
In Table 4.3, we also learn that building a prior-based PC surrogate with N = 2
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Fig. 4.12. Example 2: (Left column) Conditional mean arising from full model. (Middle
column) Conditional mean arising from AMPC model (N = 4). (Right column) Conditional mean
arising from AMPC model (N = 2). From top to bottom, the relative noise level δ is 0.01, 0.05
respectively.
(resp. N = 7) requires an offline CPU time of 2.9s (resp. 1246.7s), whereas its
online evaluation requires 11.4s (resp. 241.2s). This reflects the major drawback
for the prior-based PC approach for high-dimensional problems: the overall CPU
time increase fast with respect to the polynomial order N. In contrast, for the AMPC
approach withN = 2, the offline and online CPU times are 2.9s and 38.7s, respectively,
meaning that the AMPC approach can provide with much more accurate results,
yet with less computational time. This indicates that the AMPC approach is more
efficient than the prior-based PC approach for solving high dimension problems.
5. Summary. We have developed an efficient adaptive multi-fidelity approach
for solving Bayesian inverse problems when the forward model evaluation is compu-
tationally expensive. The algorithm introduces a multi-fidelity PC model to approx-
imate the computationally expensive forward model and refines the approximation
incrementally. Since the high-fidelity model evaluations are only needed to construct
the lower order multi-fidelity PC, the computational cost can be significantly re-
duced. Further, the algorithm refines the multi-fidelity model over a sequence of
samples adaptively determined from data so that the approximation can eventually
concentrate on the posterior distribution. In typical inference problems, when the
data are informative, the adaptive approach can lead to significant gains in efficiency
and accuracy over previous prior-based PC methods. A rigorous error analysis of
the algorithm has been discussed. In particular, we analyze the error bounds on the
Kullback-Leibler distance between the true posterior distribution and the approxima-
tion based on surrogate model.
The performance of the proposed strategy are demonstrated on two nonlinear
inverse problems: estimating the source location for time-fractional diffusion equa-
tions and inferring the permeability field for elliptic PDEs. Numerical experiments
confirm that the proposed AMPC methods are efficient (as measured by the number
of high-fidelity model evaluations) and accurate (as measured by posterior mean and
information divergence from the exact posterior) in comparison with prior-based PC
22 LIANG YAN AND TAO ZHOU
approach. When compared with the conventional MCMC, AMPC is still favorable
because of it can reduce the cost of each posterior evaluation by server orders of mag-
nitude. Since there is no conflict between the AMPC methods and other varieties of
Monte Carlo scheme; such as Sequential Monte Carlo (SCM) or hybrid Monte Carlo
(HMC) algorithm, the two ideas can work together and further improve the robustness
of AMPC methods. We leave this to our next exploration.
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Appendix A. Proof of Theorem 3.2. This section is devoted to proving our
main theoretical result.
In order to proof the Theorem 3.2, we first define the potential Ψ given by
Ψ(z; d) =
‖uH(z)− d‖2
2σ2
, (A.1)
where σ is the known standard deviation of the noise e. Using the approximation
uL of the high-fidelity model uH , we can define the approximation Ψ˜N(z; d) given by
Ψ˜N (z; d) =
‖uL(z)−d‖2
2σ2 . We also define the normalizing constants γ and γ˜N as
γ =
∫
Γ
L(z)π(z)dz, γ˜N =
∫
Γ
L˜N (z)π(z)dz,
where
L(z) = exp(−Ψ(z; d)), L˜N (z) = exp(−Ψ˜N(z; d)).
We have the following lemma concerning the approximation Ψ˜N (z; d).
Lemma A.1 ([8]). Assume the functions uH and uL satisfy Assumption 3.1
uniformly in N . For a given ǫ > 0,
(i) there exist a constant K > 0 such that |Ψ− Ψ˜N | ≤ Kǫ, ∀z ∈ ΓN (ǫ).
(ii) there exist constants k1 > 0 and k2 > 0 such that
|γ − γ˜N | ≤ k1ǫ+ k2µ
(
Γ⊥N (ǫ)
)
.
We are now ready to prove bounds on the approximation error in the posterior
distributions, i.e. Theorem 3.2.
Proof. Since supz∈Γ |Ψ(z; d)| is bounded when supz∈Γ ‖uH(z)‖ is bounded, we
have
1 ≥ γ =
∫
Γ
exp(−Ψ(z; d))π(z)dz ≥
∫
Γ
exp(− sup
z∈Γ
|Ψ(z; d)|)π(z)dz ≥ exp(−CΨ),
where CΨ = supz∈Γ |Ψ(z; d)|. We have an analogous bound for γ˜N : 1 ≥ γ˜N ≥
exp(−CΨ˜N ).
Similar to the derivation in [42], we have
DKL(π˜
d
N ||πd) ≤ DKL(π˜dN ||πd) +DKL(πd||π˜dN )
≤ γ − γ˜N
γγ˜N
∫
Γ
L(Ψ− Ψ˜N )π(z)dz + 1
γ˜N
∫
Γ
|L˜N − L||Ψ− Ψ˜N |π(z)dz
:= I1 + I2,
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where
I1 =
γ − γ˜N
γγ˜N
∫
Γ
L(Ψ− Ψ˜N )π(z)dz
and
I2 =
1
γ˜N
∫
Γ
|L˜N − L||Ψ− Ψ˜N |π(z)dz.
For the first term, since Ψ(z; d) defined in (A.1) is non-negative, we have∫
Γ
L|Ψ− Ψ˜N |π(z)dz =
∫
Γ
exp(−Ψ)|Ψ− Ψ˜N |π(z)dz
≤
∫
ΓN (ǫ)
|Ψ− Ψ˜N |π(z)dz +
∫
Γ⊥
N
(ǫ)
γ|Ψ− Ψ˜N |πd(z)dz
≤ c1ǫ+ sup
Γ
(|Ψ − Ψ˜N |)
∫
Γ⊥
N
(ǫ)
πd(z)dz
≤ c1ǫ+ c2µ
(
Γ⊥N (ǫ)
)
,
for constants c1 and c2, independent of N .
Combine the above results and Lemma A.1, we have
I1 =
γ − γ˜N
γγ˜N
∫
Γ
L(Ψ− Ψ˜N )π(z)dz
≤ 1
exp(−CΨ − CΨ˜N )
(
K3ǫ+K4µ
(
Γ⊥N (ǫ)
))2
.
Furthermore, we use the lower bound of γ˜N , together with the local Lipschitz
continuity of the exponential function to bound
I2 =
1
γ˜N
∫
Γ
|L˜N − L||Ψ− Ψ˜N |π(z)dz
≤ 1
exp(−CΨ˜N )
∫
ΓN (ǫ)
|Ψ− Ψ˜N |2π(z)dz + γ
γ˜N
∫
Γ⊥
N
(ǫ)
|1− exp(Ψ− Ψ˜N )||Ψ− Ψ˜N |πd(z)dz
≤ c3ǫ2 + c4µ
(
Γ⊥N (ǫ)
)
,
for constants c3 and c4, independent of N .
Note that the bounds on I1 and I2 from above are independent of N , we have
DKL(π˜
d
N ||πd) ≤ C
(
K3ǫ+K4µ
(
Γ⊥N (ǫ)
))2
+ c3ǫ
2 + c4µ
(
Γ⊥N (ǫ)
)
≤
(
K1ǫ+K1µ
(
Γ⊥N (ǫ)
))2
with constants K1 and K2 independent of N , which ends the proof.
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