In many speech processing tasks, most of the sentences generally convey rather simple meanings. In these tasks, the '%word-recognition" problem is much more difficult than the underlying "speech understanding'' problem would be. Accordingly we try to develop an adequate framework to focus on a properly defined "understanding" of the sentences rather than "recognizing" the (possibly) superffuous words. This can be seen as closely related with Spontaneous Language Understanding and Disfluence Modeling.
INTRODUCTION
Many applications of interest to industry and business have limited &muins; that is, only relatively simple lexicon and syntax are needed to express natural-sounding sentences to drive the actions involved in the application of the task. In many cases, this lexicon and grammar can be easily &tennined. leading to very high performance for input utterances that comply with the stated linguisticrestrictions. However, in real operation casual users are by no means expected to strictly comply with the imposed linguistic resaiction~, and pafonnance often degrades dramatically.
A natural way of dealing with this typical situation is through Error Comcring (EC). Let G be a givm (stochastic) grammar for the given task and let V be its lexicon. Each spontaneous user Sen-* This work has W PUdJly s u m by cbe Spauisb CKYTuadaconmt
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-- tence, I, is thus considered as a conupted version of some sentence y of L(G) corruption process is assumed to be driven by an adequate E m r M d l , E). Under such a setting, recognition can be seen as an Em-Comcting Decoding (ECD) process (see Fig- ure 1): given t, find a sentence y-of L(G) with maximum posterior probability; that is, where P(y) = P&) is the probability of y in L(G) and P(z1g) = PE(z~Y) is the probability of I being a corrupted version of y according to E. If a Finite-State Model of G can be pro~ded, the error-correcting paner can be implemented as a fairly simple extension of the Viterbi decoding algorithm (See [2] for an efficient implementation of this extension).
MODEL PROBABILITY ESTIMATION
While the s t r u m of both G and E are fixed beforehand, the corresponding probabilistic parameters necded to compute PO(-) and &(-I-) have to be estimated from mining data. A possible a p proach for a conventional error madel is as follows:
First, initial probabilities of substituting words in V by 0th-(S~OII-taneous) words are roughly estimated, e.g.. from cc e (contextual) statistics over a corpus, S, of spontaneous (text) sentences of the task andlor a larger text corpus using techniques like those proposed in [8] (31 [4] . As an altemative, a (probabilistic) synonym dictionary could be used directly. Second, initial estimates for probabilities of inserting and deleting words (of V or S) are established from observed differences between the number of occurrences of each word in each sentence and the measured average number of occurrences of this word in the whole training set.
Third, a reasonable amount of sentences of S are stochastic-errorcorrecting parsed through (G, E). If a resulting sentence of L(G)
is considered an (semantically) adequate digest of the corresponding sentence of s, then the parsing is accepted and the statistics of insertion, deletion and substitution mors and those of the d e s of G are updated accordingly; otherwise, the parsing is discarded. Altematively, the updating procedure can be supervised using N-Best altematives which are automatically proposed by the error correcting parser itself, so that: i) the meaning of the original Sentence is preserved and ii) the output belongs to L(G) (which is dways guurmteed by the ECD process itself). After this supervised run, better probability estimates should be available and a larger set of sentences in S can be submitted to stochastic-error-correcting parsing with, perhaps, less supervision.
Eventually, the whole corpus could be used for a staudard, mupervised (Baum-Welch) reestimation of all the m and rule probabilities (see Figure 2 ).
EXPERIMENTS ANDRESULTS
We have applied the above approach to a small application task which are presented below, the required "spontaneous" training and test data were generated rutotnaricdfy as follows: First, basic sentences of the task were randomly generated using the given grammars. Then each of these sentences was submitted to a process of "spontaneization" in which many vocabulary variations, deletion of function words, repetitions of words and phrases and, in general, "disfluencies" of a variety of types were randomly introduced. This procedure was guided by empirical data about disfluencies provided by Shriberg [9] . This study suggests that disfluencies in spontaneous speech exhibit certain regularities and encourages researchers in Speech Processing areas to czplicirly model them. Therefore, we wanted to check whether some of these regularities could be " l e a " ' using the proposed approach.
Thanks to this generation of data, an ideal output is always known for each generated spontaneous training sentence and experiments can be easily performed in afully automatic manner in order to explore the capabilities and detect the (possible) pitfalls of our approach. Moreover, large training data sets can be easily produced in order to empirically determine the "training needs" of our system. Some examples of pairs of "spontaneous'r'ideal'' sentences are shown in Table 1 . The automatic training process consisted in performing a Viterbi reestimation procedure guided by the following convergence criterion: exucr mufch between system outputs and the corresponding expected ideal sentences for the training data, and training-set perplen'ty difference between two consecutive iterations less than a given threshold. In any case, the reestimation procedure was halted if the system reached a previously defined maximum number of iterations (25) in these experiments. Figure 3 shows an example of the evolution of this automatic training process for a given training set size.
Convergence for 5000 training sentences (Spanish)
EFgure 3: Training-set perplexity evolution for 5,000 training sentences in Ezpl (convergence criterion fulfilled at iteration 5).
The Spanish version of Feldman's task has 29 words in the basic aiphabet and our "spontaneous" Spanish sentences contained 41 outof-vocabulary words, giwng a total of 70 words ( 2 . 4~ the size of the basic lexicon). This experiment is labeled E z p l . The English version has 25 words in the basic alphabet with 64 out-of-vocabulary words, giving a total of 89 words ( 3 . 5~ the size of the basic lexicon). This experiment is lakled Ezp2. In both cases, increasing size training-sets of pairs of idedipontaneous sentences were perated as explained above (250-20,000 pairs in E z p l , and 500-20,000 pairs in Ezp2). Similarly, an independcru test set of 1,000 ''spontaneous" sentences was generated for each language. See [I] for further details about these experiments. The results are perfect or almost perfect for the two experiments with the Spanish task. For the English task a residual word-error rate of 0.62% is obtained, which leads to a 9% sentence-mr rate. Table 3 shows some examples of wrongly decoded sentences in Ezp2. It can be observed that, for the "spontaneous" construction Performance with increasing training data
training sentences Figure 4 Observed final test-set word-mr rate for the experiments performed.
on the righ-hund side, the. best alternative provided by the system consists in akleting right-hand and subsrituring side by left. These problems are due to poor training of error-model probabilities: typically, the reestimation loop arrives to a "bad" local maximum. This should be solved by better initialization techniques andor by more powerful supervisation, perhaps based on N-Best techniques.
DISCUSSION AND FUTURE

DEVELOPMENTS
The results reported in the above section clearly show the potential of the proposed approach to simplify spontaneous language by q l i c i d y modeling typical disfluencies, vocabulary variations, and so on. The measured word-emr rate for the "spontaneous" input sentences (see Section 3) was large enough to dramatically degrade the performance of any speech recognition system (one out of two words was erroneous). Assuming that a variety of spontaneous speech disfluencies show nguiarities 191, the results achieved indicate that these regularities can be learned under the framework of hr-Comcting Decoding. Nevertheless, many issues remain to be considered to successfully deal with real tasks:
1. In real speech procesSing tasks, it is not always possible to have the required amount of mining data to be able to learn language and error models which an adequate enough.
2 The assumption of knowing the expected ideal output befonhand is clearly not realistic for most speech processing tasks.
3. Poor estimation of mor-model probabilities is likely with complex tasks involving connived disfluencies andor vocabulary variations (see examples in Table 3 ).
Some short-term developments to be carried out in order to solve these important problems are described below: Finally, an important issue to be achieved in the future is tofurIy integrate the error models learned using the proposed approach with acoustic models in order to develop a spontanous speech ncognition system.
