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Abstract
Recent advances in machine learning continue to bring us closer to artificial
intelligence. In particular, deep learning plays a key role in cutting-edge frame-
works such as autonomous driving and game playing. Deep learning refers
to a class of multi-layered neural networks, which is rapidly evolving as the
amount of data increases, prior knowledge builds up, efficient training schemes
are being developed, and high-end hardwares are being build. Currently, deep
learning is a state-of-the-art technique for most recognition tasks.
As deep neural networks learn many parameters, there has been a vari-
ety of attempts to obtain reasonable solutions over a wide search space. In
this dissertation, three issues in deep learning are discussed and approaches
to solve them with regularization techniques are suggested. First, deep neural
networks expose the problem of intrinsic blind spots called adversarial pertur-
bations. Thus, we must construct neural networks that resist the directions
of adversarial perturbations by introducing an explicit loss term to minimize
the differences between the original and adversarial samples. Second, train-
ing restricted Boltzmann machines show limited performance when handling
minority samples in class-imbalanced datasets. Our approach addresses this
limitation and is combined with a new regularization concept for datasets
that have categorical features. Lastly, insufficient data handling is required
to be more sophisticated when deep networks learn numerous parameters.
Given high-dimensional samples, we must augment datasets with adequate
prior knowledge to estimate a high-dimensional distribution.
Furthermore, this dissertation shows the first application of deep belief
networks to identifying junction splicing signals. Junction prediction is one of
the major problems in the field of bioinformatics, and is a starting point to
understanding the entire gene expression process. In summary, this disserta-
tion proposes a set of deep learning regularization schemes that can learn the
meaningful representation underlying large-scale genomic datasets and image
datasets. The effectiveness of these methods was confirmed with a number of
experimental studies.
Keywords: machine learning, deep learning, manifold learning, deep neu-
ral networks, convolutional neural networks, restricted Boltzmann machines,
regularization, bioinformatics, splice junction prediction, boosting, class im-





되었다. 특히 자율 주행이나 게임 플레이 등 최신 인공 지능 프레임워크들에
있어서, 딥 러닝이 중요한 역할을 하고 있는 상황이다. 딥 러닝이란 multi-
layered neural networks 과 관련된 기술들을 총칭하는 용어로서, 데이터의
양이 급속하게 증가하며, 사전 지식들이 축적되고, 효율적인 학습 알고리즘
들이 개발되며, 고급 하드웨어들이 만들어짐에 따라 빠르게 변화하고 있다.
현재 딥 러닝은 대부분의 인식 문제에서 최첨단 기술로 활용되고 있다.
여러 레이어로 구성된 깊은 신경망은 많은 양의 파라미터를 학습하기 때
문에, 방대한 파라미터 집합 속에서 좋은 해를 효율적으로 찾아내는 것이
중요하다. 본 논문에서는 깊은 신경망의 세 가지 이슈에 대해 접근하며, 그
것들을 해결하기 위한 regularization 기법들을 제안한다. 첫째로, 신경망 구
조는 adversarial perturbations 이라는 내재적인 blind spots 들에 많이 노출
되어 있다. 이러한 adversarial perturbations 에 강인한 신경망을 만들기 위
하여, 학습 샘플과 그것의 adversarial perturbations 와의 차이를 최소화하는
manifold loss term을 목적 함수에 추가하였다. 둘째로, restricted Boltzmann
machines의학습에있어서,상대적으로작은크기를가지는클래스를학습하
는 데에 기존의 contrastive divergence 알고리즘은 한계점을 가지고 있었다.
본논문에서는 작은클래스에 더높은 학습가중치를 부여하는 boosting 개념
과 categorical features를 가진 데이터에 적합한 새로운 regularization 기법을
조합하여 기존의 한계점에 접근하였다. 마지막으로, 신경망의 파라미터를 학
습하기에충분하지않은데이터가주어진경우,더정교한 data augmentation
기법을다룬다.샘플의차원이많을수록,데이터생성의기저에깔려있는사전
지식을 활용하여 augmentation을 하는 것이 더욱 더 필요하다.
나아가, 본 논문은 junction splicing signals 학습을 위한 첫 번째 깊은 신
경망 모델링 결과를 제시하고 있다. Junction prediction 문제는 positive 샘플
수가매우적어패턴모델링이힘들며,이는생명정보학분야에서가장중요한
문제중하나로서,전체 gene expression process를이해하는첫걸음이라고할
수 있다. 요약하면, 본 논문은 딥 러닝으로 이미지와 대용량 유전체 데이터를
위한 효과적인 표현법을 학습할 수 있는 regularization 기법들을 제안하였
으며, 유명한 벤치마크 데이터와 biomedical imaging 데이터를 사용하여 그
실효성을 검증하였다.
주요어: machine learning, deep learning, manifold learning, deep neu-
ral networks, convolutional neural networks, restricted Boltzmann machines,
regularization, bioinformatics, splice junction prediction, boosting, class im-
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1.1 Deep neural networks
Deep networks have been adopted successfully for various tasks, such as object
recognition [54], face recognition [82], question answering [76], autonomous
driving [14], and game playing [71, 92]. Applications in bioinformatics include
protein structure prediction [61], drug-target interaction prediction [111], and
tissue-regulated splicing prediction at the RNA level using RNA-seq data [62].
Deep learning refers to a large family of machine learning methods that
learn hierarchical representations of data. Traditional learning frameworks
usually consist of two steps: the extraction of handcrafted features and the
construction of learning models. For example, in image recognition, object
classification has been performed with well-known feature descriptors such as
the scale-invariant feature transform (SIFT) and the histogram of oriented
gradients (HOG) etc. However, use of these features usually relies on expert
knowledge and may not generalize well. One of the purposes of deep learning
is to replace handcrafted features with data-driven hierarchical features using
1
rich data and efficient algorithms.
By adding more hidden units or layers, we can learn more complicated
relationships between sensory data and desired outputs. However, increasing
model complexity incurs an enormous solution space. Thus, regularization
techniques have been combined with deep neural networks to obtain acceptable
solutions.
Deep networks typically cannot be trained well using the conventional
back-propagation algorithm [88]; thus, alternative approaches have been pro-
posed [94, 58]. The most popular technique is layer-wise pre-training followed
by fine-tuning [39] (considered the first breakthrough in deep learning). In this
approach, a multi-layer neural network can be constructed by stacking well-
trained two-layer models and feeding the outputs of the previous layer into the
inputs of the next layer. To train the two-layer sub-block, we can utilize an
auto-encoder [8] or a restricted Boltzmann machine (RBM) [37]. A multi-layer
network based on the former is called a stacked auto-encoder [108]. A network
composed of the latter is referred to as a deep belief network (DBN) [39].
There are a huge number of model variants and different training algo-
rithms in the deep learning field. However, most of them have been developed
by extending base architectures, such as convolutional or recurrent neural net-
works. Because the field of deep learning is fast-evolving, there are no standard
network architectures for any specific task (e.g., a large number of model vari-
ants appear for the ImageNet competition every year). Thus, we must conduct
studies that consider general-purpose prior knowledge. This dissertation can
be expected to contribute to large portion of deep learning algorithms by
proposing new regularization techniques.
2
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Figure 1.1: Desired behaviors and practical issues of deep learning and man-
ifold learning. (a) Deep learning discriminates different classes; however, it
may result in wiggly boundaries vulnerable to adversarial perturbations. (b)
Manifold learning preserves geodesic distances; however, it may result in poor
embedding.
1.2 Issue 1: adversarial examples handling
Previous regularization techniques involved designing efficient training schemes
(i.e., dropout [97], DropConnect [109], and Batch Normalization [44]) and well-
structured networks [i.e., Network In Network [63], and Inception [99]]. Even
with these cutting-edge techniques, deep neural networks are still prone to
performance degradation when certain small perturbations are injected into
samples. The perturbations, which are barely perceptible to humans but make
neural networks less confident, are called adversarial examples [100, 30, 74].
This phenomenon occurs when there are fewer training examples than pa-
rameters and the inner products of high-dimensional vectors [30]. For fully
connected layers, activation grows by ǫn in the worst-case, when n compo-
nents of an inner product are changed by ǫ. As shown in Fig. 1.1(a), decision
boundaries constructed by deep networks are wiggly and sensitive to adver-
sarial perturbations.
In [30] in particular, adversarial training was proposed to minimize classi-
fication loss both on given samples and on adversarial examples. This type of
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training helps neural networks to increase their confidence scores even when
faced with corrupted samples and generalize across different clean examples.
However, the gradients of a discriminative objective function may vanish when
the gradients of both the original and adversarial examples are aggregated.
To address this issue, we present a new network called the manifold reg-
ularized network (MRnet), which regularizes deep neural networks based on
the concept of manifold learning. Manifold learning refers to methodologies
based on the manifold hypothesis, in which the nearest samples in a high-
dimensional input space are also the nearest pairs on a manifold of much
lower dimensionality. Traditional manifold learning [i.e., ISOMAP [101], Lo-
cally Linear Embedding [87], and t-SNE [106]] techniques are well-formulated
to find a transformation preserving geodesic distances in high-dimensional
space. However, they demonstrate limited performance in practice because
there are insufficient nearest training samples (Fig. 1.1(b)). There have been
many attempts [82, 103, 115] to unify deep learning and manifold learning.
These studies have common limitations inherited from those of manifold learn-
ing.
In this paper, we generate adversarial examples and make neural networks
insensitive to the direction of adversarial perturbations by adding a mani-
fold penalty term. Similar to popular deep learning techniques, the manifold
penalty can be easily applied to gradient-based optimization. We then demon-
strate that our method can find appropriate manifold representations for our
three tested benchmark datasets.
4
1.3 Issue 2: class-imbalance handling
To handle class-imbalance, we propose a new machine learning method. We
develop a new training algorithm for restricted Boltzmann machines (RBMs)
and demonstrate its efficiency for predicting splicing patterns. A deep belief
network (DBN, [39]) learns high-level features from unlabeled data [38] and
then fine-tunes the weights to improve discriminative performance. Leveraged
by this two-step learning, a DBN has strong generalization abilities, which has
resulted in breakthroughs for various applications [23].
Our proposal includes a novel procedure for training restricted Boltzmann
machines (RBMs) comprising a DBN. This procedure improves contrastive
divergence (CD, [38]) when training an RBM for DNA sequences, and more
generally, for binary representations of categorical information. The basic idea
of our approach is similar to that of boosting in ensemble learning. We thus
name the proposed training scheme boosted CD with categorical gradient.
In our experiments, the approach achieved F1-scores nearly 20% higher
than the alternatives and was particularly effective for training in class im-
balanced problems. We present our work in the context of genomics, but it is
applicable to learning for other types of data that contain categorical features
(i.e., text mining).
1.4 Issue 3: insufficient data handling
While there is plenty of data for natural image processing (i.e., 1.2M of Ima-
geNet [89]), there is a relatively small amount of data available for biomedical
image processing and CNN training. To aid in the recognition of comets with
CNN, we augmented individual comet images due to the insufficient amount
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of data, which is one of the major issues in biomedical image processing.
Here, we propose a deep learning based automated tool for high-throughput
comet-assay analysis called DeepComet. Damage to DNA can result in can-
cer, aging, and other serious diseases. The comet assay is sensitive to multiple
types of DNA lesions and has been used in various applications. Although
recent comet assay platforms have improved the limited throughput and re-
producibility of traditional assays, analyzing comet data in large quantities
often demands tremendous human effort. To alleviate this, we propose Deep-
Comet, a computational tool that can rapidly characterize a large number of
comets and classify comet images based on convolutional neural networks.
We test DeepComet using real-world data from 35 high-throughput comet
assay experiments, giving over 700 comets in total. According to our results,
the proposed method provides unprecedented levels of performance as an au-
tomated comet recognition tool in terms of robustness (measured by precision
and recall) and throughput. It is our hope that DeepComet can significantly
facilitate the entire high-throughput comet-assay analysis process by acceler-
ating the most rate-limiting step. An online implementation of DeepComet is
freely available at http://147.46.126.127:11080/comet/.
1.5 Organization
This dissertation is organized as follows: In chapter 2, we review the back-
ground necessary to develop the proposed method. In chapter 3, we discuss
the unification and similarities between deep and manifold learning. To over-
come the problem presented by adversarial perturbations on deep learning,
we incorporate an explicit loss term to preserve neighborhood relationships
6
in deep neural networks, also called manifold regularized networks (MRnet).
For a smart interpolation in manifold space, we generate adversarial examples
that are sufficiently close to the original samples on the manifolds. Results
from experiments on the proposed approach and other previous methods are
compared in order to validate the efficiency of MRnet. The contents of this
chapter are based on the research of
• Taehoon Lee, Minsuk Choi, and Sungroh Yoon, "Manifold Regularized
Deep Neural Networks using Adversarial Examples," arXiv preprint,
arXiv:1511.06381, 2015.
In chapter 4, we propose a new machine learning method for predicting
splicing patterns using a deep belief network (DBN, [39]). This procedure
improves contrastive divergence (CD, [38]) when training an RBM for DNA
sequences. More generally, it also improves binary representations of categor-
ical information. The general concept of our approach is similar to that of
boosting in ensemble learning. We thus name the proposed training scheme
boosted CD with categorical gradient. We present our work in the context of
genomics, but it is applicable to learning from other types of data that contain
categorical features. The contents of this chapter are based on the following
research:
• Taehoon Lee and Sungroh Yoon, "Boosted Categorical Restricted Boltz-
mann Machine for Computational Prediction of Splice Junctions," in
Proceedings of International Conference on Machine Learning (ICML),
Lille, France, July 2015.
• Byunghan Lee, Taehoon Lee, and Sungroh Yoon, "DNA-Level Splice
Junction Prediction using Deep Recurrent Neural Networks," in Proceed-
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ings of NIPS Workshop on Machine Learning in Computational Biology,
Montreal, Canada, December 2015.
In chapter 5, we propose an automated tool, based on deep learning, for
high-throughput comet-assay analysis called DeepComet. The key features of
DeepComet include the following. First, DeepComet automatically recognizes
individual comets from the input image without making any assumptions
about the number of comets or their locations. This is critical in order to re-
duce the time demands of analyzing high-throughput assays containing many
comets. Second, DeepComet is able to detect overlapping comets and isolate
them. Without this feature, researchers have no other choice but to discard
overlapping comets, despite that the front comets are still eligible for analysis.
Because overlaps occur frequently in typical high-throughput comet assays,
this functionality is useful in maintaining sufficient comet counts for analysis
through salvaging parts of overlapping comets. Third, DeepComet can charac-
terize each recognized comet using convolutional neural networks (CNN) and
then report key parameters, such as tail moments, without making overly sim-
plified assumptions on comet shapes, as certain existing tools do. To recognize
comets with CNN, we augmented individual comet images because of a lack of
sufficient data, one of the major issues in biomedical image processing. Given
the effectiveness of DeepComet, it is our hope that DeepComet can facilitate
high-throughput comet-assay analysis by accelerating the most rate-limiting
steps. The contents of this chapter are based on the following research:
• Taehoon Lee, Sungmin Lee, Woo Young Sim, Yu Mi Jung, Sunmi Han,
Joong-Ho Won, Hyeyoung Min, and Sungroh Yoon, "DeepComet: Deep
Learning-Based Comet Analysis for DNA Damage Assessment Studies"
(under review)
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In chapter 6, we conclude the dissertation and discusses its contributions





2.1 Basic operations for deep networks
Deep networks are multi-layer neural networks. In this section, the basic op-
erations and notations for deep networks are described. The starting point
of a deep neural network is single output node as shown in Fig. 2.1(a). The
output node y1 is computed as a linear combination of multiple input nodes
x1, . . . , xP and their weights w11, . . . , w1P . Individual input nodes correspond



























Figure 2.2: Basic operations for multi-layer neural networks.
consisting of P pixels. The intensity of each pixel is mapped to a single in-
put node xi. Thus, the neuron will combine weighted inputs
∑
i xiw1i and
use them to determine the output. This behavior closely emulates closely our
understanding of how real neurons work.
In most literature, vector forms (Fig. 2.1(b)) are preferred over scalar forms
(Fig. 2.1(a)) for concise descriptions. We present all variables (pixels) of a
sample (image) as a standard column vector x ∈ RP . Then, y1 is defined as
wT1 x where w1 ∈ R
P . With this notation, we can compute yi = w
T
i x for all i
simultaneous as y = W x where W ∈ RM×P .
A multi-layer neural network is formed by hooking together many simple
output nodes as illustrated in Fig. 2.1, so that the output of one neuron is the
input of another. For example, Fig. 2.2 shows a three-layer neural network.
Our neural network has parameters θ = (W (1), b(1), W (2), b(2), W (3), b(3)) where
W (l) denotes the parameter (or weight) associated with the connection between
layer l − 1 and l. In addition, b(l) is the bias associated with layer l − 1 and l;
fl denotes the activation function in layer l.
Thus, in our example, the final outputs are f(x; θ) = f3(f2(f1(x))). Note
that bias units do not have inputs or connections going into them, since they
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always output the value +1. We call this operation forward propagation. In the
example, we define the cost function using the forward function with respect
to single sample:
L(x; θ) = difference(f(x; θ), y).
In a supervised setting, the cross entropy is one of the most popular difference
measurements between inferred outputs f(x; θ) and desired outputs y. In an
unsupervised setting, the desired output y is usually defined as the original
input x and the difference is measured using the 2-norm difference.
2.2 History of deep networks
Deep neural networks originated from traditional artificial neural networks.
Fig. 2.3 shows a brief history of artificial neural networks. Beginning with
Perceptron [84], early models such as Cognitron [27] and NeoCognitron [26]
were proposed in the 1960-70’s. In 1971, a deep network consisting of 8 lay-
ers had been already described [45]. However, their performance was limited
in practice due to the small amount of available data and simple training
algorithms.
After the advent of the back-propagation algorithm [37] in the mid-80s,
artificial neural networks with multiple adaptive hidden layers were briefly
revisited. However, many researchers again abandoned neural networks in the
1990’s because support vector machines (SVM) [19] had better performance. A
SVM is a clever type of perceptron developed by Vapnik and his co-workers in
1995. A decade later, in 2006, a publication [39] by Geoffrey Hinton and Ruslan
Salakhutdinov drew additional attention to neural networks by showing that











Figure 2.3: History of artificial neural networks.
layer at a time. This was done by treating each layer in turn as an unsupervised
restricted Boltzmann machine, then fine-tuning the network using standard
backpropagation [37]. This was hailed as breakthrough for artificial neural
networks by many researchers.
Since the breakthrough, deep learning has become part of many state-of-
the-art systems in various disciplines, particularly computer vision and speech
recognition. Results on commonly used evaluation sets such as MNIST [57]
(hand-written digits image classification), ILSVRC [89] (natural image clas-
sification) and TIMIT [28] (speech recognition), as well as a range of large-
vocabulary speech recognition tasks are constantly being improved on with
new deep learning applications. Advances in hardware have also been instru-
mental in the renewed interest in deep learning. Specifically, powerful graph-
ics processing units (GPUs) are well-suited for the matrix-vector operations
involved in machine learning. GPUs have been shown to speed up training
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algorithms by several orders of magnitude, bringing running times from weeks
back to days.
2.3 Modern deep networks
Modern deep networks have three major connectivities: fully-connected, con-
volutional, and recurrent connections. The connectivity of neural networks
refers to the connection type between two layers and involves prior knowl-
edge of each field as shown in Fig. 2.4. Convolutional layers are appropriate
for data that have 2D structures (spatial dependency) like images. Convolu-
tional neural networks have become the method of choice for processing visual
and other two-dimensional data. Convolutional networks may include local
or global pooling layers, which combine the outputs of neuron clusters. They
also consist of various combinations of convolutional and fully connected lay-
ers, with point-wise nonlinearity applied at the end of each layer. To reduce the
number of free parameters and improve generalization, a convolution operation
on small regions of input is introduced. One major advantage of convolutional
networks is the use of shared weights in convolutional layers, which means
that the same filter (weight bank) is used for each pixel in the layer. This both
reduces memory footprint and improves performance.
Recurrent layers are suitable for sequential data where variables have a
temporal order (temporal dependency), such as audio and natural languages.
Numerous researchers now use variants of recurrent neural networks called the
Long Short-Term Memory (LSTM) network [41] and the gated recurrent unit
(GRU) [16]. LSTM and GRU are augmented by additional gates units such as













Figure 2.4: Three major connectivities of artificial neural networks. The con-
nectivity of neural networks involves prior knowledge of each field.
networks, LSTM and GRU are able to solve complex learning tasks requiring
memorization of events. For other applications, such as gene expression and
customer analytics, fully connected layers are popular due to weak domain
knowledge.
In addition to the three major types of layers, new structures are being
continuously proposed (e.g., external long-term memory [113] and external
random-access memory [55]). The latest applications (see Fig. 2.5) incorpo-
rate many of these concepts. For example, memory networks [113] have been
successfully applied in the context of question answering (QA) where long-
term memory effectively acts as a dynamic knowledge, and the output is a
text response. Visual QA is derived from both scene understanding and nat-
ural language understanding. In [76], CNNs and RNNs were utilized together
to recognize image and text. DeepMind shows playing Atari video games us-
ing deep reinforcement learning [71]; AlphaGo [92] achieved one of the long-
standing grand challenges of AI by learning the game of Go well enough to





Figure 2.5: Latest applications of artificial neural networks.
2.3.1 Contrastive divergence
A restricted Boltzmann machine contains stochastic binary-valued hidden
units h = {h1, ..., hnh } and visible units v = {v1, ..., vnv }, where nh and nv are
the numbers of hidden and visible units, respectively. As shown in Fig. 2.6(a),
the two layers v and h are tied with symmetrically weighted connections de-
noted by W , forming a bipartite graph. W is represented by an nv ×nh matrix,
where wij is the weight for the connection between vi and hj .
Each hidden node has an activation probability given by P (hj = 1|v) =
sigm(cj+
∑nv
i=1 viwij), where the activation function sigm(x) = 1/(1+exp(−x))
is shown in Fig. 2.6(b) and cj is the bias weight for the hidden unit hj . Sim-
ilarly, the activation probability of visible unit vi is given by P (vi = 1|h) =
sigm(bi +
∑nh
j=1 wijhj), where bi is the bias unit for the visible unit vi. The
16
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P (hj = 1|v) = sigm(cj + W
T v)
P (vi = 1|h) = sigm(bi + W h)
Figure 2.6: RBM representation and sigmoid activation.
energy of the network can be defined as












The joint probability for two vectors v and h is given by P (v, h) = 1
Z
e−E(v,h)
where the normalization constant Z =
∑
v,h e
−E(v,h). The probability of ob-





formulate an optimization problem for training RBM to minimize the nega-
tive log-likelihood (NLL) of data.
When the gradient descent is utilized to minimize the negative log-likelihood,
the CD procedure is normally used to approximate the gradient due to the
















= Edata[vihj] − Emodel[vihj ].
While Edata[vihj] is a simple expectation over observed vectors, Emodel[vihj ]
requires the probabilities of all possible visible states.
To approximate the expectation, CD exploits Gibbs sampling [56], which
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enables the estimation of the distribution using samples close to observations.














































2.3.2 Deep manifold learning
Despite the recent success of deep networks, their ultimate goal has not yet
been reached, which is generalizing lower-dimensional manifolds. Researchers
anticipate that neural networks with multiple layers could learn a manifold
embedding and classifier simultaneously [6]. However, traditional loss terms,
such as a reconstruction or classification error, are not sufficient to capture
local variations on manifolds. To support the manifold hypothesis, we need
to employ another type of cost function that makes neighborhoods have a
similar representation. Hence, there have been many attempts to combine
both functional concepts of deep and manifold learning.
Attempts to unify deep and manifold learning can be divided into two cat-
egories: manifold learning-based unifying and deep learning-based unifying.
The former finds a hierarchical manifold embedding with layer-wise manifold
learning in the same way as pre-training in deep belief networks. For example,
Locally Linear Embedding [87] was used as a base unit for a deep architec-
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ture [115]. The latter incorporates an additional objective from the manifold
learning perspective into a framework of deep learning. For instance, the fol-








max(0, β − ‖hi − hk‖2)
2, (2.5)
where {h1, . . . , hn} is a set of hidden representations obtained from forward
operations of deep neural networks. Two sets Dsim and Ddis denote the sets
of data pairs with the same labels and different labels, respectively. Another









where wij = exp(−‖xi − xj‖
2/ρ). Other variations [i.e., [65]] are also possible;
however, variations still have limitations inherited from the original manifold
learning. Training set neighborhood information may be problematic because







In our study, we incorporate an explicit loss term to preserve neighborhood
relationships into deep neural networks. As mentioned earlier, neighborhood
information based on only training samples may cause inappropriate embed-
ding. Because the samples are sufficiently densely populated in most cases, we
generate adversarial examples that are sufficiently closed to original samples









Figure 3.1: An example of adversarial perturbation applied to GoogLeNet [99]
[retrieved from [30]].
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We can obtain these adversarial perturbations easily by updating a sam-
ple instead of parameters. While the parameter updating performs θ := θ −
η∇θJ(θ; x, y), the sample updating calculates x := x + η∇xJ(θ; x, y), where η
is a learning rate. The opposite signs in the two update equations mean that
the former minimizes a classification loss but the latter maximizes a classifica-
tion loss. Given a panda image with a high confidence score (see Fig. 3.1), the
direction can be calculated by making the neural network less confident. We
can produce a new image that a human cannot distinguish from the original,
but the neural network believes the image is a gibbon with 99.3% confidence.
The problem of adversarial perturbations arises in several learning models
as well as state-of-the-art deep networks, such as AlexNet [54] or GoogLeNet [99].
An ensemble of different deep architectures trained on different subsets of the
training data also misclassify the same adversarial example. This suggests
that adversarial examples expose fundamental blind spots in our objective
functions [100]. Thus, we need to make neural networks resist directions of
adversarial perturbations by introducing an explicit loss term to minimize
differences between original and adversarial samples.
3.2 Methods
3.2.1 Manifold regularized networks
Given a data set X = {x1, . . . , xn} with corresponding labels y = {y1, . . . , yn},
we consider the following objective loss function:
J(θ; X , y) = L(θ; X , y) + λΩ(θ) (3.1)
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where L(·) is a classification loss and Ω(·) is defined to maximize a prior p(θ).
For the two terms L(·) and Ω(·), the cross entropy and L2 weight decay are
most popular choices in a supervised setting. L2 decay works well in practice;
however, these forms of neural networks have intrinsic blind spots due to the
huge number of parameters and linear functions using them. Hence, we propose
an additional manifold loss term that exploits the characteristics of blind spots.
Suppose we have a neural network with L + 1 layers. The last (L + 1)-th
layer is an softmax layer. Let l ∈ {1, . . . , L + 1} be a layer index and a(l) an
activation of the l-th layer (a(1) = x). The proposed objective can be defined
as:
Jm(θ; X , y) = L(θ; X , y) + λΩ(θ) + λmΦ(X , X
′), (3.2)


























n are the last hidden layer’s activations using a standard
feed-forward operation. Equation (3.4) denotes the generation of an adversarial
example x′n from xn.
Fig. 3.2 shows an overview of the proposed methodology. To make a deep
neural network robust to adversarial perturbations, we regard the activations
of the last hidden layer as a manifold representation and minimize the differ-
ence between the two manifold embeddings of x and x′ as shown in Fig. 3.2(a).








































Figure 3.2: (a) The proposed methodology learns both classifier and mani-
fold embedding that is robust for adversarial perturbations. (b) Forward and
backward operations of MRnet. The first forward operation is the same as in a
standard neural network. The following backwardadv is the same as the stan-
dard back-propagation except that an adversarial perturbation ∇xL(θ; x, y) is
computed in the first layer.
Fig. 3.2(b). The forward operation is the same as in a standard neural network:






















j ), if l-th layer is convolutional
(3.6)
where f(·) is an activation function (chosen to be the rectified linear unit in this
paper) and ∗ is the convolutional operation of a valid size. For a convolutional
layer, [a(l)]i and [a
(l+1)]j are the i-th and j-th feature map in the l-th layer
and (l+1)-th layer, respectively. W
(l)
ij is a convolutional filter between [a
(l)]i
and [a(l+1)]j . The following backwardadv is also the same as standard back-
propagation except that an adversarial perturbation ∇xL(θ; x, y) is computed
23
in the first layer:


























ij , if 1-st layer is convolutional
(3.8)
where g(·) is the derivative of an activation function, ⋆ is the convolutional
operation of the full size, and ◦ is the Hadamard product (an element-wise
multiplication).
Next, another forward operation is performed to obtain all the activations
of an adversarial example a′(1) = x′ = x + ∆x and calculate ∇θΦ(X , X
′).
Recall that Φ(xn, x
′



















T (a(L)n − a
′(L)
n ). (3.9)









′(L) − a(L)), δ
(L)
2 = −(a
(L) − a′(L)). (3.10)
The error δ
(L)
1 is the difference of a
′(L) with respect to a(L), and the error δ
(L)
2
is the difference of a(L) with respect to a′(L). Now, we can present the gradients
and back-propagation for the manifold loss term Φ for each layer l = L, . . . , 2.
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If the l-th layer is fully-connected, the rules are as follows:




















































The rules for a convolutional layer are as follows:
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3.2.2 Generation of adversarial examples
For the generation of adversarial examples, we used constant-norm perturba-
tion, while the max-norm constrained perturbation was used in the original
paper regarding the problems of adversarial examples. In our experiments,
the constant-norm and max-norm approaches did not exhibit significant differ-
ences. The important aspect was to select a degree of adversarial perturbations
β.
Because adversarial examples become actual instances of a different class
when β is greater than a certain threshold, we had to select a degree of pertur-
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a degree of adversarial perturbation
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β = 0 1 2 3 β = 0 β = 0100 100200 200300 300
Figure 3.3: (a,b,c) Distributions of Euclidean distances between training sam-
ples on individual datasets. (d,e,f) Different perturbation levels on individual
datasets. Note that x′ = x + β∆x where ∆x is an adversarial perturbation of
a unit norm (‖∆x‖2 = 1). We chose β in the range that did not violate class
information.
bation level β carefully. In Fig. 3.3(a-c), each histogram shows the distribution
of pairwise distances. We set β in three datasets to 2, 200, and 200, respec-
tively. These noise levels are small enough to maintain class memberships and
the manifold hypothesis. We recommend β in the range of minimum values
among intra-class distances.
3.3 Results and discussion
The optimization of the proposed method was conducted using standard stochas-
tic gradient descent. The mini-batch size and the momentum were set to 100
and 0.9, respectively. The learning rate was annealed as described in [109].
For each subsection, we present an initial learning rate and three numbers of
epochs, such as 0.001 (100-20-10). We trained models with the initial rate for







Figure 3.4: Three datasets we tested. (a) The MNIST. (b, c) The rawdata and
its normalized version of the CIFAR-10. (d, e) The rawdata and its normal-
ized version of the SVHN. The normalization is performed with local contrast
normalization to manipulate the extreme brightness and color variations.
followed by 0.5 again for the third epochs. For example, the learning schedule
0.001 (100-20-10) denotes a learning rate of 0.001 for 100 epochs followed by
0.0001 for 20 epochs and 0.00005 for 10 epochs.
We evaluated the proposed regularization on three benchmark datasets:
MNIST [57], CIFAR-10 [53], and SVHN [73], as depicted in Fig. 3.4. In the
case of the CIFAR and SVHN, we preprocessed the data using zero-phase com-
ponent analysis (ZCA) whitening and local contrast normalization; the same
techniques as [31] and [118], respectively. These preprocessing techniques are
known for normalizing the extreme brightness and color variations efficiently.
Our implementation was based on Caffe [47], which is one of the most
popular deep learning frameworks. We added new forward-backward steps
and customized four types of layers: convolutional, pooling, response normal-
ization [40], and fully-connected layers. The codes and all the details of hyper-
parameters [i.e., weight decay and the number of hidden nodes] are available
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on our GitHub page 1. For each case, we presented a mean value with a stan-
dard deviation among 10 runs as a format of µ ± σ. For the generation of
adversarial examples, we had to maintain an appropriate noise level β. This
is shown in detail in the following subsection.
3.3.1 Improved classification performance
MNIST The MNIST [57] dataset is one of the most popular benchmarks
and consists of a set of 28×28 grayscale images with corresponding labels 0–9.
Because these images have high contrast like binary images, typically they have
been tested without any pre-processing. To obtain desirable representations in
the manifold space, we tested two types of models.
First, we trained models with two fully connected layers each with 800
hidden units, followed by a softmax layer. We used a learning schedule of
0.1 (40-40-20) and obtained a test accuracy of 98.848 ± 0.052%, which is the
best record over the published results with only two hidden layers. DropCon-
nect [109] and dropout [97] produced 98.800 ± 0.034% and 98.720 ± 0.040%,
respectively.
Additionally, we conducted MRnet with two convolutional layers followed
by two fully connected layers. The results are summarized in Table 3.1. The
top four methods were performed 10 times using our implementation while the
results of the bottom five methods were reported in the literature. The previ-
ous best published result is the 99.55% test accuracy of Maxout [31]. Among
the alternatives compared, MRnet achieved the state-of-the-art discriminative
performance: 99.536 ± 0.045% (best: 99.58%).
1https://github.com/taehoonlee/caffe
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Table 3.1: Test set accuracy on the MNIST with convolutional hidden layers.
Method Test accuracy (%)
MRnet + dropout 99.536 ± 0.045
Batch Normalization [44] 99.465 ± 0.051
Dropout [97] 99.482 ± 0.053
Only L2-decay 99.364 ± 0.055
DropConnect [109] 99.370 ± 0.035
Maxout + dropout [31] 99.55
NIN + dropout [63] 99.53
Stochastic Pooling [118] 99.53
Lasso in F-layers [46] 99.47
CIFAR-10 The CIFAR-10 [53] dataset is a set of 32 × 32 color images of
10 classes. There are 50,000 training and 10,000 test images. We applied ZCA
preprocessing (ǫ = 0.01) similar to [31]. To be consistent with previous work,
we evaluated our method with 24×24 random cropping and horizontal flipping
augmentation. The learning schedule was set to 0.001 (100-10-10).
The results of Caffe runs and the literature are summarized in Table 3.2.
Note that a locally connected layer in the description column is a weight-
unshared convolutional layer. We can achieve a test accuracy of 91.082 ±
0.237%, which sets a new performance record.
SVHN The SVHN [73] dataset is composed of 604,388 training and 26,032
test images of 10 classes. Following [118], we conducted local contrast normal-
ization with a 3 × 3 filter and 28 × 28 random cropping. The structure and
parameters used in the SVHN are the same as those used for the CIFAR-10,
which consists of three or four convolutional layers followed by two fully con-
nected layers. For this dataset, we obtained a test accuracy of 97.521 ± 0.052
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MRnet + dropout 4C1 + 2F2 91.182 ± 0.237 97.521 ± 0.052
MRnet + dropout 3C + 2F 89.835 ± 0.224 97.327 ± 0.048
Batch Normalization [44] 3C + 2F 89.032 ± 0.214 97.111 ± 0.047
Dropout [97] 3C + 2F 89.097 ± 0.240 97.058 ± 0.086
Only L2-decay 3C + 2F 88.259 ± 0.225 96.897 ± 0.058
DropConnect [109] 2C + 2L3 + 1F 90.59 97.77 ± 0.039
Maxout + dropout [31] 3M4 + 1F 90.62 97.53
NIN + dropout [63] 3N5 + 1F 91.19 97.65
Stochastic Pooling [118] 3C (no aug) 84.87 97.20
1a convolutional layer, 2a fully connected layer, 3a locally connected layer
4a maxout convolutional layer, 5a network in network convolutional layer
with a learning schedule of 0.001 (20-20-20). A summary with the alternatives
is provided in Table 3.2.
3.3.2 Disentanglement and generalization
The proposed manifold loss Φ minimizes the 2-norm difference between a(L)
and a′(L). In other words, the difference in the last hidden layer’s activations

































































































































Figure 3.6: Embedding results of the CIFAR-10 test set. (a) Pairwise distance
matrix of a(L) without Φ. (b) Pairwise distance matrix with Φ.
between an original and its adversarial sample is minimized. However, an ad-
versarial perturbation at the beginning of training is meaningless. Thus, we
applied Φ after training a vanilla neural network with several iterations, in a
similar way to the pre-training phase of deep belief networks. Fig. 3.5 shows
the variation of ‖a(L) − a′(L)‖2 over the number of iterations. The iteration 0
denotes the point at which Φ is applied.
As illustrated in Fig. 3.5, MRnet minimized the manifold distances more
successfully than a vanilla network. The final value of ‖a(L) − a′(L)‖2 was 3.57.
In the network we tested, the number of hidden nodes in the last hidden layer
was 1024, and the average difference of individual activation values can be
calculated approximately as 0.1 (=
√
3.572/1024). Because each activation
value in the last hidden layer ranged from 0 to 2.74, the average difference 0.1
means that a(L)’s and a′(L)’s were projected into very closed regions by the
proposed multi-layer manifold embedding.
We also visualized a(L) of the CIFAR-10 test set to examine the effect of the
















Figure 3.7: Embedding results of the CIFAR-10 test set. (a) 2-D visualization
of the manifold embedding through t-SNE without Φ. (b) t-SNE plot with Φ.
results without and with Φ, respectively. As shown in Fig. 3.6(b), Φ increases
the contrast of pairwise distances between intra-classes (block-diagonal ele-
ments) and inter-classes (other elements) compared with Fig. 3.6(a). The con-
trast can be quantified using two clustering evaluation metrics: the silhouette
coefficients ∈ [−1, 1] [86] and the Dunn index [22]. As clusters are separated
better, both metrics produce higher values. Without and with Φ, the average
values of silhouette coefficients do not exhibit significant differences. However,
the Dunn indices without and with Φ were 0.0297 and 0.0433, respectively.
Because the denominator of the Dunn index is the maximum distance within
a cluster [22], we argue the Dunn index can present more appropriate quan-
tification of the contrast, and obtained 31.45% improved contrast.
A similar effect can be found in the 2-D visualization with t-SNE [106] [see
Fig. 3.7(a) and (b)]. Without Φ, two boxed chunks of the automobile class
are separated and one is closed to the ship and truck classes. However, Φ can
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Figure 3.8: Embedding results of the CIFAR-10 test set. (a) Query images and
top 10 nearest images without Φ. (b) query images with the nearest images
with Φ.
in Fig. 3.7(b). Finally, Fig. 3.8 presents a few query images and the top 10
nearest neighbors on the manifold embedding space. The 10-th closest bird
image of the dog and the 9-th closest bird image of the deer were eliminated
in the list of nearest neighbors after applying Φ.
3.4 Summary
We have proposed a novel methodology, unifying deep learning and manifold
learning, called manifold regularized networks (MRnet). Traditional neural
networks, even state-of-the art deep networks, have intrinsic blind spots due to
a huge number of parameters and linear function components using them. We
tested MRnet and confirmed its improved generalization performance under-
pinned by the proposed manifold loss term on deep architectures. By exploiting
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the characteristics of blind spots, the proposed MRnet can be extended to the





Fig. 4.1 shows an overview of the proposed methodology. As training data, we
use a set of N DNA sequences, each of which has m nucleotides (nt). Some
of these contain either an acceptor or a donor site, and the others contain no
splice site. Each training sequence has a label: acceptor, donor, or non-site.
Each sequence is converted into a binary vector by orthogonal encoding (see
Section 4.1.1).
After preprocessing, our approach proceeds in two main steps: (1) unsuper-
vised pre-training of component RBM using the proposed boosted contrastive
divergence with categorical gradient; and (2) organizing DBN by RBM stack-
ing and supervised fine-tuning of the DBN. The label of each training sequence
is not used for the first pre-training step but only for the second fine-tuning
step.
In the inference step (not shown in Fig. 4.1), an unlabeled DNA sequence




















acceptor, donor, or not:
[ 1 0 0 ], [ 0 1 0 ], [ 0 0 1 ]
in 2-class tasks,
junction or not:
[ 1 0 ], [ 0 1 ]
Numerical Encoding
 
In the orthogonal encoding,




labels are not provided
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Figure 4.2: An example of the frequency encoding (k = 1).
splice junction or not.
4.1.1 Numerical interpretation of DNA sequences
In case of the sequence alignment based methods, we do not need to obtain
numerical interpretation of sequences because the sequences are mapped to the
reference in themselves. However, machine learning based approaches require
pre-processing of categorical features (i.e., A, C, G, T of DNA sequences). In this
section, we describe how DNA sequences are converted into numerical vectors
and how deep learning architecture works.
The four types of nucleotides organizing DNA are adenine (A), guanine
(G), cytosine (C), and thymine (T). We can acquire the genetic information
embedded within DNA as alphabet sequences (i.e., ...AGTTGCTG...). Before enu-
meration of the encoding schemes, we define k-mer as a subsequence gener-
ated by a moving window of size k in the sequence. For example, AGTTGCTG
can generate a set of 2-mers AG, GT, TT, TG, GC, CT, TG. That is, the term k-mer
is identical to n-gram in the field of computational linguistics, and all the
schemes described in this paper can be coupled with the k-mer concept.
As shown in Table 4.1, we categorize the encoding schemes into two types:
location-based and feature-based. The location-based method refers to a trans-
formation preserving the spatial information. For instance, AGTTGCTG can be
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Table 4.1: The encoding schemes
Number Type Name Rules
Location-based Type
Binary Simple 2-bit A − 00, C − 01, G − 10, T − 11
Orthogonal [3] A − 1000, C − 0100, G − 0010, T − 0001 (monomer)
AA...A − 100..., AA...C − 010..., · · · , TT...T − ...001 (k-mer)
Physicochemical [33] A, C (amino) − 1, G, T (keto) − 0 (functional group)
A, G (purine) − 1, C, T (pyrimidine) − 0 (ring structure)
C, G (strong-H) − 1, A, T (weak-H) − 0 (hydrogen bond)
Parity [66] A − 1010, C − 1001, G − 0110, T − 0101 (physicochemical + a parity bit)
Integer MN, PN [43] A − 1, C − 2, G − 3, T − 4 (MN, mono-nucleotide)
AA − 1, AC − 2, AG − 3, · · · , TG − 15, TT − 16 (PN, pair-wise nucleotides)
Frequency Frequency 1. Construction of a matrix P where pij is a frequency of
the i-th letter (or k-mer) in the j-th position over all the sequences.
2. Translation into a frequency vector using P (refers to Fig. 4.2).
Bayes kernel [119] After creation of P (p) and P (n) over all the positive and negative samples,
translation into a frequency vector x = [xP (p) xP (n) ].
FDTF [43] Using P (p) and P (n) , translation into a frequency vector x = xP (p)−P (n) .
Feature-based Type
Frequency k-mer counting [67] Translation into a 4k-dimensional vector x = [x1, · · · , x4k ]
where xi’s are the number of occurrences of AA...A, AA...C, · · · , TT...T.
Entropy Codon-entropy [112] Translation into a 43-dimensional vector x = [x1, · · · , x43 ],
(each dimension measures the periodicity of i-th codon (3-mer).)
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translated into a vector x = [1 3 4 4 3 2 4 3] where a number in each dimension
corresponds to a letter in each position. The feature-based method extracts
certain features with losing some information of sequences. The details of each
type are described as follows.
In the location-based schemes, a letter (monomer) or a k-mer in each po-
sition can be represented as binary, integer, or frequency. The simple 2-bit
creates a set {00, 01, 10, 11} for the four monomer, and the orthogonal encod-
ing does more sparse codes in which each k-mer has no algebraic correlations
between the other k-mers [3]. Besides, we can convert each k-mer pattern
into an integer by using MN (mono-nucleotide) or PN (pair-wise nucleotides)
encoding [43]. Physicochemical encoding [33] means that each bit is an indica-
tor for physicochemical characteristics such as amino/keto, purine/pyrimidine,
and strong-H/weak-H. The authors of [66] proposed the addition of a parity
bit to the characteristics.
The frequency methods measure frequencies of the k-mers with the moving
window of size k. We illustrate the frequency method with an example (k = 1)
as shown in Fig. 4.2. First, we calculate a matrix P where pij is a frequency of
the i-th letter in the j-th position over all the given sequences. By definition,
p32 = 0.27 indicates that 27 out of 100 sequences have a letter ‘G’ in the
second position. Using the matrix P , it is straightforward to understand that
AGTTGCTG becomes a vector, xP = [0.22 0.27 0.22 0.18 0.23 0.26 0.18 0.32].
The Bayes kernel [119] and the FDTF (Frequency Difference between the
True sites and False sites) [43] are based on the frequency approach. These
methods construct two different matrices P (p) and P (n) using all the positive
(true splice site) and negative samples. Eventually, the Bayes kernel yields a
frequency vector x = [xP (p) xP (n) ] and the FDTF returns a vector x = xP ′
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where P ′ = P (p) − P (n).
Consequently, the location-based schemes have their own inverse functions
because they are one-to-one correspondences between a set of sequences and a
set of vectors. On the other hand, the feature-based schemes may not have in-
verses. The k-mer counting [67] (known as n-gram model in the machine learn-
ing field) counts the number of occurrences of all the possible subsequences.
Namely, AGTTGCTG produces a vector x = [0 0 1 0 0 0 0 1 0 1 0 1 0 0 2 1]
where individual dimensions are frequencies of the length k = 2 substrings AA,
AC, AG, · · · , TG, TT. Furthermore, we can replace a frequency with a entropy.
The transformation proposed in [112] measures the periodicity of occurrences
of codons (3-mers in DNA or RNA).
In summary, feature descriptors based on k-mer counting or entropy are
not recoverable to its original sequence. However, they have two advantages
over the location-based descriptors; the feature-based encodings can generate
short codes for efficient computation and robust codes for indel errors although
losses of the spatial information arise. The location-based encodings preserves
the information and is vulnerable to indel errors at the same time. Also, it
makes long codes which may lead to the curse of dimensionality and limited
scalability as a sequence goes longer.
In this study, we employ nc-bit 1-hot encoding because the orthogonal
encoding (e.g., 1-hot encoding) is widely used [3] for biological sequences. For
nc = 4, A, C, G, and T are encoded by 1000, 0100, 0010, and 0001, respectively
(we use the notations 1000 and [1, 0, 0, 0] interchangeably).
Orthogonal encoding may cause the trained model to have limited gener-
alization ability because of the sparsity of encoding. For example, sequence
AGTT is encoded by 16-dimensional binary vector 1000001000010001, of which
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75% of the elements are zero. To alleviate this issue, we devise a new regular-
ization technique that incorporates prior knowledge on the sparsity, as will be
detailed shortly.
4.1.2 Review of junction prediction problem
In living organisms, biological information flows from deoxyribonucleic acid
(DNA) to ribonucleic acid (RNA) to protein. DNA is a sequence of four types
of nucleotides: adenine (A), guanine (G), cytosine (C), and thymine (T). A gene
is a segment of DNA that constitutes the basic unit of heredity. As shown
in Fig. 4.3, genetic information is delivered from DNA to protein through a
procedure called gene expression [64]. There are three major steps in gene
expression: transcription, splicing, and translation.
Eukaryotic genes have an internal structure that includes two types of sub-
units: exons (protein-coding regions) and introns (non-coding regions). Introns
intervene between exons, and the boundary between an exon and an intron is
referred to as the splice junction (site). The majority of splice sites contain con-
sensus strings called canonical splicing patterns. The most frequent patterns
are dimer GT (called donor) and dimer AG (called acceptor) at intron/exon
boundaries [12].
During transcription, DNA is copied into precursor messenger RNA (pre-
mRNA), and then the introns in the transcribed pre-mRNA are removed by
splicing [49]. For a single gene, various combinations of alternative exons se-
lectively remain in the resulting mature mRNA, allowing the construction of
multiple proteins from the gene. Consequently, this alternative splicing gives
rise to the enormous diversity of proteins [75], and the identification of splice
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Figure 4.3: Gene expression process. Dimers GU(GT) and AG represent canonical
donor and acceptor splice sites, respectively. Dimer GG shows an example of
non-canonical (donor) sites.
Existing junction prediction methods belong two categories: sequence alignment-
based and machine learning-based. Alignment-based strategies [105, 110, 32]
reconstruct exons by mapping millions of short RNA sequences to the whole
genome sequence and then estimate where splicing occurs using adjacent ex-
ons. Despite the need for a reference genome, alignment methods can identify
novel splice sites in addition to the original sequence locations in the reference.
Alternatively, machine-learning techniques construct a descriptive model of
splicing by training with known junction signals. The learning models used
include artificial neural network (ANN, [98, 77, 11]), support vector machine
(SVM, [21, 43, 96]), and hidden Markov model (HMM, [83, 81, 4]).
Learning-based approaches have produced promising results since the early
1980’s, but they often suffer from practical limitations, such as excessive false
positives and limited scalability. With the advent of next-generation sequenc-
ing technology, alignment-based methodologies using RNA-seq technology [17]
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Algorithm 1 Boosted CD with Categorical Gradient
Input: N encoded DNA sequences v1, . . . , vN
Output: weights W, b, c
Initialize W ∼ N (0, 0.1), b = 0, c = 0
for each epoch do
for each minibatch with size N do









for n = 1 to N do
Compute h
(0)










n = P (h = 1|v
(1)
n )




n ) − Emin
end for
Normalize αn = N · αn/
∑
n αn for each n
Update W , b, c using (4.1), (4.2), (4.3) with αn’s
end for
end for
have gained popularity over the last decade as an alternative to learning-based
approaches. However, existing alignment-based methods, such as TopHat [104]
and SpliceMap [2], consider only canonical splicing signals (GT or AG) in their
splitting and merging procedures and often miss important splicing signals. To
improve the accuracy of prediction, not only canonical but also non-canonical
patterns are important. Given that machine learning-based methodologies can
learn and predict such non-canonical junction signals, we believe that learning-




4.2.1 Training RBM using boosted contrastive divergence with
categorical gradients
For a DNA sequence of m nucleotides, we convert it into a binary vector v of
nv = (nc × m) elements by the nc-bit 1-hot encoding as described previously.
This v becomes the visible units of the RBM described in Section 2.3.1. In
Eq. 2.2, v(0) and v(k) can be considered as the original input and its recon-
struction vectors, respectively. We require that the sum of the probabilities of
nc consecutive nodes in the reconstructed v
(k) units be 1. We add a regular-
ization term that penalizes the deviation of the sum of nc visible units from
1. We called this term the categorical gradient.






















where N is the number of input sequences, and λc represent sensitivity to the














































where operator ◦ denotes the Hadamard product and g(v) represents an
element-wise operation that replicates the deviations of the sum of the nc nodes





i=5 vi − 1, for nv = 8 and nc = 4.
Using these modified derivatives allows us to extract novel features that
would work well for both reconstruction and classification. For training with
the proposed categorical gradient, we propose a new approach that improves
the CD-1 approach. Conventional CD often provides a reasonable approxima-
tion of the model distribution but still suffers from a critical drawback: the
computation of the negative phase needs to be more precise than v(k)h(k)
T
to
approximate the model expectation Emodel[vh
T ]. There have been approaches
to address the issue, such as persistent CD [102] and parallel tempering [15].
They often draw samples from the model distribution more accurately than
conventional CD, but their approximations can still be far from the model
expectation.
If we assign the same weight to all the data, the performance of Gibbs sam-
pling would degrade in the regions that are hardly observed. To approximate
the model expectation precisely, we need to sample these regions. Borrowing
the idea of boosting in ensemble learning, we emphasize unstable observations
that have high energy during the training procedure, given that high-energy
states typically have low likelihood and provide a high reconstruction error.





n ). This re-weighting is also linked to importance sam-
pling, in which the density function is scaled in order to move the probability
mass to the desired event region [72].
The rationale behind our idea is as follows: At the beginning of training,
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the joint probability distribution P (v, h) is highly unstable and the update
direction is affected by the first several mini-batches. If important observa-
tions are not included therein, the possibility of sampling further from these
regions decreases because RBM assigns high energy to these regions. CD train-
ing is looped over all mini-batches and can alleviate this issue to some extent.
However, when there is a significant class imbalance, as in the junction predic-
tion, we are not likely to extract appropriate hidden representations of those
observations.
Algorithm 1 presents the pseudocode of our training algorithm, which is
named boosted CD with categorical gradients to emphasize the notion of re-
weighting. We first compute the minimum energy Emin under the current
configuration (W, b, c) and assign energy-proportional weight αn to individual
data v
(0)
n . We then normalize these α’s so that the coefficients vary from 0 to N .
Most of the coefficients will be around 1 because most of the energy values de-
viate from Emin. Combining αn’s with the update rules is straightforward. For




















4.2.2 Stacking and fine-tuning
After pre-training RBMs with the proposed approach, we stack them and place
an output layer on them to construct a DBN (see Fig. 4.1) and then train it
in a supervised manner.
For three-class problems, the output softmax layer consists of three nodes
and the resulting output vector y is one of the following: 100, 010, or 001
for acceptor, donor, and non-site, respectively. For two-class problems, the
output layer consists of two nodes, and y is either 10 or 01 for splice-site
(donor/acceptor) or non-site, respectively.
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In the fine-tuning step, we utilize backpropagation to minimize the squared





2 ||f(vn) − yn||
2
2, where f(vn) and yn are the
final output vector of the network for input vn and the desired output vector,
respectively. Through this optimization, pre-trained W1, W2, and W3 are fine-





4.2.3 Initialization and parameter setting
To speed up the pre-training and fine-tuning procedures, the input datasets
were split into mini-batches of M = 100 sequences.
In the pre-training step, we initialized the values of W in component RBMs
using Gaussian N (0, 0.1) and set both b and c to the zero vector. We set the
number of iterations and the learning rate to T = 50 and α = 0.2, respectively.
We used a different number of hidden nodes or layers for different datasets, as
will be explained in the next section.
In the fine-tuning stage, the weights (W3, c3) for the output layer were
initialized using the Gaussian N (0, 0.1) and the zero vector, respectively. The
number of iterations and the learning rate used were T = 100 and α = 0.1.
4.3 Results and discussion
4.3.1 Experiment preparation
We tested our approach with the datasets listed in Tables 4.2 and 4.3. The
genome-wide datasets for humans (GWH, [96]) consist of two types of datasets:
GWH-donor and GWH-acceptor. Each of these two datasets includes sequences
from the 24 human chromosomes (22 autosomes and 2 sex chromosomes). All
the sequences in both GWH-donor and GWH-acceptor are of length 398nt.
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Table 4.2: GWH genome-wide data [96]
two-class, 398nt long, contains canonical signals only
Data ID # of positives # of negatives
GWH-donor 160,601 (0.21%) 76,335,126
WH-acceptor 158,217 (0.29%) 54,469,623
Table 4.3: UCSC genome browser database [48]
three-class, 60nt long, contains non-canonical signals as well
Data ID # of donors # of acceptors # of non-site
UCSC-hg19 62,819 62,819 62,819
UCSC-hg38 63,454 63,454 63,454
The splice signals from these sequences are all canonical, and all the sequences
have dimer GT or AG in the middle. That is, each sequence from GWH-donor
has dimer GT in nucleotide positions 200 and 201, and each sequence from
GWH-acceptor has dimer AG in positions 198 and 199. These dimers indicate
true splice sites for positive examples, whereas they do not represent splice
sites for negative examples.
For the GWH data, there is a substantial imbalance between the numbers
of positive and negative examples: only 0.21% (0.29%) of the examples are
positive for GWH-donor(acceptor). To see the effect of having this imbalance
in training, we randomly sampled negative examples and used them, thus
varying the so-called decoy rate1 [96] from 5 to 15.
While the GWH datasets are for two-class classification (splice sites or
not), the UCSC datasets [48] are for three-class classification (donor, acceptor,
or neither). The UCSC-hg38 dataset contains 24,279 genes with 1–173 (on
1Denoted by r = # negative samples/# positive samples
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average 9.44) exons per gene. The UCSC datasets also consist of the sequences
from 24 chromosomes. Most of these exons have duplicates in the annotation
database due to alternative splicing [49]. We randomly chose 63,454 unique
exons out of 229,255. According to [77], we then generated three examples by
taking the sequences centered at the left, middle, and right boundaries of each
exon. They correspond to acceptor, non-site, and donor examples, respectively.
The UCSC-hg19 dataset was also utilized to generate additional examples in
the same manner. Both UCSC datasets include non-canonical splice signals
(i.e., other than GT and AG) in addition to canonical signals.
We carried out all the experiments using MATLAB. For comparison with
SVM, we used the LIBSVM package [13]. Deepmat code [15] was used for the
implementation of persistent CD and parallel tempering.
In the following, the architecture of a DBN is denoted by the number of
nodes in each layer. For instance, a 1592-160-16-2 DBN has four layers with
1592 input units, 160 units in the first hidden layer, and so on.
4.3.2 Improved prediction performance and runtime
To evaluate the prediction performance of our approach, we measured the
F1-score and accuracy values2, and the runtime, as shown in Fig. 4.4 and
Fig. 4.5. For comparison, we also included SVM (with RBF and sigmoid ker-
nels) and two existing tools for splice junction prediction: GeneSplicer [81]
and SpliceMachine [21], which are based on decision trees and linear SVM, re-
spectively. Note that these two existing tools were designed only for two-class
problems and we were able to test them for the GWH data only. We used
(398×4)-160-16-2 DBN for the GWH data and (60×4)-120-30-3 DBN for the





































































Figure 4.4: Comparison of classification performance: (a) F1-score for GWH-
donor; (b) F1-score for GWH-acceptor.
UCSC data.
As shown in Fig. 4.4(a) and Fig. 4.5(b), the proposed method outper-
formed the existing state-of-the-art prediction tools in terms of the F1-score
and accuracy. Note that we performed 10-fold cross validation for each of the
24 individual chromosomes to test a single dataset and each of the boxplots
shows the distribution of 240 values. Quantitatively, our method showed 4.1–
10.2% and 0.2–18.9% higher performance in terms of the median F1-score
for the GWH-donor and GWH-acceptor datasets, respectively. For the UCSC
datasets, our method produced 2.0–2.4% and 2.1–2.7% higher median accu-
racy than the SVM method.
Fig. 4.5(c) shows the runtime of the three different methods measured
on the chromosome 1 dataset (the largest one) in UCSC-hg38. The proposed
approach ran 3.86 times faster and 4.15 times faster than the SVM with the
RBF and sigmoid kernel functions, respectively, in the worst case. Although
the computational complexity of DBN depends on the numbers of layers and
nodes, we still expect that DBNs will run faster than SVM for large datasets.
















































































Figure 4.5: Comparison of classification performance: (a) accuracy for UCSC-
hg19; (b) accuracy for UCSC-hg38; (c) runtime for UCSC-hg38 (chromosome
1).
time with standard interior-point methods [1]. On the other hand, DBN takes
only O(N) because the number of computations for updating gradients is
proportional to N .
4.3.3 More robust prediction by proposed approach
We further tested our approach in terms of robustness to the input sequence
and imbalance in training examples, as shown in Fig. 4.6. The dataset used
came from the chromosome 20 part in the GWH-acceptor data.
Fig. 4.6 (a1–a3) shows how the performance measures3 (F1-score, precision,
and recall) change as we vary the sequence length m from 38 to 398 with
decoy-rate r fixed at 5. The DBN architecture was accordingly changed from
(38 × 4)-160-16-2 to (398 × 4)-160-16-2. With increasing m, the SVM method
produced slowly increasing precision, while rapidly decreasing recall and the
F1-score. This indicates that longer sequences incur a rapid increase in the
number of false negatives for SVM. Thus, SVM is apt to miss true splice sites
3Precision = T P/(T P + F P ), recall = T P/(T P + F N)
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Figure 4.6: Effects of sequence length m and decoy rate r on performance: (a)
varying m from 38 to 398 with fixed r = 5; (b) varying r from 5 to 15 with
fixed m = 138. [data: chromosome 20 in GWH-acceptor]
if too many bases are considered around a GT or AG dimer. Longer sequences
also resulted in reduced F1-scores for DBN, but the degree of reduction was
noticeably smaller for our DBN method, which indicates a higher level of
robustness to sequence lengths. DBN achieved the best F1-score at 77.13%
with length m = 138.
To see the effect of decoy-rate r, we varied r from 5 to 15 for m = 138
with (138 × 4)-160-16-2 DBN and measured the F1-score, precision, and re-
call, as shown in Fig. 4.6 (b1–b3). Similarly to the experiments on sequence
lengths, the proposed DBN approach outperformed the alternative in terms
of r, suggesting that our approach can cope with the imbalance in training
samples better. For instance, as r increased, so did the precision of SVM, sim-
ply because it predicted the label of most examples to be negative. The other
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Figure 4.7: Effects of sequence length m and decoy rate r on performance: (a)
varying m from 38 to 398 with fixed r = 5; (b) varying r from 5 to 15 with
fixed m = 138. [data: chromosome 20 in GWH-donor]
measures (recall and F1-score) of SVM decreased more significantly than those
of DBN as we increased r.
4.3.4 Effects of regularization on performance
There exist conventional RBM-based approaches to modeling categorical data
by normalizing the probabilities of binary units in a softmax way [90]. By
contrast, our approach utilizes a regularization term for applying RBM to
model discrete data, allowing the sum of probabilities to slightly deviate from
1 if that is helpful for minimizing energy.
For a performance comparison, we measured the training and test error of
three types of RBMs (basic, softmax, and regularized) using samples of the
chromosome 19 sequences in the GWH-donor data. In the results shown in
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Figure 4.8: Comparing three types of RBMs (basic, softmax, and proposed)
in terms of the reconstruction error. [data: chromosome 19 in GWH-donor,
sequence length: 200nt, # iterations: 500, learning rate: 0.1, L2-decay: 10−3,
λc: 0.02]
Fig. 4.8, the proposed regularization-based RBM consistently outperformed
the softmax version in training and test error. When the number of samples
is less than 2,000, we observe overfitting (i.e., decreasing training error with
increasing test error) for all the approaches compared.
A part of the motivation for our approach comes from the tradeoff be-
tween minimizing energy and maintaining the probability sum at 1. Given
that having low energy is likely to produce low reconstruction error, the pro-
posed regularized RBM succeeded in achieving lower error by slightly sacri-
ficing the probability sum constraint. Leveraged by the regularization term,
our approach could find more appropriate hidden representations than the
alternatives.
4.3.5 Efficient RBM training by boosted CD
To further validate the proposed boosted CD training, we tested it with a
modified version of the MNIST dataset [57]. To simulate a class-imbalance
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Table 4.4: Test accuracy by different training methods
Method ↓ # of samples → 12,000 25,000 60,000
Boosted CD (proposed) 96.09% 95.69% 98.23%
CD 94.49% 94.36% 98.17%
Persistent CD 45.58% 46.46% 98.36%
Parallel tempering† 95.84% 95.74% 98.52%
†approximately 10 times slower than boosted CD
situation, we randomly dropped observations with different drop rates for dif-
ferent classes and created two training sets (with 12,000 and 25,000 samples
each) and a test set (with 10,000 samples). We repeated this procedure 10
times.
Table 4.4 lists the classification accuracy (averaged over the 10 runs) ob-
tained by a 784-200-100-10 DBN trained with four different methods using
the test data. As reference, the table also shows the accuracy values from the
unmodified MNIST dataset (with 60,000 training examples).
For the two class-imbalance cases, proposed boosted CD and parallel tem-
pering showed the best performance. However, due to the need for extra sam-
pling, the time demand of parallel tempering was approximately 10 times
higher to achieve the level of accuracy comparable to boosted CD. The per-
formance of persistent CD was notably deteriorated for the class-imbalance
cases. In such cases, the Gibbs sampler in training would hardly draw samples
from low-density (but important) regions. Because training by persistent CD
continues sampling from the Gibbs chain of the previous iterations, errors may
have accumulated, giving unsatisfactory performance.
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Figure 4.9: Top discriminative features for UCSC datasets: (a) including
canonical splicing sites; (b) excluding canonical splicing sites.
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4.3.6 Identification of non-canonical splice sites
To recognize non-canonical splice sites, such as GC pairs at donor sites, we
trained the models using a combination of the two UCSC datasets. The merged
dataset contained 378,819 sequences and the numbers of donors with GT pairs
and acceptors with AG pairs were 109,000 (86.32% of donors) and 106,868
(84.63% of acceptors), respectively. First, we trained the 240-120-3 DBN with
both the UCSC-hg19 and UCSC-hg38 datasets, including canonical splicing.
The other parameters were the same as in the previous experiments. The train-
ing yielded two weight matrices, W1 ∈ R
240×120 and W2 ∈ R
120×3. Here, we
can regard the two matrices as a set of 120 feature vectors and the discrimina-
tive scores for the three classes, respectively. In other words, each column in
W1 is a feature vector and its corresponding row in W2 is composed of three
weight values for the three classes.
The discriminability of a feature vector can be defined by the variance
of the corresponding row in W2. That is, a feature vector is not capable of
discriminating any classes when the differences among the three discriminative
scores of the feature vector are close to zero. The feature vectors were ranked
in order of discriminability and the five most discriminative patterns are shown
in Fig. 4.9(a). The vectors were reshaped into matrix forms (each row denotes
A, C, G, and T) and colored according to weight values. A darker blue represents
a higher positive value, whereas a darker red represents a lower negative value.
For example, we can infer the most likely sequence from Fig. 4.9(a1) as ‘..GT..’
because the third and fourth rows at the boundary are bold blue. The three
numbers presented above each template represent the three discriminative
scores for acceptor, non-boundary, and donor, from left to right.












Figure 4.10: The most likely sequences representing non-canonical splice sites
inferred from analyzing Fig. 4.9(b).
are ‘..GT..’ (a1, a2, a3, and a5) and ‘..AG..’ (a4). Because only a few examples
of non-canonical splicing were included, it was hard for the feature vector
to detect the subtle signals. Therefore, we trained the same DBN again, us-
ing the 162,951 examples that remained after excluding the canonical splice
sites. Fig. 4.9(b) shows the five best patterns for the non-canonical sites. We
can derive the most likely sequences from the best weight vectors, as seen in
Fig. 4.10. We found that non-canonical splicing arose when introns contained
GCA or NAA sequences at their boundaries or contiguous A’s occurred around
the boundaries in exon regions. Using these methods, we may be able to reveal
more novel patterns related to exons and alternative splicing that otherwise
cannot be identified using existing machine learning techniques.
4.4 Summary
We have presented a novel DBN-based approach to splice site prediction at
DNA level. Our contributions include the following:
• A new RBM training method called boosted CD with categorical gradients
that improves conventional CD;
• Significant boosts in splice site prediction in terms of accuracy and run-
time, along with reduced susceptibility to sequence lengths;
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• Increased robustness when handling high-dimensional class-imbalanced
data;
• The ability to detect subtle non-canonical splicing signals that often
could not be identified by traditional methods.
Given the accuracy, efficiency, and robustness of our DBN-based methodology,
we anticipate that it can be extended to the discovery of primary structural






DNA damage is known to be a major cause of cancer and many aging-related
diseases [42]. The comet assay, also known as the single cell gel electrophoresis,
can directly visualize DNA damage in eukaryotic cells [24]. After lysing of
DNA and applying of an electric field, the extent of DNA strand breaks can
be determined based on the resulting images in which individual cells appear
as ‘comets’ (see Fig. 5.1). Since developed in mid-80’s [79, 93], the comet
assay has been gaining popularity as a standard technique for DNA damage
evaluation and genotoxicity testing. It has advantages in terms of sensitivity
and the ability to show multiple DNA lesions simultaneously [114], and has
been widely used in a variety of applications such as a screening test for breast
cancer [85] and a prediction for the risk of bladder cancer [91].
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In essence, the comet assay works as follows [24, 114]: Cells treated with a
DNA damaging agent (e.g., irradiation) are lysed and loaded onto an agarose
gel. An electric field is applied to pull the negatively charged DNA from the
nucleus. The DNA is stained with a fluorescent dye, and damaged DNA frag-
ments migrate farther than normal DNA, and relaxed loops and fragments
form the tail of a comet, whereas the tightly packed chromatin shows up as
its head (Figure 5.2). With increasing dose of the DNA damaging agent, the
head of a comet becomes dimmer and its tail grows longer and brighter.
Traditional comet assays suffer from issues such as low throughput, limited
reproducibility, and time-consuming and error-prone analysis steps. To allevi-
ate these, new comet assay platforms have been proposed [52, 68, 117, 114].
Their innovations span over various aspects, but the basic analysis principle
remains unchanged. In particular, due to overlapping comets and debris, most
of the existing analysis programs require manual identification of comets from
the fluorescence image. For high-throughput experiments producing a large
number of comets, this step bottlenecks the whole analysis pipeline, and there
is a clear need for automation.
There have been pioneering attempts to automate high-throughput comet
analysis with limited success. A method exists that can perform automated
imaging and analysis [114], but it is limited to microwell-array based comet
assays that have highly regular structures with predetermined comet loca-
tions [114]. A commercial program called CometScore (TriTek Corp., Sumer-
duck, VA) can handle comet images in arbitrary configurations but is only
semi-automated in that users need to specify the boundary of a comet for its
automated characterization.
In this paper, we propose DeepComet, a computational tool to facilitate
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the analysis of high-throughput comet-assay data. Given a noisy image con-
taining a number of comets placed arbitrarily, DeepCometcan recognize and
characterize normal and damaged comets in a fully automated fashion, han-
dling debris and overlaps between comets. Identifying individual comets in the
input image is related to the problem of image segmentation [107]. While exist-
ing image segmentation techniques tend to show unsatisfactory performance,
DeepCometutilizes a suite of new algorithms tailored for recognizing.
After image segmentation, we classify individual objects with convolutional
neural networks (CNN) [57] and characterize them by calculating major pa-
rameters such as tail moments. CNNs are multi-layer neural networks com-
posed of convolutional, pooling, and fully-connected layers. CNNs achieve re-
cent breakthroughs and are gaining popularity as an end-to-end image recogni-
tion module which does not require traditional vision techniques like histogram
of oriented gradients (HoG) [20]. To foster widespread use, we provide an online
implementation of DeepCometfreely available at http://147.46.126.127:11080/comet/.
The rest of this paper is organized as follows: in Section II we introduce
parameters for characterizing comets and review related image processing tech-
niques. In Section III, we present the proposed DeepCometmethodology, ex-
plaining the details of each step. Section IV presents our experimental results
and discussion. Section V concludes the paper.
5.2 Backgrounds
5.2.1 Understanding comets
Fig. 5.2 shows an example comet image and the parameters used to character-






Figure 5.1: Comet assay: (a) DeepCometproduces an output image with mul-
tiple comets. (b) Comets are classified into different types according to their
shape [42] (yellow: normal, cyan: necrosis, and purple: apoptosis). (c) Deep-
Cometcan automatically correct overlap comets.
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and consists of two major parts, namely the head and tail. The intensity and
arrangement of pixels conveys information. As damage to the DNA increases,
the head becomes dimmer whereas the tail grows longer and brighter [78].
By considering intensity as mass, we can convert the definitions developed
in classical physics (such as the center of mass, and the moment of inertia) into
the parameters characterizing comets. The bottom plot in Fig. 5.2 introduces
the key parameters of a comet image. The x axis corresponds to the horizontal
location of pixels, and the y axis indicates the intensity integrated over the
vertical direction of the image.
We model the outline of a comet head by a circle. The center position of
head (CPH) indicates the location of the head center in the x axis and is defined
as the peak position in the intensity curve. The user-specified parameter called
the head threshold (HT) specifies the fraction of the maximum intensity and is
used to define the head size. That is, we define the radius r of the head as the
distance between CPH and the location whose integrated intensity corresponds
to HT [36].
The tail stretches from the right end of the head to the location where the
intensity diminishes, and the distance between these two points defines the
tail length. We can compute the center of mass of tail (CMT) on the x axis,
and the tail distance is defined as the difference between CMT and CPH.
It is customary to assume that the total amount of DNA in a comet




























Figure 5.2: Definition of parameters characterizing a comet. Abbreviations:
CPH, center position of head; CMT, center of mass of tail; HT, head threshold;
r, head radius.











where DNA and TDNA represent the amounts of the DNA in the cell (repre-
sented by the entire comet) and in the tail, respectively, and I(x) the intensity
of the pixel at x.
5.2.2 Assessing DNA damage from tail shape
There are several different measures that quantify the degree of DNA damage
implied by the tail image. The simplest way is to consider the amount of DNA
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in the tail and its length together, which defines the (tail) extent moment [18]:
extent moment = TDNA × tail length (5.3)
Note that the higher the extent moment, the more DNA damage. One limita-
tion is that it is difficult to differentiate comets with the identical TDNA and
tail length but of different shape.
To resolve this issue, Olive proposed the (tail) Olive moment as follows [78]:
Olive moment = TDNA × tail distance (5.4)
which includes the center of mass of the tail into the calculation by using the
tail distance instead of the tail length.
Furthermore, we can consider the distribution of tail pixels by using the
moment of inertia of the tail [36] defined as





I(x) × (CPH − x)2 (5.5)
where the last term represents the squared distance between the center of the
head and each pixel in the tail.
5.2.3 Related image processing techniques
We briefly review image segmentation techniques used in the proposed method.
Fig. 5.3 shows a taxonomy of existing image segmentation techniques [107].
The problem of image segmentation concerns how to recognize and extract
objects embedded in a background image. Broadly, there are two main types


















Figure 5.3: Taxonomy of image segmentation methods [107].
spatially guided approaches, depending on the need for providing additional
information (such as the gradient of regions and edges in the image). In the
present work, which aims at fully automated identification of comets, spatially
blind methods are better suited. Among those, clustering-based techniques
have the advantages of simplicity and ease of implementations but suffer from
the limitations that it is often difficult to determine the right number of clusters
due to the dependence of point clouds on the input image. In this work, the
number of clusters is fixed to two (either comets or the background), and
as will be compared with the proposed segmentation, the 2-means clustering
method tends to result in under-segmentation.
In order to detect and correct overlap comets, we further employ the wa-
tershed algorithm [7] and the Fourier shape descriptor [116]. The watershed
method is an elegant segmentation tool based on morphological shapes [50].
A gray level image is considered as a topographic relief, and the intensity of a
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pixel corresponds to the elevation at the point. The contour of a object (called
the watershed) can be determined as the limits of the catchment basins of
the drops when drops of water flow on a topographic relief. There are several
methods to achieve the watershed principle; In this paper, we utilize the well-
known Meyer’s algorithm [7] followed by distance transform [51] of a binary
image. Overlapping comet areas can be divided into several chunks through
the watershed, and we test whether each chunk is a valid comet or not by
using the Fourier descriptor.
For classification of individual comets, we exploit convolutional neural net-
works (CNN), one of the widely used classifiers for images. While traditional
approaches extract image features and train classifiers separately, CNNs learn
both image filters and classifiers simultaneously. Especially, the convolutional
operation, the key idea of CNN, enables us to obtain discriminative filters
taking advantage of 2D structure in images. In our experiments, CNN-based
end-to-end image recognition outperformed a combination of HoG features
and Support Vector Machine (SVM).
5.3 Methods
Fig. 5.4 shows the overall flow of the proposed methodology. The input is an
image in 8-bit RGB format containing multiple comets obtained from a high-
throughput comet-assay experiment with no limitations on comet locations or
quantities. The proposed methodology does not assume a specific configuration
of comet locations, which is an important advantage over existing softwares.
DeepCometconsists of 4 major steps: preprocessing, binarization, filtering, and
characterization. Through all the steps, DeepCometproduces a set of identified
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Figure 5.4: Overview of proposed DeepComet methodology.
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comets with their properties. The rest of this section explains each step of the
process in more detail.
5.3.1 Preprocessing
This step carries out a smoothing procedure such as median filtering or moving-
average filtering. By using a moving window, every pixel in the window is
replaced with the median or average value within the window. This blurring
operation can reduce noise, thus facilitating downstream processes. In partic-
ular, we observed that the blurring operation could improve the accuracy of
the thresholding for the binarization and could decrease erroneous dissection
of the head and the tail.
5.3.2 Binarization
The purpose of this step is to distinguish and separate objects from the back-
ground. The pixel intensity of comet assay images corresponds to a density
of fragments of the cells. Thus, we exploit simple thresholding method. One
of the well-known thresholding is Otsu’s method. The algorithm carries out
minimization of the within-class variance σ2W , or alternatively maximization






σ2B = ω0ω1(µ1 − µ2)
2,
where notations ωi, µi, and σi denote the probability of occurrence, the mean
intensity, and the variance of intensity values for class i, respectively. Otsu’s
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Figure 5.5: Binarization example: (a) original image. (b) intensity histogram
of grayscale image. (c) proposed binarization. (d) Otsu’s binarization.
71
perform properly for comet assay images due to the variance of intensites in
comet pixels.
As shown in Fig. 5.5(a), comet pixels are presented with a wide intensity
range. In this case, Otsu’s method hardly find out faint areas which are mostly
abnormal cells that should be catched (see Fig. 5.5(d)). For this under seg-
mentation problem, we draw a gray level histogram and seek the first valley
point as indicated in Fig. 5.5(b). Gray level histograms of comet assay images
always have the first peak at the background intensity. While Otsu’s method
results in a high threshold because it minimizes the variance of intensities
for comets, the first valley is put in somewhere between the background and
Otsu’s threshold. Thus, relying on the first valley of a histogram gives the ef-
fect of using an adaptive threshold to distinguish comet and background pixels
as illustrated in Fig. 5.5(b).
Because the first valley detection would give over segmentation results (see
Fig. 5.5(c)), the filtering described in the next subsection will focus removal
of false positives so that individual comets have elaborate contours. After this
preliminary segmentation, DeepCometperforms adjacent pixel grouping based
on 8-pixel connectivity and labels the identified comet candidates. This step
completes the first round of comet identification.
5.3.3 Filtering and overlap correction
Out of the identified comets in the previous step, DeepCometdiscards “incom-
plete” comets for further analysis. Recall that the aim of the previous step is to
report all the possible comet areas although false comet areas are included in
the candidates. In this step, DeepCometfirst removes the comets lying across
the boundaries of the input image because most of them have invalid shapes.
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Figure 5.6: Overlap correction process (best viewed in color): (a) original im-
age. (b) initial mask. (c) distance transform of (b). (d) wavelet transform of
(c). (e) watershed transform of (d). (f) merging and filtering.
DeepCometthen identifies overly small groups of pixels, namely those whose
number of pixels is less than a threshold (e.g., 0.1% of the total pixels in the
input image). Such tiny groups are not removed immediately but are merged
into the closest comets. According to our experiments, such tiny groups play a
role in shaping certain types of comets (e.g., the apoptosis type in Fig. 5.1(b)).
After the filtering step, we detect overlapping comets and corrects them.
Fig. 5.6 shows the proposed overlap correction process. About five overlap
examples as seen in Fig. 5.6(a), we obtained those initial masks as depicted
in Fig. 5.6(b) in the previous step. To identify the number of morphological
shapes in the masks, we perform the watershed transform followed by the
distance transform. The watershed operator can detect multiple overlapping
shapes in the ideal case of smooth contour. However in reality, the overlap-
ping comets have noisy borders and individual comets among those have also
irregular shapes.
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In order to address the robustness of watershed, we apply the wavelet
transform after the distance transform. The distance transform works as a
generator of a topographic relief (see Fig. 5.6(c)). Each pixel has an altitude
which is calculated as the distance to the nearest boundary pixel in a binary
image. This topographic relief may have many shallow holes which cause over-
segmentation when performing the watershed transform. Thus, we utilize the
wavelet transform as a smoothing filter of the topographic map as shown in
Fig. 5.6(d).
We then obtain candidates of individual comets in the original binary image
by using the watershed transform (see Fig. 5.6(e)). However, there are still
over-partitioned chunks. This problem can be solved easily. We only need to
merge horizontally divided areas into one segment, because the horizontal
division arises by irregular contour of one shape. Fig. 5.6(f) shows the results
through a series of processes so far, except for the final filtering step.
After the horizontal merging, we have to check validity of each chunk. We
assumed that all the cells have elliptical shapes, and exploited the Fourier
shape descriptor [116] to decide roundness of each cell. Fig. 5.7 shows a char-
acteristics of the Fourier descriptor with 9 different shapes. We can see an
object on frequency domain with the Fourier transform of 2D coordinates of
contour points. Then, low-order frequencies are more dominant as cell shapes
tend to be elliptical. Based on this observation, we established two criterions
to decide a validity of each chunk. First, we check if the absolute sum of ampli-
tudes of the two lowest frequencies is greater than 70% of the absolute sum of
all the frequencies. Second, we discard a chunk if its area over the area of the
initial mask is lower than 3%. Then, we can obtain the partitioned segments
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Figure 5.7: Fourier descriptors on 9 different shapes. Cells generally have el-
liptical shapes in which low-order frequencies are dominant.
5.3.4 Characterization and classification
The final step is to characterize each comet to find its parameters such as the
sizes of comets and their heads and tails and the tail moments. In particular,
the tail moment plays a key role to assess the degree of DNA damage of a
cell. DeepCometreports three types of tail moments: the extent and the Olive
moments, and the moment of inertia, as defined in Section 5.2. As an example
of the comet characterization, Fig. 5.8 shows the distribution of some 300
comets in terms of the extent moment and the width/height ratio.
After the characterization, we extract histogram of oriented gradients (HOG) [20]
features from each cell image. HOG is a feature descriptor used in computer
vision and image processing for the purpose of object detection. The technique
counts occurrences of gradient orientation in localized portions of an image.
We compare 4 classifiers with HoG features and the experimental results are
described in the next section.
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Figure 5.8: Characterization of comets. The x-axis and y-axis represent the
width/height ratio and the tail extent moment, respectively. This plot char-
acterizes some 300 comets sampled from the 35 test images (Table 5.1), each
of which appears as a blue dot and some are accompanied with comet images
for visual inspection.
5.4 Results and discussion
5.4.1 Test data preparation
To evaluate the performance of DeepComet, we tested it with 35 golden data
sets verified by domain experts. Each data set is based on the image from a
micro comet-assay system (PICASSo, currently under development, NanoEn-
Tek Inc., Korea). The system consists of a gel-electrophoresis micro-chamber
and parallel multi-microchannels, which enables loading of a low melting-
point agarose (LMA) gel mixed with single cells. In these experiments, Jurkat
cells were exposed to toxic material (20 mM hydrogen peroxide) for 10 min
and loaded into multi-microchannels. After electrophoresis and nucleic acid
staining with SYBR green, fluorescent images were captured by a microscope
(EVOS, AMG Inc., USA). Three domain experts visually identified comets
from each of the 35 images, reporting 8–56 comets per image (20.03 on aver-
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age and 702 in total). The throughput for processing these test images was
over 1000 comets per minute. Further details of each of the sample images are
listed in Table 5.1.
5.4.2 Binarization
We evaluated binarization performance over the 35 test images with a region-
based measure. Each segmentation method labels each pixel of the image with
a binary value for whether a comet pixel or not. We regarded a binarization of
a comet assay image as a binary vector, and calculated true positives (TPs),
false positives (FPs), and true negatives (TNs). TP (TN) refers to a comet
(background) pixel that is correctly binarized as a comet (background). FP is
a background pixel that is incorrectly binarized as a comet. For each image,
we calculated precisions and recalls1.
We compared the proposed binarization with three alternatives: Otsu’s
method [80], K-means [34], and GraphCut [9]. Fig. 5.9 shows the precision,
recall, and runtime of four methods on all the test images. DeepCometresulted
in 15.8% lower precision values than the GraphCut on average (0.646 versus
0.798). However, DeepCometoutperformed the three alternatives in terms of
recall, yielding up to 21.3% higher average recall value than the GraphCut.
In the binarization, we aimed to perform preliminary segmentation for
the following enhancement procedure. As minimizing FNs, incorrectly seg-
mented actual positives, we can preserve true comet areas in the first round
and concentrate on minimizing of FPs in the next filtering step. The proposed
thresholding not only identified actual comet pixels successfully (0.979 recall
on average) but also did perform in 0.1 seconds. Since the boundary of comets
1precision = TP/(TP + FP), recall = TP/(TP + FN).
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Proposed: 0.767 ± 0.124 Otsu: 0.786 ± 0.129 K−means: 0.791 ± 0.127 GraphCut: 0.799 ± 0.125
















Proposed: 0.957 ± 0.055 Otsu: 0.790 ± 0.166 K−means: 0.784 ± 0.169 GraphCut: 0.767 ± 0.176















Proposed: 0.155 ± 0.044 Otsu: 0.007 ± 0.004 K−means: 0.970 ± 0.259 GraphCut: 8.504 ± 3.685
Figure 5.9: Comparison of binarization performances in terms of (a) precision, (b) recall, and (c) runtime.
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are smeared and blurry due to DNA fragments, the three alternatives that
focus on detecting objects with crisp boundaries overly missed fragment pixels
around the main body. This is understandable given that the these methods
is designed for general images in which people normally want clean-cut image
segmentation.
5.4.3 Robust identification of comets
By comparing the comets identified by DeepCometto those identified in the
reference identification procedure, we count the numbers of TPs, FPs, and FNs
for each test image. As counted the correctly detected cells, we calculated with
centroid-based measure different from the region-based measure in the previous
subsection. A reported cell would be counted as a TP if its centroid is located
within a range of 15 pixels (= 12µm) from the centroid of a ground truth cell.
Based on these numbers, we calculated precisions, recalls, and F1-scores for
each image as listed in Table 5.1. The F1-score is defined by a harmonic mean
of a precision and a recall.
Through the filtering and overlap correction (Step 3), DeepCometraised
the average precision and recall values from 0.74 and 0.73 to 0.93 and 0.92,
respectively. For GraphCut, the average precision and recall were 0.75 and 0.66
despite of applying the correction procedure. The four methods described in
the previous subsection are ranked according to the centroid-based F1-score
as the adaptive thresholding (0.92), Otsu’s method (0.77), K-means (0.76),
and GraphCut (0.71). Even if we utilized the three alternatives without the
filtering, we could obtained up to 0.6 average F1-scores. Given comet assay
images in which object boundaries are cloudy, we believe that the proposed
thresholding and correction schemes should be used together to recognize all
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Table 5.1: Details of 35 test images
Details of 35 Test Images
Image # of
TP FP FN Precision Recall F1-score
ID comets
1 19 19 1 0 0.95 1.00 0.97
2 27 27 3 0 0.90 1.00 0.95
3 22 19 1 3 0.95 0.86 0.90
4 18 14 3 4 0.82 0.78 0.80
5 24 23 0 1 1.00 0.96 0.98
6 14 14 0 0 1.00 1.00 1.00
7 18 16 2 2 0.89 0.89 0.89
8 10 10 0 0 1.00 1.00 1.00
9 11 10 2 1 0.83 0.91 0.87
10 15 15 1 0 0.94 1.00 0.97
11 12 12 1 0 0.92 1.00 0.96
12 40 36 4 4 0.90 0.90 0.90
13 45 38 5 7 0.88 0.84 0.86
14 8 8 0 0 1.00 1.00 1.00
15 14 11 2 3 0.85 0.79 0.81
16 13 12 1 1 0.92 0.92 0.92
17 17 16 1 1 0.94 0.94 0.94
18 21 17 0 4 1.00 0.81 0.89
19 24 20 2 4 0.91 0.83 0.87
20 21 16 1 5 0.94 0.76 0.84
21 42 41 2 1 0.95 0.98 0.96
22 46 37 5 9 0.88 0.80 0.84
23 44 39 6 5 0.87 0.89 0.88
24 56 54 1 2 0.98 0.96 0.97
25 12 11 0 1 1.00 0.92 0.96
26 15 15 1 0 0.94 1.00 0.97
27 9 9 2 0 0.82 1.00 0.90
28 10 10 0 0 1.00 1.00 1.00
29 13 13 0 0 1.00 1.00 1.00
30 11 10 0 1 1.00 0.91 0.95
31 8 7 0 1 1.00 0.88 0.93
32 9 9 0 0 1.00 1.00 1.00
33 13 13 0 0 1.00 1.00 1.00
34 8 6 1 2 0.86 0.75 0.80
35 13 12 3 1 0.80 0.92 0.86
Total 702
Average 20.06 0.93 0.92 0.92
the comets including blurred and noisy objects.
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5.4.4 Classification
To evaluate the performance of DeepComet, we measured the average accu-
racy of 10-fold cross validation as shown in Table 5.2. Original data consists
of over 700 comets having three classes (normal, necrosis, and apoptosis). As
CNNs require more weights values than the alternatives, we enlarge the train-
ing data set 10 times via data augmentation (vertical flipping and rotation).
While grayscale images are fed into CNN, HoG features are used for the five al-
ternatives. We collected two HoG features with the overlapping 8x8 grid from
all the resized images (50x50). The boxratio, defined as the width divided by
the height of a cell image, is used togetherfFor discrimination of horizontally
long types (e.g., necrosis; see Fig. 5.11(d)).
The classifiers compared are Support Vector Machine (SVM) [19] with two
different kernels, Neural Networks (NN) [88], AdaBoost [25], and Classification
And Regression Trees (CART) [10]. Details of the individual classifiers are
described as follows. For SVM, we trained three binary classifiers (normal vs.
necrosis, normal vs. apoptosis, and necrosis vs. apoptosis) and aggregate the
three classifiers as a decision tree, which is a traditional approach for multiclass
SVM. We tried two kernels: radial basis function (rbf) and linear. For NN, we
constructed only input and output layers composed of 3 nodes with softmax
regression. For AdaBoost, we chose a decision tree as a template classifier
and exploited 200 trees. For CART, the maximum pruning level was set to
10. Lastly, for CNN, we trained 10 networks and ensemble the results of 10
different models.
The linear SVM showed the best predictive accuracy 89.291% using original
data. Under small number of training images (e.g., 700), CNN did not exhibit
satisfactory performance compared to linear and rbf kernel SVMs. However,
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Table 5.2: Classification performances. Hog features are fed into classifiers
except that grayscale images are fed into CNNs.
original data augmented data (x10)
CNN 86.532 ± 4.636 90.272 ± 2.754
SVM (rbf) 89.122 ± 3.574 89.775 ± 2.714
SVM (linear) 89.291 ± 3.792 86.380 ± 3.994
NN 82.020 ± 4.695 74.894 ± 4.374
AdaBoost 81.531 ± 4.370 74.561 ± 6.293
CART 79.730 ± 4.827 76.655 ± 6.136
CNN outperformed the SVMs, achieving 90.272% accuracy when the size of
the training data was increased. The rbf SVM produced 0.653% improved but
the linear SVM resulted in the degraded performance via data augmentation,
because the enlarged HoG features are not linearly separable.
After the classification, DeepCometcan identify around 90% of non-overlapped
cells in one comet assay image. In order to evaluate DNA damages correctly,
we should extract heterogeneity of response [35, 69, 95] (e.g., a distribution
of % DNA in tail). When the true distribution of % DNA in tail is normal,
discarded 10% cells would result in only 1.7% decreased confidence level with
the same confidence interval (e.g., 95% confidence interval using 50 comets =
93.7% confidence interval using 41 comets). Thus, DeepCometis able to pro-
vide a satisfiable performance given sufficient comets in one image (e.g., 25
comets [35]).
5.4.5 More accurate characterization by DeepComet
After a comet is recognized, we should characterize it by measuring key pa-
rameters such as tail moments. We compared the tail moments calculated by
DeepCometand an existing program called CometScore (TriTek Corp., Sumer-
duck, VA). Fig. 5.10 shows the correlation of the Olive moment and the extent
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moment between the two methods. For both types of moments, the correlation
was positive. The correlation of the Olive moment (0.8446) was higher than
that of the extent moment (0.6026).
The discrepancy is mainly due to the difference in defining the head of
a comet. CometScore assumes that the diameter of the head of a comet is
identical to the height of the comet. This assumption is reasonable for certain
cases (e.g., normal and necrosis; see Fig. 5.11), but fails to model the comet
shapes in other cases (e.g., apoptosis; see Fig. 5.11).
Table 5.3: Details of Comet Images Shown in Fig. 5.11(c) and Fig. 5.11(d)
method comet comet head tail tail TDNA extent Olive
A: DeepComet length height diameter length dist. (%) moment moment
B: CometScore (px) (px) (px) (px) (%) (%)
Fig. 5.11(c)
A 84 46 5 78 48 99.53 77.64 47.78
B 84 49 49 35 46 74.84 26.19 34.94
Fig. 5.11(d)
A 82 67 13 58 28 95.6 55.46 26.77
B 100 74 74 26 33 65 16.92 21.07
Consequently, CometScore tends to overestimate the diameter of a head
in case of apoptosis comets, producing underestimated tail moments. This
fact is reflected in the correlation plots in Fig. 5.10, where the Olive or extent
moment values calculated by DeepComettend to be higher. The difference was
more noticeable for the extent moment than for the Olive moment. The reason
comes from the definitions of the two moments. As defined in Eq. (5.3), the
extent moment is the product of TDNA (the fraction of total DNA contained
in the tail) and the tail length (the distance between the head boundary to the
end of the tail). If we overestimate the head size, then the tail size becomes
smaller than the actual value. This lowers both the TDNA and tail length
values, producing an underestimated extent moment value.
In comparison, the Olive moment is defined as the product of TDNA and
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Figure 5.10: Correlation of normalized tail moments between two tools: Deep-
Cometand CometScore (TriTek Corp., Sumerduck, VA). 86 comets were ran-
domly sampled from the 40 test images used. (a) Olive moment. (b) extent
moment.
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Figure 5.11: Comets and their heads. Green images represent comets, on which
red circles indicate the head locations determined manually by domain experts.
The states represented by the four images are as follows: (a) normal (b) necro-
sis (c) and (d) apoptosis. For (a) and (b), the head diameters are close to
the comet heights. In contrast, the head diameter is smaller than the comet
heights. CometScore (TriTek Corp., Sumerduck, VA) does not consider this
fact and tends to overestimate head diameters, resulting in underestimated
tail moments. More details of (c) and (d) are listed in Table 5.3.
the tail distance (the distance from the head center to the center of mass of
the tail). Thus, for the Olive moment, overestimating the head size lowers
the TDNA value, but often increases the tail distance due to the shift of
the CMT towards the end of the tail. These two affect the Olive moment
calculation in the opposite direction. Consequently, the underestimation of
the Olive moment by CometScore tends to be less significant than that of the
extent moment, and the Olive moment values estimated by CometScore show
higher correlation with DeepCometthan for the extent moment (r = 0.8446
versus r = 0.6026 in Fig. 5.10a). This observation also confirms the robustness
of the Olive moment, compared with the extent moment.
5.5 Summary
We have presented DeepComet, an automated tool for high-throughput comet-
assay analysis. The key features of DeepCometinclude the following. First,
DeepCometautomatically recognizes individual comets from the input image
without making any assumption on the number of comets or their locations.
This is critical for reducing the time demands of analyzing high-throughput
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assays with many comets. Second, DeepCometcan detect overlapping comets
and isolate them. Without this feature, experimentalists have no other choice
but to discard overlapping comets even though the front comets are com-
pletely eligible for analysis. Given that overlaps occur frequently in typical
high-throughput comet assays, this functionality should be useful for main-
taining sufficient comet counts for analysis by salvaging parts of overlapping
comets. Third, DeepCometcan characterize each of the recognized comets with
convolutional neural networks and report key parameters such as tail moments
without making overly simplified assumptions on comet shapes as certain ex-
isting tools do. Given the effectiveness of DeepComet, it is our hope that
DeepCometcan more greatly facilitate high-throughput comet-assay analysis




As deep neural networks learn a large number of parameters, there have been
many attempts to obtain reasonable solutions over wide search spaces. In this
dissertation, three issues facing deep learning are discussed along with possible
solutions using regularization techniques. This final chapter summarizes our
contributions and presents possible future research directions.
6.1 Dissertation summary
Chapter 1 and 2 introduce deep neural networks and the three main issues,
followed by background materials. Chapter 3, 4, and 5 describe individual
approaches for these three issues.
• Chapter 3 described a methodology unifying deep learning and man-
ifold learning. Motivation for the unification came from the character
of adversarial examples. We utilize those examples in interpolations be-
tween the nearest training samples on manifold embedding space. We
call this framework manifold regularized networks (MRnet), because we
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considered an additional loss term that measures how dissimilar orig-
inal and adversarial samples are on low dimensional manifold space.
Traditional neural networks, even state-of-the art deep networks, have
intrinsic blind spots due to their huge number of parameters and the lin-
ear function components using them. We tested MRnet and confirmed
its improved generalization performance, which was underpinned by the
proposed manifold loss term on deep architectures. By exploiting the
characteristics of blind spots, the proposed MRnet can be extended to
the discovery of true manifold representations for various learning tasks.
• Chapter 4 showed the first application of deep belief networks to identi-
fying junction splicing signals. Splicing refers to the elimination of non-
coding regions in transcribed pre-messenger ribonucleic acid (RNA). Dis-
covering splice sites is an important machine learning task that helps
us not only to identify the basic units of genetic heredity but also to
understand how different proteins are produced. Existing methods for
splicing prediction have produced promising results, but often show lim-
ited robustness and accuracy. This chapter presents an improvement in
contrastive divergence when training an RBM for DNA sequences, and
more generally, for binary representations of categorical information. In
our experiments, our approach achieved F1-scores nearly 20% higher
than the alternatives and was particularly effective for training in class
imbalanced problems. We presented our work in the context of genomics,
but it is applicable to learning with other types of data that contains
categorical features.
• Chapter 5 covered a deep learning based automation tool for high-
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throughput comet-assay analysis called DeepComet. DeepComet auto-
matically recognizes individual comets from the input images without
making any assumption about the number of comets or their locations.
DeepComet also can detect overlapping comets and isolate them. After
segmentation and overlap detection, DeepComet can characterize each
of the recognized comets with convolutional neural networks (CNN) and
report key parameters, such as tail moments, without making overly
simplified assumptions on comet shapes, as certain existing tools do. To
recognize comets with CNN, we augmented individual comet images due
to the insufficient amount of data, which is one of the major issues facing
biomedical image processing. Given the effectiveness of DeepComet, it
is our hope that DeepComet can facilitate high-throughput comet-assay
analysis by accelerating its most rate-limiting steps.
In summary, this dissertation proposed a set of deep learning regulariza-
tion schemes that can learn meaningful representations underlying large-scale
genomic datasets and image datasets. The effectiveness of these methods was
confirmed with a number of experimental studies.
6.2 Future work
There are several future research possibilities stemming from the proposed
methodologies. First, we are able to extend MRnet to extract scaling and
translation invariant features by replacing synthetic nearest training samples.
In essence, MRnet minimizes the 2-norm difference between original and ad-
versarial examples in manifold space. Similarly, we can expect that MRnet
would capture translation invariant features by minimizing the difference be-
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tween the original and the translations. Second, it can also be interesting
to alternate the objective function of MRnet in order to generalize the MR-
net procedure. Currently, MRnet requires two forward-backward operations.
The second forward-backward phase may be unnecessary because adversar-
ial perturbations are derived during the first backward operation. By slightly
modifying the proposed manifold loss, the two forward-backward steps can be
combined into one. Lastly, the proposed schemes (manifold loss and boosting)
can be applied into the framework of recurrent neural networks. In this disser-
tation, we mainly focused on fully connected models and convolutional neural
networks. As the proposed methods are for general neural networks, we can
anticipate that the methods can be extended to recurrent neural networks.
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