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Abstract
Versions of Tracy-Widom (TW) and Adler-Shiota-van Moerbeke (ASvM) approaches
are applied to derive various partial differential equations (PDE) satisfied by joint eigen-
value spacing probabilities of two coupled Gaussian Hermitian matrices (coupled GUE).
All the lowest (third) order PDE satisfied by the probabilities for the largest eigenvalues
of two coupled GUE are found, and the results of both approaches are compared.
The TW approach allows to derive all PDE at once, while in the ASvM one starting
with different bilinear identities leads to different subsets of the full set of equations.
An interesting result is that the joint probability for the largest eigenvalues of coupled
Gaussian matrices satisfies a number of different PDE, and the previously known Adler-
van Moerbeke equation (AvM) [3] is only one of them. Some of the new equations look
like “coupled Painleve´ IV” and have usual Painleve´ IV equation as one-matrix limit,
i.e. when the spectral endpoint of one of the matrices goes to infinity. This is in contrast
to the AvM equation, which becomes trivial in this limit. Moreover, the new PDE,
which stem from the matrix kernel approach of [23], do not contain derivatives w.r.t.
the strength of coupling, unlike the AvM equation. In other words, they contain fewer
independent variables and in this sense are simpler.
∗e-mail: igorrumanov@math.ucdavis.edu
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1 Introduction
The problem of studying the joint eigenvalue probability distribution for coupled Gaussian
matrices arises e.g. in studying Dyson process. A Dyson process is any process on ensembles
of matrices in which the entries undergo diffusion. Consider ensemble of n × n Hermitian
Gaussian matrices. Then n curves describe changing eigenvalues with time. The probability
that for each k the k-th eigenvalue lies outside of a given set Jk at time tk is given by the
Fredholm determinant of a certain matrix kernel, called the extended Hermite kernel [23],
which is a particular case of a general matrix kernel first obtained by Eynard and Mehta [7].
Scaling this Gaussian process at the edge leads to the Airy process, introduced by Pra¨hofer
and Spohn [16] as the limiting stationary process for a polynuclear growth model. It is
conjectured to be the limiting process for a wide class of random growth models, in particular,
those belonging to the KPZ universality class [11]. Recently steps were made by Tracy and
Widom [24] toward establishing it for the Asymmetric Simple Exclusion Process (ASEP),
see e.g. [12], when they proved the long-standing conjecture that ASEP belongs to the KPZ
universality class in a scaling limit of long time and large number of particles and its single
point limiting distribution is the celebrated F2 [20]. In earlier works [22, 23] Tracy and
Widom (the approach in these works will be called TW further on) found systems of ordinary
differential equations (ODE) for Airy, Gaussian and some other Dyson processes. Also, a single
PDE for Gaussian process was known for a while from the work of Adler and van Moerbeke [3]
(AvM), as well as PDE for Airy and Sine processes found from it in the corresponding scaling
limits [4]. The last authors used two-dimensional Toda lattice (2-Toda) bilinear identity and
Virasoro constraints to derive their equations.
Here we compare the above two approaches to the joint distribution of the spectrum for
coupled matrices. Even though we use a modified version of AvM approach, analogous to
what we used for one-matrix ensembles in [17, 18], which is closer to TW approach and is
more flexible, we still find that system of equations derived from matrix kernel contains more
information and allows in fact to obtain all possible PDE which such probabilities satisfy.
This is quite similar to what we recently found for the general one-matrix case with several
spectral endpoints [19].
As Dyson first observed long ago [6], for Hermitian matrices with matrix elements inde-
pendently executing Brownian motion subject to a restoring harmonic force, the equilibrium
measure is the GUE measure of random matrix theory. With initial conditions at time t1
distributed according to the GUE measure, the probability that at times tk (k = 2, . . . , m,
we assume that t1 < t2 < · · · < tm) the matrix M(tk) is infinitesimally close to a value Mk is
proportional to
P ∼ exp(−TrM21 )
m∏
k=2
exp
(
−Tr(Mk − ck−1Mk−1)
2
1− c2k−1
)
dM1 · · · dMm, (1)
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where ck = e
tk−tk+1. Alternatively, (1) can be interpreted as the equilibrium measure for a
chain of m coupled n × n Hermitian matrices Mk. The distribution of eigenvalues for this
measure is expressible as the Fredholm determinant of an m×m matrix kernel [7] related to
the kernel associated with the equilibrium random matrix ensemble – GUE in our case. It
is derived by diagonalizing each Mk and then using the celebrated Harish-Chandra/Itzykson-
Zuber (HCIZ) formula [9, 10]:
∫
U(n)
eTr(XUY U
−1)dU =
n−1∏
k=1
k! · det(e
xiyj )1≤i,j≤n
∆(x)∆(y)
(2)
(where xi, yi are the eigenvalues of the Hermitian matrices X , Y , respectively, and, say,
∆(x) =
∏
i<j(xi − xj) is the Vandermonde determinant), to integrate out the unitary parts.
The result is the eigenvalue measure with a density P (~x1, . . . , ~xm),
P ∼
m∏
k=1
e
−
(
1
1−c2
k−1
+
c2k
1−c2
k
)∑n
i=1 x
2
k,i
m−1∏
k=1
det
(
e
2ck
1−c2
k
xk,ixk+1,i
)
∆(x1)∆(xm). (3)
It is shown in [7, 23] that for a chain of coupled matrices with probability density of this
type the correlation functions can be expressed as block determinants whose entries are ma-
trix kernels evaluated at various points, generalizing Dyson’s expression for the correlation
functions of a single matrix. In the case considered here the matrix kernel
K(x, y) = (Kij(x, y))
m
i,j=1 (4)
is the extended Hermite kernel with entries
Kij(x, y) =


∑n−1
k=0 e
k(ti−tj)ϕk(x)ϕk(y) if i ≥ j,
−∑∞k=n ek(ti−tj)ϕk(x)ϕk(y) if i < j.
(5)
where ϕk(x) = pk(x)e
−x2/2 are the harmonic oscillator eigenfunctions and pk are the normal-
ized Hermite polynomials. The actual kernel one is interested in is then
KJij(x, y) = Kij(x, y)χJj(y), (6)
where χJj is the characteristic function of the set Jj, since the probability that for each k no
eigenvalue lies in Jk at time tk is equal to det(I −KJ).
We restrict ourselves to the case of only two coupled matrices, m = 2, which we study in
detail. Generalizations to the chain of several coupled matrices are quite feasible [7, 5, 23],
but we defer them to a future work.
Plan of the paper is as follows. In section 2 we show the normalization of the two-matrix
integral and its one-matrix limit. Section 3 contains the description of the results. It connects
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the rest of the paper. In section 4, using a version of the ASvM method [1, 3], we derive PDE
for the joint distribution of two coupled Gaussian matrices from Toda lattice hierarchy. We
use two copies of the AKNS system (see, e.g. [15]) together with the 2-Toda (Liouville)
equation and find PDE different from the one of [3], and also recover the AvM equation [3].
In contrast with it, our PDE have nontrivilal one-matrix limit. In section 5 we start from
the matrix kernel and the line of TW [23], but then deflect from it to derive our version of
first-order system of PDE of TW type, which employs matrix analogs of inner products u
and w [21], shown in [17, 18] to be universally related with the ratios of the corresponding
1-Toda τ -functions, i.e. one-matrix integrals of consecutive sizes. In the next section we derive
matrix recursion relations for coupled case analogous to those in [18] for one-matrix unitary
ensembles. In section 7 we transform the system of section 5, find many first integrals and
solve it, obtaining coupled analogs of Painleve´ IV equation [21]. In section 8 we match a
certain combination of our TW-type equations from section 7 with a PDE from section 4 and
find new correspondences among the quantities involved, in particular the relations between
derivatives with respect to the coupling constant c arising from the Toda lattice approach
([3] or section 4 here) and certain commutators involving the non-diagonal matrix elements
of the matrix resolvent kernel [23]. In section 9 we show how the system of Painleve´ IV-like
PDE, the main result of section 7, can be reduced to several PDE for the joint probability
of largest eigenvalues wihtout auxiliary variables and with derivatives only w.r.t. the spectral
endpoints of both matrices (i.e. without derivatives w.r.t. c). The last section is devoted to
the conclusions.
2 Matrix integral
We study coupled Gaussian Hermitian unitary invariant ensemble, i.e. consider two-matrix
integral1
τn =
∫ ∫
e−TrM
2
1−TrM
2
2+2cTrM1M2dM1dM2. (7)
Integrating out the “eigenvector” components of the matrices in the standard way, using
Harish-Chandra/Itzykson-Zuber formula, and then transforming the integral, using the anti-
symmetry properties of the HCIZ determinant, see e.g. [3, 23], one arrives at the formula for
the joint eigenvalue distribution for this ensemble – the probability that all eigenvalues of the
first matrix lie in a set J1 ⊂ R, while all eigenvalues of the second matrix lie in a set J2 ⊂ R:
τJ1,J2n ∼
(
1
c
)n(n−1)/2 n∏
i=1
∫
J1
dxi
n∏
i=1
∫
J2
dyie
−
∑n
1 x
2
i−
∑n
1 y
2
i +2c
∑n
1 xiyi∆(x)∆(y), (8)
1Note that here, in the abstract two-matrix model, the normalization is different from the one for the
Dyson process above. We will switch to the “physical” normalization later.
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where ∆(x) is the Vandermonde determinant over xi. For brevity, we will denote τ
J1,J2
n by
just τJn .
The coupling constant c varies in the range 0 ≤ c < 1, so that the integral converges and
the physically identical domain −1 < c ≤ 0 is excluded.
First consider the case J1 = (−∞, ξ1), J2 = (−∞,∞). Then change the variables yi →
y˜i = yi − cxi to get
τJn (ξ1) ∼
(
1
c
)n(n−1)/2 n∏
i=1
∫ ξ1
−∞
dxi
n∏
i=1
∫ ∞
−∞
dy˜ie
−(1−c2)
∑n
1 x
2
i−
∑n
1 y˜
2
i∆(x)∆(y˜ + cx),
∆(y˜ + cx) =
∏
i<j(y˜i − y˜j + c(xi − xj)). Due to the antisymmetry of the Vandermonde, the
integral over new y˜ variables decouples and turns into just a multiple Gaussian integral:
n∏
i=1
∫ ∞
−∞
dy˜ie
−
∑n
1 y˜
2
i∆(y˜ + cx) = c
n(n−1)
2 ∆(x)
n∏
i=1
∫ ∞
−∞
dy˜ie
−
∑n
1 y˜
2
i .
Therefore
τJn (ξ1) ∼
n∏
i=1
∫ ξ1
−∞
dxie
−(1−c2)
∑n
1 x
2
i∆2(x).
Let γ = 1− c2, x˜i = γxi, then
τJn (ξ1) ∼
n∏
i=1
∫ γ1/2ξ1
−∞
dx˜i
γ1/2
e−
∑n
1 x˜
2
i · ∆
2(x˜)
γn(n−1)/2
=
1
γn2/2
n∏
i=1
∫ γ1/2ξ1
−∞
dxie
−
∑n
1 x
2
i∆2(x),
i.e. such an integral is just a renormalized one-matrix largest eigenvalue probability:
τJn (ξ1) =
1
γn2/2
τ 1−matrixn (γ
1/2ξ1). (9)
For τ -ratios of 2-matrix integrals of consecutive matrix sizes one gets therefore:
Un(ξ1) =
τJn+1(ξ1)
τJn (ξ1)
=
1
γn+1/2
U1−matrixn (γ
1/2ξ1), (10)
Wn(ξ1) =
τJn−1(ξ1)
τJn (ξ1)
= γn−1/2W 1−matrixn (γ
1/2ξ1). (11)
Thus, e.g.
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Fn(ξ1) = UnWn(ξ1) =
1
γ
F 1−matrixn (γ
1/2ξ1). (12)
In the limit when ξ1 → ∞, we get the normalization for the defined above matrix integrals
over the whole domain (see, e.g. [14] for the last formula in eq. (13) below):
τn =
τ 1−matrixn
(1− c2)n2/2 , τ
1−matrix
n =
πn/2
2n(n−1)/2
n−1∏
j=1
j!, (13)
τn+1τn−1
τ 2n
=
n
2(1− c2) . (14)
The above matrix integral is a τ -function of 2-Toda integrable hierarchy [3] if one considers
its modification by introducing two infinite sets of “times” or coupling parameters t and s,
τn(t, s) =
∫ ∫
e−TrM
2
1−TrM
2
2+2cTrM1M2+
∑
∞
k=1 tkTrM
k
1−
∑
∞
k=1 skTrM
k
2 dM1dM2.
3 Description of the results
We first apply a version of approach of [1, 3]. We use 2-Toda bilinear identity, which supplies
five simplest integrable PDE of its series – the 2-Toda (or Liouville) equation and two copies
of AKNS system. Then the Virasoro constraints give us expressions of “time” derivatives in
terms of spectral endpoint derivatives, which allow us to obtain our first system of five scalar
PDE for joint gap probabilities of two coupled GUE w.r.t. the spectral endpoints:
Theorem 1. The logarithm T of the joint spacing probability of two coupled Gaussian matrices
or the joint two-time probability for the Gaussian Dyson process, together with the auxiliary
functions U and W , satisfies the following system of PDE:
AA˜T = 4c(UW − n/2), (65)
A2U = −2A0U − 2A2T · U, (66)
A2W = 2A0W − 2A2T ·W, (67)
A˜2U = −2A˜0U − 2A˜2T · U, (68)
A˜2W = 2A˜0W − 2A˜2T ·W. (69)
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Here we denoted
A = B−1 + cB˜−1, A˜ = cB−1 + B˜−1, (15)
A0 = B0 + c2B˜0 −Dc, A˜0 = B˜0 + c2B0 −Dc, Dc = (1− c2)c∂c,
Bk =
∑
i∈endpoints of M1
ak+1i
∂
∂ai
, B˜k =
∑
i∈endpoints of M2
ak+1i
∂
∂ai
,
and
T = ln τJn , U = Un(1− c2)n+1/2, W =Wn(1− c2)−(n−1/2), Un =
τJn+1
τJn
, Wn =
τJn−1
τJn
.
When all endpoints, say, of the second matrix go to infinity, the coupled matrix integral
becomes the (renormalized) corresponding one-matrix integral, see the previous section. Our
system of equations reduces in this limit to the three equations for single Gaussian matrices
obtained in [17]. The known AvM equation [3] for coupled Gaussian matrices, however,
becomes trivial in this limit. So our system contains some additional information.
Solving this system in general, we find two higher (fifth) order PDE satisfied by T :
Theorem 2. The logarithm of the joint spacing probability for two coupled Gaussian matrices
(or two time-point distribution for the Dyson process) satisfies the two higher-order PDE
below:
A
(
−A2F − 4A0T − 4A2TF + (AF )
2 −G2
F
)
= −A˜
(
1
2c
(A2T )2 + 1
c
(A20 + 2A0)T
)
, (16)
A˜
(
−A˜2F − 4A˜0T − 4A˜2TF + (A˜F )
2 − G˜2
F
)
= −A
(
1
2c
(A˜2T )2 + 1
c
(A˜20 + 2A˜0)T
)
. (17)
Expressions for F ≡ UW , G ≡WAU − UAW , G˜ =W A˜U − UA˜WG in terms of T read as
F =
1
4c
AA˜T + n
2
, G = AT − 1
2c
A˜A0T, G˜ = A˜T − 1
2c
AA˜0T, (18)
so
(AF )2 −G2
F
=
(A2A˜T )2 − 4(A˜A0T − 2cAT )2
4c(AA˜T + 2cn) ,
(A˜F )2 − G˜2
F
=
(AA˜2T )2 − 4(AA˜0T − 2cA˜T )2
4c(AA˜T + 2cn)
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Besides, we recover in our approach also the known third-order AvM equation [3].
Further on we consider in greater details the case of joint largest eigenvalue distribution for
two coupled GUE. In this case, a simpler fourth-order PDE can be derived from the system of
the first theorem, which we later compare with our equations derived from TW approach of
matrix kernel Fredholm determinant. For this purpose, it is convenient to rewrite everything
in a different way. Introduce notations:
D+ = ∂ξ1 + ∂ξ2 , D− = ∂ξ1 − ∂ξ2 , ξ+ = ξ1 + ξ2, ξ− = ξ1 − ξ2, (19)
and
σ =
1− c
1 + c
. (20)
The expression for F above now reads
F =
(D2+ − σ2D2−)T
4(1− σ2) +
n
2
. (21)
Let
G+ = WD+U − UD+W, G− = WD−U − UD−W.
The last quantities have expressions in terms of T , corresponding to (18),
G+ = 1/2D+T − 1/4ξ+D2+T − 1/4ξ−D+D−T +
1
2c
DcD+T − 1/2ξ+σ2 (D
2
+ −D2−)T
(1− σ2) , (22)
G− = 1/2D−T − 1/4ξ−D2−T − 1/4ξ+D+D−T −
1
2c
DcD−T − 1/2ξ− (D
2
+ −D2−)T
(1− σ2) . (23)
Then we have
Theorem 3. The logarithm of the joint largest eigenvalue probability for two coupled Gaussian
matrices (or two time-point distribution for the Dyson process) satisfies the fourth-order PDE:
2FD+D−F −D+FD−F +G+G− + 2F (ξ−G+ + ξ+G−) + 8D+D−T · F 2 = 0, (89)
where F is given by formula (21), while G+, G− are given by formulas (22), (23), respectively,
in terms of T = ln τJn .
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Its one-matrix limit, i.e. the limit as ξ1 → ∞ or ξ2 → ∞, is a combination of the 3rd order
equation in the derivative of T [21], which gives Painleve´ IV after integration, and Painleve´
IV itself. This is again in contrast to the equation (82), trivial in this limit.
It turns out that we can get more complete information from the matrix kernel approach
of [23]. First, we derive the large system below, which turns out to be highly redundant.
It contains 2 × 2 matrix variables analogous to the scalar variables of [21]. Here the main
variables are the entries of the matrix r, rij = Rij(ξi, ξj), which contains values of the matrix
resolvent kernel R (for Fredholm matrix operator KJ) at the spectral endpoints, its diagonal
entries are the first derivatives of the previously introduced T ∼ lnP,
rt ≡ Trr = D+T, r3 ≡ Tr(σ3r) = D−T,
while the anti-diagonal entries are expressed in terms of the matrix
A =
[σ3, r − 1/2[σ, r]]
1− σ2 , A˜ = (σ3σ)A, (24)
where we have introduced the matrix σ,
σ =
1− c
1 + c
σ3. (25)
As a consequence of the system below, the scalar A2 (A2 ∼ r2a, square of the anti-diagonal
part of r) is equal:
A2 =
D+rt −D−r3
1− σ2 =
D2+ ln τJn −D2− ln τJn
1− σ2 =
4∂2ξ1ξ2 ln τ
J
n
1− σ2 . (26)
Theorem 4. The joint largest eigenvalue probabilities for the ensemble of two coupled Gaus-
sian matrices and related auxiliary variables satisfy the following 2× 2 matrix system of first
order PDE:
D+r = −1
2
qˆ ˆ˜p(I − σ)− 1
2
(I + σ)pˆˆ˜q − [σξ, r], (132)
(σ3σ)D−r = 1
2
qˆ ˆ˜p(I − σ)− 1
2
(I + σ)pˆˆ˜q − [ξ, r], (133)
D+qˆ = −(ξ + A˜)qˆ + pˆUˆ , (123)
D−qˆ = (−σ3ξ + A)qˆ + σ3pˆUˆ , (127)
D+pˆ = (ξ + A˜)pˆ− qˆWˆ , (124)
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D−pˆ = (σ3ξ + A)pˆ− σ3qˆWˆ , (127)
D+ ˆ˜q = −ˆ˜q(ξ + A˜) + Uˆ ˆ˜p, (125)
D− ˆ˜q = −ˆ˜q(σ3ξ + A)qˆ + Uˆ ˆ˜pσ3, (129)
D+ ˆ˜p = ˆ˜p(ξ + A˜)− Wˆ ˆ˜q, (126)
D− ˆ˜p = ˆ˜p(σ3ξ − A)− Wˆ ˆ˜qσ3, (130)
D+Uˆ = ˆ˜qqˆ, (27)
D−Uˆ = ˆ˜qσ3qˆ, (28)
D+Wˆ = − ˆ˜ppˆ, (29)
D−Wˆ = − ˆ˜pσ3pˆ. (30)
The other matrices in the above system of equations are degenerate (determinant zero).
Besides, there are simple universal relations here which are direct analogs of the corre-
sponding relations for the one-matrix case [18], involving matrix analogs u¯ ≡ u¯n = (ϕn, (I −
KJn )ϕn) and w¯ ≡ w¯n = (ϕn−1, (I −KJn )ϕn−1) of inner products of [21], see sections 5 and 6.
Then, with Θ being the matrix with all elements equal unity (as in [23]) and ˆ¯wn =
(I − σ)w¯n(I + σ)/(1− σ2), define
ˆ¯U = Θ−Θu¯nΘ, ˆ¯W = Θ+Θ ˆ¯wnΘ.
Then in the Gaussian case Uˆ =
√
n/2 ˆ¯U and Wˆ =
√
n/2 ˆ¯W .
Theorem 5. The correspondence between TW and ASvM variables found for 1-matrix case
in [17, 18], is modified for the coupled case2 as follows:
τJn+1/τn+1
τJn /τn
= det(I −Θu¯n) = 1− Tr(Θu¯n), (31)
2This is true in general for any matrix kernel of the form (99) like it was for the 1-matrix case [18] since
we have not used the differentiation formulas for the harmonic oscillator wavefunctions here.
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τJn−1/τn−1
τJn /τn
= det(I +Θ ˆ¯wn) = 1 + Tr(Θ ˆ¯wn), (32)
therefore
Tr ˆ¯U = 2
τJn+1/τn+1
τJn /τn
, Tr ˆ¯W = 2
τJn−1/τn−1
τJn /τn
. (33)
In fact, one has also a remarkable result:
Lemma 1.
Tr( ˆ¯U ˆ¯W ) = Tr ˆ¯U · Tr ˆ¯W. (34)
All this plays a role in reducing the effective number of independent scalar variables and
making the matrix system redundant. To solve it, we first reduced it to another matrix
system (still highly redundant for the above reasons). Let
X+ = qˆ ˆ˜p+ pˆˆ˜q, X− = qˆ ˆ˜p− pˆˆ˜q, (35)
Φ = 2(pˆUˆ ˆ˜p− qˆWˆ ˆ˜q), G = 2(pˆUˆ ˆ˜p+ qˆWˆ ˆ˜q), (36)
then
Theorem 6. The following closed system of ten PDE is a direct consequence of the system
of fourteen PDE obtained in section 5:
D+r = −1/2X+ − 1/4[σ,X+] + 1/4{σ,X−} − [σξ, r], (132)
(σ3σ)D−r = 1/2X− − 1/4{σ,X+}+ 1/4[σ,X−]− [ξ, r], (133)
and
D+X+ = Φ− [ξ + A˜, X−], (37)
D+X− = −[ξ + A˜, X+], (38)
D+Φ = 3X2+ − 8nX+ +X2− + {ξ + A˜, G}, (39)
D+G = {ξ + A˜,Φ} + [X+, X−], (40)
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D−X+ = 1/2{σ3,Φ} − [σ3ξ,X−] + [A,X+], (41)
D−X− = 1/2[σ3, G]− [σ3ξ,X+] + [A,X−], (42)
D−Φ = {σ3, X2+ − 4nX+ +X2−}+X+σ3X+ −X−σ3X− + {σ3ξ, G}+ [A,Φ], (43)
D−G = [σ3, {X+, X−} − 4nX−] +X+σ3X− −X−σ3X+ + {σ3ξ,Φ}+ [A,G], (44)
Proof. The first two equations above are just the first two equations of theorem 4, getting the
others is straightforward expanding of their left-hand sides by definitions (35) and (36) and
then applying the rest of equations of theorem 4 together with definitions (24).
The system has a number of first integrals some of which are matrix while the other involve
only some of the scalar components, thus forcing one to split the system into scalar parts
eventually. As the main consequence of the system, we found a complete system of inde-
pendent third-order PDE satisfied by joint largest eigenvalue distributions for two coupled
GUE:
Corollary 7.
Px ≡ D+XtD−Xt − 2XtX3Fˆ −GtG3 = 0, (173)
Dx ≡ 4σ2(D+A2D−A2 − 2X3(A2)2)−A+A− = 0, (174)
2σ2A2Pt = −2σ2A2P3 = −FˆDt = σ2FˆD3, (45)
Fˆ (D+A2A− −D−A2A+) = A2(G3D+Xt −GtD−Xt), (179)
where
Pt = (D+Xt)2 − Fˆ (2X23 + J)−G2t , P3 = (D−Xt)2 − Fˆ (2X23 + J)−G23, (46)
Dt = 4σ
2(D+A2)2 + 2σ2A2J −A2+, D3 = 4σ2(D−A2)2 + 2A2J − A2−. (47)
Xt = −2D+rt − 2σ2A2 = −2D−r3 − 2A2 = −2(D
2
+ − σ2D2−) ln τJn
1− σ2 ,
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X3 = −2D+r3 = D−rt = −2D+D− ln τJn ,
Fˆ = Xt − 4n, J = X2t −X23 − 4σ2(A2)2,
D+ = D+A2, D− = D−A2,
Gt = Ht+A+, G3 = H3+A−, Ht = 4rt−2ξ+D+rt+ξ−X3, H3 = 4r3−2ξ−D−r3+ξ+X3.
A+ = tr{A˜, (X+)a}, A− = −tr{A, (X−)a}, (48)
({, } is an anti-commutator, subscript ’a’ means the anti-diagonal part of a matrix).
The last four expressions clearly have the three-term structure resembling that of Painleve´
IV equation for one-matrix Gaussian ensemble, as do the left-hand sides of (173) and (174).
And indeed the limit of Pt, P3 and Px as either ξ2 → ∞ or ξ1 → ∞ is the Painleve´ IV
equation itself. The one-matrix integrals for GUE largest eigenvalue probabilities, which are
the appropriate solutions of the limiting Painleve´ IV equations, should in fact be considered
as boundary conditions for the corresponding PDEs of the last corollary.
This nice form of the equations is reached at the expense of still keeping two auxiliary
variables A+ and A− in them. They can be explicitly eliminated giving a smallest complete
system of four independent third-order PDE for T , which, however, lack the nice Painleve´
IV-like structure of the previous ones, see section 9.
Comparison of a combination of 4th-order PDEs of theorem 10 and 3rd-order PDEs of
corollary 7 obtained from the variant of TW system in section 7 with the 4th-order PDE of
theorem 3 above from our version of AvM approach, gives the correspondences of the variables
of both approaches, among them – some new ones, specific for the case of coupled matrices:
σ3[ra,D+ra] = −2c∂crt, σ3[ra,D−ra] = 2c∂cr3. (49)
These last two new important relations show that the main additional variables appearing
in the TW approach to coupled (Gaussian) matrices – the commutators on the left-hand
side – directly correspond to the main new objects appearing in the ASvM approach to the
same problem – the derivatives w.r.t. the coupling c (or w.r.t. time t, recall c = e−t) of the
log-derivatives of the joint largest eigenvalue probability.
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4 System of PDE from Toda lattice hierarchy
Along with [3], we first consider the following 2-Toda τ -function:
τn(t, s) =
n∏
i=1
∫
J1
dxi
∫
J2
dyie
−x2i−y
2
i +2cxiyi+
∑
∞
k=1 tkx
k
i−sky
k
i ∆(x)∆(y) ∼ cn(n−1)2 τn(t, s) (50)
of section 2. From the bilinear identity for the 2-Toda hierarchy [25], see also [3],∮
z=∞
τn(t− [z−1], s)τm+1(t′ + [z−1], s′)e
∑
∞
1 (tk−t
′
k)z
k
zn−m−1dz =
=
∮
z=0
τn+1(t, s− [z])τm(t′, s′ + [z])e
∑
∞
1 (sk−s
′
k)z
−k
zn−m−1dz,
where [z] = (z, z2/2, z3/3, . . . ) – infinite vector, for m = n± 1 one obtains the series of PDE:
− ∂
2 ln τn
∂tk∂s1
=
k−1∑
i=0
pi(−∂˜t)τn−1 · pk−1−i(∂˜t)τn+1
τ 2n
(51)
and
− ∂
2 ln τn
∂t1∂sk
=
k−1∑
i=0
pi(−∂˜s)τn+1 · pk−1−i(∂˜s)τn−1
τ 2n
, (52)
both of which give as the simplest (k = 1) equation the 2-Toda or Liouville equation in terms
of τ -functions:
− ∂
2 ln τn
∂t1∂s1
=
τn+1τn−1
τ 2n
. (53)
The identity for m = n gives another two series of PDE:
∂
∂tk
ln
τn+1
τn
=
k∑
i=0
pi(−∂˜t)τn · pk−i(∂˜t)τn+1
τnτn+1
, (54)
− ∂
∂sk
ln
τn+1
τn
=
k∑
i=0
pi(−∂˜s)τn+1 · pk−i(∂˜s)τn
τnτn+1
, (55)
which give the simplest nontrivial equations at k = 2, namely two copies of AKNS system:
∂Un
∂t2
=
∂2Un
∂t21
+ 2
∂2 ln τn
∂t21
Un, −∂Wn
∂t2
=
∂2Wn
∂t21
+ 2
∂2 ln τn
∂t21
Wn, (56)
14
− ∂Un
∂s2
=
∂2Un
∂s21
+ 2
∂2 ln τn
∂s21
Un,
∂Wn
∂s2
=
∂2Wn
∂s21
+ 2
∂2 ln τn
∂s21
Wn. (57)
Then we use the Virasoro constraints [1, 2, 3, 17], connecting the derivatives w.r.t. the spectral
endpoints with the time derivatives of the integral τJn (t, s) (50). We need only the k = −1
constraints:
B−1τJn (t, s) = V−1τJn (t, s) =
{
−2 ∂
∂t1
+ nt1 +
∞∑
l=2
ltl
∂
∂tl−1
− 2c ∂
∂s1
}
τJn (t, s), (58)
B˜−1τJn (t, s) = V˜−1τJn (t, s) =
{
2
∂
∂s1
− ns1 +
∞∑
l=2
lsl
∂
∂sl−1
+ 2c
∂
∂t1
}
τJn (t, s), (59)
and the k = 0 constraints:
B0τJn (t, s) = V0τJn (t, s) =
{
−2 ∂
∂t2
+
n(n+ 1)
2
+
∞∑
l=1
ltl
∂
∂tl
+ c
∂
∂c
}
τJn (t, s), (60)
B˜0τJn (t, s) = V0τJn (t, s) =
{
2
∂
∂s2
+
n(n + 1)
2
+
∞∑
l=1
lsl
∂
∂sl
+ c
∂
∂c
}
τJn (t, s). (61)
So on locus tk = sk = 0 one gets:
B−1 ln τJn = −2
∂ ln τJn
∂t1
− 2c∂ ln τ
J
n
∂s1
,
B˜−1 ln τJn = 2
∂ ln τJn
∂s1
+ 2c
∂ ln τJn
∂t1
,
B0τJn = −2
∂ ln τJn
∂t2
+
n(n+ 1)
2
+ c
∂
∂c
ln τJn ,
B˜0τJn = 2
∂ ln τJn
∂s2
+
n(n + 1)
2
+ c
∂
∂c
ln τJn .
Constraints for the second derivatives follow from the above, using the commutativity of
boundary and time derivatives. On the locus those we need reduce to:
B2−1 ln τJn = 4
∂2 ln τJn
∂t21
− 2n+ 8c∂
2 ln τJn
∂t1∂s1
+ 4c2
∂2 ln τJn
∂s21
,
B˜2−1 ln τJn = 4
∂2 ln τJn
∂s21
− 2n+ 8c∂
2 ln τJn
∂t1∂s1
+ 4c2
∂2 ln τJn
∂t21
,
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B−1B˜−1 ln τJn = −4(1 + c2)
∂2 ln τJn
∂t1∂s1
+ 2cn− 4c∂
2 ln τJn
∂t21
− 4c∂
2 ln τJn
∂s21
.
Expressing the time derivatives in terms of the boundary derivatives as usual in the ASvM
approach [1, 3], we finally find for the second derivatives of ln τJn :
∂2 ln τJn
∂t21
=
(B−1 + cB˜−1)2 ln τJn + 2(1− c2)n
4(1− c2)2 , (62)
∂2 ln τJn
∂s21
=
(cB−1 + B˜−1)2 ln τJn + 2(1− c2)n
4(1− c2)2 , (63)
∂2 ln τJn
∂t1∂s1
= −(B−1 + cB˜−1)(cB−1 + B˜−1) ln τ
J
n + 2c(1− c2)n
4(1− c2)2 . (64)
After plugging the last expression into the 2-Toda equation, the “boundary-Toda” equation
for coupled matrices follows:
(B−1 + cB˜−1)(cB−1 + B˜−1) ln τJn = 4(1− c2)2UnWn − 2c(1− c2)n. (65)
Taking the corresponding formulas for the ratios Un, Wn, and recalling the definitions from
section 3,
one obtains four “boundary” equations from two AKNS copies:
A2Un = −2(1− c2)2(B0 − c∂c)Un − 2(1− c2)((1 + c2)n+ c2)Un − 2A2 ln τJnUn, (66)
A2Wn = 2(1− c2)2(B0 − c∂c)Wn − 2(1− c2)((1 + c2)n− 1)Wn − 2A2 ln τJnWn, (67)
A˜2Un = −2(1− c2)2(B˜0 − c∂c)Un − 2(1− c2)((1 + c2)n+ c2)Un − 2A˜2 ln τJnUn, (68)
A˜2Wn = 2(1− c2)2(B˜0 − c∂c)Wn − 2(1− c2)((1 + c2)n− 1)Wn − 2A˜2 ln τJnWn. (69)
Now let us pass to the “physical” Dyson process variables, namely substitute
ξ → ξ√
1− c2 , τ
J
n → c
n(n−1)
2 τJn , (70)
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(if we did only the second substitution above we would get exactly the matrix integral of
section 2 as τJn ) and so
Un → cnUn, Wn → Wn/cn−1, (71)
which entails also
c
∂
∂c
Un → cn
(
c
∂
∂c
+ n
)
Un, c
∂
∂c
Wn → 1
cn−1
(
c
∂
∂c
− n + 1
)
Wn (72)
and, importantly, change in the meaning of the partial derivative with respect to c (due to
the acquired dependence on c of former ξ under the change of variables (70)), so that one has
to substitute everywhere
− c∂c = 2c2∂γ → 2c2
(
∂γ +
B0 + B˜0
2γ
)
. (73)
After these transformations the previous system of PDE reads:
AA˜ ln τJn = 2c(2(1− c2)UnWn − n), (65)
A2Un = −2(B0 + c2B˜0)Un + 2(1− c2)c∂cUn − 2A2 ln τJnUn − 2c2(2n+ 1)Un, (66)
A2Wn = 2(B0 + c2B˜0)Wn − 2(1− c2)c∂cWn − 2A2 ln τJnWn − 2c2(2n− 1)Wn, (67)
A˜2Un = −2(B˜0 + c2B0)Un + 2(1− c2)c∂cUn − 2A˜2 ln τJnUn − 2c2(2n+ 1)Un, (68)
A˜2Wn = 2(B˜0 + c2B0)Wn − 2(1− c2)c∂cWn − 2A˜2 ln τJnWn − 2c2(2n− 1)Wn. (69)
At last, it is convenient to remove the last terms in the last four equations by passing to new
functions,
U = Un(1− c2)n+1/2, W = Wn(1− c2)−(n−1/2),
which also simplifies the coefficient in equation (65) and the final system becomes that of
theorem 1.
Now we try to solve this system. The procedure goes in parallel with one-matrix case
(see [18, 19]). First introduce quantities
F = UW, G = WAU − UAW, G˜ = W A˜U − UA˜W,
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G0 =WA0U − UA0W, G˜0 =W A˜0U − UA˜0W.
Multiplying eqs. (66) and (68) by W and eqs. (67) and (69) by U and taking the appropriate
combinations to express everything in terms of the newly introduced functions, we obtain our
system in the form:
AA˜T = 4c(F − n/2), (74)
AG = −2A0F, (75)
A˜G˜ = −2A˜0F, (76)
A2F − (AF )
2 −G2
2F
= −2G0 − 4A2T · F, (77)
A˜2F − (A˜F )
2 − G˜2
2F
= −2G˜0 − 4A˜2T · F. (78)
We will need commutation relations among our operators:
[A,A0] = A, [A, A˜0] = 2cA˜ − c2A, (79)
[A˜,A0] = 2cA− c2A˜, [A˜, A˜0] = A˜. (80)
Equation (74) is in fact just the definition of F in terms of T . Plugging it into the right-hand
sides of (75) and (76) and applying the last relations allows one to integrate this first couple
of linear PDE and obtain expressions for G and G˜ in terms of T :
G = −(A0 − 1)A˜T
2c
, G˜ = −(A˜0 − 1)AT
2c
. (81)
The last expressions already allow to recover the Adler-van Moerbeke equation [3, 4] in our
approach. It follows in fact from a trivial identity:
AA˜ ln U
W
= A˜A ln U
W
,
rewritten as
A
(
G˜
F
)
= A˜
(
G
F
)
.
Plugging in expressions for F , G and G˜ in terms of T , we get a single PDE for T ≡ ln τJn :
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Theorem 8. The logarithm of the joint spacing probability for two coupled Gaussian matrices
(or two time-point distribution for the Dyson process) satisfies the third-order PDE,
A (A˜0 − 1)
AT
c
AA˜T + 2cn = A˜
(A0 − 1) A˜Tc
AA˜T + 2cn, (82)
which is nothing but the equation first derived in [3] using two first (k = 1, 2) bilinear identities
of the Toda series, while we started from two couples of first identities of AKNS (non-linear
Schro¨dinger) series instead of the second (k = 2) Toda identity. We, however, can derive also
equations (16) and (17) of theorem 2 from the system of theorem 1, see Appendix A. It seems
that in general these equations are hard to simplify.
Further on we will consider the case of only one boundary point for each matrix, i.e. study
the joint largest eigenvalue distribution. Let us then rewrite everything in a different way,
which will be convenient for the comparison with the variant of TW approach below.
Recalling the definitions of operators D+, D−, introduced in section 3, we get
A = (1 + c)
2
(D+ + σD−), A˜ = (1 + c)
2
(D+ − σD−),
A2 − A˜2 = (1− c2)D+D−, A2 + A˜2 = (1 + c)
2
2
(D2+ + σ2D2−),
B0 + B˜0 = 1/2(ξ+D+ + ξ−D−), B0 − B˜0 = 1/2(ξ+D− + ξ−D+).
The system we obtained in theorem 1 now acquires the following form, if we take differences
and sums of its last four equations:
F =
(D2+ − σ2D2−)T
4(1− σ2) +
n
2
, (21)
D+D−U = −(ξ+D− + ξ−D+)U − 2D+D−T · U, (83)
D+D−W = (ξ+D− + ξ−D+)W − 2D+D−T ·W, (84)
(D2+ + σ2D2−)U = −(1 + σ2)(ξ+D+ + ξ−D−)U + 8σc∂cU − 2(D2+ + σ2D2−)T · U, (85)
(D2+ + σ2D2−)W = (1 + σ2)(ξ+D+ + ξ−D−)W − 8σc∂cW − 2(D2+ + σ2D2−)T ·W. (86)
Let
19
G+ = WD+U − UD+W, G− = WD−U − UD−W, Gˆc = Wc∂cU − Uc∂cW. (87)
Then from the first two equations for U , W we derive one linear and one non-linear equation:
D+(G− + 2ξ−F ) +D−(G+ + 2ξ+F ) = 0, (88)
2FD+D−F −D+FD−F + (G− + 2ξ−F )(G+ + 2ξ+F ) = 4(ξ+ξ− − 2D+D−T )F 2. (89)
From the longer pair of equations also one linear and one non-linear PDE result. They are
D+(G++2ξ+F )+σ2D−(G−+2ξ−F ) = (1−σ2)(ξ+D++ξ−D−)F +8σc∂cF +4(1+σ2)F, (90)
2F (D2+ + σ2D2−)F − (D+F )2 − σ2(D−F )2+
+(G+ + 2ξ+F )
2 + σ2(G− + 2ξ−F )
2 − 2(1− σ2)(ξ+(G+ + 2ξ+F )− ξ−(G− + 2ξ−F ))F =
= 16σFGc − 8(D2+ + σ2D2−) ln τJnF 2 + 4(ξ2+σ2 + ξ2−)F 2. (91)
The pair of linear equations here is, of course, satisfied by the previously found general
expressions for G and G˜. Since now
G =
(1 + c)
2
(G+ + σG−), G˜ =
(1 + c)
2
(G+ − σG−), (92)
they correspond to expressions 22 and 23 for G+ and G−, given in section 3 before theorem
3.
The last expressions, together with (21), are to be plugged into eqs. (89) and (91). After that
eq. (89) becomes a single 4-th order PDE for T ≡ ln τJn , that of theorem 3.
As for the equation (91), the obstacle to obtaining another PDE for T from it remains,
since we have not found a convenient expression for Gˆc. We can get much more from the
matrix kernel approach [23], which is the subject of the next sections. Nevertheless, the
considerations presented here will be very helpful there to decipher the complicated system of
matrix equations and to find more of the universal relations like those in [18] for one-matrix
UE.
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5 Matrix Kernel and TW equations for coupled Gaus-
sian matrices
We consider sets Jk = (ξk,∞), i.e. the simplest case of only largest eigenvalues and defer the
due generalizations to several spectral gaps for a future work. Then
det(I −KJ) = P(M(t1) < ξ1, . . . ,M(tm) < ξm).
We first follow [23] here and start with the general formula:
∂kK
J = −Kδk, (93)
where δk is the diagonal matrix with all entries zero except for the k-th and (δk)kk = δ(y−ξk).
Then we introduce the (matrix) resolvent operator R = KJ(I −KJ)−1 and see that
∂k ln det(I −KJ) = −Tr(I −KJ)−1∂kKJ = Rkk(ξk, ξk). (94)
We keep most of the notation in [23] i.e. let D = d/dx, M = x· – the multiplication operator,
ρ = (I −KJ)−1 = I + R, ξ = diag(ξk), dξ = diag(dξk), χ(x) = diag(χJk(x)), δ =
∑
k δk, Θ –
matrix with all elements equal unity; introduce matrices r, rx, ry such that
rij = Rij(ξi, ξj), (rx)ij = (∂xR)ij(ξi, ξj), (ry)ij = (∂yR)ij(ξi, ξj). (95)
Define also (here our normalization is as e.g. in [21] for 1-matrix models rather than the one
in [23])
ϕ = b
1/2
n−1ϕn, ψ = b
1/2
n−1ϕn−1, (96)
where bn−1 =
√
n/2 for the Gaussian case, and introduce matrix functions
Q = ρϕ, P = ρψ, Q˜ = ϕχρ, P˜ = ψχρ, (97)
and their values at the spectral endpoints
qij = Qij(ξi), q˜ij = Q˜ij(ξj), pij = Pij(ξi), p˜ij = P˜ij(ξj). (98)
Following [23], also consider instead of (5) a modified kernel with the same Fredholm deter-
minant:
Kij(x, y) =


∑n−1
k=0 e
(k−n)(ti−tj)ϕk(x)ϕk(y) if i ≥ j,
−∑∞k=n e(k−n)(ti−tj)ϕk(x)ϕk(y) if i < j.
(99)
Using the well-known differentiation formulas for the harmonic oscillator eigenfunctions:
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dϕk
dx
= −xϕk +
√
2kϕk−1,
dϕk−1
dx
= xϕk−1 −
√
2kϕk,
we have
(D +M)ϕ =
√
2nψ, (D −M)ψ = −
√
2nϕ.
Then the two operator identities called Lemma 3 on p.24 of [23] read:
(D +M)Kij − eti−tjKij(D +M) = −2ψ(x)ϕ(y),
eti−tj (D −M)Kij −Kij(D −M) = −2ϕ(x)ψ(y).
The last formulas multiplied on the right by the matrix χ, together with relation [D,χ] = δ
(and [M,χ] = 0), if we let t = diag(ti) and so e
t = diag(eti), lead to
e−t(D +M)KJ −KJe−t(D +M) = −2e−tψ(x)Θχ(y)ϕ(y) +Kδe−t, (100)
et(D −M)KJ −KJet(D −M) = −2ϕ(x)Θχ(y)ψ(y)et +Kδet. (101)
Multiplying (100) and (101) by ρ on the left and on the right, replacing KJ → KJ − I on the
left-hand sides and using the above definitions we get the two equations of Lemma 4 of [23]
(with the correction of swapping the matrices et and Θ in the last formula below):
e−t(D +M)R −Re−t(D +M) = −2P (x)e−tΘQ˜(y) +Rδe−tρ, (102)
et(D −M)R −Ret(D −M) = −2Q(x)ΘetP˜ (y) +Rδetρ. (103)
At this point we depart from the line of [23]. Recall now that we consider the case of
two matrices, in other words only two time points. Therefore, denoting c = e−(t2−t1) and
introducing matrices
eL =
(1 + c)
2
I +
(1− c)
2
σ3, eU =
(1 + c)
2
I − (1− c)
2
σ3, (104)
where σ3 is the usual 3rd Pauli matrix, we can rewrite (102) and (103) as, respectively,
eL(D +M)R − ReL(D +M) = −2P (x)eLΘQ˜(y) +RδeLρ, (105)
eU(D −M)R − ReU(D −M) = −2Q(x)ΘeU P˜ (y) +RδeUρ, (106)
Take i, j entries in (105) and (106) and set x = ξi, y = ξj. This gives
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eLrx + ryeL = −eLξr + reLξ − 2peLΘq˜ + reLr, (107)
eUrx + ryeU = eUξr − reUξ − 2qΘeU p˜+ reUr, (108)
Since eL + eU = (1 + c)I, eL − eU = (1 − c)σ3, adding and subtracting the equations (107),
(108), we get, respectively,
rx + ry − r2 = −p(I + σ)Θq˜ − qΘ(I − σ)p˜− [σξ, r], (109)
σrx + ryσ − rσr = −p(I + σ)Θq˜ + qΘ(I − σ)p˜− [ξ, r], (110)
where we have introduced the matrix σ,
σ =
1− c
1 + c
σ3. (111)
To derive our version of first order TW system, we introduce the matrix function u,
u = (ϕχ,Q) = (Q˜, ϕ), (112)
analogous to the scalar function u for one-matrix case. It has not been used by Tracy and
Widom in [23] but had already appeared in their earlier work [22], where the matrix Airy
kernel for the Airy process was considered. Similarly, we introduce the matrix w, the analog
of the scalar function w from [21]:
w = (ψχ, P ) = (P˜ , ψ). (113)
Acting by operator equation (105) upon function ϕ from the left, we get
[
(I + σ)
2
(D +M), ρ
]
ϕ =
(I + σ)
2
(D+ x)Q−
√
n
2
P (I + σ) = −P (I + σ)Θu+ 1
2
Rδ(I + σ)Q,
i.e.
(I + σ)(DQ+ xQ) = 2P (I + σ)
(√
n
2
−Θu
)
+Rδ(I + σ)Q. (114)
Similarly, acting by equation (106) upon function ψ from the left gives
(I − σ)(DP − xP ) = −2Q
(√
n
2
+ Θ(I − σ)w(I − σ)−1
)
(I − σ) +Rδ(I − σ)P. (115)
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On the other hand, acting by (106) upon ϕχ and by (105) upon ψχ from the right gives,
respectively,
(DQ˜+ Q˜y)(I − σ) = 2
(√
n
2
− uΘ
)
(I − σ)P˜ + Q˜(I − σ)δ ·R, (116)
and
(DP˜ − P˜ y)(I + σ) = −2(I + σ)
(√
n
2
+ (I + σ)−1w(I + σ)Θ
)
Q˜+ P˜ (I + σ)δ · R. (117)
Next we use the fact following from equation (93):
∂kρ = ρ∂kK
Jρ = −Rδkρ (118)
to derive the formulas [23]:
D+qij = dQ
dx
(ξi)− (rq)ij, D+q˜ij = dQ˜
dx
(ξi)− (q˜r)ij, (119)
D+pij = dP
dx
(ξi)− (rp)ij, D+p˜ij = dP˜
dx
(ξi)− (p˜r)ij. (120)
Similarly, we get the corresponding expression for D−-derivatives:
D−qij = σ3dQ
dx
(ξi)− (rσ3q)ij , D−q˜ij = dQ˜
dx
(ξi)σ3 − (q˜σ3r)ij, (121)
D−pij = σ3dP
dx
(ξi)− (rσ3p)ij, D−p˜ij = dP˜
dx
(ξi)− (p˜σ3r)ij. (122)
We take x = ξi, y = ξj in the eqs. (114), (115), (116) and (117) and use the previous formulas
to obtain PDE with spectral endpoints ξ1, ξ2 as indepenent variables:
(I + σ)D+q = −(I + σ)ξq + 2p(I + σ)
(√
n
2
−Θu
)
− [σ, r]q, (123)
(I − σ)D+p = (I − σ)ξp− 2q
(√
n
2
+ Θ(I − σ)w(I − σ)−1
)
(I − σ) + [σ, r]p, (124)
D+q˜(I − σ) = −q˜ξ(I − σ) + 2
(√
n
2
− uΘ
)
(I − σ)p˜− q˜[σ, r], (125)
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D+p˜(I + σ) = p˜ξ(I + σ)− 2(I + σ)
(√
n
2
+ (I + σ)−1w(I + σ)Θ
)
p˜+ p˜[σ, r]. (126)
and the other four equations for D− derivatives:
(I + σ)D−q = −(I + σ)σ3ξq + 2σ3p(I + σ)
(√
n
2
−Θu
)
+ σ3r(I + σ)q − (I + σ)rσ3q,
i.e.
(I + σ)D−q = −(I + σ)σ3ξq + 2σ3p(I + σ)
(√
n
2
−Θu
)
+ [σ3, r]q, (127)
and, similarly,
(I − σ)D−p = (I − σ)σ3ξp− 2σ3q
(√
n
2
+ Θ(I − σ)w(I − σ)−1
)
(I − σ) + [σ3, r]p, (128)
D−q˜(I − σ) = −q˜σ3ξ(I − σ) + 2
(√
n
2
− uΘ
)
(I − σ)p˜σ3 − q˜[σ3, r], (129)
D−p˜(I + σ) = p˜σ3ξ(I + σ)− 2(I + σ)
(√
n
2
+ (I + σ)−1w(I + σ)Θ
)
p˜σ3 − p˜[σ3, r]. (130)
Equations (109), (110) for the derivatives of r together with a consequence of (118) (since
∂kR = ∂kρ) [23],
∂krij = ∂k(Rij(ξ, ξj)) = (∂kRij)(ξi, ξj) + ∂xRij(ξi, ξj)δik + ∂yRij(ξi, ξj)δjk =
= −rikrkj + ∂xRij(ξi, ξj)δik + ∂yRij(ξi, ξj)δjk, (131)
give (we will sometimes write D¯− for (σ3σ)D−)
D+r = rx + ry − r2 = −p(I + σ)Θq˜ − qΘ(I − σ)p˜− [σξ, r], (132)
D¯−r = σrx + ryσ − rσr = −p(I + σ)Θq˜ + qΘ(I − σ)p˜− [ξ, r]. (133)
Besides, differentiating the definitions (112), (113) and using (97), (98) and (93), we get the
matrix analogs of universal equations [21] for scalar u and w:
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D+u = −q˜q, D−u = −q˜σ3q, D+w = −p˜p, D−w = −p˜σ3p.
Thus, we have obtained a system of fourteen first-order matrix PDE for joint largest
eigenvalue distribution of two coupled Gaussian matrices. Our system is different from that
in [23] since we employ the matrices u and w. As we will see, this system is again the most
convenient for comparison with τ -function approach of Adler and van Moerbeke [3, 4] like it
was the case for one-matrix ensembles [17, 18].
We remark that we are interested in the matrix r while equations (132), (133) involve
only terms where the other (auxiliary) variables enter multiplied by the degenerate constant
matrix Θ. Therefore, since Θ2 = 2Θ and
(I − σ)(I + σ) = I − σ2 =
(
1− (1− c)
2
(1 + c)2
)
· I = 4c
(1 + c)2
· I, (134)
it is convenient to introduce new matrix variables, which in fact amounts to some reduction
of the total number of scalar variables since the new matrices, being proportional to Θ, also
have determinant zero:
qˆ = qΘ, ˆ˜q = Θq˜, pˆ =
(I − σ)p(I + σ)
1− σ2 Θ,
ˆ˜p = Θ
(I − σ)ˆ˜p(I + σ)
1− σ2 , (135)
Uˆ ≡ Uˆn =
√
n
2
Θ−ΘunΘ, Wˆ ≡ Wˆn =
√
n
2
Θ + Θ
(I − σ)wn(I + σ)
1− σ2 Θ. (136)
Here and further on, in a slight abuse of notation, we write σ2 for the scalar (1− c)2/(1+ c)2,
so 1 − σ2 stands for 4c/(1 + c)2. To express everything in terms of these new variables, we
multiply equations (123), (124), (127), (128) by the matrix Θ on the right and equations
(125), (126), (129), (130) by the matrix Θ on the left. This brings our TW-type system to
the form given in theorem 4, thus finishing its proof.
It is easy to verify that the system has two matrix first integrals, similar to the first integral
of [21] for Gaussian single matrices:
ˆ˜pqˆ = nΘ− Wˆ Uˆ , (137)
ˆ˜qpˆ = nΘ− UˆWˆ . (138)
6 Coupled analogs of one-matrix relations among ma-
trix kernel related variables and τ-functions
There are direct analogs of one-matrix universal relations [18] here.
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Lemma 2. Analogs of rank-1 projection operator kernels read:
Kn+1eL − eLKn = eLΘϕn(x)ϕn(y)χ(y), (139)
eUKn+1 −KneU = ΘeUϕn(x)ϕn(y)χ(y). (140)
Proof. The diagonal entries of the matrix kernel K are the same as in scalar (1-matrix) case.
Consider the anti-diagonal entries of the kernels for matrices of consecutive sizes n and n+1.
Since
(Kn)21(x, y) =
n−1∑
k=0
cn−kϕk(x)ϕk(y)χ(y), (Kn)12(x, y) = −
∞∑
k=n
ck−nϕk(x)ϕk(y)χ(y),
we find
1
c
(Kn+1)21 − (Kn)21(x, y) = ϕn(x)ϕn(y)χ(y), c(Kn+1)12 − (Kn)12(x, y) = ϕn(x)ϕn(y)χ(y),
which means, that we have matrix equation
1
c
eUKn+1(x, y)eL −Kn(x, y) = Θϕn(x)ϕn(y)χJ(y).
By the identity eLeU = eUeL = cI, it is equivalent to the statement of the lemma.
Lemma 3. There are the corresponding relations for the resolvent kernels:
Rn+1eL − eLRn = Pn+1(x)eLΘQ˜n(y), (141)
eURn+1 −RneU = Qn(x)ΘeU P˜n+1(y). (142)
Proof. Writing Kn+1eL − eLKn = eL(I − Kn) − (I − Kn+1)eL and multiplying (139) by
I +Rn = (I −Kn)−1 on the right and by I +Rn+1 = (I −Kn+1)−1 on the left gives equation
(141). Equation (142) follows from (140) similarly.
Also by definition of matrices Qn, Pn, Q˜n and P˜n we have recursion relations:
ϕn = (I −Kn)Qn = (I −Kn+1)Pn+1 = Q˜n(I −Kn) = P˜n+1(I −Kn+1). (143)
They in turn lead to relations involving inner product matrices u¯n = (ϕn, (I − Kn)ϕn) and
w¯n = (ϕn−1, (I −Kn)ϕn−1) :
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Lemma 4.
eUPn = Qn−1eU +Qn−1ΘeU w¯n, P˜n+1eL = eLQ˜n + w¯n+1eLΘQ˜n,
eLQn = Pn+1eL − Pn+1eLΘu¯n, Q˜n−1eU = eU P˜n − u¯n−1ΘeU P˜n.
Proof. Let us prove e.g. the first of the above formulas: we have
ϕneU = eU(I −Kn)Qn = eU(I −Kn+1)Pn+1 = (I −Kn)eUPn+1 − (eUKn+1 −KneU)Pn+1 =
= (I −Kn)eUPn+1 − ϕnΘeU w¯n+1,
and acting on both sides by (I −Kn)−1 from the left gives
eUPn+1 = QneU +QnΘeU w¯n+1,
i.e. the sought formula if we shift n → n − 1. The other three formulas are obtained quite
similarly.
Introduce matrix ˆ¯wn = eU w¯neL/c, then we have
Corollary 9.
I +Θ ˆ¯wn+1 = (I −Θu¯n)−1 (144)
and
I + ˆ¯wn+1Θ = (I − u¯nΘ)−1. (145)
Proof. One can rewrite recursion relations from previous lemma as follows:
eUPn+1eL
c
= Qn(I +Θ ˆ¯wn+1) = Qn(I −Θu¯n)−1,
eU P˜n+1eL
c
= (I + ˆ¯wn+1Θ)Q˜n = (I − u¯nΘ)−1Q˜n,
thus we get the statement.
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It follows also for the matrix resolvent kernels that
Rn+1eL − eLRn = eLQn(x)(I −Θu¯n)−1ΘQ˜n(y),
eURn+1 − RneU = Qn(x)Θ(I − u¯nΘ)−1Q˜n(y)eU .
Taking x = ξi, y = ξj in the last formulas gives, respectively,
rn+1eL − eLrn = eLqn(I −Θu¯n)−1Θq˜n,
eUrn+1 − rneU = qnΘ(I − u¯nΘ)−1q˜neU .
Now, after recalling again eLeU = eUeL = cI, it follows from either of these two formulas that
D+ ln
τJn+1
τJn
= Tr(rn+1 − rn) = Tr
(
(I −Θu¯n)−1D+(I −Θu¯n)
)
= D+ ln det(I −Θu¯n),
which can be integrated to give
τJn+1/τn+1
τJn /τn
= det(I −Θu¯n) = det(I − u¯nΘ) = 1− Tr(Θu¯n)
Using the recursion relations to get the second, similar formula, we thus prove the main result
of this section – theorem 5, since we also get the formulas for the matrices ˆ¯U and ˆ¯W defined
before it in section 3:
TrUˆ =
√
n
2
Tr ˆ¯U =
√
2n− 2Tr(Θun) =
√
2n(1− Tr(Θu¯n)) =
√
2n
τJn+1/τn+1
τJn /τn
,
TrWˆ =
√
n
2
Tr ˆ¯W =
√
2n+ 2Tr(Θwˆn) =
√
2n(1 + Tr(Θ ˆ¯wn)) =
√
2n
τJn−1/τn+1
τJn /τn
.
In fact, one has a remarkable result:
Lemma 1.
Tr(UˆWˆ ) = TrUˆ · TrWˆ (146)
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Proof. Since Trr = D+ ln τJn , Tr(σ3r) = D− ln τJn , Tr(σr) = D¯− ln τJn , we get from the equa-
tions (132) and (133):
(D2+ − D¯2−) ln τJn = −
(1− σ2)
2
Tr(qˆ ˆ˜p+ pˆˆ˜q).
We use the first integrals (137) and (138) to find
Tr(qˆ ˆ˜p) = Tr(pˆˆ˜q) = Tr(nΘ− UˆWˆ ) = 2n− Tr(UˆWˆ ),
so the previous equation can be written as
(D2+ − D¯2−) ln τJn = 2(1− σ2)
(
1
2
Tr(UˆWˆ )− n
)
.
We compare this last equation with the “boundary-Toda” equation from section 3, which can
be written as
(D2+ − D¯2−) ln τJn = 2(1− σ2)(2(1− c2)UnWn − n),
which immediately leads to
Tr(UˆWˆ ) = 4(1− c2)UnWn.
Therefore, by the previous theorem, see also section 2 for the normalization of the 2-matrix
integrals τn over the whole domain,
TrUˆ · TrWˆ = 2nUnWn τ
2
n
τn+1τn−1
= 4(1− c2)UnWn.
7 Transformation of the TW-type system and PDE analogs
of Painleve´ IV
We consider and solve the system obtained in theorem 6.
Lemma 5. The system of theorem 6 has three full matrix first integrals:
[X+, G] = {X−,Φ}, (147)
[X+,Φ] = {X−, G}, (148)
[Φ, G] = {X−, 3X2+ − 8nX+ +X2−} − [X+, [X+, X−]], (149)
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Proof. The first two formulas are just the integrals (137) and (138) rewritten in new variables,
and the third one can be easily derived from the above system of PDE as consistency condition,
if using the first two. Consider e.g.
[D+X+, G] + [X+,D+G] = [Φ, G]− [[ξ + A˜, X−], G] + [X+, {ξ + A˜,Φ}] + [X+, [X+, X−]],
i.e.
[Φ, G] = D+[X+, G]− [X+, [X+, X−]] + [[ξ + A˜, X−], G]− [X+, {ξ + A˜,Φ}] =
= D+{X−,Φ} − [X+, [X+, X−]] + [[ξ + A˜, X−], G]− [X+, {ξ + A˜,Φ}] =
= {X−, 3X2+ − 8nX+ +X2−} − [X+, [X+, X−]]+
+[[ξ + A˜, X−], G]− [X+, {ξ + A˜,Φ}]− {[ξ + A˜, X+],Φ}+ {X−, {ξ + A˜, G}},
which gives (149), since the last four terms on the last line cancel out due to (148).
There are additional diagonal matrix first integrals, which can be obtained by integrating
the diagonal parts of equations (38) and, using expression for Φ from eq. (37), also (40), or
diagonal parts of equations (42) and (44), using expression for anti-diagonal part of G from
eq. (42) on the right-hand side of (44). The pairs of equations obtained in these two ways
become identical after integration. Thus we get, respectively,
Lemma 6. The system has two diagonal matrix first integrals,
(X−)d = −A2σ, (150)
Gd = 4rd − 2ξ+Drd − 2ξ−D−rd + {A˜, (X+)a} − σ3{A,Xa}. (151)
Splitting into diagonal/anti-diagonal parts appears to be convenient for the rest of the
system also. Equations for the derivatives of r in diagonal/anti-diagonal splitting, if we
denote
Xd ≡ (X+)d, Xa ≡ (X−)a,
are
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2D+rd = −Xd + σ(X−)d, 2D¯−rd = −σXd + (X−)d, (152)
σ3D+A = −(X+)a − ξ+A˜, σD−A = Xa − ξ−A. (153)
The equation (150) then entails important simple relations
Xd = −2D+rd − σ2A2 = −2σ3D−rd − A2. (154)
Further splitting of the diagonal parts into scalar trace, we denote TrM by Mt, and tr(σ3M),
denoted by M3, parts will also be used. As it is clear from the eq. (38), TrX− = 0. As follows
from the connection of the matrix r with ln τJn ,
D+D− ln τJn = D+r3 = D−rt,
(the second equality above can be seen also from each of the equations (152)). Also, a
consequence of (154) is the formula 26 simply relating anti-diagonal elements of r with its
diagonal elements.
One can see that, besides equations (132), (133), some combinations of the other equations
in the system are also linear in X+, X−,Φ and G. Namely, adding (37) and (σ3σ)·(42) gives
D+X+ + (σ3σ)D−X− = Φ− ξ− [σ3, X−]
2
− ξ+ [σ,X+]
2
+
[σ,G]
2
,
while adding (38) and (σ3σ)·(41) results in
D+X− + (σ3σ)D−X+ = −ξ− [σ3, X+]
2
− ξ+ [σ,X−]
2
+
{σ,Φ}
2
.
It follows from the linear equations that
Φt = D+Xt = D−X3 − 2D+A2, (155)
Φ3 = D−Xt = D+X3 − 2σ2D−A2, (156)
recall that σ2 = (1 − c)2/(1 + c)2. Recall the quantities A+, A−, X3, Gt, G3 defined in the
corollary 7, in section 3.
The splitting of eq. (151) into the scalar parts reads:
Gt = 4rt − 2ξ+D+rt + ξ−X3 + A+ ≡ Ht + A+, (157)
G3 = 4r3 − 2ξ−D−r3 + ξ+X3 + A− ≡ H3 + A−. (158)
In fact, one can show that
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Theorem 10. The system can be reduced to the following five independent (scalar) 4th-order
PDE in ln τJn :
X3D+D−X3 −D+X3D−X3 +RtR3 − (X3 + ξ+ξ−)X23 = 0, (159)
where
Rt = 4rt − 2ξ+D+rt, R3 = 4r3 − 2ξ−D−r3,
D+D−Xt = ξ−Gt + ξ+G3 +X3(3Xt − 8n), (160)
2FˆX3D2+Xt = 2Fˆ (D+X3D+Xt − RtG3 + ξ+X3Gt) +X3(D+X2t −G2t ), (161)
2FˆX3D2−Xt = 2Fˆ (D−X3D−Xt − R3Gt + ξ−X3G3) +X3(D−X2t −G23) (162)
and
σ2(D2+ −D2−)X3
(1− σ2) = −2σ
2D+D−A2 = −(6σ2X3A2 − ξ−A+ − σ2ξ+A−). (163)
For the proof, see Appendix B and formulas (185) and (186) below.
It is rather tricky to integrate these equations directly. There is, however, a simpler way.
Additional integrals can be most readily seen from the original defining variables:
det(qˆ) = det(ˆ˜q) = det(pˆ) = det(ˆ˜p) = det(Uˆ) = det(Wˆ ) = 0,
so
det(X+ ±X−) = det(Φ±G) = 0. (164)
There are also remarkable identities here:
Lemma 7.
Tr
(
(UˆWˆ )k
)
= Tr
(
(Wˆ Uˆ)k
)
. (165)
Proof. It follows by induction from the case k = 1 proved in the previous section by compar-
ison with the results from Toda lattice.
Then we retrieve
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Lemma 8. It follows from eq. (164) that (besides eq. (202) in Appendix B which arises this
way also)
4((X+)
2
a +X
2
a) = J ≡ X2t −X23 − 4σ2(A2)2, (166)
4(Φ2a +G
2
a) = Φ
2
t − Φ23 +G2t −G23, (167)
2{Φa, Ga} = GtΦt −G3Φ3, (168)
and from (165) one can get once again both eqs. (202) and (166), but also another first
integral:
4(G2a − Φ2a) = Φ2t + Φ23 −G2t −G23 − 4X2t (Xt − 4n). (169)
We will need three more auxiliary formulas, which are direct consequences of previously found
first integrals (200), (201) in Appendix B:
X23G
2
a = G
2
3(X+)
2
a − Φ2tX2a − ΦtG3Ca, (170)
X23Φ
2
a = Φ
2
3(X+)
2
a −G2tX2a − Φ3GtCa, (171)
X23{Φa, Ga} = 2(Φ3G3(X+)2a − ΦtGtX2a)− (ΦtΦ3 +GtG3)Ca. (172)
First two of the last equations are obtained by taking square of eqs. (200) and (201), respec-
tively, and the third is their anti-commutator. Plugging (166) into eq. (208) of Appendix B
simplifies it, giving
ΦtΦ3 −GtG3 = 2X3(X2t − 4nXt), (173)
Using these relations together with lemma 8, one can verify that all the higher-order equa-
tions are satisfied, see Appendix C.
One can easily eliminate all auxiliary variables but two: A+, A−, and get
Theorem 11. The joint largest eigenvalue distribution for two coupled Gaussian matrices
satisfies the system of PDE:
ΦtΦ3 −GtG3 − 2XtX3Fˆ = 0, (173)
A+A− = 4σ
2(D+A2D−A2 − 2X3(A2)2), (174)
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(Φt)
2 + (Φ3)
2 −G2t −G23 − 2Fˆ (2X23 + J) = 0, (175)
A2+ + σ
2A2− = 4σ
2(D2+ +D
2
− + A
2J), (176)
Fˆ (A2+ − 4σ2(D2+ −X23A2)) = 2σ2A2(Φ2t −G2t ), (177)
Fˆ (A2− − 4(σ2D2− −X23A2)) = 2A2(Φ23 −G23), (178)
Fˆ (D+A− −D−A+) = A2(ΦtG3 − Φ3Gt), (179)
with notations introduced:
Fˆ = Xt − 4n, J = X2t −X23 − 4σ2(A2)2, D+ = D+A2, D− = D−A2.
For the convenience of the reader we write out again the definitions of the variables entering
the system above:
Gt = Ht+A+, G3 = H3+A−, Ht = 4rt−2ξ+D+rt+ ξ−X3, H3 = 4r3−2ξ−D−r3+ ξ+X3,
Φt = D+Xt = D−X3 − 2D+A2, Φ3 = D−Xt = D+X3 − 2σ2D−A2, σ2 = (1− c)2/(1 + c)2,
X3 = −2D+r3 = −2D−rt = −2DD− ln τJn .
Proof. We already have equations (173) and (174) (for the last see lemma 11 in Appendix
B), equation (176) is the result of taking the combination of equations (210) + σ2(211) from
Appendix B and using (166) to eliminate (X+)
2
a + X
2
a . After expressing G
2
a and Φ
2
a from
equations (167) and (169):
4G2a = Φ
2
t −G23 − 2X2t Fˆ , (180)
4Φ2a = −Φ23 +G2t + 2X2t Fˆ , (181)
and plugging them into (170) and (171), respectively, the last become:
G23(4(X+)
2
a +X
2
3 )− Φ2t (4X2a +X23 ) = 4ΦtG3Ca − 2X23X2t Fˆ , (170)
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Φ23(4(X+)
2
a +X
2
3 )−G2t (4X2a +X23 ) = 4Φ3GtCa + 2X23X2t Fˆ . (171)
Applying (200), (201) and (173) transforms equation (172) into
Φ3G3(4(X+)
2
a +X
2
3 )− ΦtGt(4X2a +X23 ) = 4(ΦtΦ3 −X3Xt(Xt − 4n))Ca. (172)
Then we make combinations, Φt · (172)−Gt · (170), which gives, after using (173),
2X3XtFˆG3(4(X+)
2
a +X
2
3 ) = 4X3XtFˆΦtCa + 2X
2
3X
2
t FˆGt,
and −Φ3 · (172) +G3 · (171), giving, after (173) is applied,
2X3XtFˆGt(4X
2
a +X
2
3 ) = 2X
2
3X
2
t FˆG3 − 4X3XtFˆΦ3Ca.
They are obviously simplified into
G3(4(X+)
2
a +X
2
3 ) = 2ΦtCa +X3XtGt, (182)
Gt(4X
2
a +X
2
3 ) = X3XtG3 − 2Φ3Ca. (183)
Their combination Φ3 · (182)− Φt · (183), compared with (172), means that
4ΦtΦ3Ca +X3Xt(Φ3Gt − ΦtG3) = 4(ΦtΦ3 −X3Xt(Xt − 4n))Ca,
i.e.
ΦtG3 − Φ3Gt = 4FˆCa. (184)
Putting expression for Ca from equation (212) of Appendix B in (184) proves (179). Mul-
tiplying (182) and (183) by 2Fˆ and replacing 4FˆCa in them by the left-hand side of (184)
yields
2Fˆ (4(X+)
2
a +X
2
3 ) = Φ
2
t −G2t = D+X2t −G2t , (185)
2Fˆ (4X2a +X
2
3 ) = Φ
2
3 −G23 = D−X2t −G23. (186)
Adding (185) and (186) and using (166) gives eq. (175), while using them to eliminate (X+)
2
a
from eq. (210) and X2a from (211) leads, respectively, to eqs. (177) and (178).
The system of equations obtained is still redundant since equations (175), (176), (177) and
(178) are in fact linearly dependent. Therefore The system of PDE in the previous theorem
is equivalent to the one in the main corollary 7.
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8 Comparison with Toda lattice approach and new re-
lations among different variables
Let us compare with the results of Toda lattice approach in section 4. Recall that there we
used functions
F = UW = UnWn(1− c2), G+ =WD+U − UD+W, G− =WD−U − UD−W.
Certain combination of equations (160) of theorem 10 from the previous section and (173) of
the main corollary 7 is in fact exactly equivalent to the equation (89) from theorem 3 derived
in section 4. The combination is 2Fˆ ·(160)−(173) as can be guessed by comparing its senior
derivative terms of 4th and 3rd order with that of (89). It can be written as
2FˆD+D−Xt −D+XtD−Xt +GtG3 − 2Fˆ (ξ+G3 + ξ−Gt)− 4X3Fˆ 2 = 0,
which clearly has the same form as (89). Comparing the terms in the two equations, we find
simple correspondences:
4F =
D+rt − σ2D−r3
1− σ2 + 2n = −1/2(Xt − 4n) = −1/2Fˆ ,
G+ = Gt/8, G− = G3/8,
A+ = 4((1− c2)∂crt − ξ+σ2A2), A− = −4((1− c2)∂cr3 + ξ−A2),
and so
σ3[ra,D+ra] = −2c∂crt, σ3[ra,D−ra] = 2c∂cr3. (49)
These last two new important relations show that the main additional variables appearing
in the TW approach to coupled (Gaussian) matrices – the commutators on the left-hand
side – directly correspond to the main new objects appearing in the ASvM approach to the
same problem – the derivatives w.r.t. the coupling c (or w.r.t. time t, recall c = e−t) of the
log-derivatives of the joint largest eigenvalue probability.
The Adler-van Moerbeke equation [3], formula (82) of section 4, in the current variables
reads:
D+G3
Fˆ
= D−Gt
Fˆ
(82)
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9 The smallest complete set of PDE for two Gaussian
coupled matrices
One can in fact eliminate the remaining auxiliary variables – A+ and A−, which turned out
to be directly related to the derivatives of ln τJn with respect to the coupling parameter c, and
thus explicitly obtain PDE in terms of spectral endpoints only. To this end, let
Ft = Fˆ + 2A
2, F3 = Fˆ + 2σ
2A2, ∆ = FtH
2
t − F3H23 , J = X2t −X23 − 4σ2(A2)2,
J+ = 2σ
2(2D2+ + A
2J), J− = 2(2σ
2D2− + A
2J), JA = 4σ
2(D+D− − 2X3(A2)2),
Px = ΦtΦ3−HtH3−2X3XtFˆ−JA, Pt = Φ2t−H2t−(2X23+J)Fˆ−J+, P3 = Φ23−H23−(2X23+J)Fˆ−J−,
P+ = FtPt + F3P3, Pa = H
2
3Pt +H
2
t P3 − 2HtH3Px.
Recall that
Fˆ = Xt − 4n, D+ = D+A2, D− = D−A2,
and introduce
St = A
2Φt − FˆD+, S3 = A2Φ3 − FˆD−, Ja = H3Φt −HtΦ3.
Then, expressing A+, A− from the equations in the main corollary 7, which are linear in
them and their squares, and putting into the other ones, one gets four final equations:
(HtP+ − 2F3H3Px)(2FtHtPx −H3P+) = 4∆2JA, (187)
(HtP+ − 2F3H3Px)2 = 4∆(∆J+ − 2σ2A2Pa), (188)
(2FtHtPx −H3P+)2 = 4∆(∆J− + 2A2Pa), (189)
S3(HtP+ − 2F3H3Px)− St(2FtHtPx −H3P+) = 2A2∆Ja, (190)
as one should since there are four independent senior derivatives involved here:
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Φt = D+Xt = D−X3−2D+A2, Φ3 = D−Xt = D+X3−2σ2D−A2, D+ = D+A2, D− = D−A2.
From the first three one derives:
P 2x = PˆA + 2(H
2
t − σ2H23 )
A2Pa
∆
, (191)
P 2+ = 4(FtF3PˆA +∆(FtJ+ − F3J−)) + 8(F 23H23 − σ2F 2t H2t )
A2Pa
∆
, (192)
A2P 2a = 2∆Pa(D
2
+ − σ2D2−) + ∆2Ia, (193)
where
PˆA = H
2
3J+ +H
2
t J− + 8σ
2HtH3(D+D− − 2X3(A2)2),
Ia = J(2(D
2
+ + σ
2D2−) + A
2J) + 16σ2A2X3(D+D− −X3(A2)2).
We repeat the involved definitions once more for convenience:
Xt = −2D+rt − 2σ2A2 = −2D−r3 − 2A2, X3 = −2D+r3 = −2D−rt,
rt = D+ ln τJn , r3 = D− ln τJn , A2 =
D+rt −D−r3
1− σ2 ,
Ht = 4rt − 2ξ+D+rt + ξ−X3, H3 = 4r3 − 2ξ−D−r3 + ξ+X3.
The combinations Px and P+ turn into Painleve´ IV equations in the one-matrix limit, while
Pa, PA, Ia as well as ∆ go to zero then.
Since
∆ = FtH
2
t − F3H23 ∼ 2(1− σ2)A2(8G)2,
and, when ξ2 →∞, 8G ≡ 4(rt − ξ1∂ξ1rt) = 4(r3 − ξ1∂ξ1r3), we can estimate
Pa = H
2
3Pt +H
2
t P3 − 2HtH3Px ∼ (8G)2(C1A2 + C2∂ξ1A2),
where the quantities C1 and C2 remain finite in the next limit, so at fixed c (or σ
2), as ξ2 →∞,
A2Pa
∆
→ 0.
Thus, equations (191) and (192) also tend to Painleve´ IV in the one-matrix limit, while the
other two – (193) and (190) – become trivial.
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10 Conclusions
The joint probability for the (largest) eigenvalues of two coupled Gaussian matrices with
unitary invariant probability density satisfies a number of nonlinear integrable PDE some of
which are coupled analogs of Painleve´ IV equation for one-matrix GUE. The corresponding
equations for the scaling limits of Airy process can be obtained from the system in the main
corollary 7 of section 3, but their consideration as well as due generalizations to several spectral
endpoints (partly treated in section 4 though) and several coupled matrices are delegated to
a forthcoming work.
The matrix kernel approach appears in a sense superior to the one based on Hirota bilinear
identities and Virasoro constraints. The first allows to obtain at once all PDE satisfied by
the joint gap probabilities while the last gives various subsets of the whole set of such PDE,
depending on which nonlinear integrable equations in “times” have been taken as the starting
point. This situation is quite similar to what we recently found for the one-matrix case with
several spectral gaps [19].
For the Gaussian coupled ensemble simple relations among variables of different approaches
are found here, and there is hope, supported by our analysis of single-matrix UE [18], that
they again can be extended to other coupled RM. For some of them this is already shown
here in section 6. Comparison of biorthogonal function structures considered in [5] and the
matrix kernel approach of [23] is an interesting future direction. Biorthogonal case analogs of
3-term relations for functions in the resolvent kernel [18], which may combine finite difference
recurrence and differentiation formulas, need to be found. They would present the coupled
case from the (bi)orthogonal functions point of view, appearing the best for the description
of one-matrix ensembles.
A Dyson Brownian motion (BM) model (or Dyson process) for all orthogonal-polynomial
matrix ensembles can be constructed. It gives a class of coupled ensembles whose joint prob-
ability density satisfies a diffusion Fokker-Planck (FP) equation. The BM model can be
mapped onto a quantum many-body problem and its transition density conveniently repre-
sented in terms of Green function for the quantum mechanical model, see e.g. [8, 13]. Then,
for unitary ensembles possessing the BM representation, one can get the matrix kernel of the
form obtained in [23] for Hermite and Laguerre cases, i.e. express it in terms of the corre-
sponding eigenfunctions and eigenvalues of the effective Hamiltonian obtained from stationary
FP operator by the above mapping. Then it is possible to give a TW-type derivation of PDE
for arbitrary BM ensembles, if the differentiation formulas [21] are available, a situation just
like in the one-matrix case.
Current work also paves the way for obtaining new integrable PDE satisfied by gap prob-
abilities of other ensembles with similar matrix kernel such as e.g. Pfaffian ensembles.
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Appendix A
Proof of theorem 2 is given here.
For further analysis we need more commutation relations:
A0 A˜
c
=
A
c
(A0 + 1)− 2A, A˜0A
c
=
A
c
(A˜0 + 1)− 2A˜.
The system of five equations we are considering apparently contains more unknowns than
equations but we can enhance it. To this end, add up eq. (66) multiplied by AW and eq. (67)
multiplied by AU , which leads to the relation:
2(AWA0U −AUA0W ) = −2A2TAF −A
(
(AF )2 −G2
4F
)
. (194)
The “dual” copy of it is the outcome of adding up eq. (68) multiplied by A˜W and eq. (69)
multiplied by A˜U :
2(A˜W A˜0U − A˜UA˜0W ) = −2A˜2T A˜F − A˜
(
(A˜F )2 − G˜2
4F
)
. (195)
The expression on the left-hand side of (194) can be written in two different ways:
AWA0U −AUA0W = AG0 − (WAA0U − UAA0W ) = −A0G+ (WA0AU − UA0AW ).
Using the commutation relation
A0A = A(A0 − 1),
one gets
2(WAA0U − UAA0W ) = (A0 + 1)G+AG0,
and so
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2(AWA0U −AUA0W ) = AG0 − (A0 + 1)G.
The “dual” of this also obviously holds:
2(A˜W A˜0U − A˜UA˜0W ) = A˜G˜0 − (A˜0 + 1)G˜.
Plugging the last expressions into the left-hand sides of eqs. (194) and (195), respectively, one
gets the needed additional equations
AG0 = (A0 + 1)G− 2A2TAF −A
(
(AF )2 −G2
4F
)
. (196)
A˜G˜0 = (A˜0 + 1)G˜− 2A˜2T A˜F − A˜
(
(A˜F )2 − G˜2
4F
)
. (197)
Using the found expressions for G, G˜ in terms of T and commutation relations, we can express
(A0 + 1)G = −(A0 + 1)(A0 − 1)A˜T
2c
= −(A20 − 1)
A˜T
2c
=
= −1/2(A0(A˜/c(A0+1)−2A)−A˜/c)T = −1/2((A˜/c(A0+1)−2A)(A0+1)−2A(A0−1)−A˜/c)T =
= −1/2(A˜/c(A20 + 2A0)− 4AA0)T,
i.e.
(A0 + 1)G = 2AA0T − 1
2c
A˜(A20 + 2A0)T. (198)
Completely similarly,
(A˜0 + 1)G˜ = 2A˜A˜0T − 1
2c
A(A˜20 + 2A˜0)T. (199)
The last expressions together with (74) mean that the eqs. (196) and (197) can be written as
A
(
G0 +
(AF )2 −G2
4F
− 2A0T
)
= −A˜
(
1
4c
(A2T )2 + 1
2c
(A20 + 2A0)T
)
, (196)
A˜
(
G˜0 +
(A˜F )2 − G˜2
4F
− 2A˜0T
)
= −A
(
1
4c
(A˜2T )2 + 1
2c
(A˜20 + 2A˜0)T
)
. (197)
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Now we eliminate G0 and G˜0 from them with the help of eqs. (77) and (78) and obtain two
higher-order, in fact 5-th order in T , PDE where everything can be expressed in terms of T
only, the ones in the theorem 2.
Appendix B
Let us write out the diagonal and anti-diagonal parts of the matrix equations (147), (148)
and (149) separately. Equation (147) gives, using (150),
[(X+)a, Ga] = −2A2σΦd + {Xa,Φa},
which splits into two scalar equations:
[(X+)a, Ga] = −ΦtA2σ, {Xa,Φa} = Φ3A2(σ3σ).
Its anti-diagonal part reads:
X3Ga = G3(X+)a + Φtσ3Xa. (200)
For the eq. (148) we get in the same way:
[(X+)a,Φa] = −2A2σGd + {Xa, Ga},
which splits into
[(X+)a,Φa] = −GtA2σ, {Xa, Ga} = G3A2(σ3σ),
and the anti-diagonal part,
X3Φa = Φ3(X+)a +Gtσ3Xa. (201)
Combining the above equations implies some new ones, e.g.
{(X+)a, Xa} = (σ3σ)X3A2, (202)
X3[Φa, Ga] = (GtG3 − ΦtΦ3)A2σ, (203)
X3(Φ3Ga −G3Φa) = (ΦtΦ3 −GtG3)σ3Xa. (204)
Taking the diagonal part of equation (149) (using (150) again) gives two scalar equations, one
of which is the above (202) again, while the other is
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[Φa, Ga] = −
(
3X2t +X
2
3
2
− 8nXt + 2(X+)2a + 2X2−
)
A2σ. (205)
The anti-diagonal part of (149) is
Φ3σ3Ga−G3σ3Φa = (3trX2d−8nXt+2X2−)Xa−X3σ3(X3σ3Xa+2A2σ(X+)a)+2[(X+)a, Xa](X+)a,
i.e.
Φ3Ga−G3Φa =
(
3X2t +X
2
3
2
− 8nXt + 6(X+)2a + 2X2−
)
σ3Xa+2(σ3[(X+)a, Xa]−X3A2σ)(X+)a.
(206)
One has an identity for 2× 2 anti-diagonal matrices:
2(X+)
2
aXa = ({(X+)a, Xa} − [(X+)a, Xa])(X+)a, (207)
which, together with (202) means
2(X+)
2
aσ3Xa − (X3A2σ − σ3[(X+)a, Xa])(X+)a = 0.
The last relation simplifies equation (206), it becomes
Φ3Ga −G3Φa =
(
3X2t +X
2
3
2
− 8nXt + 2(X+)2a + 2X2−
)
σ3Xa. (206)
Comparing this with eq. (204) one gets a scalar relation
ΦtΦ3 −GtG3 = X3
(
3X2t +X
2
3
2
− 8nXt + 2(X+)2a + 2X2−
)
, (208)
which equally well follows from eqs. (203) and (205). There is actually a lot of redundancy
here and some relations arise in several different ways.
To summarize, we proved
Lemma 9. The full matrix first integrals reduce to four independent relations – two scalar
and two anti-diagonal matrix:
{(X+)a, Xa} = (σ3σ)X3A2, (202)
X3Ga = G3(X+)a + Φtσ3Xa, (200)
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X3Φa = Φ3(X+)a +Gtσ3Xa, (201)
ΦtΦ3 −GtG3 = X3
(
3X2t +X
2
3
2
− 8nXt + 2(X+)2a + 2X2−
)
, (208)
and all the other above relations follow by taking commutators or anti-commutators involving
(200) and/or (201).
Next we use the identity (of which eq. (207) is an instance)
Lemma 10. For any anti-diagonal 2× 2 matrices Aa and Ba:
2A2a · Ba = ({Aa, Ba} − [Aa, Ba])Aa
and its scalar consequence
4A2aB
2
a = {Aa, Ba}2 − [Aa, Ba]2.
In particular, matrices (X+)a and Xa ≡ (X−)a can be expressed as
2A2(X±)a = ({A,X±} − [A,X±])A.
Besides, we have the facts:
[A, (X+)a] = D+A2σ3, [A,Xa] = −D−A2σ, {(X+)a, Xa} = (σ3σ)X3A2, (209)
first two are consequences of the eqs. (153) and the third is the eq. (202). We apply all this
to derive
Lemma 11.
16σ2A2(X+)
2
a = A
2
+ − 4σ2(D+A2)2, (210)
16A2X2a = A
2
− − 4σ2(D−A2)2, (211)
4A2Ca ≡ 4A2σ3[(X+)a, Xa] = −A+D−A2 + A−D+A2, (212)
A+A− = 4σ
2(D+A2D−A2 − 2X3(A2)2). (174)
The last equations should be considered as four more scalar first integrals.
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Let us substitute the expressions (200) and (201) into the right-hand sides of the equations
of the system. The anti-diagonal parts of the equations, besides (153), become:
X3D+(X+)a = Φ3(X+)a + (Gt − ξ−X3)σ3Xa − 2X3A2σA˜, (213)
σ3D+Xa = X3A˜− ξ−(X+)a, (214)
X3D+Φa = (ξ+G3 +X3(3Xt − 8n))(X+)a + ξ+Φtσ3Xa +X3GtA˜, (215)
X3D+Ga = ξ+Φ3(X+)a + 2X3A2σ(X+)a + (ξ+Gt +X23 )σ3Xa +X3ΦtA˜, (216)
D−(X+)a = −X3σ3A− ξ+σ3Xa, (217)
X3σ3D−Xa = (G3 − ξ+X3)(X+)a + Φtσ3Xa + 2X3A2A˜, (218)
X3D−Φa = (ξ−G3 +X23 )(X+)a + (ξ−Φt + 2X3A2σ)σ3Xa −X3Φ3σ3A. (219)
X3D−Ga = ξ−Φ3(X+)a + (ξ−Gt +X3(3Xt − 8n))σ3Xa −X3G3σ3A, (220)
Applying the above anti-diagonal identities simplifies eqs. (213) and (218), they turn into
X3D+(X+)a = D+X3(X+)a + (Gt − ξ−X3 − A+)σ3Xa ≡ D+X3(X+)a +Rtσ3Xa, (213)
X3σ3D−(X−)a = (G3 − ξ+X3 −A−)(X+)a +D−X3σ3Xa ≡ R3(X+)a +D+X3σ3Xa, (218)
where
Rt = 4rt − 2ξ+D+rt, R3 = 4r3 − 2ξ−D−r3. (221)
As follows from these definitions,
D−Rt = ξ+D+X3 − 2X3, D+R3 = ξ−D−X3 − 2X3. (222)
We now match the mixed second derivatives D+D−(X+)a etc. found from the corresponding
pairs of the above anti-diagonal equations. It turns out that taking both pairs of equations
(213), (217) and (214), (218), as well as plugging (200) and (201) into the left-hand sides of
(216) and (219), respectively, leads to the same higher-order scalar consistency equation:
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Lemma 12.
X3D+D−X3 −D+X3D−X3 +RtR3 − (X3 + ξ+ξ−)X23 = 0. (159)
This is in fact a 4-th order PDE for ln τJn , since all the variables in (159) have been already
expressed in terms of ln τJn before.
However, we are going to obtain 3-rd order equations in ln τJn and show that (159) is a
consequence of them.
Consider next the eqs. (214) and (217). Applying (153), one sees that both of them then
reduce to the same anti-diagonal consistency equation:
D+D−A = (X3 + ξ+ξ−)A. (223)
Using it, compute
D+D−A2 = {A,D+D−A}+ {D+A,D−A} = 2(X3 + ξ+ξ−)A2 + {D+A,D−A},
and, applying (153) again and (202),
σ2{D+A,D−A} = −1/2ξ+σ2A− − 1/2ξ−A+ + (X3 − 2ξ+ξ−)σ2A2.
Equation (163) of theorem 10 immediately follows from the last two formulas.
Lemma 13. The remaining anti-diagonal equations (215) and (220), if we substitute (201)
and (200), respectively, into their left-hand sides, result in three independent scalar equations
(three rather than four because D+Φ3 = D−Φt = D+D−Xt):
D+Φ3 = D−Φt = ξ−Gt + ξ+G3 +X3(3Xt − 8n), (160)
X3D+Gt = D+X3Gt −RtΦ3 + ξ+X3Φt, (224)
X3D−G3 = D−X3G3 −R3Φt + ξ−X3Φ3. (225)
The last two of them, however, have been in fact already integrated when Gd was obtained:
they are trivially satisfied if Gd is plugged into their left-hand sides.
The other 4-th order equations can be produced in more than one way. We write out just
one here.
Lemma 14. The following higher-order (4-th order in ln τJn ) equations hold:
X3D+Φt = D+X3Φt − RtG3 + ξ+X3Gt +X3(X23 + 4(X+)2a), (161)
X3D−Φ3 = D−X3Φ3 − R3Gt + ξ−X3G3 +X3(X23 + 4X2a). (162)
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Proof. Consider the remaining diagonal equations of the original system, namely the ones for
the derivatives of Φd:
D+Φd = 3(X2d + (X+)2a)− 8nXd +X2− + 2ξGd + {A˜, Ga}, (226)
D−Φd = 2σ3(X2d+(X+)2a−4nXd+X2−)+σ3(X2d−(X+)2a)−σ3((X−)2d−X2a)+2σ3ξGd+[A,Φa].
(227)
Substituting (200) into (226) and (201) into (227), then separating the Tr(·) and Tr(σ3·) parts,
we get equation (160) again plus two more scalar equations:
X3D+Φt = X3
(
3X2t +X
2
3
2
− 8nXt + 2(X+)2a + 2X2−
)
+X3(X
2
3 + 4(X+)
2
a)+
+ ξ+X3Gt + (ξ−X3 + A+)G3 + 2σ
2D−A2Φt, (228)
X3D−Φ3 = X3
(
3X2t +X
2
3
2
− 8nXt + 2(X+)2a + 2X2−
)
+X3(X
2
3 + 4X
2
a)+
+ (ξ+X3 + A−)Gt + ξ−X3G3 + 2D+A2Φ3. (229)
Now we recall relations (155), (156) and (208) and see that these last equations reduce to
equations (161) and (162), respectively.
This, together with formulas (185) and (186) applied in eqs. (161) and (162), ends the
proof of theorem 10.
Appendix C
In Appendix B we proved theorem 10 – the five 4th-order equations for ln τJn .
After using formulas
2Fˆ (4(X+)
2
a +X
2
3 ) = Φ
2
t −G2t , (185)
2Fˆ (4X2a +X
2
3 ) = Φ
2
3 −G23, (186)
and Φt = D+Xt, Φ3 = D−Xt, eqs. (161) and (162) take the final form:
2FˆX3D2+Xt = 2Fˆ (D+X3D+Xt − RtG3 + ξ+X3Gt) +X3(D+X2t −G2t ), (161)
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2FˆX3D2−Xt = 2Fˆ (D−X3D−Xt −R3Gt + ξ−X3G3) +X3(D−X2t −G23). (162)
On the other hand, in the corollary 7 of section 3 we obtained the system of 3rd-order
equations, which should be an integrated version of equations of theorem 10 and other higher-
order equations. Here we show that indeed all equations of theorem 10 follow from the ones
of corollary 7.
Proof. One has the following equations for the derivatives of Gt, G3, A+ and A−:
X3D+Gt = D+X3Gt − RtD−Xt + ξ+X3D+Xt, (224)
X3D−G3 = D−X3G3 − R3D+Xt + ξ−X3D−Xt. (225)
2FˆD−Gt = −(G3 − 2ξ−Fˆ )D+Xt + (Gt + 2ξ+Fˆ )D−Xt, (230)
2FˆD+G3 = (G3 + 2ξ−Fˆ )D+Xt − (Gt − 2ξ+Fˆ )D−Xt, (231)
X3D+A+ = D+X3A+ + 2σ2(RtD−A2 − ξ+X3D+A2), (232)
X3D−A− = D−X3A− + 2(R3D+A2 − ξ−X3D−A2). (233)
2A2D−A+ = −(A− + 4ξ−A2)D+A2 + (A+ − 4ξ+σ2A2)D−A2, (234)
2A2D+A− = (A− − 4ξ−A2)D+A2 − (A+ + 4ξ+σ2A2)D−A2. (235)
(Writing them out, we used e.g. formulas 4FˆCa = G3D+Xt−GtD−Xt and 4A2Ca = A−D+A2−
A+D−A2.) Recall also relations:
D2+X3 = D+D−Xt + 2σ2D+D−A2, D2−X3 = D+D−Xt + 2D+D−A2,
D+D−X3 = D2−Xt + 2σ2D2−A2 = D2+Xt + 2D2+A2,
which are consequences of
D+X3 = D−Xt + 2σ2D−A2, D−X3 = D+Xt + 2D+A2,
and which show that the written above are in fact the only five independent 4th-order equa-
tions. The rest of the proof is long, tedious calculations, in which we take derivatives of
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the 3rd-order PDE and compare them with such combinations of the 4th-order PDE that
the highest derivative terms cancel out. Then we see that the rest reduces to the 3rd-order
equations themselves. In this way one verifies e.g. that
D+(173) = D−Xt · (161) + 2FˆX3D+Xt · (160),
and, similarly, or by symmetry,
D−(173) = D+Xt · (162) + 2FˆX3D−Xt · (160).
Differentiating (174), one can get a combination
FˆX3D+(174) + σ2D−A2 · (161) = 0,
which turns out to be equivalent to
σ2 · (159) +X3D+A2 · (163) = 0.
Then by symmetry one has also
σ2 · (159) +X3D−A2 · (163) = 0
from the combination
FˆX3D−(174) + σ2D+A2 · (162) = 0.
If one considers equation FˆX3D+(Pt + P3) = 0 and applies (45) and (179), one comes to the
combination
D+Xt · (161) + 2FˆX3D−Xt · (160) = 0,
and analogously or by symmetry one also gets the combination
D−Xt · (162) + 2FˆX3D+Xt · (160) = 0.
Thus, one sees that all five independent 4th-order equations indeed follow from the 3rd-
order equations.
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