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CHAPITRE 1
INTRODUCTION GÉNÉRALE
Description
L’avancée technologique et la miniaturisation des composants électroniques ont facilité
l’émergence des réseaux de capteurs [1]. Les capteurs (nœuds) formant ce genre de
réseaux ont comme particularité leur petite taille ce qui implique des ressources limitées
en termes d’énergie et de calcul comparé à un ordinateur par exemple.
Les capteurs ont pour finalité d’être déployés en grand nombre dans un lieu donné
afin d’automatiser des mesures environnementales comme la température ou la pres-
sion notamment, ou afin de contrôler l’environnement dans des applications de maisons
intelligentes par exemple (réglage de la température, de la luminosité, etc.).
Ces derniers sont composés entre autres d’un module de communication et de captage
ayant pour rôle de collecter des informations et de les transmettre vers le nœud qui sera
chargé de les traiter (serveur central, contrôleur, etc.).
Applications
Le coût de production de ces dispositifs étant faible, un déploiement massif des réseaux
de capteurs devrait être observé dans les années à venir. De nombreuses applications
ont déjà été définies pour ce genre de réseaux, parmi lesquelles nous pouvons citer:
• La surveillance de l’environnement (météo, agriculture, etc.) [2–4]
• Les applications militaires [5]
• Les applications liées au bâtiment (maison intelligente, sécurité, etc.) [6, 7]
• Les applications médicales [8, 9]
• Les applications industrielles [10,11]
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La contrainte énergétique dans les réseaux de capteurs
Comme cité ci-dessus, ces réseaux ont un spectre très large en terme d’applications [12],
chacune ayant des attentes di érentes en terme de performances, ce qui implique des
contraintes très di érentes en terme de réactivité (latence tolérée), d’intensité de trafic,
de sécurité, de densité etc. Le dénominateur commun entre toutes ces applications
est la nécessité d’avoir une bonne fiabilité tout en minimisant les coûts énergétiques et
maximisant la durée de vie du réseau.
Sachant que dans la plupart de ces applications les nœuds n’auront pas une quantité
inépuisable d’énergie, ils seront dans la majorité des cas alimentés sur batterie ou équipés
de modules de récupération d’énergie (vibration, lumière, chaleur ...). Néanmoins la
quantité d’énergie récupérée ne sera pas su sante et de ce fait des e orts doivent être
faits au niveau protocolaire afin d’économiser cette ressource [13].
L’économie d’énergie sera donc l’enjeu le plus important pour l’émergence et la pop-
ularisation de cette technologie [14].
L’apparition de ces réseaux a changé la manière de penser les réseaux: l’objectif prin-
cipal n’est plus de maximiser le débit, mais de maximiser la durée de vie du réseau grâce
à des protocoles capables de fonctionner avec de faibles consommations énergétiques et
de calcul tout en restant fiables.
Afin de prendre en compte cette contrainte il faut adapter les protocoles existants
ou en développer de nouveaux. Dans les réseaux de capteurs le design des protocoles
est intimement lié aux contraintes applicatives [15]. Les applications pour ce genre de
réseaux sont tellement nombreuses qu’il faudra en tenir compte dans la conception de
ces protocoles et la couche MAC aura un impact des plus importants. Etant chargée
de l’accès au canal, elle aura pour rôle de contrôler le module radio, et donc d’en ré-
duire au maximum l’usage, puisqu’il représente l’une des principales sources de dépense
énergétique [16,17].
La couche MAC dans un réseau de capteurs devra donc être développée dans l’objectif
de réduire au maximum le coût énergétique. Une couche MAC idéale, adaptée à toutes les
applications citées ci-dessus, sera di cile à réaliser. Ainsi il faudra faire des compromis
sur les performances que peuvent o rir ce genre de réseaux (réactivité, délais, débit,
durée de vie, etc.).
Comme facteurs de consommation énergétique devant être réduits, ou idéalement
évités dans les réseaux de capteurs, on dénombre :
• Les collisions qui surviennent lorsque deux stations ou plus, se trouvant à portée
radio les unes des autres, émettent des paquets au même moment, impliquant la
perte des paquets et leur réémission
• L’overhearing qui peut être défini comme la réception par les nœuds de paquets ne
leur étant pas destinés
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• L’overhead représenté par la quantité de trafic de contrôle échangés dans le réseau.
• L’écoute passive (idle listening) qui représente le temps où un nœud écoute le canal
sans qu’il y ait de paquet à son adresse
• L’over-emitting que l’on peut définir comme étant l’émission de paquets vers un
nœud ayant sa radio éteinte
Les types de trafic dans les réseaux de capteurs
Dans un réseau de capteurs, di érents types de trafic peuvent être rencontrés et sont
divisés en trois catégories:
• La première catégorie, qui peut être considérée comme le trafic le plus répandu
dans les réseaux de capteurs est le trafic dit convergecast (Multi-point to Point):
les données sont générées par les nœuds dans le réseau et envoyées vers un nœud
central du réseau appelé puits (Sink) afin d’y être traitées
• La deuxième catégorie est celle où le trafic est généré par le puits et envoyé aux
nœuds du réseau (Point to Multi-point)
• Et pour finir, la dernière catégorie est la catégorie Point to Point qu’on peut
résumer comme l’échange de données entre deux nœuds quelconques du réseau
Dans ces di érentes catégories le trafic peut être de type périodique ou non péri-
odique. Dans les réseaux de collecte d’informations par exemple, le type de trafic le plus
répandu sera le trafic périodique: chaque nœud après mesure périodique, mesure de la
consommation électrique dans un bâtiment par exemple, doit envoyer un paquet. Un
autre type de trafic assez représentatif des réseaux de capteurs est le trafic dit événe-
mentiel. Nous le retrouvons par exemple dans des applications liées à la surveillance
d’une zone donnée. Les capteurs ne transmettent les données qu’après détection d’un
événement, par exemple la détection de fuites dans une centrale nucléaire ou pétrolière.
Ce trafic sera sous forme de burst généré à la détection d’un événement. Le troisième
type est le trafic à la demande, où un nœud n’envoie les informations qu’à la demande
(réception de requête) : nous pouvons citer par exemple les applications de domotique
ou de télé surveillance.
Motivations de ce travail de thèse
Dans ce travail de thèse nous nous focaliserons principalement sur la couche MAC du
standard IEEE 802.15.4. Nous sommes partis du constat qu’un grand nombre de travaux
ont été e ectués dans le domaine des couches MAC des réseaux de capteurs, des centaines
d’articles ont été publiés, des centaines de nouveaux protocoles ont vu le jour, parmi
lesquels on dénombre:
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• Des protocoles se basant sur la synchronisation
• Des protocoles évitant la synchronisation et utilisant la technique d’échantillonnage
de préambule
• Des protocoles mixant les deux techniques de synchronisation et d’échantillonnage
de préambule appelés les protocoles hybrides
• Des protocoles utilisant la technique de FDMA (Frequency Division Multiple Ac-
cess)
Il est vrai que ces protocoles ont tous apporté à leur manière des solutions aux
problèmes imposés par les contraintes liées aux réseaux de capteurs, mais le constat que
nous faisons ici est que malgré toutes ces propositions plus originales les unes que les
autres, aucun consensus n’en est sorti. Notre opinion est que le standard IEEE 802.15.4
représente le meilleur compromis pour les réseaux de capteurs. Néanmoins la couche
MAC de ce standard n’est pas parfaite, bien au contraire.
Ce standard a été proposé afin de gérer des réseaux tels que les réseaux de capteurs.
Dans cette thèse nous nous sommes proposés d’étudier en profondeur le standard IEEE
802.15.4 et plus exactement la couche MAC proposée dans ce dernier. De notre point
de vue d’importants e orts doivent être fait dans les couches basses du modèle OSI, car
sans une couche physique et une couche MAC fiables, toutes les optimisations proposées
pour les couches supérieures resteront vaines.
L’auto-organisation et l’adaptabilité aux contraintes inhérentes aux capteurs est plus
que primordiale, sachant que ces réseaux ont comme vocation d’être autonomes et de
fonctionner plusieurs années sans intervention externe.
Le but de cette thèse est de proposer des solutions permettant l’auto-adaptation
et l’auto-organisation des nœuds formant le réseau aux conditions imposées par leur
environnement telles que la densité et les interférences. Les optimisations apportées dans
ce travail de thèse ont comme finalité de permettre une bonne gestion des ressources
disponibles tant au niveau du spectre radio que de l’utilisation e cace du canal de
communication.
Organisation du manuscrit
Le manuscrit est organisé en une introduction, deux parties découpées en six chapitres
et une conclusion.
La première partie nommée état de l’art se compose de deux chapitres: le premier
chapitre a pour but d’introduire les plus importantes couches MAC proposées pour les
réseaux de capteurs. Dans le deuxième chapitre nous présenterons le standard IEEE
802.15.4, ainsi que les principales problématiques posées par la couche MAC proposée
et une bref description de la norme ZibBee.
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La seconde partie de ce manuscrit concerne les contributions apportées dans ce travail
de thèse aux di érents problèmes rencontrés dans les réseaux de capteurs actuels utilisant
le standard IEEE 802.15.4: la gestion des collisions de supertrame et le mécanisme
d’accès au canal.
Le chapitre 4 présente l’une de nos contributions. Nous proposons une nouvelle
méthode de construction de topologie et d’ordonnancement de Beacons se basant sur
l’utilisation des di érents canaux mis à disposition par le standard IEEE 802.15.4.
Dans le chapitre 5 nous étudierons en détail la méthode d’accès proposée dans le
standard IEEE 802.15.4: nous montrerons que cette méthode d’accès n’est pas adaptée
aux réseaux de capteurs à moyenne et forte densité.
Dans le chapitre 6 nous proposerons deux algorithmes faisant évoluer la méthode
d’accès CSMA/CA du standard permettant une adaptation aux conditions du réseau en
terme de densité de voisinage et d’intensité de trafic o rant des performances optimales.
Enfin dans le dernier chapitre il sera question de tirer les conclusions de ce travail et
d’évoquer les perspectives futures en relation avec les développements des technologies
sans fil.
5

Partie I
Etat de l’art
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Introduction de l’état de l’art
Les réseaux de capteurs sans fil, aussi appelés WSN (Wirless Sensor Network), sont
souvent assimilés aux réseaux Ad Hoc. Il est vrai que dans un certain sens nous retrou-
verons toutes les problématiques déjà étudiées dans ces derniers. Néanmoins avec des
problématiques presque identiques les solutions retenues pour les uns ne peuvent pas
être appliquées d’une manière optimale pour les autres [18].
Comme contraintes communes entre les réseaux ad hoc et les réseaux de capteurs on
peut citer: la non présence d’infrastructure, la non fiabilité des liens radio ainsi que le
problème de l’énergie. Cependant, dans les réseaux de capteurs sans fil, ces contraintes
sont plus critiques, du fait de la taille des capteurs. Les réseaux de capteurs sou rent
plus de la contrainte énergétique due à la taille de leur batterie, mais aussi des capacités
limitées en terme de mémoire et de calculs.
La consommation énergétique dans les réseaux de capteurs représente l’enjeu majeur
en termes de recherche et d’innovation. La problématique est donc de réussir à maximiser
la durée de vie du réseau tout en o rant une bonne fiabilité.
En plus de la contrainte énergétique, il existe d’autres facteurs tout aussi importants,
tels que le faible débit, la portée, la capacité de calcul et la mémoire limitée [19].
Les réseaux de capteurs ont attiré de nombreux chercheurs et industriels ces dernières
années. En e et l’apparition de ces réseaux a fait apparaître un nouveau paradigme dans
la recherche en réseau. Le changement réside dans le fait que la course au débit n’est
plus de mise. On revient à un problème simple de prime abord: comment faire des
réseaux fiables avec peu de ressources.
Dans cette partie nous présentons les principales propositions ayant été faites afin de
répondre aux problématiques posées par les contraintes citées ci-dessus.
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CHAPITRE 2
COUCHES MAC POUR LES RÉSEAUX DE CAPTEURS
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2.1 Introduction
Un grand nombre d’études ont traité les problématiques posées par les réseaux de cap-
teurs et les solutions pouvant être proposées au niveau MAC afin de les résoudre. Les
protocoles MAC proposés ont tous eu comme objectif d’apporter des solutions au prob-
lème d’énergie dans les réseaux de capteurs se basent tous sur le même principe de
duty cycle dans le but de réduire le coût énergétique de fonctionnement du réseau en
minimisant l’utilisation de la radio.
La di érence entre les propositions que nous allons décrire réside dans la manière de
faire communiquer les nœuds et de maintenir le réseau connecté:
• Les protocoles synchronisés où les nœuds ont des périodes de réveils synchronisées
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• Les protocoles à préambule où les périodes de réveil ne sont pas synchronisées et
utilisent l’envoi de préambule avant l’émission de trame afin d’avertir le voisinage
d’une future transmission.
• La famille des protocoles hybrides qui est un mélange entre les deux techniques de
protocole synchronisé et à préambule
• Les protocoles utilisant di érents canaux afin de paralléliser les communications
2.2 Les protocoles synchronisés
Les protocoles synchronisés ont pour but de faire coordonner les phases de réveil des
nœuds afin qu’ils se réveillent en même temps et ainsi puissent s’échanger leurs données
sans problème de connectivité tout en économisant leur énergie. Plusieurs protocoles
utilisant la technique de synchronisation ont été proposés. Les plus importants d’entre
eux sont décrits ci-après.
Le protocole S-MAC (Sensor MAC) [20] est l’un des premiers protocoles synchronisés
proposés pour les réseaux de capteurs. Tous les nœuds d’un même voisinage partagent
la même période de réveil afin d’éviter le problème de surdité. Dans le protocole S-MAC
le nœud a deux états possibles (cf. Fig. 2.1).
• Période d’activité (Radio allumée): les nœuds se réveillent afin de s’envoyer dans
l’ordre les paquets de synchronisation appelés SYNC puis les trames de données
• Période d’inactivité (Radio éteinte): les nœud éteignent la radio pour économiser
la batterie
A l’initialisation les nœuds commencent par écouter le canal pendant une durée
déterminée en attente de paquets de synchronisation SYNC.
• Si aucun paquet n’est reçu, le nœud choisit un ordonnancement et le transmet
(dans un SYNC) afin de le déclarer à son voisinage direct. Ce paquet contient le
temps d’éveil du nœud ainsi que le temps jusqu’au prochain réveil.
• Si au contraire pendant la durée d’écoute, le nœud reçoit un paquet SYNC d’un
autre nœud, il suit l’ordonnancement de son voisin et le retransmet à son tour dans
un SYNC.
• Si un nœud a déjà adopté un ordonnancement et qu’il reçoit un paquet SYNC
d’un autre nœud avec un autre ordonnancement, alors il doit adopter les deux
ordonnancements, puis transmettre un paquet SYNC avec ses deux périodes de
réveil aux autres nœuds.
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Active period
Sync RTS CTS Data
Figure 2.1: S-MAC
Le protocole SMAC utilise le mécanisme RTS/CTS afin d’éviter le problème de
stations cachées, et le mécanisme CSMA/CA du standard 802.11 [21] est utilisé pour
éviter les collisions.
Un mécanisme d’adaption de duty cycle au besoin de communication a été proposé
dans DSMAC (Dynamic SMAC) [22] qui est une extension du protocole S-MAC perme-
ttant aux nœuds de rajouter des périodes d’activité supplémentaires et ainsi augmenter
leur duty cycle. Une autre proposition d’extension de S-MAC a été proposée dans [23]
afin de prendre en charge les réseaux de capteurs mobiles. Les périodes d’activité dans
ce protocole sont adaptées à la mobilité du voisinage en se basant sur la variation de la
puissance du signal des paquets SYNC reçus.
Le protocole T-MAC (Timeout MAC) [24] fonctionne de la même façon que S-MAC
avec des périodes d’éveil/endormissement négociées entre les nœuds par le biais des pa-
quets SYNC. La di érence entre ces deux protocoles réside dans le fait que le protocole
T-MAC prévoit un mécanisme d’adaptation au trafic et ceci dans le but de pallier la
rigidité de fonctionnement du protocole S-MAC. T-MAC a pour but de permettre aux
nœuds d’augmenter la taille de la période active en cas de besoin, à l’encontre de DS-
MAC [22] qui rajoute des périodes d’activités supplémentaires. T-MAC a aussi pour
objectif d’éviter de garder la radio allumée alors qu’aucun trafic n’existe sur le canal (cf.
Fig. 2.2), ainsi dans T-MAC un nœud pourra éteindre sa radio avant la fin de sa période
d’activité s’il n’est pas impliqué dans des communications au bout d’un temps TA (cf.
Fig. 2.2).
Le protocole D-MAC [25] a été proposé afin de pallier le problème de latence engendré
par l’utilisation des protocoles S-MAC et T-MAC, tout en ayant toujours comme objectif
la diminution de la consommation énergétique. Ce protocole a principalement été conçu
pour des applications avec un trafic de type convergecast.
Le principe de D-MAC représenté en figure 2.3 est de faire concorder les périodes de
réveil le long de l’arbre afin que les données transitent le plus rapidement possible vers
le puits. Chaque nœud se voit attribué un slot temporel découpé en deux parties: la
première pour la réception de données des fils, et la deuxième pour l’envoi des paquets
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Figure 2.2: T-MAC
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Figure 2.3: D-MAC
vers le père. L’avantage de ce protocole réside dans la remontée rapide des données vers
le puits, mais aucun mécanisme afin d’éviter les collisions n’a été introduit dans le cas où
deux nœuds de di érentes branches de l’arbre choisissent le même ordonnancement. Un
des inconvénients de ce protocole est qu’en cas de changement de topologie les périodes
de communications doivent être recalculées.
2.3 Les protocoles à préambule
Les protocoles à préambule ont un mode de fonctionnement complètement di érent
par rapport aux protocoles synchronisés. Les nœuds utilisant ce genre de protocole
choisissent leur temps de réveil indépendamment de leur voisinage, mais avec des périodes
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inter-réveil de la même taille. Les nœuds dorment durant la majeure partie de leur cycle
et se réveillent périodiquement pour un petit intervalle de temps afin de voir l’état du
canal et ainsi prendre la décision de rester éveillé ou de se rendormir. Ayant des périodes
de réveil asynchrone afin de rendre la communication possible, les nœuds doivent émettre
avant la trame de données un préambule d’une longueur assez grande pour couvrir au
moins un cycle complet (réveil/sommeil) et ceci dans le but de s’assurer que le récepteur
puisse entendre le préambule et ainsi réceptionner la trame envoyée.
Les inconvénients de ce genre de protocoles sont d’une part un surcoût énergétique
dû notamment à l’émission du préambule et d’autre part la consommation énergétique
engendrée par l’obligation des nœuds entendant un préambule de rester jusqu’à la fin de
ce dernier afin de vérifier si la trame allant être émise leur est adressée.
Plusieurs protocoles ont été proposés afin de pallier le problème du surcoût énergé-
tique imposé par le préambule, tout en optimisant la taille de ce dernier afin de réduire
l’attente des nœuds avant réception des paquets. Nous citerons ci-dessous les protocoles
plus importants.
Le protocole B-MAC (Berkeley MAC) [26] représente le premier protocole à préam-
bule. Un nœud voulant émettre une trame envoie un préambule signifiant a son voisinage
qu’il a des données à transmettre. Le préambule dans B-MAC peut être assimilé à du
bruit et ne véhicule aucune information. Même en l’absence de données à émettre, les
nœuds se réveillent périodiquement afin de voir s’il n’y a pas de nœuds voulant com-
muniquer. A chaque période de réveil, les nœuds scrutent le canal à la recherche du
préambule. S’il n’y a pas de bruit sur le canal, ils éteignent leur radio à la fin de la
période de réveil en attendant la prochaine période. Dans le cas contraire s’ils détectent
la présence d’un préambule ils devront attendre la fin de ce dernier pour vérifier si la
trame annoncée par le préambule leur est destinée. Si le paquet émis ne leur est pas
destiné les nœuds se mettront en mode sommeil afin d’économiser leur batterie, sinon
ils resteront éveillés jusqu’à la fin de la réception.
L’avantage de B-MAC est qu’il ne nécessite pas de synchronisation entre les nœuds.
Le désavantage de ce protocole est que les nœuds émettent un long préambule afin qu’il
soit détecté par les autres nœuds, ce qui augmente la latence pour les applications multi-
saut et les applications dense en terme de trafic ou de topologie. Un autre problème
dans ce protocole est que les récepteurs n’ont aucun moyen de savoir si la trame qui
sera émise après le préambule leur est destinée, impliquant que tout nœud détectant le
préambule doit rester éveillé pendant toute cette période (overhearing).
Le protocole WiseMAC [27] a été proposé afin de réduire le surcoût énergétique
imposé pour chaque émission de trame dû à la longueur des préambules. Ce protocole a
été proposé spécialement pour les applications de type trafic descendant.
Dans WiseMac il y a deux genres de nœuds: les point d’accès (Access Point) et les
nœuds simples (node). Le rôle des points d’accès est d’apprendre et d’enregistrer les
temps de réveil de tout le voisinage, ceci dans le but de réduire la taille des préambules.
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En e et si un nœud connaît le moment de réveil du nœud avec qui il veut communiquer
il n’aura plus qu’à envoyer un préambule d’une taille réduite servant uniquement à éviter
les dérives d’horloges.
Les points d’accès passent pour cela par une phase d’apprentissage du réseau. Au
début, la taille du préambule est assez longue pour englober un cycle complet de réveil/-
sommeil comme dans B-MAC. Après l’échange avec succès de la trame, le récepteur
(nœud destinataire) envoie un acquittement avec son ordonnancement, permettant aux
points d’accès d’adapter leur taille de préambule pour les communications futures, con-
naissant désormais le temps de leur prochain réveil.
D’autres protocoles ont été proposés afin de réduire la consommation énergétique
induite par l’envoi et la réception du préambule. Le principe de ces propositions est de
découper le préambule en une suite de micro préambules. Plusieurs auteurs ont proposé
des protocoles utilisant cette technique [28–30]. Afin d’illustrer le fonctionnement de ces
protocoles nous présentons le protocole X-MAC [31], où la solution retenue est l’émission
de courts préambules séparés par des pauses assez longues pour permettre à un nœud
d’envoyer un acquittement. Dans chacun de ces micro préambules est inscrite l’adresse
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du nœud devant réceptionner les données.
L’intérêt de cette technique est de réduire la consommation énergétique puisque
les nœuds n’étant pas concernés par la transmission pourront rapidement éteindre leur
radio sans attendre la fin du préambule. La latence sera également réduite grâce à
la possibilité pour les nœuds détectant un préambule d’interrompre son émission en
envoyant un acquittement signifiant à l’initiateur qu’ils sont prêts à recevoir les données.
2.4 Les protocoles hybrides
Les protocoles hybrides sont une combinaison des deux techniques de protocoles syn-
chronisés et à préambule.
Dans SCP [32] le principe de fonctionnement est le même que dans
• B-MAC du point de vue de l’utilisation du préambule
• S-MAC pour la synchronisation
Les nœuds dans SCP ont des périodes de réveil synchronisées, permettant l’utilisation
de courts préambules afin d’éviter les dérives d’horloges. Un mécanisme d’adaptation
dynamique aux conditions trafic a aussi été rajouté à ce protocole.
Afin de réduire le coût de la synchronisation et d’éviter un overhead trop important
dans des applications denses en termes de trafic et de nombre de nœuds, il est prévu
que la synchronisation pourra être envoyée dans les paquets de données (piggyback
synchronization).
Les auteurs du protocole SCP proposent un mécanisme intéressant pour s’adapter
au trafic. Si le nœud détecte une augmentation du trafic, ce dernier ajoutera automa-
tiquement des périodes d’éveil additionnelles durant le cycle en cours. Ainsi, si le trafic
doit être relayé et en multi-saut, ce mécanisme permettra d’établir tout le long du réseau
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jusqu’à la destination une suite de périodes de réveil des nœuds intermédiaires dans le
réseau afin de réduire la latence.
AS-MAC [33] est un autre protocole hybride dans le but de faire de l’économie
d’énergie, de réduire la contention et de diminuer le délai.
Durant la période d’association au réseau les nœuds scrutent le canal pendant un
cycle complet réveil/sommeil et enregistrent tous les paquets Hello entendus contenant
les temps de réveils de leurs voisins. Après s’être associé, le nœud choisit un temps
pour sa période de réveil et commence à son tour à distribuer cette information dans ses
propres paquets Hello.
Les nœuds comme dans B-MAC se réveillent d’une manière non synchronisée. Mais
grâce aux informations contenues dans les Hello les nœuds savent à quel moment ils
doivent se positionner afin d’envoyer leur trame au voisin souhaité, et de ce fait n’utiliser
que des préambules de courte durée.
2.5 Les protocoles en multi-canal
Un certain nombre de protocoles utilisant la technique de multi-fréquence ont été pro-
posés pour les réseaux de capteurs. Ces protocoles peuvent être classifiés en trois
grandes catégories: les protocoles avec attribution fixe de canaux, les protocoles avec
attribution semi-dynamique de canaux et les protocoles avec attribution dynamique de
canaux [34,35].
Ces protocoles ont été proposés comme solutions non seulement aux collisions mais
aussi aux problèmes de réduction de capacité du réseau et dans le but de diminuer les
délais.
2.5.1 Les protocoles avec attribution fixe de canaux
Le premier protocole multi-canal n’utilisant qu’une interface radio ayant été proposé
pour ce genre de réseaux est le protocole MMSN [36]. Chaque nœud du réseau se verra
attribuer un canal qui lui servira à la réception des données, les nœuds dans ce protocole
sont synchronisés et utilisent un slot de communication divisé en deux partie: la première
partie pour le broadcast et la deuxième pour les communications unicast. Ce protocole
propose quatre approches pour l’allocation de canaux:
• Attribution des fréquences exclusives (Exclusive Frequency Assignment): les nœuds
doivent, afin de choisir leur canal, connaître les identifiants (ID) des nœuds dans
leur voisinage à deux sauts. Ces identifiants sont di usés (brodcast) dans le voisi-
nage en deux étapes. Durant la première phase de brodcast, les nœuds envoient
seulement leur ID. Durant la seconde phase ce sont les IDs de leurs voisins qui
seront di usés. L’assignation de canal se fait en fonction des informations recueil-
lies (ID à 2 sauts): le nœud ayant l’ID le plus petit choisira le premier canal libre
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et ainsi de suite. Tous les nœuds choisiront les canaux libres dans leur voisinage
selon un ordre croissant d’IDs.
• Even-Selection: Si tous les canaux ont déjà été attribués dans un voisinage donné
alors qu’il reste encore des nœuds n’ayant pas de canal assigné, ces derniers doivent
en choisir un, aléatoirement, dans la liste des canaux les moins utilisés.
• Eavesdropping: Proposée afin de réduire le temps d’attente qu’un nœud doit passer
en écoute afin de choisir un canal, cette solution repose sur le tirage d’un temps
aléatoire (Backo ) durant lequel les nœuds écoutent le canal, construisent une
liste de canaux non utilisés dans leur voisinage à un saut, et choisissent un canal
aléatoirement dans cette liste. A la fin de ce temps ils envoient leur décision
concernant le canal choisi. Cette technique est moins performante étant donné
que les nœuds n’ont aucune information sur le choix de leurs voisins à deux sauts.
• Implicit-Consensus: Comme dans la première stratégie, les nœuds doivent con-
naître les IDs de leur voisinage à deux sauts. Cette technique d’allocation repose
sur un algorithme utilisant un générateur pseudo aléatoire proposé dans [37] qui
garantit à chaque nœud l’allocation d’un canal unique si tous le IDs des voisins
ont bien été reçus par ce dernier.
Le problème majeur de ce protocole est sa rigidité: les canaux étant attribués après
la construction du réseau il faudra recommencer le processus d’attribution des canaux
afin d’inclure un nouveau nœud dans le réseau.
Le protocole HyMAC (Hybrid MAC) [38] comme le protocole MC-LMAC combine
les deux techniques d’ordonnancement temporel et fréquentiel (TDMA et FDMA). Ce
protocole a été développé pour des applications avec trafic convergecast. Le temps dans
HyMAC est découpé en trames, découpées elles-mêmes en slots. L’attribution de canal
et de slot se base sur l’algorithme BFS (Breadth First Search) et est accomplie par les
stations de base. Pour ce faire la station de base recueille les Hello des nœuds voisins et
forme un cluster. Les communications dans HyMAC se font toujours entre le nœud et sa
station de base sur le canal et le slot lui ayant été assigné. L’avantage de ce protocole est
l’utilisation d’un algorithme simple pour l’assignation des slots et canaux (BFS), mais
aucun mécanisme de prévention des collisions ni de synchronisation n’est abordé dans
HyMAC, ni même l’association d’un nœud au réseau.
Ce protocole a comme avantage d’éviter les collisions, mais en contrepartie il génère
un overhead important, sachant que pour l’envoi d’un paquet il faudra toujours que
l’émetteur envoie deux paquets de contrôle: l’un durant la CF et le deuxième durant la
Split Phase.
Dans [39] Wu et al. proposent qu’après sa formation le réseau soit découpé en
plusieurs sous arbres. Ces derniers sont tous reliés au puits, et chacun de ces sous
arbres se verra attribuer un canal unique afin de réduire les collisions dans le réseau. Le
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protocole TMCP (Tree-based Multi-Channel Protocol) utilise un algorithme centralisé:
il faut d’abord une phase d’initialisation où l’algorithme Breadth-First search (BFS) est
utilisé afin de construire l’arbre. Les nœuds dans cet arbre pourront avoir plusieurs
parents. Après la construction de l’arbre, commence la phase d’attribution des canaux.
Ceci est fait en commençant par la racine du réseau, et chaque nœud se verra assigné à
un sous arbre, en n’autorisant qu’un seul père par nœud tout en s’assurant que chaque
nœud sera assigné au sous arbre où il créera le moins d’interférences. A chaque sous
arbre sera attribué un canal afin de minimiser les interférences. Le puits devra avoir
plusieurs interfaces afin de pouvoir gérer en parallèle les communications de ses fils.
Cependant, le désavantage de ce protocole est qu’il n’est pas distribué et n’apporte
des solutions qu’aux collisions que l’on peut appeler les interférences inter-cluster (entre
les di érents clusters des di érents sous arbres). En résumé, il ne solutionnera que les
collisions qui s’opèrent entre les fils du coordinateur central du réseau (puits), laissant
les collisions intra-cluster et inter-cluster dans une même branche sans solution, puisque
chaque sous arbre utilise le même canal de communication. Ce qui nous ramène aux
mêmes problèmes de collisions que la version originale de IEEE 802.15.4, comme nous
le verrons ultérieurement (c.f 3.6).
2.5.2 Les protocoles avec attribution semi-dynamique de canaux
MC-LMAC (Multi-Channel Lightweight MAC) [40] allie les deux techniques TDMA et
FDMA. Chaque nœud devra choisir un slot temporel ainsi qu’un canal pour communi-
quer. Ce protocole se base sur le protocole LMAC [41] conçu pour l’ordonnancement
de slot temporel dans les réseaux de capteurs utilisant un canal unique. Chaque nœud
dans MC-LMAC aura un slot temporel qu’il occupera exclusivement dans son voisinage
à deux sauts. Chaque time slot dans ce protocole est divisé en deux parties. La première
partie est dédiée à la signalisation, où tous les nœuds seront invités à positionner la ra-
dio sur le canal de contrôle. Un nœud ayant des données à émettre doit inviter le nœud
destinataire à le rejoindre sur son canal de communication afin de se communiquer les
données, la deuxième partie du time slot est alors utilisée pour le transfert des trames.
Même si un nœud n’a pas de donnée à envoyer il devra quand même se mettre sur le
canal de contrôle pour voir s’il n’y a pas de nœud voulant communiquer avec lui.
Ce protocole a pour désavantage d’introduire un important overhead: la transmission
de chaque trame doit être précédée d’une trame de contrôle.
CMAC [42] est un protocole désynchronisé multi-canal, dont la particularité est
l’utilisation de deux interfaces radio: une radio basse consommation appelée LR (Low-
power Radio) toujours positionnée sur le canal de contrôle, et servant uniquement à
la signalisation (messages de contrôle), et une radio half-duplex utilisée pour l’échange
des données, et positionnée sur le canal de communication du nœud. Un nœud voulant
communiquer doit utiliser sont interface LR pour inviter la destination à le rejoindre
sur son canal de communication afin de lui envoyer ses paquets. L’utilisation des deux
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interfaces a pour avantage de résoudre le problème de surdité. Ce protocole présente de
très bonnes performances en terme d’économie d’énergie vu que les nœuds n’ont que la
radio basse consommation allumée, et ne doivent allumer la deuxième radio que pour
échanger des données. Le problème de ce protocole est qu’il a été pensé pour un genre
particulier de capteur et ne fonctionne pas avec les capteurs à interface unique. Un autre
bémol à ce protocole est que le problème d’allocation des canaux de communication n’a
pas été abordé.
2.5.3 Les protocoles avec attribution dynamique de canaux
Une autre façon de faire du multi-canal dans les réseaux de capteurs est de ne pas
attribuer un canal fixe aux nœuds.
Les auteurs, dans [43], proposent une solution pour les topologies cluster-tree avec le
protocole MCMAC: chaque tête de cluster appelé coordinateur aura pour rôle d’attribuer
un canal à tous ses nœuds fils voulant communiquer.
Les auteurs ont introduit une supertrame afin de gérer les communications dans le
réseau, avec une partie active elle-même découpée en quatre parties et une partie inactive
dédiée à l’économie d’énergie des nœuds. La partie active commence toujours par un
Beacon envoyé par le coordinateur afin de synchroniser ses filss, la deuxième partie se
compose d’autant de time slot que de nœuds fils dans un cluster donné. A chaque
nœud est attribué exclusivement un slot, durant lequel tout nœud voulant communiquer
devra obligatoirement envoyer une requête de demande de canal à son coordinateur, en
utilisant le canal de contrôle. Durant cette période le coordinateur sera en attente des
requêtes de ses filss demandant l’attribution d’un canal dédié à l’envoi de leurs paquets.
Dans cette requête les nœuds spécifieront entre autres le nœud auquel sont destinés les
paquets qui devront être envoyés. Le coordinateur recueillera toutes les requêtes venant
de ses fils et si les ressources le permettent (nombre de canaux disponibles) il attribuera
un canal à chaque paire source/destination afin qu’ils s’échangent leurs données. Tous
les nœuds du cluster doivent écouter le canal de contrôle durant la troisième partie de
la supertrame où le coordinateur envoie sous forme de broadcast un paquet contenant
la liste des nœuds et canaux attribués. Les nœuds ayant demandé un canal ainsi que les
nœuds destinataires recevront le paquet channel assignment et pourront ainsi changer
de canal afin de transmettre/recevoir les données sans collision.
Le problème avec MCMAC est que, pour chaque émission de paquet, chaque nœud
doit d’abord envoyer une demande d’attribution de canal au coordinateur. Ceci a un
double désavantage: le premier est l’augmentation de l’overhead, et le second est le coût
énergétique. Afin d’envoyer les requêtes pour les canaux, les nœuds se voient attribuer
un slot. Plus il y aura de nœuds dans le cluster plus il y aura de slots réduisant la taille
de la période de communication et augmentant les délais.
Le protocole MuChMAC [44] proposé par Borms et al. utilise la technique de saut de
fréquence (Channel hopping). Le temps est découpé en slot et tous les nœuds changent
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de fréquence au début de chaque slot temporel. Afin de calculer le prochain canal que le
nœud doit utiliser les auteurs proposent d’utiliser un générateur pseudo aléatoire prenant
en entrée l’ID du nœud et le numéro du slot en cours d’utilisation. Afin de réduire la
consommation énergétique dans MuchMAC les slots sont à leur tour découpés en sous
slot, les nœuds dans ce cas peuvent se réveiller uniquement durant un sous slot.
Y-MAC proposé dans [45] présente deux modes de fonctionnement selon l’intensité
de trafic: le mode TDMA si le trafic est faible et le mode FTDMA en introduisant du
saut de fréquence pour faire face à des trafics plus soutenus.
La supertrame prévue dans ce protocole est découpée en deux parties: une pour
le Broadcast et l’autre pour l’unicast. Chaque nœud se voit attribuer un slot pour la
réception et un pour l’émission. Les slots sont attribués de façon à ce que chaque nœud
soit le seul qui l’utilise dans un voisinage à deux sauts. L’attribution de slot se fait de la
même manière que dans MMSN, avec un échange de paquets dans le voisinage à deux
sauts pour savoir quel slot est libre. Cette phase de négociation se fait durant la période
de Broadcast.
Pour communiquer ses paquets de données l’émetteur doit attendre le slot de la
destination et utiliser le mécanisme CSMA/CA pour se prémunir des collisions. La
destination devra obligatoirement être en écoute à chacun de ses slots de réception afin
de ne pas rater une hypothétique trame lui étant destinée.
L’inconvénient dans ce protocole est qu’il faut autant de slots que de nœuds dans
un voisinage à deux sauts. Le calcul du nombre de slot sera très important: trop
de slots augmente la latence, alors que s’il n’y en a pas assez cela augmente le taux
de collisions. Afin que les communications soient possibles, tous les nœuds doivent
connaître les slots de réception de tous leurs voisins mais aussi la séquence de saut de
fréquence du destinataire des paquets (channel hopping) vu que l’émetteur devra suivre
cette séquence.
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3.1 Introduction
Depuis leur apparition les WPAN (Wireless Personal Area Network) ont suscité un
intérêt croissant de la part du monde de la recherche et de l’industrie, ce qui a donné
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lieu à un nombre conséquent de propositions. Les solutions présentées dans le chapitre
précédent représentent des solutions intéressantes aux problèmes posés par les contraintes
dans les réseaux de capteurs et surtout au problème de la consommation énergétique.
Bien que chacune de ces contributions apporte une solution innovante à un problème
donné, le fait qu’elles ne soient pas interopérables freine le déploiement de ces réseaux.
Une solution au problème d’interopérabilité dans les nouvelles technologies peut être
la standardisation qui permet de créer une base commune de travail pour tout inter-
venant dans le domaine afin de pouvoir produire du matériel et logiciel compatible et
interopérable.
Selon l’article 1 du décret no2009-697 du 16 juin 2009 relatif à la normalisation : "La
normalisation est une activité d’intérêt général qui a pour objet de fournir des documents
de référence élaborés de manière consensuelle par toutes les parties intéressées, portant
sur des règles, des caractéristiques, des recommandations ou des exemples de bonnes
pratiques, relatives à des produits, à des services, à des méthodes, à des processus ou à
des organisations. Elle vise à encourager le développement économique et l’innovation
tout en prenant en compte des objectifs de développement durable."
Le monde des réseaux et de l’internet compte deux organismes de standardisations
très influents: L’IEEE et IETF. Ces deux organismes ont tous deux comme objectif de
standardiser:
• les couches basses du modèle OSI (physique et MAC) pour l’IEEE
• Les couches hautes pour l’IETF (réseau, transport, etc.)
Le travail de standardisation a déjà porté ses fruits avec l’internet et la téléphonie
qui ont pu se propager et atteindre leur maturité.
Depuis l’apparition des réseaux de capteurs il y a eu plusieurs initiatives de standard-
isation, propriétaire comme l’alliance ZigBee ou Wavenis, ou non propriétaire comme le
standard IEEE 802.15.4 et les RFC de RPL et 6LowPAN.
3.2 IEEE 802.15.4
Le groupe IEEE 802 fondé en février 1980, a eu pour tâche de standardiser les couches
basses des réseaux locaux (LAN) et métropolitains (MAN) par le biais de liaisons filaires
ou sans fil.
Ce groupe a, entre autres, produit des standards incontournables, comme:
• 802.3 : Ethernet
• 802.11 : Wifi
• 802.15.1 et 802.15.3 : Bluetooth
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Les deux derniers standards cités ci-dessus traitent des réseaux sans fil, mais comme
dit précédemment, avec l’apparition des réseaux Personnel WPAN les contraintes et les
besoins ont changé, le principal but n’étant plus d’atteindre des débits toujours plus
élevés mais de maximiser la durée de vie des réseaux. De ce fait ces technologies ne
peuvent être utilisées pour les réseaux WPAN.
C’est pour cette raison que le standard IEEE 802.15.4 a été proposé. Ce dernier ne
traite que des deux premières couches du modèle OSI dans les WPANs.
Ces réseaux ont pour particularité d’être des réseaux sans fil, caractérisés par un faible
débit et une faible consommation énergétique. Ils ne couvrent que des distances réduites
de l’ordre des dizaines de mètres et ne nécessitent pas ou très peu d’infrastructures.
3.3 Architecture
Un WPAN qu’on appellera par la suite PAN, est composé d’un ensemble de nœuds ayant
pour rôle de collecter et de transmettre l’information vers un organe central du réseau,
qui sera en charge de traiter ces informations ou de jouer le rôle de passerelle (gateway).
Ce dernier a pour nom puits (PAN coordinateur) dans la littérature.
Le standard IEEE 802.15.4 définit deux types de nœuds: FFD (Full Fonction Device)
et RFD (Reduced Fonction Device) pouvant jouer le rôle de:
• PAN Coordinateur qui est le nœud initiateur du réseau. Il a comme attribu-
tion d’initier, de gérer l’ensemble du réseau et de jouer le rôle de passerelle vers
l’extérieur
• Coordinateur qui est par définition un FFD et qui aura pour tâche de gérer une
zone donnée du réseau (cluster) et de router les paquets de ses fils vers le PAN
coordinateur
• Nœuds terminaux qui sont de simples nœuds périphériques (actionneurs, capteurs).
On peut définir les FFD et RFD comme suit:
Les FFD (Full-Function Devices) peuvent communiquer avec des FFD et des RFD,
et peuvent ainsi jouer le rôle de coordinateur de PAN (puits), de routeur (Coordi-
nateur) ou de simple périphérique (capteur, interrupteur).
Les RFD (Reduced-Function Devices) sont des nœuds terminaux utilisés dans des
contextes simples comme les interrupteurs ou de simples capteurs. Ces nœuds ne
peuvent communiquer qu’avec des FFD (coordinateur) et ne peuvent participer au
routage dans le réseau. Ils ne sont ainsi que des nœuds terminaux dans le réseau
avec des ressources moindre en comparaison avec des FFD.
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Figure 3.1: Topologies supportées dans IEEE 802.15.4
Le standard IEEE 802.15.4 supporte plusieurs types de topologies (figure3.1): la
topologie en étoile, la topologie point à point (peer-to-peer) et la topologie en arbre
(cluster-tree). Il est possible d’avoir plusieurs réseaux PAN opérant dans la même zone
mais fonctionnant indépendamment les uns des autres, chacun utilisant un identifiant
de PAN di érent.
La topologie en étoile impose des communications s’établissant directement et unique-
ment entre le nœud qui gère le réseau défini précédemment (PAN coordinateur) et les
nœuds se trouvant dans sa portée radio. Le PAN coordinateur sera le nœud initiateur
du réseau et tout le trafic devra passer par ce nœud.
Dans la topologie point à point, chaque nœud pourra communiquer avec n’importe
quel autre nœud du réseau grâce à la collaboration des nœuds intermédiaires (Coor-
dinateur) sollicités afin de relayer les paquets jusqu’à la destination. Cette topologie
permet de réaliser des réseaux beaucoup plus étendus, mais il faudra pour cela ajouter
un protocole de routage.
La topologie cluster-tree n’est qu’un cas particulier de la topologie peer-to-peer. La
seule di érence avec cette dernière est que le réseau sera hiérarchisé avec un PAN coor-
dinateur, des coordinateurs (têtes de cluster) gérant les nœuds qui leur sont connectés,
ainsi que des nœuds terminaux communiquant uniquement avec leur coordinateur.
Le standard IEEE 802.15.4 ne définit pas de méthode pour la création de topologie,
il définit uniquement les topologies pouvant être utilisées. La méthode de création de
topologie est laissée à la libre interprétation du développeur. Néanmoins la méthode
d’association des nœuds au réseau a été spécifiée. Cuomo et al. dans [46,47] étudient les
propriétés (nombre de fils par père, profondeur de l’arbre, taux d’association au réseau,
énergie consommée pour l’association etc.) des cluster-trees obtenus avec le mécanisme
d’association au réseau fourni dans le standard IEEE 802.15.4. Dans [48] Zheng et al.
ont étudié en détail le mécanisme d’association au réseau proposé par le standard, et
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en ont démontré l’e cacité. Les auteurs ont entre autres étudié l’impact du nombre de
coordinateurs ainsi que de la fréquence d’envoi des Beacons sur la formation du réseau.
3.4 La couche Physique dans IEEE 802.15.4
L’étude en détails de cette couche étant en dehors du spectre de cette thèse, nous ne dé-
taillerons ici que ses aspects les plus importants. La couche physique a pour rôle de gérer
le support physique sur lequel seront faites les transmissions. Elle définit les techniques
par lesquelles les bits seront transformés en signaux analogiques et inversement.
La couche physique dans IEEE 802.15.4 o re les fonctionnalités suivantes :
• Gestion de l’activation et de la désactivation du module radio, la radio pourra
prendre trois états di érents: réception, émission et éteinte.
• La détection de la puissance du signal sur le canal (Energy Detection (ED)).
• La possibilité de remonter à la couche supérieure des informations sur la qualité
du lien radio après réception d’une trame : LQI (Link Quality Indication)
• La détection de l’occupation ou non du médium : CCA (Clear Channel Assess-
ment)
• La sélection d’un canal de transmission parmi les di érents canaux disponibles
Le standard IEEE 802.15.4 [49] propose quatre di érentes couches physiques ex-
ploitant chacune des techniques de modulation, d’étalement de spectre ou des bandes de
fréquences di érentes comme présenté ci-dessous:
• 868/915 MHz utilisant Direct Sequence Spread Spectrum (DSSS) comme technique
d’étalement de spectre et la modulation Binary Phase-Shift Keying (BPSK)
• 868/915 MHz utilisant aussi la technique d’étalement de spectre DSSS mais com-
binée avec une modulation O set Quadrature Phase-Shift Keying (O-QPSK)
• 868/915 MHz utilisant l’étalement de spectre Parallel Sequence Spread Spectrum
(PSSS) et combinant les deux techniques de modulation BPSK et Amplitude Shift
Keying (ASK)
• 2450 MHz utilisant DSSS pour l’étalement de spectre et la O-QPSK comme mod-
ulation
Le standard o re au total 27 canaux de communication. Selon le choix de la bande
de fréquence et de la couche physique on aura des débits allant de 20 à 250 kbit/s ( 3.1)
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Bande de fréquence Chiprate (kchip/s) Modulation Kbit/s ksymboles/s Symboles
868–868.6 300 BPSK 20 20 Binary
902–928 600 BPSK 40 40 Binary
868–868.6 400 ASK 250 12.5 20-bit PSSS
902–928 1600 ASK 250 50 5-bit PSSS
868–868.6 400 O-QPSK 100 25 16-ary Orthogonal
902–928 1000 O-QPSK 250 62.5 16-ary Orthogonal
2400–2483.5 2000 O-QPSK 250 62.5 16-ary Orthogonal
Table 3.1: Récapitulatif de la couche physique dans IEEE 802.15.4.
3.5 La couche MAC dans IEEE 802.15.4
La couche MAC (Medium Acces Control), comme son nom l’indique, aura pour rôle de
gérer l’accès au canal avec le mécanisme CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance). Cette couche o rira un mécanisme d’économie d’énergie, une des
fonctionnalités les plus importantes dans les réseaux de capteurs sans fil. Nous pouvons
résumer ce mécanisme d’une manière très simple: l’utilisation de la radio représentant
le plus grand facteur de dépense énergétique doit être limitée au strict minimum en la
gardant éteinte la majorité du temps.
La couche MAC o re aussi d’autres fonctionnalités de contrôle liées à:
• La gestion du réseau,
• La gestion des acquittements;
• La gestion de l’adressage (adresse IEEE 802.15.4 codé sur 64 et 16 bits);
• L’allocation et la gestion des Slots dédiés;
• Le mécanisme de découverte de voisinage;
3.5.1 Les trames dans IEEE 802.15.4
Le standard IEEE 802.15.4 propose quatre types de trames pour les échanges entre les
nœuds:
• Les trames Beacon (Beacon frame) qui sont envoyées uniquement par les nœuds
coordinateurs et servent à administrer le réseau;
• Les trames de données (Data frame) servent au transfert des données utiles entre
les nœuds;
• Les trames d’acquittement (Acknowledgment frame) servent à notifier la bonne
réception des trames;
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Figure 3.2: Structure de la supertrame dans IEEE 802.15.4
• Les trames de contrôle (Command frame) servent à e ectuer des demandes spéci-
fiques comme par. exemple l’association au réseau
3.5.2 Modes de fonctionnement dans IEEE 802.15.4
Le standard IEEE 802.15.4 o re deux modes de fonctionnement. Le premier est le
mode dit non balisé (non Beacon Enabled mode) aussi appelé Unslotted mode où aucun
mécanisme de duty cycle (réveil périodique) n’a été spécifié en l’état. Ce mode est plus
adapté à des applications où les nœuds n’ont aucune contrainte énergétique (alimenté
sur secteur). Dans ce mode il y a absence de synchronisation entre les nœuds du réseau.
Afin que ces derniers puissent communiquer entre eux, ils doivent laisser leur radio
allumée ou se réveiller périodiquement afin d’interroger le coordinateur pour savoir s’il y
a des messages en attente, ce mode étant laissé ouvert par le standard on peut imaginer
l’utilisation soit de la technique de préambule soit d’une méthode de synchronisation.
Dans ce mode le mécanisme pour se protéger des collisions sera le CSMA/CA Unslotted.
Le deuxième mode appelé mode balisé (Beacon Enabled mode) ou Slotted mode,
étant le mode le plus important dans le standard, ses performances en terme de débit,
consommation énergétique, packet delivery ratio et fiabilité ont fait l’objet d’un grand
nombre d’études [50–53]. Le mode Beacon Enabled est un mode dit synchronisé. Les
nœuds doivent suivre une structure périodique appelée supertrame (SuperFrame) représen-
tée sur la figure 3.2.
Cette structure périodique commence toujours par l’envoi d’une trame par le coor-
dinateur appelée Beacon. Cette trame Beacon a pour rôle de synchroniser les nœuds
avec leur coordinateur, et fournir toutes les informations vitales au fonctionnement du
réseau, comme par exemple l’identifiant du réseau, les données en attente au niveau du
coordinateur (communication indirecte), le temps où le prochain Beacon est envoyé et
la durée de la partie active de la supertrame, etc.
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3.5.3 Transfert de données dans IEEE 802.15.4
Au sein des deux modes cités dans la section précédente (non Beacon Enabled et Bacon
Enabled), et selon la topologie utilisée, le standard définit trois modes de transfert de
données.
Transmission de données des fils vers le coordinateur (transmission directe):
Les données sont envoyées de la part des fils vers leur coordinateur. Ce mode est
utilisé dans la topologie cluster-tree et la topologie en étoile, si c’est le mode Bea-
con Enabled qui est utilisé, les nœuds doivent d’abord réceptionner le Beacon du
coordinateur avant d’envoyer leurs trames en utilisent le CSMA/CA Slotted du-
rant la partie active de la supertrame pour leur transmission. Si au contraire c’est
le mode Non Beacon Enabled qui est utilisé, les nœuds envoient directement leurs
données en passant par le CSMA/CA Unslotted. Dans ce cas les coordinateurs
devront rester éveillés dans l’impossibilité d’économiser leurs ressources.
Transmission de données du coordinateur vers ses fils (indirecte): Les données
sont envoyées par le coordinateur vers ses fils. Ce mode de transmission est aussi
utilisé si le réseau est hiérarchisé (topologie cluster-tree ou étoile). Si le réseau
utilise le mode Beacon Enabled, le coordinateur doit indiquer qu’il y a des trames
en attente pour ses fils dans son Beacon, ces derniers savent alors à la réception
de ce dernier qu’ils ont une donnée en attente auprès de leur coordinateur et
peuvent ainsi en solliciter la transmission. En mode non Beacon Enabled, en
l’absence d’envoi périodique des Beacon, les nœuds demandent périodiquement à
leur coordinateur s’il y a des données en attente (polling).
Transmission de données Pair-à-pair: Si le réseau est un réseau de type pair-à-pair
les nœuds communiquent entre eux en utilisant le CSMA/CA Unslotted. Dans ce
cas soit les nœuds restent éveillés tout le temps pour d’éventuelles transmissions,
soit ils doivent se synchroniser.
3.5.4 Définition de la supertrame dans IEEE 802.15.4
La supertrame est l’un des concepts les plus importants du standard. En résumé la
supertrame est une structure temporelle périodique, divisée en unités de temps élémen-
taires de vingt symboles appelées aUnitbacko -period. La taille de la supertrame n’est
pas figée et selon le choix de certains paramètres on pourra en modifier la taille. La
supertrame quelle que soit sa longueur est divisée en 16 slots de taille identique. Ces
slots temporels sont composés d’un certain nombre de Unitbacko -period, la taille de
ces slots augmentera avec l’augmentation de la taille de la supertrame 3.2.
La supertrame revient périodiquement afin de fournir un mécanisme de synchroni-
sation aux nœuds qui doivent passer la majeure partie de leur temps la radio éteinte,
et ceci pour réduire le coût de consommation énergétique tout en évitant les problèmes
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de connectivité liés aux réveils décalés des nœuds. La supertrame se compose des trois
parties suivantes (cf. Fig. 3.2):
• Un Beacon (Balise)
• La partie active de la supertrame où les nœuds peuvent avoir la radio allumée
• La partie inactive où les nœuds devront éteindre leur radio afin de faire des
économies d’énergie
A chaque réception d’une balise, tous les dispositifs sont informés de la durée de la
supertrame. L’envoi régulier de balises permet d’informer l’ensemble des dispositifs sur
d’éventuels changements dans la supertrame et compenser les dérives d’horloges. La
partie active de la supertrame est divisée, quant à elle en deux sous-parties :
• La CAP (Contention Access Period) où les nœuds communiquent avec leur coor-
dinateur en utilisant le mécanisme d’accès au canal CSMA/CA slotté
• La CFP (Contention Free Period) étant une partie optionnelle de la supertrame
où un nœud pourra demander l’attribution exclusive d’un slot appelé GTS
Les communications entre nœuds et coordinateurs se font pendant la CAP en utilisant
le mécanisme d’accès au canal CSMA/CA Slotté (Slotted-CSMA/CA).
Durant la CFP, si un nœud s’est déjà vu attribuer un slot il n’aura aucun besoin
de CSMA/CA puisque ce slot lui est attribué d’une manière unique. Les GTS ont été
proposés afin de permettre à des nœuds ayant des contraintes temporelles de réserver un
slot [54] où il pourra envoyer sa donnée vers le coordinateur sans utiliser le CSMA/CA.
Plusieurs GTS peuvent être attribués par nœud. Le nombre de GTS par supertrame ne
pourra néanmoins dépasser sept slots qui sont réservés en partant du dernier slot de la
partie active de la supertrame.
Afin de se voir allouer un GTS par son coordinateur un nœud doit envoyer une
requête GTS Request pendant la CAP en utilisant le CSMA/CA Slotted. Le nœud
recevra la réponse à sa demande de GTS dans le Beacon. Le coordinateur devra aussi
mettre à jour la taille de la CAP dans le Beacon en indiquant le dernier slot afin que
les autres nœuds sachent qu’un GTS a été attribué. Comme présenté précédemment
un coordinateur peut allouer au maximum sept GTS de la supertrame (sept slots). Un
nœud demandant un GTS se verra allouer l’ensemble du slot et cela même si la longueur
de ce dernier est supérieure à ses besoins. Les GTS dépendant de la taille des slots (cf.
fig. 3.2) peuvent être une source de gaspillage de bande passante, c’est pourquoi Koubaa
et al. proposent l’algorithme IGAME (Implicit GTS Allocation Mechanism) [55], qui a
pour but de permettre l’utilisation d’un slot GTS par plusieurs nœuds afin d’éviter que
les slots ne soient sous exploités.
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Le taux de consommation énergétique dépendra des paramètres choisis par les co-
ordinateurs. Cette information est envoyée dans la balise et définit la durée d’éveil
et d’endormissement des nœuds. Plus le rapport cyclique est petit plus il y aura un
gain d’énergie important. Comme dit précédemment la supertrame commence obliga-
toirement par l’envoi du Beacon contenant les informations conditionnant la taille de
la supertrame: Beacon Order (BO) et Superframe Order (SO). Ces deux paramètres
appartiennent à l’intervalle 0 Æ SO Æ BO Æ 14 pour le mode dit Beacon Enabled ou
égal à 15 pour le mode non Beacon .
Avec ces deux paramètres BO et SO envoyés dans le Beacon les nœuds pourront
calculer la taille du:
• Beacon Interval (BI : Intervalle inter-balise), représentant la longueur totale de la
supertrame ( partie active et partie inactive) et donné par l’équation suivante :
BI = aBaseSuperframeDuration ú 2BOsymbols (3.1)
• Superframe Duration représentant la taille de la partie active et calculée comme
suit :
SD = aBaseSuperframeDuration ú 2SOsymbols (3.2)
Avec :
aBaseSuperframeDuration = abaseSlotDuration ú aNumSuperFrameSlots
abaseSlotDuration = 60 Symbols
aNumSuperFrameSlots = 16 Slots
3.5.5 Découverte de voisinage et construction de topologie
Afin qu’un nœud puisse communiquer avec d’autres nœuds dans un réseau IEEE 802.15.4,
ce dernier doit obligatoirement être associé au réseau pour plusieurs raisons:
• Construction de la table de fils par les coordinateurs permettant ainsi l’utilisation
de la transmission indirecte des trames;
• Pour des raison de sécurité;
• Pour les besoins de filtrage: chaque réseau aura un identifiant unique codé sur 16
bits (macPANId) utilisé comme règle de filtrage de trames, un nœud recevant un
Beacon venant d’un autre réseau pourra l’ignorer grâce au PANId, la réception
par un coordinateur d’une trame de données provenant d’un nœud non associé
sera ignorée.
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BO ou SO BI ou SD Slot
0 15.36 ms 0.96 ms
1 30.72 ms 1.92 ms
2 61.44 ms 3.84 ms
3 122.9 ms 7.68 ms
4 245.7 ms 15.36 ms
5 491.5 ms 30.72 ms
6 983 ms 61.44 ms
7 1.96 s 122.88 ms
8 3.93 s 245.7 ms
9 7.86 s 491.5 ms
10 15.7 s 983 ms
11 31.4 s 1.966 s
12 62.9 s 3.932 s
13 125.8 s 7.864 s
14 251.6 s 15.728 s
Table 3.2: Taille des Supertrames et des slots selon le choix des paramètres BO et SO
Ainsi pour qu’un nœud s’associe au réseau il doit d’abord passer par la phase de
Scan dans le but de récupérer les informations sur son environnement véhiculées dans
les Beacons envoyés par les coordinateurs. Après récupération de ces informations le
nœud devra décider du coordinateur ou du PAN à rejoindre, puis passer à la phase
d’association proprement dite qui consiste à l’échange entre le nœud et le coordinateur
sélectionné de requêtes de type requête d’association (Association Request) et réponse
d’association (Association Response).
Quand un coordinateur reçoit une requête d’association il doit d’abord acquitter la
bonne réception de cette dernière. Le coordinateur notifie son acceptation de l’association
du nœud au PAN en générant une adresse courte codée sur 16 bits puis la renvoie dans
la requête Association Response. Le nœud doit attendre la réponse du coordinateur
jusqu’à 491,52 ms après l’envoi de sa requête, et ce processus d’association peut de ce
fait être étalé sur plusieurs supertrames. Si au terme de ce délai aucune réponse n’a été
reçue le nœud pourra faire une nouvelle tentative [56].
Dans le cas où le coordinateur ne peut accepter l’association du nœud, il devra quand
même envoyer une Association Response indiquant l’impossibilité de l’association.
L’Association Request ne peut être envoyée qu’en mode indirect. Le processus
d’association est terminé uniquement quand le nœud reçoit l’Association Response en
réponse à sa demande explicite en utilisant la requête Data Request. La requête Dis-
association Request est utilisée dans le cas où un nœud veut quitter le réseau ou qu’un
coordinateur veut se séparer d’un de ses fils.
Le standard IEEE 802.15.4 propose plusieurs mécanismes permettant à un nœud de
créer ou de rejoindre un réseau existant sous forme de balayage (Scan). Quatre types de
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Scan ont été proposés afin de permettre:
• à un futur coordinateur de trouver un canal adéquat pour former son réseau (PAN)
• à des nœuds non associés de rejoindre le réseau
• à un nœud ayant perdu la connectivité avec le réseau de se rattacher
Afin que les nœuds puissent connaître la présence d’un réseau dans leur voisinage,
dans IEEE 802.15.4 les coordinateurs associés devront annoncer leur présence en en-
voyant des trames Beacon. Tous les nœuds (FFD et RFD) seront capables de faire des
scans d’orphelins et passifs, mais seuls les FFDs seront habilités à faire, en plus, le scan
à détection d’énergie et le scan actif. La durée des Scan à détection d’énergie, actif
et passif est de (aBaseSuperframeDuratioon ú (2N + 1)) symboles où N appartient à
l’intervalle (0 à 14).
Scan à détection d’énergie (ED channel scan): Le Scan à détection d’énergie permet à
un nœud de mesurer l’énergie maximale dans chaque canal. Ce scan sera e ectué
par un PAN Coordinateur potentiel cherchant un canal afin de créer un nouveau
PAN.
Scan actif (Active channel scan): Un Scan actif permet à un nœud de trouver un
coordinateur transmettant des Beacons. Ce type de scan permet à un futur co-
ordinateur de répertorier les PANID dans le voisinage afin d’en choisir un à son
tour pour créer un nouveau PAN. Ce scan peut aussi servir à l’association d’un
nœud au réseau PAN, et consiste à envoyer une trame de commande Beacon Re-
quest sur chaque canal. Si le coordinateur réceptionnant cette requête utilise le
mode Beacon-enabled, il doit ignorer la commande Beacon Request et continuer
d’envoyer les Beacons périodiquement au début de sa supertrame. Au contraire,
si le coordinateur est dans un mode non Beacon enabled ce dernier devra alors
répondre par l’envoi d’une trame Beacon en utilisant CSMA-CA, ce qui fait que
cette methode de Scan soit la plus adaptée pour la découverte de voisinage dans
le mode non Beacon enabled.
Scan passif (Passive channel scan): Le scan passif a le même but que le Scan actif mais
dans ce Scan les nœuds n’auront pas besoin d’émettre de trame Beacon Request.
Ce type de Scan servira exclusivement à l’association au réseau et non à la création
d’un PAN. Son principe est que le nœud écoutera passivement le canal sélectionné
pendant toute la durée du Scan afin de récupérer le maximum de Beacons pour
pouvoir prendre une décision sur son éventuelle association au PAN, cette technique
est la plus appropriée dans la découverte de voisinage si le mode Beacon Enabled
est utilisé.
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Scan d’orphelin (Orphan channel scan): Un Scan d’orphelin permet à un nœud ayant été
associé à un réseau de se rattacher à ce dernier après perte de la connectivité. Son
principe est d’envoyer une trame appelée Orphan Notification sur un ou plusieurs
canaux et d’attendre la réception d’une trame Coordinator Realignment, envoyée
par le coordinateur reconnaissant le nœud comme un de ses fils.
3.5.6 Méthodes d’accès au canal
La Couche MAC de IEEE 802.15.4 propose l’utilisation du mécanisme CSMA/CA
comme méthode d’accès au canal afin de se prémunir des collisions. Ce mécanisme
d’accès au canal est étudié en profondeur dans le chapitre six.
Le CSMA/CA a pour principe de désynchroniser le temps d’envoi des trames des
di érents nœuds en utilisant un tirage de temps aléatoire dans un intervalle conditionné
par le Backo  Exponent. Après ce temps d’attente les nœuds se doivent de vérifier l’état
du canal avant de transmettre.
Dans IEEE 802.15.4 deux versions de CSMA/CA ont été proposées fonctionnant
de la même façon à quelques di érences près: CSAMA/CA Slotté (Slotted CSMA/CA)
utilisée dans le mode Beacon, et CSMA/CA non-slotté (Unslotted CSMA/CA) utilisée
dans le mode non Beacon illustré dans la figure 3.3.
Avant d’entamer la description du fonctionnement du CSMA/CA nous devons tout
d’abord définir la terminologie utilisée dans IEEE 802.15.4:
• Unit Backo  Period: Unité de temps égale à 20 symboles
• BE: Backo  Exponent initialisé à MacMinBE=3 par défaut
• Backo : Temps d’attente aléatoire tiré dans l’intervalle :
[0, 2BE ≠ 1] ú aUnitBacko period (3.3)
• CW (Contention Window): Ce paramètre n’est utilisé que dans le mode Slotted
et représente le nombre d’unités de temps après le temps Backo  où le canal doit
être libre avant transmission
• NB: Nombre d’essais d’accès au canal pour la transmission en cours, initialisé à
zéro
• macMaxCSMABacko s: Le nombre de fois où le canal est trouvé occupé avant
d’abandonner l’émission de la trame, initialisé à 3
• macMaxFrameRetries: Le nombre de retransmissions maximum autorisé pour
chaque trame, initialisé à 4
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Le Fonctionnement du CSMA/CA slotted est le suivant. Avant tout essai de trans-
mission d’une nouvelle trame les nœuds doivent e ectuer les étapes suivantes :
1. Initialisation des paramètres à leur valeur par défaut (CW, NB, BE)
2. Tirage d’un temps aléatoire (Backo ) afin de désynchroniser les transmissions.
3. Les nœuds alignent leur début de Unit Backo  Period sur ceux de la supertrame,
tous les nœuds doivent s’assurer qu’il reste assez de temps avant la fin de la su-
pertrame pour le Backo , les deux CW, l’envoi de la trame, et l’acquittement si
ce dernier est demandé.
4. A la fin du temps d’attente aléatoire (Backo ) les nœuds doivent tester l’état du
canal en e ectuant ce qu’on appelle un CCA (Clear Channel Assessment) qui dure
8 Symboles de temps:
• Si le canal est détecté occupé, le nœud incrémente toutes les constantes de
l’algorithme (NB=NB+1, BE=min(BE+1,macMaxBE) et CW=2).
• Si NB > macMaxCSMABacko s e.g le nombre maximum d’essais permis
pour la transmission d’une trame est dépassé, le nœud abandonne l’envoi de
la trame en cours. Dans le cas contraire le nœud retire un nouveau Backo 
afin de retenter l’envoi de la trame (étape 2).
• Si au contraire le canal est détecté libre le nœud décrémente la valeur de
CW (CW=CW-1). Si CW=0 la trame est envoyée au début du prochain
Unit Backo  Period, sinon le nœud exécute un nouveau CCA après un Unit
Backo  Period
Au contraire, si le non Beacon Enabled mode est utilisé c’est le CSMA/CA Unsllotted
qui sera alors utilisé par les nœuds afin d’accéder au canal. Comme pour le CSMA/CA
Slotted, les nœuds passeront par les deux premières étapes citées ci-dessus: intialisation
de (CW, NB, BE) et tirage du temps de backo  aléatoire. Les seules di érences avec le
Slotted CSMA/CA résident dans les deux points suivants:
• Les périodes de décrémentation des aUnitBacko Period entre les nœuds en con-
currence pour l’accès au médium sont à l’encontre du Slotted CSMA/CA indépen-
dantes dans le temps i.e la décrémentation du backo  commence immédiatement
après le temps d’attente aléatoire sans synchronisation sur le unit-backo -period
puisqu’il y a absence de supertrame
• Avant de pouvoir transmettre, l’émetteur doit sonder le canal afin de savoir s’il
est libre. En mode Unslotted ceci n’est fait qu’une seule fois, alors qu’en mode
Slotted CSMA/CA le canal devra être libre durant deux aUnitBacko Period avant
l’émission de la trame
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Figure 3.3: CSMA/CA SLotted et Unslotted dans IEEE 802.15.4
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3.6 Limites dans la norme
Toutes les solutions proposées dans le standard IEEE 802.15.4 tendent dans l’absolu
à faire des économies d’énergie tout en o rant de bonnes performances. La super-
trame a été proposée afin de gérer les communications tout en garantissant aux nœuds
d’économiser l’énergie, néanmoins cette structure temporelle introduit plusieurs problé-
matiques relatives au fonctionnement du réseau dont nous discutons ci-dessous.
3.6.1 Topologies
Le standard supporte plusieurs types de topologies, mais seule la topologie en étoile peut
fonctionner correctement si le réseau a une faible densité en terme de nœuds. Pour ce
qui est des topologies peer-to-peer et cluter-tree il faudrait rajouter un certain nombre
de mécanismes, tels que la construction de la topologie et la gestion des collisions de
Beacons i.e la gestion des interférences entre les di érents coordinateurs du réseau.
La solution afin de prendre en compte des topologies en multi-saut a été proposée
dans la deuxième édition du standard IEEE 802.15.4 paru en 2006 sous forme d’une
nouvelle structure pour la supertrame.
La supertrame d’origine a été découpée en deux parties avec pour seule condition
que les deux parties de la supertrame soient séparées par un temps appelé StartTime,
et que les valeurs de Beacon Order et Superframe Order soient les mêmes dans tout le
réseau. Cette nouvelle supertrame est représentée sur la figure 3.4 et se compose:
• d’une première partie appelée incoming superframe, où le nœud reçoit le Beacon
de son coordinateur afin de communiquer avec lui;
• d’une deuxième partie qui s’appelle outgoing superframe où le nœud pourra envoyer
son propre Beacon afin de communiquer avec ses fils.
Cette structure permet d’avoir du multi-saut en mode Beacon, mais introduit une
nouvelle problématique concernant l’ordonnancement des Beacons des di érents coordi-
nateurs du réseau laissée ouverte par le standard.
3.6.2 Collisions de Beacons
Le standard dans sa première version (2003) [57] n’o rait aucune solution concrète pour
l’exploitation de topologies autres que la topologie étoile. Aucun mécanisme de ges-
tion des collisions de Beacons n’ayant été spécifié à cet e et, en l’état les supertrames
des di érents coordinateurs pouvaient se superposer [58], collisionner et ainsi paralyser
l’ensemble du réseau si celui-ci était un réseau multisaut. Dans la deuxième édition du
standard publiée en 2006 [49] a été introduite l’incomming/outgoing superframe pour
prendre en compte les topologies avec plusieurs coordinateurs devant collaborer afin de
permettre la construction de topologies plus complexes et plus étendues que la topologie
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Figure 3.4: L’incoming et l’outgoing supertrame dans IEEE 802.15.4
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Figure 3.5: Collisions de Beacon directes et indirectes
en étoile. Les deux parties de la supertrame sont séparées par le paramètre StartTime
qui doit être calculé localement par les coordinateurs, dans le but d’éviter la superposi-
tion de supertrames. Cette proposition pose juste un cadre général mais n’apporte pas
de solution proprement dite étant donné que le calcul du paramètre StartTime, servant
à empêcher les chevauchements des périodes d’activité des cellules adjacentes, n’est pas
traité par la norme.
Or, il est facile de noter que l’envoi de balises sans ordonnancement particulier peut
avoir comme conséquences des collisions inter-balises. Ainsi les nœuds se trouvant dans
la portée radio de plusieurs coordinateurs resteront isolés du réseau.
Deux types de collisions de balises ont été identifiés par le groupe de travail 15.4b
illustrés dans la figure 3.5: les collisions de balises dites directes et les collisions dites
indirectes. Les Beacons étant envoyés directement, sans mécanisme de protection contre
les collisions, si un coordinateur maintient sa supertrame en même temps qu’un coordi-
nateur voisin, il se peut qu’il y ait des collisions entre les Beacons et les trames émises
dans les supertrames adjacentes.
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La solution la plus naïve à ce problème serait d’avoir un plan de déploiement des
capteurs, et d’attribuer les ordonnancements en fonction. Cette solution devrait être
écartée dans la majorité des cas à cause des contraintes qu’elle implique: d’un coté
il faut utiliser des algorithmes centralisés pour calculer l’ordonnancement, ce qui n’est
pas conseillé dans des réseaux distribués, d’un autre coté il faudra recalculer tous les
ordonnancements pour ajouter un nouveau nœud dans le réseau. Avoir des algorithmes
distribués serait beaucoup plus flexible pour le déploiement et l’ajout de nœuds dans le
réseau.
Collisions directes de Beacon
On parle de collisions directes de Beacons en présence de plusieurs coordinateurs dans
la même portée radio et émettant simultanément les Beacons, impliquant la perte de
synchronisation et l’isolation des nœuds fils de ses coordinateurs.
Deux approches ont été retenues par le groupe de travail 15.4b afin d’apporter des
solutions aux collisions directes de Beacons.
• The time division approach: son principe est que les coordinateurs étant dans le
même voisinage ne partagent pas les même périodes de réveils. Les périodes de
réveils sont ordonnancées de telle sorte qu’un coordinateur ne peut avoir sa partie
active que pendant la période inactive de ses voisins.
• Beacon only period approach: son principe est d’allouer un intervalle de temps
divisé en slots au début de chaque supertrame où chacun des coordinateurs devra
choisir un slot libre dans son voisinage afin d’émettre son Beacon sans provoquer
de collisions.
Collisions indirectes de Beacon
Les collisions indirectes peuvent être assimilées au problème des stations cachées dans les
réseaux sans fil. Ces collisions se produisent entre les Beacon émis par des coordinateurs
n’étant pas dans la même portée radio les uns des autres mais ayant des nœuds fils dans
la portée des di érents coordinateurs.
Ce problème est un peu plus délicat à régler parce que les coordinateurs n’ont aucun
moyen de savoir qu’il y a d’autres émetteurs de Beacon dans leur voisinage. Deux
approches ont été retenues par le groupe de travail 15.4b afin de régler les collisions
indirectes, selon si cela est e ectué durant l’association au réseau ou après.
• L’approche proactive: Les coordinateurs potentiels tentent d’avoir une connais-
sance assez complète de leur voisinage à deux sauts pour choisir un temps de
transmission de Beacon vide. Pour cela tous les coordinateurs associés au réseau
relayent leur temps d’envoi de leur Beacon mais aussi celui de leur père.
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• L’approche réactive: Les nœuds s’associent normalement au réseau sans tenter de
trouver un ordonnancement particulier pour leur Beacon. Ce dernier sera calculé
en fonction des Beacons émis dans le voisinage et à la détection de collisions.
Les propositions introduites par le groupe 15.4b liées aux collisions directes et in-
directes de Beacons ne représentent qu’une réflexion sur les possibles solutions et ne
donnent que des directives sous la forme d’approches à suivre afin d’éviter ce problème.
Dans la littérature il y a eu beaucoup de travaux consacrés à ce problème. Parmi les
solutions proposées certaines suivent les recommandations établies par le groupe 15.4b.
Ces propositions se basent toutes sur le même principe d’ordonnancement temporel. On
trouvera deux types d’ordonnancement: les ordonnancements temporels de supertrames
et les ordonnancements temporels de Beacons.
Koubaa et al. proposent un algorithme d’ordonnancement de supertrame [59] afin
d’éviter les collisions directes et indirectes de supertrame. Cet algorithme se base sur la
technique time division approach citée précédemment, où les supertrames seront ordon-
nancées afin qu’il n’y ait pas de superposition des parties actives des di érents coordi-
nateurs. Ceci évitera les collisions de Beacons mais aussi les collisions des données entre
les di érents clusters appartenant au même voisinage.
Les auteurs proposent Superframe Duration Scheduling (SDS) et Di erent Super-
frame Duration (DSD): deux algorithmes permettant l’ordonnancement des parties ac-
tives des supertrames respectivement si les parties actives sont de la même taille ou de
taille di érente. Ces algorithmes sont centralisés: le PAN coordinateur doit connaître la
localisation de tous les nœuds dans le réseau afin de construire le graphe d’interférence.
Les auteurs proposent un algorithme glouton pour ordonnancer les supertrames. Un nou-
veau coordinateur se rattachant au réseau devra d’abord demander un ordonnancement
afin de pouvoir émettre ces Beacons.
Dans [60] Burda et al. proposent un protocole d’ordonnancement de supertrame:
chaque nœud voulant rejoindre le réseau doit comme pour le standard IEEE 802.15.4
envoyer une requête d’association au coordinateur dont il a entendu le Beacon, ce dernier
devra retransmettre cette requête vers son coordinateur et ceci de façon à ce qu’elle
parvienne au PAN coordinateur. Si le PAN coordinateur accepte l’association il enverra
une Association Response qui sera elle aussi transmise tout le long du réseau jusqu’à la
destination qui utilisera le numéro de séquence de ce paquet afin de calculer aléatoirement
le numéro de slot qui sera utilisé pour ces futures supertrames. Afin de s’assurer que le
slot choisi est bien libre une phase de vérification appelée Integrity Phase a été prévue .
Muthukumaran et al. proposent MeshMAC [61] qui est un algorithme totalement
distribué. Les nœuds définiront leur ordonnancement sur les informations recueillies
dans leur voisinage.
Dans MeshMac, la partie active de la supertrame SD et la supertrame BI seront
de la même taille pour tous les nœuds dans le réseau. L’ordonnancement est e ectué
afin que chaque nœud puisse avoir le temps nécessaire de positionner la partie active
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Figure 3.6: MeshMAC
de sa supertrame sans superposition dans un voisinage à deux sauts. Dans MeshMac,
le choix de la valeur des paramètres de la supertrame seront très importants, puisque
du choix de BO (Beacon Order) et SO (Superframe Order) dépend le nombre de su-
pertrames (noter N dans l’équation 3.4) qu’il sera possible d’ordonnancer. Afin que les
nœuds puissent choisir un slot pour ordonnancer la partie active de supertrame, un slot
temporel est réservé au broadcast où chaque coordinateur devra d’abord recueillir toutes
les informations concernant son voisinage à un saut (ordonnancement des supertrames
du voisinage) puis recueillir les mêmes informations sur son voisinage à 2 sauts en en-
voyant une requête demandant à ses voisins de lui envoyer les ordonnancements de leurs
voisins. Avec toutes ces informations le nœud pourra aisément trouver un slot libre pour
ordonnancer sa supertrame.
N = 2BO≠SO ≠ 1 (3.4)
Jeon et al. [62], proposent une autre solution au problème de collision de Bea-
cons. Cette proposition représente la deuxième approche proposée par le groupe de
travail, qui préconise non plus l’ordonnancement des supertrames mais seulement des
Beacons. Les auteurs proposent d’allouer une partie du début de la supertrame pour
l’envoi des Beacons des di érents coordinateurs. Cette partie au début de la super-
trame est appelée BOP (Beacon Only Period) et est découpée en slots de taille égale
réservés pour l’ordonnancement sans collision des Beacons. Les auteurs préfèrent faire
un ordonnancement de Beacons au lieu des supertrames à cause du délai. L’algorithme
d’ordonnancement de Beacon choisi par les auteurs est simple. Le premier BOP slot
sera attribué au PAN coordinateur, le deuxième au premier nœud ayant rejoint le réseau
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Figure 3.7: Beacon Only Period (BOP)
et ainsi de suite. Dans BOP (Beacon Only Period), les nœuds appartenant au même
voisinage, même s’ils n’ont pas les mêmes parents partagent la même supertrame. Le
fait que les supertrames des di érents coordinateurs soient superposées peut en e et
diminuer les délais mais à condition que soit réglé le problème des nœuds cachés. En
résumé ce protocole ne sera adapté que pour des applications à faible débit et où les
réseaux n’ont que des densités réduites [63]. Une autre contrainte à l’utilisation de BOP
est que le choix du nombre de slots réservés pour l’ordonnancement des Beacons est très
important. Avec trop de BOP slot il y aura un coût à payer sur les délais et en terme
d’énergie à cause de l’overhearing induit par ce dernier. Mais s’il n’y en a pas assez, cela
engendrera des collisions de Beacons. Aucun mécanisme n’a été prévu pour évaluer le
nombre de slots qui doivent être réservés en fonction des conditions du réseau et aucune
adaptation dynamique de leur nombre n’a été prévue.
D’autres propositions ont été faites pour améliorer le protocole BOP. Kim et al.
proposent [64] un algorithme centralisé qui a pour but de réduire la consommation
énergétique imposée par l’écoute des Beacons durant toute la durée de la BOP. Cet
algorithme a pour but d’adapter dynamiquement la longueur de la BOP grâce au nœud
central appelé TMC (Topology Management Center) qui a comme rôles de répertorier
toutes les informations sur le réseau, construire le graphe d’interférence, définir le nombre
de BOP slots indispensables pour ordonnancer les Beacons sans collision, attribuer les
slots et notifier les nœuds.
Villaverde et al. proposent DBOP (Distrubuted BOP): une autre manière de réaliser
la technique de Beacon Only Approach. Ces derniers proposent cette fois-ci un algo-
rithme distribué pour l’attribution des BOPs slot avec une adaptation dynamique de la
longueur de la partie Beacon Only Period. Un nœud choisit un slot BOP libre, mais
avant de se l’attribuer il doit aviser son voisinage pendant la période active. Ses voisins
devront alors répercuter cette information dans leur voisinage, et de ce fait le slot sera
attribué au nœud et aucun autre coordinateur dans un voisinage à 2 sauts ne pourra le
choisir. Si tous les slots sont utilisés le nœud augmente la taille de la BOP et procède
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de la même façon que précédemment.
3.7 ZigBee
L’alliance ZigBee formée par un consortium d’entreprises a proposé un standard pro-
priétaire qui o re des fonctionnalités allant de la couche réseau à la couche applicative.
Le standard ZigBee repose sur les couches basses du standard IEEE 802.15.4.
Dans Zigbee, ce que l’on a appelé précédemment PAN Coordinateur, Coordinateur
et nœuds terminaux vont s’appeler respectivement le ZigBee Coordinateur (ZC), Zig-
Bee Router (ZR) et ZigBee End Device (ZED) qui ne peut communiquer qu’avec son
coordinateur (ZR).
Zigbee ou plus précisément la couche réseau du standard Zigbee a comme tâches les
opérations suivantes:
• Découverte de voisinage;
• Création de topologie;
• Adressage;
• Routage.
La couche application de ZigBee propose di érents profils applicatifs selon l’utilisation
voulue du réseau. Nous citerons par exemple:
• Domotique: éclairage, système d’alarme, chau age, etc;
• ZigBee Smart Energy;
• Santé: suivi et monitoring de patients;
• Contrôle industriel: englobant la domotique et le contrôle de production;
• ZigBee Telecommunication Applications.
3.7.1 Adressage
À l’association d’un nœud au réseau, le coordinateur doit lui attribuer une adresse.
L’attribution d’adresses dans ZigBee peut s’e ectuer de deux manières di érentes:
• Les adresses sont allouées d’une manière aléatoire et unique par la couche applica-
tion jusqu’à l’épuisement total de ces dernières
• Les adresses sont attribuées hiérarchiquement
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L’avantage de cette dernière est d’être une technique distribuée qui garantit l’unicité
des adresses allouées dans le réseau. Elle est utilisée dans les réseaux de type cluster-tree
où chaque ZigBee routeur se verra attribuer une plage d’adresse unique dans le réseau à
allouer à ses futurs fils.
Le coordinateur ZigBee fixera, lors de la formation du réseau, le nombre maximal de
fils par parent (Cm), le nombre maximal de routeurs parmi ces fils (Rm) et la profondeur
maximale du réseau (depth i.e. Lm). Avec ces trois valeurs il est possible de calculer
la fonction Cskip(d) eq. 3.6 représentant la taille du sous-bloc d’adresses pouvant être
allouées à un parent se trouvant à la profondeur d. Si un nœud a une valeur de Cskip(d)
égale à zéro il ne pourra accepter de fils et se comportera comme un nœud feuille. Le
calcul de l’adresse du nouveau fils se fait par le biais de l’équation 3.5.
An = Aparent+Cskip(d) úRm+ n (3.5)
Cskip(d) =
I
1+Cm ú (Lm≠ d≠ 1) si Rm = 1
1+Cm≠Rm≠CmúRmLm≠d≠1
1≠Rm sinon
(3.6)
Cette technique d’adressage a comme désavantage le fait qu’à chaque coordinateur
sera attribuée une plage d’adresses à son association pour ses futures fils, si aucun noeud
ne s’associe à ce coordinateur, ces adresses peuvent être considérées comme perdues.
3.7.2 Routage
Afin que les routeurs puissent relayer les paquets vers les bonnes destinations, Zigbee
o re deux possibilités pour le routage. Si le réseau est un cluter-tree, la technique de
routage utilisée sera le routage hiérarchique proposé initialement par MOTOROLA [65].
Les nœuds ayant la capacité de router des paquets auront besoin de garder uniquement
les adresses de leurs fils et de leur père. Les nœuds terminaux n’ayant pas de capacité
de routage relayeront directement les paquets à leur père et de ce fait n’auront qu’une
adresse à garder en mémoire. Puisque les adresses sont attribuées d’une manière hiérar-
chique il est simple de déduire par quel chemin router le paquet.
Si la topologie est de type peer to peer, Zigbee propose d’utiliser un algorithme de
routage à la demande (on demand) qui est une version allégée du protocole AODV [66]
proposé initialement pour les réseaux Ad Hoc. L’établissement d’une route dans ce
protocole ne se fait qu’à la demande du nœud.
Le principe est simple: un nœud voulant envoyer un paquet devra d’abord vérifier
sa table de routage. Si l’adresse y figure, le nœud envoie directement le paquet. Dans le
cas contraire où l’entrée cherchée n’existe pas, le nœud devra alors faire une demande de
route (Route Request) vers ses voisins. Ces derniers relayeront cette requête en broadcast
dans tout le réseau jusqu’à la destination qui répondra à son tour par un paquet Route
Reply en unicast vers l’initiateur de la requête de route.
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Conclusions de la partie état de l’art
Dans ce chapitre nous avons essayé de définir ce qu’est un réseau de capteurs, ses partic-
ularités, ainsi que les principales propositions ayant été faites pour ce qui est des couches
MAC.
Nous avons voulu être les plus exhaustifs possibles sur les di érentes couches MAC
proposées dans la littérature ainsi que sur la couche MAC du standard IEEE 802.15.4.
Nous avons exposé le fonctionnement de la méthode d’accès CSMA/CA utilisée dans
IEEE 802.15.4, et brièvement expliqué que cette méthode d’accès présente des problèmes
de performances principalement dus à la concentration du trafic sur de petits intervalles
de temps imposés par le duty cycle.
Nous avons aussi développé la problématique de collisions de Beacons non traitée
dans le standard et exposé les plus importantes propositions ayant cherché à résoudre
ce problème. Dans le chapitre suivant nous exposerons la solution que nous proposons
pour éviter les interférences inter-cluster (les collisions de Beacons), et les collisions intra-
cluster ainsi qu’un mécanisme pour la construction de topologie dans IEEE 802.15.4
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CHAPITRE 4
MCCT – MULTI-CHANNEL CLUSTER TREE
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4.1 Introduction
Les réseaux de capteurs sont considérés par nature comme étant des réseaux à forte
densité, dépourvus d’infrastructure dans la majorité des cas et utilisant, de la même
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manière que les réseaux Ad Hoc, les nœuds formant le réseau comme relais dans le but
d’acheminer leurs paquets vers la destination.
Les réseaux de capteurs sont souvent assimilés aux réseaux Ad Hoc. Nous pouvons
dire d’une manière plus précise que les réseaux de capteurs sont des réseaux Ad Hoc mais
plus fortement contraints. Ces deux types de réseaux présentent les mêmes contraintes
liées à l’absence d’infrastructure, l’obligation d’économiser l’énergie ainsi que la non
fiabilité des liens radio. Cependant ces contraintes sont amplifiées dans les réseaux de
capteurs à cause d’un côté de la taille des batteries et d’un autre côté des capacités
limitées en terme de mémoire et de calculs.
Le standard IEEE 802.15.4 représente l’une des meilleures propositions pour les
couches basses dans les réseaux de capteurs. Les propositions apportées dans ce standard
tant au niveau de la couche physique que de la couche MAC ont été pensées afin de
réduire la consommation énergétique grâce à notamment:
• L’utilisation de radio n’émettant qu’à de faibles puissances permet des communi-
cations de l’ordre de 10 à 20 mètres au maximum
• L’utilisation de la technique de duty cycle
• La proposition d’une nouvelle version du CSMA/CA où les nœuds éteignent leur
radio durant le backo .
L’augmentation de la densité des coordinateurs dans un réseau utilisant le standard
IEEE 802.15.4 augmentera la di culté d’ordonnancement des supertrames impliquant
une réduction de la capacité du réseau en terme de débit. Si par exemple le protocole
BOP est utilisé, il faudra augmenter la taille de la période Beacon Only Period afin de
pouvoir ordonnancer les Becons des di érents coordinateurs, ce qui réduira la taille de
la partie active où les nœuds pourront communiquer.
Cette densité aura aussi pour e et l’augmentation de la contention sur la supertrame
partagée par les nœuds du même voisinage (même s’ils ne partagent pas le même coor-
dinateur) impliquant un très grand nombre de collisions. Un autre exemple peut être
donné concernant l’utilisation de protocoles employant la technique d’ordonnancement
de supertrame où le choix des paramètres Beacon Order et SuperFrame Order est très im-
portant puisqu’il conditionne le nombre de coordinateurs qu’il est possible d’ordonnancer
dans un voisinage donné: plus la densité de coordinateurs augmentera plus il faudra
favoriser de grandes valeurs de BO et réduire au maximum la valeur de SO, ce qui impli-
quera une augmentation des délais, et augmentera potentiellement le nombre de paquets
devant être envoyés durant la supertrame.
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Figure 4.1: Nœud caché, exposé et sourd
4.2 Etat de l’art sur les protocoles multi-canaux dans IEEE
802.11
Le standard 802.11 a été proposé principalement pour relier des machines (ordinateurs,
téléphones, tablettes...) à Internet en utilisant le mode infrastructure. Dans ce mode le
point d’accès est responsable de coordonner les communications des di érents nœuds.
Néanmoins avec l’apparition des réseaux Ad Hoc qui sont des réseaux sans infrastructure
et des réseaux maillés (Mesh), les communications ne doivent pas transiter obligatoire-
ment par le point d’accès, mais par di érents nœuds ou routeurs du réseau afin d’arriver
à la destination (multi-saut). Dans ce mode de fonctionnement, c’est-à-dire dans un
contexte multi-saut, la couche MAC de IEEE 802.11 devant faire face au problème :
• des nœuds cachés où plusieurs stations qui ne sont pas à portée radio les unes des
autres envoient des trames vers une même station;
• des nœuds sourds où un nœud étant déjà engagé ou juste exposé à une communica-
tion n’arrive pas à recevoir les trames d’une station tierce cherchant à communiquer
avec lui;
• des nœuds exposés où un nœud ne pourra pas communiquer à cause de la présence
de nœuds communiquant dans son voisinage.
Dans ce genre de situation la couche MAC du standard IEEE n’est pas aussi performante
que dans le mode infrastructure comme ont pu le démontrer di érentes études menées
sur le sujet [67,68]. La figure 4.1 résume ces trois problèmes.
Nous nous intéressons dans cette section au standard IEEE 802.11. Ce dernier a été
étudié en profondeur et un grand nombre de protocoles utilisant la technique de multi-
canal ont été proposés afin de gérer les problèmes présentés ci-dessus dans les réseaux
maillés et Ad Hoc. Cette technique maximise le débit dans des applications en multi-saut
en permettant aux nœuds et routeurs de paralléliser les communications.
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Pour faire des réseaux où sont utilisés di érents canaux il faut gérer le mécan-
isme d’assignation de canaux et éviter d’avoir les mêmes problèmes cités précédemment
(nœuds cachés, sourds, ou exposés).
On peut classifier les protocoles multi-canaux en quatre catégories [69,70].
Canal de contrôle dédié (Dedicated Control Channel) : L’assignation de canaux
dans ce genre de protocoles se base sur l’utilisation d’un canal de contrôle. Le but
étant de séparer les messages de contrôle (signalisation) et le trafic utile (paquets
de données). Avant l’envoi de paquets de données, les nœuds doivent se mettre
d’accord sur le futur canal utilisé pour l’échange des paquets, et ceci sur le canal
de contrôle.
Jain et al. [71] proposent le protocole Multichannel CSMA MAC, dans lequel
un nœud voulant envoyer un paquet doit d’abord scanner l’ensemble des canaux
mesurant le niveau de bruit afin de construire une liste de canaux potentiels. Une
fois la liste construite le nœud envoie un paquet RTS à la destination sur le canal de
contrôle. La destination recevant le CTS scanne à son tour l’ensemble des canaux,
et construit de même une liste. Les deux listes sont comparées, et si aucun canal
commun n’y figure, le nœud destinataire ne renvoie pas de paquet, ce qui impli-
quera une nouvelle tentative de la part de l’émetteur suivant les mêmes étapes. Si
au contraire les deux listes contiennent des canaux en commun, le meilleur canal
sera choisi par le récepteur et renvoyé dans un paquet CTS. Ce canal sera alors
utilisé pour l’échange de paquets.
Ji et al. [72] proposent aussi qu’une liste de canaux soit constituée par les nœuds,
mais en sélectionnant cette fois des canaux en fonction de leur état (libre ou oc-
cupé). Cette liste est construite par l’émetteur et sera envoyée au récepteur sur le
canal de contrôle dans un paquet RTS, le récepteur choisira alors un canal dans
cette liste et informera l’émetteur par l’envoi d’un CTS.
Wu et al. [73] proposent le protocole DCA (Dynamic Channel Assignment), qui
utilise la même technique d’assignation de canal avec un canal de contrôle. Cette
technique se base aussi sur l’état du canal et la négociation entre nœuds se fait
avec des RTS/CTS. La di érence avec le protocole cité ci-dessus est que les auteurs
préconisent l’utilisation de deux interfaces radio. Une interface sera dédiée aux
messages de contrôle, et une autre servira pour les échanges de paquets de données.
Cette dernière doit dès lors se positionner sur le canal choisi après la négociation
sur le canal de contrôle.
En résumé afin de permettre les communications en multi-canal ces trois protocoles
proposent de scanner l’ensemble des canaux avant l’envoi d’une trame, puis de
s’échanger des trames de contrôle afin de négocier le canal le plus intéressant à
utiliser.
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Dans les réseaux de capteurs cette technique doit être exclue à cause du coût
énergétique imposé d’un côté par le scan des canaux à chaque envoi de trame et
d’un autre côté par l’overhead imposé par la négociation du canal entre l’émetteur
et le récepteur.
Saut de fréquence (Channel Hopping) : Les nœuds changent de canaux suivant
des séquences de saut afin de s’échanger leurs données. A la di érence des proto-
coles utilisant un canal de contrôle, dans les protocoles à saut de fréquence tous
les canaux sont alloués à la communication.
Bahl et al. [74] proposent le protocole SSCH (Slotted Seeded Channel Hopping),
dans lequel le temps est découpé en slots de 10 ms. Chaque nœud choisit et suit
une séquence pseudo aléatoire de sauts de fréquence afin d’éviter les collisions dans
son voisinage. Le saut d’une fréquence à l’autre se fait toujours au début du slot.
Deux nœuds pourront communiquer entre eux quand ils seront en même temps sur
le même canal. Afin d’éviter que les nœuds n’arrivent pas à communiquer parce
que les canaux/slots ne se superposent pas il a été prévu un slot additionnel (parity
slot), durant lequel les nœuds envoient des informations sur la séquence de saut
afin que les nœuds voisins puissent communiquer avec eux au besoin.
So et al. proposent McMAC (Multichannel MAC) [75] un protocole utilisant
comme le protocole SSCH la technique de saut de fréquence. Chaque nœud génère
une séquence pseudo aléatoire pour les sauts de fréquence, à la di érence que dans
ce protocole aucun slot n’a été réservé pour la découverte du voisinage comme
dans SSCH. Afin de faire connaître leur séquence de sauts les nœuds rajoutent
cette information dans les paquets échangés.
La technique de saut de fréquence peut être intéressante pour les réseaux de cap-
teurs, néanmoins il faut éviter les dérives d’horloge en synchronisant les nœuds.
Partage de phase (split phase) : dans ce genre de protocoles le temps est divisé en
deux parties: La première où les nœuds s’échangent les paquets de contrôle afin
de décider du canal qui sera utilisé pour les communications futures qui seront
e ectuées durant la deuxième partie.
So et al. [76] proposent MMAC (Multichannel MAC), un protocole synchronisé,
utilisant une seule interface. Chaque nœud maintient une liste appelée PCL
(Preferable Channel List) où il classe les canaux par ordre de préférence (High,
Medium ou Low préférence). Comme pour le standard IEEE 802.15.4 MMAC
utilise une supertrame d’une longueur d’un Beacon Interval représentant le temps
s’écoulant entre l’envoi de deux Beacons successifs de l’ordre de 100 ms. Chaque
Beacon Interval commence par un intervalle de temps appelé ATIM (Announce-
ment Tra c Indication Message) qui dure 20 ms et où les nœuds se mettent sur
un canal prédéfini utilisé comme canal de contrôle pour négocier un canal afin de
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transmettre leurs paquets. Après la phase ATIM le canal utilisé durant cette phase
sera aussi utilisé pour les communications.
Maheshwari et al. [77] proposent le protocole LCM (Local Coordination-based
Multichannel MAC), où les nœuds partagent leur temps entre deux phases. Dans
la première s’appelant Transmission Schedule, un nœud voulant envoyer un paquet
doit d’abord envoyer un RTS sur le canal de contrôle. Ce paquet contient la liste
des canaux libres et propose un temps pour l’envoi des paquets. Le récepteur
répond alors par un CTS contenant le canal choisi. A la réception du CTS le
nœud initiateur de la communication doit envoyer un autre paquet (RES) pour
réserver le canal choisi et confirmer le schedule pour l’envoi des paquets. De ce fait
tous les voisins dans un voisinage à un saut seront au courant du canal et schedule
choisis, leur interdisant son utilisation durant le temps de la communication. Après
cette négociation les nœuds changent ce canal afin de s’échanger leur données.
Zhang et al. [78] proposent le protocole TMMAC (TDMAMulti-channel MAC), un
protocole synchronisé, dans lequel, comme dans MMAC chaque période de temps
commence par un Beacon, suivi de la période appelée ATIM et de la période de
communication. Mais à la di érence de MMAC le temps durant cette phase est
lui aussi découpé en slots, chacun de taille su sante pour l’envoi d’un seul paquet.
Durant la période ATIM les nœuds s’échangent des paquets spécifiques définis dans
ce protocole (ATIM control packets) afin de négocier le canal et le slot temporel
qui seront utilisés durant la phase de communication.
Dans des réseaux contraints énergétiquement et avec l’utilisation de la technique
du duty cycle, les nœuds n’auront qu’un court intervalle de temps afin d’envoyer
et de recevoir les trames. Ceci implique que la technique de négociation de canal
proposée dans les trois protocoles cités ci-dessus doit être évitée dans les réseaux
de capteurs à cause du temps limité pour les échanges de données. D’un autre côté
afin de réduire la consommation énergétique il faut limiter au maximum l’envoi de
paquets de contrôle quand cela est possible.
Canal dédié à la réception : dans ce genre de protocole, chaque nœud se verra at-
tribué un canal dédié à la réception des données, et un émetteur devra se position-
ner sur le canal de réception du destinataire pour le transfert de ses paquets.
Shacham et al. [79] proposent une architecture pour réseaux maillés en multi-
canal RDT (Receiver Directed Transmission), dans laquelle chaque nœud se voit
attribuer un canal utilisé pour la réception des paquets de données et où les nœuds
seront toujours en écoute. Un nœud voulant émettre un paquet devra changer
de canal et se positionner sur le canal du récepteur. L’allocation de canal et la
connaissance du canal de la destination ne font pas partie de la proposition car les
auteurs considèrent que cela doit être fait dans une couche plus haute.
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Extended RDT (xRDT) proposé par Maheshwari et al. [77], représente une ex-
tension de l’approche RDT. Cette extension a pour but de pallier les problèmes
de nœuds cachés et sourds pouvant survenir dans des réseaux utilisant di érents
canaux pour communiquer. Pour cela les auteurs préconisent de rajouter une in-
terface appelée TI (Tone Interface). Un nœud recevant sur un canal enverra un
signal pour annoncer qu’il est occupé en réception sur son interface TI (l’interface
de signalisation).
L’utilisation d’un canal de réception pour chaque nœud peut être intéressante à
condition de rajouter un mécanisme d’attribution de canaux et de découverte du
voisinage ainsi qu’un mécanisme pour éviter les nœuds cachés et sourd pouvant
survenir dans les réseaux en multi-canal et ceci sans l’utilisation de plusieurs in-
terfaces.
L’utilisation de ces protocoles est peu appropriée pour les réseaux de capteurs et
cela pour des raisons simples: dans les réseaux de capteurs la contrainte énergétique
fait qu’il faut diminuer au maximum les échanges de paquets de contrôles, et de ce
fait les mécanismes tels que RTS/CTS ou autres mécanismes de réservation de canaux
présentés précédemment reposant sur l’envoi multiple de paquets doivent être abolis
dans les réseaux de capteurs. De même que l’utilisation de plusieurs interfaces gérant
plusieurs canaux simultanément n’est pas conseillée dans les réseaux de capteurs, d’une
part pour le coût en terme d’énergie qui sera proportionnel au nombre d’interfaces, et
d’autre part pour des raisons économiques puisque que cela coûtera plus cher d’avoir
plusieurs antennes vu que la majorité des capteurs disponibles sur le marché ne sont
équipés que d’une seule interface.
4.3 Problématiques et motivations
Dans la section précédente nous avons exposé les di érentes solutions proposées afin
de construire des réseaux fonctionnant sur di érents canaux dans IEEE 802.11. Les
propositions citées sont impossibles à mettre en œuvre dans les réseaux de capteurs car
ils n’ont pas été pensés dans une optique d’économie d’énergie:
• Utilisation de multiples interfaces radio
• Multiples échanges de paquets de contrôle (overhead)
Comme expliqué précédemment le standard IEEE 802.15.4 ne propose aucune solu-
tion aux problèmes suivants:
• Les collisions de Beacons (interférences inter-cluster)
• La construction de la topologie
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• Les interférences intra-cluster
• La réduction du temps d’association des nœuds au réseau
Un certain nombre de solutions utilisant l’ordonnancement temporel de Beacons
ou de supertrames dans le but de pallier le problème de collisions de Beacons dans le
standard IEEE 802.15.4 ont été proposées dans la littérature. Néanmoins ces solutions se
concentrent uniquement sur les techniques d’ordonnancement et occultent les problèmes
pouvant survenir avec ce genre de solutions, tels que la réduction de la capacité du
réseau, les interférences inter-cluster, sachant que ces protocoles ne s’intéressent pas à
la construction de la topologie.
La majeure partie des protocoles [36,38,40,42,44,45] proposés utilisant la technique
de multi-canal dans les réseaux de capteurs ne traite pas les problèmes du standard IEEE
802.15.4 cités dans la section 3.6 de l’état de l’art. Le protocole MCMAC [43] propose
de gérer les réseaux en multi-canal dans IEEE 802.15.4 mais comme nous l’avons déjà
expliqué ce protocole génère un overhead trop important dû aux demandes d’attribution
des slots de communication. TMCP [39] proposé afin de construire un ensemble de
cluster-tree fonctionnant sur plusieurs canaux peut aussi être utilisé dans le standard
IEEE 802.15.4 mais cette solution laisse ouverte le problème des collisions directes et
indirectes de Beacons.
4.4 Propriétés
Notre proposition a pour but de répondre aux problèmes suivants:
• L’allocation de canaux
• La construction de la topologie i.e trouver le meilleur coordinateur pour l’association
du nœud au réseau
• La réduction du temps d’association des nœuds au réseau par l’accélération de la
découverte de voisinage
• L’élimination des collisions de Beacons (inter-cluster)
• La réduction des collisions intra-cluster
• L’augmentation de la capacité du réseau
• Accélération de la reconstruction du réseau: dans le cas où une partie du réseau
est isolée à cause de la perte de la synchronisation d’un coordinateur, le sous arbre
pourra être rattaché au réseau en un BI (Beacon Interval) maximum
• Réduction de la consommation énergétique: accélérer le temps d’association revient
à diminuer le temps que les nœuds passent à scruter le canal
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A l’encontre des di érentes propositions [36, 38, 40, 42, 44, 45], notre proposition a
été pensée pour le standard IEEE 802.15.4 et tend à respecter son fonctionnement.
Dans MCCT (Multi-Channel Cluster Tree) le seul changement en comparaison au mode
Beacon Enabled est l’ajout d’un paquet servant uniquement à la découverte de voisinage.
4.5 MCCT
Nous présentons MCCT (Multi-Channel Cluster Tree), qui est un protocole pour la
construction de topologie utilisant le mode Beacon-Enabled du standard IEEE 802.15.4
dans un contexte multi-canal. Le but de ce protocole est d’éviter les collisions de Beacons
qui représentent un des problèmes majeurs du standard IEEE 802.15.4. Le protocole
MCCT utilise l’ensemble des canaux fournis par le standard IEEE 802.15.4 dans le but
de construire un réseau fonctionnant sur di érents canaux.
L’utilisation de di érents canaux dans MCCT aura pour but d’éviter les collisions
inter-cluster en ordonnançant les supertrames sur di érents canaux. Et afin de réduire
les collisions intra-cluster nous avons rajouté un mécanisme de limitation de nombre de
fils par coordinateur, ceci étant la solution la plus triviale permettant au mécanisme
CSMA/CA de produire de bonnes performances. Le chapitre suivant sera exclusivement
consacré à l’étude du mécanisme CSMA/CA à travers les di érents paramètres.
Le standard o re les outils nécessaires pour construire la topologie soit:
• Mécanisme de découverte de voisinage (Scan)
• Les requêtes d’association (association request et association response)
Mais ne donne aucune directive à cet e et.
Notre protocole MCCT aura pour tâche de gérer l’association des nœuds au réseau,
de définir sur quelles bases un nœud choisira un coordinateur comme père, ainsi que
d’ordonnancer les supertrames dans le but d’en réduire au maximum les collisions. Les
informations à partir desquelles un nœud choisira un parent lui seront fournies par le
biais d’un nouveau paquet que nous avons défini. En s’associant au réseau comme dans
le standard IEEE 802.15.4, si le nœud est un RFD, il se comportera comme une feuille
n’échangeant des paquets qu’avec son parent. Au contraire si le nœud nouvellement
associé est un FFD, ce dernier devra choisir un canal, et un ordonnancement pour ses
futures supertrames. Tout coordinateur devra éviter la superposition de sa supertrame
et celle de son père, et utiliser un canal di érent des canaux utilisés dans son voisinage,
afin d’éviter les collisions de Beacons. En résumé à l’encontre de ce qui est fait dans
le standard IEEE 802.15.4 nous proposons de construire un réseau en cluster-tree où
chaque cluster utilise une fréquence di érente de celle qu’utilisent ses voisins.
La phase d’association au réseau dans un réseau IEEE 802.15.4 peut s’avérer très
longue et gourmande en terme d’énergie. Le temps que le nœud cherchant à s’associer
passe à scanner les di érents canaux est conditionné par la longueur des supertrames
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et le nombre de canaux. Plus la supertrame est longue plus le temps d’association des
nœuds au réseau croît et plus la consommation énergétique augmente. Dans le standard
IEEE 802.15.4 par exemple il faudra qu’un nœud scrute les 16 canaux pour au moins
une longueur max de supertrame. Ceci implique un temps de convergence très long (70
minutes de scan par nœud pour un BO=14).
Afin de réduire au maximum le temps que prend l’association au réseau, nous pro-
posons dans MCCT d’utiliser un canal de contrôle qui sera dédié uniquement à l’envoi
du paquet Hello servant essentiellement à la construction du cluster-tree. En résumé, au
lieu de scanner tous les canaux à la recherche de Beacons pour s’associer comme dans
IEEE 802.15.4, dans MCCT un nœud aura à scanner uniquement le canal de contrôle
réduisant ainsi le coût en terme d’énergie et de délai d’association au réseau.
En e et en utilisant un canal de contrôle, un nœud n’aura à scanner le canal que
pendant un cycle au maximum (256 secondes dans le cas où BO=14) réduisant le temps
que les nœuds passent à scanner le canal et réduisant ainsi le temps de formation du
réseau.
En résumé nous présentons un nouveau mécanisme de découverte de voisinage ayant
les objectifs suivants:
• L’accélération de la découverte de voisinage (construction et reconstruction du
réseau)
• Réduction de l’énergie consommée durant la phase de construction
• Communication des canaux utilisés dans le voisinage
Nous conservons la même structure de supertrame fig. 3.4 proposée dans IEEE
802.15.4, mais en permettant que l’incoming et l’outgoing superframe soient sur di érents
canaux. La figure 4.2 représente l’architecture du réseau construit par MCCT: le PAN
coordinateur représenté par le nœud A dans la figure communique avec ses fils (B,C,D,E)
sur le canal 1; les filss du PAN coordinateur qui sont eux-mêmes coordinateurs utiliseront
des canaux di érents afin de communiquer avec leurs filss; les nœuds feuilles participeront
seulement à la supertrame de leur père et n’auront aucun Beacon à transmettre aux
nœuds K,L,M par exemple.
Nous allons maintenant décrire plus en détails les di érents mécanismes que nous
proposons dans notre protocole.
4.5.1 Construction du cluster-tree
Dans le standard IEEE 802.15.4 afin de rejoindre le réseau les nœuds doivent scanner
dans l’ordre croissant l’ensemble des canaux disponibles, ceci dans le but de collecter les
Beacons envoyés par les coordinateurs dans leur voisinage et ainsi recueillir le maximum
d’informations.
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Figure 4.2: Architecture du réseau multi-canal
Un nœud est assuré de répertorier tous les Beacons envoyés dans leur voisinage que
s’il passe un temps su sant sur chaque canal. Le problème est que scanner tous les
canaux a un double inconvénient: non seulement cela engendre une forte consommation
en terme d’énergie, mais en plus, cela prend un temps non négligeable, impliquant une
longue durée en écoute (overhearing). Ce temps passé à scanner chacun des canaux
se répercutera ainsi sur le temps nécessaire pour la construction du réseau et sur sa
reconstruction en cas de perte de la synchronisation.
Comme expliqué dans la section 3.5.5, les nœuds ont le choix de faire un scan actif
en demandant explicitement des Beacons (Beacon request) ou un scan passif.
Le scan actif n’est prévu que pour des réseaux fonctionnant en mode Non-Becon-
Enabled. Si cette technique est néanmoins utilisée dans le mode Beacon-enabled les
nœuds n’ont aucune garantie que les coordinateurs aient la radio allumée lors de l’envoi
de la requête. Ce scan introduit aussi un overhead inutile dû à l’envoi des requêtes que
les coordinateurs ignorent (envoi du Beacon est périodique).
La deuxième méthode à la disposition des nœuds est le scan passif où les nœuds scru-
tent l’ensemble des canaux à la recherche des Beacons dans leur voisinage. Les nœuds
n’ayant aucune information sur les longueurs des supertrames des di érents coordina-
teurs, doivent afin d’être sûr de ne pas manquer un Beacon, scanner chaque canal durant
une période d’au moins la longueur maximum d’une supertrame:
(aBaseSuperframeDuratioon ú (2N + 1))symboles (4.1)
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Où N appartient à l’intervalle [0,14]. Comme dit précédemment afin de ne pas manquer
les Beacons et en l’absence d’information sur la supertrame le nœud utilisera la valeur
maximale du paramètre N i.e 14, ce qui impliquera un scan de 251,67 secondes par canal.
Pour éviter l’overhead induit par le scan actif (Beacon request) et réduire le temps
passé à scruter tous les canaux à la recherche de Beacons dans le scan passif, nous pro-
posons d’utiliser dans MCCT un canal qui sera dédié à la seule découverte de voisinage.
Sur ce canal sera envoyé uniquement le paquet Hello sur lequel se base notre méthode
de découverte du voisinage.
Tout nœud cherchant à s’associer devra d’abord récupérer les Hellos dans son voisi-
nage. Pour cela il devra scanner uniquement le canal de contrôle où sont envoyés les
Hellos, au lieu de scanner tous les canaux à la recherche des Beacons comme cela est fait
dans le standard IEEE 802.15.4.
Comme déjà énoncé dans MCCT la trame Hello sera recherchée par les nœuds afin
de savoir s’il y a des coordinateurs dans leur voisinage réduisant le temps de convergence
grâce à l’envoi de cette trame par tout coordinateur associé au réseau à chaque BI sur
le canal de contrôle.
Ce paquet n’est pas envoyé périodiquement mais de manière aléatoire durant la
période inactive du coordinateur (schedule_rand()) dans la figure 4.3). Si deux Hello
collisionnent ils auront une très faible probabilité d’être envoyés au même moment durant
de futurs envois. Ceci peut être expliqué par la taille des paquets Hellos comparés au
BI. Nous avons choisi un envoi aléatoire afin d’éviter de rajouter une négociation entre
les coordinateurs pour l’envoi de ce paquet.
L’utilisation d’un canal de contrôle fait que le nœud n’aura pas à scruter l’ensemble
des canaux à la recherche de Beacons avant de s’associer au réseau, un nœud a seulement
à scanner le canal de contrôle durant une période maximum de supertrame réduisant le
temps de scan à 251,67 secondes (au lieu de 16*251,67 secondes dans IEEE 802.15.4),
accélérant ainsi le processus d’association et de construction du réseau.
Dans MCCT, nous dissocions le rôle du Beacon et du Hello. La procédure de syn-
chronisation est la même que celle utilisée dans le standard IEEE 802.15.4 employant
le Beacon qui servira aussi au maintien de la supertrame i.e. coordonner les nœuds ap-
partenant au cluster (Synchronisation, GTS, Data pendig list , etc.), alors que le Hello
aura uniquement comme rôle la découverte du voisinage. Dans ce dernier sera rajouté
le temps du prochain Beacon du coordinateur choisi.
La figue 4.3 illustre la découverte de voisinage que l’on propose dans MCCT. Le PAN
coordinateur représenté par le nœud A commence à envoyer le paquet Hello sur le canal
zéro, le nœud B qui est en train de scanner ce même canal reçoit le Hello de A. Ainsi la
fin de sa période de scan qui sera d’un BI au maximum, le nœud B s’associera au nœud
A et devient ainsi un de ses fils. La procédure d’association est la même que celle utilisée
dans le standard IEEE 802.15.4 (Association Request/ Association Response), sauf que
le nœud après sa période de scan devra attendre le moment où débute la supertrame du
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Figure 4.3: Découverte de voisinage
coordinateur qu’il a choisi comme père pour aller le rejoindre sur son canal afin d’entamer
le processus d’association. Une fois associé, le nœud B envoie à son tour des Hellos pour
déclarer sa présence et inviter d’autres nœuds à rejoindre le réseau. Le nœud C étant à la
recherche de Hello s’associera à B. La formation du réseau se fera de cette manière. Les
critères de choix du coordinateur comme futur parent seront expliqués ultérieurement
4.5.2 Association et réduction des collisions inter-cluster
A part le mécanisme d’association au réseau le standard IEEE 802.15.4 ne définit pas
de mécanisme de création de topologie i.e sur quelle base un nœud choisit un parent à
la place d’un autre. Dans cette section nous présentons la méthode de construction de
cluster-tree utilisée dans MCCT.
Dans MCCT la construction du cluster-tree est toujours initialisée par le PAN co-
ordinateur qui enverra des paquets Hello sur le canal de contrôle afin de manifester sa
présence. Le contenu d’un paquet Hello est présenté dans la table 4.1. Un nœud voulant
s’associer au réseau, scanne uniquement ce canal pour une durée d’un BI au maximum.
Pendant cette période, les nœuds enregistrent les paquets Hello reçus afin de construire
une table de voisinage. A la fin de la période de scan ils devront prendre une décision
sur le parent à choisir. La décision ayant été prise, le nœud n’aura plus qu’à aller sur le
canal de son futur père et d’exécuter l’association (cf. section 3.5.5). A son tour, si le
nœud est un FFD il choisira un canal et un slot pour communiquer avec ses futurs fils,
et commencera à envoyer ses Hello sur le canal de contrôle.
Dans le standard IEEE 802.15.4, dès qu’un FFD rejoint le réseau, ce dernier de-
vient coordinateur et a comme rôle d’envoyer des Beacons afin de gérer son cluster et
d’annoncer sa présence. Dans des réseaux où il y a un grand nombre de coordinateurs
cohabitant dans le même voisinage il peut être dangereux de permettre que tous les
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coordinateurs envoient des Beacons, et ceci pour deux raisons: la première est une rai-
son énergétique i.e un coordinateur émettant un Beacon sera dans l’obligation de rester
éveillé pendant toute sa partie active (SD) dans l’attente d’éventuels paquets de la part
de ses fils, ou d’association de la part de nouveaux nœuds voulant rejoindre son cluster;
la deuxième raison est qu’un coordinateur émettant des Beacons alors qu’il n’a pas de
fils peut collisionner avec les Beacons de ses voisins, ou juste occuper un slot (Temporel
ou fréquentiel) et en interdire son utilisation à d’autres coordinateurs.
Afin de réduire la pression sur le canal et le nombre de Beacons envoyés dans le
réseau nous essayons dans MCCT de maximiser le nombre de nœuds feuilles. Pour cela
nous définissons deux types de coordinateurs:
• Les coordinateurs actifs: ce sont des coordinateurs associés au réseau et ayant
des fils. Ils enverront en début de chaque supertrame, comme dans le standard
IEEE 802.15.4, un Beacon, et continueront d’annoncer leur présence sur le canal
de contrôle sous forme de Hello.
• Les coordinateurs passifs: ce sont les coordinateurs associés au réseau mais n’ayant
pas encore d’fils. Ils ne seront autorisés à envoyer que les Hello sur le canal de
contrôle, mais n’enverront pas de Beacons. Ils ne resteront réveillés que pen-
dant une portion du temps de la partie active pour recevoir une éventuelle re-
quête d’association de la part de fils potentiels. Si aucune requête n’est reçue ils
s’endormiront en attendant l’envoi du Hello et le Beacon de la prochaine super-
trame.
Un FFD se rattachant au réseau dans notre proposition sera considéré comme un
coordinateur passif jusqu’au moment d’avoir des fils, et ceci afin de réduire l’envoi de
Beacons, d’économiser les canaux utilisés dans le réseau et l’énergie consommée pour le
maintien de supertrame. Les RFD pourront seulement participer au cluster en tant que
nœud feuille.
4.5.3 Choix du coordinateur et réduction des collisions intra-cluster
Le but dans MCCT est de maximiser le nombre de nœuds feuilles. Ceci est réalisé en
s’associant de préférence à un coordinateur ayant déjà des filss (coordinateur actif).
En outre, en choisissant les parents avec le plus petit nombre de fils les nœuds
auront tendance à équilibrer la charge des coordinateurs en terme de nombre de fils.
MCCT aura pour rôle, comme dit précédemment, d’éviter les collisions inter-cluster en
parallélisant les communications sur di érents canaux. Ceci aura un impact positif sur
les performances mais n’est pas su sant.
Notre protocole aura aussi pour rôle de réduire les collisions intra-cluster. Il faut
souligner que le standard IEEE 802.15.4, même s’il a été pensé pour des réseaux qui
sont par définition des réseaux à forte densité, n’o re pas de bonnes performances dans
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Figure 4.4: Packet Delivery Ratio dans un réseau en étoile IEEE 802.15.4
ce genre de contexte (densité en terme de nœuds et de trafic). La cause vient du fait que
le mécanisme d’accès au canal (CSMA/CA) proposé dans le standard IEEE 802.15.4
n’est e cace qu’en présence d’un trafic et d’une densité faible.
Nous avons étudié l’impact du nombre de fils sur les performances du CSMA/CA
slotted. La figure 4.4 représente le PDR (Packet Delivery Ratio) pouvant être o ert par
la couche MAC IEEE 802.15.4 en mode Beacon-Enabled. Nous avons simulé un réseau
en étoile où nous avons augmenté progressivement le nombre de filss du coordinateur,
chaque nœud ayant un paquet à émettre par supertrame.
On peut déduire aisément à partir de la courbe 4.4 que cette méthode d’accès ne peut
o rir de bonnes performances que si le coordinateur a un nombre limité de filss, et cela
quelque soient les valeurs choisies de BO et SO. Cette courbe montre que si on dépasse
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un nombre de 5 fils par coordinateur et cela dans des conditions optimales (sans nœud
caché), le coordinateur en question ne pourra recevoir plus de 85% des paquets émis.
Avec dix nœuds cette valeur chutera aux alentours de 60%. Cette courbe ne présente que
les performances à un saut, mais sur plusieurs sauts les performances seront beaucoup
plus faibles comme montré dans l’étude menée par Liu et al. [80].
Nous avons estimé qu’à partir de cinq nœuds dans un cluster un nœud devrait
s’associer à un coordinateur passif au lieu de charger le cluster ayant atteint le nom-
bre de 5 fils. Si aucun coordinateur ayant moins de fils que le seuil autorisé (5 fils) ne
se trouve dans le voisinage, le nœud, pour ne pas rester isolé, pourra s’associer avec ce
coordinateur sans tenir compte du seuil, mais cette décision ne devra être prise qu’en
dernier recours. Les conditions que nous avons posées ont pour but de maximiser le
nombre de nœuds feuilles dans le réseau (nœuds terminaux et coordinateurs passifs)
mais pas au détriment de la connectivité du réseau. Dépassant le seuil maximum du
nombre d’e fils par cluster, le nœud devra, si cela est possible, choisir un coordinateur
passif, dans le but aussi de répartir la charge sur di érents coordinateurs, et si ce n’est
pas possible il devra se rattacher à un coordinateur avec un nombre de fils dépassant le
seuil.
En résumé, dans MCCT un nœud voulant s’associer au réseau, scanne le canal de
contrôle à la recherche des HELLO, construit sa table de voisinage, et prend la décision
de s’associer au réseau. Le nœud, en fonction des informations contenues dans les Hellos,
classe les coordinateurs suivant le nombre de fils de ces derniers, et devra choisir comme
parent le coordinateur avec le moins de fils, à condition que ce dernier ne soit pas un
coordinateur passif. Ceci nous permettra de minimiser le nombre de coordinateurs actifs
et en même temps d’économiser canaux et énergie. Si des coordinateurs ont le même
nombre de fils, le nœud choisira le coordinateur le plus proche du puits en terme de
sauts. Si le nombre d’e fils et la profondeur dans l’arbre sont les mêmes pour tous les
coordinateurs sélectionnés le choix se fera aléatoirement.
De cette section nous avons déduit que le MAC de IEEE 802.15.4 ne peut fonctionner
correctement que si nous contraignons la construction de la topologie i.e si nous limitons
le nombre de fils par coordinateur. Cette solution peut s’avérer di cile voire impossible
dans certaines conditions i.e dans le cas où le réseau présente une grande densité de RFD
par rapport aux FFD. Les chapitres suivants sont consacrés à l’étude du CSMA/CA du
standard IEEE 802.15.4 et à la proposition d’une méthode pour l’amélioration de ses
performances, les propositions ayant comme objectif de s’abstraire de la connaissance
préalable du nombre de fils et de la quantité de trafic dans le réseau.
4.5.4 Choix du canal et du slot
Afin d’éviter les problèmes de surdité et de collisions il faut que:
• Les supertrames des coordinateurs et de leurs fils ne se superposent pas en temps
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• Les coordinateurs étant dans un même voisinage soient sur des canaux ou slots
temporels di érents
• Les nœuds soient sur le bon canal afin de communiquer avec leurs parents
Une fois associés, tous les nœuds que ce soit des FFD ou des RFD doivent se synchro-
niser avec leur coordinateur. La synchronisation est e ectuée par le biais des Beacons
envoyés par les di érents coordinateurs actifs du réseau.
Chaque nœud ayant été associé au réseau doit alors se réveiller au début du slot
choisi par son parent comme outgoing superframe et sur le bon canal afin de recevoir le
Beacon.
Les RFDs n’auront plus qu’à se réveiller périodiquement pour la réception du Beacon.
Les FFDs lors de l’association au réseau devront en plus choisir un slot et un canal en
vue de maintenir leurs futurs supertrames (outgoing superframe) afin de communiquer
avec leurs propres fils.
La supertrame i.e. le temps entre deux Beacons successifs, comme dans MeshMAC,
est découpée en intervalles de temps de la même taille ayant la longueur de la partie
active de la supertrame (SD).
La partie active de chaque coordinateur devra ainsi être ordonnancée dans un des
slots temporels. Chaque coordinateur devra décaler son outgoing supertrame par rapport
à celle de son parent d’au moins un SD afin d’éviter toute superposition des incoming
et outgoing superframe du coordinateur et de ses fils (StatTime=SD) .
Le nombre de slots temporels disponibles pour l’ordonnancement des di érentes su-
pertrames dans un voisinage donné sera alors N = 2BO≠SO slots temporel. Il faut
rajouter à cela les 15 canaux utilisés dans MCCT augmentant ainsi le nombre de slots à
N = 2BO≠SO ú 15 .
Afin de réduire le temps de remontée des données il est préférable que le futur coor-
dinateur choisisse le slot pour sa propre supertrame (outgoing superframe) juste avant
celle de son coordinateur (père) comme le montre la figure 4.3.
Les informations de canal et slot étant envoyées dans les Hellos les nœuds non associés
choisir le temps d’envoi de leur propre supertrame sans interférer avec leurs parents et
leur voisinage.
Le choix du slot et du canal dépendra des informations contenues dans les Hellos
comprenant le canal et le slot choisis par les coordinateurs dans son voisinage à 2 sauts.
Le nouveau coordinateur peut dès lors choisir son canal aisément en appliquant un
algorithme glouton qui aura comme principe:
• Classement des canaux par ordre croissant d’utilisation
• Choix du canal le moins utilisé
Néanmoins, dû à une collision de Hello ou à une association simultanée de deux
nœuds au réseau, il est possible que certains nœuds n’aient pas une vision complète de
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Nombre de nœuds 60 (random)
Nombre moyen de voisins 9
Type de trafic, rate CBR, 0.5 pkt/min
Paramètres de 802.15.4 so = 1, bo œ [2..14]
Table 4.2: Paramètres de simulations
leur voisinage ou qu’ils choisissent le même canal et slot. Cette situation peut être évitée
facilement si le coordinateur qui partage le même canal/slot dans son voisinage est un
coordinateur actif. Le coordinateur passif en se réveillant sur son canal/slot au début de
sa supertrame, afin d’écouter une éventuelle sollicitation d’un potentiel fils, entendra le
Beacon de son voisin et pourra changer de slot en conséquence. Si les deux coordinateurs
sont passifs ceci n’aura aucun impact et ce problème se résoudra de lui même quand ils
se transformeront en coordinateurs actifs.
4.5.5 Maintenance du réseau
Durant son fonctionnement, le réseau a besoin d’un mécanisme permettant de détecter
des coupures de liens dans le réseau. Dans MCCT on utilise le numéro de séquence
du Beacon: Le PAN coordinateur incrémente et inclut ce numéro de séquence dans
son Beacon. Chaque coordinateur récupère ce numéro de séquence et l’inclut dans son
Beacon.
Les nœuds recevant les Beacons de leurs parents détectent une perte de connectivité
dans l’arbre si ce numéro de séquence reste inchangé durant un certain nombre de BI
(Fixé à trois dans nos simulations).
Dans ce cas ces coordinateurs arrêtent d’envoyer leur Beacon et recommencent toute
la procédure de découverte de voisinage pour se reconnecter au réseau.
Le fait que la détection de la perte de connectivité prend plusieurs BI, le coordinateur
pourra se rattacher au réseau avant que ses fils ne la détectent à leur tour, ce qui
accélère la reconstruction puisqu’il n’est pas nécessaire que tous les nœuds du sous arbre
recommencent la découverte de voisinage (destruction de tout le sous arbre).
4.6 Evaluation des performances
Nous avons comparé MCCT avec le standard IEEE 802.15.4 et le protocole Mesh-
MAC [81], nous avons évalué ces trois approches en terme de délais, de PDR (packet
delivery ratio) et de l’indice de Jain (Jain index) [82] qui représente l’équité en terme
d’accès au canal pour les di érents nœuds du réseau. Pour cela nous avons utilisé le
simulateur WSNET [83]: un simulateur qui a été principalement développé pour les
réseaux de capteurs [84]. Nous avons implémenté le mode Beacon-Enabled du stan-
dard IEEE 802.15.4. Notre proposition MCCT et une version idéale de MeshMAC où
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Figure 4.5: Packet Delivery Ratio dans une topologie aléatoire de 60 nœuds
tous les nœuds connaissent leur voisinage à deux sauts, ce qui annule toutes les erreurs
d’ordonnancement quand cela est possible (nombre su sant de slots pour ordonnancer
l’ensemble des supertrame).
4.6.1 Topologie aléatoire
Pour l’évaluation de performances nous avons simulé dans un premier temps une topolo-
gie aléatoire de 60 nœuds déployés aléatoirement dans un cercle avec un degré moyen de
voisins égal à 9. Pour ces simulations nous avons choisi un trafic de type convergecast
où les nœuds envoient toutes leurs données vers le PAN coordinateur. Le tableau 4.2
présente les paramètres de simulation.
aazer La figure 4.5 montre les résultats en terme de PDR: on remarque que le standard
IEEE 802.15.4 a des performances très médiocres et cela quelle que soient les valeurs
de BO choisies, 80% des paquets envoyés sur le réseau n’arrivent pas à destination.
Ces performances sont dues à l’absence d’ordonnancement des di érentes supertrames,
entrainant des collisions entre les Beacons des di érents coordinateurs. Seuls les fils du
PAN coordinateur parviendront à transmettre leurs paquets.
On constate également que les trois solutions présentent de mauvaises performances
en terme de PDR pour les grandes valeurs de BO. La cause est que le nombre de paquets
générés entre deux périodes d’activité est trop grand par rapport à la taille de la période
active, dépassant la capacité o erte par le réseau. On peut tirer la conclusion suivante:
dans des réseaux avec un trafic périodique et en utilisant un mécanisme de duty cycle
comme le standard IEEE 802.15.4, il est préférable de favoriser des cycles d’apparition
de Beacon fréquents avec des périodes d’activité courtes (petites valeurs de BO et SO).
Comme montré précédemment, la couche MAC du standard IEEE 802.15.4 ne gère pas
très bien la contention: la présence d’un grand nombre de paquets à transmettre en
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Figure 4.6: Jain Index dans une topologie aléatoire de 60 nœuds
début de supertrame a un impact très négatif sur les performances. Avoir des super-
trames fréquentes évitera l’accumulation de paquets dans les bu ers, et évitera la forte
contention au début de la supertrame, di cile à gérer avec le CSMAC/CA tel qu’il est
proposé dans la norme.
L’ordonnancement temporel de supertrames permet d’augmenter les performances
comparées à la version native de IEEE 802.15.4 pour les valeurs au delà de BO = 4.
Pour des valeurs plus petites de BO, MeshMAC atteindra au maximum 50% en terme
de PDR. Ceci vient du fait qu’avec ce protocole il n’est possible d’ordonnancer que
2BO≠SO≠ 1. MCCT permet d’atteindre des PDR de plus 90% pour de petites valeurs de
BO (entre 2 et 5) grâce à la parallélisation des communications sur di érents canaux qui
augmentera le nombre de slots disponibles à ordonnancer (jusqu’à 2BO≠SO ú 15 slots). Ce
qui est important de retenir est qu’avec le multi-canal on pourra utiliser de petites valeurs
de BO et SO, ceci garantira une faible consommation énergétique (on pourra toujours
utiliser de petits duty cycles), et répartir le trafic sur les di érentes supertrames, évitant
que les nœuds accumulent trop de paquets dans les bu ers impliquant une réduction des
retransmissions liée aux collisions de trames, et ainsi une réduction de la consommation
en terme d’énergie.
La figure 4.6, comme pour le PDR, montre que l’approche multi-canal permet d’avoir
une meilleure équité pour les petites valeurs de BO. Ce résultat correspond à ce qui a
été présenté dans la figure 4.5 représentant le PDR. Le délai sera, lui aussi, réduit en
utilisant le multi-canal: moins de collisions implique moins de retransmissions et un plus
court délai (cf fig. 4.7 ).
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Figure 4.7: Délai dans une topologie aléatoire de 60 nœuds (échelle logarithmique)
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Figure 4.8: Packet Delivery Ratio pour une topologie en grille
4.6.2 Topologie en grille
Le deuxième jeu de simulations que nous proposons est fait sur une grille de nœuds
de 49 nœuds (7 par 7) avec le coordinateur au centre montrent les mêmes résultats
que ceux des topologies aléatoires. Les figures 4.8 et 4.9 représentent respectivement le
Packet Delivery Ratio et le délais obtenu pour une la topologie en grille. Nous pouvons
constater que malgré la faible densité que représente cette topologie, MCCT augmente
la capacité du réseau et arrive à donner de meilleures performances que MeshMAC et
IEEE 802.15.4.
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Figure 4.9: delai pour une topologie en grille (échelle logarithmique)
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Figure 4.10: Scalabilité
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Figure 4.11: Exemple des topologies en grille, en ligne et en croix
4.6.3 Scalabilité
Nous avons voulu étudier l’impact de la taille du réseau sur les performances en terme de
Packet Delivery Ratio sur les deux protocoles MCCT et MeshMac, pour cela nous avons
simulé plusieurs topologies aléatoires de type cluster-tree où l’on a augmenté le nombre
de nœuds de 10 à 100. Ces topologies ont été toutes générées aléatoirement mais avec
de très faibles densités de voisinage i.e en moyenne 5 voisins par nœud. La figure 4.10
représente le Packet Delivery Ratio par rapport au nombre de nœuds. Nous pouvons
constater que les deux protocoles réagissent très bien à l’augmentation du nombre de
nœuds dans le réseau. Ceci revient au bas trafic et au grand nombre de slots disponibles
pour l’ordonnancement des supertrames i.e 32 slots avec BO et SO respectivement à 7
et 2.
4.6.4 Impact de la densité sur les performances
Par définition, les réseaux de capteurs sont des réseaux à forte densité. Nous avons
souhaité étudier l’impact de la densité de coordinateurs sur les performances en terme
de Packet Delevery Ratio des deux protocoles MCCT et MeshMAC représentés sur la
figure 4.12. Pour cela nous avons généré des topologies aléatoire où nous avons augmenté
le degré moyen de voisins, nous avons fixé BO = 7 et SO = 2, ceci o rant un duty cycle
de 3% et un nombre de 32 slots temporels ordonnançables.
La figure 4.12 montre les performances obtenues par MCCT et MeshMAC. Pour de
faibles densités nous remarquons que les deux approches o rent un taux de PDR équiv-
alent. Ceci provient du grand nombre de slots à la disposition de MeshMAC lui permet-
tant un ordonnancement de supertrames sans collision. Cependant le PDR chutera plus
rapidement avec l’augmentation de densité des coordinateurs dans le cas du protocole
MeshMAC qui n’arrivera pas à ordonnancer les supertrames sans avoir des collisions
de Beacons faute de slots disponibles. MCCT n’aura pas ce problème puisque chaque
coordinateur aura à sa disposition 15 canaux pour chacun des 32 slots pour ordonnancer
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Figure 4.12: Impact de la densité de coordinateurs sur le Packet Delivery Ratio
sa supertrame. Avec MCCT le PDR restera entre 97% et 77% même si le nombre de
coordinateurs voisins est de 35.
Nous avons aussi procédé à des simulations sur des topologies particulières: une
topologie en ligne de vingt nœuds, une topologie en croix de 13 nœuds et une grille de 49
nœuds (7:7). Dans ces simulations nous avons gardé les topologies fixes, et nous avons
joué sur la portée radio des nœuds afin de voir le comportement des deux protocoles
MCCT et MeshMAC. Le but de ces simulations est de montrer l’intérêt d’avoir un
protocole robuste face à l’augmentation de la densité.
Ces courbes tendent à confirmer que le protocole MCCT permet un déploiement de
capteurs sans tenir compte de la densité des nœuds coordinateurs comme montré par la
courbe 4.12, et ceci quelles que soient les topologies choisies (des topologies aléatoires ou
des topologies suivant un plan de déploiement plus strict). L’intérêt de s’abstraire de la
densité des nœuds dans un déploiement des réseaux de capteurs est de pouvoir choisir
librement un duty cycle selon les besoins du réseau (réactivité, maximisation de la vie du
réseau, etc.). Ceci n’est faisable qu’en ayant un protocole pouvant s’adapter et garantir
de bonnes performances quelles que soient les valeurs de BO et SO choisies. MeshMAC
est très sensible aux valeurs de ces deux paramètres: si le nombre de coordinateurs
voisins dépasse le nombre de slots ordonnançables, les performances en pâtiront comme
on peut le voir sur les figures 4.13, 4.14 et 4.15.
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Figure 4.13: Impact de la densité de coordinateurs dans une topologie en croix
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Figure 4.14: Impact de la densité de coordinateurs dans une topologie en grille
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Figure 4.15: Impact de la densité de coordinateurs dans une topologie en ligne
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4.7 Conclusion
Le standard IEEE 802.15.4 a été proposé afin de gérer les communications dans des
réseaux contraints énergétiquement. La technique de duty cycle étant l’un des moyens
les plus simples afin de garantir des économies d’énergie, elle a été retenue dans toutes
les solutions MAC pour les réseaux de capteurs. Néanmoins cette technique peut mener
à des collisions de Beacons dans IEEE 802.15.4 (interférences inter-cluster) et des inter-
férences intra-cluster dues au temps réduit où les nœuds ont la possibilité de communi-
quer.
Dans ce chapitre nous avons proposé le protocole MCCT. Ce protocole a pour rôle
de minimiser deux types d’interférences: d’une part les interférences inter-cluster en
parallélisant les communications sur di érents canaux fréquentiels, et d’autre part les
interférences intra-cluster en imposant une politique d’association au réseau minimisant
le nombre de fils par coordinateur et permettant ainsi une meilleure e cacité de la
méthode d’accès.
Le protocole MCCT introduit une nouvelle trame appelée Hello, envoyée uniquement
sur le canal de contrôle et servant essentiellement à la construction du réseau. L’envoi
périodique de ce paquet peut être considéré de prime abord comme un overhead vu que
tous les coordinateurs envoient cette trame à chaque supertrame. Le fait est que ce
paquet envoyé uniquement sur le canal de contrôle permet d’éviter toute interférence
avec les données utiles du réseau et de ce fait ne générera aucune réémission. D’un
autre côté grâce à ce mécanisme de découverte de voisinage, nous avons pu réduire le
nombre de coordinateurs envoyant des Beacons (Coordinateur actif), en introduisant la
notion de coordinateurs passifs, ces derniers n’ayant pas à maintenir de supertrame tant
qu’ils n’auront pas de fils. En e et, avec uniquement le tiers des coordinateurs, avec
MCCT nous arrivons à maintenir un réseau et atteindre de meilleures performances en
comparaison avec le standard IEEE 802.15.4 ou MeshMac. Dans les simulations des
topologies aléatoires avec soixante nœuds nous n’avions que vingt coordinateurs actifs
(coordinateur maintenant des supertrames) en moyenne alors que dans MeshMac et
IEEE 802.15.4 tous les coordinateurs maintiennent une supertrame.
Nous pouvons aussi souligner le fait que le protocole MCCT gère plus e cacement
les réseaux à forte densité, ce qui est intéressant dans un contexte de réseaux de capteurs
souvent présentés comme des réseaux très denses.
Il serait intéressant de tester le protocole MCCT sur une plateforme réelle et ceci afin
d’en observer le comportement dans un environnement avec la présence d’interférences
extérieures.
Afin que notre protocole garde les mêmes propriétés dans ce genres de conditions,
il faudrait rajouter un mécanisme de détection d’énergie pour le choix du canal qu’un
coordinateur doit s’attribuer pour sa future supertrame.
Le scan à détection d’énergie sera ainsi e ectué juste après la découverte de voisinage
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faite par le nœud en s’associant au réseau. Ainsi si le nœud choisit un canal trop bruyant,
il pourra changer de canal avant de commencer à l’annoncer sur le canal de contrôle
(Hello).
Une autre adaptation pouvant être ajoutée à MCCT est le maintien de plusieurs
parents par les nœuds, un parent favori et des parents secondaires, ceci pouvant être
intéressant dans le cas où une couche routage est utilisée.
Nous pouvons rajouter alors dans ce cas un mécanisme utilisant la qualité du canal
des di érents parents comme métrique de routage.
Dans le chapitre suivant nous allons étudier la méthode d’accès du standard IEEE
802.15.4 et montrer l’impact négatif que peut avoir la concentration des communications
sur de petites périodes de temps imposées par le duty cycle.
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5.1 Introduction
Comme présenté précédemment le standard IEEE 802.15.4 a été proposé pour les
réseaux WPAN et fournit deux modes de fonctionnement (Beacon Enabled mode et
non Beacon-Enabled mode). Nous nous concentrons sur le plus important des deux, Ce
mode permet d’économiser de l’énergie e cacement grâce au mécanisme de duty cycle
minimisant l’utilisation de l’interface radio. Cette dernière n’est utilisée que durant de
petites portions de temps, sans pour autant pénaliser la connectivité du réseau.
Comme nous l’avons déjà exposé dans la section 3.5.6, le standard IEEE 802.15.4
utilise l’algorithme CSMA/CA comme méthode d’accès au canal: les nœuds, avant
d’envoyer une trame, doivent patienter durant un temps aléatoire et vérifier si le canal
est libre à la fin de ce temps d’attente afin de statuer sur l’envoi de la trame.
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L’utilisation du tirage aléatoire des temps d’attente a pour but de désynchroniser les
envois des di érentes stations en concurrence pour le canal. Ce temps d’attente appelé
temps de Backo  B est toujours tiré d’une manière uniforme dans un intervalle borné
conditionné par la valeur du Backo -Exponent.
Dans ce chapitre nous proposons d’étudier les performances du standard IEEE
802.15.4 et plus exactement la méthode d’accès au canal utilisée (Slotted CSMA/CA).
Nous analyserons l’impact sur les performances des di érents paramètres choisis pour
la méthode d’accès au canal et les limitations introduites par ces derniers.
Comme nous allons le montrer dans ce chapitre le standard IEEE 802.15.4 n’o re de
bonnes performances qu’en présence d’une faible densité de nœuds et d’un faible trafic.
Cette description ne correspond pas tout à fait à l’idée que l’on se fait des réseaux de
capteurs, qui sont généralement décrits comme des réseaux avec une grande densité de
nœuds.
5.2 Influence des paramètre du CSMAC/CA sur les per-
formances de IEEE 802.15.4
Les performances du standard IEEE 802.15.4 ont été étudiées dans un certain nombre
d’articles. La majorité des articles sont des articles théoriques d’évaluation de perfor-
mances. Ils se basent, pour la plupart, sur le modèle de chaine de Markov. Misic et al.
proposent une modélisation du mode slotté de l’algorithme CSMA/CA du standard [85]
dans un contexte de trafic montant (convergecast). Les auteurs s’intéressent à l’impact
sur les performances du trafic, du nombre de stations, de la taille des bu ers, de la taille
des trames ainsi que de la longueur de BI.
Les auteurs concluent de cette étude que le choix des paramètres tels que la taille
des trames, l’intensité du trafic ainsi que la taille du réseau est très important afin de
maximiser le débit. En e et il ressort de leur étude qu’augmenter la taille des trames a
comme résultat de baisser la probabilité d’accès au canal et d’augmenter la probabilité
que le canal reste inutilisé. Ce phénomène s’accentue avec l’augmentation du nombre de
nœuds dans le réseau.
Dans [50] les mêmes auteurs ont étudié cette fois-ci l’impact des conditions de trafic,
de topologie, de la taille des bu ers, de la taille des supertrames sur le mode Beacon du
standard IEEE 802.15.4 mais avec cette fois-ci un trafic montant (uplink) et descendant
(downlink).
Leur étude montre que le trafic descendant doit être restreint, un coordinateur ne
pouvant gérer e cacement ce genre de trafic que s’il est d’une petite intensité. Après
réception de la requête demandant les données en attente chez le coordinateur, ce dernier
doit tirer un temps de backo  afin d’envoyer ses trames. Durant ce temps la radio étant
éteinte toute trame venant des autres nœuds sera perdue. Ceci vient s’ajouter aux
possibles collisions entre les trames de données et les requêtes envoyées au coordinateur,
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ce qui causera une augmentation des délais.
Park et al. [86] proposent une approche similaire avec chaîne de Markov afin d’étudier
les performances du standard IEEE 802.15.4 en terme de fiabilité, délais et consom-
mation énergétique. Les résultats montrent que la fiabilité du réseau augmente avec
l’augmentation des deux paramètres macMinBE et macMaxCSMABacko  ainsi que mac-
MaxFrameRetries. Néanmoins les auteurs soulignent que même si l’augmentation de ce
paramètre a un impact positif sur les performances ce n’est pas su sant pour des appli-
cations denses en terme de trafic.
Les auteurs montrent que l’augmentation des valeurs des trois paramètres discutés
ci-dessus réduit la consommation énergétique dans des applications à fort trafic. Ef-
fectivement les nœuds passeront la majorité du temps en Backo  (radio éteinte) avant
l’envoi de la trame. Le fait d’avoir un grand macMinBE maximisant la probabilité
que la trame arrive à destination au bout d’une tentative, des retransmissions et du
gaspillage d’énergie pourront être évités. Néanmoins cette augmentation aura comme
résultat logique l’augmentation du délai moyen.
D’autres travaux ont été e ectués afin d’étudier par simulation les performances du
standard IEEE 802.15.4: Koubaa et al. [87] ont étudié la topologie en étoile, dans le
but de montrer l’impact de BO et SO sur le CSMA/CA slotted, le nombre de nœuds et
la taille des paquets.
Les auteurs montrent que le choix de la valeur du paramètre macMinBE à un grand
impact sur le délai et le débit. Les auteurs concluent que l’algorithme avec les paramètres
par défaut n’est pas adapté pour de grands réseaux. Anastasi et al. [52] aussi grâce
aux simulations qu’ils ont e ectués, sont arrivés aux mêmes conclusions concernant les
paramètres utilisés dans la méthode d’accès du standard IEEE 802.15.4 i.e le standard
IEEE 802.15.4 o re des performances plutôt médiocres que ce soit dans des réseaux en
étoile ou en multi-saut. Ceci est principalement dû au fait que les valeurs par défaut
de BE (Backo  exponent) ne permettent pas de gérer e cacement l’accès au canal sauf
dans le cas de réseaux de très petite taille.
De la même manière Koscielnik et al. montrent dans [88] que les stations cachées et
exposées ont un impact négatif sur le débit dans IEEE 802.15.4, les auteurs préconisent
l’ajout d’un mécanisme tel que RTS/CTS pour éviter ce genre de situation, sachant
qu’aucun mécanisme n’a été proposé dans le standard afin d’y pallier.
D’autres auteurs ont préféré faire des expérimentations sur des capteurs réels: dans
[89] Lee et al. proposent d’étudier l’impact sur les performances des modes de transfert
de données (Direct et Indirect), de la taille des paquets, ainsi que du CSMA/CA slotted.
Les auteurs montrent avec leurs expérimentations que la méthode d’accès est fortement
influencée par le nombre de nœuds dans le réseau générant du trafic et la taille des
trames: plus il y a de nœuds plus le PDR diminue, l’augmentation de la taille des
trames ayant le même résultat à cause de l’augmentation de la probabilité de collision.
Le délai augmentera aussi de par l’augmentation de la taille des fenêtres de contention
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due aux multiples essais e ectués par les di érentes stations afin d’envoyer leurs trames.
Liu et al. [80] montrent grâce à leurs expérimentations que les performances du stan-
dard IEEE 802.15.4 en terme de probabilité de réception des trames par la destination
sont très médiocres dans un contexte de réseau en étoile et multi-saut. La probabilité
de délivrer une trame ne dépassera pas 15% dans un réseau avec un nombre de sauts
dépassant 5. Ils démontrent aussi que le débit et le PDR se dégradent rapidement avec
l’augmentation du nombre de nœuds et cela même dans des topologies en étoile.
En résumé toutes ses études convergent vers le même constat qui est que la méthode
d’accès au canal proposée dans IEEE 802.15.4 est fortement dépendante:
• De la topologie (nombre de nœuds, densité de voisinage, etc.)
• De l’intensité du trafic
• De la taille des trames
• Du duty cycle
Une des solutions retenues par les di érents auteurs pour améliorer les performances
sera donc d’augmenter la valeur du paramètre macMinBE et macMaxBE.
5.3 Etude de l’impact des di érents paramètres utilisés
dans le mode Slotted CSMA/CA sur les performances
Comme expliqué dans la section 4.5.3 , le standard IEEE 802.15.4 ne peut gérer e cace-
ment la contention qu’en présence d’un trafic faible et dans des cas où il n’y a pas trop
de nœuds en contention. La figure 5.1 montre l’impact du nombre de paquets à écouler
en début de supertrame sur les performances de la méthode d’accès en terme de Packet
Delivery Ratio pour di érents nombres de nœuds. Nous pouvons constater grâce à cette
figure que tant que le nombre de fils ne dépasse pas 4 nœuds la couche MAC arrive à
garantir un PDR autour de 90%, mais dès que ces 4 nœuds génèrent plus de trafic (plus
d’un paquet au début de la supertrame) les performances se dégradent: avec un nombre
de paquets de 7 on voit qu’il y a une baisse de l’ordre de 20% de PDR. Ceci se confirme
avec l’augmentation du nombre de nœuds dans un cluster: avec 8 nœuds par exemple
la couche MAC ne fera pas plus de 60% de PDR dans les meilleures conditions. Ceci
revient à la concentration des trames en début de supertrame et à l’impossibilité de la
méthode d’accès à gérer ce genre de situations.
Les paramètres de base choisis pour le fonctionnement de l’algorithme CSMA/CA
ont un impact non négligeable sur les performances du standard IEEE 802.15.4 en
terme de débit, PDR, délais et consommation énergétique vu qu’un nœud qui fait une
retransmission de trame à cause des collisions aura tendance à consommer plus d’énergie
qu’un nœud réussissant à transmettre sa trame au bout du premier essai.
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Figure 5.2: Impact du paramètre macMaxCSMABacko s sur le PDR
Nous présentons dans ce qui suit les di érents paramètres et leur impact sur les
performances en terme de délais, PDR et débit.
Les paramètres utilisés dans le fonctionnement de l’algorithme CSMA/CA sont:
macMaxCSMABackoffs : Le nombre maximum de fois où le nœud testera si le canal est
occupé avant d’abandonner l’émission de la trame en cours de transmission
macMaxFrameRetries : Le nombre maximum de retransmissions que le nœud e ectuera
en l’absence de réception d’acquittement avant d’abandonner l’envoi de la trame
BE (Backoff Exponent) : Détermine la longueur de l’intervalle (fenêtre de contention)
dans lequel le nœud doit tirer le temps d’attente aléatoire qu’il devra attendre
avant la transmission d’une trame (Backo )
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5.3.1 macMaxCSMABacko s
Le paramètre macMaxCSMABacko s représente le nombre de CCA (Clear Channel
Assessment) qu’un nœud e ectuera avant d’abandonner la transmission d’une trame
pour cause de canal occupé.
Afin de montrer l’impact de ce paramètre sur la méthode d’accès utilisée dans le
standard IEEE 802.15.4 nous avons simulé plusieurs topologies en étoile où nous avons
augmenté la densité de nœuds autour du coordinateur. Chaque nœud ayant un paquet à
envoyer en début de supertrame, nous avons fait varier la valeur de macMaxCSMABack-
o s de 0 à 5. La figure 5.2 représente le PDR correspondant aux di érentes valeurs de
macMaxCSMABacko s.
Augmenter la valeur macMaxCSMABacko s augmente les performances en terme de
PDR (cf. Fig. 5.2) et ceci quelles que soit le nombre de nœuds autour du coordinateur.
Ceci s’explique par le fait qu’augmenter la valeur de macMaxCSMABacko s revient à
donner plus de chances aux nœuds de transmettre leurs trames.
Sachant que la probabilité que les nœuds génèrent des paquets durant la période
active de la supertrame est très faible, et compte tenu du duty cycle (de l’ordre de 1%),
la probabilité qu’un nœud sonde le canal et le trouve occupé en début de supertrame est
très élevée.
Ceci implique que tous les nœuds participant à cette supertrame rentreront en com-
pétition afin de transmettre leurs paquets. A cause de cette forte pression sur le canal
en début de supertrame les nœuds trouveront le canal occupé la plupart du temps et
plus la valeur du paramètre macMaxCSMABacko s est petite plus ils abandonneront
rapidement la transmission de la trame en cours, ce qui aura un impact négatif sur
les performances, ce qui nous pousse à conclure que plus la valeur de ce paramètre est
grande meilleures seront les performances.
La figure 5.3 est le résultat de la simulation d’un réseau en étoile où l’on a fait varier
le trafic de un à sept paquets par supertrames.
La courbe représente le nombre d’abandons d’envois de paquets dus à un nom-
bre d’essais dépassant les valeurs des paramètres macMaxFrameRetries et macMaxC-
SMABacko s fixés à leur valeur par défaut par le standard soit respectivement 3 et 4.
Dans un réseau de type IEEE 802.15.4 utilisant le mode slotted (utilisation de duty
cycle) l’envoi des trames sera abandonné dans la majorité des cas parce que les stations
trouvent le canal occupé.
On peut qualifier cette méthode d’accès comme très agressive puisqu’un nœud devra
abandonner la transmission de ses paquets non pas en cas de multiples collisions ou en
cas de non réception de l’acquittement mais dans la majorité des cas juste parce que le
canal est occupé par l’envoi de paquets.
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Figure 5.5: Impact du paramètre BE sur le Packet Delivery Ratio
5.3.2 macMaxFrameRetries
Les hypothèses de travail utilisées pour les simulations sur le paramètre macMaxCAM-
ABacko  ont été reprises pour celles concernant le paramètre macMaxFramesRetries i.e
un réseau en étoile avec augmentation de la densité de nœuds. Pour montrer l’impact
de macMaxFrameRetries nous en avons fait varier la valeur dans l’intervalle [0,7].
La figure 5.4 représente le PDR atteint dans les di érentes topologies en fonction de
la valeur du paramètre macMaxFrameRetries.
Nous pouvons déduire grâce à cette figure que le paramètre macMaxFrameRetries n’a
aucun impact sur les performances dès lors que la valeur choisie est supérieure ou égale
à 2, quelles que soit le nombre de nœuds autour du coordinateur le PDR restant stable
à partir de cette valeur. Ce qui implique que ce paramètre ne doit pas être considéré
dès qu’il dépasse une valeur de 2.
5.3.3 BE (Backo  Exponent)
Afin de montrer l’impact du paramètre BE (Backoff-Exponent), qui est le paramètre
conditionnant la taille des fenêtres de contention dans l’algorithme CSMA/CA, nous
avons procédé à deux jeux de simulations sur une topologie en étoile:
• Soit nous avons augmenté le nombre de nœuds autour du coordinateur, chaque
nœud ayant un paquet à envoyer au début de chaque supertrame
• Soit nous avons simulé l’impact d’un trafic saturé où tous les nœuds ont toujours
dans leur bu er un paquet à envoyer (trafic Backlog)
La Figure 5.5 représente l’impact du paramètre macMinBE sur le PDR dans un
réseau en étoile avec un trafic non saturé, alors que les deux Figures 5.7 et 5.6 représen-
tent l’impact de macMinBE sur le débit dans un contexte de trafic saturé.
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Figure 5.6: Impact du nombre de nœuds sur le débit
La Figure 5.5 montre que plus le nombre de nœuds augmente (avec n’importe quelle
valeur de macMinBE) plus les performances se dégradent. Nous pourrions déduire qu’il
est plus intéressant de choisir la valeur maximale de BE permise par le standard, à savoir
8, car cela permet de maximiser maximise le PDR.
Ceci n’est vrai que dans des applications n’ayant aucune contrainte temporelle, et
où le trafic est assez bas pour ne pas remplir les tampons (bu ers).
Le fait d’augmenter la valeur de BE à son maximum aura comme résultat d’augmenter
la taille des fenêtres de contention, réduisant ainsi les probabilités de collisions mais en
contrepartie augmentera les délais et donc baissera le débit.
Afin de maintenir des performances optimales en terme de PDR ainsi qu’en terme
de délais il faudrait choisir de maximiser le débit au lieu du PDR. En e et maximiser
le débit revient à maximiser l’utilisation de la bande passante permettant aux nœuds
d’atteindre un PDR optimal tout en minimisant les délais.
La Figure 5.6 représente l’impact du nombre de nœuds sur le débit. Elle montre que
la valeur optimale de macMinBE maximisant le débit change avec le nombre de nœuds.
En représentant le débit atteint dans une topologie en étoile en fonction du nombre
de nœuds (cf. Fig 5.7) nous pouvons remarquer que la valeur optimale du débit se
déplacera avec l’augmentation du nombre de nœuds émetteurs. Ce qui prouve que pour
une quantité de nœuds donnée autour d’un coordinateur il existe une valeur du paramètre
macMinBE maximisant le débit.
Si par exemple 5 nœuds sont en concurrence pour accéder au canal, maximiser le
débit revient à choisir la valeur de macMinBE=3, alors que pour un nombre de 50 ou
60 nœuds la valeur maximisant le débit sera alors de macMinBE=8.
La courbe représentée en figure 5.7 montre l’importance du choix de la valeur de BE
et son impact sur le débit. Le lecteur remarquera que le débit est ainsi divisé par 10 en
passant d’un nombre de 10 nœuds à un nombre de 60 nœuds autour du coordinateur
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Figure 5.7: Impact du paramètre macMinBE sur le débit
(avec macMinBE=3 le débit passe de 1000 Bit/s à moins de 100 Bit/s).
5.4 Conclusion
Dans ce chapitre nous avons étudié la méthode d’accès utilisée dans le mode Beacon
du standard IEEE 802.15.4. Les simulations que nous avons e ectuées ainsi que les
di érentes études pratiques ou théoriques montrent que les paramètre utilisés dans
l’algorithme CSMA/CA ont un grand impact sur les performances en terme de débit
et de Packet Delivery Ratio.
Nous avons pu constater que les collisions ont un impact négatif sur le débit, impli-
quant un gaspillage de bande passante, d’énergie et augmentant les délais. Néanmoins
dans le standard IEEE 802.15.4, la baisse des performances est due dans la majorité
des cas non pas aux collisions mais à l’abandon des transmissions de la part des nœuds
trouvant le canal toujours occupé comme le montre la Figure 5.3.
Nous pouvons déduire que le choix des paramètres par défaut définis par le standard
soit: (macMinBE=3, macMaxCSMABacko s=4 ) ne permettent pas d’atteindre des
performances optimales dans toutes les conditions de topologie et de trafic.
En e et, il faudra lors du déploiement d’un réseau de capteurs tenir compte, dans
un but de maximiser les performances, de l’impact des deux paramètres:
• macMinBE servant à augmenter la taille des fenêtres de contention, dans le but de
minimiser la probabilité de trouver les canaux occupés et la probabilité de collisions
• macMaxCSMABacko s permettant l’augmentation du nombre d’essais permis par
la couche MAC avant d’abandonner l’émission de la trame
Ce choix définira les performances pouvant être atteintes par le réseau. En e et,
une valeur constante et optimale des paramètres n’existant pas, nous allons étudier
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dans le prochain chapitre des méthodes d’auto-adaptation dans le but d’optimiser les
performances.
Il faut aussi tenir compte du mécanisme de duty cycle. En e et à cause de la
contrainte énergétique, les capteurs essayent de maintenir le plus souvent possible la
radio éteinte.
Dans IEEE 802.15.4 ceci est obtenu en jouant sur les valeurs des paramètres BO et
SO. Ce mécanisme permet d’économiser l’énergie mais il a comme principal défaut de
réduire les temps prévus pour les communications et ainsi la capacité du réseau. Les
nœuds auront tendance à emmagasiner les paquets dans leur bu er durant la période
où les radios sont éteintes. Ceci implique que toutes les stations ayant des paquets dans
leur bu er rentrent en compétition dès le début de la partie active afin d’envoyer les
paquets.
Le problème introduit par le duty cycle peut être géré en choisissant les bonnes
valeurs pour les paramètres BO et SO en fonction du trafic. Comme expliqué précédem-
ment, il vaut mieux avoir des BO/SO petits que le contraire ceci permettant d’avoir des
supertrames plus fréquentes ce qui aura un double avantage:
• Distribuer le trafic des di érentes stations sur di érentes supertrames, afin d’éviter
que les nœuds ne gardent les trames dans la mémoire tampon (Bu er)
• O rir une plus grande réactivité du réseau en baissant la latence
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6.1 Introduction
Comme cela a déjà été expliqué dans [48] et l’étude que nous avons e ectuée dans
le chapitre précédent, l’utilisation de la valeur par défaut du paramètre macMinBE=3
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préconisée par le standard aura un impact négatif sur les performances, cette valeur
étant trop petite dans la majorité des cas.
Réduire au maximum l’utilisation du module radio reste la solution la plus e cace
pour la réduction de l’énergie consommée par les nœuds. En contrepartie ceci réduit le
temps où les nœuds peuvent transmettre leurs données, réduisant ainsi la capacité du
réseau. Un autre point négatif est la forte pression sur le canal au début des supertrames.
Cette concentration de communication au début de la supertrame est due à la bu eri-
sation (la mise en tampon) des trames par les nœuds durant la partie inactive de la
supertrame. Dans cette situation la méthode d’accès aura du mal à gérer les communi-
cations qui se traduiront dans la majorité des cas par l’abandon de l’envoi des trames à
cause de l’occupation du canal.
Nous pouvons donc conclure qu’il est indispensable de ne pas se restreindre à l’utilisation
de valeurs fixes pour les paramètres macMinBE et macMaxCSMABacko s, mais de jouer
sur ces derniers afin d’optimiser les performances en terme de débit et PDR.
Il serait intéressant d’avoir un algorithme permettant l’adaptation des paramètres
définis dans le standard afin d’o rir de meilleures performances.
Dans ce chapitre nous nous intéressons à la proposition de deux algorithmes dont
le but est de permettre à la méthode d’accès proposée dans le CSMA/CA du standard
IEEE 802.15.4 de s’auto adapter aux conditions du réseau pour o rir des performances
qui tendent à être optimales et cela quelles que soient le nombre de nœuds, la topologie
et la quantité de trafic.
Nous souhaitons maximiser le débit du réseau afin de maximiser l’utilisation de la
bande passante, augmentant ainsi les performances et minimisant l’énergie gâchée dans
la gestion de la contention et des retransmissions.
L’adaptation des paramètres du CSMA/CA comme nous le verrons dans la section
suivante peut se faire de di érentes façons i.e l’utilisation du PDR comme métrique dans
[90,91] , ou l’observation de l’état du canal dans [92] .
De notre côté nous proposons deux techniques qui permettent d’adapter la valeur
du paramètre macMinBE, toutes deux orientées coordinateur (adaptation initiée par le
coordinateur). La première technique se base sur l’analyse du débit reçu par le coordi-
nateur afin d’adapter le paramètre macMinBE du cluster. Dans la deuxième technique
nous proposons que l’adaptation se fasse en fonction de la quantité de trafic échangé dans
la supertrame mais cette fois-ci ce ne sera pas le débit qui sera utilisé comme métrique
mais la moyenne de slots libres durant la supertrame.
Nos deux techniques d’adaptation sont orientées coordinateur. A l’encontre des
propositions présentées ci-dessus, dans les deux algorithmes que nous proposons la dé-
cision d’adapter la valeur du paramètre macMinBE sera prise par le coordinateur de
cluster. Selon les conditions observées durant une supertrame, le coordinateur devra
prendre une décision pour la future valeur de macMinBE et l’envoyer à ses fils dans le
Beacon. De cette manière la valeur de macMinBE utilisée dans un cluster sera identique
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Figure 6.1: Fonctionnement du CSMA/CA dans IEEE 802.11 et IEEE 802.15.4
pour tous les nœuds le constituant, ce qui garantit une équité d’accès au canal pour tous
les nœuds du cluster.
Par ailleurs, le coordinateur est le seul à rester éveillé durant toute la partie active de
la supertrame, ceci justifie ainsi de centraliser la décision. En e et, seul le coordinateur
possède une vision réelle de l’activité, les autres nœuds pouvant éteindre leur radio s’ils
ne sont engagés dans aucune communication. Dans ces conditions le coordinateur est le
seul nœud pouvant prendre une telle décision. Nous démontrerons dans ce chapitre que
la méthode d’accès du standard IEEE 802.15.4 peut être modélisée de la même façon
que la méthode d’accès utilisée dans 802.11 et cela malgré les di érences de ces deux
méthodes d’accès.
En e et durant le temps d’attente aléatoire dans IEEE 802.15.4 (Backo ), les sta-
tions n’ont aucun moyen de connaître l’état du canal, leur radio n’étant pas allumée. A
l’arrivée d’une trame devant être envoyée, le nœud calcule son temps d’attente, garde
sa radio éteinte durant tout ce temps, ne la rallumant qu’à la fin pour tester l’état du
canal (CCA).
Au contraire dans le standard IEEE 802.11, les nœuds gardent toujours la radio
allumée et ceci même pendant le Backo . Si un nœud détecte une transmission il arrêtera
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la décrémentation du temps de Backo  et ne reprendra qu’à la fin de cette transmission:
ceci est appelé le Backo  résiduel et représente une des di érences majeures entre les
CSMA/CA du standard 802.11 et IEEE 802.15.4 (fig. 6.1 ). Dans la méthode d’accès au
canal de IEEE 802.15.4 le fait de trouver le canal occupé par une transmission implique
un doublement de la taille de la fenêtre de contention. Si le canal est trouvé occupé
sur quatre essais successifs cela implique l’abandon de la transmission de la trame, à
l’inverse du comportement des nœuds dans IEEE 802.11.
Une autre di érence réside dans le fait qu’une station utilisant le CSMA/CA de
IEEE 802.15.4 découvrant le canal occupé et cela que ce soit en CSMA/CA Slotted ou
Unslotted, double la fenêtre de contention. Cela impliquent une iniquité à court terme,
puisque la station qui n’a pas pu accéder au canal a moins de chance d’envoyer sa trame
rapidement. A l’inverse, le CSMA/CA de 802.11, ne double sa fenêtre de contention
qu’en cas de collision.
6.2 Auto-adaptation des paramètres du CSMA/CA dans
la littérature
Un certain nombre d’auteurs ont étudié la faisabilité d’un algorithme auto adaptatif des
paramètres de l’algorithme CSMA/CA du standard IEEE 802.15.4. Dans cette section
nous présentons les principales propositions ayant été publiées.
Park et al. [92] proposent un modèle analytique afin de résoudre le problème d’optimisation
du choix des valeurs des paramètres du CSMA/CA influant sur l’énergie consommée, la
fiabilité et le délai i.e macMaxFrameRetries, macMaxCSMABacko s et macMinBE.
L’algorithme proposé a pour but d’adapter les valeurs des paramètres du CSMA/CA,
en estimant la probabilité que le canal soit occupé durant la période de CCA. Cet
algorithme a pour rôle de maximiser la durée de vie du réseau tout en fournissant une
bonne fiabilité au réseau et en minimisant les délais. Le désavantage de cette approche
est que chaque nœud peut prendre une décision localement, ce qui peut mener à une
iniquité en terme d’accès au canal.
Severino et al. [93] proposent afin d’o rir un support pour la qualité de service dans
les réseaux de capteurs de faire de la di érentiation de services. Les auteurs proposent de
traiter di éremment les paquets ayant une contrainte temporelle et les autres paquets
(trafic temps réel et trafic best e ort) dans des réseaux utilisant le standard IEEE
802.15.4.
Afin de respecter les contraintes temporelles liées à la priorité des paquets, les auteurs
proposent d’ajuster les valeurs du paramètre CW (fixé à 2 aUnitBacko Period dans
le standard). Ainsi pour chaque type de trafic (haute priorité et faible priorité) ils
appliquent des valeurs di érentes à ce paramètre. Cette stratégie augmente le taux
de trames haute priorité émises mais en contre partie diminue celle des trames moins
prioritaires.
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Rao et al. [94] proposent un autre algorithme pour l’adaptation des valeurs des
paramètres macMinBE et macMaxBe (respectivement 3 et 5) dans le standard.
L’adaptation de ces valeurs est initiée par le coordinateur et l’algorithme passe par trois
phases. La première phase est une phase d’analyse étalée sur trois supertrames où le
coordinateur compte le nombre de paquets envoyés par chaque nœud du réseau afin de
voir le taux de participation de chacun. La deuxième phase est la phase de décision,
au cours de laquelle le coordinateur alloue les nouvelles valeurs de macMinBE grâce
aux informations recueillies durant la phase d’analyse. Les nœuds sont divisés en deux
groupes:
• Le premier groupe réunit les nœuds ayant été les moins actifs durant la supertrame,
qui doivent décrémenter leur valeur de macMinBE
• Le deuxième groupe est formé des nœuds ayant le plus participé à la supertrame
et qui doivent incrémenter leur macMinBE de 1
Ces informations (groupes) sont alors envoyées par le coordinateur dans le Beacon.
La troisième phase commence à la réception du Beacon: les nœuds adaptent leur valeur
de macMinBE selon les directives du coordinateur. Cependant ce protocole génère un
trafic de contrôle important (overhead) imposé par l’envoi de toutes les adresses des
nœuds du cluster afin de leur notifier la nouvelle valeur de macMinBE qu’ils doivent
utiliser. Par ailleurs, du fait de la longueur de la phase d’analyse (trois supertrames)
à la réception de la décision du coordinateur les conditions de trafic dans le réseau
auront très probablement changé. Ce qui fait de cet algorithme un algorithme adapté
uniquement aux réseaux avec un trafic qui ne varie pas dans le temps.
Anastasi et al. [90, 91] proposent une autre manière pour adapter les paramètres de
l’algorithme CSMA/CA. Les auteurs proposent un algorithme cross-layer qui se base sur
les besoins en terme de performances souhaitées par la couche application afin d’adapter
les paramètres du CSMA/CA. Les auteurs estiment que le problème d’adaptation doit
être pris en charge par la couche application qui fixe deux seuils à respecter en terme
de PDR. Chaque station adaptera les valeurs des paramètres macMinBE et maxCS-
MABacko s indépendamment des autres stations du réseau. La couche application fixe
deux seuils, un seuil minimum et un seuil maximum au-delà duquel cette dernière de-
mandera à la couche MAC de baisser la valeur du paramètre macMinBE ou maxCS-
MABacko s et ainsi réduire les performances. Les auteurs jugent en e et qu’un Packet
Delivery Ratio trop grand équivaut à un gaspillage de bande passante ; au contraire si la
valeur du PDR baisse en dessous de la valeur minimum fixée par la couche application
cette dernière demandera à la couche MAC d’augmenter la valeur de macMinBE. Ceci
peut mener à un problème d’équité vu que les nœuds d’un même cluster n’auront pas
les mêmes paramètres de CSMA/CA et ainsi pas la même chance d’accéder au canal.
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6.3 Première proposition
Dans le mode Beacon du standard IEEE 802.15.4, avec l’utilisation de la supertrame,
le temps où les nœuds peuvent communiquer est restreint à la période active, qui est
dans la majorité des cas très courte. Comme cela a déjà été énoncé afin de maximiser les
performances en terme de débit, délai et énergie il faut maximiser l’utilisation du canal,
en évitant des temps de silence trop longs tout en minimisant les collisions.
Le premier algorithme que nous proposons se base sur l’exploitation de la valeur
du débit reçu par le coordinateur. Maximiser ce débit revient à utiliser au maximum
la bande passante. En surveillant l’évolution du débit reçu à la fin de chaque super-
trame le coordinateur sera capable de changer la valeur du paramètre macMinBE afin
de maximiser le débit de la future supertrame de son cluster.
Les nœuds dans le standard IEEE 802.15.4 initialisent les valeurs de macMinBE à
3 et macMaxBE à 5 et utilisent indéfiniment ces valeurs. Dans notre proposition nous
procédons de la même façon pour macMinBE i.e 3 mais nous initialisons macMaxBE à
8.
Néanmoins à la fin de la supertrame le coordinateur au lieu de garder la valeur de
macMinBE fixe, la changera en l’incrémentant de un. Le changement de cette valeur
aura normalement un impact sur le débit de la nouvelle supertrame. De ce fait selon si
à la fin de la supertrame:
• Le débit augmente: le coordinateur incrémente de un la valeur de macMinBE
• Le débit diminue: le coordinateur décrémente de un la valeur de MacMinBE
• Le débit est stable: le coordinateur garde la valeur de macMinBE en cours d’utilisation
En e et chaque coordinateur devra explorer di érentes valeurs de macMinBE (incré-
menter/décrémenter), selon si le débit augmente ou diminue. Le coordinateur continuera
son exploration dans la direction choisie (augmentation ou diminution de la valeur de
macMinBE) tant que le débit augmente. Dans le cas contraire le coordinateur inverse
le sens de l’exploration.
Notre algorithme explore continuellement de nouvelles valeurs de macMinBE, ceci
implique qu’il oscillera autour de la valeur optimale de macMinBE. La figure 5.7 montre
que le fait d’osciller autour de la valeur optimale de macMinBE n’a qu’un impact minime.
Si le débit observé par le coordinateur est stable d’une supertrame à une autre (plus
ou moins 1 trame par supertrame) et afin d’éviter des explorations non nécessaires pou-
vant mener à du gaspillage de bande passante ou à des collisions, le coordinateur pourra
figer la valeur de macMinBE et cela au maximum pour trois supertrames consécutives
avant d’entamer une nouvelle exploration. Cette dernière est faite aléatoirement en aug-
mentant ou diminuant la valeur de macMinBE, ceci dans le but de voir si les conditions
de trafic n’ont pas changé.
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L’algorithme 1 représente le fonctionnement du mécanisme d’adaptation.
Les lignes 2 à 5 représentent les valeurs d’initialisation de l’algorithme.
Comme exposé précédemment les nœuds reçoivent le macMinBE à utiliser durant la
supertrame en cours de la part du coordinateur qui rajoute cette information dans le
Beacon (lignes 6-10).
Le coordinateur du cluster doit à chaque fois redéfinir la valeur du paramètre macMinBE
à envoyer à ses fils:
• Si le débit décroit, le coordinateur change sa direction d’exploration (lignes 19-21)
• Si le débit reste stable (plus ou moins D) ou se stabilise durant plusieurs super-
trames (3 dans nos simulations), la valeur de macMinBE est changée en fonction
de la dernière direction d’exploration (ligne 22)
• Si le débit reste stable par rapport à la supertrame précédente, le coordinateur
continue à utiliser la valeur de macMinBE actuelle et l’envoie à ses fils
• Le coordinateur enregistre la valeur du débit obtenue dans la supertrame en cours
(ligne 26) et envoie la valeur calculée de macMinBE dans son Beacon (ligne 25)
6.3.1 Evaluation de la proposition
Afin d’évaluer les performances de l’algorithme que nous proposons, nous l’avons com-
paré à la version originale du standard IEEE 802.15.4 pour di érentes valeurs du
paramètre macMinBE.
Nous avons mesuré le débit (trafic reçu par le puits) pour les simulations où le trafic
est saturé, et nous avons rajouté le PDR pour les simulations avec un trafic non saturé.
Nous avons simulé deux types de topologies: une topologie en étoile où l’on a aug-
menté le nombre de nœuds de 5 à 60 autour du puits, avec un trafic saturé; et une
topologie multisaut, composée d’une centaine de nœuds générant un trafic périodique de
type CBR (Constant Bit Rate). Le tableau 6.1 résume les paramètres de ces simulations.
6.3.2 Comportement dynamique de l’auto configuration
La figure 6.2 montre que notre algorithme parvient à trouver la bonne valeur du paramètre
macMinBE à utiliser et cela quelles que soit le nombre de nœuds présents autour du
coordinateur. Notre algorithme commencera avec la valeur par défaut du paramètre
macMinBE=3 comme cela est fait dans le standard IEEE 802.15.4, et l’augmentera à
chaque supertrame jusqu’à la découverte du macMinBE maximisant le débit. Les con-
ditions de trafic ne changeant pas au cours du temps à cause du trafic saturé, la valeur
de macMinBE oscille toujours autour de la valeur optimale.
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Algorithm 1: Updating the BE value
1 /* Initialization */
2 if isCoordinator then
3 myMacMinBE Ω3 ;
4 direction Ω+1 ;
5 oldTroughput Ω0;
6 /* Children: they read the macMinBE directly in beacons from their
parent */
7 if ! isCoordinator then
8 receiveBeacon ;
9 macMinBE ΩreadValueFromBeacon ;
10 return ;
11 /* the coordinator must continuously update its BE */
12 if isCoordinator then
13 /* the throughput has not changed for a too long time (k
superframedurations) */
14 changeBE = BEUnchangedDuring (k * sd);
15 /* the throughput was changing: the coordinator should continue
changing its BE */
16 changeBE |= (newThroughput < oldTroughput- D) ;
17 changeBE |= (newThroughput > oldTroughput + D) ;
18 if changeBE then
19 /* the throughput has decreased: let change the direction */
20 if newThroughput < oldTroughput- D then
21 direction Ω( - direction);
22 myMacMinBE ΩmyMacMinBE + direction ;
23 /* the coordinator sends the BE in beacons */
24 /* NB: if the throughput was stable, it remains unchanged */
25 sendBeacon(myMacMinBE);
26 oldTroughput ΩnewThroughput ;
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Probabilité Description
Air de la simulation 100m x 100m
Durée de simulation 100000 s
Nombre de nœuds 100 en multisaut
k (Maximum des supertrame avec un BE fixe) 3
(Trafic saturé) toujours un paquet à envoyer
(Trafic non saturé) CBR
BO/SO 13/6
D (Seuil de débit) 1SD
Table 6.1: Paramètres de la simulation
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Figure 6.2: Débit dans un réseau en étoile en régime de trafic saturé
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Figure 6.3: Debit dans un contexte de réseau multisaut avec un trafic CBR
Afin d’observer le comportement de notre proposition dans un contexte di érent de
celui étudié ci-dessus (trafic saturé), nous avons simulé un réseau en multisaut avec un
trafic CBR (Constant Bit Rate) où chaque nœud générera un paquet par intervalle de
temps. Les figures 6.3 et 6.4 montrent les résultats obtenus en terme respectivement de
débit et de PDR.
L’analyse des deux figures 6.3 et 6.4 nous permet de conclure que notre algorithme
arrive à adapter la valeur du paramètre macMinBE afin d’avoir des performances quasi
optimales, et cela même dans un réseau multisaut et en présence d’un trafic hétérogène.
L’hétérogénéité du trafic provenant du fait que dans un réseau cluster-tree, selon le sous
arbre qu’il devra gérer, un coordinateur aura des intensités de trafic di érentes des autres
coordinateurs.
Le fait que notre algorithme adapte la valeur de macMinBE en se basant uniquement
sur le débit observé peut être un handicap. Il se peut qu’il y ait une augmentation subite
du trafic généré par les nœuds, ceci menant à des collisions sans pour autant réduire le
débit, incitant le coordinateur à distribuer une valeur non optimale pour le paramètre
macMinBE.
Afin d’éviter ce genre de situation notre algorithme a pour tâche d’enclencher une
nouvelle exploration même si le débit est stable. De ce fait les résultats pouvant être
obtenus tendent à être optimaux: en e et il est à noter que pour le PDR comme pour
le débit les performances obtenues par notre algorithme sont en-dessous de l’optimal de
5%.
6.3.3 Limites de la proposition
Les résultats de simulations présentés dans ce chapitre prouvent que le mécanisme d’accès
au canal du standard IEEE 802.15.4 n’est pas e cace et ne peut gérer les réseaux
98
6.3. Première proposition
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 100  200  300  400  500
Pa
ck
et
 D
eli
ve
ry
 R
at
io
Inter-packet time [s]
SAV 802.15.4
macMinBE 3
macMinBE 4
macMinBE 5
macMinBE 6
macMinBE 7
macMinBE 8
Figure 6.4: PDR dans un contexte de réseau multisaut avec un trafic CBR
présentant une forte densité en terme de nœuds ou de trafic.
L’algorithme proposé a pour but de montrer la faisabilité et l’intérêt d’adapter la
valeur du paramètre macMinBE conditionnant la taille de la fenêtre de contention dans
le mécanisme CSMA/CA proposé dans le standard IEEE 802.15.4. Cet algorithme
même s’il est simple, arrive néanmoins à des taux de livraison (Packet Delivery Ratio)
et débit inatteignables par le standard IEEE 802.15.4 avec les paramètres par défaut
comme le montrent les figures 6.3 et 6.4 .
En e ectuant plus d’expérimentations nous avons remarqué que la taille des super-
trames utilisées (BO et SO) avaient une grande influence sur les résultats obtenus. Si
le trafic est de type poissonnien, quelles que soit la taille des supertrames, les résultats
seront identiques à ceux présentés précédemment, mais si la fréquence de génération des
paquets fait qu’il y a des supertrames vides (si le temps de génération de paquets dé-
passe le temps où le coordinateur fixe la valeur de macMinBE avant de commencer une
autre exploration) l’algorithme ne donne pas d’aussi bonne performances. L’utilisation
du débit peut être une bonne métrique afin d’adapter la valeur de macMinBE, mais
ce paramètre seul ne permet par d’avoir un protocole adaptatif robuste dans toutes les
conditions de trafic.
Nous pouvons également souligner que non seulement l’algorithme présenté est trop
dépendant de la périodicité du trafic, mais qu’en plus, il reste à améliorer le temps
de convergence de l’algorithme qui est assez lent à s’adapter aux conditions de trafic,
étant donné que cette adaptation se fait de manière séquentielle en incrémentant ou
décrémentant la valeur de macMinBE après chaque supertrame.
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6.4 Deuxième proposition: SABE (Self Adapting BE)
Comment s’adapter plus rapidement ou plus exactement comment un coordinateur peut-
il trouver la valeur optimale de macMinBE sans pour autant tester les valeurs inter-
médiaires, comme dans le premier algorithme, représente l’objectif que nous voulions
atteindre. La solution la plus naïve serait un protocole adaptatif ayant une capacité
d’apprentissage: ce protocole pourrait apprendre les cycles d’apparition de trafic et
adapter les valeurs de macMinBE en conséquence. Le désavantage de ce genre de so-
lution vient du fait qu’elle n’est e cace que dans un contexte de trafic périodique et
prédictible. Le trafic périodique n’étant pas l’unique trafic que l’on peut rencontrer dans
un réseau de capteurs, cette solution n’est pas envisageable.
Une étude poussée sur le mécanisme d’accès utilisé dans WIFI a été e ectuée par
Heusse et al. [95, 96] . Ce travail a abouti sur l’élaboration du protocole appelé Idle
Sense dont le rôle est d’adapter la taille de la fenêtre de contention dans la méthode
d’accès utilisée dans le mode DCF du standard IEEE 802.11. Afin d’ajuster la taille
de la fenêtre de contention ce protocole se base sur le nombre de slots libres entre deux
accès au canal.
Dans le protocole Idle Sense les nœuds n’ayant aucune contrainte énergétique peuvent
scruter le canal en continu ce qui leur permet de connaître l’état du canal en temps réel et
de savoir s’il y a des communications ou non. Ceci permet ainsi de connaître le nombre
de slots libres observés entre deux communications successives, et ainsi d’adapter la
valeur de la fenêtre de contention qu’ils utiliseront pour leur futures communications
minimisant les temps d’attente. Les auteurs se sont basés sur le calcul de ni (nombre de
slots libres moyen) dans le but de s’abstraire de la connaissance préalable du nombre de
nœuds sur le canal.
Ce protocole ayant prouvé son e cacité pour ce qui est de l’adaptation de la taille de
la fenêtre de contention dans toutes les conditions en terme de densité de nœuds et de
trafic nous nous somme fixé comme objectif de proposer un algorithme utilisant le même
principe afin de déduire la taille des fenêtres de contention se basant sur l’estimation
nombre de slots libres moyen pour le calcul de macMinBE.
6.4.1 Analyse
Afin de comprendre plus finement le mécanisme d’accès au canal proposé dans IEEE
802.15.4, nous avons cherché à modéliser mathématiquement le comportement de l’algorithme
CSMA/CA proposé dans IEEE 802.15.4.
Pour ce faire, nous avons suivi la même démarche que les auteurs de Idle Sense qui
se sont focalisés sur la méthode d’accès de IEEE 802.11.
Ces probabilités modélisent les interactions des nœuds et du canal lors des tentatives
d’accès au canal des di érents nœuds.
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Ce calcul se décompose en quatre probabilités et montre leur interdépendance, le
tableau 6.2 résume ces quatre probabilités.
Pour le calcul des équations : 6.1, , 6.2, 6.3 et 6.4 nous avons pris les hypothèses
suivantes: le trafic est de type saturé (les nœuds ayant toujours un paquet à émettre),
la topologie du réseau est une étoile sans stations cachées, avec un coordinateur central
jouant le rôle de PAN coordinateur, et pour finir, afin d’éviter une trop grande complexité
du modèle, le doublement de Backo  est interdit (fenêtre de contention fixe).
Probabilité Description
Pe Probabilité de tirage d’un slot donnée pour l’émission conditionnée
par la taille de la fenêtre de contention
Pc Probabilité que plusieurs nœuds émettent dans le même slot menant
à des collisions
Pt Probabilité qu’un nœud transmette durant un slot libre
Pi Probabilité qu’aucune station ne transmette durant un slot donnée
Table 6.2: Récapitulatif des probabilités calculées
Le temps de backo  que l’on notera B dans ce qui suit est choisi aléatoirement dans
l’intervalle [0, 2BE≠1] où BE représente le Backo  Exponent. Ce temps de backo  rentre
dans le calcul de Pe eq.6.1 qui est la probabilité qu’un nœud essaye de transmettre dans
un slot choisi aléatoirement dans un intervalle conditionné par le choix de la valeur du
BE.
Pe =
2
B + 1 (6.1)
La probabilité Pt eq.6.2 représente la probabilité qu’une station arrive à transmettre
dans un slot donné alors que les autres stations n’utilisent pas ce même slot, c’est à dire
qu’une station transmette un paquet sans que cela se traduise par une collision, cette
probabilité est conditionnée par la probabilité Pe.
Pt = N ◊ Pe ◊ (1≠ Pe)N≠1 (6.2)
La probabilité Pi eq.6.3 définit la probabilité qu’un slot donné soit libre c’est à dire
qu’aucune station ne tente d’émettre pendant ce slot (aucun accès au canal).
Pi = (1≠ Pe)N (6.3)
La probabilité de collisions eq.6.4 qui représente la probabilité que plusieurs stations
choisissent le même slot pour e ectuer leur transmission devient ainsi:
Pc = 1≠ Pt ≠ Pi (6.4)
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Figure 6.5: Nombre de slots libres en fonction de la taille de la fenêtre de contention
6.4.2 Validation par simulations
Afin de prouver que la modélisation mathématique que nous utilisons, la même que celle
présentée dans [95] traitant de DCF dans IEEE 802.11, est applicable pour le mécanisme
d’accès du standard IEEE 802.15.4, nous avons implémenté un simulateur en langage C,
simulant le comportement du CSMA/CA du standard IEEE 802.15.4, nous avons aussi
e ectué des simulations sur le simulateur WSNET, afin de confirmer que les résultats
obtenus théoriquement et ceux obtenus à l’aide des deux simulateurs concordaient.
Les simulations e ectuées portaient sur un réseau en étoile où l’on a augmenté le
nombre de nœuds de 4 à 32 autour du coordinateur, nous avons testé ceci pour di érentes
tailles de la fenêtre de contention (2BE ≠ 1, BE œ [3, 4, 5, 6]).
La figure 6.5 représente la comparaison entre les résultats obtenus en simulation (à
partir du simulateur WSNET et du simulateur en C) et les résultats théoriques (équations
présentées ci-dessus) en terme de nombre moyen de slots libres entre deux transmissions.
Nous pouvons constater que les trois courbes concordent parfaitement et cela in-
dépendamment de la taille de la fenêtre de contention et quelles que soit le nombre de
nœuds autour du coordinateur.
La figure 6.6 montre le taux de collisions par rapport à la taille de la fenêtre de con-
tention. Cette figure a été obtenue en conservant les mêmes hypothèses que précédem-
ment et montre que les résultats obtenus avec le simulateur WSNET, le simulateur en C
et la modélisation mathématique respectivement les croix, ronds et les lignes continues
sur la courbe donnent exactement les mêmes résultats en terme de taux de collisions.
Ces résultats de simulation valident notre analyse théorique. Le calcul des proba-
bilités correspondent parfaitement avec la modélisation du CSMA/CA dans 802.11 déjà
e ectuée dans l’article Idle Sense.
102
6.4. Deuxième proposition: SABE (Self Adapting BE)
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0 10 20 30 40 50 60
0.
2
0.
4
0.
6
0.
8
1.
0
Fenètre de contention
Pr
ob
ab
ilit
é 
de
 co
llis
ion
x
x
x x
x
x
x
x
x
x
x
x
x
x
x
x
4 stations
8 stations
16 stations
32 stations
Figure 6.6: Probabilité de collision en fonction de la taille de la fenêtre de contention
6.4.3 SABE (Self Adapting BE)
Comme nous l’avons vu précédemment, le fait de fixer la valeur de macMinBE à 8
(maximum autorisé dans le standard IEEE 802.15.4) permet de maximiser le PDR.
Néanmoins maximiser le PDR ne signifie pas pour autant que le canal soit utilisé de
manière optimale.
Au contraire utiliser de trop grands temps de Backo  alors que le trafic ne l’exige pas
revient à gaspiller de la bande passante, car une attente excessive de la part des nœuds
avant chaque transmission laisse un nombre important de slots inutilisés (sans accès au
canal).
Le but que nous cherchons à atteindre est de maximiser le débit. Ceci est atteint
en trouvant la valeur de BE optimale minimisant les collisions, le nombre de slots libres
entre les transmissions et maximisant les temps de transmissions réussies.
Le débit peut être exprimé en fonction de Pe eq.6.5 où Tt représente le temps moyen
des transmissions, Tc le temps moyen des collisions, Tslot le temps d’un slot (Backo 
slot) et Sd la quantité d’informations envoyées sur le canal.
X(Pe) =
Pt ◊ sd
Pt ◊ Tt + Pc ◊ Tc + Pi ◊ Tslot (6.5)
Maximiser le débit revient alors à minimiser la fonction de coût représentée par
l’équation 6.6:
cost(Pe) =
Tc
Tslot
◊ Pc + Pi
Pt
(6.6)
Le calcul des probabilités montrées ci-dessus est le même que celui obtenu par Heusse
et al. dans Idle Sense, ce qui intuitivement n’est pas facile à déduire, vues les di érences
de fonctionnement entre le CSMA/CA slotted utilisé dans IEEE 802.15.4 et celui utilisé
dans DCF en 802.11 fig.6.1 ( cf.5.3 ).
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En e et la probabilité d’essai dans un slot donné Pe dépend de la taille de la fenêtre de
contention (2BE dans IEEE 802.15.4 et CW dans IEEE 802.11). Les autres probabilités
(Pc, Pi et Pt) sont dépendantes de cette dernière.
La probabilité Pe étant indépendante de ce qui se passe dans les slots voisins, elle ne
change pas si une partie des slots ne sont pas considérés, soit les slots occupés par une
transmission. Les slots étant indépendants l’arrêt du backo  durant une transmission
comme dans IEEE 802.11 ou en aveugle comme dans IEEE 802.15.4 revient au même.
Nous avons repris le même procédé afin de calculer la valeur optimale du nombre de
slots à attendre avant chaque transmission Ni opt afin de maximiser le débit dans IEEE
802.15.4, Ni opt sera alors égal à 2.66 slots.
Dans IEEE 802.11 les stations étant allumées tout le temps, les nœuds du réseaux
auront comme objectif de régler leurs valeurs de fenêtre de contention (augmenter ou
diminuer la valeur de cette dernière) selon les conditions observées sur le canal à chaque
transmission.
Dans le standard IEEE 802.15.4 les nœuds doivent éteindre leur radio le plus possible.
Ainsi un nœud ne pourra savoir l’état du canal qu’à la fin de son temps backo  et non
pas pendant toute la durée de ce dernier comme dans 802.11.
La radio des nœuds étant éteinte durant toute la période d’attente aléatoire, ces
derniers n’ont qu’une information partielle et ainsi ne peuvent prendre aucune décision
à la volée concernant la réduction ou l’augmentation de la fenêtre de contention comme
cela est fait dans Idle Sense. De ce fait nous ne pouvons utiliser le protocole Idle Sense
tel qu’il est proposé pour la méthode d’accès 802.11.
Au lieu de changer le fonctionnement du CSMA/CA du standard IEEE 802.15.4 en
permettant aux nœuds de scruter le canal en continu, ce qui aura comme conséquence
une augmentation de la consommation énergétique, nous proposons de reporter cet e ort
sur le coordinateur.
En e et le coordinateur ne subit aucun surcoût énergétique puisqu’il doit écouter le
canal durant toute la durée de la supertrame qu’il maintient pour réceptionner les trames
de ses fils. Ceci lui permettra d’estimer le nombre de slots libres durant la supertrame
ainsi que le nombre d’accès au canal (transmissions, collisions) permettant le calcul du
nombre de slots libres moyen durant la supertrame ni ( 6.7).
Le nombre moyen de slots libres dépendant de la probabilité Pi qu’un slot soit libre,
nous pouvons l’exprimer comme suit (cf. 6.7):
ni =
Pi
1≠ Pi (6.7)
A partir de l’équation 6.7, nous pouvons calculer la valeur de Pi observée par le
coordinateur (6.8 ) qui nous permet d’estimer le nombre de nœuds N sur le réseau à la
fin de la supertrame.
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Pi =
ni
ni + 1
(6.8)
Ayant calculé le nombre de nœuds sur le canal pendant une supertrame, le coordina-
teur utilise la valeur trouvée afin de calculer la valeur optimale de la taille de la fenêtre
de contention en utilisant la valeur optimale du nombre de slots que les nœuds doivent
attendre avant chaque transmission Ni opt.
Piopt =
niopt
niopt + 1
=
2, 66
3, 66 (6.9)
Nous voulons maintenir le nombre de slots libres entre deux transmissions le plus
proche possible de la valeur de Ni opt. Pour cela le coordinateur calcule la valeur de
CWopt de la façon suivante à partir de Pe, Piopt et l’estimation de N comme suit:
Pi = (1≠ Pe)N ∆ (1≠ Pe)N = Piopt ∆ CWopt = 2
1≠ exp(PioptN )
(6.10)
En résumé la méthode que nous proposons afin d’adapter la taille de la fenêtre de
contention repose sur le fait que le coordinateur, grâce au nombre moyen de slots libres
constatés durant la supertrame, pourra calculer le nombre de nœuds ayant participé a
cette dernière et ainsi en déduire la valeur optimale de macMinBE i.e maximisant le
débit et le PDR.
6.4.4 Adaptation pour les rafales (bursts) de trafic
Implémenter de cette façon l’algorithme proposé ne pourra gérer e cacement des trafics
de type burst périodique (en dent de scie) en e et le trafic par supertrames n’est pas
constant et certaines supertrames peuvent être vides.
Le coordinateur estime la valeur qu’il distribuera dans le prochain Beacon à partir
des conditions observées durant la supertrame en cours: si la supertrame est vide le
coordinateur décide de réduire la valeur de macMinBE à son minimum (macMinBE=3),
ce qui provoquera un grand taux de collisions si les nœuds durant la supertrame d’après
ont beaucoup de trames à envoyer. Dans ces conditions le coordinateur ne sera pas en
mesure de corriger son estimation erronée sachant que l’envoi de la majorité des paquets
sera abandonné par les nœuds trouvant le canal toujours occupé.
Afin de gérer les cas pathologiques comme présenté ci-dessus, un coordinateur en
présence d’une supertrame vide en terme de trafic enverra à ses fils dans son Beacon
la valeur maximum de macMinBE (macMinBE=8). Ceci permettra en cas de reprise
forte du trafic d’éviter les collisions ainsi que l’abandon d’envoi des trames du fait de
l’occupation du canal.
Nous considérons les supertrames où il y a une reprise des communications comme des
supertrames tampon pour les coordinateurs, les grandes valeurs de macMinBE retardant
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Figure 6.7: Débit en réception dans un contexte de trafic saturé
l’envoi des trames et permettant au coordinateur de s’adapter à ce brusque changement
avec le calcul de la valeur optimale de macMinBE pour la supertrame suivante.
6.4.5 Adaptation des CCAs
Si le taux de génération de paquets par nœud est bas (une trame par nœud par exemple),
mais que les nœuds tentent tous d’envoyer leurs trames durant la même supertrame,
les premiers nœuds accédant au canal pourront transmettre leurs trames tandis que
les autres jetteront leurs trames pour cause d’occupation du canal réduisant ainsi les
performances. Le coordinateur ne pouvant savoir qu’un phénomène du genre est en
train de se passer calculera une mauvaise valeur de macMinBE, vu que les trames sont
jetées sans être envoyées. Dans ce cas les nœuds vont faire au minimum 4 CCA avant
de jeter la trame, ce qui revient à une dépense énergétique inutile.
Nous proposons de prendre en compte non pas la valeur de macMaxCSMABacko s
comme c’est fait dans le standard IEEE 802.15.4 qui la fixe à 4, mais de compter
le nombre de CCA qu’un nœud aura le droit de faire. En e et la norme permet de
faire un maximum de 8 CCA (macMaxCSMABacko s = 4). Dans notre algorithme
le coordinateur détectant une intensité de trafic faible durant une supertrame (temps
d’émission des trames + le temps moyen des fenêtres de contention < la durée d’activité
d’une supertrame ) permet à ses fils de faire jusqu’à 8 CCA pour l’envoi d’une trame
dans la prochaine supertrame.
Cette sécurité étant surtout utile dans le contexte où les nœuds ont peu de paquets
à émettre, dans un contexte de trafic beaucoup plus soutenu ces derniers n’auront pas
besoin de faire autant de CCA, sachant qu’il y aura assez d’accès au canal permettant
au coordinateur de trouver la valeur optimale de macMinBE.
106
6.4. Deuxième proposition: SABE (Self Adapting BE)
6.4.6 Longest remaining time first (LRTF) vs Short remaining time
first (SRTF)
Dans des topologies de type cluster-tree, les di érents coordinateurs n’auront pas la
même quantité de trames à envoyer vers le puits du sous arbre qu’ils doivent gérer.
Nous avons pensé à rajouter un mécanisme permettant un partage équitable de la bande
passante entre les di érents nœuds formant un cluster. Afin d’atteindre cet objectif nous
avons tenté deux approches:
• La première a comme but de donner le plus de priorité aux nœuds ayant la plus
grande charge (Longest remaining time first): le principe est de permettre à ces
derniers de réduire la taille de leur fenêtre de contention en fonction du nombre de
trames présentes dans leurs bu ers;
• La deuxième propose de faire le contraire, c’est à dire donner plus de priorité aux
nœuds ayant le moins de trafic à écouler (Short remaining time first) afin qu’ils
finissent leurs transmissions rapidement au début de la supertrame laissant le reste
du temps aux autres nœuds.
De prime abord cette idée nous a paru intéressante, mais en faisant des simulations
nous nous sommes aperçus, qu’implémenter de la façon présentée ci-dessus, nous nous
retrouvons avec les mêmes performances o ertes par la version native de la méthode
d’accès au canal du standard IEEE 802.15.4.
En e et, la valeur de macMinBe envoyée par le coordinateur dans notre protocole est
une valeur optimale ayant comme objectif de répartir au maximum les transmissions tout
en minimisant les délais. Le fait de manipuler cette valeur en fonction de la charge des
bu ers implique la concentration des trames des nœuds les moins chargés sur une portion
de la supertrame et les nœuds ayant une plus grande charge sur une autre portion, ce
qui est contradictoire avec le but recherché avec le protocole SABE.
6.4.7 Evaluation de la proposition
Afin dévaluer notre proposition nous avons d’abord commencé par simuler un réseau en
étoile où l’on a augmenté le nombre de nœuds de 4 à 32 autour du coordinateur. Nous
avons dans tout ce qui suit comparé notre approche au CSMA/CA du standard IEEE
802.15.4 avec les di érentes valeurs de macMinBE allant de 3 à 8.
La figure 6.7 représente le débit obtenu dans ce réseau en étoile avec un trafic saturé
où les nœuds ont toujours un paquet à envoyer. Cette figure montre que notre proposition
appelée SABE (Self Adaptation BE) o re quelles que soit le nombre de nœuds autour
du coordinateur, un débit optimal. En e et quelles que soit le nombre de nœuds autour
du coordinateur nous pouvons voir que SABE o re toujours le même débit, le coordi-
nateur dans notre algorithme étant toujours à même de trouver la valeur de macMinBE
optimisant le débit. Si nous comparons notre approche par rapport au CSMA/CA avec
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les valeurs du macMinBE=3 et macMaxBE=5 imposées comme valeurs par défaut dans
le standard IEEE 802.15.4, on voit que l’adaptation de la valeur de macMinBE permet
un gain d’à peu près 500 à 1000 bit/s, le CSMA/CA du standard n’o rant de bonnes
performances que dans le cas où le nombre de nœuds est inférieur ou égal à 5.
Nous avons souhaité tester notre approche dans d’autres conditions de trafic. Nous
avons conservé la même topologie en étoile pour laquelle nous avons augmenté le nombre
de noeuds et avons observé l’impact de trois di érents types de trafic comparé avec le
standard IEEE 802.15.4:
• Un trafic périodique de type CBR uniforme où à chaque top d’horloge (en abscisse
dans les courbes) les nœuds génèrent un paquet,
• Un trafic périodique non uniforme où à chaque top d’horloge les nœuds génèrent
un nombre aléatoire de paquets. Ce cas est plus réaliste puisqu’il représente dans
un certain sens le comportement des coordinateurs dans une topologie cluster-tree
i.e les coordinateurs auront un trafic proportionnel au nombre de nœuds dans la
sous branche de l’arbre qu’ils gèrent,
• Des trafic poissonnien de di érentes intensités.
Les figures 6.8, 6.9 et 6.10 représentent le débit en réception obtenu au niveau du
coordinateur dans un contexte de trafic non uniforme et où il y a des supertrames
entièrement vides. Sur ces figures nous constatons que l’algorithme que nous proposons
(SABE) maximise le débit même quand le trafic est sous forme de burst et ceci avec
n’importe quel nombre de nœuds autour du coordinateur. Ce dernier arrivant toujours
à adapter macMinBE aux conditions de trafic afin d’o rir des performances optimales.
Les résultats obtenus en simulant les mêmes topologies avec un trafic uniforme (CBR)
donnent exactement les mêmes résultats que pour le trafic non uniforme. Pour ces raisons
nous ne les présenterons pas.
Ce qui est intéressant à noter à travers la figure 6.11 qui représente le délai obtenu
dans les di érentes topologies en étoiles avec le trafic non uniforme, est que notre algo-
rithme o re en plus d’un débit optimal un délai plus bas comparé au standard IEEE
802.15.4 avec la valeur de macMinBE fixée à 8. Nous nous comparons à cette valeur
parce qu’elle permet d’atteindre les meilleures performances en terme de débit pour le
standard IEEE 802.15.4. Nous pouvons voir que le gain en délai peut atteindre la sec-
onde comparé à macMinBE = 8 et ceci uniquement sur un saut. Ce résultat prouve que
notre approche n’utilise de grandes valeurs de macMinBE (8 par exemple) que lorsque
les conditions l’obligent, et c’est ce qui nous permet d’avoir de meilleurs délais.
La figure 6.12 représente le débit en fonction du taux de génération de paquets dans
un réseau en étoile composé de 20 nœuds autour du coordinateur. Le trafic généré par
les nœuds est un trafic de type poissonien. Nous pouvons voir sur cette figure que notre
proposition o re toujours un débit optimal que ce soit dans des conditions de bas trafic
108
6.4. Deuxième proposition: SABE (Self Adapting BE)
 20
 40
 60
 80
 100
 120
 140
 160
 180
 200
 220
 240
 100 150 200 250 300 350 400 450 500
Th
ro
ug
hp
ut
 [B
it/s
]
Period of Packet generation
SABE
macMinBE 3
macMinBE 4
macMinBE 5
macMinBE 6
macMinBE 7
macMinBE 8
Figure 6.8: Débit dans un cluster de 4 nœuds autour du coordinateur un trafic non uniforme
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Figure 6.9: Débit dans un cluster de 16 nœuds autour du coordinateur un trafic non uniforme
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Figure 6.10: Débit dans un cluster de 32 nœuds autour du coordinateur un trafic non uniforme
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Figure 6.12: Délai dans un cluster de 20 nœuds autour du coordinateur un trafic poissonien
par exemple 2 paquets par seconde injectés dans le réseau, et dans des conditions de trafic
beaucoup plus soutenu (20 à 40 trames/seconde), avec ce trafic nous remarquons qu’en
fixant les valeurs de macMinBE à 5,6,7 où 8 donne le même trafic que notre proposition,
ceci est dû au doublement de la taille de la fenêtre de contention. Comme pour le trafic
uniforme et non uniforme, SABE o re d’aussi bonnes performances en terme de délais
comme le montre la figure 6.13.
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Figure 6.13: Délai dans un cluster de 20 nœuds autour du coordinateur un trafic poissonien
6.5 Conclusion
La méthode d’accès au canal a un rôle primordial dans les réseaux, elle doit pouvoir
gérer les communications des di érents nœuds d’un réseau quelque soit la topologie du
réseau, les conditions en terme de densité et de l’intensité du trafic généré.
Dans ce chapitre nous avons analysé en profondeur la méthode d’accès au canal
proposée dans le standard IEEE 802.15.4 dans les di érentes conditions exposées ci-
dessus. Nous avons pu constater que cette méthode d’accès sou rait de problèmes de
conception, ne garantissant de bonnes performances que si elle est confrontée à des
conditions particulières.
Le CSMA/CA proposé dans le standard IEEE 802.15.4 à cause de la contrainte
énergétique est doté d’un mécanisme permettant aux nœuds de réduire la consommation
énergétique utilisée pour l’envoi d’une trame donnée: les nœuds doivent abandonner
l’envoi de la trame si le canal est trouvé occupé au bout de quatre essais. Les trames étant
présentes dans les bu ers dans la majorité des cas au début de la supertrame (trames
reçues de la part des fils, ou générées pendant que la radio est éteinte) les nœuds auront
tendance à tous vouloir communiquer au début de cette dernière, densifiant virtuellement
le trafic. Dans ces conditions un nœud voulant envoyer sa trame aura de fortes chances
de trouver le canal occupé, les valeurs conditionnant la taille de la fenêtre de contention
étant trop petites. Cette situation mène à un fort taux de collision et d’abandon d’envoi
des trames, dégradant les performances attendues.
Les deux propositions faites dans ce chapitre ont toutes deux vocation à permettre à
la méthode d’accès au canal de gérer e cacement les communications sans connaissance
préalable de la quantité de trafic et de la densité des nœuds. Ceci est obtenu en adaptant
les tailles des fenêtres de contention en fonction des conditions observées localement
dans le but de maximiser l’utilisation de la bande passante tout en garantissant un débit
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optimal.
Les mécanismes proposés dans ce chapitre ne nécessitent pas un changement dans
le comportement des nœuds fils (comme par exemple la nécessité de rester éveillés du-
rant toute la supertrame), la décision d’adapter les valeurs de macMinBe revenant aux
coordinateurs de cluster, qui ont la capacité d’observer les conditions sur le canal du-
rant toute la durée de la supertrame (informations locales) et peuvent définir la valeur
optimale de la fenêtre de contention afin de la distribuer à ses fils dans le Beacon.
Il serait intéressant de continuer le travail sur la méthode d’accès de IEEE 802.15.4.
Cette méthode d’accès est équitable à long terme puisque le tirage du backo  est réarmé
au début de chaque supertrame, néanmoins à court terme cette méthode d’accès n’est
pas équitable puisque le nœud ayant accès au canal (en cours d’émission) aura plus de
chance d’accéder une nouvelle fois au canal par rapport aux autres stations qui ont dû
doubler leur fenêtre de contention pour cause d’occupation de canal.
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CHAPITRE 7
CONCLUSION ET PERSPECTIVES
7.1 Conclusions
Dans ce travail de thèse nous nous sommes concentrés sur une des contributions pour
les réseaux de capteurs que nous jugeons la plus pertinente le standard IEEE 802.15.4.
Le but de notre travail a été d’étudier en profondeur les mécanismes proposés dans la
couche MAC de ce standard afin d’en identifier les principales problématiques. Nous nous
sommes rendus compte que le standard IEEE 802.15.4 sou rait d’un certain nombre
d’anomalies de conception.
Dans le chapitre 2 nous avons présenté les principaux protocoles traitant de la couche
MAC des réseaux de capteurs ayant été proposés dans la littérature. Dans ce chapitre
nous avons essayé de faire un tour d’horizon des principales familles de couches MAC en
présentant les points forts de ces propositions ainsi que leurs faiblesses.
Dans le chapitre 3 nous avons présenté le standard IEEE 802.15.4, son fonction-
nement et les principales problématiques liées à la couche MAC de ce dernier. Le stan-
dard propose entre autres le mode Beacon permettant de faire de l’économie d’énergie
en permettant aux nœuds de ne garder la radio allumée que durant le temps nécessaire à
leurs communications. Ce mode introduit néanmoins son lot de problèmes. En e et nous
avons pu constater dans ce chapitre que la couche MAC du standard IEEE 802.15.4 ne
propose aucun mécanisme pour se prémunir des interférences entre les di érents coordi-
nateurs appartenant à un même réseau, problème très contraignant sachant que tout le
fonctionnement du réseau repose sur la bonne réception des trames Beacons qu’envoient
les coordinateurs. Nous avons également montré dans ce chapitre que le standard laisse
ouverte la construction de topologies et ne résout pas les problèmes liés à la méthode
d’accès.
Dans le chapitre 4 nous proposons une adaptation du standard IEEE 802.15.4: le
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protocole MCCT qui est un protocole de construction de topologie dans IEEE 802.15.4
qui a comme principe l’utilisation de l’ensemble des canaux fournis par le standard afin
de construire une topologie cluster-tree dans le but de minimiser les interférences inter et
intra cluster. L’évaluation de notre proposition montre l’intérêt de l’utilisation du multi-
canal, cette technique permettant d’ordonnancer les supertrames des coordinateurs sur
di érents canaux afin de permettre au standard de supporter une plus forte densité en
terme de nœuds et cela indépendamment du duty cycle comme présenté dans d’autres
propositions.
Dans le chapitre 5 nous nous sommes proposés d’étudier la méthode d’accès au canal
du CSMA/CA Slotted proposée dans le mode Beacon du standard IEEE 802.15.4. Nous
avons pu constater grâce aux simulations e ectuées que cette méthode d’accès est forte-
ment influencée par la valeurs des paramètres conditionnant la taille des supertrames,
de la fenêtre de contention et le nombre d’essais que fait un nœud afin d’envoyer une
trame. Nous avons conclu à partir des résultats présentés dans ce chapitre que face
aux di érentes applications que doivent gérer les réseaux de capteurs il faut avoir un
mécanisme d’auto adaptation gérant les accès au canal.
Au vu des performances qu’o re la méthode d’accès du standard IEEE 802.15.4
nous proposons dans le chapitre 6 deux algorithmes dont le but est de permettre l’auto-
adaptation de la taille de la fenêtre de contention dans la méthode d’accès au canal
afin d’o rir des performances optimales en terme d’utilisation de la bande passante.
Ces deux méthodes ont comme particularité d’être orientées coordinateur, c’est à dire
que c’est le coordinateur selon les conditions observées dans son cluster qui adapte la
valeur du paramètre conditionnant la taille de la fenêtre de contention en début de
supertrame. Ceci évite d’avoir une mauvaise équité dans le cas où les nœuds sont libres
de choisir indépendamment. Les résultats que nous avons proposé dans ce chapitre
montrent l’intérêt de ce genre de technique dans les réseaux de capteurs où les charges
de trafic peuvent être très variables selon l’application souhaitée. Un autre point non
négligeable est que nos deux algorithmes adaptent leur taille de fenêtre de contention
non pas en fonction du nombre de nœuds présents dans le réseau mais selon le nombre
de stations émettrices. Les résultats présentés montrent qu’avec ces deux propositions
nous améliorons significativement les performances du standard IEEE 802.15.4 et ceci
quelles que soient les valeurs des fenêtres de contention choisies.
7.2 Perspectives
7.2.1 Proportional fair sharing
Dans les réseaux de capteurs utilisant des topologies de type collection tree il est fort
probable que certains nœuds auront une charge plus importante à écouler par rapport
aux nœuds partageant le canal dans leur voisinage. Une évolution dans la méthode
d’accès que nous jugeons intéressante est de pourvoir les nœuds dans un voisinage donné
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d’un accès équitable aux ressources radio i.e que le partage de la bande passante prenne
en compte la charge de trafic devant être écoulé par chaque nœud (proportional fair
sharing).
Cette propriété peut être obtenue de di érentes façons:
• En diminuant la taille des fenêtres de contention en fonction du trafic dans les
bu ers comme nous l’avons vu dans le chapitre 6
• En intégrant la possibilité aux coordinateurs ayant une grande charge à écouler de
le faire sur di érents coordinateurs évitant ainsi la saturation d’une seule super-
trame avec le trafic venant d’une seule branche du cluster-tree
Nous avons vu dans le chapitre 6 que la proposition qui consiste à jouer uniquement
sur la taille des fenêtres de contention en fonction du trafic à écouler ne peut être
retenue. Néanmoins nous pensons que la deuxième solution que nous proposons et qui a
pour principe que les nœuds auront un coordinateur principal qui se chargera du trafic
descendant et montant, mais aussi des coordinateurs secondaires n’o rant qu’un support
pour le trafic montant. Ceci dans le but d’éviter que les nœuds ne soient dans l’obligation
de suivre les Beacons de tous leurs coordinateurs (principal et secondaire).
7.2.2 Routage et crosslayer
Dans la majorité des réseaux de capteurs déployés en topologie de type cluster-tree
les données envoyées par les di érents nœuds seront adressées au coordinateur. Ces
réseaux ne nécessitent qu’une fonction de routage réduite comme par exemple le routage
hiérarchique.
Dès que le déploiement du réseau de capteurs n’a pas pour objectif final d’envoyer les
données mesurées au puits mais vers des nœuds intermédiaires dans le réseau la fonction
de routage devient très importante. On peut retrouver ce genre de communications dans
des applications de type réseau maillé par exemple dans des applications domotique, ou
de déclenchement de système anti-incendie.
Dans ce genre de réseaux nous retrouverons les mêmes contraintes inhérentes aux
réseaux de capteurs mais avec des contraintes temporelles plus strictes. De ce fait il
faut tout mettre en œuvre afin que le protocole de routage fasse le bon choix de route
afin que les paquets soient délivrés à bon port dans les plus courts délais en minimisant
les retransmissions. Dans ces conditions le design du protocole de routage doit prendre
avantage de toutes les propriétés présentes dans les couches inférieures telles que: la
qualité du lien radio, la charge des communications dans le voisinage ainsi que les tailles
de fenêtres de contention utilisées par les di érents parents.
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7.2.3 Energie sporadique
Ces dernières années nous avons pu constater l’émergence de capteurs utilisant des mod-
ules de récupération d’énergie. Cette technologie règle dans un certain sens le problème
lié à la durée de vie du capteur et ainsi du réseau. D’un autre côté elle peut invalider
un grand nombre de protocoles proposés pour les réseaux de capteurs en imposant de
nouvelles contraintes. Nous pouvons citer comme exemple la forte dynamicité du réseau,
les nœuds n’ayant qu’une faible quantité d’énergie auront des réveils non périodiques et
non prédictibles par leur voisinage. Ceci est due au taux de récupération d’énergie qui
ne sera pas le même pour tous les nœuds du réseau (par exemple si l’énergie solaire est
utilisée le taux de récupération sera tributaire de la luminosité que recevra le nœud),
ce qui impose une nouvelle manière de penser les protocoles MAC et de routage pour
ces réseaux, la création et le maintient de la topologie dans ce genre de contexte nous
semble une problématique intéressante.
La majorité des propositions faites pour les réseaux de capteurs partent du principe
que les capteurs ont comme source d’énergie la batterie et le but de ces protocoles est
d’économiser cette ressource afin de maximiser la durée de vie du réseau.
Avec les capteurs utilisant un module de récupération d’énergie, la quantité d’énergie
récupéré est limitée et non disponible tout le temps (sporadique), ainsi le challenge de-
vient non pas la maximisation de la durée de vie du réseau, mais de garantir le fonc-
tionnement de ce dernier avec le peu d’énergie disponible. Plusieurs pistes peuvent être
étudiées à cet e et:
• Couche MAC:
– Minimisation des messages de contrôles par exemple la non utilisation des
acquittements sous certaines conditions
– Contrôle de puissance
• Couche réseau: introduction de nouvelles métrique prenant en compte les condi-
tions environnementales (liées à la technique de récupération d’énergie) pour le
calcul des routes
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Analyse des performances d’un réseau de capteurs exploitant le
standard IEEE 802.15.4
Résumé
Les réseaux de capteurs suscitent un engouement croissant du fait du grand nombre
d’applications mais également des défis inhérents à ce genre de réseaux. Le standard
IEEE 802.15.4 a été proposé afin de standardiser les couches physique et MAC.
Dans ce travail nous avons dans un premier temps proposé une variante multi-canal
pour le standard 802.15.4 permettant de résoudre le problème de collisions de super-
trames. Pour cela nous proposons de construire un réseau en arbre avec la particularité
que chaque cellule du réseau utilise un canal di érent permettant ainsi une réduction
conséquente des interférences et augmente la capacité du réseau. Nous avons également
introduit un nouveau mécanisme de construction de topologie, d’allocation de canal et
d’ordonnancement de supertrames nécessaire au bon fonctionnement d’une telle solution.
Dans un deuxième temps nous avons analysé l’impact des di érents paramètres de
la méthode d’accès du standard. Nous avons mis en exergue les faiblesses de la méthode
d’accès dont les performances baissent drastiquement pour des réseaux trop importants.
Partant de ce constat, nous avons proposé des mécanismes d’auto-adaptation pour
la méthode d’accès du standard. Ces derniers permettent d’adapter dynamiquement
la taille des fenêtres de contention en fonction des conditions de trafic observées sur le
canal. Le calcul des valeurs optimales est exécuté par chaque coordinateur pour résoudre
le problème de surdité. Ces mécanismes sont distribués et convergent rapidement même
en cas de trafic en rafales.
Mots clès : réseaux sans fil, réseaux de capteurs, IEEE 802.15.4, IEEE 802.11,
méthodes d’accès, multi-canal.
Performance Analysis of Wirless Sensor Networks Exploiting the
Standard IEEE 802.15.4
Abstract
An increasing interest has been observed in Wirless Sensor Network that can be explained
by wide range of WSN applications as well as by the challenges involving the constraints
of this type of networks. The IEEE 802.15.4 standard has been proposed with the
objective of standardizing the physical and MAC layers.
In this work, we have firstly proposed an alternative multichannel scheme for the
IEEE 802.15.4 standard. It is able to solve the problem of superframe collisions based
on a cluster-tree topology approach in which each cluster uses a di erent channel al-
lowing the reduction of the interference and increased network capacity. We have also
difined a novel mechanism for topology construction, channel allocation, and superframe
scheduling.
Secondly, we have analyzed the impact of di erent parameters on the medium access
control. We have shown the weakness of the medium access method proposed in the
standard. For instance, we have observed a decrease in performance when the standard
is applied in large networks.
Motivated by the analysis and its results we have then proposed auto-adaptive mech-
anisms for the medium access control. They allow to dynamically adapt the size of the
contention window according to the observed tra c conditions. Each coordinator com-
putes the optimal values to avoid deafness. The proposed mechanisms rapidly converge
even in the case of bursty tra c.
Keywords: wireless networks, wireless sensor networks, IEEE 802.15.4, IEEE
802.11, Medium access control, Multi-channel.
Discipline : Informatique
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