Abstract. We investigate the Westervelt equation with several versions of nonlinear damping and lower order damping terms and Neumann as well as absorbing boundary conditions. We prove local in time existence of weak solutions under the assumption that the initial and boundary data are sufficiently small. Additionally, we prove local well-posedness in the case of spatially varying L ∞ coefficients, a model relevant in high intensity focused ultrasound (HIFU) applications.
Introduction
High intensity focused ultrasound (HIFU) is crucial in many medical and industrial applications including lithotripsy, thermotherapy, ultrasound cleaning or welding and sonochemistry. Widely used mathematical model for nonlinear wave propagation is the Westervelt equation, which can either be written in terms of the acoustic pressure p 1) or in terms of the acoustic velocity potential ψ
(1 − 2kψ t )ψ tt − c 2 ∆ψ − b∆ψ t = 0, (1.2) with ̺ψ t = p. Here, c denotes the speed and b the diffusivity of sound, k = β a /λ, β a = 1 + B/(2A), B/A represents the parameter of nonlinearity, ̺ is the mass density, λ = ̺c 2 is the bulk modulus andk = ̺k. For a detailed derivation of (1.1) and (1.2) we refer the reader to [4] , [9] , [13] .
Well-posedness and exponential decay of small and H 2 −spatially regular solutions is established for the Westervelt equation with homogeneous [6] and inhomogeneous [7] Dirichlet and Neumann [8] boundary conditions as well as with boundary instead of interior damping [5] .
A significant task in the analysis of the Westervelt equation is avoiding degeneracy of the coefficient 1−2kp for the second time derivative p tt in (1.1) and, similarly, of the term 1 − 2kψ t in the formulation (1.2) . At the same time, in applications the existence of spatially less regular solutions is important, e.g. in the coupling of acoustic with acoustic or elastic regions with different material parameters. In [2] , Brunnhuber, Kaltenbacher and Radu treated this issue by introducing nonlinear damping terms to the Westervelt equation and considering the following equations
(1 − 2ku)u tt − c 2 div(∇u + ε|∇u| q−1 ∇u) − b∆u t = 2k(u t ) 2 , (1.4) 5) with homogeneous Dirichlet boundary data. First two equations are derived from the Westervelt equation in the acoustic pressure formulation (1.1), while the third equation comes from the acoustic potential formulation (1.2) (with the notation changed to p → u, ψ → u). Added nonlinear damping terms make obtaining L ∞ (0, T ; L ∞ (Ω)) estimate on u (u t ) possible, without the need to estimate ∆u (∆u t ) and thus refraining from too high regularity.
The central aim of the present paper is to investigate this relaxation of regularity by nonlinear damping, but equipped with practically relevant absorbing and Neumann boundary data. This is motivated by many applications of high intensity focused ultrasound where the need for more realistic boundary conditions is evident. E.g. in lithotripsy one faces the problem of a physically unbounded domain, as typical in acoustics, which should be truncated for numerical computations. Absorbing boundary conditions are then used to avoid reflections on the artificial boundaryΓ of the computational domain.
Ultrasound excitation, e.g. by piezoelectric transducers, can be modeled by Neumann boundary conditions on the rest of the boundary Γ = ∂Ω \Γ.
In our case, the design of the nonlinear absorbing and inhomogeneous Neumann boundary conditions is influenced by the presence of the nonlinear strong damping in the equations. We will study initial boundary value problems of the following type: (1.9)
Note that in the case of b = 0, α = c andk = 0 the absorbing conditions prescribed in (1.6)-(1.9) would reduce to the standard linear absorbing boundary conditions of the form u t + c ∂u ∂n = 0. In the equations, we assume that the parameters β and γ are nonnegative; the case β = γ = 0 reduces them to (1.3)-(1.4). Another task of the present paper is to investigate possible introduction of these lower order linear and nonlinear damping terms to the equations (1.3)-(1.4), this becomes beneficial when deriving energy estimates.
Additionally, in the context of HIFU devices based on the acoustic lens immersed in a fluid medium, a problem of Westervelt's equation coupled with other equations or with jumping coefficients arises. We will treat acoustic-acoustic coupling which can be modeled by Westervelt's equation in the pressure formulation with spatially varying coefficients (see [1] for the linear case and [2] for the nonlinear case with homogeneous Dirichlet boundary conditions):
λ(x) (u t ) 2 in Ω × (0, T ], 1.1. Notations and Preliminaries. We assume Ω ⊂ R d , d ∈ {1, 2, 3} to be an open, connected, bounded set with Lipschitz boundary; ∂Ω is assumed to be a disjoint union of Γ andΓ. We denote by n the outward unit normal vector.
We will study the problems with strong damping b > 0 and with c 2 > 0, δ ∈ (0, 1), ε > 0 and k,k ∈ R. Our results will hold for α assumed to be nonegative; the case α = 0 reduces (1.6)-(1.9) to problems with only Neuman boundary conditions.
Note that, in general, we will assume that q ≥ 1, but this condition will have to be strenghtened at several instances to assure well-posedness of (1.6), (1.7) and existence results for (1.8) and (1.9). We will often make use of the continuous embeddings
,L ∞ , with the latter being valid for q + 1 > d. In Section 2 and 5 we will need to employ the embedding L q+1 (Ω) ֒→ L 4 (Ω), which holds true for q ≥ 3. We denote with C tr 1 the norm of the trace mapping
and with C tr 2 the norm of the trace mapping tr :
Throughout the paper we assume t ∈ [0, T ], where T is a finite time horizon.
1.2.
Outline of the paper. The rest of the paper is organized as follows. Subsection 1.3 contains the derivation of L ∞ -bounds on u and u t as well as several useful inequalities that will be employed in the paper.
In Section 2, we start by looking at a linearized version of (1.6) and (1.7) with β = γ = 0, with nonlinearity appearing only through damping, and show local well-posedness. Then we discuss linearized versions of (1.6) and (1.7) with β, γ > 0. By employing the result for the linearized version we proceed to prove local wellposedness for (1.6) and (1.7).
Section 3 deals with the short time well-posedness of the acoustic-acoustic coupling modeled by (1.10).
In Section 4 and 5 we consider (1.8) and (1.9), respectively. We again begin by investigating the linearized versions of the problems at hand for β = 0 and γ = 0 respectively, and continue with introducing lower order damping terms and the proof of local existence of solutions.
1.3.
Inequalities. In the case of problems with inhomogeneous Neumann boundary data it is often necessary to employ Poincaré's inequality valid for functions in W 1,q+1 (Ω). We recall such inequality (cf. Theorem 12.23, [10] ), namely that there exists a constant C P > 0 depending on q and Ω such that
for all ϕ ∈ W 1,q+1 (Ω). The nonlinear damping term appearing in the equations (1.6)-(1.9) will enable us to avoid degeneracy of the coefficients 1 − 2ku and 1 − 2ku t by deriving L ∞ estimates on u and u t . From (1.11) we can obtain 12) and by replacing u with u t also
where
. From (1.13), by making use of the embedding
(1.14)
which will be used to avoid degeneracy of the factor 1 − 2ku t in the problem (1.9). Employing (1.12) and the estimate
which we will apply when investigating (1.8).
From (1.12) we can as well obtain
which leads to the estimate
that will be employed when dealing with the possible degeneracy of the coefficient 1 − 2ku in (1.6) and (1.7). We will also frequently make use of Young's inequality in the form
When dealing with the q-Laplace damping term in the equations, the inequality (cf. [11] )
valid for all q, will be of use as well.
2. Westervelt's equation in the formulation (1.6) and (1.7)
We will begin by looking at the problems (1.6) and (1.7) with β = γ = 0:
Following the approach in [2] , we will first consider the equation where nonlinearity appears only in the damping term
and prove local well-posedness.
Then (2.2) has a weak solution
which is unique and satisfies the energy estimate
, for some constants
and satisfies the energy estimate
8)
for some sufficiently small constants µ, σ, τ, η > 0, some large enough C > 0, and
Proof. The weak form of (2.2) is given as
with initial conditions (u 0 , u 1 ). We will use the standard Galerkin method (see for instance Section 7.2, [3] for the case of second-order linear hyperbolic equations and Section 2, [2] for the problem (2.2) with homogeneous Dirichlet boundary data), where we will first construct approximations of the solution, and then by obtaining energy estimates guarantee weak convergence of these approximations. 1. Smooth approximation of a, f , and g. Let us first introduce sequences (a k ) k∈N , (f k ) k∈N and (g k ) k∈N which represent smooth in time approximations of a, f , and g:
and, for fixed k ∈ N, prove that there exists a solution
with initial conditions (u 0 , u 1 ).
(a) Galerkin approximations. We start by proving existence and uniqueness of a solution for a finite-dimensional approximation of (2.11). We choose smooth functions
We can now consider a sequence of discretized versions of (2.11),
with u n (t) ∈ V n and initial conditions (u 0,n , u 1,n ). For each n ∈ N, we face an initial value problem for a second order system of ordinary differential equations with coefficients and right hand side that are C ∞ functions of t. According to standard existence theory for ordinary differential equations (cf. [12] ), there exists a unique solution u (k) n ∈ C ∞ (0,T , V n ) of (2.12) for someT ≤ T sufficiently small. By employing the uniform energy estimates obtained below, we can conclude that T = T .
(b) Lower energy estimate. Testing (2.12) with w n = u (k) n,t (t) ∈ V n and integrating with respect to time results in
(2.13)
For estimating the boundary integral appearing on the right side, we will make use of (1.13) to obtain
, with ǫ 0 , ǫ 1 > 0. By taking the essential supremum with respect to t in (2.13) and employing the embedding H 1 (Ω) ֒→ L 4 (Ω), as well as the inequality (1.15), we obtain the estimate
We choose ǫ 0 , ǫ 1 small enough
so that coefficients appearing in the estimate remain positive. As by assumption
q (Γ)), we conclude that the sequence of Galerkin approximations u
is bounded in the Banach spacẽ
It follows from (2.15) that n ) n∈N , which we still denote (u
Our task next is to prove that the weak limit
. By testing the problem (2.11) with u (k) t and proceding as in 1.(b) we can conclude that this weak limit satisfies the estimate (2.15) with u
2. k k k→∞ ∞ ∞. Owing to the previous conclusion, we can find a weakly convergent subsequence of (u (k) ), which we again denote (u (k) ), and u ∈X such that
It remains to show that u satisfies (2.10). For all w ∈ C ∞ (0, T ; W 1,q+1 (Ω)) with w(T ) = 0 we have
). This relation proves that u solves (2.10). The weak limit then satisfies the estimate (2.5). 3. Uniqueness. To confirm uniqueness, note that the differenceû = u 1 − u 2 between any two weak solutions u 1 , u 2 of (2.2) is a weak solution of the problem
since due to the inequality (1.19) we have
From here we conclude thatû t = 0 and ∇û = 0 almost everywhere, which results in the solution being unique up to an additive constant. The initial conditionû| t=0 = 0 provides us with uniqueness. 4. Higher energy estimate. To obtain higher order estimate (2.8), we will test (2.12) with w n = u
n,tt (t) ∈ V n and then combine the result with the lower order estimate (2.5) we derived previously. Multiplication by u (k) n,tt (t) and integration with respect to time produces
n,tt dx ds (2.32)
n,tt dx ds.
To estimate the boundary integral on the right side, we employ (1.13) to obtain
which together with
n,tt dx ds
and taking ess sup
in (2.32) leads to the estimate
.
(2.35)
Since there are terms on the right side in (2.35) which cannot be dominated by the terms on the left hand side, we need to also employ the lower estimate (2.15). Adding (2.15) and µ times (2.35) yields (2.8) with u replaced by u
so that the coefficients in (2.8) are positive.
is a bounded sequence in
We further obtain
which are reflexive Banach spaces. From here, after proceeding as in the step 1.(c) and 2, we can conclude that (2.10) has a unique solution u ∈ X which satisfies the estimate (2.8).
Let us now consider the boundary value problem (2.2) with an added lower order linear damping term:
where β > 0. This is a linearized version of the problem (1.6) with nonlinearity appearing only through the damping term. The additionaly introduced β−lower order term will allow us to remove restrictions on final time T in the estimates (2.5) and (2.8). Indeed, by testing the equation with u t and integrating with respect to space and time, we obtain
, which leads to the lower order energy estimate
Testing with u tt and adding µ times the obtained estimate to (2.42) results in the higher order energy estimate valid for arbitrary time:
, for some appropriately chosen C > 0. Therefore we obtain: Proposition 2.2. Let β > 0 and the assumptions (i) in Proposition 2.1 hold, with
) has a unique weak solution inX, withX defined as in (2.4), which satisfies (2.42) for some sufficiently small constants ǫ 0 , ǫ 1 > 0. If, in addition to (i), the assumptions (ii) in Proposition 2.1 are satisfied, then u ∈ X, with X defined as in (2.7), and u satisfies the energy estimate (2.43) for some sufficiently small constants ǫ 0 , ǫ 1 , µ, σ, τ > 0 and some large enough C, independent of T .
We continue with considering an equation with an added lower order nonlinear damping term:
with γ > 0, which is motivated by the problem (1.7). Once we multiply (2.44) by u t and integrate by parts, we produce
We will make use of the following inequality
and, for q > 1,
, to obtain lower order energy estimate
q−1 (Ω)) and 0 < ǫ 0 < γ 2 . For obtaining higher order estimate, we multiply (2.44) with u tt , integrate with respect to space and time and make use of the estimate
In order to avoid dependence on time, we approach estimate (2.34) differently this time: by employing the embedding L q+1 (Ω) ֒→ L 4 (Ω), valid for q ≥ 3, we obtain
which, together with (2.46), leads to the higher order estimate
q−1 (0, T ; H 1 (Ω) and choosing τ, σ, η, µ > 0 to be sufficiently small.
Then (2.44) has a unique weak solution inX, withX defined as in (2.4), which satisfies (2.46) for some 0 < ǫ 0 < γ 2 . If, in addition to (i), the following assumptions are satisfied
then (2.44) has a unique weak solution in X, with X defined as in (2.4), which satisfies the energy estimate (2.48) for some sufficiently small constants µ, σ, τ, η > 0 and some large enough C > 0, independent of T .
Remark 2.4. Due to the terms
appearing on the right hand side in the estimate (2.48), we will not be able to prove local well-posedness of the problem (1.9) by employing this estimate. Instead, provided the assumptions (ii) in Proposition 2.1 hold, we could proceed with the same estimates as in the proof of that proposition, and for evaluating boundary integrals apply (2.45) and (2.47), to obtain the following energy estimate:
, for some appropriately chosen constants τ, σ, ǫ 0 , η, µ > 0 and large enough C, independent of T .
Relying on Proposition 2.1, we can now prove the local well-posedness for the boundary value problem (2.1).
there exists a unique weak solution u ∈ W of (2.1), where
and m and M sufficiently small, where C Γ (g) is defined as in (2.9).
Proof. We will carry out the proof by using a fixed point argument. We define an operator T : W → X, v → T v = u, where u solves (2.10) with
We will show that assumptions of Proposition 2.1 are satisfied. Since v ∈ W, and q > d − 1 so we can make use of the embedding
. It follows that 0 < a = 1 − a 0 < a < a = 1 + a 0 , where
Hence the higher order energy estimate (2.8) holds and by choosing m, M > 0 such that
, and making the bound κ T on initial and boundary data small enough
we achieve that u ∈ W, with constants ǫ 0 , ǫ 1 , τ, η, σ, µ chosen as in (2.16) and (2.36) and C as in (2.8).
In order to prove contractivity, consider
Subtracting the equation (2.2) for u 1 and u 2 yields: After testing (2.54) withû t and making use of the inequality (2.31), we obtain
and therefore we have 1 2
Utilizing the fact that v 1 , v 2 , u 1 , u 2 ∈ W and the inequalities ∇v
) and altogether we have
. We conclude from (2.55) that T is a contraction with respect to the norm |||·|||, provided that m is sufficiently small. This, together with the self-mapping property and W being closed, provides existence and uniqueness of a solution.
Relying on Proposition 2.2 we can obtain local well-posedness for the problem (1.6) with β > 0. Since we need to avoid degeneracy of the term 1−2ku and therefore make use of the estimate (1.17) to get the condition (2.52), we cannot completely avoid restriction on final time in the fully nonlinear equation. Inspecting the proof of Theorem 2.5 immediately yields: Theorem 2.6. Let β > 0 and the assumptions of Theorem 2.5 hold. For any T > 0 there is a κ T > 0 such that for all u 0 , u 1 ∈ W 1,q+1 (Ω), with (2.50), there exists a unique weak solution u ∈ W of (2.1), where W is defined as in (2.51), with (2.52) and m and M sufficiently small.
For obtaining well-posedness for the problem (1.7) with γ > 0, we cannot rely on estimates in Proposition 2.3 to prove self-mapping of the fixed-point operator T , instead we make use of (2.49); therefore restrictions on final time persist in the nonlinear equation. Analogously to Theorem 2.5 we obtain: Theorem 2.7. Let γ > 0 and the assumptions of Theorem 2.5 hold. For any T > 0 there is a κ T > 0 such that for all u 0 , u 1 ∈ W 1,q+1 (Ω), with
there exists a unique weak solution u ∈ W of (2.1), where W is defined as in (2.51), with (2.52), and m and M sufficiently small.
Acoustic-acoustic coupling
We will now consider the problem of an acoustic-acoustic coupling which can be modeled by the equation with coefficients varying in space (1.10). We will make the following assumptions on the coefficients in (1.10):
We can again first inspect the problem with nonlinearity present only in the damping term:
Analogously to Propositon 2.1 and Theorem 2.5 we obtain Corollary 3.1. Let the assumptions (3.1) and the assumptions (i) in Propositon 2.1 be satisfied, with
2) has a weak solution u ∈X, withX defined as in (2.4), which satisfies the energy estimate
, for some sufficiently small constants ǫ 0 , ǫ 1 > 0. If, additionally, assumptions (ii) of Proposition 2.1 hold, then u ∈ X, where X is defined as in ( 2.7), and satisfies the energy estimate , for some small enough constants τ, η, σ, µ > 0 and some large enough C > 0, independent of T .
q (Γ)), q > d − 1, q ≥ 1 and assumptions (3.1) be satisfied. For any T > 0 there is a κ T > 0 such that for all u 0 , u 1 ∈ W 1,q+1 (Ω), with (2.50), there exists a unique weak solution u ∈ W of (1.10), where W is defined as in (2.51), with (2.52) with |k| replaced by |k| L ∞ (Ω) , and m and M sufficiently small.
Westervelt's equation in the formulation (1.8)
We begin with the problem (1.8) in the case β = 0: We will first study the problem with the nonlinearity appearing only through damping:
2) has a weak solution
which satisfies the energy estimate
for some constant
Proof. The proof follows along the line of the standard Galerkin approximation method. Here we will focus on deriving the energy estimate. The weak form of the problem is given as follows:
Testing (4.5) with u t and integrating with respect to space and time yields
By taking ess sup [0,T ] in (4.6) and making use of the embedding
estimating the boundary integral in the following way
which leads to (4.4).
If we consider an equation with an added linear lower order damping term .7) we will be able to obtain an energy estimate valid for arbitrary time: 
has a weak solution inX, defined as in (4.3), which satisfies the energy estimate
We now proceed to the question of local existence of weak solutions for the problem (4.1).
there exists a weak solution u ∈ W of (4.1) where 10) and m and M are sufficiently small.
Proof. We define an operator T : W →X, v → T v = u, where u solves (4.2) with
Proposition 4.1 will allow us to prove that T is a self-mapping. The assumptions of the proposition are satisfied, since for v ∈ W because of (1.16) we have
The energy estimate (4.4) holds and we can conclude that for any m, M > 0 such that
, and under the assumption on smallness of initial and boundary data
Since W is closed and bounded in the dual of a separable Banach space, W is weaklystar compact. Existence of solutions then results from a compactness argument (see Theorem 6.1, [2] ): the sequence of fixed point iterates u n defined by u n = T u n−1 ,
n−1 t u n t , with u 0 chosen to be compatible with initial and boundary conditions, has a weaklystar convergent subsequence whose w * -limitū lies in W. This limit is a weak solution of the problem since
Relying on Proposition 4.2, we can also achieve short-time existence of solutions for the problem (1.8), with β > 0. Due to the estimate (1.16) and therefore bound (4.10), the dependency on final time T cannot be completely avoided. 
there exists a weak solution u ∈ W of (1.8), where W is defined as in (4.9), with (4.10), and m and M are sufficiently small.
Note that here, as in the case of homogeneous Dirichlet boundary conditions, the uniqueness remains an open problem due to the presence of q−Laplace damping term which hinders the derivation of higher order energy estimates. For details, the reader is refered to Remark 8, [2] .
Westervelt's equation in the formulation (1.9)
We begin with investigations of the problem (1.9) in the case γ = 0:
We will once again first consider an equation with the nonlinearity only appearing through the damping term:
Then (5.2) has a weak solution
which, for q > 1, satisfies the energy estimatê 6) and for q = 1 satisfies
for some sufficiently small constants ǫ 0 , ǫ 1 > 0.
Proof. We will focus on acquiring crucial energy estimates. Testing the problem with u t and integrating with respect to space and time leads to
, q+1
where we have applied (2.14) to estimate the boundary integral on the right side. We can make use of the embedding
together with the inequality (1.13) to obtain
and then from (5.7), for q > 1, we further get
, for some ǫ 0 , ǫ 1 > 0. By taking ess sup [0,T ] in (5.8) and making ǫ 0 and ǫ 1 small enough we gain (5.6).
Proposition 5.2. Let T > 0, b > 0, α ≥ 0, δ ∈ (0, 1) and assume that
then (5.2) has a weak solution
for some sufficiently small constants ǫ 0 , ǫ 1 , η, µ, τ > 0, some large enough C > 0 and C Γ (g) defined as in (2.9).
Proof. In order to obtain higher order estimate, we will multiply (5.2) first by u t , proceeding differently than in Proposition 5.1, and then by u tt and combine the two obtained estimates. Multiplication by u t and integration with respect to space and time produces
, for some ǫ 0 , ǫ 1 > 0. We will make use of the embedding L q+1 (Ω) ֒→ L 4 (Ω) and Young's inequality (1.18) to estimate 13) for some η > 0 and q > 1. We can also obtain
, which together with (5.13) results in the following estimate:
Testing with u tt yields
for some τ > 0. We can make use of Young's inequality and the inequality (2.33) for the boundary integral together with the inequality
2 )((
2 )(
, which, by taking essential supremum with respect to t and then adding µ times obtained inequality to (5.14) results in the higher order estimate (5.11).
Let us now consider the problem with the added lower order nonlinear damping term
where γ > 0. This is a linearized version of (1.9), where nonlinearity appears only through the damping terms. We can utilize the embedding W 1,q+1 (Ω) ֒→ L ∞ (Ω), Young's inequality in the form (1.18) and estimate the boundary integral by employing (2.45), to obtain
for some ǫ 0 > 0 and q > 1, q > d − 1. By taking ess sup 
andb is defined as in (5.4). To obtain higher order estimate, we test the problem again by u t and integrate with respect to space and time to obtain 
2 )(C withã defined in (5.9), for some sufficiently small constants ǫ 1 , η, µ, τ > 0 and some large enough C > 0. Note that here the second assumption in (5.9) on smallness of a was not needed. 
2 ∇a L 2 (0,T ;L 2 (Ω)) > 0, for q = 1.
Then (5.15) has a weak solution u ∈X, withX defined as in (5.5), which satisfies the energy estimate (5.17) for q > 1 and estimate (5.18) for q = 1.
If the assumptions in Proposition 5.2 are satisfied with
then u ∈ X, with X as in (5.10), and satisfies the energy estimate (5.21).
We will now proceed to investigate existence of solutions for (5.1). Therefore the energy estimate (5.11) is satisfied and we have for some large enoughC, and hence if T and the bound κ are sufficiently small, and we choose m and M appropriately, T is a self-mapping. Since W is closed, we obtain existence of solutions through compactness argument.
Relying on Proposition 5.3, we can obtain local existence of solutions for the problem (1.9) with γ > 0. 
there exists a weak solution u ∈ W of (1.9), where W is defined as in (5.22), and m and M are sufficiently small.
Due to the presence of q−Laplace damping term, the derivation of energy estimates is possible only for multipliers of lower order (see Remark 4, [2] ) and the question of uniqueness remains open.
