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Abstract. I nt h eﬁ r s tp a r to ft h i sp a p e rw ep r e s e n te x p l i c i tf o r m u l a sf o rp r i m -
itive idempotents in arbitrary Frobenius algebras using the entries of repre-
senting matrices coming from projective indecomposable modules with respect
to a certain choice of basis. The proofs use a generalisation of the well-known
Frobenius-Schur relations for semisimple algebras.
The second part of this paper considers O-free O-algebras of ﬁnite O-rank
over a discrete valuation ring O and their decomposition maps under modu-
lar reduction modulo the maximal ideal of O, thereby studying the modular
representation theory of such algebras.
Using the formulas from the ﬁrst part we derive general criteria for such
a decomposition map to be an isomorphism that preserves the classes of sim-
ple modules involving explicitly known matrix representations on projective
indecomposable modules.
Finally, we show how this approach could eventually be used to attack a
conjecture by Gordon James in the formulation of Meinolf Geck for Iwahori-
Hecke algebras, provided the necessary matrix representations on projective
indecomposable modules could be constructed explicitly.
1. Introduction
Primitive idempotents play a crucial rˆ ole in the representation theory of ﬁnite
groups and ﬁnite-dimensional algebras. In the semisimple case one has explicit
formulas for central primitive idempotents using the irreducible characters, and for
primitive idempotents using the entries of irreducible matrix representations. The
crucial ingredient to prove these formulas are the well-known Frobenius-Schur rela-
tions that involve the matrix coordinate functions of the irreducible representations.
In this paper we generalise this to an arbitrary, ﬁnite-dimensional Frobenius
algebra H over a ﬁeld. To this end, we prove generalisations of the Frobenius-
Schur relations involving the matrix coordinate functions of representations coming
from projective indecomposable modules. However, we have to choose their basis
carefully, namely, the basis must be adjusted to the socle and the radical of the
module; see Section 2 for details.
We then consider algebras over rings and study their decomposition maps under
modular reduction. A general version of Brauer reciprocity shows that the dual map
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of such a decomposition map can alternatively be deﬁned using idempotents and
the corresponding projective Grothendieck groups. Thus, explicit knowledge about
matrix representations on projective indecomposable modules can be translated
using our formulas for primitive idempotents into knowledge about decomposition
maps.
Finally, we hope that this theory could eventually be applied as part of a proof
of a conjecture by Gordon James in a formulation by Meinolf Geck about Iwahori-
Hecke algebras.
In Section 2 we ﬁx our notation and brieﬂy recall some deﬁnitions and facts.
Then we present the well-known averaging operator and some of its properties
including the theorem by Gasch¨ utz and Ikeda for Frobenius algebras. In Section 3
we apply the averaging operator to linear maps, the image of which has dimension
1, and derive new proofs in modern language of the generalised Frobenius-Schur
relations that already appear in [14] and [1].
We then proceed to explicitly construct primitive idempotents using the above
relations in Section 4. An important feature of these formulas is that we can control
the denominators in the coeﬃcients quite explicitly in terms of the given matrix
representation. This will be crucial later in applying these formulas to duals of
decomposition maps.
Having these preparations at hand, we then set up the concept of decomposi-
tion maps and their duals in Section 5 using the well-known duality between the
Grothendieck group R0(H) of the category of ﬁnitely generated H-modules and
the Grothendieck group K0(H) of the category of ﬁnitely generated projective H-
modules for a ﬁnite-dimensional algebra H over a ﬁeld. This involves an extension
of the classical Brauer reciprocity to the non-semisimple case. In a more general
setting, such an extension has already been discussed in [9].
The deﬁnitions in Section 6 then allow us to use our formulas for primitive
idempotents to derive criteria for a decomposition map to be trivial, that is, being
an isomorphism that preserves the classes of simple modules.
Finally, in Section 7, we show how this whole theory could eventually be applied
as a part of a proof for James’ conjecture. We give another argument that the
statement of the conjecture can only be false for a ﬁnite number of cases. However,
so far we cannot give an explicit bound. We show in detail what is needed to apply
our results.
2. Averaging
Let K be a ﬁeld, H a ﬁnite-dimensional associative K-algebra and mod-H the
category of ﬁnite-dimensional right H-modules. We assume throughout that K is
a splitting ﬁeld for H.
For a given K-basis (bi)n
i=1 of a right H-module M we denote by (b∗
i)n
i=1 the
basis of the dual space M∗ =H o m K(M,K)w i t hb∗
i(bj)=δi,j for i,j ∈{ 1,...,n}.
Deﬁnition 1. If H∗ contains a linear map τ, such that
ϕ : H → H∗,a → (b  → τ(ab))
is a left H-module isomorphism, then the pair (H,τ) is called a Frobenius algebra.
By [2, Theorem 61.3] the bilinear form (a|b): =τ(ab) is non-degenerate and
associative if and only if (H,τ) is a Frobenius algebra. Therefore we have for
every K-basis (Cw)w∈W of a Frobenius algebra H a uniquely determined K-basis172 MAX NEUNH¨ OFFER AND SARAH SCHEROTZKE
(C∨
y )y∈W such that τ(C∨
y Cw)=δy,w for all y,w ∈ W.W ec a l l( C∨
y )y∈W the dual
basis of (Cy)y∈W.
In the next lemma we use the following notation. Let α : H → H be an
automorphism and L ar i g h tH-module. Then the vector space L is a right H-
module with the following action: l∗h := lα(h) for all l ∈ L and h ∈ H.W ed e n o t e
the H-module (L,∗)w i t hLα.
Lemma 2 (Frobenius algebras, Nakayama automorphism).
(1) Let (H,τ) be a Frobenius algebra, then there exists exactly one automor-
phism α of H such that τ(ab)=τ(α(b)a) for all a,b ∈ H.W ec a l lα the
Nakayama automorphism.
(2) Let (H,τ) be a Frobenius algebra, α the Nakayama automorphism and P
a projective indecomposable module of H with socle S := soc(P) and head
V := P/rad(P).T h e nV and S are simple and V is isomorphic to Sα
−1
.
Proof. (1) As the map ϕ from the ﬁrst deﬁnition is an isomorphism, there
is for each b ∈ H a unique element α(b)w i t hτ(ab)=τ(α(b)a) for all
a ∈ H. One easily checks that the map b  → α(b) is linear and we have
τ(α(bc)a)=τ(abc)=τ(α(c)ab)=τ(α(b)α(c)a) for all a ∈ H.B y t h e
non-degeneracy of τ we conclude α(bc)=α(b)α(c)f o rb,c ∈ H and that α
is bijective. Thus α is an automorphism.
(2) The modules V and S are both simple by [3, Prop. (9.9).(ii)]. Let e ∈ H
be an idempotent with eH ∼ = P.I fw ei d e n t i f yP and eH,w eh a v eeS = S.
The module Sα
−1
is simple, so HomH(eH,Sα
−1
) ∼ = Sα
−1
e is not equal to
{0} if and only if Sα
−1 ∼ = V .B u tτ(Sα
−1
e)=τ(Sα−1(e)) = τ(eS)  = {0},
because eS is a right ideal and the kernel of τ does not contain a non-zero
right ideal. It follows that Sα
−1
e  = {0} and thus Sα
−1 ∼ = V . 
Notation 3 (Conventions for further reference). In the following we assume that
(H,τ) is a Frobenius algebra, α the Nakayama automorphism and P a projective
indecomposable module with soc(P)=S and P/rad(P)=V .T h e nP is isomorphic
to eH for a primitive idempotent e. We want to give a formula to compute such
primitive idempotents e in H with P ∼ = eH.
Let (Bw)w∈W be an arbitrary basis of H with dual basis (B∨
w)w∈W. Because of
Lemma 2(2) the dimension d of V is equal to the dimension of S.L e t n be the
dimension of P and m := n − d. We choose a basis (bi)n
i=1 of P in the following
way:
We extend a basis (bi)d
i=1 of S t oab a s i s( bi)m
i=1 of rad(P) .W ec a nt h e ne x t e n d
the basis (bi)m
i=1 of rad(P)t oab a s i s( bi)n
i=1 such that b∗
i(bjh)=b∗
m+i(bm+jα(h))
for all h ∈ H and i,j ∈{ 1,...d}. Lemma 2(2) makes sure that there is such a
basis.
We now introduce the averaging operator, which is similar to the standard proof
of Maschke’s Theorem. It will be crucial for our proofs.
Theorem 4 (Averaging operator). We use the conventions in Notation 3.L e t
M,N ∈ mod-H and f ∈ HomK(M,N). Then the map I(f):M → N with
I(f)(x): =
 
w∈W
f(xBw)B∨
w for all x ∈ MFORMULAS FOR PRIMITIVE IDEMPOTENTS 173
is a homomorphism of H-modules from M to N. Moreover, I(f) does not depend
on the choice of basis.
Let X,Y ∈ mod-H and π ∈ HomH(X,M) and ψ ∈ HomH(N,Y),t h e n
I(f ◦ π)=I(f) ◦ π and I(ψ ◦ f)=ψ ◦ I(f).
Proof. Straightforward computation. See [2, Lemma 62.8]. 
Theorem 5 (Gasch¨ utz-Ikeda). Ar i g h tH-module L is projective if and only if
there is a ψ ∈ EndK(L) with I(ψ)=i d L.
Proof. [2, Theorem 62.11]. 
Lemma 6 (Averaging homomorphisms between simple modules and PIMs).
We use the conventions in Notation 3.
(1) Let L be a simple right H-module which is not isomorphic to S, f al i n e a r
form on L, p ∈ P an element of P and
ψ : L → P, l  → f(l)p for all l ∈ L
a linear map. Then I(ψ)=0 . It follows that
 
w∈W
f(lBw)pB∨
w = I(ψ)(l)=0 for all l ∈ L.
(2) Let R be a simple right H-module which is not isomorphic to V , f al i n e a r
form on P, r ∈ R an element of R and
ψ : P → R, p  → f(p)r for all p ∈ P
a linear map. Then I(ψ)=0 . It follows that
 
w∈W
f(pBw)rB∨
w = I(ψ)(p)=0 for all p ∈ P.
Proof. (1) The map I(ψ) is a homomorphism of right H-modules from L to P.
As L is simple, ker(I(ψ)) = L or I(ψ) is injective and thus I(ψ)(L) ∼ = L.
But S is the only simple submodule of P and not isomorphic to L.I t
follows that I(ψ)=0 .
(2) The map I(ψ)i sa ne l e m e n to fH o m H(P,R). As R is a simple module, we
have im(I(ψ)) = 0 or I(ψ) is surjective and thus P/ker(I(ψ)) ∼ = R.B u t
rad(P) is the only maximal submodule of P,s oV is the only simple factor
module of P.T h u sI(ψ)=0 . 
Theorem 7 (Identity component of endomorphisms). For every ψ ∈ EndH(P)
there is a unique constant c ∈ K, such that
im(ψ − c · idP) ⊆ rad(P).
For this c we have (ψ − c · idP)(S)=0 .
Proof. As ψ(rad(P)) ⊂ rad(P), the map ψ induces an endomorphism ¯ ψ : V → V .
Since V is simple, we have by Schur’s Lemma, that ¯ ψ is multiplication by a scalar
c. Therefore im(ψ − c · idP) ⊆ rad(P)h o l d s . S i n c eP is ﬁnite-dimensional and
ψ−c·idP is not surjective, it follows that ψ−c·idP has a non-trivial kernel. Since
S is the only simple submodule of P, it is contained in the kernel of ψ−c·idP. 174 MAX NEUNH¨ OFFER AND SARAH SCHEROTZKE
3. Averaging linear maps of rank 1
We keep the conventions in Notation 3 from Section 2. By a “linear map of
rank 1” we mean a linear map the image of which has dimension 1. In particular,
we are interested in linear maps that expressed as a matrix with respect to the
basis (bi)n
i=1 contain only zeros except in one position where they have a one. Note
that whenever we express our results about endomorphisms for the convenience of
the reader in matrix terms, we use row convention in the matrices!
Deﬁnition 8 (Constants c(i,j,s,t)). Let fs,t ∈ EndK(P)w i t hfs,t(p): =b∗
s(p)bt
for s,t ∈{ 1,...,n} and p ∈ P. Note that with respect to the basis (bi)n
i=1 this
linear map corresponds to a matrix that contains only zeros except for a one in row
s and column t.T h efs,t form a basis of EndK(P). We deﬁne
c(i,j,s,t): =b∗
j(I(fs,t)(bi)) =
 
w∈W
b∗
s(biBw) · b∗
j(btB∨
w).
Note that if we express I(fs,t) in terms of the basis (bi)n
i=1 as a matrix, then
c(i,j,s,t)i st h ee n t r yi nr o wi and column j.
It is useful to imagine all occurring endomorphisms as matrices, as always ex-
pressed with respect to the basis (bi)n
i=1 using row convention. Then the elements
of EndH(P) are lower block-triangular matrices and can be visualised as follows:
⎡
⎢
⎢ ⎢
⎢
⎢ ⎢
⎢ ⎢
⎢
⎣
c · Ed 0 0
∗ ∗ 0
∗ ∗ c · Ed
⎤
⎥
⎥ ⎥
⎥
⎥ ⎥
⎥ ⎥
⎥
⎦
where c is the constant in K from Theorem 7 and Ed stands for a (d × d)-identity
matrix. For the convenience of the reader we brieﬂy indicate in the following results
which regions and in what matrices we are discussing.
Lemma 9 (Frobenius-Schur relations I). The following equation holds:
c(i,j,s,t)=
⎧
⎪ ⎪ ⎨
⎪ ⎪ ⎩
0 if i ≤ d and j>d , (1)
0 if i ≤ m and j>m , (2)
δi,jc(1,1,s,t) if i,j ≤ d, (3)
δi,jc(1,1,s,t) if i,j > m. (4)
Note that this lemma is about the parts of the matrix of I(fs,t)t h a ta r ea b o v e
the block diagonal and about the upper left and lower right corner blocks.
Proof. Let cs,t be the unique constant (see Theorem 7) such that
(♠)i m ( I(fs,t) − cs,t · idP) ⊆ rad(P)a n d
(♣)( ( I(fs,t) − cs,t · idP)(S)=0 .
It follows immediately from equation (♣)f o ri ≤ d that
c(i,j,s,t)=b∗
j(I(fs,t)(bi)) = b∗
j(cs,t · bi)=cs,t · δi,j.FORMULAS FOR PRIMITIVE IDEMPOTENTS 175
As cs,t only depends on s and t,w eh a v ecs,t = c(1,1,s,t)=c(i,j,s,t)f o ri = j ≤ d.
This gives the third and the ﬁrst equation. We know from (♠)t h a t
c(i,j,s,t) − b∗
j(cs,t · idP(bi)) = b∗
j(I(fs,t) − cs,t · idP)(bi)) = 0
if j>m .T h u scs,t = c(i,j,s,t)=δi,j ·cs,t if j>m .A scs,t only depends on s and
t this gives us the last and the second equation. 
Lemma 10 (Shifting). If s,i ≤ d, then we have c(i,j,s,t)=c(t,s + m,j,i + m).
Note that this lemma relates certain entries of the matrices of I(fs,t)a n d
I(fj,i+m) to each other. Namely, it says that for s ≤ d the entries in the top-
most block row of I(fs,t) can be determined by looking at the (t,s + m)-entry of
all the matrices I(fj,i+m)f o r1≤ i ≤ d and 1 ≤ j ≤ n.
Proof. If s,i ≤ d,t h e nw eh a v e
c(i,j,s,t)=
 
w∈W
b∗
s(biBw)b∗
j(btB∨
w)=
 
w∈W
b∗
s+m(bi+mα(Bw))b∗
j(btB∨
w)
=
 
w∈W
b∗
j(btB∨
w)b∗
s+m(bi+mα(Bw)) = c(t,s + m,j,i + m),
using in the last step the fact that (α(Bw))w∈W is the dual basis of (B∨
w)w∈W and
that the formula for I is independent of the choice of basis (see Theorem 4). 
Lemma 11 (Frobenius-Schur relations II). We have the following relations:
c(i,j,s,t)=
⎧
⎨
⎩
0 if t ≤ m and (i,j ≤ d or i,j > m), (5)
0 if s>dand (i,j ≤ d or i,j > m), (6)
δs+m,tδi,jc if s ≤ d and t>mand i,j ≤ d, (7)
where we abbreviate c(1,1,1,1+m) to c.
Additionally, if S is not isomorphic to V we have:
c(i,j,s,t)=
 
0 for t ≤ d, (8)
0 for s>m . (9)
Note that this lemma is concerned with the upper left and lower right corner
blocks of the matrix of I(fs,t)f o rd i ﬀ e r e n tc a s e so fs and t. It shows that the result
is non-zero only if s ≤ d and t = s+m,t h a ti s ,i ffs,t has its non-zero entry on the
diagonal of the upper right corner block.
Proof. If t ≤ m and i,j ≤ d or i,j > m, then by Lemma 9 we have c(i,j,s,t)=
δi,jc(1,1,s,t)=δi,jcs,t where the constant cs,t i st h es a m ea si nt h ep r o o fo f
Lemma 9. Since im(fs,t) ⊆ rad(P) and thus im(I(fs,t)) ⊆ rad(P), the constant
cs,t = c(1,1,s,t) is equal to 0, which proves (5).
If s>d ,t h e nfs,t(S) = 0 and thus I(fs,t)(S) = 0. The map is not injective and
therefore not surjective. So im(I(fs,t)) ⊆ rad(P) and analogously 0 = cs,tδi,j for
i,j ≤ d or i,j > m proving equation (6).
If s ≤ d and t>mand i,j ≤ d,t h e nw eh a v e :
c(i,j,s,t)=δi,jc(1,1,s,t)=δi,jc(t,s + m,1,1+m)
= δi,jδs+m,tc(1,1,1,1+m)
by Lemmas 9 and 10. This proves the statement in equation (7).
If V is not isomorphic to S the set {ψ ∈ EndH(P)|im(ψ) ⊆ S} = {0}.B u t
im(I(fs,t)) ⊆ S for t ≤ d and therefore I(fs,t) = 0. This gives equation (8).176 MAX NEUNH¨ OFFER AND SARAH SCHEROTZKE
Furthermore, if s>m ,t h e nfs,t and thus I(fs,t)c o n t a i nr a d ( P)i nt h e i rk e r n e l .
Therefore the image of I(fs,t) is either isomorphic to the simple module V or is
equal to zero. Since the socle of P is the simple module S  ∼ = V , it follows that
I(fs,t) = 0 and thus c(i,j,s,t) = 0 in that case proving equation (9). 
Lemma 12. The constant c(1,1,1,1+m) is not equal to zero.
Proof. By Theorem 5, we know that there is a linear map ψ : P → P such that
I(ψ)=i d P. It follows that b∗
i(I(ψ)(bi)) = 1 for all i ∈{ 1,...,n}.T h e m a p ψ
can be written as a linear combination of the elements (fs,t)n
s,t=1 with coeﬃcients
(ds,t)n
s,t=1.I f w e c h o o s e i ≤ d,w eg e t1=
 n
t=1+m dt−m,tc(1,1,1,1+m)u s i n g
Lemma 11. This gives c(1,1,1,1+m)  =0 . 
Remark 13. If we just change the basis (bi)n
i=1 in the way that we multiply all basis
vectors for i>mwith the same non-zero constant, then c(1,1,1,1+m) also changes
by the same constant. At the same time this change does not violate our hypotheses
in Notation 3. This argument shows that even if the constants c(1,1,1,1+m)( f o r
the various projective indecomposable modules P) look like the Schur elements in
the semisimple case, they are by no means canonical or invariants of the algebra, but
depend on the actual choice of the bases in the projective indecomposable modules.
For those projective indecomposable modules that are simple this constant is the
Schur element.
4. Primitive idempotents
We have now ﬁnished all preparations to derive explicit formulas for primitive
idempotents. We continue to use our notation from Sections 2 to 3.
Theorem 14 (Primitive idempotents).
(1) Let c := c(1,1,1,1+m). Then by Lemma 12 we know that c  =0and we
can set:
(4.1) ˜ ei := c−1  
w∈W
b∗
i(bi+mBw)B∨
w
for i ∈{ 1,...,d}. Then there is a polynomial f ∈ Z[X] such that for
ei := f(˜ ei) the following is true:
e2
i = ei,e iH ∼ = P and eiei  ∈ rad(H)
for i,i  ∈{ 1,...,d} and i  = i . The polynomial f is given explicitly in the
proof.
(2) We set
˜ Ei := c−1  
w∈W
b∗
i(bi+mB∨
w)Bw
for i ∈{ 1,...,d}.L e t¯ P be a projective indecomposable module, the head of
which is isomorphic to S. Then for the Ei := f( ˜ Ei) the following is true:
E2
i = Ei,E iH ∼ = ¯ P and EiEi  ∈ rad(H)
for i,i  ∈{ 1,...,d} and i  = i .
Note that the entries of the representing matrices of the Bw we need are those
in the lower left block corner!FORMULAS FOR PRIMITIVE IDEMPOTENTS 177
Proof. (1) For c  = 0 see Lemma 12. In order to determine the action of ˜ ei on
V ,w ec h o o s es,j > m and consider
b∗
s
 
bj˜ ei
 
= c−1b∗
s
 
bj
 
 
w∈W
b∗
i
 
bi+mBw
 
B∨
w
  
= c−1  
w∈W
b∗
i
 
bi+mBw
 
b∗
s
 
bjB∨
w
 
= c−1c(i + m,s,i,j)=c−1c(j − m,i,s − m,i + m)
= δi,j−mδs,i+m,
using Lemma 10 read backwards and equation (7) of Lemma 11 in the last
step. This means that ˜ ei acts on V as the projection onto  bi+m +r a d ( P) K
and thus V ˜ ei is one-dimensional. This means that the representing matrix
of ˜ ei on V with respect to the basis
(bi+m +r a d ( P))1≤i≤d
is a matrix containing a single 1 on the diagonal and apart from that only
zeros. So the product ˜ ei˜ ei  annihilates V for i  = i .
Let R be a simple module that is not isomorphic to V and r ∈ R an
arbitrary element, then we know by Lemma 6(2) with f := b∗
i that
r˜ ei = c−1  
w∈W
b∗
i
 
bi+mBw
 
rB∨
w =0 .
Thus ˜ ei annihilates every simple right module which is not isomorphic to
V . Since the elements ˜ e2
i −˜ ei for i ∈{ 1,...,d} and ˜ ei˜ ei  for i,i  ∈{ 1,...,d}
and i  = i  annihilate every simple right H-module, they are contained in
the radical of H.
T h ea s s o c i a t i v ea l g e b r aH is ﬁnite-dimensional and thus Artinian. So the
radical of H is nilpotent and we can choose an integer a so that (rad(H))a =
0. Set
f :=
a  
s=0
 
2a
s
 
X2a−s(1 − X)s ∈ Z[X],
where X is an indeterminate. Then with [3, (6.7)] we get the following
properties of f:
(i) f ∈ Z[X],
(ii) f2 − f ≡ 0( m o d Xa(1 − X)a),
(iii) f ≡ X (mod X(1 − X)).
Because of (iii) we know that ei := f(˜ ei) acts on every simple right H-
module exactly like ˜ ei. Therefore ei  =0a n deiei  ∈ rad(H)f o ri  = i .
With the choice of a we have
˜ ea
i (1 − ˜ ea
i)=( ˜ ei − ˜ e2
i)a =0
because polynomials in ei commute. Therefore and because of (ii) the ei
are idempotents for i ∈{ 1,...,d}. This shows that eiH is a projective
H-module. Proposition [3, (6.6)] states that the isomorphism type of a
projective module is determined by the isomorphism type of its head. So
eiH ∼ = P if and only if eiH/rad(eiH) ∼ = V .L e t L be an arbitrary sim-
ple right H-module, then HomH(eiH,L) ∼ = Lei.A s K is a splitting ﬁeld178 MAX NEUNH¨ OFFER AND SARAH SCHEROTZKE
and eiH is projective, the K-dimension of HomH(eiH,L) is equal to the
multiplicity of L in the head of eiH. We have already shown that Lei is
one-dimensional for L ∼ = V and equal to 0 otherwise. Thus eiH is indecom-
posable and isomorphic to P.
(2) We ﬁrst determine the action of the ˜ Ei on S. Therefore we choose j,s ≤ d
and consider:
b∗
s
 
bj ˜ Ei
 
= c−1b∗
s
 
bj
 
 
w∈W
b∗
i
 
bi+mB∨
w
 
Bw
  
= c−1  
w∈W
b∗
i
 
bi+mB∨
w
 
b∗
s
 
bjBw
 
= c−1c(j,i,s,i + m)=δj,iδs,i,
using Lemma 11 in the last step. So S ˜ Ei is one-dimensional.
Let L be a simple right H-module that is not isomorphic to S and l ∈ L
an arbitrary element. Let f be an arbitrary linear form on L,t h e n
f(l ˜ Ei)=c−1  
w∈W
b∗
i
 
bi+mB∨
w
 
f(lBw)
= c−1b∗
i
 
 
w∈W
f(lBw)bi+mB∨
w
 
=0 ,
using in the last step that
 
w∈W f(lBw)bi+mB∨
w = 0 by Lemma 6(1) with
p := bi+m.S i n c ef is an arbitrary linear form we can deduce that l ˜ Ei =0
for all i ∈{ 1,...,d}.T h u s˜ Ei annihilates every simple right module which
is not isomorphic to S. The rest of the proof is analogous to the proof in
part (1) if we replace V by S. 
5. Decomposition maps and their duals
This section brieﬂy recalls some notation and deﬁnitions needed in the following
sections. All these concepts can be deﬁned in a more general way, but we do not
need them in full generality and thus can avoid some additional complications,
especially due to the fact that we always assume our base ﬁelds to be splitting
ﬁelds. We start by introducing some notation for decomposition maps.
For a ﬁnite-dimensional algebra A over a ﬁeld we denote by R0(A)t h eG r o -
thendieck group of the category of ﬁnite-dimensional right A-modules and by
K0(A) the Grothendieck group of the category of ﬁnite-dimensional projective
right A-modules. For a right A-module M we denote by [M]i t sc l a s si nR0(A)
or K0(A), depending on the context. Recall that there is a bilinear form  −|−  :
K0(A)×R0(A) → Z given by  [P]|[V ]  =d i mH o m A(P,V). Then the set of classes
of projective indecomposable A-modules is the dual basis of the set of classes of
simple A-modules with respect to that form, because for every projective indecom-
posable A-module P the head P/rad(P) is isomorphic to a simple module and every
isomorphism type of simple modules arises in this way (see [3, (6.9)]).
Let K be a number ﬁeld, that is, a ﬁnite extension of the ﬁeld Q of rational
numbers, and R its ring of integers, thus R is a Dedekind domain and K is the ﬁeld
of fractions of R. For every prime ideal p R the localisation Rp of R at p is a discrete
valuation ring (see [12, 11.2]) and the residue class ﬁeld kp := R/p ∼ = Rp/pp (see [3,FORMULAS FOR PRIMITIVE IDEMPOTENTS 179
(4.1)]) is a ﬁnite ﬁeld of characteristic   for   being the rational prime contained in
p.
Let H be an associative R-free R-algebra of ﬁnite R-rank, and let KH := K⊗RH
be its extension of scalars. Note that we do not assume KH to be semisimple and
in fact the examples occurring in Section 7 will not be semisimple. However, we
assume that K is a splitting ﬁeld for KH and that kp is a splitting ﬁeld for the
modular reduction kpH := kp ⊗R H.
In this situation, the natural map Rp → Rp/pp ∼ = kp g i v e sr i s et oa( Z-linear)
decomposition map dp : R0(KH) → R0(kpH) in the following way: A class [V ] ∈
R0(KH)o fas i m p l eA-module is mapped to [kp ⊗Rp ˜ V ] ∈ R0(kpH)w h e r e˜ V is an
RpH-module with K ⊗Rp ˜ V ∼ = V as KH-modules. Such a module ˜ V exists because
Rp is a valuation ring and thus every ﬁnitely generated torsion-free Rp-module is
free. See [8, 7.4] for details on why dp is well deﬁned in this way.
We now deﬁne a linear map ep : K0(kpH) → K0(KH), which will turn out to
be closely related to dp in the sequel:
Deﬁnition 15 (The dual map of the decomposition map). Let P = fkpH be a
projective indecomposable kpH-module where f ∈ kpH is a primitive idempotent.
By [13, Satz 3.4.1] or [3, Exercise 6.16] there is an idempotent e ∈ RpH which is
mapped to f by the map 1kp ⊗Rp − : RpH → kpH.W e s e t ep([P]) := [eKH] ∈
K0(KH). By standard arguments one shows that this is well deﬁned.
The relation between dp and ep is described by the following proposition:
Proposition 16 (Brauer reciprocity). The map
ep : K0(kpH) → K0(KH)
is the dual map of the map
dp : R0(KH) → R0(kpH)
with respect to the pairing  −|−  between K0(KH) and R0(KH),a n dK0(kpH)
and R0(kpH) respectively. More precisely, we have
(5.1)
 
ekp([P]),[V ]
 
=
 
[P],d kp([V ])
 
for all [P] ∈ K0(kpH) and all [V ] ∈ R0(KH).
Proof. This is proved in exactly the same way as [3, Theorem 18.9]. Note that,
in this reference, the algebra KH is globally assumed to be semisimple (or even a
group algebra), but this is completely irrelevant for the proof of (5.1). 
Taking the classes of simple modules as bases for R0(KH)a n dR0(kpH)w ec a n
express the decomposition map dp as a matrix, the so-called “decomposition matrix
of dp”, the rows of which are indexed by the basis of R0(KH) and the columns of
which are indexed by the basis of R0(kpH). A row of the decomposition matrix
thus contains the multiplicities of the simple kp-modules in a modular reduction of
the corresponding simple KH-module.
Analogously, if we take the classes of projective indecomposable modules as bases
for K0(kpH)a n dK0(KH), we can express the map ep as a matrix, the rows of
which are indexed by the basis of K0(kpH) and the columns of which are indexed
by the basis of K0(KH). A row of this matrix thus contains the multiplicities of
the projective indecomposable KH-modules in a direct sum decomposition of a lift
of a projective indecomposable kpH-module.180 MAX NEUNH¨ OFFER AND SARAH SCHEROTZKE
Since our chosen bases of K0(KH)a n dK0(kpH) are just the dual bases of our
chosen bases of R0(KH)a n dR0(kpH) with respect to the pairing  −|− ,P r o p o s i -
tion 16 states that the matrix of ep is just the transposed matrix of the decomposi-
tion matrix. Thus a column of the decomposition matrix contains the multiplicities
of the projective indecomposable KH-modules in a direct sum decomposition of a
lift of a projective indecomposable kpH-module, which is nothing but the classical
Brauer reciprocity. See [8, 7.5.2] for the corresponding result if KH is semisim-
ple, and [9, Section 2] for a more general and more complicated case not assuming
splitting ﬁelds. Our exposition in the present paper is similar to [15, Kapitel V].
6. Application to decomposition maps
This section is motivated by James’ conjecture on Iwahori-Hecke algebras. The
setup presented here is a generalisation of the situation in Section 7.
Let R be a Dedekind domain, K its ﬁeld of fractions, H an associative R-free
R-algebra with ﬁnite R-rank such that its extension of scalars KH := K ⊗R H is
a Frobenius algebra with K-linear map τ : KH → K. Note that we do not assume
KH to be semisimple and in fact the examples occurring in Section 7 will not be
semisimple.
We ﬁrst formulate a criterion for a column in the decomposition matrix to be
trivial:
Lemma 17 (Trivial columns in the decomposition matrix). Let p be a prime ideal
of R and e ∈ KH a primitive idempotent that lies in RpH := Rp ⊗R H. Then the
idempotent f := 1kp ⊗Rp e ∈ kpH is primitive and the column of the decomposition
matrix of dp (see the end of Section 5) corresponding to the simple kpH-module
fkpH/rad(fkpH) contains exactly one 1 in the row corresponding to the simple
KH-module eKH/rad(eKH) and apart from that only zeros.
Proof. We use Brauer reciprocity as described in Section 5: Since RpH is semiper-
fect by [13, Satz 4.3.1] or [3, Exercise 6.16] the idempotent f := 1kp ⊗Rp e ∈ kpH is
primitive and the class [fkpH] ∈ K0(kpH) is mapped to the class [eKH] ∈ K0(KH)
of the projective indecomposable module eKH by the map ep. The interpretation
of ep as the dual map of the decomposition map dp and the deﬁnition of the de-
composition matrix of dp gives the statement in the lemma. 
Now we use a concrete representation of KH on a projective indecomposable
module P to ﬁnd an inﬁnite set of prime ideals p  Rfor which Lemma 17 can be
applied.
Let (Bw)w∈W be an R-basis of H.T h e n i t i s a l s o a K-basis of KH and we
denote its dual basis with respect to τ by (B∨
w)w∈W.
Choose a K-basis (b1,...,b d,...,b m,...,b n)o fP as in Section 2. Scale the basis
vectors (bm+1,...,b n) corresponding to the head of P by a common scalar in K,
such that the constant c(1,1,1,1+m) (see Deﬁnition 8 and Remark 13) is equal
to 1. For a ﬁxed 1 ≤ i ≤ d, write every number aw := b∗
i(bi+m · Bw)f o rw ∈ W as
aq u o t i e n taw =: sw/tw with sw ∈ R and tw ∈ R \{ 0} and let Ii  Rbe the ideal
generated by the product
 
w∈W tw of all such denominators. Let I be the ideal
generated by all the Ii for 1 ≤ i ≤ d.
Note that the ideal I depends on the choice of the numerators and denominators
sw and tw and of course on the choice of basis (bj)1≤j≤n. However, for all such
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Theorem 18 (Criterion for trivial column I). Let the ideal I be deﬁned as above
and p  Rbe a prime ideal such that I is not contained in p. Then there is a
primitive idempotent e ∈ RpH satisfying eKH ∼ = P as KH-modules, such that
the idempotent f := 1kp ⊗Rp e ∈ kpH is also primitive. Furthermore, the col-
umn of the decomposition matrix of dp corresponding to the simple kpH-module
fkpH/rad(fkpH) contains only zeros, except in the row corresponding to the sim-
ple KH-module eKH/rad(eKH), where it contains a 1.
Proof. At least one of the ideals Ii is not contained in p and thus all the denom-
inators tw the product of which generates Ii are not in p, because p is a prime
ideal. Therefore Theorem 14 gives an idempotent ei ∈ RpH with eiKH ∼ = P as
KH-modules and Lemma 17 shows the last statement in the theorem. 
Remark. As every ideal I Ris divided by only ﬁnitely many prime ideals p  R ,
there is only a ﬁnite number of cases, in which the hypotheses of Theorem 18 is
not fulﬁlled. Repeating this argument for every isomorphism type of projective
indecomposable KH-modules shows that there are only ﬁnitely many prime ideals
p  Rfor which the decomposition matrix is not equal to an identity matrix.
We now follow a diﬀerent approach. Whereas for Theorem 18 we used only some
entries of all representing matrices for a basis (Bw)w∈W, we now consider all entries
of representing matrices for a system of generators of H.
To this end, let X ⊆ W be a set, such that {Bx | x ∈ W} generates H as an
algebra. Write every entry b∗
i(bj·Bx) of the representing matrices for all 1 ≤ i,j ≤ n
and all x ∈ X as a quotient sx/tx and let N be the product of all the denominators
tx.L e tJ := NR R be the ideal of R generated by N.
Note that the ideal J depends on the choice of the numerators and denominators,
of course on the choice of the basis (bj)1≤j≤n, and on the choice of the generating
system {Bx | x ∈ X}. However, for all such choices we have:
Theorem 19 (Criterion for trivial column II). Let the ideal J be deﬁned as above
and p  Rbe a prime ideal such that J is not contained in p. Then there is a
primitive idempotent e ∈ RpH satisfying eKH ∼ = P as KH-modules, such that
the idempotent f := 1kp ⊗Rp e ∈ kpH is also primitive. Furthermore, the col-
umn of the decomposition matrix of dp corresponding to the simple kpH-module
fkpH/rad(fkpH) contains only zeros, except in the row corresponding to the sim-
ple KH-module eKH/rad(eKH), where it contains a 1.
Proof. All denominators of all entries of the representing matrices of all generators
Bx for x ∈ X are not in p and so these matrix entries lie in Rp.S i n c et h eBx generate
H as an algebra, the same holds for all representing matrices of all elements Bw
for w ∈ W. Thus Theorem 14 gives an idempotent e1 ∈ RpH with e1KH ∼ = P as
KH-modules and Lemma 17 shows the last statement in the theorem. 
Remark. The same argument as the one after Theorem 18 applies here, showing
that the hypotheses of Theorem 19 are fulﬁlled for all but a ﬁnite number of prime
ideals p.
7. A possible application to James’ conjecture
In this section we present the situation in which the above results could be
applied, provided one could construct certain representations, such that one could
control the denominators of the entries in the representing matrices.182 MAX NEUNH¨ OFFER AND SARAH SCHEROTZKE
Let (W,S) be a ﬁnite Coxeter system, that is, W is a ﬁnite group with a subset
S such that we have a presentation of the form
W =
 
s ∈ S | s2 =1a n d( st)ms,t =1f o rs,t ∈ S
 
,
where ms,t is the order of st.L e tL : W → N ∪{ 0} be the length function on W,
that is, L(w) is the number of factors in the shortest expression of w as a product
of generators in S. An expression w = s1 ·····sL(w) with si ∈ S is called reduced.
Let A be any commutative ring with 1 and v ∈ A invertible. We can now deﬁne
the one-parameter Iwahori-Hecke algebra HA(W,S,v)o v e rA to be the associative
A-algebra with generators {Tw | w ∈ W} subject to the relations
T2
s = Tid +( v − v−1)Ts for all s ∈ S,
Tw = Ts1 · ··· ·Tsk for every reduced expression
w = s1 · ··· ·sk in W with si ∈ S
where id ∈ W denotes the identity element.
The algebra H is free as an A-module with basis (Tw)w∈W (see [11, 3.3]) and
has a symmetrising trace map τ : H→A,Tid  → 1,T w  → 0f o ri d = w ∈ W,
which makes H into a symmetric algebra in the sense of [8, 7.1.1]. The dual basis
of (Tw)w∈W with respect to τ is (T∨
w)w∈W with T∨
w = Tw−1 (for all of this, see [11,
10.3, 10.4]). Note that in Section 2 we chose to deﬁne Frobenius algebras only over
ﬁelds. If A is a ﬁeld, (H,τ) is just a Frobenius algebra with the additional property
that τ(xy)=τ(yx) for all x,y ∈H .
This construction is functorial in the sense, that if f : A → B is a homomorphism
into a commutative ring B, we can regard B as an A-module via f and then have
a canonical isomorphism B ⊗A HA(W,S,v) ∼ = HB(W,S,f(v)), where the latter is
deﬁned in exactly the same way as above as a ﬁnitely presented algebra, only over
the ring B with parameter f(v)i n s t e a do v e rA with parameter v (see [8, 8.1.2]).
We now consider three diﬀerent base rings: First, let ˜ K ⊇ Q be a ﬁnite extension
such that ˜ K is a splitting ﬁeld for the group algebra ˜ KW.L e t˜ R be the ring of
integers of ˜ K, it is a Dedekind domain and in particular integrally closed. Set
ˆ R := ˜ R[v,v−1], the ring of Laurent polynomials over ˜ R.T h e nˆ K := ˜ K(v)i st h e
ﬁeld of fractions of ˆ R.N o t et h a tˆ K is a splitting ﬁeld for the extension of scalars
ˆ KH := H ˆ K(W,S,v)= ˆ K ⊗ ˆ R H ˆ R(W,S,v). This follows from [8, 9.3.5] and the fact
that our parameter v is the square root of the parameter there. In addition, all
irreducible characters of ˆ KH can be realized over ˆ K.
Second, we consider a ﬁnite ﬁeld k of characteristic  >0 and a homomorphism
θ  : ˆ R → k such that k is the ﬁeld of fractions of the image θ ( ˆ R). Since v is
invertible in ˆ R, this also holds for the image q := θ (v), which thus has ﬁnite order.
Let e be the order of q for q  = 1, and otherwise set e :=  .
Third, let K be ˜ K(ζ)w h e r eζ is a primitive e-th root of unity. Let R be the ring
of integers of K.T h e nR is a Dedekind domain, which contains ˜ R as a (possibly
equal) subring. Note that the choice of ζ and thus of R and K is determined entirely
by k and q.
In this situation, we have a ring homomorphism θζ : ˆ R → R mapping v to ζ.
Since both R and k are integral domains, the kernels of θ  and θζ are both prime
ideals. Furthermore, the kernel of θζ is generated by the minimal polynomial of ζ
over ˜ R, which is an irreducible factor of the cyclotomic polynomial φe(v) ∈ R[v]
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ﬁeld k contains primitive e-th roots of unity and thus the  -modular reduction of
the cyclotomic polynomial φe ∈ Z[X] is equal to a product of linear factors over
k. Therefore, the kernel of θζ i sc o n t a i n e di nt h ek e r n e lo fθ  and there is a ring
homomorphism θ
ζ
  : R → k with θ  = θ
ζ
  ◦θζ thus mapping ζ to q = θ (v) ∈ k.T h e
same holds for the case e =   and q =1 .
These ring homomorphisms together with the functoriality above gives us three
Iwahori-Hecke algebras H ˆ R(W,S,v), HR(W,S,ζ)a n dkH := Hk(W,S,q) together
with canonical maps between them. The ﬁrst two are associative algebras over
the rings ˆ R and R respectively such that we can also consider the corresponding
extensions of scalars ˆ KH := H ˆ K(W,S,v)a n dKH := HK(W,S,ζ) to the respective
ﬁelds of fractions ˆ K and K.
For this situation, Meinolf Geck and Rapha¨ el Rouquier in [9, 2.5] have deﬁned
a commutative diagram of decomposition maps:
R0( ˆ KH)
dθ  
dθζ           
R0(kH)
R0(KH)
d
θζ
 
          
We do not want to go into the details of the deﬁnition of dθ  and dθζ here, because
we do not need those two maps in the sequel and our deﬁnition of decomposition
maps in Section 6 would have to be generalised to do this.
However, we can now formulate Geck’s version of James’ conjecture (see [6,
(3.4)]).
Conjecture 20 (see [10, Section 4], [6, (3.4)]). If in the situation above, k = F 
is the ﬁeld of   elements, and   is coprime to the order of W,t h e ndθ
ζ
  is an
isomorphism that preserves the classes of simple modules.
Remark 1. The authors do not see a reason for the restriction k = F  in this
conjecture. However, there does not seem to be much computational evidence
available showing that the conjecture holds in cases k  = F . Thus we stick to this
restriction.
Remark 2. The statement simply means that the decomposition matrix correspond-
ing to dθ
ζ
  is an identity matrix. This in turn implies that the modular decompo-
sition map dθ  is completely determined by the decomposition map dθζ which is
deﬁned only involving rings of characteristic 0.
Remark 3. The deﬁnition of dθ
ζ
  in [6] coincides with our deﬁnition of a decompo-
sition map dp : R0(KH) → R0(kH) using the kernel of the surjective ring homo-
morphism θ
ζ
  as the prime ideal p  R .
To the best knowledge of the authors, this conjecture is still open except in the
defect 1 case and a few other special cases (see for example [4, 6.4], [5] and [7]).
Using any set {P1,P 2,...,P t} of representatives of the isomorphism classes of
projective indecomposable KH-modules together with the argument after the proof
of Theorem 18 we can show that there are only ﬁnitely many prime ideals p  R
and thus only ﬁnitely many pairs (k,q) such that the decomposition map d
ζ
  does
not fulﬁll the statement of Conjecture 20. This reasoning provides an alternative
to the corresponding proof in [5, 5.5].184 MAX NEUNH¨ OFFER AND SARAH SCHEROTZKE
However, there is no explicit lower bound B for   k n o w ns u c ht h a tf o ra l l >B
and all (k,q)w i t hc h a rk =   the decomposition map d
ζ
  is an isomorphism that
preserves the classes of simple modules.
Our Theorems 18 and 19 could eventually be used to achieve such a bound
in the following way: If one could explicitly construct realisations of projective
indecomposable KH-modules together with bases adapted to socle and radical,
and one could control the denominators of the resulting representing matrix entries
(either some speciﬁc entries for all representing matrices of a basis of HR(W,S,ζ)
(as for Theorem 18) or for all entries for representing matrices of a generating
system of HR(W,S,ζ) (as for Theorem 19)), then one would get a criterion for
which prime ideals p  Rall columns of the decomposition matrix are trivial and
thus the decomposition map d
ζ
  is an isomorphism that preserves the classes of
simple modules.
It is our hope that such projective modules can be constructed eventually thus
yielding at least a part of a proof of James’ conjecture. A slight hint in this direction
is provided by some observations the ﬁrst author has made in his Ph.D. thesis (see
[15, Section VI.7]). There it is reported, that explicit matrix representations coming
from projective modules for the Iwahori-Hecke algebra HR(W,S,ζ) over the ring
of integers R of the number ﬁeld Q(ζ) can be obtained using the Kazhdan-Lusztig
basis and intervals in the poset of left cells and their corresponding non-simple cell
modules (see [11, Chapter 8] or [16] for deﬁnitions of these concepts).
Although these observations are still only the result of a few computer calcu-
lations it seems not totally impossible that the Kazhdan-Lusztig theory and, in
particular, the methods involving cells could eventually lead to the explicit con-
struction of projective modules; in particular, since the Kazhdan-Lusztig basis has
already been used extensively to study the representation theory of these algebras.
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