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iAbstract
In this undergraduate thesis we will introduce the branching processes and one of their
major applications, the neutron branching processes (one-group, isotropic case). First, in
chapter I we begin with Galton-Watson processes and their properties. Chapter II deals
with a generalization of branching processes introducing a parameter x (type) for each
object of the processes that may represents, energy, position age etc. Finally in chapter
III we apply this generalization into a real case, the neutron branching processes.
Introduccio´
Des dels seus inicis amb Galton i Watson amb l’estudi de l’extincio´ dels cognoms de
famı´lies nobles([14] i [13]) al segle XIX (1874), els processos de ramificacio´ han anat
evolucionant i adaptant-se a diferents branques de la cie`ncia. Ronald Fisher fo´ra dels
primers en introduir-los en el camp de la biologia (1922), me´s concretament en la gene`tica
i l’estudi de la supervive`ncia d’un gen mutant. E´s en aquest camp on comencem a tenir
un fort impuls de la teoria dels processos de ramificacio´, recolzats sempre en les seves
aplicacions biolo`giques. A partir de la de`cada dels anys 30, amb el desenvolupament de la
f´ısica de part´ıcules, veiem la incursio´ dels processos de ramificacio´ en el camp de la f´ısica
a mans de f´ısics com William Shockley i el seu estudi de la multiplicacio´ d’electrons en
dispositius de deteccio´ electro`nica, o per part de Leo´ Szila´rd i la introduccio´ que va fer
sobre els processos nuclears en cadena (1933). Durant els anys 40, amb el descobriment
de la fissio´ nuclear, els estudis militars sobre la bomba ato`mica varen suposar un fort
desenvolupament en la teoria dels processos de ramificacio´ tant pel ba`ndol de l’eix amb
cient´ıfics com Heisenberg, com pel ba`ndol dels aliats amb matema`tics com Stanislaw Ulam
i David Hawkins ([12]). Durant aquesta de`cada (1941) tambe´ e´s essencial remarcar els
estudis de Kolmogorov sobre les cascades de nucleons en els rajos co`smics. El segu¨ent
punt d’inflexio´ pels processos de ramificacio´ ve de la ma` de la introduccio´ de la cie`ncia
computacional, la qual va permetre no nome´s calcular moltes fo´rmules de recurre`ncia de
vital importa`ncia implicades en aquests processos sino´ tambe´ simular aquests processos
per un posterior estudi. Me´s recentment, els processos de ramificacio´ han estat utilitzats
per resoldre problemes en camps me´s especialitazats com biologia molecular, biologia
cel·lular, immunologia i altres.
Tota aquesta aplicabilitat tan directe dels processos de ramificacio´, especialment la
relacionada amb la f´ısica i la biologia, e´s la que em va motivar a voler aprofundir en
aquesta branca de la teoria de probabilitats.
En el primer cap´ıtol de la memo`ria parlarem sobre el me´s simplificat dels processos
de ramificacio´ i el primer de tots histo`ricament, e´s a dir, els processos de Galton-Watson.
Els definirem, veurem les seves propietats me´s ba`siques, parlarem de la funcio´ generadora,
eina fonamental per a tractar-los, i farem una primer estudi de les probabilitats d’extincio´
d’aquests processos.
En el segon i me´s extens cap´ıtol tractarem de fer una generalitzacio´ dels processos
de ramificacio´ d’una sola espe`cie. Definirem les distribucions puntuals, les quals seran
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els elements principals de les diferents generacions del proce´s, farem una construccio´ de
les probabilitats d’aquests processos, primer construint unes probabilitats per les distri-
bucions puntuals i seguidament amb aquestes i la FGM (funcio´ generadora de moments)
construirem les probabilitats de transicio´ dels processos de ramificacio´ general. Per fina-
litzar aquest cap´ıtol tractarem com en el cap´ıtol anterior, les probabilitats d’extincio´ dels
processos.
Finalment, en l’u´ltim cap´ıtol aplicarem tot lo apre´s en el cap´ıtol anterior sobre proces-
sos de ramificacio´ generals i ho aplicarem a un cas pra`ctic real, els processos de ramificacio´
de neutrons.
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11 Processos de Galton-Watson
1.1 Definicio´ i propietats
Definicio´ 1.1.1. Un proce´s de Galton-Watson e´s un proce´s de Markov en Z+ de forma
{Zn;n = 0, 1, 2, . . . }. Els diferents Zn so´n variables aleato`ries que representen el nombre
d’individus en la generacio´ n. Les probabilitats del nostre proce´s venen determinades
per la distribucio´ de probabilitat {pk; k = 0, 1, 2, . . . }, on cada un dels pk representa la
probabilitat que un individu tingui k descendents en la segu¨ent generacio´. Per tant es
compleix que
k=∞∑
k=0
pk = 1.
Definicio´ 1.1.2. Anomenarem probabilitats de transicio´ d’una generacio´ a la segu¨ent a:
P (i, j) = P (Zn+1 = j|Zn = i) = p∗ij .
On p∗ij e´s el i-e`ssim producte de convolucio´ de la distribucio´ {pk}, dit d’una altra manera,
la distribucio´ condicional de Zn+1, donat un Zn = i, e´s la distribucio´ donada per la suma
de i variables aleato`ries independents i ide`nticament distribu¨ıdes amb distribucio´ {pk}.
Per tant, si i = 0 tenim P (0, j) = δij quan j ≥ 0, essent δ la delta de Kronecker.
Fixem-nos per exemple en la probabilitat P (Zn+1 = 1|Zn = i). Aquesta hauria de ser
la probabilitat que i− 1 individus de la n-e`ssima generacio´ tinguessin 0 descendents i que
un tingue´s un descendent, tenint aleshores:
P (Zn+1 = 1|Zn = i) =
(
i
1
)
pi−10 p1.
En general, tractarem el cas en que` Z0 = 1. En cas que Z0 = k, on k > 1, podr´ıem
assumir que tenim diferents famı´lies que es van reproduint independentment. Aleshores
per saber el nombre d’individus d’una generacio´ n tindr´ıem la suma de k variables inde-
pendents que representarien els individus de cada una de les k famı´lies en la generacio´
n.
Suposem per tant un proce´s que comenc¸a a l’instant t = 0 amb una poblacio´ de Z0
individus, els quals a t = 1 se separen, independentment de la resta, en un nombre donat de
descendents segons la funcio´ de distribucio´ {pk}. El nombre total Z1 d’individus produ¨ıts
e´s la suma de les Z0 variables independents. Z1 passa a constituir la primera generacio´,
que seguira` produint d’igual manera una Z2(segona generacio´) i aix´ı successivament. Al
complir la propietat de Markov, el nombre de descende`ncia produ¨ıda per un sol individu
en un temps donat e´s independent de la histo`ria del proce´s i de les part´ıcules de la mateixa
generacio´ del individu, e´s a dir, la descende`ncia d’un individu no depe`n ni del passat ni
del present del mateix.
Observacio´ 1.1.1. Si Zn = 0, aleshores Zn+k = 0 ∀ k ≥ 0.
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1.2 Funcio´ generadora
Definicio´ 1.2.1. Denotarem per la funcio´ generadora d’un proce´s de Galton-Watson la
funcio´:
f(s) =
∞∑
k=0
pks
k, |s| ≤ 1.
on s e´s una variable complexa i {pk} la funcio´ de distribucio´ que determina el proce´s. Els
iterats de f(s) so´n f0 = s, f1(s) = f(s), . . . , fn+1(s) = f [fn(s)], . . . .
Propietat 1.2.1. Cadascun dels iterats de la funcio´ generadora e´s tambe´ una funcio´
generadora.
Demostracio´: Observem que f1(s) = f(s) e´s per definicio´ una funcio´ generadora.
A me´s a me´s, tambe´ e´s fa`cil veure que agafant les probabilitats discretes p0 = 0 i p1 = 1,
f0 sera` una funcio´ generadora.
Ara ens queda el cas del iterat, e´s a dir, fn+1. Fixem-nos que podem escriure fn+1
com un iterat de funcions generadores aplicant-se a me´s funcions generadores:
fn+1 = f [fn(s)] = f [f [fn−1(s)]] = f [f [f . . . f [f(s)] . . . ]]
Per tant, si veiem que donada una funcio´ generadora g(s), f [g(s)], e´s una funcio´ genera-
dora, haurem vist que fn+1 ho e´s (estar´ıem aplicant iterativament una funcio´ generadora
a una altra). Es compleix que:
f [g(s)] =
∞∑
n=0
pn
[ ∞∑
k=0
pks
k
]n
=
∞∑
n=0
pn(p0 + p1s+ p2s
2 + . . . )n. (1.2.1)
Desarollant podem escriure doncs que f [g(s)] =
∞∑
l=0
rls
l on nome´s hem de comprovar
veure que
∞∑
l=0
rl = 1. Aixo` ho veiem igualant la forma (1.2.1) de f [g(s)] amb l’expressio´
que n’hem extret i donant s = 1:
f [g(1)] =
∞∑
n=0
pn
[ ∞∑
k=0
pk1
k
]n
=
∞∑
n=0
pn1
k = 1 ; f [g(1)] =
∞∑
l=0
rl ⇒
∞∑
l=0
rl = 1

Propietat 1.2.2. fm+n(s) = fm[fn(s)]
Demostracio´: Fixem-nos que:
fm+n(s) = fm+n−1[f(s)] = fm+n−2[f [f(s)]] = · · · = fm[f [. . . f [f(s)] . . . ]]
= fm[f [. . . f [f2(s)] . . . ]] = · · · = fm[fn(s)]].
Observacio´ 1.2.1. En particular veiem que fn+1(s) = fn[f(s)].
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Observem que:
∞∑
j=0
P (1, j)sj =
∞∑
j=0
pjs
j = f(s). (1.2.2)
Propietat 1.2.3.
∞∑
j=0
P (i, j)sj = [f(s)]i i ≥ 1.
Demostracio´: Ho demostrarem per induccio´ sobre i. El cas i = 1 e´s l’equacio´
(1.2.2). Suposem aleshores que e´s cert que
∞∑
j=0
P (n, j)sj = [f(s)]n i veiem que tambe´ e´s
cert el cas
∞∑
j=0
P (n+ 1, j)sj = [f(s)]n+1:
[f(s)]n+1 = [f(s)]n[f(s)] =
∞∑
j=0
P (n, j)sj
∞∑
k=0
P (1, k)sk
=
∞∑
j=0
∞∑
k=0
P (n, j)sjP (1, k)sk =
∞∑
j=0
∞∑
k=0
P (n+ 1, j + k)sj+k
=
∞∑
k+j≥0
P (n+ 1, j + k)sj+k =
∞∑
l=0
P (n+ 1, l)sl.

Definicio´ 1.2.2. Notem que Pn(i, j) e´s la n-e`ssima probabilitat de transicio´, e´s a dir, la
probabilitat de passar d’una poblacio´ de i individus a una poblacio´ de j individus en n
generacions o passos.
Definicio´ 1.2.3. Denotarem per la funcio´ generadora de Zn a f(n)(s) que s’expressa com:
f(n)(s) =
∞∑
j=0
Pn(1, j)s
j.
Amb les dues definicions anteriors podem extreure el segu¨ent teorema:
Teorema 1.2.1. Donat un enter n positiu, per qualsevol s complex (|s| < 1)es compleix
que:
f(n)(s) = fn(s),
e´s a dir, la funcio´ generadora de Zn e´s el n-e`ssim iterat de la funcio´ generadora.
Demostracio´: Pel primer pas d’aquesta demostracio´ utilitzarem l’equacio´ de Chapman-
Kolmogorov ([3], pa`g. 103-107) en un cas discret i la propietat 1.2.3:
f(n+1)(s) =
∞∑
j=0
Pn+1(1, j)s
j =
∞∑
j=0
∞∑
k=0
Pn(1, k)P (k, j)s
j
=
∞∑
k=0
Pn(1, k)
∞∑
j=0
P (k, j)sj =
∞∑
k=0
Pn(1, k)[f(s)]
k = f(n)[f(s)],
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per tant ,
f(n+1)(s) = f(n)[f(s)]. (1.2.3)
Utilitzarem ara (1.2.3) per veure que f(n)(s) = fn(s). Ho farem per induccio´:
Veiem primer que f(0)(s) =
∑
j
P0(1, j)s
j = s = f0(s). Ara suposarem que f(n)(s) =
fn(s) e´s cert i arribem a f(n+1)(s) = fn+1(s):
f(n+1)(s) = f(n)[f(s)] = fn[f(s)] = fn+1(s) .

Aquest teorema ens permetra` calcular la funcio´ de generacio´ de l’ene`sima generacio´,
i per tant, amb uns me`todes d’iteracio´ de la funcio´ generacio´, la de distribucio´ de Zn.
Aquesta funcio´ de distribucio´ pero`, rarament agafara` una forma senzilla i expl´ıcita, per
tant aquest teorema ens servira` per veure propietats asimpto`tiques de Zn.
D’ara en endavant assumirem que cap de les probabilitats p0, p1, . . . e´s igual a 1 i que
p0 + p1 < 1. Aixo` implica que f e´s estrictament convexa en l’interval unitat:
f ′(s) =
∞∑
k=1
pkks
k−1 → f ′′(s) =
∞∑
k=2
pkk(k − 1)sk−2
on veiem que k(k − 1) > 0 i que sk−2 > 0 en ser k ≥ 2. A me´s a me´s, com a mı´nim una
de les probabilitats pk sera` major que 0 degut al fet que p0 + p1 < 1. Per tant f
′′(s) > 0.
Tambe´ assumirem que l’esperanc¸a de Z1 e´s finita i per tant, que f
′(1) <∞.
1.3 Moments de Zn
Definicio´ 1.3.1. El moment de primer ordre de Zn per n = 0, 1, 2, . . . e´s EZn, l’esperanc¸a
de Zn.
Propietat 1.3.1.
i) El moment de primer ordre de Z1 e´s f
′(1) ≡ m.
ii) El moment de primer ordre de Zn+1 = m
n.
iii) La varia`ncia de Zn e´s:
V arZn =

σ2mn−1(mn−1)
(m−1) si m 6= 1
nσ2 si m = 1
Demostracio´:
i) Veiem el moment de Z1:
EZ1 =
∞∑
j=0
P (1, j)j = f ′(1) ≡ m.
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ii) El moment de Zn+1 e´s:
EZn+1 =
∑
j
Pn+1(1, j)j = f
′
n+1(1) = (fn[f(1)])
′ = f ′n[f(1)]f
′(1) = f ′n(1)f
′(1)
on en la quarta igualtat hem utilitzat la regla de la cadena. Si fem el mateix proce´s
recursivament obtenim que:
EZn = f
′
n(1) = m
n n = 0, 1, . . .
iii) Considerant f ′′(1) <∞ tenim:
f ′′n+1(s) = (f(fn(s))
′′ = (f ′(fn(s))f ′n(s))
′ = f ′′(fn(s))(f ′n(s))
2 + f ′(fn(s))f ′′n(s)
f ′′n+1(1) = f
′′(1)[f ′n(1)]
2 + f ′(1)f ′′n(1)
f ′′n(1) = f
′′(1)[f ′n−1(1)]
2 + f ′(1)f ′′n−1(1) = f
′′(1)(m2n−2) +mf ′′n−1(1)
= f ′′(1)(m2n−2 +m2n−3) +m2f ′′n−2(1) = . . .
aplicant recursivament podem obtenir:
f ′′n(1) = f
′′(1)[m2n−2 +m2n−3 + · · ·+mn−1]
Per una altra banda, fixem-nos en que` f ′n(s) =
∑
j Pn(1, j)js
j−1 i que, per tant:
f ′′n(s) =
∑
j
Pn(1, j)j(j − 1)sj−2,
que avaluada en s=1:
f ′′n(1) =
∑
j
Pn(1, j)j(j − 1) =
∑
j
Pn(1, j)j
2 −
∑
j
Pn(1, j)j = EZ
2
n − EZn.
Tenim doncs que:
V arZn = EZ
2
n − (EZn)2 = f ′′n(1) + EZn − (EZn)2 = f ′′n(1) +mn −m2n
= f ′′(1)[m2n−2 +m2n−3 + · · ·+mn−1] +mn −m2n.
(1.3.1)
Anomenant a V arZ1 = σ
2 = EZ21−(EZ1)2 = f ′′(1)+m−m2→ f ′′(1) = σ2−m+m2
i substituint a l’expressio´ (1.3.1), obtenim:
V ar(Zn) = (σ
2 −m+m2)(m2n−2 +m2n−3 + · · ·+mn−1) +mn −m2n
= σ2(m2n−2 + · · ·+mn−1) + (m2 −m)(m2n−2 + · · ·+mn−1) +mn −m2n
Identificant (m2n−2 + · · ·+mn−1) com la suma d’una se`rie geome`trica de rao´ m, la
seva suma e´s m
n−1(1−mn)
(1−m) . A me´s a me´s, (−m+m2)(m2n−2 + · · ·+mn−1) donara` la
suma d’una serie telesco`pica amb resultat −mn + m2n. Tenint tot aixo` en compte,
la varia`ncia resulta ser:
V arZn =
{
σ2mn−1(mn−1)
(m−1) si m 6= 1
nσ2 si m = 1
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1.4 Probabilitat d’extincio´
Totes les probabilitats de transicio´ Pn(i, j) estan contingudes a les funcions generadores
fn(s). Com veurem, estudiant el comportament asimpto`tic d’aquestes podem obtenir els
l´ımits de Zn. Comencem amb unes propietats senzilles assumint que s e´s real i recordant
que p0 + p1 < 1 i que
∞∑
k=0
pk = 1.
Propietat 1.4.1.
• i) f e´s estrictament convexa i creixent en l’interval [0, 1]
• ii) f(0) = p0; f(1) = 1.
• iii) si m ≤ 1 aleshores f(s) > s per s ∈ [0, 1).
• iv) si m > 1 aleshores f(s) = s te´ una u´nica arrel en [0, 1).
Demostracio´:
• i) veiem que f ′(s) = ∑∞j=1 pjjsj−1 > 0 ja que pj > 0 ∀j, j > 0 i sj−1 > 0 ja que
s ∈ [0, 1). Per altra banda, f ′′(s) = ∑∞j=2 pjj(j − 1)sj−2 > 0 ∀s ∈ [0, 1].
• ii)f(1) = ∑∞j=0 pj1j = ∑∞j=1 pj = 1; f(0) = ∑∞j=0 pj0j = p0.
• iii), iv) En l’interval [0,1) la funcio´ e´s creixent i estrictament convexa, per tant
f(s) = s tindra` una o cap arrel.
(a) m ≤ 1 (b) m > 1
Figura 1: Funcions generadores per diferents valors de m.
Anomenarem q a l’arrel me´s petita de f(s) = s en l’interval [0, 1).
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Fixem-nos en la figura 1, en totes dues gra`fiques hem dibuixat a part de f(s) la
funcio´ g(s) = s la qual te´ g′(s) = 1 constant. Tant en la gra`fica a) com en la
gra`fica b) tenim representat f(s) tal com esta` descrit en i) i ii), e´s a dir, com una
funcio´ creixent, estrictament convexa i amb f(1) = 1. A me´s a me´s, a la gra`fica a)
esta` lligada a la propietat iii) ja que l’hem dibuixat de manera que f(s) > s en tot
l’interval [0, 1), en canvi la gra`fica b) esta` lligada a la propietat iv), que parla d’una
u´nica arrel de f(s) = s en aquest interval.
Tenint tot aixo` present, podem veure clarament que f(s), en el cas de la gra`fica a)
tindra` un pendent me´s petit o com a molt igual que g(s) en el punt 1, i que per
tant f ′(s) = m ≤ g′(s) = 1. Per altra banda, veiem que en la gra`fica b) el pendent
de f(s) en 1 e´s me´s gran que el de g(s), i per tant, f ′(s) > 1. 
Lema 1.4.1. Si m ≤ 1 aleshores q = 1, si m > 1 aleshores q < 1.
La demostracio´ d’aquest lema e´s inmediata utilitzant les propietats i)-iv).
Lema 1.4.2.
• Si s ∈ [0, q) aleshores fn(s) ↑ q quan n→∞.
• Si s ∈ (q, 1) aleshores fn(s) ↓ q quan n→∞.
• Si s = q o be´ s = 1 aleshores fn(s) = s ∀n.
Demostracio´: En el cas que 0 ≤ s < q tenim que s < f(s) < f(q) = q ja que sabem
que tant per m ≤ 1 com per m > 1 es compleix que f(s) > s. Utilitzant la propietat
1.2.1 i la definicio´ de iterat de la funcio´ generadora tenim que f1(s) < f2(s) < · · · < fn(s).
Aleshores, s < f1(s) < f2(s) < · · · < fn(s) < fn(q) = q ∀n ≥ 1. Podem afirmar doncs
que fn(s) ↑ L ≤ q. Utilitzant que f e´s continua tenim que:
lim
n→∞
fn+1(s) = lim
n→∞
f [fn(s)]→ L = f(L)
Sabent que q e´s l’arrel me´s petita en [0,1] tenim que L = q.
En el cas que q < s < 1 i raonant de manera similar igual que en el cas anterior
obtenim que 1 > fn(s) ↓ L ≤ q, on L = f(L). Amb les propietats iii) i iv), sabem que no
hi ha arrels de s = f(s) en l’interval (q, 1), per tant L = q.
Finalment l’u´ltima part del lema e´s evident sabent que q i 1 so´n arrels de f(s) = s.
Lema 1.4.3. Les funcions fn(s) so´n diferenciables i per n→∞ fn → q en [0, 1). A me´s
a me´s, per tot s en [q, 1), f ′n(s) ≤ (f ′(s))n i per tot s en [0, q), f ′n(s) ≥ (f ′(s))n
Demostracio´: Com hem vist en el lema anterior fn(s) → q quan n → ∞ en [0, 1),
a me´s fn(s) =
∞∑
k=0
Pn(1, k)s
k e´s clarament diferenciable. Per tant, el que hem de veure e´s
que per tot s en [q, 1), f ′n(s) ≤ (f ′(s))n i per tot s en [0, q), f ′n(s) ≥ (f ′(s))n. Aixo` ho
veurem raonant de manera similar que en el lema anterior i utilitzant induccio´ sobre n.
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Comencem pel cas en que` s ∈ [0, q) on sabem, pel lema anterior, que s < f(s) < fn(s).
Fem induccio´ sobre n. Veiem que el cas n = 1 f ′(s) ≥ f ′(s) es compleix, per tant suposem
que e´s cert que f ′n(s) ≥ (f ′(s))n (hipo`tesis d’induccio´) i aleshores intentem veure que
f ′n+1(s) ≤ (f ′(s))n+1:
(fn+1(s))
′ = (f [fn(s)])′ = f ′[fn(s)]f ′n(s) ≥ f ′[fn(s)](f ′(s))n ≥ f ′(s)(f ′(s))n
= (f ′(s))n+1.
On en la primera desigualtat hem utilitzat la hipo`tesis d’induccio´ i en la segona que`
s < f(s) < fn(s) i que f
′ e´s creixent. La demostracio´ pel cas en que s ∈ [q, 1) e´s sime`trica
a l’anterior. 
Teorema 1.4.1. La probabilitat d’extincio´ d’un proce´s {Zn} e´s l’arrel me´s petita no ne-
gativa (q) de l’equacio´ s = f(s). Aquesta sera` 1 si m ≤ 1 o me´s petita que 1 si m > 1
Demostracio´: Fixem-nos en el lema 1.4.2, aquest ens diu que fn(0) ↑ q. Si fem el
l´ımit
lim
n→∞
fn(0) = lim
n→∞
Pn(1, 0) = lim
n→∞
P (Zn = 0) = lim
n→∞
P (Zi = 0 per un 1 ≤ i ≤ n)
= P (Zi = 0 per un i ≥ 1)
la qual cosa e´s per definicio´, la probabilitat que el proce´s s’extingeixi. La part final del
teorema s’extreu aplicant directament el lema 1.4.1. 
Teorema 1.4.2.
lim
n→∞
P (Zn = k) = 0 per k ≥ 1
P ( lim
n→∞
Zn = 0) = 1− P ( lim
n→∞
Zn =∞) = q
Demostracio´: Si posem Rk = P (Zn+j = k per alguna j ≥ 1 | Zn = k) podem veure
que Rk < 1 per qualsevol k = 0, 1, 2, . . . . Separem per casos:
• Cas 1. En el cas que p0 = 0→ Rk = (pk1) < 1 (recordem la imposicio´ p0 + p1 < 1).
• Cas 2. Si p0 > 0→ Rk ≤ 1− Pk0 = 1− pk0 (on Pk0 e´s la probabilitat que tots els k
individus siguin 0).
Per tant, degut al fet que Rk < 1, per cada k = 1, 2, . . .
P (Zn = k per un nombre infinit de valors de n) = lim
n→∞
(Rk)
n = 0.
Com que Rk < 1 cada un dels estats k = 1, 2, . . . e´s transitori (definicio´ d’estat
transitori al llibre [3], pa`g. 105). Al ser transitori tenim doncs que lim
n→∞
P (Zn = k) = 0.
Podem veure lim
n→∞
P (Zn = k) = 0 de manera me´s detallada utilitzant que P
(j)(1, k) e´s la
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probabilitat d’arribar per primer cop en j passos a una poblacio de k individus partint
d’un sol individu. Aleshores tenim:
P (Zn = k) =
n∑
j=1
P (j)(1, k)Rn−jk =
n−1∑
j=1
P (j)(1, k)Rn−jk + P
(n)(1, k).
on estem suposant per simplicitat una poblacio´ inicial d’un individu (en cas de voler
comenc¸ar amb una poblacio´ amb i individus nome´s haur´ıem de posar una pote`ncia i a
Pj(1, k)). Com P
(j)(1, k) ≤ 1 tenim que:
P (Zn = k) ≤
n−1∑
j=1
Rn−jk + P
(n)(1, k) =
Rn−1k (1−Rnk)
1−Rk + P
(n)(1, k).
Si fem el lim
n→∞
a banda i banda, recordant que Rk < 1, ens queda:
lim
n→∞
P (Zn = k) = lim
n→∞
P (n)(1, k)→ 0.
Finalment sabem doncs que Zn haura` de tendir o a 0 o cap a∞ i pel teorema anterior
sabem que q e´s la probabilitat que Zn → 0 per n→∞. 
Com a curiositat, senyalar que aquesta inestabilitat de les poblacions que es proposa en
els processos de Galton-Watson e´s contra`ria al comportament biolo`gic de les poblacions,
les quals tendeixen a arribar a un equilibri amb l’ecosistema (tot i que oscil·lant).
Definicio´ 1.4.1. Quan m < 1, m = 1 o m > 1 anomenarem el proce´s de Galton-Watson
com subcr´ıtic, cr´ıtic o supercr´ıtic, respectivament.
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2 Processos de ramificacio´ generals
2.1 Introduccio´
En f´ısica i biologia s’utilitzen processos de ramificacio´ per explicar feno`mens com l’efecte
cascada dels rajos co`smics, la multiplicacio´ de neutrons o l’evolucio´ d’una poblacio´. En
aquests casos, a difere`ncia d’un proce´s de ramificacio´ de Galton-Watson s’utilitza un
para`metre x. Aquest e´s l’encarregat de descriure caracter´ıstiques del proce´s com la posicio´,
el temps, l’energia o fins i tot combinacions d’aquests. Parlarem doncs d’uns processos
de ramificacio´ on cada individu estara` caracteritzat per un punt x, el qual anomenarem
classe de l’individu, en un espai Euclidia` R de dimensio´ d. Els elements d’una generacio´
estaran aleshores descrits per un conjunt aleato`ri de punts x1, x2, . . . , que anomenarem
una distribucio´ aleatoria de punts.
En aquest treball, els processos f´ısics en els que ens interessarem so´n l’efecte cascada
dels rajos co`smics i la fissio´ nuclear, on la x representa l’energia i la posicio´ respectivament.
2.2 Distribucions puntuals i funcions conjunt
Com hem dit a l’introduccio´ ens referirem a x com la classe dels individus del nostre
proce´s de ramificacio´. Hem de tenir present que x pot estar restringit a certes parts de R
les quals denotarem com X. Per exemple, si x representa una edat R seria la recta dels
reals i X els reals definits positius.
Definicio´ 2.2.1. Una distribucio´ puntual ω en X e´s ω = (x1, n1;x2, n2; . . . ;xk, nk) on
xi ∈ X ∀i ∈ {1 . . . k}, on ni ∈ Z+ e´s la frequ¨e`ncia d’aparicio´ de xi i on k e´s un enter no
negatiu que pot ser 0 (distribucio´ puntual nul·la).
En general, suposarem que l’ordre d’aparicio´ de les parelles xi, ni no e´s rellevant a no
ser que s’especifiqui.
Definicio´ 2.2.2. Denotarem com ΩX el conjunt de totes les distribucions puntuals en X.
Definicio´ 2.2.3. Donada una distribucio´ puntual ω en X, una funcio´ conjunt ω˜ esta`
definida de P(X) → Z+ (on P(X) representa el conjunt de les parts de X), de manera
que donat un subconjunt A de X aleshores ω˜(A) e´s el nombre total d’individus a ω amb
classe en A:
ω˜(A) =
∑
i|xi∈A
ni
.
Veiem doncs que una funcio´ conjunt queda determinada de manera natural per una
distribucio´ puntual ω.
Propietat 2.2.1. Observem que, si ω e´s nul·la, aleshores ω˜(A) = 0 ∀A ∈ P(X).
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Propietat 2.2.2. Donada una distribucio´ puntual ω, la seva corresponent funcio´ conjunt
ω˜ i els elements A, {Ai}i≥1 de P(X) es compleix que:
i) ω˜(A) ∈ Z+.
ii) Si A1, A2, . . . , An so´n conjunts disjunts dos a dos aleshores:
ω˜(A1 ∪ · · · ∪ An) = ω˜(A1) + · · ·+ ω˜(An).
iii) Si A1 ⊃ A2 ⊃ . . . i
⋂
iAi = ∅ aleshores, ω˜(An) e´s 0 per un n suficientment gran.
Demostracio´:
• La propietat i) s’obte´ de manera natural de la definicio´, ja que ω˜(A) sera` un sumatori
de frequ¨e`ncies, les quals per definicio´ so´n o be´ 0, o be´ enters positius.
• Si A1, A2, . . . , An so´n disjunts no tindrem cap x ∈ X tal que x ∈ Ai i x ∈ Aj per
cap i, j ∈ {1, 2, . . . , n}. Per tant, en no tenir cap classe que pertanyi a me´s d’un
conjunt, es compleix que ω˜(A1 ∪ · · · ∪ An) = ω˜(A1) + · · ·+ ω˜(An).
• Suposem que donats A1 ⊃ A2 ⊃ . . . tals que
⋂
iAi = ∅ aleshores, ω˜(An) ≥ 0 ∀n ≥
0. Existeix doncs un xi amb ni > 0 tal que xi ∈ An ∀n ≥ 0 i per tant
⋂
Ai 6= ∅.
Aquesta contradiccio´ ens diu que la nostra suposicio´ es falsa i per tant es compleix
la propietat.

Propietat 2.2.3. Suposem ω˜ una funcio´ conjunt que satisfa` els punts de la propietat
2.2.2 . Aleshores, hi ha una u´nica distribucio´ puntual ω que la genera.
Demostracio´: Per veure l’extiste`ncia el que fem e´s donada una ω˜, definir ω com
ω = (x1, ω˜(x1); . . . ;xi, ω˜(xi); . . . ) = (x1, n1; . . . ;xi, ni; . . . ), (2.2.1)
que s’estendra` per tots els xi ∈ X. Veiem aleshores que donat qualsevol A ⊆ X,
ω˜(A) =
∑
i|xi∈A
ni. Demostrem la unicitat per reduccio´ al absurd. Suposem doncs ω˜ una
funcio´ conjunt que satisfa` els punts de la propietat 2.2.2 i que aquest ω˜ esta` generat per
ω1 = (x1, n1;x2, n2; . . . ;xk, nk) i ω2 = (y1,m1; y2,m2; . . . ; yl,ml) distribucions puntuals
diferents, e´s a dir, donat un A ⊂ X:
ω˜(A) =
∑
i|xi∈A
ni =
∑
i|yi∈A
mi. (2.2.2)
Agafem aleshores conjunts de la forma Bx = {x} ∀x ∈ X i apliquem-los a ω˜ utilitzant
l’expressio´ (2.2.2):
ω˜(Bx) = ni = mi,
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aquests ni,mi so´n enters positius o 0 que coincidiran per tot x ∈ X i per tant, ω1 = ω2.
Existeix doncs una contradiccio´ amb la nostra suposicio´ inicial i com a consequ¨e`ncia
tindrem una u´nica distribucio´ puntual ω1 = ω2 = ω que genera ω˜. 
Existeix doncs una corresponde`ncia bijectiva entre les distribucions puntuals i les fun-
cions conjunt. Aprofitarem aquesta corresponde`ncia per notar com ω tant a la distribucio´
puntual com a la funcio´ conjunt.
2.3 Probabilitats per les distribucions puntuals
Les probabilitats que ens interessa definir per les distribucions puntuals seran de la forma:
Prob(ω(A1) = r1, ω(A2) = r2, . . . , ω(An) = rn).
El que farem doncs sera` introdu¨ır un conjunt de funcions p(A1, . . . , An; r1, . . . , rn) definides
per cada enter n, per cada conjunt d’enters r1, . . . , rn i per cada conjunt de subconjunts
de X A1, . . . , An. Aquest conjunt de funcions p(A1, . . . , An; r1, . . . , rn) tindra` uns valors
determinats per cada problema en qu¨estio´ que vulguem tractar. A me´s a me´s, aquestes
funcions p hauran de complir les segu¨ents condicions:
Condicio´ 2.3.1.
i) El conjunt de funcions p(A1, . . . , An; r1, . . . , rn) forma una distribucio´ de probabili-
tat sobre les n-tuples r1, . . . , rn, que te´ el mateix valor per permutacions de les parelles
A1, . . . An i r1, . . . , rn. Per exemple, es compleix:
p(A1, A2; r1, r2) = p(A2, A1; r2, r1).
ii) La funcio´ p e´s consistent en el sentit que:
∞∑
r2=0
p(A1, A2, r1, r2) = p(A1, r1).
iii) Si A1, A2, . . . , An so´n conjunts disjunts i A = A1 ∪ A2 ∪ · · · ∪ An aleshores,
p(A,A1, A2, . . . , An; r, r1, . . . , rn) = 0 a no ser que r = r1 + · · ·+ rn i per tant:
p(A,A1, . . . , An; r1 + · · ·+ rn, r1, . . . , rn) = p(A1, . . . , An; r1, . . . , rn).
iv) Si A1 ⊃ A2 ⊃ . . . i
⋂
iAi = ∅ aleshores, limi→∞ p(Ai, 0) = 1.
Imposem aquestes condicions sobre el conjunt de funcions p o sobre cada una d’elles,
donat que s’han de complir certes relacions de consiste`ncia com i) i ii). D’altra ban-
da, tambe´ han d’expressar la condicio´ de funcio´ de conjunt de ω i, per tant, estar amb
corresponde`ncia amb les propietats 2.2.2. D’aqu´ı iii) que esta` relacionada amb ii) de la
propietat 2.2.2 , i iv) que ho esta` amb iii) de la mateixa propietat.
Per construir aquestes funcions p e´s convenient definir-les sobre conjunts A1, . . . , An
disjunts. Per tant considerarem una famı´lia de funcions p0(A1, . . . , An; r1, . . . , rn) definides
sempre i quan els conjunts A1, . . . , An siguin disjunts. A me´s podem considerar que les fun-
cions p0 defineixen una distribucio´ conjunta de les variables aleato`ries ω(A1), . . . , ω(An).
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Propietat 2.3.1. Suposem que la condicio´ 2.3.1 es compleix sempre quan els Ai so´n
disjunts, i que a me´s podem expressar cada un dels A1, . . . , An com a unio´ d’un nom-
bre finit de conjunts disjunts Ai = Ai1 ∪ Ai2 ∪ . . . , aleshores la distribucio´ conjunta de
ω(A1), . . . , ω(An) e´s la mateixa que la distribucio´ conjunta de
∑
j
ω(A1j), . . . ,
∑
j
ω(Anj).
Demostracio´: Agafem A1, A2, . . . conjunts no necessa`riament disjunts (si ho provem
de manera general tambe´ es complira` en el cas concret en que els Ai siguin disjunts).
Aquests sempre podran ser expressats com
Ai =
⋃
j
αijBj,
on {Bj} e´s una col·leccio´ finita de conjunts disjunts i αij que agafa valors 1 o be´ 0 de-
penent si Bj e´s o no a la unio´ que forma Ai. Definim aleshores la distribucio´ conjunta
de les variables aleato`ries ω(A1), ω(A2), . . . com la distribucio´ conjunta de les varia-
bles
⋃
j α1jω(Bj),
⋃
j α2jω(Bj), . . . . Suposem aleshores com diu l’enunciat que cada Bj
es pot expressar com a unio´ de conjunts disjunts C1, C2, . . . tal que Bj =
⋃
k βjkCk
amb βjk 0 o 1. D’aquesta manera, podem expressar cada Ai en termes dels Ck com
Ai =
⋃
k γikCk on γik =
∑
j αijβjk amb γik agafant valors 0 o 1. Per tant, podem dir
que la distribucio´ conjunta dels
⋃
k γikω(Ck),
⋃
k γ2kω(Ck), . . . e´s la mateixa que la de⋃
j α1jω(Bj),
⋃
j α2jω(Bj), . . . ja que podem expressar les variables ω(B1), ω(B2), . . . com⋃
k β1kω(Ck),
⋃
k β2kω(Ck).
A me´s a me´s, si expressem els Ai en termes de conjunts disjunts B
′
j diferents dels Bj,
podem trobar conjunts Ck tal que tan els Bj com els B
′
j s’expressin nome´s en termes dels
Ck. Aix´ı les expressions dels Ai en termes dels Ck so´n u´niques i les nostres distribucions
conjuntes de les variables aleato`ries
⋃
k γikω(Ck),
⋃
k γ2kω(Ck) so´n independents dels Bj
escollits.
Finalment, es pot verificar que les funcions p que defineixien la distribucio´ conjunta
sobre les variables aleato`ries
⋃
k γikω(Ck),
⋃
k γ2kω(Ck) . . . compleixen les condicions 2.3.1.

En resum, aquest teorema ens diu que les funcions p0 poden ser esteses de manera
u´nica a funcions p que satisfan les condicions 2.3.1, i estan amb concordanc¸a amb p0
sempre i quan els Ai siguin disjunts.
Exemple 2.3.1. Siguin A,B,C conjunts disjunts. Segons la propietat 2.3.1 tenim que:
p(A,B ∪ C; r1, r2) =
∑
r3+r4=r2
p0(A,B,C; r1, r3, r4)
Aixo` ens servira` quan extenguem les p0 dels intervals racionals als conjunts ba`sics
(definim ambdue´s coses a continuacio´).
Ara el que volem veure e´s que aquestes probabilitats p0 determinen una probabilitat
P sobre l’espai ΩX . Per fer-ho, necessitarem definir una famı´lia de conjunts ba`sics que
generin els Borelians de X.
A partir d’aqu´ı introduirem a (ζ1, ζ2, . . . , ζd) com un conjunt de coordenades cartesia-
nes en R (recordem que d e´s la dimensio´ de R).
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Definicio´ 2.3.1. Un interval racional e´s la interseccio´ de X amb un conjunt de la forma
ai ≤ ζi ≤ bi amb i = 1, . . . , d on ai, bi so´n racionals o be´ ai = −∞ i bi =∞.
Definicio´ 2.3.2. Un conjunt ba`sic e´s l’unio´ finita d’intervals racionals o be´ el conjunt
buit.
Propietat 2.3.2. Si A i B so´n conjunts ba`sics, A∪B, A∩B, A \B so´n tambe´ conjunts
ba`sics.
Demostracio´:
• A ∪ B: si A i B no so´n buits, tots dos so´n unio´ finita d’intervals racionals, per
tant A∪B tambe´ e´s unio´ finita d’intervals racionals i per tant un conjunt ba`sic. Si
A = ∅, aleshores A ∪ B = B que e´s conjunt ba`sic per definicio´ (de manera ana`loga
si B = ∅).
• A∩B: si A = ∅ A∩B = ∅ que per definicio´ e´s un conjunt ba`sic (de manera ana`loga si
B = ∅). En cas que cap dels dos sigui ∅, fixem-nos primer de tot que la interseccio´ de
dos intervals racionals e´s sempre un interval racional o be´ el buit. Escribim aleshores
A = [a11 , b11 ] ∪ · · · ∪ [an1 , bn1 ] = A1 ∪ · · · ∪ An i B = [a12 , b12 ] ∪ · · · ∪ [ak2 , bk2 ] =
B1 ∪ · · · ∪Bk on cada un dels aij , bij e´s un racional o aij = −∞, bij =∞ (recordem
que els elements de [aij , bij ] son els ζ tal que aij ≤ ζij ≤ bij ). Podem posar doncs:
A ∩B = (A1 ∪ · · · ∪ An) ∩ (B1 ∪ · · · ∪Bk)
= [(A1 ∩B1) ∪ (A1 ∩B2) ∪ · · · ∪ (A1 ∩Bk)] ∪ [(A2 ∩B1) ∪ · · · ∪ (A2 ∩Bk)]∪
∪ · · · ∪ [(An ∩B1) ∪ · · · ∪ (An ∩Bk)].
Aquesta u´ltima expressio´ e´s una unio´ finita d’intervals racionals i buits, per tant e´s
una unio´ finita d’intervals racionals i aleshores un conjunt ba`sic.
• A \ B: si A = ∅ tenim A \ B = ∅ i si B = ∅ aleshores A \ B = A, on per definicio´
tan A com ∅ so´n conjunts ba`sics (sime`tric per B \A). Fixem-nos en que` la resta de
dos intervals racionals e´s un interval racional, la unio´ de dos intervals racionals o el
conjunt buit. A partir d’aqu´ı la demostracio´ e´s sime`trica a la de A ∩B.

Amb aquestes propietats es pot veure que els conjunts ba`sics formen una semi-a`lgebra
que anomenarem S. Aleshores, sigui ω una funcio´ conjunt satisfent la propietat 2.2.2
(ω additiva) sempre i quan A1, A2, . . . siguin conjunts ba`sics i per tant de S, ω pot ser
extesa de manera u´nica a una funcio´ conjunt que tambe´ satisfa` 2.2.2 (tambe´ es additiva)
a l’a`lgebra generada per S. Aquesta a`lgebra que denotarem per a(S) sera` el conjunt dels
borelians dels racionals. Recordem que aquesta ω extesa sera` generada per una u´nica
distribucio´ puntual que anomenarem tambe´ ω.
Definicio´ 2.3.3. Si A1, . . . , An so´n conjunts ba`sics, aleshores un conjunt de distribucions
puntuals condicionades per ω(A1), . . . , ω(An) e´s un conjunt cilindre en ΩX .
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Si anomenem C com la famı´lia de conjunts cilindre i C∗ la seva extensio´ boreliana, els
conjunts de C∗ seran aleshores mesurables en ΩX .
Teorema 2.3.1. Siguin p(A1, . . . , An; r1, . . . , rn) funcions definides sempre que A1, . . . , An
conjunts ba`sics i sempre que compleixin les condicions 2.3.1. Aleshores, existeix una u´nica
probabilitat P definida en C∗ que satisfa`:
P (ω(A1) = r1, . . . , ω(An) = rn) = p(A1, . . . , An; r1, . . . , rn) (2.3.1)
quan A1, . . . , An so´n conjunts ba`sics.
Tenim la demostracio´ detallada d’aquest teorema al llibre [4], pa`g. 76-77.
Per simplicitat, a partir d’aquest punt assumirem que qualsevol conjunt de ΩX pertany
a C∗.
2.4 Funcio´ generadora de moments
Definicio´ 2.4.1. Suposem una distribucio´ puntual ω de la forma (x1, n1; . . . ;xk, nk) i
h(x) una funcio´ qualsevol de x. Aleshores, definim
∫
X
h(x)dω com:∫
X
h(x)dω =
∫
X
h(x)dω(x) = n1h(x1) + n2h(x2) + · · ·+ nkh(xk). (2.4.1)
Com ω e´s aleato`ria, l’expressio´
∫
X
h(x)dω (la qual veiem que e´s funcio´ de ω), e´s una
variable aleato`ria. Per tant, si h(x) e´s una funcio´ no negativa definida a X, e−
∫
hdω e´s una
variable aleato`ria, positiva i no me´s gran que 1.
Definicio´ 2.4.2. La funcio´ generadora de moments associada a una P (FGM) es defineix
com:
Φ(s) = E(e−
∫
sdω) =
∫
ΩX
(e−
∫
sdω)dP,
on P e´s una mesura de probabilitat i s una funcio´ no negativa definida en X.
Definicio´ 2.4.3. Sigui A un conjunt de punts de X, l’indicador d’A denotat com 1A es
defineix com 1A = 1 si x ∈ A, o 0 si x /∈ A.
Si X e´s un conjunt finit de k punts diferents, tractarem una distribucio´ puntual en
X com un vector aleatori (ω1, . . . , ωk) on cadascun dels seus components e´s un enter no
negatiu. Per altra banda, una funcio´ s en X sera` un vector de k components. Tenint en
compte ambdue´s coses, tenim que
∫
sdω = s1ω1 + . . . skωk.
Propietat 2.4.1. Donat A ⊆ X ii t un enter positiu, aleshores Φ(t1A) e´s una fgm
ordinaria.
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Demostracio´: Φ(t1A) = E(e−t
∫
1Adω) = E(e−tω(A)). Per tant Φ(t1A) e´s una fgm
ordina`ria. 
Ara suposem una probabilitat P sobre les distribucions puntuals tal com l’hem cons-
tru¨ıt al teorema 2.3.1, e´s a dir, a trave´s d’un conjunt de funcions p que compleixen
les condicions 2.3.1. Aleshores, una FGM definida com a la definicio´ 2.4.2 compleix les
segu¨ents propietats:
Propietat 2.4.2. Si s e´s una funcio´ no negativa en X, tenim que:
0 < Φ(s) ≤ 1.
Demostracio´: Hem de veure que 0 < E(e−
∫
sdω) < 1. Si s e´s una funcio´ positiva
aleshores
∫
sdω > 0 per qualsevol ω. Aleshores, 0 < e−
∫
sdω < 1 i evidentment l’esperanc¸a
d’una variable que pren valors entre 0 i 1 tambe´ prendra` valors entre 0 i 1. 
Propietat 2.4.3. Siguin A1, . . . , An conjunts de X amb els seus corresponents indicadors
1A1 , . . . , 1An . Aleshores la funcio´ d’enters no negatius t1, . . . , tn definida per
ϕ(A1, . . . , An; t1, . . . , tn) = Φ(t11A1 + · · ·+ tn1An)
e´s la fgm d’un vector aleatori de n dimensions amb components no negatives i amb funcio´
de probabilitat p(A1, . . . , An; r1, . . . , rn).
Demostracio´: Segons l’enunciat tenim:
ϕ(A1, . . . , An; t1, . . . , tn) = Φ(t11A1 + · · ·+ tn1An) = Ee−t1ω(A1)−···−tnω(An)
=
∞∑
r1,...,rn
e−t1r1−···−tnrnp(A1, . . . , An; r1, . . . , rn),
on en la tercera igualtat hem utilitzat el teorema 2.3.1. Derivant segons els diferents ti,
obtenim els diferents moments de les diferents dimensions d’un vector de n dimensions de
components r1, . . . , rn. 
Propietat 2.4.4. Siguin s, s1, s2, . . . funcions no negatives tal que lim
n→∞
sn(x) = s(x) per
tot x ∈ X, aleshores lim
n→∞
Φ(sn) = Φ(s) (Φ e´s continua).
Demostracio´: Tenim doncs s, s1, s2, . . . no negatives tal que sn(x) → s(x) quan
n→∞ i ∀x ∈ X. Recordem que per una ω = (x1, n1; . . . ;xk, nk) tenim que∫
sndω = n1sn(x1) + · · ·+ nksn(xk),
on, si fem el l´ımit quan n→∞ tenim que:
lim
n→∞
∫
sndω = lim
n→∞
(sn(x1) + · · ·+ nksn(xk)) = n1s(x1) + · · ·+ nks(xk) =
∫
sdω.
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Per tant ∀ω, ∫ sndω → ∫ sdω quan n → ∞. Sabent que e− ∫ sndω < 1, el teorema de
Lebesgue de converge`ncia dominada (mirar [1], pa`g. 84.) implica que
Ee−
∫
sndω → Ee−
∫
sdω.

El segu¨ent teorema ens permetra` saber si una funcio´ Φ(s) qualsevol e´s o no una FGM.
Teorema 2.4.1. Sigui Φ(s) una funcio´ definida sempre i quan s una funcio´ de la for-
ma
n∑
i=0
ti1Ai on ti enters no negatius i 1Ai indicadors dels conjunts Ai. Suposem que
sempre que A1, . . . , An siguin conjunts disjunts, aleshores, Φ(t11A1 + · · · + tn1An) e´s
la fgm d’un vector aleatori n-dimensional amb components no negatives. Denotem per
p0(A1, . . . , An; r1, . . . , rn) la funcio´ de probabilitat d’aquest vector. Suposem a me´s a me´s
que si A1 ⊃ A2 ⊃ . . . i
⋃
iAi = 0 es compleix que Φ(t1Ai)→ 1 per tot t ≥ 0 quan i→∞.
Aleshores les funcions p0 poden ser exteses de manera u´nica a funcions p definides tan si
els Ai so´n disjunts com si no. A me´s a me´s les funcions p satisfaran les condicions de la
seccio´ 2.3 i per tant, segons el teorema 2.3.1 definiran una probabilitat P , la FGM de la
qual te´ el mateix valor que Φ per funcions s com les que hem definit a l’inici.
Aquest teorema, per tant, ens diu que podem definir FGM Φ donat qualsevol funcional
Φ de funcions s que compleixin les condicions del teorema.
Teorema 2.4.2. Siguin Φ1,Φ2, . . . ,Φn FGM de distribucions puntuals aleato`ries. Alesho-
res la funcio´ Φ(s) = Φ1(s)Φ2(s) . . .Φn(s) e´s la FGM d’una distribucio´ puntual aleato`ria.
Definint la suma d’un nombre finit de distribucions puntuals com la suma de les seves
corresponents funcions conjunt, podem pensar aleshores que Φ (del teorema anterior)
e´s la FGM de la suma de distribucions puntuals diferents i independents amb FGM’s
Φ1,Φ2, . . . ,Φn.
Una formulacio´ alternativa de Φ es fa a [2], pa`g. 150-210. En aquest llibre s’es-
cull especificar les probabilitats de les distribucions puntuals per una seguit de funcions
fn(x1, . . . , xn)dx1 . . . dxn, on cadascuna representa la probabilitat de tenir n individus dels
quals el primer esta` l’interval (x1, x1 + dx1) el segon en (x2, x2 + dx2)... (per simplicitat
considerem que X te´ dimensio´ 1 i que podem distinguir els individus per un cert ordre
com l’edat). Aleshores tenim que :
Φ(s) = f0 +
∞∑
n=1
∫
. . .
∫
fn(x1, . . . , xn)e
−s(x1)−···−s(xn)dx1 . . . dxn,
on f0 e´s la probabilitat d’obtenir 0 individus. Es pot verificar que Φ satisfa` el criteri del
teorema 2.4.1 i que per tant e´s una FGM d’una distribucio´ puntual.
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2.5 Processos de ramificacio´ generals
Descriurem l’evolucio´ d’una famı´lia d’individus per una sequ¨e`ncia de distribucions pun-
tuals Z0, Z1, . . . , Zn, on cada Zi representa els individus en la generacio´ i-e`ssima. A me´s
a me´s, cadascun d’aquests individus estara` descrit pel seu valor x en el seu temps de nai-
xement. Denotarem doncs Zn(A) com el nombre d’individus amb classe dins del conjunt
A en la generacio´ n-e`ssima. A partir d’aquest punt farem tres suposicions:
1) La classe x d’un individu e´s suficient per descriure’l.
2) Si coneixem la distribucio´ puntual Zn, el coneixement de distribucions puntuals de
generacions pre`vies no ens ajudara de cap manera a predir les futures.
3) La capacitat d’un individu per tenir descende`ncia e´s independent de la prese`ncia
d’altres individus.
En general podem dir que tractem amb un proce´s de Markov com els descrits en el
cas de Galton-Watson pero` amb la peculiaritat que ara tractem amb un para`metre x, que
fa que enlloc de que un sol nombre representi cada generacio´, ara ho fara` una distribucio´
puntual. La tercera suposicio´, e´s l’encarregada de fer que el nostre proce´s de Markov sigui
realment un proce´s de ramificacio´.
Per descriure el nostre proce´s en tenim prou amb la generacio´ inicial Z0 i amb una
funcio´ de probabilitat de transicio´:
P (1)(ω,B) = Prob(Zn+1 ∈ B | Zn = ω),
amb ω ∈ ΩX i B ⊆ X. A me´s tindra` una recurre`ncia:
P (m+n)(ω,B) =
∫
ΩX
P (n)(ω′, B)dω′P (m)(ω, ω′), (2.5.1)
on P (n)(ω,B) e´s la n-funcio´ de transicio´, e´s a dir, la probabilitat que en n generacions la
nostre distribucio´ ω passi a perta`nyer a un conjunt B de ΩX .
Ara el que volem e´s definir aquestes probabilitats de transicio´.
Definicio´ 2.5.1. Definim una famı´lia de probabilitats per cada x ∈ X com {px} on
cada px(A1, . . . , An; r1, . . . , rn) e´s la probabilitat que un individu amb classe x tingui r1
descendents amb classe dins de A1, r2 descendents dins de A2, . . . i rn descendents en An.
La forma d’aquesta famı´lia {px} estara` determinada per cada problema en concret. A
me´s assumirem que {px} compleix que:
• Per cada x ∈ X, {px} satisfa` les condicions de la seccio´ 2.3.
• Si els arguments A1, . . . , An, r1, . . . , rn so´n fixats aleshores px e´s una funcio´ Borel
mesurable de x.
Per la construccio´ de probabilitats feta en el teorema 2.3.1 cada famı´lia {px} determina
una mesura de probabilitat P
(1)
x en ΩX , i a la vegada, aquesta P
(1)
x determina una FGM
Φ
(1)
x (s).
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Definicio´ 2.5.2. Si ω e´s una distribucio´ puntual ω = (x1, n1; . . . ;xk, nk) definim Φ(ω, s)
com:
Φ(ω, s) = [Φ(1)x1 (s)]
n1 · · · [Φ(1)xk (s)]nk (2.5.2)
En cas que ω sigui una distribucio´ nul·la posem Φ(ω, s) = 1.
Aquesta Φ(ω, s) e´s tambe´ una FGM (es veu utilitzant el teorema 2.4.2) i e´s interpretada
com la FGM dels descendents de n1 individus de classe x1,. . . i nk individus de classe xk.
Per cada ω la probabilitat associada a la FGM Φ(ω, s) correspondra` a la probabilitat
de transicio´ P (1)(ω, ·). Agafem doncs P (1)(ω, ·) com la probabilitat de transicio´ d’una
generacio´ amb distribucio´ puntual ω. A me´s a me´s, recordant la fo´rmula de recurre`ncia
(2.5.1) i tenint P (1), podem obtenir P (2), P (3), . . . . El ca`lcul espec´ıfic d’aquestes proba-
bilitats de transicio´ pot ser complicat, ja que requereix passar d’una FGM a la seva
probabilitat associada, proce´s que requereix l’u´s de transformades de Laplace o Furier.
Si inicialment tenim un individu amb classe x denotarem la FGM de Zn per
Φ(n)x (s) = Exe
− ∫ sdZn ,
i aleshores Φ
(0)
x = e−s(x).
Suposem a partir d’ara que la distribucio´ puntual inicial Z0 no e´s aleato`ria.
Observacio´ 2.5.1. Si g e´s una funcio´ mesurable a ΩX aleshores l’esperanc¸a condicionada
E[g(Zn+m) | Zn] e´s avaluada agafant E[g(Zn+m) | Zn = ω] =
∫
ΩX
g(ω′)dω′P (m)(ω, ω′).
Per acabar aquesta seccio´ recordem que quan fe`iem Galton-Watson ten´ıem la relacio´
de recurre`ncia fn+1(s) = f [fn(s)] de les funcions generadores. Si canviem s per e
−s i
posem aleshores ψn(s) = fn(e
−s) tenim que la relacio´ de recurre`ncia passa a ser
ψn+1(s) = ψ[−logψn(s)],
on d’ara en endavant notarem per log al logaritme en base e.
Teorema 2.5.1. Si ω = (x1, n1; . . . ;xk, nk), aleshores
E(e−
∫
sdZn+m | Zn = ω) = [Φ(m)x1 (s)]n1 · · · [Φ(m)xk (s)]nk = e
∫
X logΦ
(m)
x (s)dω(x) (2.5.3)
per m,n = 0, 1, . . . A me´s a me´s,
Φ(m+n)x (s) = Φ
(n)
x (−logΦ(m)· (s)) (2.5.4)
per m,n = 0, 1, . . .
Demostracio´: Utilitzant (2.5.2) i l’observacio´ 2.5.1 en el nostre proce´s de Markov
temporalment homogeni tenim que:
E(e−
∫
sdZn+1 | Zn = ω) =
∫
(e−
∫
sdω′)dω′P
(1)(ω, ω′)
= Φ(ω, s) = [Φ
(1)
x1 ]
n1 . . . [Φ
(1)
x2 ]
nk = e
∫
X logΦ
(1)
x1
(s)dω(x).
(2.5.5)
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En l’u´ltima igualtat hem usat la definicio´ (2.4.1). Per tant, per m = 1 la primera equacio´
del teorema es compleix. Agafem l’esperanc¸a als dos costats de la igualtat (2.5.5) i tenim:
Ex
(
e−
∫
sdZn+1
)
= Φn+1x (s) = Ex
(
Φ
(1)
x1 ]
n1 . . . [Φ
(1)
xk ]
nk
)
= Ex
(
e
∫
logΦ
(1)
y (s)dZn(y)
)
= Φ
(n)
x (−logΦ(1)· (s)).
Aquesta u´ltima igualtat prova la segona igualtat del teorema quan m = 1. Seguida-
ment suposem que Φ
(n+m)
x (s) = Φ
(n)
x (−logΦ(m)· (s)) e´s cert i veiem si tambe´ e´s cert per
Φ
(n+m+1)
x (s) = Φ
(n)
x (−logΦ(m+1)· (s)):
Φ(n+m+1)x (s) = Φ
(n+m)
x (−logΦ(1)· (s)) = Φ(n)x (−logΦ(m)· (−logΦ(1)· )) = Φ(n)x (−logΦ(m+1)· (s))
Per tant, ja tenim provada la segona igualtat del teorema per qualssevol m,n = 0, 1, . . . .
Finalment utilitzant altre cop l’observacio´ 2.5.1 tenim:
E(e−
∫
sdZ2 | Z0 = ω) = E(E(e−
∫
sdZ2 | Z1)|Z0 = ω) = E(Φ(Z1, s) | Z0 = ω)
=
∫
e
∫
logΦ
(1)
x (s)dω
′(x)dω′dP (1)(ω, ω′) = Φ(ω,−logΦ(1)· (s))
= e
∫
logΦ
(1)
x (−logΦ(1)·(s))dω(x) = e
∫
logΦ
(2)
x (s)dω(x)
Amb aixo` hem provat que per qualsevol n, quan m = 2 es compleix la igualtat del teorema.
Repetint el procediment podem veure-ho per m = 3,m = 4, ... i aix´ı, recursivament, queda
provada la primera igualtat del teorema. 
2.6 Exemple: Efecte cascada de nucleons
Aquest tipus de proce´s de ramificacio´ es caracteritza pel fet que els descendents d’un
individu comparteixen algun element del seu predecessor, com l’energia o la massa. De
moment, per introduir aquest tipus de processos, considerarem sempre el nombre de
descendents que es van generant i la seva classe x, que anira` e´ssent compartida de generacio´
en generacio´ (no farem encara un desenvolupament temporal del proce´s).
Considerem un nucleo´ (aquest sera` Z0), e´s a dir, un neutro´ o un proto´ molt energe`tic
que entra a la part me´s alta de l’atmosfera. Eventualment, aquest nucleo´ patira` una
col·lisio´ amb un nucli ato`mic en la qual arrencara` un o me´s nucleons d’aquest. Els re-
sultants de la col·lisio´, e´s a dir, el nucleo´ inicial i els arrancats del nucli ato`mic formant
Z1. Aquests elements de Z1, s’hauran repartit l’energia de l’individu inicial de Z0 i per
tant, la suma de totes les classes dels elements de Z1 sera` menor o igual a la classe de
l’element de Z0 (el menor e´s degut a que de manera general en aquestes col·lisions tenim
pe`rdues d’energia). A partir d’aquest punt els elements de Z1 patiran noves col·lisions
creant Z2 que a la vegada crearant Z3 i aix´ı successivament, fins que no quedi cap nucleo´
amb suficient energia per continuar el proce´s.
Considerem ara un proce´s com aquest en el qual, despre´s de la primera col·lisio´ nome´s
arranquem un nucleo´. Per tant, tindrem un nucleo´ (Z0) amb energia E que despre´s d’una
col·lisio´ arrenca un segon nucleo´ d’un nucli ato`mic, aquests dos formarant Z1, i tindran
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energia U1 · E i U2 · E, respectivament on 0 ≤ U1, U2 ; U1 + U2 ≤ 1 tals que U1, U2 tenen
densitat de probabilitat continua f(u1, u2) (sime`trica en u1, u2 i independent d’E). Ara
definim aquest proce´s de ramificacio´ general on x e´s l’energia dels nucleons i X els reals
positius. Recordant la formulacio´ alternativa que va`rem fer al final de la seccio´ 2.4, tenim
que la FGM pels dos nucleons produ¨ıts en una generacio´ per un nucleo´ d’energia x es pot
escirure com:
Φ(1)x (s) =
∫∫
{0<u1+u2≤1;0<u1,u2}
e−s(xu1)−s(xu2)f(u1, u2)du1du2,
i usant la igualtat (2.5.4), substituint · per x (ja que en aquest cas x e´s un valor fixat) n
per 1 i m per n tenim que:
Φ(n+1)x (s) = Φ
n
x(−logΦ(1)x (s)) = Φ1x(−logΦ(n)x (s)) (2.6.1)
que desenvolupant queda:
Φ(n+1)x (s) =
∫∫
Φ(n)xu1(s)Φ
(n)
xu2
(s)f(u1, u2)du1du2 per n = 0, 1, . . . (2.6.2)
Propietat 2.6.1. En aquest proce´s de ramificacio´ tenim que Φ
(n)
x (s) = Φ
(n)
1 (s
(x)) on
s(x)(y) = s(xy) per n = 1, 2, . . . .
Demostracio´: Utilitzant (2.6.1) i (2.6.2) podem veure-ho per induccio´ sobre n. Fixat
x, veiem el cas per n = 1:
Φ
(1)
1 (s
(x)(y)) = Φ
(1)
1 (s(xy)) =
∫∫
{0<u1+u2≤1;0<u1,u2}
e−s(xu1)−s(xu2)f(u1, u2)du1du2 = Φ(1)x (s).
Si suposem que es compleix la igualtat per n, e´s a dir, que Φ
(n)
x (s) = Φ
(n)
1 (s
(x)) i veiem
que Φ
(n+1)
x (s) = Φ
(n+1)
1 (s
(x)), haurem acabat:
Φ
(n+1)
x (s) =
∫∫
Φ
(n)
xu1(s)Φ
(n)
xu2(s)f(u1, u2)du1du2 =
=
∫∫
Φ
(n)
u1 (s
(x))Φ
(n)
xu2(s
(x))f(u1, u2)du1du2 = Φ
(n+1)
1 (s
(x)).

Sigui ϕ(n)(t, y) la fgm de la variable “nombre de nucleons a la generacio´ n amb
energia menor que y”(considerem que el primer te´ energia 1). Recordem que les fun-
cions generadores de moments en el cas de les distribucions puntuals ω so´n de la forma
Φ(t1A) = E(e−tω(A)) on A e´s un conjunt de X. Per tant ϕ(0)(t, y) = 1 si y < 1 (ja que
la variable nombre de nucleons e´s 0) i ϕ(0)(t, y) = e−t si y ≥ 1 (ja que la variable nombre
de nucleons e´s 1). Tenim aleshores que ϕ(n)(t, y) = Φ
(n)
1 (tsy) (per la propietat 2.4.1) on
sy(u) = 1 si 0 < u ≤ y en qualsevol altre cas sy(u) = 0 (e´s a dir, sy funciona com un
indicador pels nucleons amb energia menor que y).
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Finalment podem extreure una fo´rmula de recurre`ncia per ϕ:
ϕ(n+1)(t, y) = Φ
(n+1)
1 (tsy) =
∫∫
Φ
(n)
u1 (tsy)Φ
(n)
xu2(tsy)f(u1, u2)du1du2
=
∫∫
Φ
(n)
1 (ts
(u1)
y )Φ
(n)
1 (ts
(u2)
y )f(u1, u2)du1du2
=
∫∫
Φ
(n)
1 (tsy(u1u)Φ
(n)
1 (tsy(u2u))f(u1, u2)du1du2
=
∫∫
Φ
(n)
1 (tsy/u1Φ
(n)
1 (tsy/u2))f(u1, u2)du1du2
=
∫∫
ϕ(n)(t, y
u1
)ϕ(n)(t, y
u2
)f(u1, u2)du1du2
per n = 0, 1, . . . , t ≥ 0 i y > 0.
2.7 Exemple: Model de multiplicacio´ de neutrons unidimensio-
nals
De moment considerarem el model me´s senzill possible, en el qual tenim una barra de
longitud L, on en aquesta barra es mouen electrons cap a un sentit o cap un altre.
Agafarem el nostre espai de classes X com l’interval (0, L), i per tant, x e´s la posicio´ del
neutro´ (en aquest cas en el moment del seu naixement). Un neutro´ amb classe x tindra`
una probabilitat de 0, 5 d’anar cap a un sentit o cap un altre, i una probabilitat αdx de
transformar-se en dos neutrons en un interval dx (cadascun dels quals novament amb una
probabilitat independent i de 0, 5 per anar en un sentit o un altre). Considerem tambe´
que un neutro´ que arriba als l´ımits de la barra no retorna a aquesta. Com la probabilitat
de no patir una col·lisio´ en una dista`ncia x e´s e−αx la FGM de la primera generacio´ e´s:
Φ
(1)
x (s) = 12(e
−αx + e−α(L−x)) + 1
2
∫ x
0
αdye−2s(y)e−α(x−y) + 1
2
∫ L
x
αdye−2s(y)e−α(y−x) =
= 1
2
(e−αx + e−α(L−x)) + 1
2
α
∫ x
0
dye−2s(y)e−α|y−x|.
Veurem un desenvolupament me´s detallat d’aquest exemple en el segu¨ent cap´ıtol.
2.8 Moments de primer ordre
La idea principal d’aquesta seccio´ e´s obtenir una expressio´ (o almenys una fo´rmula de
recurre`ncia) que ens permeti calcular les esperances de les successives generacions d’un
proce´s de ramificacio´.
Agafem doncs un proce´s de ramificacio´ general que comenc¸a amb una ‘poblacio´ Z0
d’un sol individu de classe x. Recordem que en la propietat 2.4.1, teniem que donat un
conjunt A de X i el seu indicador, tenim que Φ
(1)
x (t1A) e´s la fgm de la variable Z1(A), e´s
a dir, el nombre d’individus de la segu¨ent generacio´ amb classe dins d’A. Amb tot aixo`
tenim que:
ExZ1(A) = −∂Φ
(1)
x (t1A)
∂t
∣∣∣∣∣
t=0
.
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Definicio´ 2.8.1. Anomenarem M(x,A) = ExZ1(A).
Propietat 2.8.1. Si A1, A2, . . . conjunts disjunts numerables, tenim que:
M(x,A1 ∪ A2 ∪ . . . ) = M(x,A1) +M(x,A2) + . . .
Demostracio´: Nome´s hem d’utilitzar ii) de la propietat 2.2.2 que ens diu que per
conjunts disjunts Z1(A1∪A2∪ . . . ) = Z1(A1)+Z1(A2)+ . . . , i aleshores aplicar l’esperanc¸a
a banda i banda. 
Amb la propietat anterior, veiem que M , per un x fixat, e´s una mesura σ-additiva.
A partir d’aquest punt assumirem que M(x,X) e´s una funcio´ fitada de x. A me´s a
me´s per notacio´, quan posem dM(x, y) la diferencial sempre fara` refere`ncia a la segona
variable.
Definicio´ 2.8.2. Sigui M1(x,A) = M(x,A), definim:
Mn+1(x,A) =
∫
X
Mn(y, A)dM(x, y) =
∫
X
M(y, A)dMn(x, y) per n = 1, 2, . . .
Propietat 2.8.2. Si M(x,A) ≤ c ∀x, aleshores Mn(x,A) e´s fitada i me´s petita que cn ∀x
Demostracio´:
Mn(x,X) =
∫
X
M(y,X)dMn−1(x, y) ≤
∫
X
cdMn−1(x, y) = cMn−1(x,X) ≤ · · · ≤ cn.
Propietat 2.8.3. Mn(x,X) per un x fixat, e´s una mesura σ-additiva.
Demostracio´: Demostrem-ho per induccio´ sobre n. Primer de tot recordem que ja
hem vist que M(x,A1 ∪A2 ∪ . . . ) = M(x,A1) +M(x,A2) + . . . per A1, A2, . . . col·leccio´
numerable i disjunta (σ-additiva). Aleshores, suposem que Mn(x,A) tambe´ e´s σ-additiva
i per tant, Mn(x,A1 ∪ A2 ∪ . . . ) = Mn(x,A1) +Mn(x,A2) + . . . per A1, A2, . . . col·leccio´
numerable i disjunta. Sabem que per definicio´
Mn+1(x,A1 ∪ A2 . . . ) =
∫
X
Mn(y, A1 ∪ A2 . . . )dM(x, y)
=
∫
X
[Mn(x,A1) +Mn(x,A2) + . . . ]dM(x, y)
=
∫
X
lim
n→∞
n∑
i
Mi(x,Ai)dM(x, y).
(2.8.1)
Finalment, utilitzant el teorema de converge`ncia mono`tona podem permutar el l´ımit amb
la integral i obtenir Mn+1(x,A1 ∪ A2 . . . ) = Mn+1(x,A1) + Mn+1(x,A2) + . . . i per tant
afirmar que Mn+1 e´s una mesura σ-additiva .
Recordem de la seccio´ 2.4 que,
∫
X
hdω = n1h(x1) + n2h(x2) + · · · + nkh(xk) per una
distribucio´ puntual ω = (x1, n1;x2, n2; . . . ;xk, nk) i h(x) una funcio´. Aleshores si agafem
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h(x) com un indicador d’un conjunt A i ω com la generacio´ Z1 tenim que Ex
∫
1AdZ1 =
ExZ1(A) = M(x,A), definit s(x) com un indicador qualsevol o com una combinacio´ linial
finita d’indicadros, l’igualtat segu¨ent:
Ex
∫
X
s(y)dZ1(y) =
∫
X
s(y)dM(x, y), (2.8.2)
e´s certa sempre i quan la integral de la dreta de la igualtat existeixi.
Considerant s(y) del la igualtat anterior com una funcio´ no negativa i mesurable,
aleshores s(y) e´s l´ımit creixent de funcions elementals mesurables no negatives ({sn(y)} ↑
s(y)) les quals per definicio´ so´n sumatoris d’indicadors de la forma, si(y) =
n∑
i=1
ai1Ai
(per ai ∈ R disjunts dos a dos). Per tant, el lema anterior tambe´ es complira` per funcions
elementals no negatives, ja que so´n combinacions lineals d’indicadors i aplicant el teorema
de converge`ncia dominada (mirar llibre [1], pa`g. 84.) tambe´ e´s complira` per s(y) no
negativa i mesurable.
Lema 2.8.1. La segu¨ent igualtat se satisfa`:
Ex{Zn+1(A) | Zn = ω} =
∫
M(y, A)dω(y).
Demostracio´: Afagant la primera igualtat del teorema 2.5.1 per m = 1 i s = t1A,
per un conjunt A i t ≥ 0, tenim que:
Ex{etZn+1(A) | Zn = ω} = [Φ(1)x1 (t1A)]n1 · · · [Φ(1)xk (t1A)]nk ,
on ω = (x1, n1;x2, n2; . . . ;xk, nk). Derivant per t a banda i banda d’aquesta igualtat i
avaluant a t = 0 tenim que:
Ex{Zn+1(A) | Zn = ω} =
∑
i
niM(xi, A) =
∫
M(y, A)dω(y)
on en l’u´ltima igualtat hem utilitzat la definicio´ d’integral de la seccio´ 2.4. 
Teorema 2.8.1. Els iterats Mn de M , definits a la definicio´ 2.8.2 so´n els primer moments
de les diferents distribucions Zn:
ExZn(A) = Mn(x,A) per n = 1, 2, . . .
a me´s:
Ex{Zn+m(A)|Zn = ω} =
∫
Mm(y, A)dω(y) per m,n = 0, 1, . . .
Demostracio´: Primer de tot veiem que utilitzant l’igualtat del lema 2.8.1 per n = 1
tenim:
Ex{Z2(A) | Z1 = ω} =
∫
X
M(y, A)dω(y),
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aplicant esperanc¸a a totes dues bandes i tenint en compte que l’esperanc¸a d’una esperanc¸a
condicionada e´s l’esperanc¸a de la variable:
Ex(Z2(A)) = Ex[
∫
M(y, A)dω(y)] =
∫
M(y, A)dM(x, y) = M2(x,A),
on en la penu´ltima igualtat hem utilitzat (2.8.2) per M(y, A), la qual sabem que e´s no
negativa i mesurable. Per altra banda en l’u´ltima igualtat hem utilitzat senzillament la
definicio´ 2.8.2. Ara que tenim Ex(Z2(A)) = M2(x,A) podem veure que (2.8.2) tambe´ es
compleix per Z2:
Ex
∫
s(y)dZ2(y) =
∫
s(y)dM(x, y).
Repetint el procediment anterior, e´s a dir, comenc¸ar per la igualtat del lema 2.8.1 i
desenvolupar-la, obtenim que Ex(Z3(A)) = M3(x,A). Recurrentment veiem que ExZn(A) =
Mn(x,A). Per veure la igualtat presentada en el teorema farem el mateix procediment
que hem fet en el lema 2.8.1. Comencem doncs amb la igualtat del teorema 2.5.1 amb
s = 1A i t ≥ 0:
Ex[e
tZn+m(A) | Zn = ω] = [Φ(m)x1 (s)]n1 · · · [Φ(n)xk (s)]nk
derivant segons t a banda i banda i avaluant a t = 0 tenim:
Ex{Zn+1(A) | Zn = ω} =
∑
i
niMm(xi, A) =
∫
Mm(y, A)dω(y)
on en la primera igualtat hem utilitzat que Φ
(m)
x1 (t1A) = ExZn(A) = Mn(x,A) cosa que
hem vist al llarg d’aquesta demostracio´.

2.9 Funcions i valors propis de M
Per poder entendre i estudiar el comportament asimpto`tic dels processos de ramificacio´
generals que estem treballant, e´s important cone`ixer els valors i les funcions pro`pies de
l’operador M .
Definicio´ 2.9.1. Definim V com una mesura en X tal que 0 < V (x) <∞.
Aquesta mesura V ens servira` per introduir un element de volum dV de X, de manera
que si X e´s finit i te´ coordenades (x1, . . . , xd), aleshores dV = dx1dx2 · · · dxd o, de manera
general, dV = v(x1, . . . , xd)dx1 · · · dxd on v e´s una funcio´ positiva en X.
Definicio´ 2.9.2. Una funcio´ f de X e´s uniformement positiva si existeix una constant
positiva c tal que f(x) ≥ c, ∀x ∈ X.
La definicio´ anterior es pot estendre per funcions de la forma f(x, y) per x, y ∈ X, de
manera que f(x, y) sera` uniformement positiva si existeix una constant c positiva tal que
f(x, y) ≥ c, ∀x, y ∈ X.
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Definicio´ 2.9.3. Direm que Mn te´ densitat si existeix una funcio´ no negativa mn(x, y)
tal que ∀x ∈ X:
Mn(x,A) =
∫
A
mn(x, y)dV (y).
Propietat 2.9.1. Si Mn te´ densitat, M e´s una funcio´ fitada i X esta` acotat, aleshores la
densitat de Mn+1 sera`:
mn+1(x, y) =
∫
X
mn(y, z)dM(x, y).
Demostracio´: Agafant la definicio´ anterior i la definicio´ 2.8.2 tenim que:
Mn+1(x,A) =
∫
X
Mn(y, A)dM(x, y) =
∫
X
∫
A
mn(y, z)dV (z)dM(x, y),
on hem utilitzat el teorema de Fubini (veure [15]) per permutar les integrals. Per tant,
tenim que:
mn+1(x, y) =
∫
X
mn(y, z)dM(x, y).

Es pot donar el cas en que` Mn+1 tingui densitat tot i que Mn no.
D’aqu´ı en endavant suposem que M te´ densitat m.
Definicio´ 2.9.4. Una funcio´ µ no nul·la e´s una funcio´ pro`pia per la dreta de M amb
valor propi ρ si per cada x ∈ X tenim:
ρµ(x) =
∫
X
m(x, y)µ(y)dV (y).
Ana`logament direm que v(y) e´s una funcio´ pro`pia per l’esquerra amb valor propi ρ si e´s
una funcio´ no nul·la i per cada x ∈ X tenim:
ρv(y) =
∫
X
v(x)m(x, y)dV (y)
Teorema 2.9.1. Sigui M(x,X) una funcio´ fitada de X amb densitat m i amb un enter
n0 tal que mn0(x, y) e´s uniformement positiva i fitada, e´s a dir, ∃ a, b ∈ R+ tal que
0 < a ≤ mno(x, y) ≤ b. Aleshores M te´ un valor propi ma`xim ρ positiu corresponent tant
a una funcio´ pro`pia µ (per la dreta) i a una funcio´ pro`pia v (per l’esquerra), que so´n
tambe´ fitades i uniformement positives. A me´s, µ i v so´n les u´niques funcions pro`pies
per la dreta i l’esquerra respectivament no negatives. Finalment si normalitzem µ i v de
manera que
∫
µ(x)v(x)dV (x) = 1 tenim que:
mn(x, y) = ρ
nµ(x)v(y)[1 +O(∆n)], per n→∞
on 0 < ∆ < 1 pot ser agafat independentment de x i y.
Tenim la demostracio´ detallada d’aquest teorema al llibre [4], pa`g. 78-80.
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2.10 Moments de segon ordre
Condicio´ 2.10.1. A partir d’aquest punt suposarem que qualsevol moment de segon
ordre Ex(Z1(X))
2 e´s una funcio´ fitada per x.
Definicio´ 2.10.1. Siguin A i B subconjunts de X definim M
(2)
n (x,A,B) i v(x,A,B) com:
M (2)n (x,A,B) = Ex(Zn(A)Zn(B)) per n = 0, 1, . . .
v(x,A,B) = M
(2)
1 (x,A,B)−M(x,A)M(x,B).
Definicio´ 2.10.2. Una funcio´ F (A,B) amb A,B subconjunts de X s’anomena mesura
bivariant si:
i) F e´s finita i no negativa.
ii) F (A1 ∪ A2 ∪ . . . , B) = F (A1, B) + F (A2, B) + . . . per tot A1, A2, . . . subconjunts
disjunts de X. Igualment per F (A,B1 ∪B2 ∪ . . . ) = F (A,B1) +F (A,B2) + . . . per
tot B1, B2, . . . disjunts.
Definicio´ 2.10.3. Una funcio´ F s’anomena mesura bivariant signada si F = F1−F2, on
F1 i F2 so´n mesures bivariants.
Propietat 2.10.1. M
(2)
1 e´s una mesura bivariant per cada x.
Demostracio´: Siguin A1, A2, . . . subconjunts disjunts de X i B subconjunt de X.
Z1(Ai) i Z1(B) so´n sempre positius per tot i, per tant Z1(Ai)×Z1(B) tambe´ e´s positiu
per tot i. Aleshores, M
(2)
1 (x,A,B) = Ex(Z1(A)Z1(B)) > 0 per cada x. A me´s a me´s,
per definicio´ Z1(X) sera` finit i per tant, tambe´ ho sera` qualsevol dels seus subconjunts.
Finalment:
M
(2)
1 (x,A1 ∪ A2 ∪ . . . , B) = Ex(Z1(A1 ∪ A2 ∪ . . . )Z1(B)) = Ex((
∑
i
Z1(Ai))Z1(B))
=
∑
i
Ex(Z1(Ai)Z1(B)) = M
(2)
1 (x,A1, B) +M
(2)
1 (x,A2, B) + · · ·
Si repetim el proce´s anterior per A i B1, B2, . . . disjunts acabem veient que M
(2)
1 e´s una
mesura bivariant. 
Propietat 2.10.2. v(x,A,B) e´s una mesura bivariant signada per cada x.
Demostracio´: Utilitzant un raonament similar al vist a la demostracio´ anterior
veiem que M(x,A)M(x,B) e´s tambe´ una mesura bivariant per cada x. Primer definim
F (x,A,B) = M(x,A)M(x,B)
∀A,B ⊂ X, aleshores veiem que F e´s no negativa, ja que, M(x,A) = ExZ1(A) > 0 (per
definicio´ Z1(A) e´s el nombre d’individus de la primera generacio´ amb classe dins d’A, i per
tant un nombre enter positiu.) i M(x,B) > 0, aleshores F (x,A) > 0. Tambe´ veiem que
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F e´s finita, ja que, Z1(X) finit. Finalment, utilitzant la propietat 2.8.1 veiem directament
que F (A1∪A2∪ . . . , B) = F (A1, B) +F (A2, B) + . . . per A1, A2, . . . subconjunts disjunts
de X i F (A,B1 ∪B2 ∪ . . . ) = F (A,B1) + F (A,B2) + . . . per B1, B2, . . . disjunts.
Per tant, com que v(x,A,B) = M
(2)
1 (x,A,B)−M(x,A)M(x,B) e´s una difere`ncia de
mesures bivariants, v(x,A,B) e´s una mesura bivariant signada. 
Observacio´ 2.10.1. Podem fer que una mesura bivariant F determini una mesura en
X ×X, espai producte.
Amb aquesta mesura podrem definir integrals en X ×X com:
Definicio´ 2.10.4. Suposem f(ζ, η) una funcio´ definida en X×X. Aleshores definim una
integral aleato`ria doble (ana`logament a com va`rem fer a l’inici de la seccio´ 2.4) com:∫
X
∫
X
f(ζ, η)dZ1(ζ)dZ1(η) =
∑
i,j
ninjf(xi, xj),
on Z1 e´s una distribucio´ puntual de la forma (x1, n1;x2, n2; . . . ).
De manera similar a la construccio´ de l’equacio´ (2.8.2) de la seccio´ de moments de
primer ordre, es veu que:
Ex
∫ ∫
f(ζ, η)dZ1(ζ)dZ1(η) =
∫ ∫
f(ζ, η)dζ,ηM
(2)
1 (x, ζ, η)
sempre i quan la integral de la dreta de la igualtat existeixi.
Definicio´ 2.10.5. Definim T com una transformacio´ d’una mesura bivariant signada F
com:
TF (A,B) =
∫
X
∫
X
M(ζ, A)M(η,B)dζ,ηF (ζ, η).
Fixem-nos que al ser F una mesura bivariant signada podem expressar TF (A,B) com:
TF (A,B) =
∫
X
∫
X
M(ζ, A)M(η,B)dζ,ηF1(ζ, η)−
∫
X
∫
X
M(ζ, A)M(η,B)dζ,ηF2(ζ, η).
A la demostracio´ de la propietat 2.10.2 hem vist que M(x,A)M(x,B) e´s una mesura bi-
variant. Procedint de la mateixa manera podem veure que M(ζ, A)M(η,B) e´s tambe´ una
mesura bivariant. Al fer la doble integral sobre aquesta mesura bivariant M(ζ, A)M(η,B)
es mantindran les propietats de mesura bivariant, i per tant
∫
X
∫
X
M(ζ, A)M(η,B)dζ,ηFi(ζ, η)
amb i = 1, 2 so´n tambe´ mesures bivariants. Per tant TF sera` una mesura bivariant sig-
nada i aleshores, T una transformacio´ de mesures bivariants signades.
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Amb la definicio´ anterior es pot veure la segu¨ent relacio´ de recurre`ncia:
M
(2)
n+1(x,A,B) = TM
(2)
n (x,A,B) +
∫
X
v(y, A,B)dyMn(x, y) per n = 0, 1, 2, . . .
Propietat 2.10.3. Amb la condicio´ 2.10.1, M
(2)
n (x,X,X) e´s per cada n una funcio´ fitada
de x.
Demostracio´: Per la condicio´ inicial 2.10.1 M
(2)
1 (x,X,X) = Ex(Z1(X))
2 e´s fitat per
x. Considerem ara M
(2)
n (x,X,X) fitat per x, e´s a dir, que ∀x ∈ X, existeix un C ∈ Z+
tal que M
(2)
n (x,X,X) < C. Ara hem de veure que M
(2)
n+1(x,X,X) esta` fitat per x.
M
(2)
n+1(x,X,X) = TM
(2)
n (x,X,X) +
∫
X
v(y,X,X)dyMn(x, y)
=
∫
X
∫
X
M(ζ,X)M(η,X)dζ,ηM
(2)
n (x, ζ, η) +
∫
X
v(y,X,X)dyMn(x, y)
=
∫
X
∫
X
EζZ1(X)EηZ1(X)dζ,ηM
(2)
n (x, ζ, η) +
∫
X
v(y,X,X)dyMn(x, y)
En un proce´s de ramificacio´ general ∀ζ, η ∈ X, EζZ1(X) = EηZ1(X) = ErZ1(X), e´s a
dir, l’esperanc¸a del nombre d’elements d’una generacio´ no depe`n de la classe de l’element
primogeni de la generacio´ anterior, per tant :
M
(2)
n+1(x,X,X) = (ErZ1(X))
2
∫
X
∫
X
dζ,ηM
(2)
n (x,X,X) +
∫
X
v(y,X,X)dyMn(x, y)
= (ErZ1(X))
2M
(2)
n (x,X,X) +
∫
X
v(y,X,X)dyMn(x, y)
≤ (ErZ1(X))2C +
∫
X
v(y,X,X)dyMn(x, y)
= (ErZ1(X))
2C +
∫
X
(M
(2)
1 (x,X,X)−M(x,X)M(x,X))dyMn(x, y)
= (ErZ1(X))
2C +
∫
X
(M
(2)
1 (x,X,X)−M(x,X)M(x,X))dyMn(x, y)
≤ (ErZ1(X))2C +
∫
X
(C − (ExZ1(X))2)dyMn(x, y)
= (ErZ1(X))
2C + (C − (ExZ1(X))2)Mn(x,X)
= (ErZ1(X))
2C + (C − (ExZ1(X))2)ExZn(X)
= (ErZ1(X))
2C + (C − (ErZ1(X))2)ErZn(X).
Per tant, M
(2)
n+1(x,X,X) = (ErZ1(X))
2C+(C− (ErZ1(X))2)ErZn(X) que e´s un valor
finit i independent de x. Aleshores, M
(2)
n+1 e´s tambe´ fitat. 
Propietat 2.10.4. Els iterats de T tenen la forma:
T nF (A,B) =
∫
X
∫
X
Mn(ζ, A)Mn(η,B)dζ,ηF (ζ, η).
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Demostracio´: Es pot veure aplicant la definicio´ 2.10.5 i la relacio´ de recurre`ncia
dels moments de primer ordre Mn+1(x,A) =
∫
X
M(y, A)dMn(x, y). 
Finalment, si les condicions del teorema 2.9.1 es compleixen i recordant la condicio´
2.10.1 podem calcular M
(2)
n amb la recurre`ncia vista pre`viament i utilitzant la propietat
2.10.4 per a calcular els iterats de T que ens apareixeran en la relacio´ de recurre`ncia.
Tenim doncs que:
M (2)n (x,A,B) = ρ
2n[U(x)
∫
A
v(x)dV (x)
∫
B
v(x)dV (x)+O(∆n1 )] per n suficientment grans,
on 0 < ∆1 < 1, ∆1 e´s independent de x, A i B, ρ e´s el valor propi ma`xim positiu del
teorema 2.9.1 i a me´s,
U(x) = (µ(x))2 +
∞∑
k=1
ρ−2k
∫
X
∫
X
∫
X
µ(y1)µ(y2)dy1,y2v(ζ, y1, y2)
 dζMk−1(x, ζ).
Tenim un ca`lcul detallat d’aquestes expresions al llibre [4], pa`g. 72-73.
2.11 Probabilitats d’extincio´
La idea d’aquesta seccio´ e´s fer un ana`leg al que va`rem fer al cap´ıtol anterior de Galton-
Watson en la seccio´ de probabilitats d’extincio´ pero` per processos de ramificacio´ generals.
E´s a dir, analitzar les generacions d’un proce´s de ramificacio´ general Zn si n→∞.
Definicio´ 2.11.1. Definim qn(x) = Px{Zn(X) = 0} per n = 0, 1, . . . i q(x) = lim
n→∞
qn(x) =
Px{Zn(X) = 0 per algun n}
Lema 2.11.1. Sigui M(x,X) una funcio´ fitada de X amb densitat m i amb un enter
n0 tal que mn0(x, y) e´s uniformement positiva i fitada, e´s a dir, ∃ a, b ∈ R+ tal que
0 < a ≤ mno(x, y) ≤ b. Suposem a me´s que ∃N > 0 enter tal que qN(x) > 0 ∀x ∈ X.
Aleshores qn0+N(x) e´s una funcio´ de x uniformement positiva.
La demostracio´ del lema 2.11.1 e´s a [4], pa`g. 68-69.
Teorema 2.11.1. Suposem que les condicions d’existe`ncia de n0 i N del lema anterior
es compleixen. Aleshores, per cada x de X i cada enter K > 0 tenim:
Px{0 < Zn(X) ≤ K infinites vegades } = 0.
La demostracio´ d’aquest teorema e´s a [4], pa`g. 69-70.
Aquest teorema ens diu que el nostre proce´s de ramificacio´ sempre tendira` o be´ cap a
l’extincio´, e´s a dir, que per algun N > 0 ZN(x) = 0 i per tant el proce´s acabara`, o be´ cap
a ∞.
Ara el que ens falta fer e´s estudiar els diferents resultats asimpto`tics depenent del
valor de ρ:
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• ρ ≤ 1
Teorema 2.11.2. Suposem que les condicions del lema 2.11.1 per m, n0 i N es
compleixen i que per tant tenim un enter positiu N tal que per qualsevol x, qN(x) >
0. Si a me´s a me´s ρ ≤ 1, es compleix que:
q(x) = 1.
Demostracio´: Del teorema 2.9.1 veiem que ExZn(X) e´s una funcio´ fitada d’n
i x quan ρ < 1, aleshores tindrem que la probabilitat Px(Zn(X) → ∞) = 0 per
qualsevol x. Finalment, utilitzant el teorema 2.11.1 veiem que Px(Zn(X)→ 0) = 1.

Pel teorema anterior hem vist que quan es compleixen certes condicions i ρ ≤ 1 =⇒
Zn → 0 i per tant, la distribucio´ de probabilitat de Zn quan n→∞ no e´s d’intere`s.
• ρ > 1
Teorema 2.11.3. Suposem certes les condicions sobre m i n0 del lema 2.11.1, la
condicio´ 2.10.1 i ρ > 1. A me´s per cada subconjunt A de X definim Wn(A) =
Zn(A)/ρ
n per n = 0, 1, . . . Aleshores per cada x tenim:
Px
(
lim
n→∞
Wn(A)
)
= W (A) = 1
on W (A) e´s una variable aleato`ria tal que
Ex(W (A)) = µ(x)
∫
v(x)dV (y) (2.11.1)
Ex(W (A))
2 = U(x)
∫
A
(v(y)dV (y))2
on U esta` definit al final de la seccio´ 2.10. Tambe´ si A i B so´n subconjunts de X
tals que V (A) i V (B) so´n positius la correlacio´ entre W (A) i W (B) e´s 1.
De l’equacio´ (2.11.1) del teorema anterior podem extreure que W (X) te´ probabilitat
no nul·la de ser positiva. A me´s a me´s, es pot provar que la probabilitat condicionada
P (W (X) = 0 | Zn(X) → ∞) e´s 0. Assumint aquests dos punts i recordant que
Zn(X) = Wn(X)ρ
n, podem posar l´ımits i arribar a que:
lim
n→∞
Zn(X) ∼ ρnW (X)
on ρn > 0 i W (X) pot ser me´s gran que 0. Per tant tenim que:
Corol·lari 2.11.1. Per ρ > 1 i amb les condicions del teorema 2.11.3 la probabilitat
d’extincio´ q(x) e´s per cada x me´s petita que 1.
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Veiem ara un teorema que ens servira` com a me`tode per calcular la probabilitat
d’extincio´ en el cas que ρ > 1, mitjanc¸ant un me`tode iteratiu.
Teorema 2.11.4. Suposem que es compleixen les condicions sobre n0 del lema
2.11.1, la condicio´ 2.10.1, que ρ > 1 i que existeix un enter N tal que qN(x) > 0 ∀x.
Aleshores:
1) q e´s una funcio´ positiva uniforme i me´s petita que 1
2) q e´s l’u´nica funcio´ positiva uniforme i me´s petita que 1 que satisfa` l’equacio´
funcional:
q(x) = Φ(1)x (−logq)
3) Si q(0) e´s una funcio´ positiva i uniforme me´s petita que 1 i definim la sequ¨e`ncia
q(1), q(3), . . . com:
q(n+1)(x) = Φ(1)x (−logq(n)) = Φ(n+1)x (−logq(0))
aleshores lim
n→∞
q(n)(x) = q(x), x ∈ X
La demostracio´ d’aquest teorema esta` realitzada al llibre [4], pa`g. 74.
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3 Processos de ramificacio´ de neutrons
Des d’un punt de vista de la f´ısica cla`ssica, un neutro´ esta` un´ıvocament determinat en tot
instant per la seva posicio´, la seva direccio´ i la seva energia. En el cas del nostre estudi
considerem un neutro´ desplac¸ant-se per un medi en el qual, en qualsevol moment, pot
col·lisionar amb un nucli ato`mic, rebotant i perdent energia en el proce´s, essent absorbit
pel nucli (fusio´) o inclu´s trencant aquest nucli en un proce´s de fissio´.
Durant un proce´s de fissio´ es generen un seguit de diferents part´ıcules, entre les quals
un nombre de neutrons i (que en el nostre cas considerarem aleatori) que tindra`n unes
certes energies i direccions (que tambe´ considerarem aleato`ries). Qualsevol altra part´ıcula
elemental generada en aquest proce´s de fissio´ queda fora del nostre estudi. Els neutrons
produ¨ıts en aquesta fissio´ podran, a la vegada, produir noves fissions amb altres nuclis
ato`mics. E´s important destacar, que al contrari de l’exemple de l’efecte cascada vist en
el cap´ıtol anterior, en el cas de la fissio´ de neutrons els descendents podran tenir energia
superior als progenitors.
Les probabilitats d’aquests processos de scattering, de fissio´ i de fusio´ depenen de ma-
nera no trivial de l’energia, de les direccions dels neutrons i del medi en el qual estiguem.
En el nostre cas pero`, simplificarem el proce´s negligint l’efecte de l’energia en aquestes
reaccions i assumint que la direccio´ del moviment dels neutrons produ¨ıts per scattering
o fissio´ despre´s d’una col·lisio´ e´s iso`tropa en l’esfera unitat (no hi ha direccions privilegi-
ades). Aquest model e´s anomenat grup-1 isotro`pic, on assumirem que tots els neutrons
generats tenen la mateixa velocitat o energia constant. Tambe´ considerarem irrellevant
per cada nova col·lisio´ la histo`ria de les col·lisions pre`vies (propietat de Markov). Aquestes
simplificacions faran que el nostre model no sigui aplicable de manera general a exepcio´
de casos molt concrets com en les reaccions nuclears de l’iso`top de plutoni nu´mero 239 o
de l’urani 235, reaccions en les quals el nostre proce´s coincidira` de manera notable amb
els resultats d’un experiment real.
3.1 Introduccio´ del proce´s de ramificacio´ de neutrons
Per tractar les col·lisions successives de neutrons contra nuclis ato`mics utilitzarem el tipus
de proce´s de ramificacio´ desenvolupat en el cap´ıtol anterior. No introduirem per tant, una
depende`ncia temporal de manera que no podrem calcular el nombre de neutrons esperats
en un instant donat, tot i la importa`ncia f´ısica que pot tenir aquesta depende`ncia. El que
s´ı que podrem calcular seran les probabilitats d’extincio´ d’aquests processos, i el nombre
de neutrons esperats a cada generacio´.
Considerarem el nostre espai X, on els neutrons viuran, com un espai tridimensional,
convex, finit, f´ısicament homogeni (espai igual en totes les direccions) i iso`trop. A me´s
a me´s assumirem que un neutro´ creat en un punt x ∈ X es moura` en l´ınia recta en
una direccio´ uniformement distribu¨ıda dins les direccions de l’esfera unitat centrada en
x. Aquestes propietats d’homogene¨ıtat i isotropia de l’espai faran que si volem, puguem
fer un tractament matema`tic unidimensional d’aquest. Aleshores el moviment del neutro´,
com hem dit, seguira` en l´ınia recta fins que pateixi una col·lisio´ o be´ surti de X. Si surt
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de X considerarem que no te´ manera de tornar-hi i que per tant desapareix.
D’altra banda definirem la probabilitat que un neutro´ tingui una col·lisio´ en un interval
de longitud ∆ com α∆ + o(∆), on α sera` independent de la posicio´ i energia del neutro´.
Amb tot aixo`, la probabilitat que un neutro´ es desplaci una dista`ncia major que l sense
patir cap col·lisio´ sera` de e−αl(veure [7]).
Definicio´ 3.1.1. Anomenarem a α la seccio´ eficac¸ i a 1/α el recorregut lliure mig.
Finalment, cal remarcar que a difere`ncia de l’exemple vist en el cap´ıtol anterior seccio´
2.7, on considera`vem que un neutro´ despre´s d’una col·lisio´ nome´s tenia l’opcio´ d’arrencar
un nou neutro´ i canviar la seva direccio´, tenint aix´ı dos neutrons resultants, en aquest
cas suposarem que el neutro´ en patir una col·lisio´, donara` lloc a un nombre aleatori de
nous neutrons. A me´s a me´s, si nome´s tenim un fenomen de scattering on el neutro´
original nome´s canvia de manera isotro`pica la seva direccio´, aquest sera` considerat, per
convenie`ncia, com un neutro´ descendent de l’anterior.
3.2 Probabilitats del proce´s
Definicio´ 3.2.1. Quan un neutro´ pateix una col·lisio´ considerarem que tenim probabili-
tats p0, p1, . . . de tenir 0, 1, . . . neutrons descendents, on p0 e´s la probabilitat que el neutro´
sigui absorbit pel nucli ato`mic en un proce´s de fusio´, p1 e´s la probabilitat de scattering
del neutro´ progenitor en un nou neutro´ descendent amb direccio´ resultant isotro`pica, i
p2, p3, . . . e´s la probabilitat que la col·lisio´ del nostre neutro´ original amb el nucli ato`mic
resulti en 2, 3, . . . neutrons lliures (fissio´).
Com ja hem dit en la introduccio´ d’aquest cap´ıtol, aquests pr so´n independents del
passat del neutro´ progenitor i per tant el nostre proce´s compleix la propietat de Markov.
Anomenant a x com el punt d’X on ha nascut un neutro´, i y com el punt on patira` una
col·lisio´, recordant que estem en un espai tridimensional i que per tant x i y so´n vectors,
tenim que:
Propietat 3.2.1. La densitat de probabilitat que un neutro´ nascut en x pateixi una
col·lisio´ en y e´s:
g(y) = R(α(y − x))α3 on R(y) = e
−|y|
4pi|y|2 .
Demostracio´: Siguin doncs x ∈ X, i S la superf´ıcie d’una esfera de radi r centrada
en x. Ara agafem un diferencial de volu´m dins de X amb dS de l’esfera i amb una alc¸ada
dr. La probabilitat que un neutro´ nascut en x es mogui amb una direccio´ tal que acabi
travessant dS e´s dS
4pir2
. A me´s la probabilitat que aquest neutro´ pateixi una col·lisio´ a una
dista`ncia de x entre r i r+ dr e´s αdre−αr. Aleshores, la probabiltat que un neutro´ nascut
en x tingui la seva primera col·lisio´ en el volum dy en y e´s:
αeα|y−x|dy/4pi|y − x|2 = R(α(y − x))α3dy = g(y)dy on R(y) = e
−|y|
4pi|y|2 .
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3.3 Proce´s de ramificacio´ de neutrons
Utilitzant la notacio´ del cap´ıtol anterior direm que la classe x del nostre proce´s de ra-
mificacio´ per neutrons e´s el punt on neixen els neutrons. Juntament amb aquests punts
de naixement haur´ıem de posar les direccions que agafen, pero` com estem en un espai
homogeni i isotro`pic no les haurem d’especificar, de manera que podem considerar que
x i y so´n unidimensionals. A me´s no utilitzarem una depende`ncia temporal, nome´s ens
preocuparem del nombre de neutrons en cada generacio´.
Definicio´ 3.3.1. Definim la funcio´ generadora del proce´s de ramificacio´ de neutrons com
f(t) =
∞∑
r=0
prt
r per t ∈ C tal que |t| < 1.
Seguint la notacio´ del cap´ıtol anterior, anomenarem Z0 a la distribucio´ puntual de
la primera generacio´, que sense pe`rdua de generalitat, podem dir que es tracta d’un sol
neutro´ nascut en la posicio´ x ∈ X. La segu¨ent generacio´ Z1, tindra` n neutrons (resultants
de la col·lisio´ del neutro´ de Z0) tots amb classe y, lloc on es produira` la col·lisio´ del neutro´
de Z0 i per tant on neixaran tots els neutrons de Z1. Si s(y) e´s una funcio´ no negativa
d’y la FGM de Z1 e´s el funcional d’s:
Φ(1)x (s) = Exe
− ∫
X
s(y)dZ1(y)
.
Sabent que la probabilitat que el nostre neutro´ inicial tingui una col·lisio´ en y ∈ X i
que aleshores resulti en n nous neutrons e´s pnR(α(y − x))α3dy, i que la probabilitat que
el neutro´ surti d’X sense col·lisions e´s 1− ∫
X
R(α(y − x))α3dy, tenim que:
Φ
(1)
x (s) = (1−
∫
X
R(α(y − x))α3dy) +
∞∑
n=0
pn
∫
X
R(α(y − x))α3e−ns(y)dy
= 1− ∫
A
R(α(y − x))α3dy + ∫
X
R(α(y − x))f(e−s(y))α3dy, (3.3.1)
on hem utilitzat la notacio´ alternativa per les FGM vista en el cap´ıtol anterior seccio´ 2.4.
Amb aquesta funcio´ generadora ja som capac¸os de generar les probabilitats de transicio´
del nostre proce´s de ramificacio´ de neutrons (seccio´ 2.5).
A partir d’aqu´ı assumirem f ′(1), f ′′(1) finits i p0 6= 1.
Seguint la notacio´ sobre moments del cap´ıtol anterior, posarem M(x,A) = ExZ1(A),
e´s a dir, M sera` el valor esperat de neutrons de la primera generacio´ nascuts en l’interval
A ⊂ X si el neutro´ de Z0 te´ classe x. Agafant Φ(1)x (s) per s(y) = λ1A(y) tenim doncs que:
M(x,A) = −∂Φ(1)x (λ1A)
∂λ
∣∣∣
λ=0
= −
∂
(
1−∫
X
R(α(y−x))α3dy+∫
X
R(α(y−x))f(e−λ1A )α3dy
)
∂λ
∣∣∣∣∣∣∣
λ=0
=
∫
X
R(α(y − x))f ′(e−λ1A(y))e−λ1Aα3dy
∣∣∣∣
λ=0
= f ′(1)
∫
A
R(α(y − x))α3dy,
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on podem dir, tenint en compte la seccio´ 2.9, que la densitat de M e´s m1(x, y) =
f ′(1)R(α(y − x))α3 = f ′(1) e−α|y−x|
4pi|y−x|2 . Fixem-nos que R(y) e´s una funcio´ no fitada i per
tant m1(x, y) tampoc ho e´s, pero` e´s un resultat conegut que la densitat m4(x, y) e´s una
funcio´ continua i fitada (veure [8], pa`g. 29).
Propietat 3.3.1. m1(x, y) e´s uniformement positiva.
Demostracio´: Tenim que m1(x, y) = f
′(1) e
−α|y−x|
4pi|y−x|2 , on e´s evident que |y − x| >
0 ∀x, y, aleshores fem el canvi de variable t = |y − x| > 0 tenim doncs m1(t) = f ′(1) e−αt4pit2
que derivant queda:
m′1(t) =
f ′(1)
4pi
e−αt(−α)t2 − 2te−αt
t4
=
f ′(1)
4pi
−e−αtt(αt+ 2)
t4
,
on tan f
′(1)
4pi
com α so´n positius per tant, m′1(t) < 0 ∀t, e´s a dir, m1(t) e´s sempre decreixent.
Fixem-nos a me´s que lim
t→∞
m1(t) = 0, pero` com hem dit que el nostre espai X e´s finit, t
prendra` valors entre 0 i tma`x. Per tant, si agafem C = m1(tma`x) +  (∀ > 0), C sera` una
cota inferior de m1(t). .
Propietat 3.3.2. mn(x, y) e´s uniformement positiva.
Demostracio´: Ho demostrarem per induccio´ sobre n. Com hem vist m1(x, y) e´s uni-
formement positiva, suposem aleshores que mn(x, y) tambe´ e´s uniformement positiva i ve-
iem que mn+1(x, y) ho e´s. Recordem de la seccio´ 2.9 que mn+1(x, y) =
∫
X
mn(y, z)dM(x, y)
i que M1(x,A) =
∫
A
m1(x, y)dV (y) que substituint la segona a la primera obtenim:
mn+1(x, y) =
∫
X
mn(y, z)m1(z, x)dz.
Amb aquesta relacio´ de recurre`ncia i sabent que en ser m1(x, y) i mn(x, y) uniformement
cont´ınues existeixen constants C1 i Cn tals que m1(x, y) ≥ C1 i mn(x, y) ≥ Cn ∀x, y ∈ X
tenim que:
mn+1(x, y) =
∫
X
mn(y, z)m1(z, x)dz ≤
∫
X
C1Cndz = C1Cn
∫
X
dz,
que en ser X un interval finit podem dir que existeix una constant Cn+1 = C1Cn
∫
X
dz ≤ 0
tal que ∀x, y mn+1(x, y) ≥ Cn+1. 
Tenim doncs mn(x, y) uniformement continua ∀n, m4(x, y) fitada i a me´s a me´s, en ser
X finit M e´s fitada. Aleshores podem utilitzar el teorema 2.9.1 amb n0 = 4 i afirmar que
existeix una u´nica funcio´ pro`pia µ de M uniformement positiva (on no farem distincio´
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entre dreta i esquerra en ser R sime`tric) per un valor propi ma`xim i positiu ρ. Amb aquest
resultat tindrem que:
ρµ(x) =
∫
X
m1(x, y)µ(y)dy =
∫
X
µ(y)m1(x, y)dy.
Notacio´: si e´s necessari indicar el valor d’α ho anotarem com µ(α) i ρ(α).
Amb la igualtat del final del teorema 2.9.1 (mn(x, y) = ρ
nµ(x)v(y)[1+O(∆n)], on 0 <
∆ < 1) agafada per n suficientment grans tenim que:
mn(x, y) ' ρnµ(x)v(y).
Aleshores, si f(y) e´s una funcio´ qualsevol fitada, podem calcular ρ integrant la igualtat
multiplicada a banda i banda per f(y) de manera que:∫
X
mn(x, y)f(y)dy '
∫
X
ρnµ(x)µ(y)f(y)d(y) = ρnµ(x)
∫
X
µ(y)dy = µ(x)ρnM,
on M e´s una constant. Si fixem un x i calculem ρ per uns quants n suficientment grans
podrem aproximar un valor d’aquest ρ.
Seguidament sabent ρ podem calcular amb facilitat la seva funcio´ propia µ. El ca`lcul
d’aquesta ρ sera` d’importa`ncia vital a l’hora de fer l’estudi dels possibles escenaris que
pot acabar prenent el nostre proce´s de ramificacio´ de neutrons a mesura que passen les
generacions.
Segons el valor de ρ el nostre proce´s tindra` diferents resultats asimpto`tics.
Definicio´ 3.3.2. Direm que el nostre espai X e´s subcr´ıtic si ρ < 1, cr´ıtic si ρ = 1 i
supercr´ıtic si ρ > 1.
Teorema 3.3.1. Si X e´s un espai fitat i convex, aleshores el valor propi ρ(α) e´s una funcio´
cont´ınua creixent amb α, que tendeix a 0 a mesura que α → 0 i que tendeix a f ′(1) a
mesura que α→∞.
Tenim una demostracio´ d’aquest teorema per superf´ıcies planes i esferes a l’article [9].
Amb el resultat del teorema veiem doncs que un espai X fitat i convex e´s sempre
subcr´ıtic si f ′(1) < 1 i e´s sempre supercr´ıtic (per α suficientment grans) si f ′(1) > 1.
Veiem ara el significat de tots tres casos:
• Si ρ > 1, les condicions del teorema 2.11.3 es compleixen i per tant, tal com diu el
corol·lari 2.11.1, tenim una probabilitat no nul·la que un neutro´ tingui una famı´lia
de descendents que creixi indefinidament en el nostre espai X. Un creixement
desmesurat com aquest dins un cos X compre`s en un espai f´ısic finit acabaria donant
lloc a una explosio´ (bombes ato`miques). Per tant, veiem que com e´s lo`gic, una
manera de provocar aquestes explosions e´s injectar en el nostre espai X me´s neutrons
de manera que α augmenti (en disminuir el recorregut lliure mig) i de retruc (segons
el teorema 3.3.1) ρ(α). Direm que ρ(α) representa el factor multiplicatiu per generacio´.
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• Si ρ < 1, segons el teorema 2.11.2 q(x) = 1, i per tant, e´s segur que el nostre proce´s
de ramificacio´ de neutrons acabara` extingint-se.
• Si ρ = 1, pel teorema 2.11.2 el proce´s tambe´ acabara` extingint-se pero`, tot i que les
famı´lies de tots els neutrons so´n finites, el valor esperat del total de progenitors en
totes les generacions e´s infinit.
3.4 Ca`lcul nume`ric dels processos de ramificacio´ de neutrons
E´s teo`ricament possible calcular qualsevol probabilitat d’un proce´s de ramificacio´ general
com en el cas dels neutrons, e´s a dir, es pot calcular a priori la probabilitat que una certa
generacio´ ene`ssima tingui exactament r neutrons. Aixo` e´s aix´ı, ja que, com va`rem veure al
cap´ıtol anterior, podem calcular les probabilitats de transicio´ del proce´s gra`cies a les FGM
i les fo´rmules de recurre`ncia de les FGM. No obstant aixo`, aquests ca`lculs acostumen a
ser complicats ja que depenem de transformades inverses de Furier o Laplace, per tant de
manera general, ens haurem de conformar amb calcular valors esperats a partir de primers
moments tal com va`rem veure en el cap´ıtol anterior.
Tot i aixo`, hi ha certes probabilitats del proce´s que si que podrem calcular:
Ca`lcul de la probabilitat d’extincio´ q(x) en un espai supercr´ıtic: La pro-
babilitat que en un proce´s supercr´ıtic cap neutro´ tingui una famı´lia de descendents que
creixi indefinidament pot ser me´s petita que 1. Aquesta probabilitat e´s simplement la
probabilitat d’extincio´ q(x) estudiada en el capitol 2. Utilitzant doncs Φ
(1)
x (s) calculat pel
proce´s de ramificacio´ dels neutrons (igualtat (3.3.1)) i el resultat conegut vist en 2.11.4
veiem que:
q(x) = 1−
∫
X
R(α(y − x))α3dy +
∫
X
R(α(y − x))f(q(y))α3dy
aix´ı doncs la funcio´ q pot e´sser calculada nume`ricament per aproximacions successives.
Ca`lcul de la probabilitat del nombre total de neutrons d’una famı´lia en
un espai cr´ıtic: Com hem vist, si el nostre espai X e´s cr´ıtic (ρ = 1), la famı´lia de
qualsevol neutro´ s’extingira` amb probabilitat 1, tot i que el valor esperat del nombre total
de descendents en totes les generacions sera` infinit. En el cas que considerem que els
neutrons es moguin seguint un moviment de difusio´ en lloc del postulat en la seccio´ 3.1,
podem dir que la probabilitat de tenir n membres d’una famı´lia en totes les generacions,
quan el neutro´ original comenc¸a a x, e´s:
Pn(x) = cµ(x)n
− 3
2 +O(n−
5
2 ), per n→∞,
on µ(x) e´s la funcio´ pro`pia anomenada anteriorment i c val:
c =
√
f ′(1)
∫
µ(x)dx
2pif ′′(1)
∫
µ3(x)dx
.
Aquest resultat es troba l’article [10]
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4 U´ltimes paraules
M’agradaria remarcar que el que he trobat me´s enriquidor i gratificant del treball e´s el fet
de comenc¸ar a desenvolupar un tema teo`ric del qual no en tenia cap coneixement previ.
Aquest desenvolupament s’ha fet des de 0, nome´s amb uns pocs coneixements generals de
probabilitats i de teoria de la mesura.
Finalment voldria comentar les possibles ampliacions que es podrien fer d’aquest tre-
ball, ja sigui per la banda me´s aplicada com per la banda me´s teo`rica. Per la banda
aplicada es podrien simular els processos de ramificacions de neutrons amb l’u´s d’un
llenguatge de programacio´ com per exemple el R. D’aquesta manera veur´ıem el desen-
volupament d’aquests processos per diferents valors de les seves probabilitats {pr} i α.
Tambe´ es podria seguir ampliant la teo`ria parlant dels processos de ramificacio´ amb un
para`metre temporal t continu i aplicar-los despre´s a altres casos f´ısics com l’efecte cascada
d’electrons en un dispositiu de deteccio´ electro`nica.
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