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The first indication of a pseudogap in cuprates came from a sudden decrease of NMR Knight shift
at a doping-dependent temperature T ∗(δ). Since then, experiments have found phase transitions
at a lower T ∗phase(δ). Using plaquette cellular dynamical mean-field for the square-lattice Hubbard
model at high temperature, where the results are reliable, we show that T ∗(δ) shares many features of
T ∗phase(δ). The remarkable agreement with several experiments, including quantum critical behavior
of the electronic specific heat, supports the view that the pseudogap is controlled by a finite-doping
extension of the Mott transition. We propose further experimental tests.
PACS numbers: 71.30.+h, 74.25.Dw, 71.10.Fd
Below a doping-dependent temperature T ∗, early stud-
ies of cuprate high temperature superconductors found a
decrease in NMR Knight shift [1–5]. This freezing of uni-
form spin fluctuations, a thermodynamic quantity, be-
came the first signature of what is widely referred to
as the pseudogap, one of the remaining challenges for
theory. With time, another definition of the pseudo-
gap became more popular. Polarized neutron diffraction
[6–8], Nernst effect measurements [9], ultrasound mea-
surements [10], terahertz polarimetry [11] and optical
anisotropy measurements [12] report that the prototypi-
cal YBa2Cu3Oy undergoes a thermodynamic phase tran-
sition that breaks time-reversal, spatial inversion, two-
fold rotational, four-fold rotational and mirror symme-
tries below a doping-dependent temperature T ∗phase that
is distinctly lower than T ∗ at low doping. This suggests
that phase transitions are a consequence of the pseudo-
gap first observed in NMR, not the cause [13, 14].
In this paper, we address the nature of the pseudogap
that was first found in NMR. We focus mostly on ther-
modynamic signatures at high temperature, where cluster
generalizations of dynamical mean-field theory provide a
reliable theoretical tool. The remarkable agreement that
we find with several experiments supports the view that
the high-temperature physics of the pseudogap is con-
trolled by a finite-doping extension of the Mott transition
that includes superexchange effects [15]. We propose fur-
ther experimental tests to investigate that hypothesis.
Although recent experimental results usually relate to
the lower-temperature T ∗phase(δ) line, where δ denotes
hole doping, the T ∗phase(δ) and T
∗(δ) lines are almost par-
allel, which suggests that they are related. Experimental
results for T ∗phase(δ) can be classified into two families.
The first family of results identifies the main fea-
tures of the T ∗phase line. Recent Hall measurements
on YBa2Cu3Oy (YBCO), La2−xSrxCuO4 (LSCO) and
La1.6−xNd0.4SrxCuO4 (Nd-LSCO) highlighted a sharp
jump in carrier density with increasing hole doping δ
across a material-dependent critical doping δ∗phase at
which the T ∗phase line suddenly drops [16–18]. This
drop, also observed in Raman scattering experiments on
Bi2Sr2CaCu2O8+δ (Bi2212) [19], occurs between a low-
doping antiferromagnetic Mott insulating regime [20] and
a high-doping metallic regime [21]. Moreover, the specific
heat divided by temperature C/T scales logarithmically
as a function of temperature around this sharp transi-
tion in LSCO, Nd-LSCO and La1.8−xEu0.2SrxCuO4 (Eu-
LSCO) [22], which strengthens its interpretation as a
finite temperature extension of an underlying quantum
critical point.
The second family of results regarding the T ∗phase line
identifies how its main features vary across different ma-
terials under external parameters, and how they relate
to the rest of the phase diagram. The Nernst effect mea-
surements of Ref. [23] establish that while both the T ∗phase
line’s slope and the position of δ∗phase differ between dif-
ferent parent compounds (YBCO and LSCO), only the
position of δ∗phase changes with chemical pressure within
the same family of compounds (LSCO, Nd-LSCO and
Eu-LSCO). Furthermore, it has been shown in Ref. [24]
that δ∗phase shifts towards lower doping in Nd-LSCO un-
der applied pressure. This unexpected shift seems to be
driven by a corresponding shift in δVH, the doping at
which a van Hove singularity appears in the local den-
sity of states. Since this Lifshitz transition in cuprates
translates into a change of the Fermi surface from hole-
like to electron-like with increasing doping, as determined
by angle-resolved photoemission spectroscopy (ARPES)
[25–28], this suggests that the pseudogap cannot open on
an electron-like Fermi surface, so that the condition
δ∗phase ≤ δVH (1)
should always be satisfied. For instance, Ref. [19] reports
δ∗phase ' δVH in Bi2212. Apart from the van Hove singu-
larity, experiments performed on calcium-doped YBCO
and Bi2212 report a vertical regime of maximum elec-
tronic entropy in the phase diagram close to δ∗phase [29–
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232]. Finally, the critical regime around δ∗phase also corre-
sponds to the zone in the phase diagram where supercon-
ductivity is most resilient to strong magnetic fields [33],
hinting that it may actually nurture superconductivity.
This link between both phases of matter has been the
subject of many past studies [23, 34–36].
While much is already known about the T ∗phase line,
much less is known regarding the fate of the NMR T ∗
line with increasing doping, except for the fact that raw
data for LSCO is consistent with a sudden drop of T ∗ at
the same δ∗phase where T
∗
phase drops to zero [37].
However, most theoretical works study the T ∗ line,
focusing on the two-dimensional single-band Hubbard
model on a square lattice [38–40]. In addition, cluster ex-
tensions of dynamical mean-field theory (DMFT), such
as cellular dynamical mean-field theory (CDMFT) and
the dynamical cluster approximation (DCA) [41–43] us-
ing various quantum impurity solvers [44–51], have shown
that the Hubbard model captures many features of the
superconductivity and pseudogap of cuprate compounds
[36, 52–64]. The same applies to its strong-interaction
limit when correlated hopping is neglected: the t-J model
[65–67]. DCA studies [68] found a maximum in entropy
and a critical logarithmic scaling for the specific heat
C(T ) at a critical doping. Moreover, Refs. [64, 69, 70]
established that pseudogap formation and superconduct-
ing pairing are both linked through short-ranged spin
physics [71–78]. Closer to aforementioned experiments,
Refs. [79, 80] found an unambiguous link between pseu-
dogap formation and Fermi surface topology through the
pole-like feature of the electronic self-energy, conjectur-
ing that Eq. (1) for δ∗phase should also hold for δ
∗.
Finally, a set of CDMFT studies spanning almost a
decade has highlighted the existence of a finite-doping
phase transition, here dubbed the “Sordi transition”[15,
81], that acts as an organizing principle for the T -δ
phase diagram of cuprates [14, 82]. This transition is a
finite-doping extension of the first-order Mott transition
found at half-filling, separating pseudogap and correlated
metallic phases in the normal-state phase diagram (where
superconductivity is not allowed) [15, 81]. In this normal-
state phase diagram, the Sordi transition ends at finite
T at a second-order critical point above which it extends
as a Widom line [83] in the high-temperature crossover
regime. Even if the low-temperature normal-state phase
diagram is usually metastable, hidden by more ordered
states, the associated high-temperature crossover regime
can be observed in a doped organic compound thanks
to magnetic frustration [84]. More specifically, in both
doped Mott insulators [14, 82, 85] and doped charge-
transfer insulators [86], the Knight shift pseudogap T ∗
line is parallel to the Widom line and appears as a high-
temperature precursor of this crossover line. T ∗(δ) drops
to zero precipitously in the vicinity of the Sordi tran-
sition. In addition, these CDMFT studies retrieve the
aforementioned maximum in entropy close to δ∗ [81] and
a van Hove-like singularity at higher doping [14].
Here we study the two-dimensional Hubbard model on
a square lattice with t the nearest-neighbour hopping,
t′ the next-nearest-neighbour hopping and U the on-site
Coulomb repulsion. The hopping t = 1 serves as the en-
ergy unit, kB ≡ 1 and ~ ≡ 1. This model is implemented
with CDMFT, where a 2×2 cluster of sites [58, 87] is dy-
namically coupled to a bath of non-interacting electrons
by a frequency-dependent hybridization function. The
quantum impurity problem is solved with continuous-
time quantum Monte Carlo in the hybridization expan-
sion [47–50]. Note that close to half-filling, where finite-
size effects are expected to be largest because of anti-
ferromagnetism, systematic studies up to 5% doping at
T = 0.06 t show that 2×2 clusters give accurate results
[88]. All details regarding our various physical criteria
can be found in the Supplemental Material [89].
Fig. 1 (left) shows the normal-state phase diagram at
t′ = 0 for U = 9, 18 and 36. Note that our values of
T ∗ for a 2×2 cluster match the ones found in larger clus-
ter studies with comparable U [90]. The case U = 36
suffered from severe sign problems but is still useful to
capture the evolution of T ∗(δ → 0) as a function of U .
Within the Hubbard model, pseudogap formation arises
from singlet formation due to superexchange, which we
retrieve in this figure [14, 58]. Indeed, these correlations
are well described by the t-J limit of the Hubbard model
at strong interaction and low doping, with superexchange
J = 4t2/U . Going from U = 9 to U = 18, T ∗(δ → 0)
does not actually decrease by a factor of 2, because the
interaction strength is not large enough for the t-J limit
to be valid. However, T ∗(δ → 0) does decrease by a fac-
tor of 2 between U = 18 and U = 36. In other words,
T ∗(δ → 0) scales with J [65, 66, 91] for large values of
U , confirming short-range correlations due to superex-
change as the origin of the pseudogap. Furthermore, the
order of magnitude of T ∗(δ → 0) at U = 9 agrees with
the experimental values reported in Refs. [3, 37, 92] for
YBCO and LSCO. If we assume that the value of the
Ne´el temperature is a measure of J , this is consistent
with the experimental slope of the T ∗phase lines of YBCO
and LSCO cited in Ref. [23]. Putting U = 36 aside in
Fig. 1 (left), since sign problems appear at low temper-
ature, we find at intermediate doping that the T ∗ line
drops suddenly at a critical doping δ∗: the smaller the
value of U , the larger the drop of T ∗. The increase of
δ∗ with U follows the trend found for the location of the
Sordi transition [82].
At finite temperature in the presence of interactions,
Fig. 1 also shows dashed lines in the T -δ plane that in-
dicate the maximum of the single-particle local density
of states at the Fermi level. This is not the usual non-
interacting van Hove singularity, but it is adiabatically
connected to it. We see on the figure that the dashed
lines (the van Hove lines TVH(δ)) are pushed to higher
doping compared to the location of the van Hove singu-
larity in the non-interacting case (arrows). Consequently,
the experimental conjecture Eq. (1) for δ∗phase seems, in
our calculations, to extend to δ∗ since δ∗ ≤ δVH.
The location of the zone of maximum of entropy in
3the T -δ plane, represented by a colored rectangle, is also
pushed by interactions to higher doping. The displace-
ment of the zone of maximum entropy towards higher
doping δ with increasing U would be consistent with its
coincidence with the end of the coexistence region of the
Sordi transition [81], whose δ also increases with U . This
coindence has however been proven only for U = 6.2.
It seems paradoxical that with increasing U the T ∗
line extends to higher doping but appears at lower tem-
peratures. This comes from antagonistic effects of U on
singlet formation. On the one hand, local magnetic mo-
ments increase with U , leading to better-defined singlets
at low temperature. On the other hand, the decrease of
J with increasing U makes these singlets less resilient to
thermal fluctuations.
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Figure 1. For a given value of U at t′ = 0 (left) or finite t′ at U = 9 (right), the pseudogap T ∗ line is represented by a solid
line, the van Hove line by a dashed line, and the zone of maximum entropy by a filled rectangle. The arrows indicate the
positions of the van Hove singularities in the non-interacting case for different t′. Severe sign problems sometimes occurred at
low temperature or large doping, especially for U = 36. The blue temperature axis was obtained from t ' 350 meV.
Fig. 1 (right) shows the normal-state phase diagram at
U = 9 for t′ = 0, −0.1, −0.2 and −0.3. The dependence
on t′ of δ∗ follows the trend found for the location of the
Sordi transition (see Supplemental Material of Ref. [82]).
Remarkably, two main experimental observations regard-
ing δ∗phase and T
∗
phase(δ) are also found for δ
∗ and T ∗(δ) in
this figure. Indeed, one experiment [23] finds that chang-
ing the value of t′ through chemical pressure does not
affect the initial slope of the T ∗phase line at low doping
but δ∗phase monotonically moves towards higher doping
with increasing values of |t′|. Moreover, another exper-
iment [24] shows that applied pressure pushes δ∗phase to
lower doping while calculations in the same paper [24]
find a concomitant decrease of |t′|.
Interactions push the van Hove line TVH(δ) to higher
doping than the non-interacting van Hove singularity,
as in the t′ = 0 case. The effect of t′ at fixed U
agrees with Ref. [79]: the larger |t′|, the less U pushes
the van Hove line away from the non interacting case
(colored arrows in Fig. 1). This is consistent with the
decreasing influence of interactions at large doping.
Besides, the experimental conjecture Eq. (1) for δ∗phase
extends once again to δ∗ as δ∗ ≤ δVH. Finally, the
zone of maximum entropy also moves towards higher
doping with increasing |t′|. More importantly, it is
farther and farther away from both the Widom and the
van Hove lines, as suggested in yet unpublished work [93].
Let us finally discuss critical scaling of the specific
heat. We computed the total energy [82] and fitted it
with Etot = a + bT
2 lnT + cT 2. The specific heat is the
derivative of the fitted total energy with respect to tem-
perature, yielding C/T = 2b lnT + (b + 2c), presented
on a semi-log plot in Fig. 2 for U = 9, t′ = 0 (left) and
for U = 9, t′ = −0.3 (right). Since the goodness of the
energy fit holds over a wide range of dopings, as shown
in the Supplemental Material [89], so does the critical
scaling of C/T . A typical cuprate hopping amplitude of
t ' 350 meV converts C/T to a value that is of the same
order as that found experimentally [22]. However, our
lowest temperature T = 0.01 t is about 40 K. This min-
imal temperature is much higher than the experimental
4range 0.5 K to 10 K in Ref. [22] where a critical fan with
a sharp peak in the doping dependence of C/T at fixed T
appears. Instead, we find that at higher temperature the
value of C/T is essentially the same for a wide range of
parameters around the critical point δ∗ ∼ 0.12 for t′ = 0
and δ∗ ∼ 0.15 for t′ = −0.3 that we determined from T ∗.
This observation can be understood by taking experi-
mental studies in heavy fermions [94, 95] as typical exam-
ples of what is expected for the quantum critical behavior
of C/T . Heavy fermions exhibit an extremely low effec-
tive Fermi energy so that the high-temperature limit of
the electronic specific heat is accessible without phonon
contamination. It is found that at high temperature C/T
is indeed logarithmic and very weakly dependent on pa-
rameters. The equivalence established in Ref. [24] be-
tween applying pressure in experiments and decreasing
|t′| in calculations enables us to establish another anal-
ogy with Refs. [94, 95]: at a given doping, the slope of
C/T as a function of temperature on the semi-log plot
becomes flatter with decreasing |t′|, like we find by com-
paring the two plots in Fig. 2. [96] When doping increases
beyond the critical doping, C/T again becomes insensi-
tive to doping for a small doping range, reflecting the
presence of the van Hove line TVH(δ). Upon increasing
doping sufficiently, C/T gradually becomes temperature
independent, as expected in a Fermi liquid.
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Figure 2. Specific heat divided by temperature as a function of temperature for different dopings at U = 9, t′ = 0 (left) and
U = 9, t′ = −0.3 (right). After extracting the total energy of the system and fitting it as Etot = a+ bT 2 lnT + cT 2, the specific
heat is extracted as its derivative with respect to temperature, yielding C/T = 2b lnT + (b+ 2c). The solid lines are guides to
the eye. The temperature in Kelvin and specific heat axes (in blue) were generated using t ' 350 meV.
In summary, consistent with most earlier theoretical
studies, we find that the NMR pseudogap T ∗ line [97]
shares many features of the experimental T ∗phase line [19,
22–24, 29–32]: a) T ∗ drops precipitously to zero at a dop-
ing δ∗; b) T ∗ near half-filling scales like superexchange
J = 4t2/U at large U ; c) Changes in the band structure
modify primarly the value of δ∗ and it is possible to see
this effect experimentally by applying pressure; d) The
doping where the van Hove line extrapolates at low tem-
perature, δVH(T → 0), seems to satisfy the inequality
Eq. (1) in the T = 0 limit; e) The high-temperature
specific heat is consistent with expectations for high-
temperature quantum critical behavior; f) The doping
where entropy is maximum is almost independent of T .
Our contribution for theory is that quantum critical
behavior of the electronic specific heat is connected to
doped Mott-insulating behavior. Indeed, the extrapo-
lated position of the quantum critical point seems to have
the same dependence on t′ as the Sordi transition, which
is continuously connected to the Mott transition at half-
filling. The critical-point temperature for the Sordi tran-
sition is known to decrease rapidly with increasing U and
should be investigated further.
Additional experiments on the NMR T ∗ are called for
to verify our observation that the T ∗ line shares many of
the features of the experimental T ∗phase line. Another pre-
diction for experiment is that the doping where entropy
is maximum depends strongly on band parameters, an ef-
5fect that could be measured with combined specific-heat
and pressure experiments.
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