Efficient Discrete Feature Encoding for Variational Quantum Classifier by Yano, Hiroshi et al.
ar
X
iv
:2
00
5.
14
38
2v
1 
 [q
ua
nt-
ph
]  
29
 M
ay
 20
20
Efficient Discrete Feature Encoding for
Variational Quantum Classifier
Hiroshi Yano∗, Yudai Suzuki†, Rudy Raymond‡§, and Naoki Yamamoto§¶
∗ Department of Information and Computer Science, Keio University, Hiyoshi 3-14-1, Kohoku, Yokohama 223-8522, Japan
† Department of Mechanical Engineering, Keio University, Hiyoshi 3-14-1, Kohoku, Yokohama 223-8522, Japan
‡ IBM Research – Tokyo, 19-21 Nihonbashi Chuo-ku, Tokyo 103-8510, Japan
§ Quantum Computing Center, Keio University, Hiyoshi 3-14-1, Kohoku, Yokohama 223-8522, Japan
¶ Department of Applied Physics and Physico-Informatics, Keio University, Hiyoshi 3-14-1, Kohoku, Yokohama 223-8522, Japan
Abstract—Recent days have witnessed significant interests
in applying quantum-enhanced techniques for solving machine
learning tasks in, e.g., classification, regression, and recommender
systems. Variational methods that use quantum resources of
imperfect quantum devices with the help of classical comput-
ing techniques are popular for supervised learning. Variational
Quantum Classification (VQC) is one of such variational methods
with possible quantum advantage in using quantum-enhanced
features that are hard to compute by classical methods. Its
performance depends on the mapping of classical features into
quantum-enhanced feature space. Although there have been
many quantum-mapping functions proposed so far, there is little
discussion on efficient mapping of discrete features, such as, race,
gender, marriage status and others that are often significant for
classifying datasets of interest. We first introduce the use of
Quantum Random Access Coding (QRAC) to map such discrete
features efficiently into limited number of qubits for VQC. We
numerically show that QRAC can help speeding up the training
of VQC by reducing its parameters via reduction on the number
of qubits for the mapping. We confirm the effectiveness of the
QRAC in VQC by experimenting on classification of healthcare
datasets with both simulators and real quantum devices.
Index Terms—quantum machine learning, variational quan-
tum algorithms, discrete features, supervised learning, quantum
random access coding
I. INTRODUCTION
Progress in quantum computing hardware has accelerated
research in using quantum computing for machine learning
tasks [1]–[8], such as, classification, regression, and anomaly
detection. Much of the quantum-enhanced machine learning
techniques, especially for classification, are derived from the
variational methods [9], [10], which are also popular in
optimization [11]–[13]; those methods are hoped can be used
in tandem with noisy quantum devices [14] and classical
computing devices. The quantum-enhanced techniques can be
classified into two: direct approach using variational quantum
classifier (VQC) and indirect approach using Quantum Kernel
Estimation (QKE) [5], [15]. In brief, the two methods are for
mapping real-valued features into quantum-enhanced feature
space whose mapping is believed to be difficult to compute by
any classical computational devices under some computational
complexity arguments [5].
However, the majority of mapping techniques deal with real-
valued feature vectors, while those for binary and discrete
features are lacking. On the other hand, although quantum
feature space is often associated with analog features of
quantum bits that can store continuous values, the power of
quantum bits is limited. For example, if the information is
to be recovered with certainty, Holevo bound restricts that n
qubits can only store up to n bits of information, and nothing
more [16]. The restriction even hold in the probabilistic setting
due to Nayak bound [17] that limits the amount of information
that can be retrieved from n qubits to recover any 1 out of m
bits (for m ≥ n). Namely, one still needs to essentially use m
qubits in order to recover any one out of m bits with certainty.
A linear saving is possible if constant errors are allowed in
retrieving any one of the bits, but no more advantage is offered
by quantum-enhanced coding in this case.
Nevertheless, if the error probability is allowed to grow
with the number of qubits, while limited there are advantages
offered from encoding bits into less number of qubits which
is termed as Quantum Random Access Coding (QRAC) [18],
[19]. QRAC is an encoding of bitstring of length m into
n qubits so that any 1-out-of-m bits can be recovered with
probability at least p > 1/2. Such QRACs are often denoted
as (n,m, p)-QRACs. They have been used for demonstrating
many possible quantum advantages in quantum communcation
protocols and others [20]–[22]. There are also research on how
to construct such QRACs for specific number of qubits [23],
[24], in addition to asymptotic values of m [18]. At the heart
of QRAC is mapping binary strings into quantum states so that
the distance between any two quantum states are proportional
to their bitstrings’ Hamming distance, which makes QRACs
good candidates for mapping discrete features.
Classification models in real-world datasets often also de-
pend on binary features, such as, gender and yes-no answers
to questions, in addition to (discrete) categorical features that
are naturally represented with binary strings, such as, zip code,
age, and color. Such discrete features have to be encoded
into continuous features before they can be used effectively
in machine learning models that rely on continousity of
their inputs. There have been many proposed encodings, with
one-hot encoding as one of the most populars, for such
purposes [25]. It is known that the encodings can heavily
impact the performance of the learning models (See, Section II
for more details). Mapping such binary and discrete features
into quantum-enhanced feature space is not trivial and to our
knowledge there is not much discussion for them despite their
significance in classification and other machine learning tasks,
and the fact that VQC assumes the continuity of its input
features.
In this work, we contribute in three major aspects of
mapping discrete features for variational quantum classifiers
(VQCs) with focus on supervised learning. First, we propose
quantum random access codings (QRACs) for mapping binary
and categorical features into quantum-enhanced feature space
in the mechanism of VQCs. There are many classical strategies
developed in machine learning to map discrete features into
continuous ones, but QRACs can be used to map them more
efficient with less number of qubits in addition being a
mapping that is uniquely quantum. Secondly, we confirm the
effectiveness of utilizing QRACs in VQCs for practical ma-
chine learning problems in healthcare applications. We confirm
with experiments on both simulator and quantum devices that
the resulting VQCs can achieve better classification results
in less training time than VQCs without using QRACs for
encoding discrete features. This is due to using less number
of qubits in the quantum mapping and hence less number of
parameters required for tuning during the training phase of the
proposed VQCs. Lastly, we provide some technical analysis
of the limitation of QRACs for classification tasks, which we
hope can provide new insights in mapping discrete features
into quantum-enhanced feature space.
The rest of the paper is organized in the following order.
We list related work in Section II with emphasis on feature
mapping techniques. We then review the VQC in Section III
and QRAC in Section IV. In particular, our proposed method
of employing QRACs into VQCs is detailed in Section IV-B.
We present experimental comparisons of the proposed method
against standard VQC on some benchmark datasets in Sec-
tion V. In Section V-C, we provide arguments on the possibil-
ities and limitation of QRACs for supervised learning. Lastly,
we conclude with listing some future work in Section VI.
II. RELATED WORK
Structured datasets with discrete features, such as, race,
sex, age group, education level, and others are omnipresent.
The discrete features are referred to categorical or qualitative
data. They are important features that heavily impact the
performance of prediction models. While discrete features
can be used naturally in some learning models, such as,
decision trees [26], in some other learning models including
the most popular neural-network models [27], they must be
first transformed into continuous (or, real-valued) features. In
fact, it is observed that eventhough neural-network models are
prominent for dealing with unstructured datasets, they are less
so for structured datasets with categorical features as observed
in [28] that tree-based models are popular choices of many
winning teams in online machine learning competition.
Techniques to use categorical features in neural network
models whose inputs are, like quantum-enhanced machine
learning models, of continuous nature are important. The
continuity of features is necessary to guarantee convergence in
the training phase and stability of output under slight changes
of inputs in the prediction phase. Because straightforward
use of integers replacing categorical features does not work
well in neural network models (and, for similar reason in
quantum-enhanced machine learning models), there are quite
a variety of classical techniques to map discrete values to
numerical values [25]. They are also known under different
names: (entity) embeddings [28], (dense) encodings [29], and
(distributed) representations [30].
Based on the degree of the complexity, the mapping tech-
niques can be classified into three categories: determined,
algorithmic, and automated [25]. Determined techniques are
the simplest and include the most popular one-hot encoding,
ordinal coding, hash encoding, and so on. Techniques in
this category fixed the encoding of the categorical values
based on some simple rules or lookup tables. For example,
the one-hot encoding represents d distinct categorical values
with binary strings of length d. They are widely used and
their implementation are already available in popular machine-
learning library, such as, scikit-learn [31].
The algorithmic techniques use more advanced pre-
processing steps which often involve other machine learning
models. Their output vectors are often heuristics and tailored
to specific application domains, such as, Latent Dirichlet
Allocation (LDA) [32] which is popular in natural language
processing. The automated techniques are the most compli-
cated and resource intensive. They can find the vector repre-
sentation of categorical features tailored to the distribution of
inputs. They are more general than others and involve neural
networks to generate representations in end-to-end manner.
Word2vec [33], which is one of the most celebrated distributed
representation of (discrete) words is an example of automated
techniques. Both algorithmic and automated techniques often
utilize determined techniques, such as, one-hot encoding, as
their inputs, which can be seen in the word2vec and entity
embeddings.
Meanwhile, quantum-enhance machine learning techniques
are very similar to neural network models and thus not sur-
prisingly many of their frameworks [34], [35] are inspired by
classical neural-network framework [36]. Like their classical
counterparts, most known quantum-enhance machine learning
techniques assume continous features, i.e., real-valued vectors,
while techniques of quantum machine learning [1] are mostly
from quantum basic linear algebra subprograms(or, qBLAS),
such as, the prominent HHL algorithm [37]. Those quantum-
enhanced subprograms heavily rely on appropriate representa-
tion of input datasets.
The embedding of classical data into the vast Hilbert space
of quantum system is a central topic in utilizing kernel
tricks with quantum-enhanced support vector machine on near-
term quantum devices [5], [8], [15], [38]. Nevertheless, to
our knowledge quantum methods to deal with categorical
features are lacking. This is perhaps because one can utilize
aforementioned classical techniques to encode them before
being used in the quantum subprograms. Indeed, there are
recent proposed methods [35], [39] that combine classical
neural networks with quantum models for classification and
other machine learning tasks.
Schuld and Killoran [15] were among the first to consider
encoding inputs into quantum state as feature maps. Their
consideration led to two ways of building quantum classifiers
for supervised learning: implicit approach through kernel
functions evaluated by quantum devices, and explicit approach
through learning linear decision boundary in the quantum
feaature space. Both approaches non-linearly map the data
x to a pure quantum state with Φ : x → |Φ(x)〉. [15]
proposed several input encodings as feature maps, such as,
basis encoding, amplitude encoding, copies of quantum states,
and product encoding. The basis encoding, which trivially
maps binary strings to their corresponding computational
basis, can be used for encoding discrete features but it requires
n qubits for mapping n bits. The amplitude encoding [8],
which maps normalized input vectors into superposed quantum
states with probability amplitudes proportional to the elements
of the vectors, can encode n bits with logn qubits and
perhaps the closest to our proposed encoding. However, our
proposed QRACs only requires logn/2, which is exactly half
of the amplitude encoding. For example, we can encode 3
bits with 1 qubit which is impossible with the amplitude
encoding. The copy encoding and product encoding corre-
spond to, respectively, the well-known polynomial and cosine
kernels. However, like other similar non-linear feature maps,
i.e., squeezing in continuous quantum systems [15], density-
operator encoding [38], quantum metric learning [40], they
are mostly for real-valued features.
Our main tool to encode n bits binary strings into logn/2
qubits is the quantum random access coding (QRAC). QRAC
is one of examples in which quantum schemes are better
than their classical counterparts. QRACs can encode bits
with the number of qubits half of the bits used in classical
random access codes (RACs). The halving advantage offered
by QRACs is similar to superdense coding [41] and quantum
teleportation [42]. Originally formulated in the communication
setting, QRACs have been extensively used in the theory of
quantum computations, such as, the limit of quantum finite
automata [19] and quantum state learning [43]. QRACs are
applied in quantum communication complexity [44] and are
used in elaborate coding schemes like network coding [21] and
locally decodable codes [45]. QRACs have also been applied
in quantum non-locality and contextuality [46], cryptography
[47], and random number generation [48]. Some QRACs also
offer cryptographic properties known as parity obliviousness
[49], which can play important role in cryptography and
private information retrieval.
There are variants of QRACs using shared entanglement and
classical randomness [50], that enable encoding any number of
bits into a single qubit, and using d > 2-level quantum systems
(e.g., qutrits) [23]. Experimental realization of QRACs on few
quantum resources has been shown [46].
We focus on QRACs with few qubits. Such QRACs were
first by [51] and popularized by [19] that showed explicit
constructions of (2, 1, 0.85-QRAC. The QRAC for encoding 3
bits of information into 1 qubit was attributed to Isaac Chuang
whose explicit construction of (3, 1, 0.78)-QRAC was shown
in [52]. QRACs with two qubits were shown in [23], [24]. For
more qubits, the generic construction of (O(m),m,> 1/2)-
QRACs was first introduced by [19], but it was essentially
RACs. The first generic construction of (n,m, p)-QRACs for
any n < 22m was shown in [21]. There are some well-known
limitations of QRACs. For example, any (n,m, p)-QRACs
must satisfy Nayak bound [17]:m ≥ (1−H(p))n, where H(·)
is the entropy function. Moreover, n cannot exceed 22m − 1
as shown in [52]. Thus, one qubit can only encode at most
three bits, and two qubits at most fifteen bits, and so on.
III. VARIATIONAL QUANTUM CLASSIFIER
In the following, we briefly describe the model of VQC, in
particular, to deal with binary classification problems.
A. Classical data classifier; Support vector machine
Assume that we are given the training data S =
{(x1, y1), (x2, y2), . . . , (xmS , ymS )}, where each xi ∈ Rd
and yi ∈ {−1, 1}. The goal of learning a binary classifier from
S is to construct a function f(x) so that ∀i : f(xi)yi > 0.
The simplest form of such function is a linear classifier
f(x) = wTx + b, where (w, b) ∈ Rd+1. S is called linearly
separable if there is a (w, b) ∈ Rd+1 satisfying f(xi)yi > 0
for every i. It is known that finding such classifier is reduced
to solving the quadratic optimization problem known as Hard-
Support Vector Machine (SVM).
In general, the dataset may not be linearly separable. In
such case we can still find a classifier that predicts the
training dataset almost correctly by extending the Hard-SVM
to the following Soft-SVM, which can be solved efficiently by
techniques such as Stochastic Gradient Descent (SGD):
(w0, b0) = argmin
(w,b)
‖w‖2 + C
mS∑
i=1
ǫi
subject to : yj (w
Txj + b) ≥ 1− ǫj for j ∈ [mS ]
ǫj ≥ 0 for j ∈ [mS ]
The slack variables {ǫi} determine the quality of the clas-
sifier: the closer they are to zero the better the classifier.
For this purpose, we can embed the data {xj} into a larger
space by pre-processing the data, namely, by finding a map
x : Φ(x) ∈ Rn for n > d. The classifier f(x) is now defined
as f(x) = wTΦ(x) + b. When Φ(x) is an embedding of
data non-linearly to quantum state |Φ(x)〉 then we can use
quantum-enhanced feature space for the classifier: this is the
idea of VQC.
B. Quantum-enhanced variational classifier
VQC is similar to SGD for finding the best hyperplane
(w, b) that linearly separates the embedded data. At VQC,
the data x ∈ Rd is mapped to (pure) quantum state by the
feature map circuit UΦ(x) that realizes Φ(x). his means, that
conditioned on the data x, we apply the circuit UΦ(x) to
the n-qubit all-zero state |0n〉 to obtain the quantum state
|Φ(x)〉. A short-depth quantum circuitW(θ) is then applied
to the quantum state, where θ is the hyperparameter set of
the quantum circuit that can be learned from the training data.
Finding the circuit W(θ) is akin to finding the separating
hyperplane (w, b) in the Soft-SVM, with the promise of
quantum advantage that stems from the difficulty for classical
procedures to realize the feature map Φ(x).
The binary decision is obtained by measuring the quantum
state transformed by W(θ) in the computational basis to
obtain z ∈ {0, 1}n, and linearly combining the measure-
ment results, say with g =
∑
z∈{0,1}n g(z) |z〉 〈z|, where
g(·) ∈ {−1, 1}. The probability of measuring z is given as
|〈z|W(θ) |Φ(x)〉|2 = 〈Φ(x)|W†(θ) |z〉 〈z|W(θ) |Φ(x)〉 .
By linear combination of the measurement results z with g,
we can obtain the function f(x) as below, which resembles
the linear classifier f(x) = wTΦ(x) + b:
f(x) = 〈Φ(x)|W†(θ) g W(θ) |Φ(x)〉+ b. (1)
The predicted label of f(x) is then simply its sign. The
hyperplane (w, b) is now parametrized by θ. The i-th element
of w(θ) is wi(θ) = tr
(
W
†(θ)gW(θ)Pi
)
, where Pi is a
diagonal matrix whose elements are all zeros except at the i-
th row and column which is 1. Also the i-th element of Φ(x)
is Φi(x) = 〈Φ(x)|Pi |Φ(x)〉.
Learning the best θ can be obtained by minimizing the
empirical risk R(θ) with regards to the training data S =
{(x1, y1), (x2, y2), . . . , (xmS , ymS)}. Namely, the empirical
risk (or, cost function) to be minimized is
R(θ) =
1
|S|
∑
i∈[mS ]
|f(xi)− yi| . (2)
The above empirical risk can then be approximated with a
continuous function using sigmoid function as detailed in [5].
This enables applying variational methods as with stochastic
gradient descent algorithms, such as, COBYLA or SPSA, for
tuning θ to minimize the approximated cost function.
The binary classification with VQC now follows from first
training the classifier to learn the best θ∗, that minimizes the
empirical risk R(θ), to obtain (w(θ∗), b∗). The classification
against unseen data x is then performed according to the
classifier function f(x) with (w(θ∗), b∗). Both training and
classification need to be repeated for multiple times (or, shots)
due to the probabilistic nature of quantum computation. The
former may need significant number of shots proportional to
the size of S but it can be performed in batch offline. On the
other hand, the latter needs much less number of shots, and
may be performed online (or, near real time).
C. Non-linear embedding
There are many classical methods of non-linear embedding
of data x : Φ(x) ∈ Rn for n > d, such as, Polynomial-SVMs,
which is also popular for natural language processing [53].
For example, in a Polynomial-SVM, the 2-dimensional data
(x1, x2) can be embedded into a 3-dimensional (z1, z2, z3)
such that, z1 = x
2
1, z2 =
√
2x1x2, and z3 = x
2
2. On the
other hand, in the quantum-enhanced SVM, the embedding of
data to n-qubit feature space can be performed by applying
the unitary UΦ(x) = UΦ(x)H⊗nUΦ(x)H⊗n, where H is the
Hadamard gate, and UΦ(x) denotes a diagonal gate in the
Pauli-Z basis as below
UΦ(x) = exp

i
∑
S⊆[n]
φS(x)
∏
k∈S
Zk

 , (3)
where the coefficients φS(x) ∈ R are fixed to encode the
data x. For example, for n = d = 2 qubits, φi(x) = xi
and φ1,2(x) = (π − x1)(π − x2) were used in [5]. The
classification performance greatly depends on these functions.
The method to effectively screen a library of candidates of
these functions was developed in [54]. In general the UΦ(x)
can be any diagonal unitary that can be implemented efficiently
with short-depth quantum circuits. In total, one needs at least
n ≥ d qubits to construct such quantum-enhanced feature map,
i.e., the number of qubits is at least the number of dimension
of the feature vector of the datasets.
IV. QRAC FOR MAPPING DISCRETE FEATURES
In the following, we describe the concept of QRAC and
how it can be used to map binary features with less number
of qubits.
A. Definition of QRACs
QRACs are coding schemes that allow to encode n bits
into m qubits, for n > m, so that any one of the bits can
be extracted with success probability at least p > 1/2. The
definition is as below.
An encoding function of (n,m, p)-QRAC is a function that
maps n-bit strings b ∈ {0, 1}n to m-qubit states ρb, and
a decoding function of the QRAC is the one such that for
every i ∈ {1, 2, . . . , n} there exists a positive operator-valued
measure (POVM) Ei = {Ei0, Ei1} such that for all b ∈ {0, 1}n
the probability of retrieving its i-th bit bi is at least p, i.e.,
Tr
(
Eibiρb
) ≥ p.
Similarly, one can define a classical encoding function under
the same setting as the QRAC, namely the (n,m, p)-RAC, to
use m bits to encode n bits of information so that each of the
bits can be recovered with probability at least p > 1/2. QRACs
are some examples where quantum systems are better than
their classical counterparts. Namely, in the QRACs the number
of qubits is half of the bits used in classical random access
codes (RACs): (n,m, p)-QRACs exist for any n < 22m, while
their classical counterparts (n,m, p)-RACs exist only for n <
2m.
Constructions of QRACs for encoding up to 3 bits into
1 qubit are known: there are optimal (2, 1, 0.85)-QRAC,
(3, 1, 0.78)-QRAC. The Bloch sphere representation of these
QRACs is shown in Fig. 1. There are also constructions of
encoding up to 15 bits into 2 qubits, such as, (3, 2, 0.90)-
QRAC and more [24] using both pure and mixed quantum
(a) (2, 1, 0.85)-QRAC (b) (3, 1, 0.78)-QRAC
Fig. 1: Bloch sphere representation of (2, 1, 0.85)-QRAC and
(3, 1, 0.78)-QRAC. Each binary string is mapped on the sur-
face of the sphere. The distance between two quantum states
is proportional to their bitstrings’ Hamming distance.
states. Constructions for more than 2 qubits other than trivial
combination of those from 1 and 2 qubits are not known.
For simplicity, we refer to (2, 1, 0.85)-QRAC and (3, 1, 0.78)-
QRAC simply as (2, 1)-QRAC and (3, 1)-QRAC omitting the
probability because it is clear from the context.
B. Mapping discrete features with QRACs
Let the data be {(xi, yi)}i which consists of variables xi
and label yi. The variables xi are furtherly partitioned into
variables that represent the discrete and continous parts, each
represented as x
(b)
i , and x
(r)
i . The discrete parts x
(b)
i are
obtained from the encoding of categorical features into binary
strings using determined techniques such as one-hot encoding,
which is one of the most popular methods, or, into integer
numbers for ordinal features.
We propose to use QRACs for directly encoding the binary
strings x
(b)
i to a quantum state. For any binary string of length
n, we can use at most m = ⌈logn/2⌉ qubits provided we
have the constructions of (n,m, p)-QRACs. Moreover, the
quantum states obtained from the QRACs used to represent
any two different binary strings x
(b)
i and x
(b)
j , say, ρxbi and ρxbj ,
preserve some properties of the binary strings. For example,
for p ≥ 1/2 + ǫ, it is guaranteed that the trace distance
between any two quantum states obtained by QRACs satisfy
D(ρxb
i
, ρxb
j
) ≥ 2ǫ, because QRACs guarantee that there is at
least a measurement (at the indices where the two bitstrings
differ) distinguishing the two quantum states with ǫ margin
from 1/2. Moreover, the more number of bits differ, the more
number of possible measurements are needed, to distinguish
the quantum states.
However, QRACs impose that each one out of n bits is
recoverable with probability better than random guessing,
which puts restrictions on n types of different measurements
on the quantum states in the encoding. For binary classification
task, this is not necessary and it suffices to find a single
measurement whose results are then used in conjunction with
the measurement result of the continuous variables to obtain
the classification. This measurement operator is found by
the VQCs from the parametrized W(θ). Fig. 3 depicts the
encoding scheme of real-valued and discrete features using
QRAC in the VQC.
V. EXPERIMENTS
We perform experiments on real-world datasets to show
the possibility of QRACs for efficient encoding of discrete
features. Namely, QRACs can encode discrete features with
less number of qubits and hence less number of variational
parameters in the resulting VQCs. In particular, we focus on
using QRACs which encode n bits into 1 or 2 qubits for show-
ing the possibility of using QRACs to encode discrete features.
Moreover, we also show that the classification accuracies of
the VQCs with QRAC do not decrease by much (and more
often are better than the VQCs without QRACs), even when
continuous-variable data is added. For this purpose, we use two
popular healthcare datasets: the breast-cancer (BC) dataset 1
and the heart-disease (HD) dataset 2 from the UCI Machine
Learning Repository [55].
The BC dataset contains only discrete features, and thus is
good for comparing feature map using QRACs for all features
against that without using QRACs. The experimental results
are shown in V-A.
The HD dataset contains discrete and continuous features,
and thus is good for comparing feature map using both QRACs
and traditional ones. The experimental results are shown in
Section V-B. For ease of notation, we refer to the VQC without
QRACs as simply VQC, as shown in Fig. 2, while that with
QRAC as VQC+QRAC as shown in Fig. 3.
All experiments were written using Qiskit [34] and run with
simulators and real-device backends for the HD dataset. The
real-valued (continuous) features were mapped as Eq. (3). We
slightly modified VQC implemented in Qiskit for mapping
binary features with QRAC to obtain VQC+QRAC. Unless
stated otherwise, we evaluated accuracies and training loss
with 5-fold cross validations. We trained both VQC and
VQC+QRAC models to minimize the cross entropy instead
of the empirical risk (2). The bias b = 0 in Eq. (1) for both
models. The parametrized circuitsW(θ) of both models were
optimized with SPSA using heuristic variational form RyRz,
which is composed of layers of fully connected CZ gates and
single-qubit (y and z) rotation gates. The variational forms
we used were the same as [5], where the depth l = 4 in our
experiments.
A. VQCs on the BC dataset
The BC dataset consists of 286 instances each of which
has 9 features to predict no-recurrence or recurrence events.
We removed 9 instances with missing features to obtain
196 instances of no-recurrence events, and 81 instances of
recurrence events. Out of 9 features, we selected 4 features
to be used in the VQC models; they are menopause with
3 categories, tumor-size with 12 categories, node-caps with
1https://archive.ics.uci.edu/ml/datasets/breast+cancer (Last accessed on
May 22, 2020)
2https://archive.ics.uci.edu/ml/datasets/Heart+Disease (Last accessed on
May 22, 2020)
|0〉
UΦ(x) W(θ)
✌✌✌
|0〉 ✌✌✌
|0〉 ✌✌✌
|0〉 ✌✌✌
|0〉 ✌✌✌
Fig. 2: A VQC that consists of fixed quantum feature map-
ping UΦ(x) and the separator W(θ) trained with variational
methods.
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Fig. 3: Quantum circuits for VQC+QRAC for encoding dis-
crete features. Latent qubits may be included to add the
dimension of the embedding in the Hilbert space.
2 categories, and deg-malig with 3 categories. We applied
ordinal encoding to the selected features. Thus, the VQC needs
4 qubits to map the features of the instances. On the other
hand, the total number of bits of the ordinal encoding of all 4
features is 9; 2 bits for menopause, 1 bit for node-caps, 4 bits
for tumor-size, and 2 bits for deg-malig. The 9 bits can then
be encoded by three (3, 1)-QRACs. Thus, the VQC+QRAC
needs 3 qubits to map the features of the instances. Note that
we did not use latent qubits to add dimensions.
We compared the VQC and the VQC+QRAC by 5-fold
cross validation on the BC dataset. Notice that the target labels
are unbalanced. For this reason we trained both models with
oversampling to balance the training dataset, but we tested
the models on unbalanced test set. Fig. 4 shows the average
and standard deviation of the training loss of both VQC
and VQC+QRAC models. We can see from the figure that
the VQC+QRAC model achieved lower training losses. The
classification accuracy of the VQC+QRAC is 0.736 ± 0.015
for training, and 0.726±0.048 for testing as shown in Table I.
In Table I, the numbers in the bracket next to VQC and
VQC+QRAC are the number of qubits and parameters, respec-
tively. The accuracies are about the same as those obtained by
the previous work [56].
B. VQCs on the HD dataset
The HD dataset consists of 303 instances each of which
has 13 features to predict the presence of heart disease in the
patient. It includes both continuous and discrete features. We
TABLE I: Classification performance on the BC dataset
VQC(4Q, 40) VQC+QRAC(3Q, 30)
train accuracy 0.698± 0.021 0.736 ± 0.015
test accuracy 0.661± 0.045 0.726 ± 0.048
Fig. 4: Training loss of both VQC (blue) and VQC+QRAC
(orange) models on the BC dataset. The solid line is the mean
of the loss values and the shading their standard deviation over
5-fold cross validation.
TABLE II: Classification performance on the HD dataset (3
binary features, depth=4)
VQC(3Q, 30) VQC+QRAC(2Q, 20)
train accuracy 0.842± 0.026 0.851 ± 0.010
test accuracy 0.825± 0.052 0.851 ± 0.041
tested the effectiveness of VQC+QRAC in two scenarios. First,
we apply feature engineering to discretize real-valued features
which is often done when using tree-based classifiers. After
feature engineering, the classification task by VQC+QRAC
can be conducted, similarly as in the case of BC dataset. The
second is when we combine discrete and continues features,
i.e., when we use QRAC in conjunction with traditional VQC.
1) Classification with binary features: For the first scenario,
we turned real-valued features, such as age and oldpeak, into
binary features by partitioning them with their medial values,
and applied one-hot encoding for discrete features, such as cp
and thal. We then took three most important features based
on their importances estimated by a random forest classifier.
The three features are Chest pain type cp(0), Number of major
vessels colored by fluoroscopy ca(0), and Thalium heart scan
thal(2). Here, for example, cp(0) represents a binary feature
which is true if cp = 0 and false if not. The VQC used
3 qubits for feature mapping the above features, while the
VQC+QRAC can encode them with a single (3, 1)-QRAC.
Here, we used two (3, 1)-QRACs to encode the same 3-bit
features in order to increase the dimension of the Hilbert space.
Thus, the VQC+QRAC used 2 qubits for mapping the above
features. We will give a discussion on adding the dimension
later in Section V-C.
Fig. 5: Training loss values of VQC (blue) and VQC+QRAC
(orange) on the HD dataset over iterations. The solid line is
the mean of the loss values over 5-fold cross validation and
the shading represents their standard deviation.
TABLE III: Classification performance on the HD dataset (3
binary and 1 real-valued features, depth=4)
VQC(4Q, 40) VQC+QRAC(2Q, 20)
train accuracy 0.731± 0.017 0.833± 0.008
test accuracy 0.706± 0.045 0.845± 0.039
The experimental results are shown in Fig. 5 and Table II.
We can confirm that VQC+QRAC achieved slightly better
accuracies, and its training loss saturated faster than VQC, al-
though it started with higher value. Less number of qubits and
parameters in the variational circuit of VQC+QRAC is one of
the reasons for its faster convergence. Furthermore, its higher
accuracies hints that QRAC can map discrete features onto the
Hilbert space in a geometrically good manner, despite the fact
that the dimension of Hilbert space of the VQC+QRAC can
be less than VQC.
2) Classification with 3 binary features and 1 real-valued
features: For the second scenario, we used the previous 3-bit
binary features in addition to the real-valued feature oldpeak,
which is ST depression induced by exercise relative to rest.
The VQC model used 4 qubits, while the VQC+QRAC used
2 qubits; one qubit to encode the 3-bit binary features with a
single (3, 1)-QRAC and the other for oldpeak.
The experimental results are shown in Table III, where
we see that the addition of the real-valued features did not
increase the accuracies of the VQC models. In fact, both VQCs
had lower accuracies with the addition of the new feature,
possibly because of the larger number of parameters in the
variational circuits. However, we can see that the VQC+QRAC
still performed well and its accuracies are comparable with the
case using only binary features.
3) Classification on quantum devices : Having demon-
strated that VQC+QRAC can achieve better results to map
discrete and continuous features on simulators, we then per-
formed experiments on a quantum processor ’ibmq almaden’
TABLE IV: Classification performance on the HD dataset (3
binary and 1 real features, depth=1)
VQC+QRAC(2Q, 12)
(simulator)
VQC+QRAC(2Q, 12)
(’ibmq almaden’)
train accuracy 0.809± 0.052 0.842± 0.007
test accuracy 0.822± 0.048 0.861± 0.035
Fig. 6: Loss curves of 2-qubit VQC+QRAC on the HD dataset
when run with the real device ’ibmq almaden’ (solid) and the
simulator (dashed). Each color represents one fold out of 5-
fold cross-validation.
using its first and second physical qubits. The experiments
were executed from May 10 until May 19, 2020 through fair-
share queuing policy of the IBM Q Systems. The configuration
of the quantum processor changed many times during the
execution of our jobs. We also observed that the experiments
were also delayed and interrupted by execution of other
circuits.
The experimental results are shown in Fig. 6 and Table IV.
The depth l = 1 was used in the experiments, and the number
of shots was 1024 for classifying one instance. We can see that
the quantum processor achieved almost the same performance
as the simulator. The reason the quantum processor performed
slightly better than the simulator can be explained by Fig. 6;
that is, whereas the optimization of Fold 1 on the simulator
(blue dashed line) seems to be stacked at local minima,
the optimizer with the quantum processor circumvents being
trapped in such a plateau. This might be caused by the noises
in the real device, but except for Fold 1 we confirmed that
the optimization with the quantum processor was done very
similarly to the simulator.
C. Discussion
We have demonstrated the possibility of QRAC to encode
discrete features for VQC that results in VQC+QRAC with
less number of qubits and hence less number of parameters to
be optimized in the training. We have shown examples with
real-world datasets run on simulators and quantum devices.
At the heart of VQC+QRAC is mapping discrete features into
(a) Case of (2, 1)-QRAC
(b) Case of (3, 1)-QRAC
Fig. 7: All possible configurations of (2, 1)-QRAC and (3, 1)-
QRAC. Type a-b-c represents pattern No. c of (a, 1)-QRAC
with b blue points and 2a − b orange points.
smaller Hilbert space with QRAC. This can be disadvanta-
geous as the mapping can result in arrangement of points,
each of which represents an instance, that are not separable
by any hyperplane in the small Hilbert space.
For example, the (2, 1)-QRAC maps 2-bit features into four
points in a 2-dimensional plane (as in [18], [52]). However,
because the VC dimension of four points is 3, then there exist
cases where the four points cannot be shattered by any linear
classification model in the 2-dimensional plane. The same can
be said with the (3, 1)-QRAC when mapping 3-bit features into
8 points in a 3-dimensional space; because the VC dimension
of 8 points is larger than 3, then there exist cases where the
mappings result in failed classification.
To show this, we ran experiments for classifying blue and
orange data points (each representing 0 and 1 classification
label) as in Fig. 7, which are mapped on the surface of Bloch
sphere using QRAC. Note that the datasets in Fig. 7 are
all possible configurations for (2, 1)-QRAC and (3, 1)-QRAC
considering the geometrical symmetry of the sphere. We name
each pattern as Type a-b-c, which represents pattern No. c of
(a, 1)-QRAC with b blue points and 2a− b orange points. We
can see that 1-qubit VQC-QRAC cannot separate data points
of some patterns, that is, Type 2-2-2 for (2, 1)-QRAC and Type
3-2-2, 3-2-3, 3-3-2, 3-3-3, 3-4-3, 3-4-4 and 3-4-5 for (3, 1)-
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Fig. 8: Loss curves of four types of VQC+QRAC on Type
3-4-5 over iterations. 1Q is 1-qubit VQC+QRAC with (3, 1)-
QRAC. 2Q(latent), 2Q(copying), 2Q((3,2)-QRAC) represents
2-qubit VQC+QRAC with latent qubits, the copies of (3, 1)-
QRAC, and (3, 2)-QRAC respectively.
QRAC; this fact is obtained with the optimization of the bias
parameter b, which is equivalent to moving the hyperplane in
a direction perpendicular to it. This impossibility is in fact
easily predicted, because there is no plane (i.e., measurement
operator), which can perfectly separate data points in those
patterns as seen in Fig. 7.
To overcome such limitation of VQC+QRAC, we need to
increase the dimension of the feature space. One solution to
the inseparability in Type 2-2-2 is to use (3, 1)-QRAC instead,
which means mapping the features into higher dimension.
There are at least three measures to add dimensionality. First,
by adding latent qubits, as suggested in [40], which are
qubits initialized to some fixed quantum states, as shown
in Fig. 3. Second, by using multiple copies of QRACs for
encoding the same discrete features, as we did in Section V-B1,
which is similar to using copies encoding suggested in [38].
Third, by using higher dimension of QRACs, such as using
quantum states of (3, 2, 0.91)-QRAC, or (3, 2)-QRAC for
short, shown in [24], for mapping 8 points into 15 dimensional
Hilbert space. We ran experiments comparing the effectiveness
of latent qubits, copying, and higher dimension of QRACs
and obtained the train loss curves for Type 3-4-5 as shown
in Fig. 8. We confirmed that all measures can overcome
the limitation of the QRAC; with using higher dimension
of QRACs seem to be the most effective. In fact, 2-qubit
VQC+QRAC with the copies of (3, 1)-QRAC and (3, 2)-
QRAC can completely separate the data points of Type 3-
4-5. We also confirmed that by adding dimension to the
inseparability types of Fig. 7, there are many cases where all
points can be shattered.
VI. CONCLUSION
This paper proposed the QRAC-based quantum classifier for
a given dataset having discrete features. The main advantage
of the scheme is to provide the mean for encoding an input
bitstring to a quantum state with less number of quantum bits.
This results in a shorter circuit for learning the classification
task by decreasing the number of parameters in variational
circuits. This is advantageous in the current status of this
research field where only relatively small-size quantum com-
puters are available. Also, even when an ideal fault-tolerant
quantum computer emerges, the proposed scheme still has a
clear merit in that, compared to quantum classifiers without
QRAC, a shorter circuit is easier to train, which hopefully
may realize better classification performance. This practical
advantage was in fact observed in the numerical simulation
demonstrated in this paper.
As described in Section IV-A, originally, QRAC is the
theory providing a solid quantum advantage over the classical
one, in the problem for probabilistically extracting (1 bit)
information by appropriately synthesizing quantum measure-
ment. Although in this paper we only utilize the encoding part
of this QRAC theory, we will further combine the probabilistic
information-extraction aspect of QRAC to extend the proposed
method so that it could have a certain quantum advantage in
the machine learning context.
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