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Abstract 
The discrete problem associated with a two-step boundary value method (BVM) for the solution of initial value 
problems is a non-symmetric block tridiagonal system. This system may be efficiently solved on a parallel computer by 
using a conjugate gradient ype method with a suitable preconditioning. 
In this paper we consider a BVM based on an Adams method of order three and the trapezoidal method. The structure 
of the coefficient matrix allows us to derive good stability properties and an efficient preconditioning. Both the theoretical 
properties and the parallel implementation are discussed in more detail. 
In the numerical tests section, the preconditioning has been associated with the Bi-CGSTAB algorithm. The parallel 
algorithm has been tested on a network of transputers. 
Kevwords: Boundary value methods; Preconditioning; Parallel methods 
AMS classification: 65Lo5; 65F10; 65Y05 
1. Introduction 
In recent times, boundary value methods (BVMs) have been considered for the numerical 
solution of initial value problems (IVPs) [2-9]. The stability and convergence r sults were derived 
in [8, 9]. The stability properties of the associated linear systems are presented in [2, 6], where the 
advantages with respect o the IVMs are also outlined. 
The BVMs used are based on three-term and two-term numerical schemes. The most interesting 
seem to be the MPIE method (based on the midpoint method and the implicit Euler method), the 
SMTR method (based on the Simpson method and the trapezoidal method) and the ADTR 
method (based on an Adams method of order three and the trapezoidal method). 
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One of the advantages of BVMs is the easily parallel implementation. The discrete problem 
associated with a BVM is a block tridiagonal linear system whose parallel solution is obtained by 
considering both direct and iterative methods [3, 5, 7]. Iterative methods, as preconditioned 
conjugate gradient-type methods, are preferable when the differential problem is large and sparse. 
In [5, 7] two preconditionings have been analyzed for the MPIE and the SMTR methods, 
respectively. The latter is based on a suitable approximation of the differential operator. 
In this paper, a preconditioning for the ADTR method is derived. This method, despite a lower 
order with respect to the SMTR method, has interesting properties. The most important is that the 
elements on the upper block off-diagonal of the coefficient matrix are small in modulus with respect 
to the others. This means that the lower bidiagonal part of the coefficient matrix may be used as an 
effective preconditioning of the problem. Moreover, the error derived from the lower-order method 
used in the last step does not propagate backward because the elements of the last block column of 
the inverse of the coefficient matrix tend rapidly to zero, when the row index goes from the last to 
the first step. 
2. Boundary value methods and the ADTR method 
Consider the continuous IVP 
y'(t) = A(t)y(t) + b(t), t~ [to, tf], (2.1) 
y(to) =Yo, 
where A(t) is an r × r matrix• 
Discretize the problem (2.1) by means of the ADTR method described in [2]. If 
to < tl < --. < t, < t,+l = tf are the mesh points, where ti = ti-1 + hl and hJhi+~ = ~i, we have 
Yo given, 
Yi - Y i -  1 It- 
- gly--~i(A(ti+13Yi+l + b(ti+l)) + (~i + 3)(A(ti)yi + b(ti)) 
hi 
+ 
3(A(ti-1)Yi-1 + b(ti-1))J for i = 1, ,n -- 1, 
+ 1 + c~--~7. "'" 
Y, - Y,- 1 1 
h, - 2 [A(t.)y, + b(t,) + A(t,_ 1)Y,- 1 + b(t,_ 1)]. 
The method used for the first n - 1 steps is an Adams method of order 3, while for the last step 
the trapezoidal method is used. The obtained discrete problem is equivalent to the linear system 
G(A)y =f :  
D1 El 
C 2 D2 "'. 
• " . " " . En - -  1 
C, D, 
Y2 
f l - C lyo t 
f2 
L 
(2.2) 
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where 
2~ + 3 
Ci = - I 6(~i + 1) hiA(ti- 1), 
D~ = I 3 + ~i hiA(ti) '
6 
Ei - ~zi hiA(ti+l), 
6(~i + 1) 
i=  1 , . . . ,n - I ,  (2.3) 
hi k cq _l_ 27i + 3 b t ~2 ) {, - , )  + +  i)ott,) - -b t t i+ l )  , 
~i+ 1 
and 
C, = - I -½h,  A(t,-1),  
D, = I - ½h, A(t,), 
f .  = l) + b(t.)). 
The matrix G(A) obtained with the ADTR method enjoys important properties, which will be 
used to derive an efficient preconditioning. We analyze the autonomous case both when A is 
a scalar or a matrix of size r. The proofs of the following theorems were obtained in [2]. 
Theorem 2.1. I f  A is a real and negative number, then the matrix G(A) is diagonally dominant by rows. 
Theorem 2.2. I f  A is a nonsingular  x r constant matrix with real and negative igenvalues, then the 
matrix G(A) is invertible and preserves the conditioning of A. 
Theorem 2.3. I f  A is an r x r matrix with real and negative igenvalues, then the elements of the last 
block column of the inverse of G(A) tend monotonically to zero for the row index going from n to 1. 
This property is important for the last-point problem associated with the BVMs [9]. In fact, the 
error due to the trapezoidal method whose order is less then the order of the Adams method, 
propagates backward by means of the last block column of the inverse of G(A). Theorem 2.3 states 
that the propagation of the last-point error is essentially restricted to few points. 
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3. Preconditioning for the ADTR method 
Let us split the matrix G(A) in the form G(A) = M(A) + N(A), where 
M(A)= C2 D2 . (3.1) 
• , . " . . 
C, D, 
When A is real and negative, since G(A) is strictly diagonally dominant, hen the matrix M(A) is 
nonsingular. Moreover (see (2.3)), the elements of the matrix N(A) are smaller in modulus with 
respect o the elements of M(A) .  If we consider M(A) as preconditioning for G(A), the following 
theorem holds true. 
Theorem 3.1. I f  )~ is real and negative, then the matrix M()O in (3.1) is nonsingular and the spectrum of 
the preconditioned matrix M(2)- 1G(2) is in the ball with center in 1 and radius ½. 
Proof. From the definition of M(2) one has that 
M(2)-1G(2) = I + M(2)-1N(2). 
This means that the eigenvalues ofthe preconditioned matrix will be inside the ball with center in 
1 and the radius equal to the spectral radius of M(2)-1N(2). 
Let p be an eigenvalue of M(2)-1N(2) and x = (xl, . . . ,  x,) r the corresponding eigenvector, with 
[Xk[ = maxi[xil. The kth equation of N(2)x = pm(2) x is 
pDkXk = EkXk+ 1 -- pCkXk- 1" (3.2) 
Dividing (3.2) by Xk and considering the modulus, one has 
b~l IDkl ~< lEvi + Ipl ICkl 
and hence the following upper bound 
IEk[ ~<m x iD,iIE__ 'l
{P[ ~< IUk l -  ICkl a IC,l" 
The result follows by straightforward calculation when one substitutes El, Di and Ci in (2.3). [] 
The same result of Theorem 3.1 is now proved for block ODEs. 
Theorem 3.2. I f  A is an r x r matrix with real and negative igenvalues, then the matrix M(A) in (3.1) 
is nonsingular and the spectrum of the preconditioned matrix M(A)-  1G(A) is in the ball with center in 
1 and radius 1 3. 
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Proof. Let T -  a A T = A be the Jordan canonical form of A, where A is an upper bidiagonal matrix 
with 21, ...7 2, as its leading diagonal elements• 
Let T = I ,®T,  M(A) = Ra®A + S®I,, and N(A) = Rz(~A,  where 
R I= 
/ 3 + al ha 1 
6 
2~ 2 + 3 3 -~ ~2 h2 
6(~ 2 + 1) h2 6 
2a.- 1 + 3 
6(a.-a + 1) h"-l 
3 + c~,-1 h,-1 
6 
1 
h, 1 h, t 
2 2 
S = 
1 
-1  1 
• ° 
-1  1 
R 2 
6(aa + 1) ha 
2 
O~n-- l 0 
6(~,_ 1 + 1) 
hn- -  1 
are n x n matrices. The matrix M(A) is nonsingular because 
T-aM(A)T  = Ra®A + S®I,  
and there exists a permutation matrix Q such that QT(RI®A + S®I,)Q is an upper block 
bidiagonal matrix with the diagonal blocks equal to M(2i). 
As in the previous theorem we have that 
M(A)- a G(A) = I + M(A)- aN(A), 
and hence the eigenvalues of M(A)-aG(A) are related with those of M(A)-aN(A). 
An upper bound for the eigenvalues of M(A)- IN(A) derives from the following similarity 
transformation: 
T-1M(A) - IN(A)T  = ( In®T- ' ) (R I®A + S®Ir)-a( In®T-1)( In®T)(R2®A)( In®T) 
= (R~®A + S®I,)-~(R2®A). 
By considering the permutation matrix Q, one has that 
Q(R~ ®A + S®I~)- '(R2®A)Q T
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Fig. 1. Test  p rob lem 1: spect rum of G(A). 
is an upper block triangular matrix which has the r blocks M(2i) - 1N(2i) on the main diagonal. The 
result follows from Theorem 3.1. [] 
The following example shows the effectiveness of the preconditioning on a stiff problem. 
Test  p rob lem 1. Consider the problem 
y'(t) = Ay(t), t e [0,240], 
y(0) = (1, . . . ,1) T, 
where 
(3.3) 
A = 
- 104 10 2 - -  10 
- -  103 10 
- -  1 
- 10 
This problem was solved by considering hi = 10 -4 ,  1/ei = 1/~ = 1.2 and n = 72. The obtained 
absolute rror with respect o the theoretical solution is 9.96.10- 3. Figs. 1 and 2 show the spectra 
of the matrices G(A) and M(A)-1G(A). 
The eigenvalues of the preconditioned matrix are clustered near 1. Similar behaviors were 
obtained with other problems, also by considering matrices A with complex eigenvalues. 
4. Para l le l  p recond i t ion ing  
In any CG-like method, the solution of the linear system with the preconditioning as coefficient 
matrix represents a bottleneck for the parallel implementation of the algorithm. 
It is common to slightly modify the preconditioning in order to perform a good parallelization, 
From this consideration, we derive some different preconditionings based on the one of the 
previous section. 
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It is worth pointing out, that the costs for computing the projection y from (13) plus the costs for 
computing an initial residual ro (see line 4 of the IGPCG algorithm) does not exceed the costs for 
one single iteration of the method [2]. 
The structure of the projector (5) in this case is quite complicated. We omit tedious ratios for its 
nonzero entries because of the absence of any practical interest. 
Now consider the product = Ri'. It can be seen that the formulas for computing t will be similar 
to those for computing y. The even entries of t and i" coincide. We denote si = ci i f j  is even and 
s~ = gi otherwise. We also denote entries of i' by t~. First we compute 
~1 = - -  ( f l  t'2 + S l t /+ l  nt- dlt~m+l)/Ul, 
¢2 i+1 = - (f21t2i + f2i+lt2( i+l)  + s2i+lt2i+l+l 
+ d2i+lf2i+l+m)/Uzi+l , i=  1 . . . .  ,11 -- 1. 
Cj+l  = - -  (g l i l  -1- fjt~j + f j+ l  t~j+2 + Sj+ lt~j+l +l -I- dj+ 1/'j+ 1 +m)/Uj+ 1, 
only when l = j. 
¢2i +1 = - -  (¢2i- j~2i- j  Jr- g2i +1 - j t2i  +1 - j  -t-f2i t2i + f2i + lt2(i + 1) + S2i+ it21 +1 +l 
+ d2i+ltz~+x+m)/u2~+l, i=11+1 . . . .  , j  if l = j  or i=  l l , . . . , j  if l # j .  
~21+1 = - -  (d2i+ 1 -mt2 i+ l -m + C2i - j t2 i - j  + g2 i+1 - j t2 i+ 1 - j  +f2 i  t2i -1- f21+ 1 ~2(i+ 1) 
+ s2 ,+d2,+l+ l+d2 i+xt2 i+ l+~) /u21+l ,  i= j  + l , . . . ,12.  
¢21+1 = - -  (d2 i+1 -mt '2 i+ l  -m Jr- C2i- jt2i-  j Jr- g2 i+1 - j t2i+ l - j  -t- f2it21 "~-Ai+ lt '2(i+ 1) 
"}- S2i+lt2i+l+l)/tt2i+l , i = 12 + 1, . . . , l  3. 
¢2/+1 ----- - -  (d2 i+ 1 -rf l2i+l -m q- C2i - j t2 i - j  q- g2 i+ l  - j r '2 /+ 1 - j  +f2i t2 i  
+f2i+lt2( i+l) ) /u2i+l ,  i = 13 + 1,...,14. 
Here 12 = int[½(n -- m - 1)], 13 = int[½(n - j  - 1)], 14 = int[½(n - 1)]. Furthermore, if n is odd 
then 
Cn = - -  (dn-mt~-m + c . _ j _  l tn - j -1  + g . - j t~- j  + f . - , t~-  x)/u.. 
The nonzero entries ti of Rf  are now computed from 
t2i+l = ~i,  i = k - 1 .... ,k - -  11, 
t2i+1 = ¢i + l)2i+It2i+l+l, i = k -- 11 -- 1, . . . ,0 .  
Clearly all the odd entries of ro, r~, Ap~ are zero. Moreover, only the even elements need to be 
taken into account when inner products are calculated because all the odd elements will be zero for 
at least one factor. 
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The matrix M(A)  is factored as M(A) = T .S ,  where 
T = 
M(°) 1 
Cke~- i Dk 
0 M (1) 
C2k eT- 1 O2k 
0 M (p-2) 
C(p_ 1)k eT_ 1 D(p_ 1)k 
I 0 M(p-1) /  
S = 
, \ 
0 T I r 
I i l l )  I 
~(1) 0 T I ,  
},(p-- 2) I 
~( p - 2) 0 T I, 
v ~p- ~) I /  
0 is a null block vector, v (i) (M(i))- lCik+le b and cd i) -1 • = = -- D(i+1)kC(i+ 1)k eT- 1 v(O. 
The factorization, the solution of T, and the updating of the right-hand side with v ti) are 
performed in parallel. The only scalar part is the solution of the reduced linear system with 
coefficient matrix 
R = 
Ir 
o~ (1) I r 
0~(P- 2) 
) (4.1) 
On shared memory parallel computers this system may be easily solved in parallel by using the 
same algorithm and a smaller number of processors• We investigate the parallel solution of the 
reduced system on a distributed memory parallel computer• 
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I f / i s  the matrix with the main diagonal and 
has that (presuming p is a power of 2): 
R - l=( I - c t )  -1 =1+~+~2 d-- .....~- (zP -2  
= I + ct(I + ~(I + ct(I + --. + ~(I + ct)-..))) 
By using (4.4), 
- ~ the matrix with the lower off-diagonal of R, one 
= (I + ~p/2)(I + c~ p/4) . . .  (I + ~2)(I + ~). 
the solution of the reduced system 
(4.2) 
(4.3) 
(4.4) 
is obtained in log2p steps but requires 
log2p -- 1 transmissions ofblocks among the processors. For this reason, when a small number of 
processors i used, a scalar solution of the reduced system might be faster. 
We can improve the parallelism by considering that 
-1  -1  ~(i) = ( __ 1)k D(T+l l )kC(i + 1)kD(i + 1)k- 1C(i+ 1)k- 1""  Dik + 1Cik + 1, 
and that DflC;, for j = l, . . . ,  n, commute and have their eigenvalues less than 1. Therefore, the 
inverse of (4.1) is a band matrix and may be approximated by considering only few terms of (4.3) or 
(4.4). The expression (4.3) does not need transmissions of blocks, but requires more transmissions of 
vectors and, in general, is preferible, since the number of steps to approximate he inverse of (4.1) is 
small. 
The parallel implementation f all the considered preconditionings requires the reduced system 
to be constructed explicitly. This means that also the fill-in vector v ") must be calculated on each 
processor. If A is large and sparse, the fill-in vectors do not preserve the sparsity of A. We may 
consider a different implementation, based on an approximation of the inverse of N that does not 
explicitly compute the fill-in vector. 
In fact, because S is a lower bidiagonal matrix, by using the expression (4.3) for S-~, the exact 
solution of the linear system is obtained in p - 2 steps, but a good approximation requires only few 
steps. Theoretically, this is the same approximation of the previous described preconditioning, but 
the computational cost of the obtained algorithm is quite different. In fact, to avoid the explicit 
construction of v (°, it is necessary to solve k linear systems at each step. 
The next example shows the changes on the spectrum of the preconditioned matrix when 
different incomplete preconditionings are used. 
Test problem 1. Consider the problem (3.3). We have plotted the eigenvalues of the preconditioned 
matrix when an incomplete approximation of the inverse of M(A) has been considered. 
In Figs. 3-5 we use 18 processors and approximate he inverse of S with a band lower triangular 
matrix St, where l is the number of off-diagonals. In Fig 5, S is approximated with the identity 
matrix. 
5. Numerical tests 
In this section we present he results of some numerical experiments hat compare the precon- 
ditionings introduced in the previous ections with the block diagonal preconditioning. We used 
the Bi-CGSTAB iterative method [ l l ]  combined with different left preconditionings. The 
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Fig. 5. Test  p rob lem 1: spect rum of M(A)-XG(A), 18 processors ,  1= 0. 
implementations are coded in Parallel Fortran [12], using a MicroWay multiputer with 32 
transputers T800-20. Each transputer has a local memory of 1Mbyte. The communications among 
the processors are handled by using the Express communication library [13]. 
Test problem 1. Consider the problem (3.3). In this case we investigate the rate of convergence of 
the Bi-CGSTAB algorithm with 18 processors and different approximations for the inverse of S. To 
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Fig. 6, Residual behavior, 18 processors, e ~< 10 -~. 
improve the convergence, a restart of Bi-CGSTAB is performed every 10 iterations. The stopping 
criterion is 
e = max Iri----~--[ <~ 10 -8, 
i 1 + ]xi] 
where ri and xi are the elements, respectively, ofthe residual and of the approximate solution given 
at each step by Bi-CGSTAB. 
In Fig. 6 D indicates the diagonal preconditioning, C the preconditioning based on the exact 
inverse of M(A)  in (3.1), and Il the preconditioning based on an approximate inverse of M(A)  
obtained by considering 1 off-diagonals for the inverse of S. The Bi-CGSTAB algorithm does not 
converge without preconditioning, and converges in 59 iterations when the block diagonal 
preconditioning is used. 
For this test problem speedups were not evaluated. In fact on the machine used the presented 
algorithms must be considered for solving block ODEs with a larger number of equations in order 
to reduce the cost of communication time. 
The parallel numerical experiments are based on the solution of the block tridiagonal linear 
system (2.2) arising from the discretization of initial value problems 
yt(t)  = my(t) -~- b, t e [0,/f], 
y(0) = yo,  
where the matrix A is either dense or sparse. We compare the following algorithms: 
[ADTR_C] preconditioning with complete scalar solution of the reduced system; 
[ADTR P] preconditioning with complete parallel solution of the reduced system; 
[ADTR_R] preconditioning with incomplete solution of the reduced system; 
[ADTR_I] preconditioning with incomplete solution of S; 
[ADTR D] diagonal preconditioning. 
(5.1) 
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Table 1 
Test problem 2: execution time and number of iterations for e ~< 10- 5 
1 processor 8 processors 16 processors 32 processors 
Time Iterat. Time Iterat. Time Iterat. Time Iterat. 
44.57 3 11.71 3 6.16 3 3.80 3 
11.80 3 6.15 3 3.56 3 
11.56 3 (3) 5.89 3 (6) 3.27 3 (13) 
11.38 3 (3) 8.64 3 (6) 6.78 5 (6) 
560.51 162 96.51 170 54.05 173 31.62 165 
ADTR_C 
ADTR_P 
ADTR_R 
ADTR_I 
ADTR_D 
In general, the diagonal preconditioning requires the solution of a block diagonal system at each 
step of the algorithm. Neverthless, if the blocks of the coefficient matrix are dense (A is a dense 
matrix), these operations may be avoided by performing a scaling of the main block diagonal. 
The next two problems are based on 20 x 20 block IVPs (5.1) with b andyo random vectors, and 
the matrix .4 random with a given set of real negative igenvalues, obtained by applying a similarity 
transformation to the diagonal matrix containing the eigenvalues. 
Test problem 2. In order to analyze the behavior of the preconditionings for a stiff problem, we 
have chosen the eigenvalues of A in (5.1) distributed in the interval [ - 105, - 10-5] (see Fig. 7). 
The IVP is solved in the interval [0, 106] by considering 256 blocks, hi = 2.5"10 -6 and 7 = 1.1. 
The ADTR method gives a numerical solution with a relative rror of 1.1.10-3 with respect o the 
theoretical one. 
Table 1 contains execution times in seconds and number of iterations of Bi-CGSTAB. For the 
incomplete preconditionings, the number of off-diagonals which gives the best performance of the 
algorithm is reported in parentheses. On one processor, the pre~6nditionings based on M(A) in 
(3.1) reduce to the same algorithm. 
Table 2 gives the algorithm speedups, that is the ratio between the execution times of the scalar 
algorithm of Section 3 and of its parallel implementations of Section 5. 
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Table 2 
Test problem 2: speedup of the algorithms 
8 processors 16 processors 32 processors 
ADTR_C 3.80 7.23 11,73 
ADTR P 3.78 7.24 12.50 
ADTR_R 3.85 7.56 13.61 
ADTR_I 3.92 5.15 6.57 
0 o ~OcZOGD 0 000  ¢~0 0 
i J i i i i I i i 
-10 5 --10 4 -10 3 --10 2 _101 _ i0 o _10-I _10-2 _10-3 _10-4 _10-5 
Fig. 8. Test problem 3: spectrum of A. 
Test problem 3. This problem is similar to the previous one but has a different kind of stiffness, 
since most of the eigenvalues ofA are clustered in [ - 101, - 10- x 3 and only the minimum and the 
maximum are outside (see Fig. 8). 
The IVP is solved in the interval [0, 3.106] with 256 steps, by choosing hi = 10 -6 and 7 = 1.11. 
The ADTR method handles well also this kind of stiffness. In fact the relative rror with respect to 
the theoretical solution is 2.05.10-4 and the behavior of the iterative method is similar to that of the 
previous problem. 
Tables 3 and 4 summarize the numerical results for this test problem. 
From Tables 1-4 it can be derived that, when the number of processors increases, the best 
performances are those of the ADTR_R algorithm. The ADTR_I algorithm is not efficient because 
a larger number of off-diagonals i required to approximate the complete preconditioning. The 
contrary is true for problems in which the matrix A in (5.1) is large and sparse, as those arising from 
the discretization of PDEs with the method of lines. The following is an example of a stiff problem 
with a sparse matrix. 
Test problem 4. Consider the 50 x 50 block ODE 
y ' ( t )  = Ay( t ) ,  t ~ [0,25003, 
y(0)  = (1, . . . ,  1) T, 
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where 
A = 
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- 1800 900 
1 -2  1 
1 -2  1 
1000 - 2000 
Table 3 
Test problem 3: execution time and number of iterations for ~ ~< 10 -6 
1 processor 8 processors 16 processors 32 processors 
Time Iterat. Time Iterat. Time Iterat. Time Iterat. 
54.57 4 13.40 4 7.13 4 4.53 4 
13.45 4 7.05 4 4.12 4 
13.20 4 (1) 6.69 4 (3) 3.57 4 (6) 
9.34 4 (1) 7.17 5 (2) 5.24 5 (4) 
664.71 138 84.64 138 44.53 138 26.35 138 
ADTR_C 
ADTR_P 
ADTR_R 
ADTRI  
ADTR_D 
Table 4 
Test problem 3: speedup of the algorithms 
8 processors 16 processors 32 processors 
ADTRC 4.07 7.65 12.05 
ADTR_P 4.06 7.74 13.25 
ADTR_R 4.13 8.15 15.26 
ADTR_I 5.84 7.60 10.41 
- -10  4 
OO 
I 
- i0  ~ 
~I I~O0000000 0 0 0 0 0 0 
t t t t 
- -10  2 - -101  - -10  0 _10- -1  
Fig. 9. Test problem 4: spectrum of A. 
t 
_10-2 _10- -3  
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Table 5 
Test problem 4: execution time and number of iterations for e ~< 10- 7 
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1 processor 8 processors 16 processors 32 processors 
Time Iterat. Time Iterat. Time Iterat. Time Iterat. 
ADTR_I 28.80 6 4.68 6 (1) 3.18 8 (1) 2.44 6 (5) 
ADTR_D 575.25 148 74.13 148 39.36 148 23.95 148 
Table 6 
Test problem 3: speedup of the algorithms 
8 processors 16 processors 32 processors 
ADTR_I 6.15 9.06 11.80 
The eigenvalues of A range from - 104 to - 10 -3 (see Fig. 9). This problem was solved with 
n = 256, hi = 5"10 -5 and 7 = 1.06 obtaining a relative rror of 1.56.10 -5 with respect o the exact 
solution. Since the matrix A is sparse, the preconditionings that require the construction of the 
reduced matrix R(ADTR_C, ADTR_R, ADTR_P) are not suitable because block inversions and 
block to block products do not preserve the sparsity of A. Therefore, we have only used the 
ADTR_I method which does not explicitly construct the fill-in block vectors. 
Tables 5 and 6 summarize the numerical results for this test problem. 
6. Conclusions 
One of the most important features of two-step BVMs for the solution of IVPs is that their 
associated iscrete problem (a tridiagonal linear system) may be solved on a parallel computer. 
In this paper the problem of solving in parallel the linear system arising from the ADTR method 
has been analyzed. Some parallel preconditionings have been derived which solves this problem 
both when the coefficient matrix of the ODE is dense or sparse. In the first case the most efficient 
preconditioning is the ADTR_R, based on an incomplete solution of the reduced system. In the 
latter the most suitable is ADTR_I, which preserves the sparsity of the system. 
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