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a b s t r a c t
The m-round q-ary Rényi–Ulam pathological liar game with e lies, referred to as the game
[q, e, n;m]∗, is considered. Two players, say Paul and Carole, fix nonnegative integersm, n,
q and e. In each round, Paul splits [n] := {1, 2, . . . , n} into q subsets, and Carole chooses
one subset as her answer and assigns 1 lie to all elements except those in her answer.
Paul wins, after m rounds, if there exists at least one element assigned with e or fewer
lies. Let f ∗(q, e, n) be the maximum value of m such that Paul can certainly win the game
[q, e, n;m]∗. This paper gives the exact value of f ∗(q, 1, n) for n ≥ qq−1 and presents a tight
bound on f ∗(q, 1, n) for n < qq−1.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The original q-ary Rényi–Ulam liar game with e lies, heneceforth referred to as the game [q, e, n;m], has been studied
extensively (see [1,6,16,17]). Two players, say Paul and Carole, fix integers m, n, q and e. Carole thinks of an integer
x∗ ∈ [n] := {1, 2, . . . , n}, and Paul has to determine x∗ by asking q-ary queries T of the type ‘‘which one among the sets
{T1, T2, . . . , Tq} does x∗ belong to’’? We indicate such a q-ary query by {T1 : T2 : . . . : Tq}, where [n] = T1 ∪ T2 . . . ∪ Tq
and Ti ∩ Tj = ∅ when i ≠ j. Carole is allowed to lie at most e times. We say that Paul has a winning strategy for the game
[q, e, n;m] if he can certainly determine x∗ in at mostm rounds.
The original liar game corresponds to the code with feedback [2,6]. Let f (q, n, e) = min{m|. Paul has a winning strategy
for the game [q, e, n;m]}. It is one of themost important problems to determine the value of f (q, e, n). Pelc [14], Guzicki [10]
and Deppe [5] determined the exact value of f (2, e, n) for e = 1, e = 2 and e = 3, respectively. The exact values of f (3, 1, n)
and f (3, 2, n) were determined by Pelc [15] and Liu et al. [12]. Malinowski [13] (also see Aigner [1]) determined the exact
values of f (q, 1, n). Cicalese and Vaccaro [4] determined the exact value of f (q, 2, n) for n = qi. For more results, refer to
the comprehensive survey literature [6,11,16].
The q-ary Rényi–Ulam pathological liar game with e lies, which is the dual of the original liar game and is also referred
to as the game [q, e, n;m]∗, was formulated by Ellis and Yan [9] in 2004. Two players, say Paul and Carole, fix nonnegative
integersm, n, q and e. In each round, Paul chooses a query, and Carole chooses one subset as her answer and assigns 1 lie to
all elements except those in her answer. We say that Paul has a winning strategy for the game if, afterm rounds, there must
exist at least one element associated with e or fewer lies.
The pathological liar game has a reformulation in terms of covering codes which is of interest in adaptive
coding theory [3,9]. Let f ∗(q, e, n) = max{m|Paul has a winning stategy for the game [q, e, n;m]∗} and g∗(q, e,m) =
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min{n|Paul has a winning stategy for the game [q, e, n;m]∗}. Determining the value of f ∗(q, e, n) or g∗(q, e,m) is one of the
most important tasks for the game [q, e, n;m]∗. Recently, the exact value of g∗(2, e,m) for e ∈ {1, 2} was determined by
Ellis et al. [8]. A tight asymptotic characterization of g∗(q, e,m)was given by Ellis and Nyman [7].
In this paper, we consider the game [q, 1, n;m]∗. The following theorem summarizes themain results of this paper (some
undefined terminologies and notations will be defined in other sections).
Theorem 1. Given integers q ≥ 2, and n = ℓq− r where 0 < r ≤ q, the following hold.
(1) For n ≥ qq−1, we have f ∗(q, 1, n) = max{m|wm(n, 0)− (q− r)(m− 1)(q− 1) ≥ qm}.
(2) For n < qq−1, we have m− 1 ≤ f ∗(q, 1, n) ≤ m, where m = ch(n, 0).
The rest of this paper is organized as follows. Section 2 introduces a few definitions and principles. Section 3 contains
some crucial technical results to be used later. In Section 4, an optimal strategy for the game [q, 1, n;m]∗ for n ≥ qq−1 is
proposed, and a tight bound for the game [q, 1, n;m]∗ for n < qq−1 is addressed.
2. Preliminaries and terminologies
Using the same technique as in the original liar game, we can encapsulate the game [q, e, n;m]∗ into a vector
framework [2,9], i.e., the game (σI ,m)∗, where the (e + 1)-vector σI = ([n],∅, . . . ,∅) is the initial (starting) state. All
intermediate stages are encoded by state vectors S⃗ = (S0, S1, . . . , Se), where Si is the set of elements associated with i lies
(elements associated with more than e lies are neglected). Generally, given an (e + 1)-vector σ , we denote (σ ,m)∗ as a
pathological liar game with the starting state σ . If after m rounds the resulting state F⃗ = (F0, F1, . . . , Fe) satisfies that
#{F0 ∪ F1 ∪ · · · ∪ Fe} ≥ 1, where #A denotes the cardinality of the set A, we call that Paul has a winning strategy for the
game (σ ,m)∗.
Taking the techniques proposed in [1,2,9], we borrow the following notations and properties from the original liar game
[q, 1, n;m] [1].
Definition 2. Given a state S⃗ = (S0, S1, . . . , Se) and its query T⃗ = {T1 : T2 : . . . : Tq}, we call the vector σ = (a0, a1, . . . , ae)
the type of S⃗, and T = {(t10, t11, . . . , t1e) : (t20, t21, . . . , t2e) : . . . : (tq0, tq1, . . . , tqe)} the type of T⃗ , where ai = #Si, tij =
#{Ti ∩ Sj} and i, j = 0, 1, . . . , e.
The labels of elements can be permutedwithout affecting f ∗(q, e, n) or g∗(q, e,m) (or other quantities), so only the types
need to be tracked. Unless otherwise specified, we take states as their types in the rest of the paper. Next we introduce some
terminologies for the game [q, 1, n;m]∗.
Definition 3. (i) Given an integerm ≥ 1 and a state σ = (a0, a1), them-weight of σ is
wm(σ ) = wm(a0, a1) = (1+m(q− 1))a0 + a1. (1)
(ii) Given a state σ = (a0, a1), the character of the state σ is ch(σ ) = max{k|wk(σ ) ≥ qk}.
Letting σi denote the state resulting from a previous state σ , query T and answer i, we obtain
σi =

ti0, ti1 +
−
j≠i
tj0, . . . , tie +
−
j≠i
tj(e−1)

. (2)
Lemma 4 (Conservation of Weight). Given an integer m ≥ 1, a state σ = (a0, a1) and its query T = {(t10, t11) : (t20, t21) :
. . . : (tq0, tq1)}, we havewm(σ ) =∑qi=1wm−1(σi).
3. Optimal strategy
Provided a positive integer a = sq−t where 0 < t ≤ q, we call (a1, a2, . . . , aq) an almost-even-splitting of a if a =∑qi=1 ai
and |ai − aj| ≤ 1 for 1 ≤ i ≠ j ≤ q. Given a game (σ ,m)∗, let σf denote the resulting state afterm rounds, let σ ′ = (a′0, a′1)
denote a possible intermediate state and σ ′i = (a′0(i), a′1(i)) the resulting state with respect to the answer i.
Borrowing the proof techniques and structure for the game [q, 1, n;m] in [1], we give the following properties for the
game [q, 1, n;m]∗.
Lemma 5. (i) Let m[q]k = min{a|ch(a, (q− 1)a) = k}. Given two integers k ≥ q ≥ 2, we have m[q]k ≤ qk−2.
(ii) Let f (x) = (q−1)x and n[q]k,b = min{a|ch(a, b) = k, b ≥ f (a)}. Given nonnegative integers k ≥ q ≥ 2, we have n[q]k,b ≤ qk−2.
(iii) Given a state σ = (a0, a1) and an integer m such that wm(σ ) = (1+m(q−1))a0+a1 < qm, Paul has no winning strategy
for the game (σ ,m)∗.
(iv) Given a state σ = (a0, a1) with ch(σ ) = k, Paul has no winning strategy for (σ , k+ 1)∗.
Proof. (i) Since q ≥ 2 and k ≥ q, by Definition (1), we have wk(qk−2, (q− 1)qk−2) = qk−2(1+ k(q− 1))+ qk−2(q− 1) =
qk−2(1+ (k+ 1)(q− 1)) ≥ qk−2 · q2 = qk, which meansm[q]k ≤ qk−2.
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(ii) By definition (1), we have wk(a, b) ≥ wk(a, (q − 1)a) for b ≥ f (a), which implies n[q]k,b ≤ m[q]k . From Lemma 5(i), we
obtain n[q]k,b ≤ qk−2 for k ≥ q ≥ 2.
(iii) It suffices to prove that Carole has a strategy such that, after m rounds, w0(σf ) < 1 whatever queries Paul chooses.
In fact, given an intermediate state σ ′ with p rounds remaining, 1 ≤ p ≤ m, Carole can choose her answer as i such that
wp−1(σ ′i ) = mink∈{1,2,...,q}{w(p−1)(σ ′k)}. By Lemma 4, we have w(p−1)(σ ′i ) ≤ wp(σ
′)
q for 0 < p ≤ m. Since wm(σ ) < qm, we
obtainw0(σf ) < 1.
(iv) By the definition of the character, we knowwk+1(σ ) < qk+1, and obtain the conclusion by (iii). 
Lemma 6. If a state σ = (a0, a1) satisfies the following conditions:
(i) a0 ∈ {0, 1},
(ii) wm(σ ) ≥ qm; then Paul has a winning strategy for the game (σ ,m)∗.
Proof. It suffices to prove that Paul has a strategy such that, afterm rounds,w0(σf ) ≥ 1.
Case 1. For a0 = 0, all possible intermediate states can be denoted as σ ′ = (0, a′1). Paul can choose his query for σ ′
as T ′ = {(0, a′11) : (0, a′12) : . . . : (0, a′1q)}, where (a′11, a′12, . . . , a′1q) is an almost-even-splitting of a′1. By Formula (1)
and Lemma 4, we obtain |wp−1(σ ′i ) − wp−1(σ ′j )| ≤ 1 for each 1 ≤ i ≠ j ≤ q, and wp−1(σ ′i ) ≥ qp−1 for i = 1, . . . , q, if
wp(σ
′) ≥ qp. Sincewm(σ ) ≥ qm, we obtainw0(σf ) ≥ 1.
Case 2. For a0 = 1, we use the induction onm. Form = 1, Paul can choose a query T = {(1, a11) : (0, a21) : . . . : (0, aq1)}
such that a11 = a1 and ai1 = 0 for i = 2, 3, . . . , q. By Formulas (1) and (2), we obtainw0(σf ) ≥ 1.
Suppose that the conclusion holdswhen a0 = 1 and 1 ≤ m ≤ m0−1, andwm0(σ ) ≥ qm0 . Letting∆ = wm0(σ )−qm0 ≥ 0,
Paul can choose the first query T = {(1, qm0−1 − 1 − (m0 − 1)(q − 1) + ∆) : (0, qm0−1 − 1) : . . . : (0, qm0−1 − 1)} since
qs−1 − 1 − (s − 1)(q − 1) ≥ 0 for integers s ≥ 2, q ≥ 2. We obtain σ1 = (1, qm0−1 − 1 − (m0 − 1)(q − 1) + ∆) and
wm0−1(σ1) = qm0−1 + ∆ ≥ qm0−1; and σi = (0, qm0−1) and wm0−1(σi) = qm0−1 for i ≠ 1. By the induction hypothesis and
Case 1, we obtainw0(σf ) ≥ 1. 
Lemma 7. If a state σ = (a0, a1) and an integer m ≥ 3 satisfy the following conditions:
(i) a0 ≤ qm−2,
(ii) a1 ≥ (q− 1)(a0 − 1), and
(iii) wm(σ ) ≥ qm;
there exists a query such that all possible resulting states also satisfy the above conditions with m− 1 instead of m.
Proof. Let a0 = ℓq− r , where 0 < r ≤ q.
Case 1. For r = q, since a0 = (ℓ − 1)q, Paul can choose the query as T = {((ℓ − 1), a11) : ((ℓ − 1), a21) :
. . . : ((ℓ − 1), aq1)}, where (a11, a21, . . . , aq1) is an almost-even-splitting of a1. By Formula (2), the resulting states are
σi =

(ℓ− 1),

a1
q

+ (q− 1)(ℓ− 1)

or σi =

(ℓ− 1),

a1
q

+ (q− 1)(ℓ− 1)

.
Since ai0 = ℓ − 1 = a0q ≤ q
m−2
q = qm−3 = q(m−1)−2, Condition (i) holds. Since ai1 ≥

a1
q

+ (q − 1)(ℓ − 1) ≥
(q− 1)(ℓ− 1) > (q− 1)(ℓ− 2) = (q− 1)(ai0 − 1), Condition (ii) holds. Since
wm−1(σi) = wm−1(ai0, ai1) ≥ wm−1

(ℓ− 1),

a1
q

+ (q− 1)(ℓ− 1)

= (1+m(q− 1))a0
q
+

a1
q

> (1+m(q− 1))a0
q
+ a1
q
− 1 ≥ qm−1 − 1,
we obtainwm−1(σi) ≥ qm−1. Condition (iii) holds.
Case 2. For 0 < r ≤ q− 1, let the query be T = {(ℓ− 1, a11) : . . . : (ℓ− 1, ar1) : (ℓ, a(r+1)1) : . . . : (ℓ, aq1)}.
Subcase 2.1. Forwm−1(ℓ, a0 − ℓ) ≤ qm−1, let C = qm−1 − (m− 1)(q− 1)ℓ− a0.
Since a1− (q− r)C ≥ a1− qC ≥ qm− a0(1+m(q−1))− qm+ q(m−1)(q−1)ℓ+ qa0 = r(m−1)(q−1) ≥ 0, Paul can
choose T such that ai1 = C for (r+1) ≤ i ≤ q, and (a11, a21 . . . , ar1) is an almost-even-splitting of a1−(q− r)C . By Formula
(2), the possible resulting states are σi = (ℓ, a0 − ℓ+ C) for r + 1 ≤ i ≤ q, and σi =

(ℓ− 1), a0 − ℓ+ 1+

a1−(q−r)C
r

or σi =

(ℓ− 1), a0 − ℓ+ 1+

a1−(q−r)C
r

for 1 ≤ i ≤ r + 1.
Since ai0 is an integer, a
i
0 ≤ ℓ = a0+rq ≤ qm−3 + rq and since r ≤ q− 1, we obtain ai0 ≤ qm−3. Condition (i) holds.
For 1 ≤ i ≤ r , wehave ai1 ≥ a0−ℓ+1 ≥ ℓq−r−ℓ+1 = (q−1)(ℓ−2)+(2(q−1)−r)+1 > (q−1)(ℓ−2) = (q−1)(ai1−1).
For r + 1 ≤ i ≤ q, we have ai1 ≥ C + a0 − ℓ = C + ℓq− r − ℓ ≥ (ℓ− 1)(q− 1) = (q− 1)(ai0 − 1). Condition (ii) holds.
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For 1 ≤ i ≤ r , we have
wm−1(σi) = wm−1(ai0, ai1) ≥ wm−1

ℓ− 1, a0 − ℓ+ 1+

a1 − (q− r)C
r

= (ℓ− 1)(m− 1)(q− 1)+ a0 +

a1 − (q− r)C
r

> (ℓ− 1)(m− 1)(q− 1)+ a0 + a1 − (q− r)Cr − 1
= qm−1 + a0(1+m(q− 1))+ a1 − q
m
r
− 1 ≥ qm−1 − 1.
For r + 1 ≤ i ≤ q, we havewm−1(σi) = qm−1. Condition (iii) holds.
Subcase 2.2. In this subcase,wm−1(ℓ, a0 − l) > qm−1, i.e., (1+ (m− 1)(q− 1))ℓ+ a0 − ℓ > qm−1.
Paul can choose T such that ai1 = 0 for (r + 1) ≤ i ≤ q, and (a11, a21, . . . , ar1) is an almost-even-splitting of a1. We
obtain ai1 =
 a1
r

or ai1 =
 a1
r

for 1 ≤ i ≤ r , and possible resulting states are σi =

ℓ− 1, a0 − ℓ+ 1+
 a1
r

or
σi =

ℓ− 1, a0 − ℓ+ 1+
 a1
r

for 1 ≤ i ≤ r and σi = (ℓ, a0−ℓ) for r+1 ≤ i ≤ q. Conditions (i) and (ii) hold by applying
the identical method in Subcase 2.1.
Sincewm−1(ℓ, a0 − ℓ) > qm−1, Condition (iii) holds for r + 1 ≤ i ≤ q.
Suppose thatwm−1

ℓ− 1, a0 − ℓ+ 1+
 a1
r

< qm−1. By Formula (1), we obtain (m−1)(q−1)(ℓ−1)+a0+
 a1
r
+1 ≤
qm−1. By
 a1
r

>
a1
r − 1, we obtain (m− 1)(q− 1)(ℓ− 1)+ a0 + a1r < qm−1. i.e., a1 < r(m− 1)(q− 1). By Condition (ii),
we obtain a0 ≤ r(m− 1).
By the assumptionwm−1(ℓ, a0 − ℓ) > qm−1, we have
a0(1+m(q− 1))+ r(m− 1)(q− 1) > qm. (3)
Hence, we obtain
(1+ (m+ 1)(q− 1))(q− 1)(m− 1) > qm. (4)
We observe that for m ≥ 3, inequality (4) holds only for the following cases: m = 3 and q = 2, 3, 4, 5; and m = 4 and
q = 2. However, for m = 3 and q = 2, by Formula (3), we obtain that a0 ≥ 2. By Condition (i), we obtain a0 ≤ 23−2 = 2.
Thus a0 = 2, which implies r = 0, contrary to 0 < r ≤ 1. For m = 3 and q = 3, by Formula (3), we obtain a0 ≥ 4.
But, by Condition (i), we obtain a0 ≤ 23−2 = 2. For m = 3 and q ≥ 4, by Formula (3), we obtain a0 ≥ q3−2q2+5q−33q−2 > q.
But, by Condition (i), we obtain a0 ≤ q3−2 = q. For m = 4 and q = 2, by Formula (3), we obtain a0 ≥ 3. By Condition
(i), we obtain a0 ≤ 24−2 = 4. So possible states are (3, x), where x ≥ 2, by Conditions (ii) and (iii). Taking the strategy
given for Case 2, we obtain that the resulting states are σi = (2, 1) or σi = (1, x + 2), where x ≥ 2. By Formula (1),
w3(1, x+ 2) = 4+ x+ 2 ≥ 8 = 23 for x ≥ 2, contrary to the hypothesisw3(1, x+ 2) < 23. In a word, there does not exist
a state satisfying the hypothesis, and so Condition (iii) holds. 
Corollary 8. If a state σ = (a0, a1) satisfies the following conditions:
(i) a0 ≤ qm−2,
(ii) a1 ≥ (q− 1)(a0 − 1), and
(iii) wm(σ ) ≥ qm;
then Paul has a winning strategy for the game (σ ,m)∗.
Proof. We use induction on m. For m = 1, 2, by a0 ≤ qm−2, we know a0 = 0, 1. By Lemma 6, we obtain the conclusion.
Suppose the conclusion holds for 3 ≤ m ≤ m0 − 1, wherewm0(σ ) ≥ qm0 . For the game (σ ,m0)∗, by Lemma 7, there exists
a query such that all possible resulting states satisfy conditions withm0− 1 instead ofm0. Thus Paul has a winning strategy
for the game (σ ,m0)∗. 
4. Analysis of the game [q, 1, n;m]∗
Given a state σ = (a0, a1), we call a query T = {(a10, a11) : (a20, a21) : . . . : (aq0, aq1)}, where ai0 = a0q and ai1 = a1q for
1 ≤ i ≤ q, an even-splitting-query if ai0 and ai1 are integers.
Lemma 9. Given an integer m ≥ 1, and two states σ = (a0, a1) and σ ′ = (a′0, a′1) such that a0 ≤ a′0 and a0 + a1 ≤ a′0 + a′1,
Paul has a winning strategy for (σ ′,m)∗ if he has a winning strategy for (σ ,m)∗.
Proof sketch. The result can be obtained through the following pair of observations: (1) Paul can always ignore elements
which are added to the game, and (2) if a new state is obtained from an old one by reducing the number of lies attached to
some of the elements, one can always play as if the number of lies in the elements is the same as in the original state, and if
they survive in the game to which lies were added, they will still survive when those lies are taken away. 
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Table 1
The value of g∗(q, 1,m) for the fixed integers 1 ≤ m ≤ 6 and 3 ≤ q ≤ 6.
m = 1 m = 2 m = 3 m = 4 m = 5 m = 6 · · ·
q = 3 1 3 5
q = 4 1 4 8 21
q = 5 1 5 11 40 155
q = 6 1 6 18 66 306 1524
· · · · · · · · · · · · · · · · · · · · ·
Lemma 10. Let n = ℓq− r, where 0 < r ≤ q. If Paul has a winning strategy for the game [q, 1, n;m]∗, then wm(n, 0)− (q−
r)(m− 1)(q− 1) ≥ qm.
Proof. The game [q, 1, n;m]∗ can be modeled as the game (σI ,m)∗, where σI = (n, 0). Fix a winning strategy for Paul
for the game [q, 1, n;m]∗, and let T = {(a10, 0) : (a20, 0) : . . . : (aq0, 0)} be the first query in that strategy. By
Formula (2), the resulting states are σi = (ai0, n − ai0), for 1 ≤ i ≤ q. Let aw = mina10+a20+···+aq0=n{a10, a20, . . . , aq0}
and ao = maxmina10+a20+···+aq0=n{a10, a20, . . . , aq0}. We know ao ≥ aw and Paul has a winning strategy for the game
((aw, n−aw),m−1)∗. Since ao = ℓ−1 and Lemma 9, Paul has a winning strategy for the game ((ℓ−1, n−ℓ+1),m−1)∗.
We obtain the desired conclusion by applying Lemma 5(iii) to this state. 
Theorem 11. Paul has a winning strategy for the game [q, 1, n;m]∗ if n ≥ qm−1 and m ≥ 1.
Proof. By Lemma 9, it suffices to prove Paul has a winning strategy for the game ((qm−1, 0),m)∗. In fact, Paul can choose
the firstm− 1 rounds of queries as even splitting ones. Let σin denote the unique possible resulting afterm− 1 rounds. By
the Formula (2), we obtain σin = (1, (m−1)(q−1)). Paul chooses T in = {(1, 0) : (0,m−1) : . . . : (0,m−1)} as a query to
the state σin. We obtain σf = (1, 0) or σf = (0,m), which means Paul has a winning strategy for the game [q, 1, n;m]∗. 
Theorem 12. Suppose n ≥ qq−1 and n = ℓq − r, where 0 < r ≤ q. Paul has a winning strategy for [q, 1, n;m]∗ if
wm(n, 0)− (q− r)(m− 1)(q− 1) ≥ qm.
Proof. In the first round, Paul can choose the query T = {(ℓ − 1, 0), . . . , (ℓ − 1, 0), (ℓ, a(r+1)1), . . . , (ℓ, 0)}, where
a(r+1)1 = 0. The possible resulting states are σi = ((ℓ − 1, n − ℓ + 1)) or σi = ((ℓ, n − ℓ)). By Lemma 9, it suffices to
verify that Paul has a winning strategy for the game ((ℓ− 1, n− ℓ+ 1),m− 1)∗.
Let s = ch(ℓ− 1, n− ℓ+ 1), b = n− ℓ+ 1 and σ ′ = (n[q]s,b, n− n[q]s,b). Since n ≥ qq−1, we know ℓ− 1 ≥ qq−2, n− ℓ+ 1 =
(q − 1)(ℓ − 1) + (q − r) ≥ (q − 1)(ℓ − 1) and s ≥ ch(qq−2, (q − 1)qq−2) ≥ q. By Lemma 5, we obtain n[q]s,b ≤ qs−2. From
the definition of n[q]s,b, we have n
[q]
s,b ≤ ℓ − 1 and n − n[q]s,b ≥ n − ℓ + 1 ≥ (q − 1)(ℓ − 1) ≥ (q − 1)n[q]s,b. Due to n[q]s,b ≤ qs−2
and Corollary 8, we obtain Paul has a winning strategy for the game (σ ′, s)∗. By Lemma 9, Paul has a winning strategy for
the game ((ℓ− 1, n− ℓ+ 1), s)∗.
Sincewm(n, 0)− (q− r)(m− 1)(q− 1) ≥ qm, we obtain ch(ℓ− 1, n− ℓ+ 1) ≥ m− 1 and Paul has a winning strategy
for the game ((ℓ− 1, n− ℓ+ 1),m− 1)∗. 
Proof of Theorem 1. (1) By Lemma 10, we know f ∗(q, 1, n) ≤ max{m|wm(n, 0) − (q − r)(m − 1)(q − 1) ≥ qm}. By
Theorem 12, we obtain f ∗(q, 1, n) ≥ max{m|wm(n, 0) − (q − r)(m − 1)(q − 1) ≥ qm} for n ≥ qq−1. Therefore,
f ∗(q, 1, n) = max{m|wm(n, 0)− (q− r)(m− 1)(q− 1) ≥ qm} for n ≥ qq−1.
(2) Since there exists a unique integer k ≥ 1 such that qk−1 ≤ n < qk, given n ≤ qq−1, we distinguish two separate cases
depending on the value of k: k = q− 1 and k < q− 1.
For k = q−1, since q−1 = ch(qq−2, 0) ≤ ch(n, 0) ≤ ch(qq−1−1, 0) = q, and by Theorem11 and Lemma5(iii), we obtain
q−1 ≤ f ∗(q, 1, qq−2) ≤ f ∗(q, 1, n) ≤ f ∗(q, 1, qq−1−1) ≤ ch(qq−1−1, 0) and ch(n, 0)−1 ≤ q−1 ≤ f ∗(q, 1, n) ≤ ch(n, 0).
For k < q− 1, sincewk+2(qk, 0) < qk+2 andwk+1(qk, 0) ≥ qk+1, we obtain that ch(qk, 0) = k+ 1. By Theorem 11, Paul
has a winning strategy for ((qk, 0), k+ 1)∗ and f ∗(q, 1, qk) = ch(qk, 0) = k+ 1. By Lemma 9, we obtain k = ch(qk−1, 0) =
f ∗(q, 1, qk−1) ≤ f ∗(q, 1, n) ≤ f ∗(q, 1, qk) = k + 1. Since k = ch(qk−1, 0) ≤ ch(n, 0) ≤ ch(qk, 0) = k + 1, we obtain
ch(n, 0)− 1 ≤ k ≤ f ∗(q, 1, n) ≤ ch(n, 0). 
Theorem 1 provides an exact value of f ∗(q, 1, n) for n ≥ qq−1 and a tight bound on f ∗(q, 1, n) for n < qq−1. Experimental
evidencemakes us believe that the value of f ∗(q, 1, n) cannot be computedwith the formulamax{m|wm(n, 0)−(q−r)(m−
1)(q− 1) ≥ qm}. The details are given in the following examples.
Example. Consider the case q = 4, n = 20. Since 20 = 6 · 4 − 4, we have that max{m|wm(20, 0) ≥ 4m} = 4, and
that T = {(5, 0) : (5, 0) : (5, 0) : (5, 0)} is the optimal query for the state (20, 0). Therefore, the resulting states are
σi = (5, 15). However, there does not exist a query for the state (5, 15) such that, for possible resulting states, all the
values of their characters are larger than 2. Therefore, Paul has no winning strategy for the game ((5, 15), 3)∗, which means
f ∗(4, 1, 20) ≠ max{m|wm(20, 0) ≥ 4m}.
We give the value of g∗(q, 1,m) for some cases with n < qq−1 in Table 1. It follows that f ∗(q, 1, n) ≠ max{m|wm(n, 0)−
(q − r)(m − 1)(q − 1) ≥ qm} for the following cases: q = 4, n = 20; q = 5, n = 10, 150–154; and q = 6, n = 16, 17,
300–305, 1506–1523.
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