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Abstract
The three traditional cloud delivery models – IaaS, PaaS, and
SaaS – constrain access to cloud resources by hiding their
raw functionality and forcing us to use them indirectly via
a restricted set of actions. Can we introduce a new delivery
model, and, at the same time, support improved security, a
higher degree of assurance, find relatively simple solutions
to the hard cloud resource management problems, eliminate
some of the inefficiencies related to resource virtualization,
allow the assembly of clouds of clouds, and, last but not least,
minimize the number of interoperability standards?
We sketch a self-organizing architecture for very large com-
pute clouds composed of many-core processors and hetero-
geneous coprocessors. We discuss how self-organization will
address each of the challenges described above. The approach
is bid-centric. The system of heterogeneous cloud resources
is dynamically, and autonomically, configured to bid to meet
the needs identified in a high-level task or service specifica-
tion. When the task is completed, or the service is retired,
the resources are released for subsequent reuse.
Our approach mimics the process followed by individual re-
searchers who, in response to a call for proposals released by
a funding agency, organize themselves in groups of various
sizes and specialities. If the bid is successful, then the group
carries out the proposed work and releases the results. Af-
ter the work is completed, individual researchers in the group
disperse, possibly joining other groups or submitting individ-
ual bids in response to other proposals. Similar protocols
are common to other human activities such as procurement
management.
1 Motivation
From the beginning, CSPs (Cloud Service Providers) made
their cloud offerings available all based on the three delivery
models, SaaS (Software as a Service), PaaS (server as a Ser-
vice), and IaaS (Infrastructure as a Service), that represented
the then state of the art. As cloud computing gained traction,
cloud vendors adapted their products and services to fit into
the three delivery models available to them.
As a result, as the models became more used, they became
the dominant design patterns and, more subtly, they became
the dominant way of thinking about cloud computing. This
has given rise to a constrained view of the possibilities afforded
by the cloud. In this paper, we attempt to break with the
traditional mode of thinking and to look afresh at how cloud
services are delivered.
Today’s cloud computing landscape is partitioned into Saas,
PaaS, IaaS. These models provide very different types of ser-
vices and have different capabilities and internal structure.
The emergence of the three models during the first decade
of the new millennium was well-justified, as they respec-
tively targeted different types of application and distinct user
groups. These delivery models were initially motivated as
sales channels with which CSPs such as Google, Microsoft,
and Amazon could target integrators, Independent Software
Vendors (ISVs) and consumers. This gave rise to a strong
ecosystem in which these models were the only alternatives.
With SaaS, software becomes an appliance, the administra-
tion of which is outsourced. Typically, little or no technical
expertise is required to consume a SaaS offering. This makes
it easy to sell, the end-user simply needs to trust the soft-
ware vendor and the cloud provider to deliver the service
competently. PaaS places some responsibility on the ven-
dor/consumer to manage the service lifecycle, but without
requiring them to engage in low-level systems adminstration
and provisioning. IaaS provides the consumer with resources
from which he can create familiar environments. These can
be provisioned and customized to meet specific requirements.
A high-level of customization can yield competitive advantage
without associated costs of ownership, however, IaaS demands
a high degree of administrative competence and places the
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onus on the consumer to shoulder the ensuant responsibility.
Restricting access to services supported by software developed
in-house, as in the case of SaaS, or to software installed after
the verification and approval of the CSP, as in the case of
PaaS, limits the security exposure of the CSP. The internal
resource management policies and mechanisms to implement
these policies are simpler for both SaaS and PaaS than the
ones for IaaS.
Typically, a cloud stack is constructed in layers; each layer
being composed of building blocks from the layer on which
it sits. At the bottom of the stack is the infrastructure layer
that employs virtualization to deliver physical resources to
consumers. The virtualization process, by its nature, leads
to resource fragmentation and hence to inefficiencies. Con-
sider two virtual machines running on the same physical host,
where one is overloaded and the other is underloaded. The
boundary defined by the virtualization process prohibits the
overloaded machine from exploiting the physical resources al-
located to the unloaded machine and hypervisor. Since the
clustering of virtual machines is the most common method of
achieving horizontal scalability, this inefficiency propagates
to the higher layers in the stack. Moreover, new inefficiencies
arise in the upper layers of the stack in the form of contention
for shared resources in a multi-tenancy environment. Current
approached for dealing with shared resource contention, such
as VMmigration to achieve an optimal heterogeneous mix, are
purely reactive. Could a more proactive approach be taken
to shared resource management?
The Openstack’s baremetal driver attempts to address
the inefficiencies caused by virtualization fragmentation and
hence could be argued to represent an emerging fourth cloud
delivery model - MaaS (Metal-as-a-Service) [49]. However,
even more so than IaaS, MaaS requires a high degree of tech-
nical skill to deploy and manage and this makes it, at least
at present, difficult to widely consume. Furthermore, unless
a physical resource is utilized to its fullest, there is still a re-
source utilization issue. However, it is now passed from the
CSP to the consumer. Is it possible to deliver these physical
resource without precipitating these inefficiencies?
The proliferation of CSPs has given rise to many different
APIs for performing similar tasks, such as IaaS provisioning.
Different providers innovate in different ways, however, these
differences are not conducive to implementing portable or in-
teroperable applications. Would a more declarative means of
specifying services free us from the mechanics of how they are
provisioned and hence foster portability and interoperability?
The ”walled Gardens” of the current CSPs are analogous
to the fragmented state of computer networks before the ad-
vent of the Internet. Since the introduction of the Internet
Protocol, hardware and software has undergone a dramatic
evolution allowing the Internet to became a critical infras-
tructural component of society. Today the Internet supports
the Web, electronic commerce, data streaming, and countless
other applications including cloud computing.
With the glue provided by the Internet Protocol, the In-
ternet was free to develop organically; unconstrained by top-
down regulation. Today, clouds are islands among which com-
munication is difficult. Could a new delivery model bridge
these islands and accelerate the development of the cloud
ecosystem?
The work reported in this paper attempts to answer some
the questions posed above. It is motivated by the desire to
improve and enrich the cloud computing landscape and by the
desire to identify a disruptive technology that addresses some
of the very hard problems at the core of today’s cloud comput-
ing infrastructure and service delivery models. The architec-
ture we propose has its own limitations, it cannot eliminate
all the inefficiencies inherent to virtualization, requires the
development of new families of algorithms for resource man-
agement and the development of new software. On balance
this approach has compelling advantages as we shall see in
Section 3.
2 Self-organization - a Disruptive
Technology for Cloud Computing
Some of the challenges to the cloud delivery models discussed
in Section 1 are amply documented in the literature. Security
and privacy [5, 7, 22, 28, 30, 48, 60, 64], the virtualization
overhead [16, 54, 55], and sustainability [17, 59, 73] are major
concerns motivating research for new architectural solutions
for cloud computing [15, 66].
A review of some of the challenges faced by cloud comput-
ing hints that computer clouds are complex systems [1, 68]. A
complex system is one with a very large number components,
each with distinct characteristics, and many interaction chan-
nels among individual components. Four groups of actors are
involved in cloud computing: (i) the CSP infrastructure con-
sisting of possibly millions of compute and storage servers and
an interconnection network and the stack of software running
on each of these systems; (ii) a very large population of in-
dividual and corporate users with different level of expertise,
expectations, applications, and constraints; (iii) the regula-
tors, the government agencies that enforce the rules governing
the business; (iv) and, last but not least, the physical envi-
ronment, including the networks supporting user access and
the power grid supplying the energy for powering the systems,
the heating and the cooling. These components interact with
one another often in unexpected ways; a faulty error recov-
ery procedure triggered by the power failure of a few systems
could cause a chain reaction and shut down an entire data
center, thus affecting a very large user population.
Today’s clouds are designed and engineered using tech-
nics suitable for small-scale deterministic systems rather than
complex systems with non-deterministic behavior. The dis-
ruptive technology we advocate for a cloud infrastructure is
based on self-organization and self-management.
Informally, self-organization means synergetic activities of
elements when no single element acts as a coordinator and
the global patterns of behavior are distributed [32, 67]. The
intuitive meaning of self-organization is captured by the ob-
servation of Alan Turing [72]: “global order can arise from
local interactions.” More recent concepts such as autonomic
computing introduced by IBM and organic computing have
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some intersection with self-organization and imply autonomy
of individual system components and intelligent behavior.
Self-organization is prevalent in nature; for example, this
process is responsible for molecular self-assembly, for self-
assembly of monolayers, for the formation of liquid and col-
loidal crystals, and in many other instances. Spontaneous
folding of proteins and other biomacromolecules, the forma-
tion of lipid bilayer membranes, the flocking behavior of dif-
ferent species, the creation of structures by social animals, are
all manifestation of self-organization of biological systems. In-
spired by biological systems, self-organization was proposed
for the organization of different types of computing and com-
munication systems [35, 53], including sensor networks, for
space exploration [34], and even for economical systems [40].
A number of studies of self-organization in physical systems
and the mechanisms to control such systems have been pub-
lished recently [47, 57].
Though the virtues of self-management have long been rec-
ognized [2, 3, 31], there is, to our knowledge, no cloud comput-
ing infrastructure, or large-scale computing or communication
system based on self-organizing principles. Some of the mech-
anisms used in our model have been discussed in the literature
e.g., [6, 11, 12, 23, 29, 44], others have been incorporated in
different cloud architectures [4, 69].
3 A Cloud Architecture Based on
Auctions and Self-management
The model we propose uses a market approach based on com-
binatorial auctions. Combinatorial auctions [21, 70] allow
participants to bid on bundles of items or packages e.g., combi-
nations of CPU cycles, main memory, secondary storage, I/O
and network bandwidth. The auctions provide a relatively
simple, scalable, and tractable solution to cloud resource al-
location, eliminate the need for admission control policies,
which require some information about the global state of the
system and, most importantly, allow the service to be tailored
to the specific privacy, security, and Quality of Service (QoS)
needs of each application. At this time, Amazon Web Ser-
vices (AWS) support the so called spot instances, based on a
market-oriented pricing strategy.
The application of market-oriented mechanisms [51, 52, 70]
and their advantages over the other basic mechanisms imple-
menting resource management policies in large-scale systems
have been analyzed in the literature. Control theory [38, 41],
machine learning [39, 71], and utility-based methods require
a detailed model of the system, are not scalable, and typically
support. If no bid exists for a service request then the request
cannot be accepted. This procedure acts as an effective ad-
mission control. When a bid is generated, the resources are
guaranteed to be available. Delivering on that bid is based
solely on bidder’s local state, so the ability to quantify and
to satisfy QoS constraints can be established with a higher
degree of assurance. Energy optimization decisions such as:
how to locate servers using only green energy [45], how to en-
sure that individual servers operate within the boundaries of
optimal energy consumption [24, 25, 26, 59], when and how
to switch lightly loaded servers to a sleep state [27] will also
be based on local information in an auction-based system.
Thus, basing decisions on local information will be accurate
and will not require a sophisticated system model nor a large
set of parameters that cannot be easily obtained in a practical
environment.
The basic tenets of the model we propose are: autonomy of
individual components, self-awareness, and intelligent behav-
ior of individual components. Self-awareness enables servers
to create coalitions of peers working in concert to respond to
the needs of an application, rather that offering a menu of a
limited number of resource packages, as is the case with AWS.
Again, global order results from local interactions.
Core Server (CS)
ccs ʹ primary core server set
cps ʹ periphery server subset
Periphery Server (PS)
pcs ʹ core servers subset
pps ʹ periphery server set
pas ʹ auxiliary server set
Auxiliary Server (AS)
ass ʹ auxiliary server set
aps ʹ periphery server set
Figure 1: The cloud consists of a core and a periphery popu-
lated by core and periphery servers, respectively; a group of
auxiliary servers support internal services. Some of the data
structures used for self-awareness are shown: (i) ccl - the set
of primary contacts for a core server and cps - the subset of
periphery servers known to core server; (ii) pcs - the subset
of core servers known to the periphery server, pps - the set of
all periphery servers, and pas - the set of all auxiliary servers;
and (iii) aas - the set of auxiliary servers and aps -the set of
periphery servers known to an auxiliary server. These data
structures are populated during the initial system configura-
tion and updated throughout its lifetime.
Cloud organization. We distinguish between a core
server and a cloud periphery server, Figure 1. The core con-
sists of a very large number of computational and storage
servers, CS, dedicated to the cloud mission - the provision of
services to the user community. The core servers are typi-
cally heterogeneous; co-processors and/or GPUs are attached
to multi/many core processors. A relatively small number of
periphery servers, PS, known to the outside world, act as ac-
cess points to the core and as the nerve center of the system.
There are also a few, auxiliary servers, AS, providing internal
cloud services.
Operation modes. The cloud computing infrastructure
is reconfigurable; a core server is an autonomous entity that
can operate in several modes:
(i) M1: the server is configured to support multiple virtual
machines, as in existing clouds.
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(ii) M2: the server is either the leader or a member of coalition
of core servers running under the control of one OS designed to
support Single System Image (SSI) operation. This mode will
be able to support data-intensive applications which require
a very large number of concurrent threads/processes of one
application.
(iii) M3: the server is either the leader or a member of coali-
tion of core servers where each server runs under the control
of one of the operating systems supported by the cloud. This
mode is of particular interest for data-intensive applications
with a complex workflow involving multiple applications and
under strict privacy and security constraints; it is inspired by
the clusters supported by AWS and by the MaaS (Metal as a
Service) model [49].
(iv) M4: operation as a storage server.
Cloud core; the self-configuring monitor (ScM). The
cloud core consists of computational and storage servers pro-
viding services to the user community. To address the natu-
ral tension between self-awareness and the desire to maintain
minimum state information, each core server has a relatively
small set of primary contacts, and, when necessary, it has ac-
cess to a much larger pool of secondary contacts. Secondary
contacts, are core servers that can be accessed via the pe-
riphery servers known to a core server. The ScM is a Virtual
Machine Monitor (VMM) [65]; its main function is to config-
ure and supervise the system, rather than tightly control the
virtual machines (VMs) running on the physical server, as is
the case for Xen [10], Xoar [20], or other VMMs. The ScM is
a component of the software stack running on each core server
at all times; its main functions are:
1. To respond to external events following on a set of policies
and goals; e.g., choose the operation mode of the server in
response to a service request and configure the server accord-
ingly.
2. To evaluate the performance of the server relative to its
long- and short-term goals after the completion of a service
request. To maintain information about the environment and
the past system history such as: the primary contacts, the
energy consumption, the ratio of successful versus failed bids
for service, the average system utilization over a window of
time, the effectiveness of the cost model used for bidding, and
all other data relevant for the future behavior of the server.
3. To evaluate the behavior of the application, whether the in-
formation in the service request si adequate and the resulting
SLA adopted after the bid was successful.
4. To support system security and control communication
with the external world.
The effectiveness of the model depends on the ability of
the ScM to make most decisions using local information thus,
minimizing communication with other systems. Minimal in-
trusiveness is another critical requirement for the ScM; this
implies that the ScM should monitor system events by ob-
serving control data structures, rather than being directly in-
volved in the flow of control and reacting only to prevent
policy violations.
Cloud periphery. A self-organizing cloud includes a rela-
tively small number of periphery servers. The cloud periphery
plays a critical role in a self-organizing system, it acts like the
nervous system of the cloud and it links the core to the outside
world and with the internal services. This strategy allows the
core servers to maintain a minimum amount of data about
the external and the internal environment and should be ded-
icated to their main mission of providing services to the user
community. At the same time, they should be more agile and
able to respond to unforseen events, to accommodate soft-
ware updates, and to balance the load placed on the auxiliary
servers (AS). The main functions of a periphery server are:
1. To provide an interface of the cloud with the outside world.
2. To aid in self-organization, self-management, and self-
repair.
3. To act as a broker - sending service requests, to a subset
of core servers and then forwarding bids from core servers
to the entity requesting service. Finally, they could be used
to mediate the creation of a Service Level Agreement (SLA)
between the two parties.
Auxiliary servers. Support internal services such as: ac-
counting, billing, policy and goal management, system statis-
tics, patch management, software license management, and
reputation and trust services.
Distinguishing features of the model. Some of the
mechanisms in our model have been discussed in the litera-
ture e.g., [6, 11, 12, 23, 29, 44], others have been incorpo-
rated in different cloud architectures [4, 69]. We believe that
enough progress has been made on a range of topics related
to the model we propose; the next step is to combine existing
ideas with new ones in a coherent new architecture. Several
elements distinguish the model we propose from others:
1. The system is reconfigurable - the autonomous compu-
tational and storage servers can operate in several modes to
maximize QoS.
2. Coalitions of core servers are created dynamically to re-
spond to service requests. Winning coalitions are determined
by the results of auctions.
3. Virtualization simulates the interface of an object by sev-
eral means including multiplexing, aggregation, emulation,
and multiplexing combined with emulation. While exiting
clouds are based exclusively on multiplexing - multiple vir-
tual machines sharing the same server - in our model, in ad-
dition to multiplexing, we consider aggregation - the creation
of a single virtual server from several physical servers, and
federation of servers.
4. A service request is formulated in a Cloud Service Descrip-
tion Language (CSDL). Once a bid is selected a client-specific,
legally-binding Service Level Agreement (SLA) can be negoti-
ated between the cloud service provider and the cloud client.
5. At the completion of a service request the system evaluates
the performance of the service provision, the client and the
application. This information can be fed back into future
service negotiations.
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We now examine the manner that the self-organization
model addresses some of the challenges discussed in Section
2. First, it allows the three service delivery models to coexist.
For example, an organization interested in the SaaS or PaaS
delivery models, could request servers operating in the M2
or M3 modes depending on expected load. In the case of a
request for IaaS the periphery would contact core servers al-
ready operating in Mode M1 or it would initiate the formation
of a new coalition. The lifetime of a contract varies widely;
the SLAs for a SaaS, could be rather long, months, years,
while the one for PaaS could be just for the time to complete
a specific job, or for multiple jobs extended over a period of
time. QoS guarantees for systems operating in Modes M2 and
M3 can be provided due to performance isolation; indeed, the
leader of a coalition has access to accurate information about
the resource consumption and the available capacity of the
coalition members.
The inefficiencies inherent to virtualization by multiplexing
cannot be eliminated; at the same time, we expect that vir-
tualization by aggregation will introduce other inefficiencies.
Some of them will be caused by distributed shared memory,
which, depending on the interconnect, can be severe, others
by the interactions between the guest OS and distributed hy-
pervisor. Virtualization plays no role for coalitions of servers
operating in Mode M3 and the only overhead is due to the
ScM’s role in shielding the group from outside actions.
4 Virtualization by Aggregation
Single System Image is a computing paradigm where a num-
ber of distributed computing resources are aggregated and
presented via an interface that maintains the illusion of in-
teraction with a single system [13, 14, 62]. The concept of
seamlessly aggregating distributed computing resources is an
attractive one, as it allows the presentation of a unified view
of those resources, either to users or to software at higher
layers of abstraction. The motivation behind this aggrega-
tion process is that by hiding the distributed nature of the
resources the effort required to utilize them effectively is di-
minished. Aggregation can be implemented at a number of
levels of abstraction, from custom hardware and distributed
hypervisors through to specialized operating system kernels
and user-level tools. Single system image embodies a rich
variety of techniques and implementations with a history go-
ing back over three decades. Three of these are most relevant
to the self-organizing clouds concept: distributed hypervisors,
kernel-level SSI and APIs that aggregate coprocessors. A brief
overview of each is presented next, before the suitability of
each for implementing Mode M3 is examined.
Single System Image. There have been several implemen-
tations of distributed hypervisors that provide a single guest
operating system instance with a single system image of an en-
tire cluster [18, 36, 61, 76]. This approach has the advantage
of being largely transparent to the guest OS, eliminating the
need for far-reaching kernel modifications and hence allow-
ing for a wider selection of guest operating systems. These
systems build a global resource information table of aggre-
gated resources such as memory, interrupts and I/O devices.
A virtualized view of these hardware resources is then pre-
sented to the guest operating system. Standard distributed
shared memory techniques are used to provide a global ad-
dress space. The single system image is maintained by alter-
nating as necessary between the guest OS and the hypervisor
via trap instructions.
There have been numerous implementations of kernel-level
SSI, with the oldest dating back to the 1970s. There are
two basic approaches in terms of design philosophy: dedi-
cated distributed operating systems and adaptations of exist-
ing operating systems. The latter approach can be further
divided into over-kernel and under-kernel implementations.
Under-kernel (or “under-ware” [74]) systems seek to trans-
parently preserve existing APIs, such as POSIX. In contrast,
over-kernel systems provide additional or extended APIs that
allow for more efficient utilization of distributed resources.
The under-kernel approach is of most interest here as it al-
lows existing application code to run without modification.
Notable implementations of kernel-level SSI include MOSIX
[9], OpenSSI [75] and Kerrighed [56]. Of these, Kerrighed pro-
vides the greatest level of transparency, supporting a unified
file system, process space (including migration) and mem-
ory space. Uniquely for a Linux-based system, Kerrigheds
distributed memory model allows for thread migration, al-
beit with the attendant inefficiencies caused by OS-managed
remote paging; early experiments on commodity hardware
resulted in a significant slowdown compared to a true SMP
machine [50]. The extent of the transparency provided by
Kerrighed is highlighted by an experiment where detailed load
balancing results for Kerrighed could not be obtained because
it was not possible to determine the load on individual cluster
nodes as commands such as ps display all processes running
cluster-wide [58].
A number of abstraction models have been proposed for
co-processors that present a single system image to the appli-
cation developer or runtime environment. For example, RAS-
CAL (Reconfigurable Application-Specific Computing Ab-
straction Layer) is a software library developed by SGI that
provides functionality for device allocation, reconfiguration,
data transport, error handling and automatic wide scaling
across multiple FPGAs [19]. Virtual OpenCL (VCL) [8] pro-
vides a similar API-level abstraction for GPUs distributed
across a cluster. Depending on the size of the request, the
VCL runtime environment may allocate one or more GPUs
installed in a single machine or a collection of devices spanning
several machines. The Symmetric Communication Interface
(SCIF) API performs a similar role for Intel Many-Integrated-
Core (MIC) coprocessors [37].
Cloud resource aggregation. Mode M3 of the self-
organizing cloud architecture is characterized by the
aggregation of physical computational resources into virtual
servers. At this speculative stage of development, it is too
early to definitively identify the most appropriate aggrega-
tion mechanisms. Nevertheless, a review of the strengths
and weaknesses of candidate techniques and technologies is
instructive.
Creating virtual cloud servers by abstracting at the hyper-
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visor level has the compelling advantage that existing virtual
machine images, operating systems, and application code can
run unmodified. Under this approach, a self-configuration
monitor would examine the role assigned to it as part of a bid
and determine if it needs to scale horizontally. If so, it pulls
in other servers which merge with it to create an aggregated
virtual server using a distributed hypervisor. As with all dis-
tributed shared memory systems, the performance of the over-
all system is closely bound with that of the interconnect used,
and applications with unsuitable memory access patterns can
undergo significant performance degradation compared to a
true SMP machine. For those applications that are suitable,
however, the transparent aggregation would allow for a sig-
nificant degree of horizontal scaling without any changes to
virtual machine image, operating system or application code.
A drawback of the hypervisor-level approach is the inability
to scale the virtual server up or down after it has been created
given the current state of distributed hypervisor and operat-
ing system functionality.
The operating system approach to aggregation would be
similar to that for hypervisors: in response to a bid, a num-
ber of virtual machine instances, potentially across a number
of physical machines. These virtual machine instances would
run a single system image operating system, such as Ker-
righed, and as such could be combined into clusters, each of
which would aggregate the underlying virtual resources in a
transparent fashion. The benefits of this approach are that
using higher-level operating system abstractions, such as pro-
cesses and file systems, may result in more efficient distributed
execution of some workloads compared to the low-level shared
memory approach taken by distributed hypervisors. Further-
more, advanced SSI implementations such as Kerrighed allow
nodes to join and leave the cluster dynamically, facilitating
elastic scaling. The most obvious drawback is the need to use
a specific SSI operating system, which may lead to software
compatibility issues. More fundamentally, the design assump-
tions that underpin software packages may preclude the SSI
approach. For example, a scalable web serving cluster might
utilize multiple instances of the Apache web server running
on multiple physical or virtual machines, which are clustered
together to load balance incoming requests. Replicating this
arrangement using process migration would be difficult, as a
host of issues, such as filesystem contention, would arise if
multiple instances of Apache were run simultaneously [63].
The various single system image abstraction of distributed
coprocessing resources could also have a role in self-optimizing
clouds. Several cloud providers support the creation of VM
instances with attached GPU coprocessors, with support for
FPGAs and MICs likely to become available in the future.
This heterogeneity of compute resources would provide self-
organizing clouds with a rich palette in terms of how bids
could be configured, at the cost of a much larger number of
potential resource combinations. One approach would be to
statically associate coprocessing resources with virtual ma-
chines when responding to bids. So, if a VM is expected
to run an application that can benefit from GPU accelera-
tion then a suitable number of GPU cores can be assigned to
the VM as a single virtual GPU. The obvious drawbacks to
this approach are efficiency and scalability. Granting virtual
machines exclusive access to coprocessors prevents those co-
processors being used by other VMs when there is no work
available. Similarly, static coprocessor allocations limit the
horizontal scalability available to individual VMs by prevent-
ing them from taking advantage of idle coprocessors in the
resource pool that are not assigned to them. The ideal solu-
tion, therefore, is API support at the application level so that
the global resource pool of coprocessors can be utilized by
application running in VMs. However, this approach would
require support at the application level.
5 Simulation Experiments
It is impractical to experiment with a very large number of
physical systems, so we chose numerical simulation to inves-
tigate the feasibility of some of the ideas discussed in this
paper. We believe, that at this stage, the emphasis should
be on qualitative rather than quantitative results. Thus, our
main concern when choosing the parameters of the simulation
was to reflect the scale of the system and “typical” situations.
The very large number of core servers we chose to experiment
with forced us to consider simpler versions of the protocols
for bidding.
The simulation experiments reported in this section run on
the Amazon cloud. Several storage optimized hi1.4xlarge
instances1 running on a 64-bit architecture were used. This
choice was motivated by the scale of the system we simu-
lated; the description of the very large number of core servers
requires a very large address space thus, systems with ac-
cess to a very large physical memory. The simulation ran
concurrently on 16 virtual cores (vCPUs) delivering 35 ECUs
(Elastic Cloud Units) and used 60.5 GB of main memory. The
instances were launched on the same cluster and servers were
connected by a non-blocking 10 Gbps Ethernet. The simula-
tion, implemented in C++, used extensively multi-threading
to reduce the execution time; each one of the 16 virtual cores
ran a single thread.
First, we report on experiments for the initial self-
organization stage. The self-organization algorithm consists
of the following steps: (i) the M periphery servers broadcast
their identity and address; (ii) a core server randomly selects
m of the M periphery servers, includes them in its cps list,
and informs each one of them about its selection; (iii) a pe-
riphery server constructs the list of core servers known to it,
pcs.
We chose several parameters to configure the system : (a)
the number N=8,388,608 of core servers was randomly chosen
in the 106 − 107 range; (b) the number of periphery servers
was chosen to be M = 1, 000; and (c) the size n = 500 of
the primary contact list, pcl, maintained by each core server.
To determine the number of secondary contacts for the N
core servers, we experimented with several values for the size
1An hi1.4xlarge instance can deliver more than 120, 000 4 KB ran-
dom read IOPS and between 10, 000 and 85, 000 4 KB random write
IOPS. The maximum throughput is approximately 2 GB/sec read and
1.1 GB/sec write.
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Figure 2: Histogram of the number of secondary contacts for m = 10.
of pl, the list of periphery servers kinown to a core server,
m = 5, 10, 20, 50.
We study p, the size of the pcs list maintained by each one
of the M periphery servers; this list gives the number of the
core servers known to each periphery server. As expected, p¯,
the average p, increases when m increases, the dependence is
nearly linear:
m p¯ p¯/N
5 41, 859 0.494%
10 83, 593 0.996%
20 166, 363 1.983%
50 409, 707 4.884%
(1)
We are also interested in the distribution of the number of
secondary contacts S that can be reached by each one of the
N core servers when required. The histogram of the distri-
bution of the secondary contacts, shows that when m = 5
some 7, 200 core servers have a number of secondary contacts
close to 207, 423, the average number of secondary contacts.
On the other hand, when m = 50 we have a multi-modal
distribution; for example, there are some 1, 500 core servers
claiming 93% of the total number of core servers as a sec-
ondary contact. When m = 50 each core server is able to
claim a very large fraction of all other core servers, and there
are 8, 388, 608 of them, as secondary contacts. The average
number of secondary contacts, S¯, increases with m but much
faster than p¯:
m min(S) max(S) S¯ S¯/N
5 124, 303 210, 086 207, 423 2.472%
10 490, 466 807, 182 799, 403 9.529%
20 2, 289, 093 2, 797, 363 2, 768, 772 33.006%
50 7, 241, 339 7, 748, 921 7, 701, 688 91.811%
(2)
Based on these results we concluded that m = 10 is a good
choice for the number of periphery servers known to each core
server, see Figure 2. This choice provides each core server with
a sufficient number of potential secondary contacts - about
10% of the total number of core servers.
The execution time for the self-organization stage was
about two hours.
The second group of experiments is designed to show if the
auctions, central to the architecture we propose, enables the
system to respond effectively to outside requests. There are
two modes to create a coalition:
• C1. Coalitions are initiated by a periphery server. Af-
ter receiving a service request a periphery server sends
an invitation to a subset of the core servers in its pcs
list to join a coalition. The message invites bids and in-
cludes the details of the service request. When one or
more coalitions is formed, a leader is elected and the pe-
riphery server transmits the bid(s) to the client. Finally
the periphery server may negotiate the generation of an
SLA.
• C2. Coalitions are initiated by a core server. Af-
ter receiving a service request, a periphery server sends
an invitation to a subset of core the servers known
to it and provides the details of the service request.
The Zookeeper (http://zookeeper.apache.org/) coordina-
tion software based on the Paxos algorithm [42, 43] can
then be used to elect a leader among the candidates. The
leader then uses its primary contacts and if necessary its
secondary contacts to build a coalition. If successful it
generates a bid. In our experiments a periphery server
selects a subset of 0.1% of the core servers connected to
it and invites them to become a leader.
The first mode is likely to require less communication over-
head thus, shorter time to generate a coalition, but also con-
siderably more intensive participation of the periphery servers
which could then become a bottleneck of the system. The sec-
ond approach seems more aligned to self-organization princi-
ples thus, more robust, as the periphery servers play only the
role of an intermediary.
The large number of core servers force us to consider several
simplifying assumptions: (i) we assume that all core servers
have the same capacity, but they are heterogeneous and thus
the cost for providing services can be different; (ii) a request is
characterized only by the amount of resources needed, while
in a realistic scenario other elements such as deadlines, energy
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(a) (b)
(c) (d)
(e) (f)
Figure 3: The ratio of requests and the success rate: (a,b) M1 mode, (c,d) M2 mode, and (e,f) M3 mode. (a,c,e) Exp1,
(b,d,e) Exp2.
Table 1: Summary of results for experiments Exp1 and Exp2.
Mode Exp Requests Percent of total Failed Success rate
in a bin ×106 requests ( %)
M1 Exp 1 17,001,928 0.33370 0 100
Exp 2 16,871,479 0.33049 0 100
M2 Exp 1 16,974,809 0.33260 21,254 99.875
Exp 2 16,972,653 0.33049 23,630 99.61
M3 Exp 1 17,001,928 0.33370 0 100
Exp 2 17,180,818 0.33655 0 100
consumption, costs, privacy and security would be considered;
(iii) in a realistic scenario a bidder would offer several alterna-
tives with different levels of compliance to user requirements
and cost; sophisticated bidding algorithms would choose the
optimal bid, while in our simulation a bid consists only of
the cost of providing the service and the lowest bid is always
selected; (iv) if there is no bid for a request then that request
is added to a queue of unsatisfied requests, rather than being
8
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Figure 4: Average and standard deviation of the success rate for M1, M2,M3 service requests. Coalitions initiated by a core
server, Exp3.
used to trigger a renegotiation of the service. This added level
of complexity could be addressed in a future iteration of the
system.
We experimented with different: number of core servers,
number of service requests, initial system load, demand for
resources, and the modes to create a coalition. For the first
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Figure 5: Average and standard deviation of the success rate for M1, M2,M3 service requests. Coalitions initiated by a
periphery server, Exp4
four experiments we considered the initial organization re-
sulting from the previous experiment with m = 10, a cloud
with 8, 388, 608 core servers and M = 1000 periphery servers
subjected to 50 × 106 service requests. A service request ar-
rives at a randomly chosen periphery server and has an equal
probability of being of modes M1, M2, or M3.
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1. Exp1 - a lightly loaded system with coalitions initiated
by a core server. Initially, the state of each core server
is randomly selected such that the fraction of servers in
each state is: 20% - sleep state, 40%, 15%, and 25%
running, in M1, M2, and M3 modes, respectively. The
initial load of a core server is uniformly distributed in
the range 30%−80% of the server’s capacity. The arrival
and service processes have exponential distributions with
inter-arrival times λ = 1.5 and, respectively, µ = 1.2
units. The workload required is uniformly distributed in
the range [0.1 − 8.0] SCUs (Server Compute Units) and
only primary contacts are used to assemble a coalition.
2. Exp2 - similar to Exp1 but with the workload uniformly
distributed in the [0.1 − 40.0] SCUs and secondary con-
tacts are used to assemble a coalition when the primary
list is exhausted.
3. Exp3 - highly loaded system with coalitions initiated by
a core server. Initially, the state of each core server is
randomly selected; the fraction of servers in M1, M2,
and M3 modes is the same, 33%. The initial load of the
core servers is uniformly distributed in the range 50%−
80% of the server capacity. The arrival processes has an
exponential distributions with inter-arrival times λ = 1.0
and the service process has a heavy-tail distribution, a
Pareto distribution with α = 2.0. The workload required
is uniformly distributed in the [0.1−40.0] SCUs and only
primary contacts are used to assemble a coalition.
4. Exp4 - similar to Exp3 but a coalition is initiated by a
periphery server.
5. Exp5- heavily loaded, small scale cloud with the number
of core servers, N = 100, and the number of periphery
servers,M = 2, and coalitions are initiated by the periph-
ery servers and subjected to 1, 000 service requests. The
initial load of the core servers is uniformly distributed
in the range 70%− 90% of the server capacity. The ar-
rival and service processes have exponential distributions
with inter-arrival times λ = 1.5 and, respectively, µ = 1.2
units. The workload required is uniformly distributed in
the [0.1− 8.0] SCUs and only primary contacts are used
to assemble a coalition.
6. Exp6 - same as Exp5 but the workload required is uni-
formly distributed in the [0.1 − 40.0] SCUs. Secondary
contacts are used when needed.
The results of Exp1 and Exp2 for the three delivery modes,
M1, M2, and M3 are summarized in Table 1 and are illus-
trated in Figure 3. We construct bins of 106 requests and
compute the success rate for each bin; this success rate is
computed as the ratio of the number of successful bids to the
number of service requests in the bin. We call this quantity
a rate because the requests are ordered in time thus, the ra-
tio reflects the number of successes in the interval of time
correspond to the arrival of 106 requests of a certain type.
The results in Table 1 show that the workload required ex-
pressed as the number of SCUs has little effect on a lightly
loaded system. The first simulation experiment when the core
servers use only their primary contacts took slightly less than
10 hours, while the second one, when the load was higher and
the core servers had to use their secondary contacts, took
almost 24 hours.
To illustrate the system behavior for Exp3 and Exp4 we
show histograms of the average success rate and its variance
for each of the three modes in Figures 4 and 5, respectively.
We split a 106 bin into 103 sets with 103 requests in each set
and compute the standard deviation using the success rate
in each set. The success rates range from 65% to close to
80% with relatively small standard deviation for each bin.
The core-initiated coalitions have slightly larger success rates
because in this mode the leader uses secondary contacts after
exhausting the set of primary contacts, therefore has access to
a larger population. The average number of coalitions a core
server participates in and the standard deviation for these
two experiments are shown in Figure 6. The averages for the
core-initiated mode are slightly larger. The executions times
for each one of the two experiments are about 24 hours.
Lastly Exp5 and Exp6 show what we expected, namely that
in a small, overloaded system, the success rate is low, there are
no bids for many requests thus, the admission control works
well, Figures 7.
6 Conclusions and Future Work
The IaaS cloud delivery model, and the Amazon Web Services
in particular, support not only a cost-effective, but also a very
convenient and elastic computing environment. The fact that
we are able to simulate the behavior of a complex system
with almost ten million components at a cost of slightly more
than $100 (the time for the three simulation experiments are
2+10+24) = 36 hours and the cost per hour is $3.0.) gives us
an indication of the appeal of cloud computing for scientific
and engineering applications.
Any proposal for a novel cloud computing delivery model
has to address the feasibility, the performance, and the cost
involved. The first question is whether the state of the art
of the technologies involved allow the development of systems
based on the new principles. The next, and the more dif-
ficult question, is whether the performance of the proposed
systems justifies the investment in the new ideas. This is a
more challenging task because qualitative arguments such as
security and performance isolation, user-centric organization,
self-organization and self-management, support for aggrega-
tion, assembly of systems of systems – clouds of clouds in our
context – have to be balanced against quantitative measures
such as revenue, utilization, QoS, and so on.
Numerical simulation is widely used in science and en-
gineering for getting insights into physical phenomena, for
checking the accuracy and limitations of theoretical models,
for testing hypothesis, or for comparing different design op-
tions and parameters of the systems we plan to build. In all
these cases, we start with a model, an abstraction of a physi-
cal system or a phenomena, then we carry out the simulation
based on this model and, finally, we validate the simulation
11
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Figure 6: Average and standard deviation of number of coalitions a core server is a member of. Coalitions initiated by (top)
a core server. (bottom) a periphery server.
results by comparing them with theoretical predictions and,
whenever feasible, with measurements of the physical system.
How to validate the simulation results for a new model of
a complex system, a heterogeneous system with a very large
number of components and with many interaction channels
among them? In this case we have only the model, there is
no physical system, and no comprehensive theory describing
the system as a whole. One can only validate the algorithms
which control the evolution of the system; we can do that
by showing that the model of the system subject to differ-
ent stimuli reacts according to the behavior prescribed by the
algorithm. Admittedly, this is a weak form of validation of
simulation results, but the only one available. Of course, one
could test the algorithms on a small-scale system, but scala-
bility is an insidious problem, and there is no guarantee that
an idea working beautifully on a small-scale system will work
at all at a larger scale.
For this reason in this paper we limit our discussion to qual-
itative rather than quantitative results and two aspects of the
feasibility of the self-organizing model: the initial system or-
ganization and the bidding mechanisms. The model is rather
complex and an in-depth analysis in necessary to determine
optimal parameters such as: the ratio between the core and
periphery servers, number of primary and secondary contacts,
the size of the population invited to place bids in response to a
service requests. We use several simplifying assumptions dis-
cussed in Section 5, as well as, parameters we believe reflect
a “typical” behavior for the simulation experiments. While,
during the initial system configuration, we used a random se-
lection process, more intricate learning algorithms are likely
to lead to a more effective selection of primary contacts by
each core server.
The simulation experiments we conducted show that the
initial system organization phase can be tuned to provide each
core server with a balanced number of primary and secondary
contacts. The bidding mechanisms seem to work well when
the workload is relatively low. In spite of the larger overhead,
core-initiated coalition formation seems more effective than
12
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Figure 7: The ratio of requests and the success rate: (a,b) M1 mode, (c,d) M2 mode, and (e,f) M3 mode. (a,c,e) Exp5,
(b,d,e) Exp6.
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periphery-initiated coalitions.
As our objective is a qualitative, rather than a quantitative
analysis we do not compute confidence intervals for our sim-
ulation results. Our primary goal was to test the scalability
of the self-organizing architecture and the simulation exper-
iments for a system with a close to nine million core servers
took almost 36 hours on a very powerful cloud configuration.
The cost for a large number of runs necessary to report con-
fidence intervals was prohibitive.
The disruptive approach we propose poses a number of new
questions to be addressed by future research. For example,
some of the open research questions related to the role of
single system image techniques in self-organizing clouds are:
(i) Can the distributed hypervisors be modified to support
dynamic horizontal scaling? (ii) What are the performance
differences between distributed hypervisors and best-of-breed
SSI operating systems? (iii) How do SSI techniques, such
as process and thread migration, perform when used over
with low-latency networking interconnect technologies such as
RDMA Verbs [33]? (iv) Can abstract cloud service descrip-
tions be efficiently mapped to static heterogeneous clusters of
multicore, GPU, FPGA and MIC processing resources? (v)
Can dynamic horizontal scaling of coprocessor resources be
integrated into abstract cloud service descriptions?
Further work includes the development of a cloud service
description language and of efficient bidding algorithms which
take into account the workload, deadlines, energy consump-
tion, costs, and possibly other parameters of a service request.
An interesting concept developed by Papadimitriou and his
collaborators is that of “mixability” the ability of an entity to
interact with others [46]. The authors argue that mixability is
a critical element in the evolution of species, a good indicator
of the fitness and of the ability of an individual to transmit
the positive traits to its descendants. In our system mixabil-
ity will quantify the ability of a server to successfully interact
with other servers in each of the three modes of operation.
Lastly, some of the highly desirable features of the architec-
ture we introduce, such as security and privacy due to isola-
tion of the servers assigned to a specific application, come at a
higher cost for providing the service. The main appeal of the
solution we propose is the potential to satisfy a very broad
range of user preferences and allow service level agreements
that reflect the specific user requirements and the contractual
obligation of the CSP for a specific service and user. This
becomes increasingly more important as information privacy
laws differ from country to country and a CSP has to obey the
security and privacy rules and laws demanded by each user.
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