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Abstract
High frequency measurements of water demand at service connections are becoming more common as utilities install smart meter
technology. The full range of use for these observations by water suppliers is only beginning to be realized. Potential applications
include leak detection, improved demand forecasting, variable water pricing, and improved network operations. Here we develop
an approach for the classiﬁcation of demand patterns and apply this approach to a set of demands collected from smart meters
within a single District Metered Area (DMA) of a municipal network. The goal of this work is to develop a robust procedure
for classiﬁcation of demands derived from smart metering and test this procedure on observational data. A fundamental aspect of
many feature classiﬁcation tools is representation of what are often complex and noisy data in a low dimensional feature space that
captures the important attributes of the signal. In this work, we employ Gaussian Mixture Models (GMM’s) as the basis set for
representing demand patterns. GMM’s provide a ﬂexible approach to representing the temporal demand patterns with a relatively
small number of parameters. The values of these parameters then serve as the feature set for multivariate classiﬁcation. A data
set of hourly demand readings spanning a six-month study period serve as the test case for analysis here. The smart meters record
demands to both residential and commercial consumers. Results show that the GMM approach captures variations in the demand
patterns between locations. To the ﬁrst order, the identiﬁed patterns appear to be explained by the diﬀerences between residential
and commercial consumers. The resulting groupings are compared to classiﬁcations made using total demand as the sole feature.
The stability of the patterns over time is tested by independently clustering each month of data.
c© 2013 The Authors. Published by Elsevier Ltd.
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1. Introduction
Distribution networks provide necessary materials from central locations to consumers located at nodes of the
network. For eﬃcient design and operation of the network, it is necessary to estimate the demands that will be placed
upon that network. For water distribution networks, nodal demands are often measured monthly or quarterly for
billing purposes and the instantaneous demand at any node is simply estimated as the fraction of the total demand
over the billing period consistent with the fraction of time of interest. Similarly, natural gas and electricity networks
also require estimation of demands at varying time scales.
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Research into methods for accurately predicting network demands has received considerable attention with a va-
riety of approaches being applied including statistical prediction models, machine learning and simple population-
based approaches (e.g., Adamowski (2008); Blokker, et al. (2010); Jain and Ormsbee (2002)). Pervasive use of
high-resolution meters at service connections provides a large data set of historical demands and shifts the research
focus from demand prediction to classiﬁcation of the observed demands. The goal of classiﬁcation is to identify a
ﬁnite set of patterns that are representative of the use types within the network. These classes can then be combined
with socio-economic data to better understand water use across all service connections and provide the basis for leak
detection, network design and operation and serve as the basis for variable water pricing if desired. Classiﬁcation of
demand patterns has been explored in the past and is a currently active area of research in both water and electricity
distribution networks with the electricity networks having received more attention to this point.
The key component in any multivariate classiﬁcation problem is to deﬁne a feature set that eﬃciently captures the
unique characteristics of the demand patterns. While any function can be used to ﬁt the observed demands, probability
density functions (pdf’s) are preferred as a straightforward means of assigning the probability of occurrence to any
demand value. Singh et al. (2009) provide a brief summary of various probability density functions (pdf) used to ﬁt
distributions of residential power loads (demands) from electricity consumption data. In these studies, the classiﬁca-
tion is done ﬁrst based solely on the known consumer type (e.g., Domestic or Commercial) and then the probability
density function (pdf) for all nodes at a junction for that class of consumer are calculated. One goal is to ﬁt these
observations with a parametric distribution that can be used to deﬁne the variability in loads with a small set of pa-
rameters. Works cited by Singh et al. (2009) that have attempted these parametric ﬁts include: Irwin et al (1986)
who used the Weibull distribution and Heunis and Herman. (2002) who ﬁt beta distributions. Additional authors (e.g.,
Ghosh, et al. (1997)) have compared the ability of diﬀerent distributions to ﬁt a single data set. The conclusion of
these works is that load distributions typically do not ﬁt any parametric distribution well and the correct distribution
to use is often problem-speciﬁc.
Gaussian Mixture Models (GMM’s) use a weighted linear combination of Gaussian pdf’s to represent a probability
distribution possessing more complexity than could be described by a single Gaussian distribution. An advantage of
ﬁtting demand distributions with GMM’s is that the multiple Gaussian distributions allow for a single model con-
taining several parametric distributions to ﬂexibly ﬁt a large variety of distribution shapes. Singh et al. (2009) apply
GMM’s to electricity load distributions with good results. While GMM’s have seen some application to electric-
ity load modeling, application of GMM’s to water demands is extremely limited. Application of GMM’s to water
demands with the most relevance to this work is that of Aksela and Aksela (2011). The signiﬁcant diﬀerences of
this work and that of Aksela and Aksela (2011) are that here we apply GMM’s to the observed data and then use
multivariate classiﬁcation based on the GMM parameters, whereas Aksela and Aksela (2011) do one-dimensional
classiﬁcation using the measured total consumption at each service connection and then apply GMM’s to model the
demands within each pre-deﬁned class. Additionally, we focus here on classiﬁcation of daily demand patterns where
Aksela and Aksela (2011) apply their approach to weekly demands.
The goal of this paper is to develop and demonstrate a robust approach to classifying water demand patterns as
obtained from smart meter observations. The approach developed here uses a GMM to ﬁt the daily demand patterns
and the estimated GMM parameters serve as the input to multivariate clustering to identify demand classes. The
following section provides a high-level overview of the GMM and clustering algorithms. An example data set is
introduced in the next section and the results of applying the GMM-based classiﬁcation approach are discussed.
2. Methods
Density mixture models can be used to approximate an empirical, often non-parametric, probability density func-
tion as a mixture of multiple known parametric distributions. Here we focus on mixtures of Gaussian distributions to
ﬁt observed demands throughout a 24 hour period. The estimated parameters of the mixture model deﬁne the features
used in multivariate clustering.
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2.1. Gaussian Mixture Models
Mixture models provide a means of describing a single observed data set as a combination of multiple probability
density functions. Given a vector of observational data of length N, χ = (x1, x2, x3, ..., xN) where each datum is an
i.i.d. sample from a probability density, p, the goal is to estimate the parameters, Θ, such that the likelihood the
observations, χ, were drawn from a distribution with parameters, Θ, is maximized:
p(χ|Θ) =
N∏
i=1
p(xi|Θ) = L(Θ|χ) (1)
where Θ contains the parameters that describe each component distribution as well as the weight applied to each
distribution. The general expression for a mixture model is:
p(x|Θ) =
M∑
i=1
αi pi(x|θi) (2)
See (Bilmes (1998)) where probability densities of M component distributions are mixed together using the weight-
ing coeﬃcients α. The weighting coeﬃcients are constrained such that
∑M
i=1 αi = 1.0. Each component density, pi,
has parameters contained in θi. For multi-dimensional densities that are solely Gaussian, θ = (μ,
∑
) where μ are
the means and
∑
is the covariance matrix. Here, demand patterns are estimated with time as the single independent
variable, one-dimensional, such that
∑
is a vector containing only the M variances. The Gaussian probability density
function (pdf) is given by:
g(x|μi,Σi) = 1(2π)d/2|Σi|1/2 exp
{
−1
2
(x − μi)TΣ−1i (x − μi)
}
(3)
Each Gaussian density is fully deﬁned by θi = [μi,Σi]. The number of component distributions, M, is ﬁxed apriori
and estimation of the parameters in θ and the corresponding weight coeﬃcients, α, are done using maximum likelihood
estimation. The non-linear relationship between the likelihood and the estimated parameters requires an iterative
approach to estimation, and this is accomplished through the expectation-maximization algorithm as implemented
in the gmdistribution. f it function (Matlab (2012a)). Once a GMM is ﬁt to the demand pattern for a particular time
period, the estimated parameters of the GMM then serve as the feature space for classiﬁcation of those patterns.
2.2. Multivariate Classiﬁcation
The goal of multivariate clustering is to use the measurements in the feature space to separate demand patterns
into K clusters that minimize intra-cluster variability and maximize inter-cluster diﬀerences (separation). Following
Xu and Wunsch (2009), a set of objects x j ∈ Rd, j = 1, ...,N to be organized into K clusters C = [C1, ...,CK] must
minimize the sum of squared errors deﬁned as:
Js(Γ, A) =
K∑
i=1
N∑
j=1
γi j ‖ x j − ai ‖2 (4)
where A = [a1, ..., aK] is the matrix of cluster centroid means (averages) within the d-dimensional space with the
sample mean for the ith cluster containing Ni objects being:
mi =
1
Ni
Ni∑
j=1
γi j x j (5)
Γ = γi, j is the cluster partition matrix,
γi j =
{
1 i f x j ∈ clusteri
0 otherwise
}
(6)
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with
K∑
i=1
γi j = 1,∀ j (7)
The k-means algorithm requires that K be pre-speciﬁed. Random starting locations for the cluster centroids are
used to initialize the clustering process. The k-means clustering is done using the implementation in the R package
(R Core Team (2012)).
3. Application
Water meters were installed at approximately 250 service connections within a single district metered area (DMA).
Hourly water use measurements were recorded over a six-month period beginning on January 1st, 2011. The cus-
tomers within this DMA are a mix of residential and commercial entities.
3.1. Example Data Set and Preparation
The data examined here are obtained by recording the total cumulative amount of water consumed with a one-hour
sampling frequency. The diﬀerence between the measured cumulative volumes at the current and previous time steps
provide the measured ﬂow rate (demand) at the service connection: Qt = (Vt − Vt−1)/Δt. The data are noisy with
individual demands occurring on a ﬁner time scale than the one-hour sampling interval. A median ﬁlter was used to
interpolate values of for sample times with missing observations and to smooth the values of some outliers.
The one-hour sampling rate for these data is relatively coarse, and in order to make the parametric model ﬁtting
more stable, the observations are expanded to a 30 minute sampling rate using a piecewise cubic Hermite interpo-
lating polynomial (PCHIP) as implemented in the Matlab function interp1 (Matlab (2012a)). Interpolation with the
PCHIP algorithm was chosen as this expansion does not change the character of the observations, it merely adds more
observation points at intermediate time steps with values contained inside the range of measured values to improve
stability of the GMM ﬁts.
A subset of the total data set collected is used here for analysis. This subset consists of 85 service connections that
represent the locations with the fewest missing data due to meter malfunctions. An example week of these data are
shown in Figure 1. A number of features regarding the data set can be seen in Figure 1: 1) There is a strong diurnal
pattern to the water demands with relatively low use during the early morning hours; 2) A number of the sensors show
a diﬀerence between weekend and weekday use – the ﬁrst two days of the week in Figure 1 are Saturday and Sunday;
and 3) There are some sensors with anomalous readings, for example, sensor 36 exhibits daily minimum demands
that are considerably greater than zero as evidenced by the colored line extending across the one-week time period
(Figure 1)
A practical consideration for classiﬁcation is deﬁnition of the ’”water day” as the 24 hour period beginning and
ending at the time of daily lowest ﬂow. Lowest ﬂows for residential demands typically occur in the early morn-
ing hours. For the week shown in Figure 1, 05:00 appears to be the lowest ﬂow period across all sensors. Visual
examination of observations from other weeks supports 05:00 as the time of lowest ﬂow and classiﬁcation of daily
demands are done using the water day between 05:00 and 05:00. This average low ﬂow time is later than observed
for other systems and is thought to be inﬂuenced by early morning ﬁlling of on-site storage at the majority of service
connections.
For each service connection, observations were averaged in time to represent a mean demand pattern for that
connection. The averaging was done over a calendar month and only weekday demands are considered resulting in
20 weekdays being used in each average for the January data. Figure 2 shows three example sensors with 20 days
of daily demands and the average demands. A GMM is then ﬁt to these average demand patterns using the models
and EM estimation as described above. Figure 3 shows results of ﬁtting GMM’s to the three average demand patterns
shown in Figure 2. For the results in Figure 3, M, the number of Gaussian distributions, is ﬁxed at three.
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Fig. 1: Example demands for all sensors for the week of January 1st, 2011
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Fig. 2: Individual daily demands for 20 weekdays (grey) and the average demand (red) are shown for three diﬀerent sensors.
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Fig. 3: Gaussian Mixture Model ﬁts to average demands for three sensors. The red line is the observed data (20 day average), the black line is the
GMM ﬁt and the grey lines are the three component Gaussian models. Note the variation in the Y-axis range
3.2. Classiﬁcation Parameters
The number of Gaussian distributions necessary to adequately ﬁt the daily demand patterns is unknown and the
patterns for some days may be well ﬁt with a smaller number than the patterns for other days. Here we are looking for a
constant number of Gaussian components that can adequately ﬁt all days. This value is determined by ﬁtting GMM’s
with, 2, 3, and 4 components and then using the corrected Akaike Information Content (AICc) as a quantitative
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Table 1: Summary of AICc distributions for varying numbers of Gaussian components
Gaussian Components 2 3 4
k 6 9 12
AICc Median 11,888 11,808 11,811
AICc IQR 805.4 759.9 770.3
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Fig. 4: Within Cluster Sum of Squared Errors as a function of the number of clusters.
measure. The AIC is deﬁned as: AIC = 2k− 2ln(L) where k is the number of parameters, here three times the number
of Gaussian components, and L is the maximized value of the likelihood function. AICc is the corrected AIC (see
Burnham and Anderson, 2002) to account for smaller sample sizes:
AICc = AIC +
2k(k + 1)
n − k − 1 (8)
where n is the sample size. Here n = 48 to account for the additional interpolated points used in the GMM ﬁts. The
weekday data from January 2011 were used to create an average demand pattern for each service connection and these
patterns were ﬁt with GMM’s having 2, 3 and 4 components. Table 1 shows a summary of the AICc values across all
85 sensors. Using three Gaussian components provides the lowest median AICc value and the tightest inter-quartile
range (IQR) and, therefore, GMM’s with three components are used for the analyses here.
For the three-component GMM, there are nine dimensions to the feature space comprised of μ, σ and α for each
component. The feature vectors have been ordered in increasing value of the μ’s for each service connection such that
the Gaussian component that occurs earliest in the day is number 1 and the latest is number 3. The ability of subsets
of these features to separate the demand patterns between the diﬀerent service connections was examined visually
and quantitatively. In summary, high-dimensional subsets of the features did not improve the classiﬁcation process
signiﬁcantly and it was determined that a two-dimensional feature space would suﬃce.
The questions of which pair of features to select and how many clusters to use are answered simultaneously. The
normalized total sum of squared errors within the clusters is shown as a function of the number of clusters in Figure
4. In an ideal setting, the normalized total sum of squared errors as a function of the number of clusters would show a
distinct elbow beyond which the addition of more clusters would only provide minimal decrease in normalized total
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sum of squared errors. That ideal case does not appear in Figure 4, where the normalized total sum of squared errors
continues to decrease smoothly with increasing numbers of clusters. Given the relatively small data set of 85 service
connections, the decision was made to use four clusters. From Figure 4, the feature pair that minimizes the normalized
total sum of squared errors for four clusters are the standard deviations of the ﬁrst two Gaussian components: σ1 and
σ2. Other feature pairs beyond those seen in Figure 4 were also examined.
3.3. Identifying Demand Patterns
The parameters identiﬁed in the previous section are applied to data from January 2011. The weekends are excluded
from the analysis and the remaining 20 days are clustered into four classes with the resulting patterns shown in Figure
5. For each pattern, the number of members and the total daily demand are shown above the pattern. The four patterns
here contain between 16 and 32 of the 85 total service connections. The overall pattern is shown in black with the ﬁrst,
second and third Gaussian components shown in red, green and blue, respectively. it is noted here that all GMM’s are
ﬁt to the observed patterns in a normalized space that only uses information on the pattern of demand and does not
use any information on the actual amount of demand. After the clustering, the average daily demand of the service
connections within each cluster is calculated and the area under the pattern curve is set to be equal to that average
demand amount.
There is no customer information available for the service connections in this data set, so conﬁrming the types of
customers that belong to a given pattern is not possible. However, the patterns shown in Figure 5 may represent both
residential and commercial customers. A residential pattern where the water consumers are gone for much of the day
to jobs and school will show a sharp morning peak and a more dispersed evening peak with a minimum between the
two peaks such as demonstrated by Cluster 4 (lower right, Figure 5). A diﬀerent residential pattern with someone
generally at home throughout the day still has the morning and evening demand peaks, but without a well-formed
minimum in between them as possibly represented by patterns 1 and 2 (top row, Figure 5). A commercial customer
with more regular water consumption will show a relatively uniform distribution of demand throughout the business
hours as may be represented by pattern 3 (lower left, Figure 5).
The locations of the cluster means and the individual cluster members within the feature space are shown in the left
image of Figure 6. The solid triangle symbols show the location of each cluster mean. Figure 6 (left image) shows
that three of the four clusters are characterized by the standard deviation of the ﬁrst (earliest) Gaussian component
(Sigma 1) being relatively small, ≤ 2.0. This result corresponds to the relatively sharp early peak in demand as seen
in clusters 1, 2 and 4 in Figure 5, Only cluster 3 in Figure 5 has the ﬁrst Gaussian component with standard deviations
> 2.5. Figure 5 also shows that the means of the Gaussian components range from 10:00-12:00, 14:00-17:00 and
20:00-22:00 across the four patterns.
An obvious feature for classiﬁcation is the total demand at each service connection, and previous authors (e.g.,
Aksela and Aksela, 2009) have done one-dimensional demand classiﬁcation using the total demands. For comparison,
we also use total demand as the only dimension in the classiﬁcation. A log10 transform of the total demand at each
service connection was made and three uniformly spaced thresholds within the log10 transformed space: 1.25, 1.75
and 2.25, were used to classify the service connections into four classes. These thresholds correspond to 17.8, 56.2
and 177.8 gpm, respectively. The resulting four classes are shown in the original two-dimensional feature space in
Figure 6 (right image). Clearly, the patterns identiﬁed by the GMM ﬁts are quite diﬀerent than those identiﬁed by
thresholding the total demand at each node.
The stability of the identiﬁed clusters over time is examined by applying the same GMM approach along with
k-means clustering to all 6 months of data (February through June) and then comparing the position of the cluster
centroids within the feature space for each month. Due to some missing records in the May and June, the number
of sensors used in the analysis was decreased from 85 to 77 and this change has a signiﬁcant impact on the cluster
centroids for January. The four clusters formed with the reduced sensor set include a second cluster with a Sigma 1
coordinate > 2.0 (Figure 7). The results in Figure 7 show that the centroids of the four clusters are stable over time
with the convex hull of any set of cluster centroids being able to be drawn without including any centroids from other
clusters. The closest any two convex hulls come to intersecting is between clusters 2 and 4 (red and cyan in Figure 7)
with the January centroid for cluster 2 (red) being close to the cluster 4 group (cyan).
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Fig. 5: Four clusters and their three-component GMM’s for the January 2011 weekday data.
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Fig. 6: January data clustered with GMM’s (left) and thresholding total demand (right).
4. Conclusions
This work presents a new means of classifying water demand data using GMM’s and k-means clustering. The
combination of these approaches provides a ﬂexible approach to ﬁtting demand data as obtained with relatively high
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Fig. 7: Monthly cluster centroids within the feature space for January through June.
frequency sampling rates. GMM’s with three components were used here to ﬁt a wide variety of daily demand patterns.
The parameters of these GMM’s then serve as the basis for multivariate clustering using the k-means algorithm. In the
application here, a relatively low-dimensional space utilizing the standard deviations of the ﬁrst two Gaussian models
was adequate to classify the demands into distinct patterns. These patterns remained as distinct monthly groupings
over the the six months of the study period.
This approach to demand classiﬁcation is based on the pattern of use throughout the day and therefore provides
some insight into how the actual customers use water at diﬀerent times of the day. This approach is quite diﬀerent
from that of classiﬁcation based on total demand at each connection, which provides no information on when that use
occurs during the day. Depending on the goals of the demand classiﬁcation, one approach or the other may best. For
example, in designing the size of a new tank, the fraction of each class as determined by the total demand classiﬁcation
may be best, while predicting the amount of water that needs to be available at any time of the day maybe better served
by the demand patterns modeled with the GMM’s.
The raw data examined here are noisy with considerable variation between demand patterns recorded at the same
connection on diﬀerent days. Here, we averaged all weekday demands at each connection over a full month to get
a less noisy pattern for model ﬁtting. Questions still remain as to how much averaging over time is necessary and
whether or not diﬀerent weekdays and/or weekend days should be included in the same average. These questions will
be examined in future work.
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