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Let u( r, 8) be biharmonic and bounded in the circular sector (0 1 < v/4,0 < r < 
p (p > 1) and vanish together with au/a@ when lt?( = n/4. We consider the 
transform I;@@) = JdrP-‘u(r,f7)dr. We show that for any fixed 0, u(p,Bu) is 
meromorphic with no real poles and cannot be entire unless u( r, 6’e) E 0. It follows 
then from a theorem of Doetsch that u(r,@o) either vanishes identically or oscil- 
lates as r --+ 0. 
1. INTRODUCTION 
This note deals with the behavior near the origin of functions which are 
biharmonic in the quarter-circle 
Qp = {(xJ): 0 < x2 +y2 < P~,IYI 5 X) 
and which vanish together with their normal derivatives on the segments 
where IyI = x, 0 < fix < p. One of the main goals is a demonstration 
that the biharmonic Green’s function of a plane region whose boundary 
contains a corner cannot be of one sign. The physical interpretation of this 
result for the “clamped plate” is obvious. For plane stationary Stoke’s flow 
in a region with a corner our result has the following implication: if the 
flow is induced by a force field which is conservative near the corner then 
there are vortices in every neighborhood of the comer. 
We also consider the expansion of these biharmonic functions that is 
due to Kondrat’ev [12]. We show that these are not merely asymptotic 
developments as claimed in [ 12) but are convergent to the function in a 
neighborhood of the corner. 
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The oscillatory behavior of the biharmonic Green’s function in the 
neighborhood of a comer was proved by Osher [ 141 in the special case of a 
quarter-plane. We prove a stronger result than that of Osher by means of a 
comparatively short and conceptually simple proof, the main idea of which 
is taken from [7]. The oscillatory behavior near a comer of the biharmonic 
Green’s function of a square or rectangle will follow directly from this 
result. The result is stated precisely as follows. 
THEOREM 1.1. L-et u be biharmonic in the interior of Qp, (p > 1) and 
bounded and of class C’ on Q,. Moreover, let u vanish together with its 
normal derivatives on the boundary segments 
IYI = x, O<fiX=+ 
Then on any segment of the form 
y = kx, O<diTsx<I (lkl < 117 
u either oscillates as x + 0 or vanishes identically. 
We remark that Theorem 1.1 is valid for circular sectors with central 
angles other than 90”. The critical angle above which it fails is approxi- 
mately 146”. In this connection see Seif [ 161 and further remarks in 5. 
Like Osher we attack the problem by taking a transform with respect to 
the radial variable r = @G- *, however instead of taking the Fourier 
transform with respect to -1nr as Osher does we take the Laplace 
transform with respect to that variable and write it in the form 
I 
1 
rP-‘u(r,@)dr; 
0 
our primary gain thereby is the freedom to consider functions defined only 
on a quarter-circle. By an appeal to a theorem of Doetsch [5] we demon- 
strate the asserted oscillatory character of u directly from the properties of 
its transform without having to invert the latter. 
The use of transform methods, i.e., Fourier analysis, for the solution of 
biharmonic boundary value problems was apparently first proposed by 
Venske [ 171, who in 1891 listed the main types of regions whose geometry 
permitted this approach. The procedure was subsequently carried out in 
more detail in, e.g., [4,6,9,10, 14,161. In particular, in the paper of Dixon 
[4], the solution was obtained in sufficient generality to include all of the 
cases listed by Venske excepting only the annulus. 
At the end of the paper we consider the general case of a region with a 
“curvilinear comer,” i.e., a region bounded by a piecewise smooth curve 
whose tangent turns through 90” at one of its discontinuities. In this 
CLAMPED PLATE CONDITIONS 375 
general case, as opposed to the case of a rectangle for example, the 
oscillatory behavior of the biharmonic Green’s function at the comer 
cannot be deduced directly from Theorem 1.1. We show how this can be 
proven, however, from the known result for the quarter-plane. This proof 
makes use of an exhaustion theorem for the biharmonic Green’s function 
which, in essence, is contained in Hadamard’s often quoted memoir [ Ill, 
and also of a formula of Loewner [13] which relates the biharmonic 
Green’s functions of two regions which are equivalent under a Mobius 
transformation. 
2. THE TRANSFORMED EQUATION 
Henceforth we shall use polar rather than Cartesian coordinates. We 
proceed formally in this section; the justification will be given later. 
Let u(r, 0) be biharmonic for 
o<r<P(P> 11, (8) <;. 
and satisfy 
u(r,~~)=~(r,+=o, O<r 
We put 
ti(p,e) =p-lu(r,e)dr 
J 
03 
= e-P’u(e-‘,B)df. 
0 
If we begin with the equation 
then after repeated integration by parts we obtain 
2 + 2(p2 + 2p + 2)s + (p4 + 4p3 + 4p2)ti 
< P. (2.1) 
(2 4 
= -;Au(l,S) - 
a’+, e) 
arae + (P + 2)AUw) 
+p$(i,e) - (P + 2)$(1,e) +P(P + 2Ytw). 
(2.3) 
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From (2.1) we have 
a(P,+=$a(,,+o. (2.4) 
3. SOLUTION OF THE TRANSFORMED PROBLEM 
We now examine the solution of the boundary value problem 
d41i 
----& + 2($ + 2p + 2)s +p2(p + 2)2- 24 =&u% (3.1) 
(3.2) 
where f,(0) denotes the right-hand side of (2.3) note that f,(e) is a 
polynomial of degree three in p whose coefficients are continuous func- 
tions of 8 on [-m/4,7r/4] (see Lemma 8.2). 
Let w( p, 4) denote the solution of the homogeneous equation that results 
when f,(e) in (3.1) is replaced by 0 and that satisfies 
$w(p,-t)=O, j=O,1,2, %(p,-t)=l. 
Except when p = 0, - 1, - 2, w is given by 
w(p e) = (P + 2)sinp(e + 77/4) -psin[(p + 2)(e + 77/4)1 
7 
4P(P + I)(P + 2) 
. (3.3) 
The solution of (3. l), (3.2) can be expressed by means of the variation of 
parameters formula as follows 
qp,e> = Aw(p,B) + Bw’(p,B) 
+ s ( ’ w e-rp-$)f,(e)de (here/=-$). (3 -4) --n/4 
If we substitute this expression in the boundary conditions 
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and solve for A and B we obtain 
A = (D(P))-’ 
n/4 
X I [ W(Pl -r/4 -cpw P,; - w’(p, ( 1 -+07 $xQwb 
B = (D(p))-’ 
X 
77/4 
1 L -r/4 w’(p, -vjw( P, $) - WfP, -dwf p, ;)]J(f.p)drp, 
where D(p) denotes the determinant 
D(P) = (w( P, Z))’ - w( p, gwj p, !c), (3.5) 
Let K,(O, cp) denote the Green’s function of the problem (3.1), (3.2). If 
B < p then K,(B, 93) can be read off from (3.4) after substitution of the 
above expressions for A, B as follows 
q.wf) = mPr 
x ([ W(PY -dw”(P7 ;) - W’(P> -dw’(p, #v(p,8) 
+[wuPn+(P~~) -w(P,--gj)w’(P.~)]w’(P,e)), 
- ; < B < cp < 3. (3.6) 
By symmetry we have 
qcp, 0) = fqe7 9) . (3.7) 
From (3.3) (3.6) and (3.7) one readily sees that 
taw,(~mt = ~(JpJ-4e”11mPI) as IPI --, ~0, (3.8) 
uniformly with respect to 8. From the structure off,, as already noted, and 
the representation 
(3.9) 
it follows, in view of (3.8) that D( p)l;(p, e) is an entire function of p for 
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each fixed 8 and that 
lD(p)zi(p,e)l = O(lpl-‘e’“irmpl) (3.10) 
as 1 pi + co, uniformly with respect to 8. 
Since u is bounded it is clear from definition (2.2) that, for fixed 
8, fi(p, 0) is analytic in the (open) right half-plane. We thus have the 
following. 
LEMMA 3.1. The function 6( p, 8) defined for Re p > 0 by (2.2), extena!s 
for each fixed 0 to a meromoFphic function of p with poles {p,(8)) satisfying 
ew) = 0, Rep,(B) I 0. 
4. THE FUNCTION D(p) 
Upon substituting (3.3) into (3.5) one obtains 
D(p) = (P + 1 + COSPW2)). (P + 1 - COSP(77/2)) 
P+l P(P + l)(P + 2) * 
(4.1) 
Note that each factor on the right in (4.1) is an entire function. Corre- 
sponding to the roots of the first of these factors, the homogeneous 
problem (3.1) (3.2) has solutions of the simple form 
c~s(p + 2)e c0spe 
cos( p + 2)( n/4) - cosp( p/4) ’ 
corresponding to the roots of the second factor are solutions of the form 
sin(p + 2)e sinpf? 
sin( p + 2)( r/4) - sinp( a/4) * 
For our purposes the essential fact, which is evident from inspection of 
(4.1), is the following 
LEMMA 4.1. The entire function D(p) has no zeros on the real axis. 
Finally from (4. l), (3.10) and Lemma 4.1 we have 
Iqp,e)l 5 k, + k,lpl, p real, (4.2) 
where k, and k, are independent of 8. 
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~.PROOF OF THEOREM 1.1 
Suppose now that the function a(~, 0) is nonnegative for small r when 
6 = 8,. If Rep = p0 > - cc is the abscissa of convergence of 
(5.1) 
then by a theorem of Doetsch [5, p. 591 (see also Widder [18, p. 581) 
li(p,0,) must have a pole at po. In view of Lemmas 3.1 and 4.1 this is 
impossible, hence the integral must converge for all p. Suppose now that 
for some ‘a: 0 < r. < 1, then since for 8 = S,, (2.2) is valid for all p we 
would have 
lim r,-5qp,Bo) > 0, 
p--a, 
which contradicts (4.2). We conclude therefore that u(r, 0,) must vanish 
for small r and hence, by analyticity, for 0 < r < 1. This completes the 
proof of Theorem I. 1. 
Remark. If one carries out the above analysis for the general angle of 
less than 180” then one finds that roots of D(p) = 0 occur on the real axis 
for angles greater than a critical angle of about 146”. (The location of the 
zeros of D(p), for general angles, has been analyzed in detail by Seif [16].) 
For angles greater than the critical angle the conclusion of Theorem I. 1 is 
false. Indeed if 2a exceeds the critical angle then there are positive values 
of p such that if 
( cOspe u(r,tl) = rp+* - - COS(P + 2)e cospa cos( p + 2)Cl ) 
then 
u(r, kcr) = E(r, &a) = 0 
and u( r, 0) is nonnegative for 10) < (Y. 
6. EXPANSION THEOREM 
Let pO be a root in the right half-plane of D(p) = 0 and let 
~p,w = 
COS(~, + 218 cOspoe 
COS(P, + w/4) - COSP,~~) 
(6-l) 
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or let 
wp,w = 
sin( p0 + 2)8 sinpa 
sin( p,, + 2)( n/4) - sinp,( r/4) (6.2) 
according as p = pO satisfies 
p + 1 + cosp; = 0 (6.3) 
p + 1 - cospf = 0. (6.4) 
Then 
u( r, e) = rpo+2wpo( e) (6.5) 
is biharmonic on QP and satisfies (2.1) for any p > 1. For u given by (6.5) 
the transform r?( p, 0) has the simple form 
the) = 
y#9 
Po+Z+P 
(6.6) 
It is easily shown that if U(T, 0) is biharmonic on Q,, (p > 1) and satisfies 
(2.1) as well is the regularity conditions of Theorem 1.1 then the residue at 
- (pO + 2) of the transform fi(p, 0) must be a multiple of tip,(B). This 
suggests that we can expand u( r, 0) in a series in terms of the countable set 
of simple solutions {r J’o+~o~,(~)} (where p,, runs through the roots in the 
right half-plane of D(p) = 0) with the coefficient of 9°+2wP,(e) being 
determined in the obvious way by the residue at -(p. + 2) of li(p, 0). 
Asymptotic representations of this type have been considered by Kondrat’ev 
[ 121 for a much more general problem and while he considers the special 
case under consideration here he does not give the expansion in a very 
explicit form. 
The proof of the expansion theorem involves three steps. First one must 
verify the assertion concerning the form of the residues of u(p, e), second, 
one must show that the indicated procedure for determination of the 
coefficients in the expansion will result in a series which converges to a 
function satisfying the hypotheses of Theorem 1.1 and for which “term by 
term” computation of the transform is permissible. Finally we must show 
that such a function is uniquely determined by its residues. Only this last 
step will be carried out in detail; the first two steps are more routine and 
will merely be indicated. 
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PROPOSITION 6.1. Zf for a given t9,, IO,I < r/4, the function ti(r, 0,) is 
entire then li(r, tl,,) vanishes identically. Thus, if u(r, 0) vanishes of infinite 
order as r -+ 0 along the ray 0 = e,,, then u(r, tl,,) vanishes iaknticalb for 
O<r<l. 
Proof. We shall show that if 1;(p, 0,) is entire then it must be of 
exponential type, for if I;(p, @a) is of exponential type then, by the 
Paley-Wiener theorem [15], u(r, 0,) vanishes for r outside a compact 
subinterval of (0, l), hence, by analyticity, identically in (0, 1). 
We return to formula (3.9) and by virtue of this representation, (3.5) 
(3.6) and the polynomial form of &( /3,) we see that u( p, 8,) is a quotient of 
entire functions of exponential type. In view of the Hadamard factoriza- 
tion theorem we need only show that the canonical product associated 
with the zeros of t;(p, 0,) is of exponential type. Since the zeros of ;(p, 8,) 
are also zeros of the integral (5.1) their exponent of convergence and hence 
the order of the canonical product must be one, By a theorem of Lindelof 
[ 11, an entire function of order one is of exponential type if and only if its 
zeros, {A,}, satisfy for p > 0, 
2 I < Mp and 
O<l~“l<P 
2 $<M 
O<lLl<P y 
for some constant M. The zeros of D(p) and of the integral (5.1) must 
satisfy these conditions, hence so must those of t;(p, f?). We conclude that 
ti( p, 0) must be of exponential type if it is entire. 
The second assertion of the proposition is an immediate consequence of 
the first. 
We now indicate the remaining steps in the proof of the expansion 
theorem. Let p. be a root in the right half-plane of D(p) = 0 so that 
- (p. + 2) is also a root of D(p) = 0. Since all of these roots are simple it 
follows readily from (3.9) that 
lim 
P+-(Po+2) 
(P + p. + w(P, e) 
exists and is a solution of the homogeneous problem (3.1) (3.2) that results 
when fp is replaced by zero. A solution of this homogeneous problem will 
be a multiple of the expression wJ0) defined above. 
It is easily seen that roots of D(p) = 0 in the first quadrant occur in 
pairs p,p* satisfying (6.3) and (6.4) respectively. These roots can be 
ordered so that 
Rep, < Rep, < . . . < Rep, < Rep,, , < . . . , 
Rep: < Rep; < . . . < Rep,* < Rep:+, < . . . , 
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moreover, 
[Imp,1 = O(lnv) asv+co. (6.8) 
A root p,, of D(p) = 0 in the left half-plane is of one of the forms 
- (Pv + 217 - (P,* + 3, - (P” + 4, - t&T + 2), 
and the residue R(B) of l;(p, 0) can be written 
If R,(8) denotes the residue at -(p, + 2) then we see from the above 
formula, in view of (6.7) and (6.8), that 
IR,(e)l = O(vK) as v9 cc 
for some constant K. We can improve upon this estimate by applying the 
same argument o u(p,r,B) where 1 < p, < p and p is as in Theorem 1.1, 
and so are able to deduce that 
IR,(e)l = O(V”~;~‘~-) as v-+ 00. 
We can now prove the following expansion theorem. 
THEOREM 6.1. Let u sutisfv the hypotheses of Theorem 1.1. Then 
+,e) = 2 ~poWpo(e)rP~+2, 
where the summation is over the roots p0 in the right half-plane of D(p) = 0 
and oP,( 0) is given by (6.1) or (6.2). The convergence is uniform for 0 I r 5 1. 
7. THE BIHARMONK GREEN’S FUNCTION OF A PLANE REGION 
WITH A CURVILINEAR CORNER 
It is obvious that our main result implies that the biharmonic Green’s 
function of Q is oscillatory when 52 is a quarter-plane, a quarter-circle, a 
rectangle, or any other of a wide variety of regions. What follows is a 
generalization of this result to plane regions with a curvilinear comer. The 
proof is based on an exhaustion theorem for the biharmonic Green’s 
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function which is as follows. Suppose that a, 52,, a,, . . . are plane regions 
with biharmonic Green’s functions, I’o(z, {), ro,(z, j), . . . and 
s-l= &I., % c &I+,, n = 1,2,..., (7-l) 
n==l 
then for any (z,{) E Q X 9, 
and the limit is uniform on compact subsets of 1 x a. This result was 
recognized and used implicitly by Hadamard [ 111, and follows from his 
inequalities 
and 
q-&,z) I r&4), ZEWC~ 
Irdz,s) - rdwl I K-h4 - rdZ,4)‘/‘(w,o - rx,s)Y2, 
z, 3 E Q’ c 8. (These inequalities also follow immediately from the char- 
acterization of the biharmonic Green’s function as a reproducing kernel 
[2].) It follows from the above exhaustion theorem that if (7.1) holds and IYn 
changes sign that I,” must also change sign for all but finitely many values 
of n. (For a more general result of this sort see [3].) 
We shall now prove the oscillatory character of the biharmonic Green’s 
function for a bounded plane region D which lies in the first quadrant, has 
a curvilinear comer at the origin and which is bounded near the origin by 
a curve which is convex toward the exterior of Q. 
PROPOSITION 7.1. Let Cl be a plane region such that 
(1) 52 is bounded, 
(2) r;2 \ (0) c {z: 0 < argz < a/2}, 
(3) for some E > 0 the intersection P, of C2 with the disk D, = {z: 
(zl < E} is conuex, 
(4) the boundary of Q2, in the open disk D, is a piecewise smooth simple 
curue z = z(t),a, < t < a2 where a, < 0 < a2, such that 
z(0) = 0, lili-i(t) = -i. ,2+i(t) = 1. 
( 1 
.=i . 
Then the biharmonic Green ‘s function of 52 will change sign in 52, x Q2,. 
Proof: It is clear from the hypothesis that it is possible to choose a 
sequence {t,} of positive real numbers such that 
t, = 1, lim t, = cc 
n-+a, 
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and 
D n+l 1 a”, n = 1,2,. a*> 
where 
&, = (2: t,‘z E iI}; 
we will then have 
( z: 0 < argz c1 2 I = (Jon. 
n=l 
In view of the simple relation 
the exhaustion theorem, and the oscillatory character of biharmonic Green’s 
function for the quarter-plane, the proposition follows. 
We next indicate how conditions l-4 of Proposition 7.1 can be replaced 
by a purely local condition at 0 not involving any convexity assumptions. 
This result is as follows. 
PROPOSITION 7.2. Suppose that Cl satisfies condition 4 of Proposition 7.1 
for some c > 0 and assume in addition that z = z(t) is piecewise of class C2 
and that a, does not intersect the ray arg z = &r/4. 
Then the conclusion of Proposition 1.1 remains valid. 
Proof. Let /3 be chosen to satisfy 0 < 1 PI < e and argp = 51r/4, so 
that 
pa. (7.2) 
Let 3’ denote the image of D under the Mobius transformation 
.Hp/“,. (7.3) 
Note first that because of (7.2), 8’ will satisfy condition 1 of Proposition 
7.1. The pre-image of the first quadrant under (7.3) is the exterior of 
{t: Iz - RepI I IRePI} u {z: IL - iRep( I (RePI}. 
Since the arcs z = z(t), a, < t I 0 and z = z(t), 0 I t < 4f2 have finite 
curvature at t = 0, it follows from (7.2) and condition 4 that a \ (0) will lie 
in this pre-image provided I p 1 is sufficiently small; when this is the case Q’ 
will satisfy condition 2. Condition 4 is invariant under the Mobius trans- 
formation (7.3) (however the value of e may change). In order that 
CLAMPED PLATE CONDITIONS 385 
condition 3 be satisfied by the region Q’ it is sufficient that the limits 
lim Imi.(t)Rt) 
t-0-t 
be positive, where 
Pz(t) 
Ht) = p - z(t) ’ 
An elementary computation yields 
lim Imi(t)Rt) = lim ImE(t)i(t) + ti/j/ll. 
t-o* t-0 k 
Thus 51’ will satisfy 3 provided ] /3 ] is sufficiently small. We conclude that if 
IpI ff’ t is su icien ly small and P’ is the image of Q under the transformation 
(7.3) then 52’ satisfies the conditions of Proposition 7.1. 
Since D and Q’ are related by a Mobius transformation their biharmonic 
Green’s functions are related by Loewner’s formula [13] (see also [2]) as 
follows 
MZ>Z’) = If’(z)l-‘lf’(z’)I-‘~~‘(f(Z)~f(Z’))~ 
where 
PZ f(z) = p--L’ 
Thus the two functions have essentially the same behavior in the neighbor- 
hood of (O,O), in particular, Ia changes sign there if I,. does. This 
completes the proof. 
8. JUSTIFICATION OF THE TRANSFORM METHOD 
This justification is based on the following lemmas. 
LEMMA 8.1. For R > 0 let DR denote the disk 
D, = {(x,y): x2 +y2 > R}. 
There exist constants K,, K,, . . . , not depending on R, such that if o is 
biharmonic in D, and satisfies 
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thenfork,m = 1,1,2 ,..., 
ak+m 
-u(o,o) 5 MKk+,R-(k+m). 
axkay (8.1) 
Proof. We first prove (8.1) for k = 1, m = 0. The function u admits an 
expansion of the form 
u(r cos8,r sin8) = a0 + bOr2 + j?j (a,r”+ b,r”+*)cosnO 
n-l 
+ j,( c,r” + d/+*) sin&. 
Note that 
a, = $(O,O). 
and that the term 
(a,r + b,r3)cos8 
is orthogonal over DR to the remaining terms of the series. It follows from 
the last observation that 
a,r + b,r3)*cos2BrdrdB 5JJ lU(XyY)12~dy 
D/t 
Upon performing the integration and some elementary algebra this gives 
-1-+* + 2a,R + b,R3 * - - 18 3 2 I 2M2 
or 
)g(o,o+ lu,l 5 6MR-‘. 
One can use similar methods to estimate the higher-order derivatives; the 
following argument by induction is simpler. If the assertion has been 
established for derivatives of order I n - 1 then if u is biharmonic and 
bounded by M on the disk of radius R one has 
ak+m--l 
axk-laxm 
u(x,y) I 2n-‘Kk+m-,R-(k+m-‘) 
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for I<klk+m = n and (x,y) E DR,2. We now apply the result 
established above for the first derivative to obtain (8.1) with Kk+,,, = 
2k+"K k+m- ,. This completes the proof. 
LEMMA 8.2. Let u be biharmonic in the interior of Q, (p > l), of ciass C’ 
on Qp, and saris- (2.1) and 
lU(X,Y)l 2 M, (XTY) E Qp. 
Then u admits a biharmonic extension u* to the set 
H= (x,y): x2 +y* 5 (1 +P)2,x>o 
4 I 
and u* satisfies 
Iu*(x,Y)( 5 KM, (x,Y) E H, 
where the constant K depends only on p. 
Proof: In this proof it will be more convenient to take 
Qp = {(x,y): x,y > 0, x2 + y* < p’}. 
By a theorem of Duffin [8], u admits a biharmonic extension u* to the set 
((x,y): y > 0, x2 + y* < p’} which satisfies, for x > 0, 
u*(-x,y)= -u(x,y)+ 2x* ax (KY) - x*Au(x,y 1. (8 3 
Suppose that 
o<x<y, x2 + y2 < (P “4 I)* (8.3) 
then 
d = dist((x,y), aQ,), 
= min(x, +) 
and thus 
!2!<2L* 
d P-1 
By Lemma 8.1, when (8.3) holds then 
~-+,v)l <-+,K Ix*Au(x,y)l I (P8f)zK2M. (8.4) 
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If 
4~ K + 8~’ K K= 1+- 
p-l 1 
(P - II2 2 
and (8.3) holds then it follows immediately from (8.2) and (8.4) that 
lu*(-x-y)I I KM. 
A similar argument is applied to the continuation across the x axis. 
LEMMA 8.3. Let u be as in Lemma 8.2. Then as (x,y) + 0, (x,y) E int Q,, 
a partial derivative of order n of u is O(r-“), r2 = x2 + y2. 
Proof. By Lemma 8.2, u has a bounded biharmonic extension to the set 
H. If d = dist((x,y), aH) then as (x,y) + 0 in Q,, rd-’ remains bounded. 
The result follows by an application of Lemma 8.1. 
Lemma 8.3 together with the analyticity of u inside of Q, justifies the 
integrations by parts and interchanges of integration and differentiation 
which led to (2.3) at least when Rep is sufficiently large; because of the 
analytic character of ti(p, 0) it suffices to justify (2.3) only for large values 
of Rep. 
It remains to check that a( p, 0) satisfies the boundary conditions (2.4). 
The condition a( p * + n/4) = 0 presents no problem in view of (2.1) and 
the boundedness of U. To verify the second condition we must check that 
the expression 
J 
I 
0 
rJ’-‘$(r,@)dr (8.5) 
is continuous at 8 = +-a/4 and then appeal to (2.1). This continuity 
indeed follows, for Rep large enough, from Lemma 8.3 and the bounded 
convergence theorem. 
Remark. Note that for a fixed 8 with 10 ( < 7r/4 the estimate in Lemma 
8.3 follows directly from Lemma 8.1. To obtain uniformity with respect to 
8, which is required for the continuity of (8.5) we needed lemma 8.2; this 
result was also needed in Section 3. 
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