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I. INTRODUCTION
F ORECASTING the future values of an observed time series is an important problem, which has been an area of considerable activity in recent years. The application scope is vast, as time series prediction applies to many fields, including problems in genetics, medical diagnoses, air pollution forecasting, machine condition monitoring, financial investments, production planning, sales forecasting, and stock controls.
To fix the mathematical context, suppose that at each time instant , the forecaster (also called the predictor hereafter) is asked to guess the next outcome of a sequence of real numbers with knowledge of the past (where denotes the empty string). Formally, the strategy of the predictor is a sequence of forecasting functions and the prediction formed at time is just . Throughout the paper we will suppose that are realizations of random variables such that the stochastic process is jointly stationary and ergodic.
Many of the statistical techniques used in time series prediction are those of regression analysis, such as classical least square theory, or are adaptations or analogues of them. These forecasting schemes are typically concerned with finding a function such that the prediction corresponds to the conditional mean of given the past sequence , or closely related quantities. Many methods have been developed for this purpose, ranging from parametric approaches such as and processes (Brockwell and Davies [1] ) to more involved nonparametric methods (see for example Györfi et al. [2] and Bosq [3] for a review and references).
On the other hand, while these estimates of the conditional mean serve their purpose, there exists a large area of problems where the forecaster is more interested in estimating conditional quantiles and prediction intervals, in order to know other features of the conditional distribution. There is now a fast pace growing literature on quantile regression (see Gannoun et al. [4] for an overview and references) and considerable practical experience with forecasting methods based on this theory. Economics makes a persuasive case for the value of going beyond models for the conditional mean [5] . In financial mathematics and financial risk management, quantile regression is intimately linked to the -Value at Risk (VaR), which is defined as the -quantile of the portfolio. For example, if a portfolio of stocks has a one-day 5%-VaR of 1 million, there is a 5% probability that the portfolio will fall in value by more than 1 million over a one day period [6] . More generally, quantile regression methods have been deployed in social sciences, ecology, medicine and manufacturing process management. For a description, practical guide and extensive list of references on these methods and related methodologies, we refer the reader to the monograph of Koenker [7] .
Motivated by this broad range of potential applications, we address in this paper the quantile prediction problem of realvalued time series. Our approach is nonparametric in spirit and breaks with at least three aspects of more traditional procedures. First, we do not require the series to necessarily satisfy the classical statistical assumptions for bounded, autoregressive or Markovian processes. Indeed, our goal is to show powerful consistency results under a strict minimum of conditions. Secondly, building on the methodology developed in recent years for prediction of individual sequences, we present a sequential quantile forecasting model based on the combination of a set of elementary nearest neighbor-type predictors called "experts". The paradigm of prediction with expert advice was first introduced in the theory of machine learning as a model of online learning in the 1980-early 1990s, and it has been extensively investigated ever since (see the monograph of Cesa-Bianchi and Lugosi [8] for a comprehensive introduction to the domain). Finally, in opposition to standard nonparametric approaches, we attack the problem by fully exploiting the quantile structure as a minimizer of the so-called pinball loss function [9] .
The document is organized as follows. After some basic recalls in Section II, we present in Section III our expert-based quantile prediction procedure and state its consistency under a minimum of conditions. We perform an in-depth analysis of real-world data sets and show that the nonparametric strategy we propose is faster and generally outperforms traditional methods in terms of average prediction errors (Section IV). Proofs of the results are postponed to Section V.
II. CONSISTENT QUANTILE PREDICTION

A. Notation and Basic Definitions
Let be a real-valued random variable with distribution function , and let . Recall that the generalized inverse of is called the quantile function of and that the real number defines the -quantile of (or ). The basic strategy behind quantile estimation arises from the observation that minimizing the -loss function yields the median. Koenker and Basset [9] generalized this idea and characterized the -quantile by tilting the absolute value function in a suitable fashion. 
Moreover, if is (strictly) increasing, then the minimum is unique, that is
We have not been able to find a complete proof of this result, and we briefly state it in Section V. The function , shown in Fig. 1 , is called the pinball function. For example, for , it yields back the absolute value function and, in this case, Lemma 2.1 just expresses the fact that the median is a solution of the minimization problem These definitions may be readily extended to pairs of random variables with conditional distribution . In this case, the conditional quantile is the measurable function of almost surely (a.s.) defined by and, as in Lemma 2.1, it can be shown that for an integrable (2) where the infimum is taken over the set of all measurable realvalued functions and the notation stands for the conditional expectation of with respect to . We note again that if is a.s. increasing, then the solution of (2) is unique and equals a.s. In the sequel, we will denote by the set of solutions of the minimization problem (2), so that and when the minimum is unique.
B. Quantile Prediction
In our sequential version of the quantile prediction problem, the forecaster observes one after another the realizations of a stationary and ergodic random process At each time , before the th value of the sequence is revealed, his mission is to guess the value of the conditional quantile on the basis of the previous observations only. Thus, formally, the strategy of the predictor is a sequence of quantile prediction functions and the prediction formed at time is just . After time instants, the (normalized) cumulative quantile loss on the string is Ideally, the goal is to make small. There is, however, a fundamental limit for the quantile predictability, which is determined by a result of Algoet [10] : for any quantile prediction strategy and jointly stationary ergodic process (3) where is the expected minimal quantile loss over all quantile estimations of based on the infinite past observation sequence . Generally, we cannot hope to design a strategy whose prediction error exactly achieves the lower bound . Rather, we require that gets arbitrarily close to as grows. This gives sense to the following definition:
Definition 2.1: A quantile prediction strategy is called consistent with respect to a class of stationary and ergodic processes if, for each process in the class Thus, consistent strategies asymptotically achieve the best possible loss for all processes in the class. In the context of prediction with squared loss, Györfi and Lugosi [11] , Nobel [12] , Györfi and Ottucsák [13] , and Biau et al. [14] study various sequential prediction strategies, and state their consistency under a minimum of assumptions on the collection of stationary and ergodic processes. Roughly speaking, these methods consider several "simple" nonparametric estimates (called experts in this context) and combine them at time according to their past performance. For this, a probability distribution on the set of experts is generated, where a "good" expert has relatively large weight, and the average of all experts' predictions is taken with respect to this distribution. Interestingly, related schemes have been proposed in the context of sequential investment strategies for financial markets. Sequential investment strategies are allowed to use information about the market collected from the past and determine at the beginning of a training period a portfolio, that is, a way to distribute the current capital among the available assets. Here, the goal of the investor is to maximize his wealth in the long run, without knowing the underlying distribution generating the stock prices. For more information on this subject, we refer the reader to Algoet [15] , Györfi and Schäfer [16] , Györfi et al. [17] , and Györfi et al. [18] . Our purpose in this paper will be to investigate an expertoriented strategy for quantile forecasting. With this aim in mind, we define in Section III a quantile prediction strategy, called nearest neighbor-based strategy, and state its consistency with respect to a large class of stationary and ergodic processes.
III. NEAREST NEIGHBOR-BASED STRATEGY
The quantile prediction strategy is defined at each time instant as a convex combination of elementary predictors (the so-called experts), where the weighting coefficients depend on the past performance of each elementary predictor. To be more precise, we first define an infinite array of experts , where and are positive integers. The integer is the length of the past (4) where is a positive parameter to be fixed later on. We note that the expert can be interpreted as a (truncated) -nearest neighbor regression function estimate drawn in (Györfi et al. [19] ). The proposed quantile prediction algorithm proceeds with an exponential weighting average of the experts. More formally, let be a probability distribution on the set of all pairs of positive integers such that for all and ,
. Fix a learning parameter , and define the weights and their normalized values
The quantile prediction strategy at time is defined by
The idea of combining a collection of concurrent estimates was originally developed in a nonstochastic context for online sequential prediction from deterministic sequence [8] . Following the terminology of the prediction literature, the combination of In order to state consistency of the method, we shall impose the following set of assumptions:
(H1) One has . (H2) For any vector , the random variable has a continuous distribution function. (H3) The conditional distribution function is a.s. increasing. Condition (H2) expresses the fact that ties occur with probability zero. A discussion on how to deal with ties that may appear in some cases can be found in [21] , in the related context of portfolio selection strategies. Condition (H3) is mainly technical and ensures that the minimization problem (2) has a unique solution or, put differently, that the set reduces to the singleton .
We are now in a position to state the main result of the paper.
Theorem 3.1: Let be the class of all jointly stationary ergodic processes satisfying conditions (H1)-(H3). Suppose in addition that and as . Then the nearest neighbor quantile prediction strategy defined above is consistent with respect to .
The truncation index in definition (4) of the elementary expert is merely a technical choice that avoids having to assume that is a.s. bounded. On the practical side, it has little influence on results for relatively short time series. On the other hand, the choice of the learning parameter as ensures consistency of the method for .
IV. EXPERIMENTAL RESULTS
A. Algorithmic Settings
In this section, we evaluate the behavior of the nearest neighbor quantile prediction strategy on real-world data sets and compare its performances to those of standard families of methods on the same data sets.
Before testing the different procedures, some precisions on the computational aspects of the presented method are in order. We first note that infinite sums make formula (5) impracticable. Thus, for practical reasons, we chose a finite grid of experts (positive integers), let (6) and fixed the probability distribution as the uniform distribution over the experts. Observing that and whenever , formula (6) may be more conveniently rewritten as where . In all subsequent numerical experiments, we chose and . Next, as indicated by the theoretical results, we fixed . For a thorough discussion on the best practical choice of , we refer to [14] . To avoid numerical instability problems while computing the , we applied if necessary a simple linear transformation on all , just to force these quantities to belong to an interval where the effective computation of is numerically stable. Finally, in order to deal with the computation of the elementary experts (4), we denote by the ceiling function and observe that if is not an integer, then the solution of the minimization problem is unique and equals the th element in the sorted sample list. On the other hand, if is an integer then the minimum is not unique, but the th element in the sorted sequence may be chosen as a minimizer. Thus, practically speaking, each elementary expert is computed by sorting the sample. The complexity of this operation is -it is almost linear and feasible even for large values of . For a more involved discussion, we refer the reader to Koenker [7] .
All algorithms have been implemented using the oriented object language C# 3.0 and.NET Framework 3.5.
B. Data Sets and Results
We investigated 21 real-world time series representing daily call volumes entering call centers. Optimizing the staff level is one of the most difficult and important tasks for a call center manager. Indeed, if the staff is overdimensioned, then most of the employees will be inactive. On the other hand, underestimating the staff may lead to long waiting phone queues of customers. Thus, in order to know the right staff level, the manager needs to forecast the call volume series and, to get a more accurate staff level planning, he has to forecast the quantiles of the series.
In our data set the series had on average 760 points, ranging from 383 for the shortest to 826 for the longest. Four typical series are shown in Fig. 2 .
We used a set of selected dates and, for each method and each time series (here, on average), we trained the models on the pruned series and predicted the -quantile at time . The set is composed of 91 dates, so that all quality criteria used to measure the proximity between the predicted quantiles and the observed values were computed using points. The 21 times series and the set are available at the address http://www.lsta.upmc.fr/doct/patra/.
In a first series of experiments, we let the methods predict the -quantiles at the 1911 dates for . We compared the performances of our expert-based strategy, denoted hereafter by , with those of , a -quantile linear autoregressive model of order . This quantile prediction model, which is described in [7] , also uses the pinball criterion to fit its parameters. The implementation we used solves the minimization problem with an Iterative Re-weighted Least Square algorithm (IRLS), see for instance Street, Caroll, and Ruppert [22] . Following Takeuchi, Le, Sears, and Smola [23] , we used two criteria to measure the quality of the overall set of quantile forecastings. First, we evaluated the expected risk with respect to the pinball function , referred to as PINBALL LOSS in the sequel. Secondly we calculated RAMP LOSS, the empirical fraction of quantile estimates which exceed the observed values . Ideally, the value of RAMP LOSS should be close to . Tables I-III show the and results at the selected dates of the call center series. The latter algorithm was benchmarked for each order in , but we reported only the most accurate order . The best results with respect to each criterion are shown in bold. We see that both methods perform roughly similarly, with eventually a slight advantage for the autoregressive strategy for whereas does better for . Median-based predictors are well known for their robustness while predicting individual values for time series, see for instance Hall, Peng, and Yao [24] . Therefore, in a second series of experiments, we fixed and focused on the problem of predicting future outcomes of the series. We decided to compare the results of with those of 6 concurrent predictive procedures:
• denotes the simple moving average model. •
is a linear autoregressive model of order , with parameters computed with respect to the usual least square criterion.
• is the -quantile linear autoregressive model of order described earlier.
• is a naive model, which applies moving averages on the days of the week, that is a moving average on the Sundays, Mondays, and so on. • is an online prediction algorithm described in [14] . It is based on conditional mean estimation and close in spirit to the strategy . • And finally, we let be the well-known procedure which performs exponential smoothing on three components of the series, namely Level, Trend, and Seasonality. For a thorough presentation of techniques we refer the reader to Madrikakis et al. [25] . Accuracy of all forecasting methods were measured using the Average Absolute Error (AVG ABS ERROR, which is proportional to the pinball error since ), Average Squared Error (AVG SQR ERROR), and the unstable but widely spread criterion Mean Average Percentage Error (MAPE, see [25] for definition and discussion). We also reported the figure ABS STD DEV which corresponds to the empirical standard deviation of the differences , where stands for the forecasted value while stands for the observed value of the time series at time . and algorithms were run for each order in , but we reported only the most accurate orders. We see via Table IV that the nearest neighbor strategy presented here outperforms all other methods in terms of Average Absolute Error. Interestingly, this forecasting procedure also provides the best results with respect to the Average Squared Error criterion. This is remarkable, since does not rely on a squared error criterion, contrary to . The same comment applies to and . In terms of the Mean Average Percentage Error, the present method and procedure provide good and broadly similar results.
V. PROOFS A. Proof of Theorem 3.1
The following lemmas will be essential in the proof of Theorem 3.1. The first one is known as Breiman's generalized ergodic theorem [26] .
Lemma 5.1: Let be a stationary and ergodic process. For each positive integer , let denote the left shift operator, shifting any sequence of real numbers by digits to the left. Let be a sequence of real-valued functions such that a.s. for some function . Suppose that . Then Lemma 5.2 below is due to Györfi and Ottucsák [13] . These authors proved the inequality for any cumulative normalized loss of form , where is convex in its first argument, what is the case for the function .
Lemma 5.2:
Let be the nearest neighbor quantile prediction strategy defined in (5) . Then, for every , a.s. All the other cases are similar and left to the reader.
Recall that a sequence of probability measures on is defined to converge weakly to the probability measure if for every bounded, continuous real function Recall also that the sequence is said to be uniformly integrable if Moreover, if for some positive , then the sequence is uniformly integrable (Billingsley [27] ).
The next lemma may be summarized by saying that if a sequence of probability measures converges in terms of weak convergence topology, then the associated quantile sequence will converge, too. . This implies for all . Consequently, it will be enough to prove that any consistent subsequence of converges towards . Using a slight abuse of notation, we still denote by a consistent subsequence of the original sequence, and let be such that . Using the assumption on the distribution function of , we know by Lemma 2.1 that is the unique minimizer of problem (1) . Therefore, to show that , it suffices to prove that, for any Fix . We first prove that (7) To see this, for and all , set
The function is continuous and, for all , satisfies the inequality . In the sequel, we will denote by the bounded and continuous map . The decomposition is illustrated in Fig. 3 .
Next, fix and choose large enough to ensure Choose also sufficiently large to have Write Thus for all large enough . This shows (7) . Next, using the fact that the function is uniformly continuous, we may write, for sufficiently large and all (8) Therefore, for all large enough Letting leads to the desired result.
We are now in a position to prove Theorem 3. A straightforward adaptation of an argument in Theorem 3.1 of [18] shows that almost surely in terms of weak convergence. Moreover, by a double application of the ergodic theorem (see, for instance, [14] ), Thus and, consequently, the sequence is uniformly integrable.
By assumption (H3) the distribution function of the measure is a.s. increasing. We also have where denotes the sigma algebra generated by the random variable . Thus, the distribution function of is a.s. increasing, too. Hence, letting and we may apply Lemma 5.4, and obtain
Consequently, for any , Since and are arbitrary, we are led to (9) For , set Clearly and thus . By identity (9) Consequently, Lemma 5.1 yields
To lighten notation a bit, we set and proceed now to prove that . We have, a.s., in terms of weak convergence (see, for instance, Theorem 3.1 in [18] ). Next, with a slight modification of techniques of Theorem 2.2 in [14] which leads to Moreover, by assumption (H3), the distribution function of is a.s. increasing. Thus, setting and applying Lemma 5.4 yields Consequently It turns out that the above convergence also holds in mean. To see this, note first that
Thus
In addition This implies i.e., the sequence is uniformly integrable. Thus, we obtain, as desired
Putting all pieces together It remains to prove that . To this aim, for all , let be the -measurable random variable defined by Observe that is a nonnegative supermartingale with respect to the family of sigma algebras . In addition Therefore
Consequently
We finish the proof by using Lemma 5.2. On the one hand, a.s.,
Moreover
Thus Therefore, since as and
Putting all pieces together, we obtain, a.s. and this proves the result.
B. Proof of Lemma 2.1
To prove the first statement of the lemma, it will be enough to show that, for all Since we are led to the desired result. Suppose now that is increasing. To establish the second statement of the lemma, a quick inspection of the proof reveals that it is enough to prove that, for Take and set . Clearly Therefore
