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Abstrat: ANOVA analysis is a very ommon numerial tehnique for omputing a hierarhyof most important input parameters for a given output when variations are omputed in terms ofvariane. This seond entral moment an not be retained as an universal riterion for rankingsome variables, sine a non-gaussian output ould require higher order (more than seond) statistisfor a omplete desription and analysis.In this work, we illustrate how third and fourth-order statisti moments, i.e. skewness and kurtosis,respetively, an be deomposed. It is shown that this deomposition is orrelated to a polyno-mial haos expansion, permitting to easily ompute eah term. Then, new sensitivity indies areproposed basing on the omputation of the kurtosis. An analytial example is provided with theexpliit omputation of the variane and the skewness. Some test-ases are introdued showingthe importane of ranking the kurtosis too.Key-words: high-order statistis, skewness, kurtosis, Unertainty Quantiation.
Déomposition des statistiques d'ordre élevéRésumé : L'analyse ANOVA est une tehnique numérique pour alulerune hiérarhie des paramètres les plus importants pour une sortie spéiquequand les variations sont alulées en terme de variane. La variane ne peutpas être onsidérée omme un ritère universel pour lassier les variables, vuqu'une sortie non-gaussienne pourrait demander des statistiques d'ordre plusélevé pour une desription et une analyse omplètes. Dans ette étude, nousillustrons omment les moments statistiques d'ordre trois et quatre peuventêtre déomposés. De plus, on montre que ette déomposition est orrélée avele développement du Chaos Polynomial, e qui permet de aluler failementhaque terme. Ensuite, des indies de sensibilité nouveaux sont proposés qui sebasent sur le alul du kurtosis. Un exemple analytique est fourni ave le alulexpliite de la variane et de la skewness. D'autres as-tests sont introduits quipermettent de montrer l'importane du kurtosis.Mots-lés : statistiques d'ordre élevé, skewness, kurtosis, quantiation desinertitudes
Deomposition of high-order statistis 31 IntrodutionOptimization and design in the presene of unertain operating onditions, ma-terial properties and manufaturing toleranes poses a tremendous hallenge tothe sienti omputing ommunity. In many industry-relevant situations theperformane metris depend in a omplex, non-linear fashion on those fatorsand the onstrution of an aurate representation of this relationship is dif-ult. Probabilisti unertainty quantiation (UQ) approahes represent theinputs as random variables and seek to onstrut a statistial haraterizationof few quantities of interest. Several methodologies are proposed to takle thisissue, most of all foused on stohasti spetral methods [1, 2, 3, 4, 5℄, that anprovide onsiderable speed-up in omputational time when ompared to MonteCarlo (MC) simulation. In realisti situations however, the presene of a largenumber of unertain inputs leads to an exponential inrease of the ost thusmaking these methodologies unfeasible [6℄. This situation beomes even morehallenging when robust design optimization is takled [7, 8℄.Several UQ methods have been developed with the objetive of reduingthe number of solution required to obtain a statistial haraterization of thequantity of interest, suh as Sparse grid tehniques or adaptive mesh genera-tion. These tehniques an lead to a dramatial redution of the quadraturepoints for moderate dimensional problem, provided that the funtion has someregularity. Classial sparse grids [9℄ are onstruted from tensor produts ofone-dimensional quadrature formulas. Some Galerkin-based methods deals withmulti-resolution wavelet expansions [10, 11℄, domain deomposition in the ran-dom spae [12℄, adaptive h-renement [3℄ for dealing with arbitrary probabilitydistributions.Among the olloation-based stohasti spetral methods, in [13℄ they pro-posed the use of sparse grid quadrature for stohasti olloation. Older stud-ies show the errors and eieny of sparse grid integration and interpolation[14, 15℄, Smolyak onstrutions based on one-dimensional nested Clenshaw-Curtis rules [14, 16℄ and the integration error of sparse grids based on one-dimensional Kronrod-Patterson rules [17℄.An alternative solution for reduing the ost of the UQ method is based onapproahes attempting to identify the relative importane of the input uner-tainties on the output. If some dimensions ould be identied as negligible, theyould be disarded in a redued stohasti problem. If the number of unertain-ties ould be redued, a better statisti estimation ould be ahieved with alower omputational ost.Conerning the omputation of the most inuent parameters, it is importantto determine the unertain inputs whih have the largest impat on the variabil-ity of the model output. In literature, Global sensitivity analysis (GSA) aimsat quantifying how unertainties in the input parameters of a model ontributeto the unertainties in its output (see for example [18℄), where global sensitiv-ity analysis tehniques are applied to probabilisti safety assessment models).Sometimes, GSA lassies the inputs aording to their importane on the out-put variations and it gives a hierarhy of most important ones.Traditionally, GSA is performed using methods based on the deompositionof the output variane [19℄, i.e. ANOVA. The ANOVA approah involves split-ting a multi-dimensional funtion into its ontributions from dierent groupsof subdimensions. In 2001, Sobol used this formulation to dene global sen-RR n° 8193
Deomposition of high-order statistis 4sitivity indies [19℄, displaying the relative variane ontributions of dierentANOVA terms. In [20℄, they introdued two High-Dimensional Model Redu-tion (HDMR) tehniques to apture input-output relationships of physial sys-tems with many input variables. These tehniques are based on ANOVA-typedeompositions.Sine it requires a large number of funtion evaluations, several tehniqueshave been developed to ompute the dierent so-alled sensitivity indies at lowost [21℄. In [22, 23, 24℄, generalized Polynomial Chaos Expansions (gPC) areused to build surrogate models for omputing the Sobol's indies analytiallyas a post-proessing of the PC oeients. In [6℄, they ombine multi-elementpolynomial haos with analysis of variane (ANOVA) funtional deompositionto enhane the onvergene rate of polynomial haos in high dimensions and inproblems with low stohasti regularity. In [25℄, the use of adaptive ANOVAdeomposition is investigated as an eetive dimension-redution tehnique inmodeling inompressible and ompressible ows with high-dimension of randomspae. In Sudret [26℄, sparse Polynomial Chaos (PC) expansions are introduedin order to ompute sensitivity indies. An adaptive algorithm allows to builda PC-based metamodel that only ontains the signiant terms whereas the PCoeients are omputed by least-square regression.Other approahes are developed if the assumption of independene of theinput parameters is not valid. New indies have been proposed to address thedependene [27, 28℄, but this attempts are limited to a linear orrelation. In [29℄,they introdue a global sensitivity indiator whih looks at the inuene of inputunertainty on the entire output distribution without referene to a speimoment of the output (moment independene) and whih an be dened also inthe presene of orrelations among the parameters. In [30℄, a gPC methodologyto address global sensitivity analysis for this kind of problems is introdued.A moment-independent sensitivity index that suits problems with dependentparameters is reviewed. Reently, in [31℄, a numerial proedure is set-up formoment-independent sensitivity methods.The ANOVA-based analysis reate a hierarhy of most important input pa-rameters for a given output when variations are omputed in terms of variane.A strong limitation of this approah is the fat that it is based on the varianesine the seond entral moment an not be onsidered like a general indiatorfor a omplete desription of output variations. For example, any Gaussian sig-nal is ompletely haraterized by its mean and variane. Consequently the 3rdorder moment of a Gaussian signal is zero. Unfortunately, many signals enoun-tered in pratie have non-zero high-order statistis, but seond-order statistisontain no phase information. As a onsequene of this, phase signals annot beorretly identied by a 2nd-order tehnique. Remark also that many measure-ment noises are Gaussian, and so in priniple the high-order statistis are lessaeted by Gaussian bakground noise than the 2nd order measures. For welldesribing the omplexity of engineering systems, omputation of Higher-Order(HO) statistis are of primary importane, for example the third order, theskewness (measure of the non-symmetry of the distribution, i.e. any symmetridistribution will have a third entral moment of zero), and the fourth order,the kurtosis (measure of whether the distribution is tall or short, ompared tothe normal distribution of the same variane). Now, let us imagine to omputethe more inuential parameters for a given output. The hierarhy of importantparameters based on 2nd-order statistial moment (like in ANOVA analysis)RR n° 8193
Deomposition of high-order statistis 5is not the same if a dierent statisti order is onsidered. Depending on theproblem, a n-order deomposition ould be of interest. It seems of primaryimportane to ollet the set of hierarhies obtained from n-order statistialmoment deomposition, for a orret ranking of all the unertainties.For omputing HO statistis, the most diused methods are related to MonteCarlo and quasi-Monte Carlo approahes. Very few papers exist showing theappliation of polynomial-haos tehniques to the omputation of HO statistis[32, 33℄.First objetive of this paper is to provide a general method in order to om-pute the deomposition of high-order statistis, then to formulate an approahsimilar to ANOVA but for skewness and kurtosis. The idea is to ompute themost inuential parameters not only for the variane but also for higher orderspermitting to improve the sensitivity analysis. This is a fundamental step in or-der to formulate also innovative optimization methods for obtaining very robustdesigns by taking into aount a omplete desription of the output statistis.Seond objetive is to illustrate the orrelation between the high-order funtionaldeomposition and the PC-based tehniques, thus displaying how to omputeeah term from a numerial point of view.The paper is organized as follows. Setion 2 illustrates some denitionsfor high-order statistis. In setion 3, funtional deompositions for variane,skewness and kurtosis are presented. In setion 4, the orrelation betweenthe funtional deomposition and a Polynomial Chaos framework is depited.Setion 5 extend some sensitivity indies to high-order deomposition. Then,Setion 6 presents several results showing the importane of onsidering skew-ness in robust design problems and of omputing kurtosis sensitivity indieswhen ranking a set of unertainties. In setion 7, onlusions and perspetivesare drawn.2 High-order statistis denitionLet us onsider a real funtion f = f(ξ) with ξ a vetor of random inputs
ξ ∈ Ξd = Ξ1 × · · · × Ξn (Ξ ⊂ Rd) and ξ ∈ Ξd 7−→ f(ξ) ∈ L2(Ξd, p(ξ)), where
p(ξ) =
∏d








f(ξ)p(ξ)dξ. (2)In the following, we indiate with σ2, the variane (seond-order moment),with s the skewness (third-order), and with k the kurtosis (fourth-order). Wereall here some onvenient formulas for skewness s and kurtosis k (see A formore details). They an be omputed as follows
s = E(f3)− 3E(f2)E(f) + 2E(f)3
s = E(f3)− 3σ2E(f)− E(f)3,
(3)RR n° 8193
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omposition of high-order statistis 6
k = E(f4)− 4E(f3)E(f) + 6E(f2)E(f)2 − 3E(f)4
k = E(f4)− 4sE(f)− 6σ2E(f)2 − E(f)4.





fmi(ξ ·mi), (5)where the multi-index m, of ardinality card(m) = d, an ontain only elementsequal to 0 or 1. Clearly, the total number of admissible multi-indies mi is
N+1 = 2d; this number represent the total number of ontributes up to the dth-order of the stohasti variables ξ. The salar produt between the stohastivetor ξ and mi is employed to identify the funtional dependenes of fmi . Inthis framework, the multi-index m0 = (0, . . . , 0), is assoiated to the mean term
fm0 =
∫
Ξd f(ξ)p(ξ)dξ. As a onsequene, fm0 is equal to the expetany of f ,i.e. E(f). Let us assume, in the following, to order the N multi-indies mi inthe following way:
m1 = (1, 0, . . . , 0)
m2 = (0, 1, . . . , 0)...
md = (0, . . . , 1)
md+1 = (1, 1, 0, . . . , 0)
md+2 = (1, 0, 1, 0, . . . , 0)...
mN = (1, . . . , 1). (6)Exept the term m0, that should be the rst in the series, the remaining Nmulti-indies mi should be lassied with respet to a presribed riterion.However, this riterion does not aet in any way the suessive ANOVA fun-tional deomposition.The deomposition (5) is of ANOVA-type in the sense of Sobol [19℄ if all themembers in Eq. (5) are orthogonal, i.e. as follows
∫
Ξd
fmi(ξ ·mi)fmj (ξ ·mj)p(ξ)dξ = 0 with mi 6= mj , (7)and for all the terms fmi , exept f0, holds
∫
Ξd
fmi(ξ ·mi)p(ξj)dξj = 0 with ξj ∈ (ξ ·mi) . (8)RR n° 8193








fmj (ξ ·mj),(9)where the multi-indexes, m̂i, have ardinality equal to the number of non-nullelements in mi and ξ̄i ontains all the variables not ontained in (ξ ·mi), i.e.
(ξ ·mi) ∪ ξ̄i = ξ.The funtional deomposition (5) is usually employed [19℄ to ompute theontribution of eah term to the overall variane, as shown in the next setion.3.1 Variane deompositionANOVA analysis is based on the variane deomposition in its onditional on-tributions. Variane an be written in terms of onditional expetany of f and
f2 as (see A for more details):


































f2mi(ξ ·mi)p(ξ ·mi)d(ξ ·mi). (14)Then, the same type of analysis is applied to skewness and kurtosis.3.2 Skewness deomposition in onditional termsLet us extend the same proedure already presented in the previous setionto the omputation of the skewness. As shown in 2 (see A for more details),RR n° 8193































fmi(ξ ·mi)fmj (ξ ·mj)fmk(ξ ·mk)p(ξ ·mijk)d(ξ ·mijk),(15)where Ξ̂ij = Ξcard(m̂ij) and Ξ̂ijk = Ξcard( ˆmijk).Here, a speial notation is introdued to ompute multi-indexes as mab···z ,
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|α| if α 6= 0
1 if α = 0.

























fmi(ξ ·mi)fmj (ξ ·mj)fmk(ξ ·mk).













































































fmi(ξ ·mi)fmj (ξ ·mj)fmk(ξ ·mk).
(21)
Moving some terms to the left side and integrating on the whole stohastispae Ξ, we obtain
∫
Ξ











































f2mi(ξ ·mi)p(ξ)dξ, (23)that ∫Ξd f3(ξ)p(ξ)dξ = E(f3(ξ)), and that f3m0 = E(f)3, the left side of Eq.(22) is exatly equal to the skewness, s, as desribed in Equation (15).RR n° 8193
Deomposition of high-order statistis 10The number of terms that form the skewness an be estimated as Ts = N +N(N − 1) + (N3 ).If we onsider that N +1 = 2d, we an ompute the number of terms as a fun-tion of the stohasti dimension d
Ts = 2




































fmp(ξ ·mp)fmq (ξ ·mq)fmr (ξ ·mr)p(ξ ·mi)d(ξ ·mi),(26)with mpqr = mp ⊞mq ⊞mr.
RR n° 8193














































































































































f4mi(ξ ·mi)p(ξ ·mi)d(ξ ·mi).(30)RR n° 8193

























































































































































(ξ ·mj)p(ξ ·mij)d(ξ ·mij).(34)RR n° 8193







f2mj (ξ ·mj)p(ξ ·mj)d(ξ ·mj) = 6E(f)



























































































































f2mi(ξ ·mi)fmj (ξ ·mj)fmk(ξ ·mk)p(ξ ·mijk)d(ξ ·mijk),(37)where the rst term is zero due to the orthogonality.
RR n° 8193



























































































































fmi(ξ ·mi)fmj (ξ ·mj)fmk(ξ ·mk)
)
= 4E(f)s,(40)where fm0 = E(f) and the equation (95) is employed.Now, if Eq. (28) is integrated on the stohasti domain Ξ, if some termsare moved to the left side and Eqs. (30), (32), (34), (37) and (39) are used, thenal form of the kurtosis expressed in term of its funtional deomposition (27)is obtained.The number of terms in the ase of the kurtosis deomposition in its ondi-tional terms is equal to















. (41)The number of terms an be expressed as a funtion of the stohasti dimensionRR n° 8193
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1 + (2d − 2)
(






(2d − 1)(2d − 3)
)
, with d = 2
1 + (2d − 2)
(




































































fmp(ξ ·mp)fmq (ξ ·mq)fmr(ξ ·mr)fmt(ξ ·mt)p(ξ ·mi)d(ξ ·mi),(44)where obviously mpqr = mp ⊞mq ⊞mr and mpqrt = mp ⊞mq ⊞mr ⊞mt.4 Correlation with Polynomial Chaos FrameworkThis setion is devoted to show how formulas of variane, skewness and kurtosisfrom the funtional deomposition are orrelated with the polynomial haosframework. If a polynomial haos formulation is used, an approximation f̃ ofthe funtion f is provided




βkΨk(ξ), (45)RR n° 8193
Deomposition of high-order statistis 16where P is omputed aording to the order of the polynomial expansion n0 andthe stohasti dimension of the problem d
P + 1 =
(n0 + d)!
n0!d!
. (46)Eah polynomial Ψk(ξ) of total degree no is a multivariate polynomial formwhih involve tensorization of 1D polynomial form by using a multi-index αk ∈
R












(ξi) (47)where the multi index m⋆,k = m⋆,k(αk) ∈ Rd is a funtion of αk: m⋆,k =
(m⋆,k1 , . . . ,m
⋆,k
d ), with m⋆,ki = αki /∣∣∣∣∣∣αki ∣∣∣∣∣∣
6=0
.Remark that, for eah polynomial basis, ψ0(ξi) = 1 and then Ψ0(ξ) = 1.Then, the rst oeient β0 is equal to the expeted value of the funtion, i.e.
E(f). The polynomial basis is hosen aordingly to the Wiener-Askey shemein order to selet orthogonal polynomials with respet to the probability densityfuntion p(ξ) of the input. Thanks to the orthogonality, the following relationholds
∫
Ξ































k(ξ)〉. (51)As a onsequene, variane an be easily omputed as






k(ξ)〉. (52)Finally, an expliit orrelation between the last expression and the Eq. (12)is found. As done for the the funtional deomposition of the variane (seeRR n° 8193






k(ξ)〉, (53)where Kmi represent the set of indexes in assoiated to the variable ontainedin the vetor (ξ ·mi):
Kmi =
{
k ∈ {1, . . . , P} |m⋆,k = m⋆,k(αk) = mi
































that is onstituted by the summation ofmonadi, dyadi and triadi interationsbetween the terms of the polynomial haos approximation. Remark that thisexpression has the same struture than that one obtained by means of thefuntional deomposition (see Eq. (15)).The number of terms omposing the skewness an be estimated by using




). Then, onsidering that P + 1 = (n0+d)!
n0!d!
, the totalnumber of terms depends on both the total degree of the polynomial expansion
n0 and the stohasti dimension d. In Table 3, the numbers of terms for aninreasing dimension up to ve and an inreasing polynomial order n0 up to ve,are reported ompared to the number of terms (P ) allowing the omputation ofthe variane.
d \ n0 2 3 4 52 (5;35) (9;165) (14;560) (20;1540)3 (9;165) (19;1330) (34;7140) (55;29260)4 (14;560) (34;7140) (69;57155) (125;333375)5 (20;1540) (55;29260) (125;333375) (251;2667126)Table 3: Couple of terms (σ2; s) for several ombinations of stohasti dimension
d and total degree of approximation n0.In this ase, the identiation of eah onditional term beomes more di-ult due to high-order interations between the polynomial terms of the basis.RR n° 8193


























(56)where, as usual, mpqr = mp ⊞mq ⊞mr.4.3 Kurtosis deompositionThe onditional terms for the kurtosis are presented in this setion.Employing several manipulations (detailed in B.2), the equation (98) an bereast to reover the kurtosis, as it is written in Eq. (87)
k =
∫




























































βiβjβkβh〈ΨiΨj,ΨkΨh〉.(57)The total number of terms to ompute is equal to








































































In the next setion the sensitivity indexes are dened extending the lassialframework [19℄ based on the variane.RR n° 8193
Deomposition of high-order statistis 194.4 Numerial example on a toy-funtion: omputationand deomposition of high-order statistisIn this setion, an analytial example is provided with the exat omputationof the variane, skewness and kurtosis, showing the orrelation between the PCframework and the funtional deomposition.Let us onsider a funtion of total degree equal to two
f(ξ) = ξ21 + ξ1ξ2 + ξ
2
2 , (60)with ξi ∼ U(0, 1). The exat solution for the expeted value E(f), the variane













.Moreover, the ANOVA funtional expansion is omputed as follows








































The overall variane σ2 an be omputed by means of the ANOVA expansionas
σ2 = σ2ξ1 + σ
2
ξ2



















(64)In this ase (d = 2), the number of terms to ompute for the skewness is 10.Considering the following nomenlature
fξ1 = fm1
fξ2 = fm2
fξ1ξ2 = fm3 ,
(65)RR n° 8193






































Looking for an additive form for the skewness, i.e.

































































































































































































































.(69)The use of the polynomial haos expansion permits to obtain the same re-sults. In this ase, we need to ompute all the oeients appearing in theLegendre polynomial basis. The number of terms of the polynomial haos ex-pansion is equal to P + 1 = 6 for a total order of 2 and for two dimensionsin the stohasti spae. Then, in this ase, a tensorization of the rst threemonodimensional Legendre basis is demanded, i.e.
P0(ξ) = 1
P1(ξ) = 2ξ − 1
P2(ξ) = 6ξ
2 − 6ξ + 1.The six terms of the PC basis are
α0 = (0, 0), m⋆,0 = (0, 0) → Ψ0(ξ ·m
⋆,0) = 1
α1 = (1, 0), m⋆,1 = (1, 0) → Ψ1(ξ ·m
⋆,1) = 2ξ1 − 1
α2 = (0, 1), m⋆,2 = (0, 1) → Ψ2(ξ ·m
⋆,2) = 2ξ2 − 1
α3 = (1, 1), m⋆,3 = (1, 1) → Ψ3(ξ ·m
⋆,3) = (2ξ1 − 1)(2ξ1 − 1)
α4 = (2, 0), m⋆,4 = (1, 0) → Ψ4(ξ ·m
⋆,4) = 6ξ21 − 6ξ + 1
α5 = (0, 2), m⋆,5 = (0, 1) → Ψ5(ξ ·m
⋆,5) = 6ξ22 − 6ξ + 1.
(70)

















, and β4 = β5 =
1
6
. (71)RR n° 8193






























































































































.For the kurtosis, employing the relation (59), the onditional terms an be
RR n° 8193



































































































































































































































































+ 24β1β2β3β4〈Ψ1Ψ2,Ψ3Ψ4〉+ 24β1β2β3β5〈Ψ1Ψ2,Ψ3Ψ5〉+ 24β1β2β4β5〈Ψ1Ψ2,Ψ4Ψ5〉





















(74)Remark that some indexes ould be introdued also for the skewness, but inthis ase the positivity of eah term is not guaranteed.6 Some numerial results6.1 Importane of Skewness in deompositionThis paragraph is devoted to show how important is to ontrol the skewness dur-ing an optimization proess. Let us onsider the following polynomial funtion:






























c2b2a2, (77)RR n° 8193
















































































































In order to show the importane to take into aount also the high-orderstatistis in the robust optimization, dierent types of optimization are per-formed using several objetive funtions.First, a lassial bi-objetive optimization is performed, where the mean ofthe funtion (Eq. (76)) is maximized and its variane (Eq. (77)) minimized.The Pareto front is reported in Figure 1. No measures of skewness have beenused during the optimization proess, then the Pareto front is onstituted byvarious designs displaying a very large variation of skewness.Now, let us onsider a three-objetives optimization, i.e. onsisting in themaximization of the mean (Eq. (76)), the minimization of the variane (Eq.(77)) and the minimization of the absolute value of the onditional skewness
sxy (Eq. (79)). In this ase, the Pareto front is no more onstituted by a urve,but by a surfae in a 3D plan. The Pareto front is represented by means of 2Drepresentation in the Figures 1 and 2 with projetions on the plans µ-σ2, µ-sxyand σ2-sxy, respetively. As shown in Figure 2, designs belonging to the Paretofront display a large variation of the onditional skewness.Now, let us ompare the results obtained with both optimizations. In Figure1, we show Pareto fronts in the plan µ − σ2. Designs obtained with the three-objetives optimization are dominated (with respet to only µ and σ2) by thedesigns oming from the bi-objetives optimization. This is reasonable seeingthat designs from bi-objetive optimization are not inuened by the skewness
sxy during the optimization.In Figure 3, urves assoiated to the three-objetives optimization are ob-tained by the 3D Pareto front regarding only the designs having a skewness lowerthan 0.0001. Remark that individuals of this Pareto front take values of µ lowerthan 3.2 and values of σ2 lower than 4.4. Moreover, they ould be dominatedRR n° 8193
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Figure 2: Pareto front in the plan µ − sxy (on the left) and σ2 − sxy (on theright) for the three-objetives optimization.in terms of µ and σ2 by some individuals of the Pareto front obtained fromthe bi-objetives optimization. Here, the interest is to get a Pareto front thatis not sensitive to large variation in the skewness, sine designs obtained frombi-objetive optimization ould present large skewness values. This displays thegreat interest to estimate high-order statistis during optimization.6.2 Ranking unertainties with respet to high-order sta-tistial momentsRanking unertainties play a prominent role for managing large set of uner-tainties problem. Here, we present a very simple test-ase, for showing howRR n° 8193
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µ
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Figure 3: Pareto front in the plan µ− σ2 for the three-objetives optimization(extrated by the omplete one onsidering only skewness inferior to 0.0001)and the bi-objetive optimization.variane-based deomposition (suh as Anova) ould lead to wrong analysis anddeisions. As a onsequene, high-order deompositions are needed for an a-urate and omplete ranking analysis. Let us onsider the following polynomialfuntion:
f = acx2 + bxy + cby2 + ay, (80)where x and y are two random variables with an uniform distribution between





































































































a4(81)Considering dierent sets for (a, b, ), appreiable variations of σ2,SImi and
kSImi an be observed. In C, formulas for these indies are reported. In Figure4, eah ontribution σ2,SImi and kSImi are reported for a = −42.204, b = −66.655,
c = 2.9687. The rst-order eets on x and y explain more than 99.0% of thevariane. The funtion stohasti model is of additive form with negligible inter-ation eets onerning the variane. Conerning the kurtosis deomposition,the interation term is more predominant than the rst-order terms. RemarkRR n° 8193
Deomposition of high-order statistis 28also that the variane sensitivity index for the variable x, i.e. σ2,SIx , is nearlyve times higher than kurtosis sensitivity index, i.e. kSIx . As a onsequene,
σ2,SIx > σ
2,SI





















(82)Referring to Figure 4, TSIj and TSIkj are obviously dierent for eah j, butthe ranking is not inuened, i.e. TSIx < TSIy and TSIkx < TSIky .In Figure 5, a dierent set of oeients is onsidered (a = 15.611, b =











SIFigure 4: Sensitivity indies for variane (Si) and kurtosis (Ski) obtained with
a = −42.204, b = −66.655, c = 2.9687.7 ConlusionsThis paper deals with the deomposition of high-order statistis, i.e. suh asskewness and kurtosis. The main ontributions are the following:RR n° 8193












SIFigure 5: Sensitivity indies for variane (Si) and kurtosis (Ski) obtained with
a = 15.611, b = 92.919, c = 5.4995. A orrelation was found between the funtional deomposition, as depitedby Sobol, and the polynomial haos development. This permitted to iden-tify learly eah term of the deomposition, drawing also a pratial wayto ompute all these terms. Computing skewness was shown to be of great importane for an exhaus-tive and omplete stohasti analysis. Sensitivity indies bases on kurtosis deomposition were introdued. Theimportane of ranking the predominant unertainties in terms not only ofthe variane but also of higher order moments (then extending the ANOVAanalysis also to higher order statisti moments), was demonstrated withan algebrai funtion, where all the deomposition terms an be alulatedanalytially.Future works will be oriented towards adaptive strategies for the redution ofthe global omputational ost.8 A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(f(ξ)− E(f))2p(ξ)dξ. (83)As a onsequene, it an be easily omputed as









f3(ξ)− 3f2(ξ)E(f) + 3f(ξ)E(f)2 − E(f)3
)
p(ξ)dξ
= E(f3)− 3E(f2)E(f) + 3E(f)E(f)2 − E(f)3
= E(f3)− 3E(f2)E(f) + 2E(f)3.
(85)Then, skewness, as dened in Eq. 85, depend only from the expeted values ofthe funtion f , f2 and f3. Using the formula for E(f2) obtained from Eq. 84,equation 85 beomes
s = E(f3)− 3E(f2)E(f) + 2E(f)3
= E(f3)− 3σ2E(f)− 3E(f)3 + 2E(f)3
= E(f3)− 3σ2E(f)− E(f)3.









f4(ξ)− 4f3(ξ)E(f) + 6f(ξ)2E(f)2 − 4E(f)3f(ξ) + E(f)4
)
p(ξ)dξ
= E(f4)− 4E(f3)E(f) + 6E(f2)E(f)2 − 4E(f)4 + E(f)4
= E(f4)− 4E(f3)E(f) + 6E(f2)E(f)2 − 3E(f)4. (87)RR n° 8193
Deomposition of high-order statistis 33Using the value of E(f)3 from Eq. 86 and the value of E(f2) from Eq. 84the formula of the kurtosis beomes















































































































































i (ξ),Ψj(ξ)〉.(93)RR n° 8193





























βiβjβk〈Ψi(ξ),Ψj(ξ)Ψk(ξ)〉,(94)where the rst term on the right side is equal to zero beause of the orthogonalityproperty of the polynomial basis.The last step in order to obtain the nal form of the skewness is to movesome terms to the left of the equation 89
∫
Ξd









































i (ξ)〉 = σ
2 (96)is the variane of f omputed by the PC expansion.The left hand side of the equation 95 an be re-written as
∫
Ξd






i (ξ)〉 = E(f
3)− E(f)3 − 3E(f)σ2 (97)that is exatly the skewness as dened in the equation 86.
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j〉 (102)RR n° 8193























































































































































































































4β0s = 4E(f)s.(107)RR n° 8193
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