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Abst ract - -The  determinant of an n × n Toeplitz matrix can be computed in O(n) flops given 
the associated generalised Shur constants, and these can be found from the fast algorithms of de 
Hoog and Ammar and Gragg without increasing the algorithms' asymptotic complexity. An impor- 
tant consequence is an estimate of O(n log 2 n) flops for computing variance parameters in certain 
multivariate normal models. 
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1. INTRODUCTION 
Let T~ denote a Toepl itz matr ix  with real entries Tij = T i - j  for i , j  = 1 , . . .  ,n. In this note 
we consider the question of comput ing efficiently the matr ix  determinant  [Tn[. For this, we 
shall assume throughout  hat  Tk is nonsingular for k = 1 , . . .  ,n.  Thus and without  loss of 
generality, TO can be set to 1 so that  /11 il) T 1 1 . . .  T_(--2) 
Tn = . . . • (1) 
Tn- - i  Tn - -2  . . .  
As we shall see, the Toeplitz structure of T~ can be exploited in a very simple way to yield ]Tnl in 
O(n  2) f loating point  operat ions (flops). However, the O(n log  2 n) fast a lgor i thms of de Hoog [1] 
and Ammar  and Gragg [2] to solve the system of l inear equations 
Tny = b (2) 
suggest hat  computat ion  of ITnl ought to be possible in only O(n log  2 n) flops. The aim of this 
note is to show that  this is indeed the case. 
Our  mot ivat ion in considering this question arose from an assessment of the computat iona l  
costs associated with the restr icted max imum likelihood est imat ion (REML) of the correlat ion 
structure of a s tat ionary  and Gaussian process sampled over a regular lattice. If  the process 
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is one-dimensional nd the correlation function depends on a parameter vector a, the REML 
estimate of a is the solution to the minimization problem [3] 
min log ITn(a)l + log IXTT, (a)-IXI + yTW(a)y ,  (3) 
where the matrix Tn(a) is Toeplitz, symmetric positive definite, X is a design matrix with only 
a few columns, and W(a) is a product of Tn(a) -1 with a projection matrix. As shown in [4], the 
major computational costs of a gradient-based method to minimize (3) are those of solving (2) for 
various right-hand sides, and that of computing log ITn(a)I. Therefore, any minimization scheme 
that invokes O(n log 9 n) algorithms to evaluate the last two terms in (3) should also ensure that 
the first or determinant term can be obtained at only minor additional costs. 
2. FAST COMPUTATION OF ITnl 
Consider the partitioned matrix 
( Tk EkVk) k - - l ,  . ,n - l ,  (4) 
Tk+l = uTEk 1 ' "' 
where Vk = (T--l,... ,T--k) T and uk = ('q,...  ,Tk) T, and Ek is the k x k matrix with all entries 
equal to zero, except for the southwest-northeast diagonal formed of ones. Observe that the 
persymmetry of Tk and its inverse imply EkTk = TT Ek and EkTk 1 = T~T Ek. 
Using a standard formula for the determinant of a partitioned matrix, (4) yields the recurrence 
relationship 
ITk+l l  = ITkl (1 - T -1  vkT  ~ uk),  ITll = 1. (5) 
Setting ak := (1 T -1 --V kT  k uk) ,wehave 
r/,--1 
IT,~I = YI ~k. (6) 
k=l  
To compute the ak in (6), it is useful to define the vectors xk : :  Tk luk and Yk :=  TkTvk, and 
consider xk+l mad Yk+l updated from Xk and Yk, respectively. Using the persymmetry of Tk and 
its inverse, it is not hard to see from the partition (4) that 
Xk+l  : ~Yk+l ,]  ' ~ Jk+l  ' 
where the scalars 7k+1 and wk+l are the generalized Shur parameters given by 
" ) 'k+l  = Tk+l -- u :Ekxk T- - (k+1)  - -  vT EkYk 
, Wk+ 1 = , (S )  
~k  O~k 
with ak = 1 - vZxk 1 T = -- u/¢ Yk. Note that as Tk is nonsingular for k = 1 , . . . ,n ,  (6) implies 
that the C~k in (8) axe nonzero. 
From (7) and (8) the following recurrence is easily derived: 
(~k+l  : O~k(1 -- "Yk+lWk+l) ,  k : 1 . . . .  , n - 1. (9) 
Therefore, once the generalized Shur parameters 7k+x and wk+l have been computed for k -- 
1, . . .  ,n - 1, the determinant IT,~I can be obtained from (6) and (9) in O(n) flops. 
Clearly, computation of "Yk+l and Wk+l, for k -- 1 , . . . ,  n - 1, via the recurrence (8) requires 
O(n 2) flops and so is large compared to de Hoog and Ammar and Gragg's O(nlog 2 n) algo- 
rithms to solve (2). Thus, a natural question is whether the parameters "Yk+l and Wk4-1, for 
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k--1, . . . ,  n - 1, can be derived from such super fast algorithms without increasing the asymp- 
totic cost estimate. 
The keys to both fast algorithms are doubling strategies to compute the product 
:x)   10) 
i=n --02i 
from its factors 
~(1  - )1~(1  - ) 
i=n i=k 
The details of the algebra re too complicated to attempt o summarise here, but the generalised 
Shur constants can be identified explicitly in the doubling formulations and can be extracted 
readily in both cases without increasing the order of the complexity estimate. The required 
estimate for computing the determinant then follows. 
Finally we note that when Tn is symmetric, positive definite, the Shur parameters 7k+1 = wk+l 
are of ten cal led reflection coefficients or partial correlation coefficients. Ammar  and Gragg  [2] 
ind icate  that  these can be computed  at no ext ra  costs f rom their  superfast  solver appl ied to (2). 
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