Particularly with respect to MOSFET's where the flicker noise has been theoretically analysed by many investigators. In other devices such as integrated resistors, tunnel diodes, Shottky diodes and FET's, the analyses were mostly based on physical mechanisms which were all within the broad scope of the original concepts proposed by McWhorter. One may argue of course, that this tunneling model cannot be valid in general, because 1 /f noise exists in devices and materials without an oxide layer. It has even been measured in cases which have nothing to do with solid state physics. One should nevertheless probe its statistical and physical contents in order to establish its limits of application, since the basic idea of mixing certain processes may be of value.
In this paper the M-model is treated statistically in a formal way. It provides us with some criteria about its applicability to physical processes. We shall deal with such questions as (i) Stationarity (ii) Fluc- tuations in noise records (iii) Gaussian where the time constante is determined by the process under study, and x the fluctuating nimber.
(ii) The second order properties are determined by simple Langevin methods (white source) and the G-R theorem [3] or Burgess' method [4] .
(iii) For the spectrum, the Wiener-Khintchine theorem is applied.
(iv) The final spectrum is obtained by a weighting of the basic spectra with a predetermined 1 (i) A Markov process is uniquely determined by the initial distribution p(x, 0) and the transition probabilities [8] .
(ii) The theorem of total probability yields the Chapman-Kolmogorov equation.
(iii) Points (i) and (ii) lead to Kolmogorov's differential equations.
( The second approximation is also caused by analytical difficulties encountered in trying to solve the parabolic equation (5) . To that propose we have a closer look at (X 1 (x) and (X2(X). A more transparent way of writing (4) Squaring both sides of (20) and taking the ensemble averages yields in the limit for 0394t ~ 0 :
For the 0-U process the incremental variance was equal to Q2 dt. This follows also from (21), since H(tl) dtl can be written as dA(tl) which is equal to 6Z(tl) dtl (see equations (14) , (15), (16) The LHS is the true mean of the random variable C, and the RHS represents the averaging of the autocovariance. The superposition of the spectra is therefore equivalent to the Fourier transform of the mean of the autocovariance density.
The variance has been treated as a constant in the averaging procedure. It is usual practice, whenever the M-model is applied [1, 2] . This is a little surprising, since the variance necessarily contains the time constant to be averaged. The stationary variance of an 0-U process contains the incremental variance and also the time constant of the process under study, see equation (10 It also follows from (30) that the superimposed 0-U processes are assumed to be independent. In the probabilistic sense, the averaging procedure uses the total probability theorem which considers the occurrence of the processes with différent autocorrelation functions (normalized autocovariances) as being mutually exclusive events, the sum of which equals the certain event.
Concluding, the averaging of the spectra in the M-model represents a weighting of autocorrelation functions from independent, stationary and Gaussian Markov processes. What is termed, the superposition of relaxation spectra, basically represents a randomisation or mixing [8] where xi and X2 represent the values X(t) takes at times t and t + i respectively and P(Xl, X2) is their joint probability density function. Substituting (36) into (35) and using the conditional relationship while interchanging the integrals yields for (35) :
This shows that mixing C(t, i) with p(i) is equivalent to the mixing of the transition probability p(x2| 1 Xl)' which is Gaussian and can be obtained explicitly
The problem is now reduced to the question whether the Gaussianity of the transition probability is preserved after mixing. It thus needs to be demonstrated that the outcome f (t; 'r 1, i2) remains normal after mixing of a Gaussian density function f (t, i), which is _ur notation fnr th13 transition nrnli5ilillitv
To proof this we interpret the integral in the Riemann sense and write :
Equivalently :
with fN being independent and Gaussian random variables with the condition that Lim L aN = l.
N-00 N Defining a characteristic function for f and using the property of independence for fN shows that the result is an N-variant Gaussian density function [13] . By means of the central limit theorem we then get to our final result, which is a Gaussian density for f (t ; 03C41, 03C42 In experiments it may be worthwhile to know the speed of convergence of the noise records. The variance of a single record in (0,2 T) is given by [13] :
where the record is defined as a time average :
A measure for the speed of convergence of the record variance is then Substituting (27) yields :
where we have used [11] :
As a contrast, the variance of an 0-U record is calculated. This can be done exactly. Using (1) The same result is obtained if the measure for the speed of convergence, given by (44), is used. Particularly for white noise, which can also be represented by an 0-U process with a relaxation time equal to the mean time between two collisions (mean free path assumption), it can be seen from (48) [3, 4] along similar lines.
It was our purpose to show in a coherent way that the Langevin and G-R methods lead to an 0-U process, which is the most general Gaussian stationary Markov process. This is important in our case since those physical processes which do not satisfy these criteria cannot be treated with Langevin or G-R methods. In [3, 5] This leads to difficulties for the case where the relaxation back towards the equilibrium state cannot be described by the macroscopic equation. In equilibrium the variance of the G-R theorem [3, 5] is identical with (13) [3, 5] [10] .
The derivation of the one dimensional result from [4] differs at first sight from the multivariate approach of [3] and [5] . The [10] it then follows that the system is also Markovian since a strictly stationary Gaussian process is automatically Markovian for linear processes (or those which can be linearized). For irreversible thermodynamics the 0-U process is also of great importance, since Onsager's relationships require a linear stationary Gaussian Markov process [15] . In short, a large number of realistic physical processes converge in their parameters to a system which is describable by the Fokker-Planck equation (8) . Even 
