sorted logic uses the term ""sort"" rather than "type".
variables.
The axioms are written declaratively and interpreted operationally as rewrite rules.
Objects may import operations and sorts from other objects using the protecting statement.
In the object defined in Figure  1 , we import another object Bool, which afTords us the ability to use the operations and, or and not (among others) in Boolean expressions.
It is easy to see parallels between 0BJ3 objects and Ada packages. An OBJ3 signature is analogous to an Ada package specification and the axioms to a package body. The protecting statement is much like an Ada with.
In our approach to reusable software component retrieval, each Ada package in the sof%ware base has a corresponding 0BJ3 specification.
To find a desired component, an 0BJ3 query is compared to specifications of stored components to identify components that can possibly satisfi the query. Because of the infinite variety possible in writing specifications, normal forms become an important means to diminish the effort applied to finding a match.
IIL Normalizing
Interface Descriptions The purpose of this normalization in ASF is to assign a semantics to the complete specification and to each module within the specification.
In the process of normalizing, the algorithm renames sorts and functions to avoid conflicts; establishes the origin of each sort, function and variable, creating an attribute collocated with each definition; and binds formal with actual parameters.
In the process of normalizing an 0BJ3 interface description, we also expand the module and perform renaming to avoid conflicts. The expansion is necessary because the module will be considered an atomic unit during the matching process.
We illustrate this concept using an interface description for a list (see Figure 2 ) and one for a BiTuple (see Figure 3) The user has defined his own object which is composed of the List object and an object called BiTuple which defines a relation of 2 elements. The user has also defined a member function which returns the second argument of a tuple in the list given the first argument.
The expanded version of the object is shown in Figure 4 We must know which of the operations the user wants considered.
For example, if the specification shown in Figure  4 were used as query to the software base, the user 31n 0BJ3, as in Ada, the overloading of an operator name is permitted, however, to simplify matching in our system, we prefer to rename.
may not want all of the operations that come with the List object. A more general query with fewer "op" definitions would certainly offer better recall from the software base. Also, the user may have defined hidden or local operations in his object which he does not intend for the stored component to have. We therefore leave it up to the user to specify the operations he wishes to have considered.
A specification used for query may have only a few of the operations identified, whereas a specification accompanying a component to be stored may have all operations identified. Figure  5 shows an example of the LIST-OF-BITUPLE used as a query and Figure 6 shows it used as part of a component to be stored, a variable bound to an operation name, the sort of this particular parameter, which may be a constant or a variable, and the position of the parameter in the domain of the operation.
The example predicates above contain many variables because the specification in Figure 5 is meant to be a query and we want our query to bind to the operation names and sorts of a stored component. A rule we use in finding a match is that all of the operations of the query must bind to unique operation in the component. This is based on the assumption that an engineer will not define identical semantics for any two operations in the same specification.
The order of the arguments in the predicate expressions is important for efficiency. Quintus Prolog" hashes on the first argument of a predicate expression when that argument is bound. Using the range sort of an operation as the first argument of the operation predicate partitions the operations into smaller sets. Once a particular range sort variable has been bound, the search for subsequent matches will be very fast,
The first argument of the argument predicate is the name of the operation because this variable is always bound in the operation predicate that precedes it. Thus, the search for appropriate arguments is also fast. In the above example, the query in Figure 5 can map only one way to the component of Figure 6 . It should be clear, however, that with some combinations, many mappings will be possible, but only one might be meaningful. This complicates the task of the overall query by consistency algorithm.
For each candidate component, the algorithm must check every possible mapping.
In the worst case, this task is exponential based on the number of operations with identical domain and range sorts. If we allow variables in stored components, which is the case when we store generic components, the problem is exacerbated.
In practice, we hope that this will be a rare problem.
We defer our judgement until the this portion of the system has been completed. This portion of our system is not yet implemented.
IV. Normalization for Theorem I%oving
The objective of the second phase of the component retrieval process, query by consistency, is to reduce further the set of candidate components that would have to be considered in phase three. Phase three involves theorem proving, a process that is potentially open-ended, so we would like as small a set of candidates as possible to check in this phase. In this phase, we focus on the axioms of the specification.
To diminish the effort applied in theorem proving, a normal form for the axioms is warranted.
The form of theorem proving we use is inductionless induction, described in [Gogu881. Because each formal specification consists of a set of axioms, the axioms may be treated as a theory. Given a set of axioms from a query and a set from axioms from a candidate stored component, we find the set mappings between the query and the stored component specification. We use each possible mapping to express the axioms of the query in terms of the signature of the stored component specification.
We then treat the axioms of the stored component specification as a theory and try to prove that each axiom from the query is satisfied in the theory.
The chosen proof technique treats the axioms of the stored component as rewrite rules, which are used to reduce both sides of each query axiom (equation) to normal form.
If both sides of the equation reduce to the same term, then the query axiom is satisfied in the theory of the stored component. This proof procedure is sound and fast, but not complete, We plan to evaluate the effectiveness of such a weak procedure via experimental benchmarks when the implementation is complete.
If all axioms in the query are satisfied in the theory of the stored component specification, then we have proven that the stored component specification semantically matches the query. If some but not all of the axioms of the query are satisfied in the theory of the stored component, then the number of query axioms that are satisfied becomes a basis for ranking partial matches.
In the context of prototyping, it is feasible to combine the results of several components that partially satisfy a query to synthesize a component that completely satisfies the query. If we can find several components such that every component provides all of the constructor operations and each accessor operation is provided by at least one of the components, then we can satisfy the query using a record containing an instance of each representation, where different components are used to realize different accessors. This is acceptable in the context of prototyping because efficiency is not an overriding concern.
If the set of axioms in the theory is canonical, the chances for success in theorem proving are improved.
A canonical set of axioms is both Figure  1 . Figure  7 shows the specification of Figure  1 Query by specification does require the designer to formulate a formal specification of the properties of the desired software component, and this does require some effort.
However, in the context of rapid prototyping and high-precision software development, such specifications must be developed anyway for purposes of documenting the required properties of proposed designs, and to support computer-aided verification, either via proofs or via automated testing.
We believe that producing the specifications early in the project, rather than as an afterthought, has a low marginal cost, and may reduce the overall effort required for development.
Since theorem proving is known to be slow, many people have held the opinion that retrieval based on formal specifications cannot be done within practical resource limits.
In this paper we outline our approach to overcome this problem, based on a layered set of techniques for reducing the size of the set of candidate components. 
