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Gli obiettivi di questa tesi sono la progettazione e l’implementazione di una
procedura utile per la riconfigurazione di una rete di sensori tramite disposi-
tivi mobili. In particolare il procedimento realizzato consente di ripristinare
una rete in seguito ad una situazione di partizionamento, cioè nel caso in cui
l’esaurimento delle batterie o il malfunzionamento di alcuni nodi comporti
la perdita di comunicazione tra due zone della rete stessa. Durante tutto il
progetto si è tenuto conto degli aspetti relativi alla sicurezza, cercando di ren-
dere il sistema il più possibile resistente agli attacchi esterni che ne possano
impedire il funzionamento corretto.
Nel primo capitolo si introducono gli aspetti fondamentali che caratterizzano
le reti di sensori e le problematiche inerenti il ripristino di una rete in caso
di malfunzionamento. Successivamente viene illustrato lo scenario preso in
considerazione e vengono evidenziate le fasi necessarie per la riconfigurazione
del sistema.
Il secondo capitolo tratta la procedura di riconfigurazione fisica, cioè la fase
in cui l’agente mobile (robot) dedicato alla riparazione della rete si sposta
verso il punto dove è avvenuto il partizionamento. L’assenza sul nodo mo-
bile di un meccanismo dedicato alla localizzazione e la mancata conoscenza
della topologia assunta dalla rete in seguito al guasto rendono necessario lo
studio di un metodo che consenta all’agente di individuare la posizione dove
fermarsi. La tecnica proposta sfrutta la collaborazione tra il robot e gli altri
nodi della propria sezione di rete attraverso lo scambio di messaggi di Hel-
lo e di Reply. Dapprima viene illustrata una soluzione base, che in seguito
viene ottimizzata per mantenere minimo il consumo energetico dovuto alla
comunicazione, tenendo conto anche degli effetti che la perdita di pacchetti
può avere sulle prestazioni.
Nel terzo capitolo viene illustrata la fase di riconfigurazione logica, necessaria
per garantire la sicurezza del collegamento che si è venuto a creare fra le
partizioni. In particolare vengono proposti tre protocolli di autenticazione che
consentono la creazione di un nuovo canale di comunicazione sicuro fra i nodi,
garantendo loro la reciproca integrità e sfruttando le informazioni fornite
dai sistemi di rilevamento delle intrusioni presenti nel sistema. Ognuno di
questi protocolli ottiene il risultato desiderato, ma con ipotesi iniziali diverse.
La correttezza di questi protocolli viene approfondita attraverso l’uso di un
metodo di analisi formale.
Il capitolo quarto mostra come le procedure progettate sono state effettiva-
mente implementate utilizzando il sistema operativo TinyOS, evidenziando
il funzionamento di ogni singolo modulo software realizzato.
Il quinto capitolo illustra per prima cosa l’ambiente di simulazione TOSSIM
e gli script realizzati per l’automatizzazione delle operazioni di simulazio-
ne. Subito dopo vengono mostrati i risultati ottenuti dalle simulazioni della
procedura di riconfigurazione fisica, sottolineando le differenze di prestazio-
ni fra l’algoritmo base e quello ottimizzato ed evidenziando come varia il
comportamento del sistema quando si verificano perdite di pacchetti.
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1.1 Reti di sensori
Negli ultimi anni la tecnologia dei sistemi di elaborazione si è sviluppata
velocemente, portando alla realizzazione di dispositivi sempre più potenti e
alla miniaturizzazione degli stessi. Questo progresso tecnologico, insieme a
quello riguardante le comunicazioni wireless, ha costituito la base per nuovi
tipi di applicazioni, tra cui le reti di sensori.
Una rete di sensori, detta anche Wireless Sensor Network (WSN ) è un
insieme di dispositivi, i nodi sensori, che hanno il compito di osservare uno
o più fenomeni ambientali, elaborare le informazioni acquisite e comunicarle
all’utente. Un nodo sensore è un sistema di elaborazione di piccole dimensioni,
dotato di un processore, di una quantità di memoria solitamente limitata e
di un certo numero di sensori per la misurazione di grandezze fisiche quali
la pressione, la temperatura, l’umidità o altre. In ogni nodo sensore sono
caricati un sistema operativo e l’applicazione che conferisce al dispositivo le
funzionalità richieste.
La caratteristica principale delle reti di sensori risiede nel fatto che i no-
di comunicano fra loro in modalità wireless senza infrastruttura (ad-hoc),
creando una rete capace di organizzarsi autonomamente. Principalmente la
comunicazione fra i nodi serve per rendere disponibili le informazioni am-
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bientali, opportunamente aggregate, ad un dispositivo centrale, detto Base
Station o Sink, il quale si interfaccia con l’utilizzatore e gli permette di gestire
ed interrogare la rete.
I nodi sensori possono essere disposti nell’ambiente in una quantità che
può variare da poche unità fino a milioni di apparecchi. La loro collocazione
può essere effettuata dall’uomo in maniera casuale (per esempio lanciandoli
da un aereo) oppure calibrata. Ogni nodo sensore è soggetto a fallimento, cioè
può smettere di funzionare per esaurimento delle batterie o per guasto (ge-
neralmente i dispositivi non sono resistenti alle rotture), per cui la topologia
della rete non si mantiene identica a quella assunta nella fase di deployment1,
ma può cambiare continuamente. Queste considerazioni implicano che un’ap-
plicazione per una rete di sensori debba tenere conto dei seguenti vincoli di
progetto:
• efficienza energetica: i sensori operano alimentati da batteria, per cui è
necessario che l’applicazione cerchi di mantenere il consumo energetico
più basso possibile, massimizzando quindi il tempo di vita dell’intero
sistema (quando un certo numero di nodi perde la sua operatività la
rete non può fornire più i dati richiesti o si ha un decadimento delle
prestazioni).
• tolleranza ai guasti : il sistema deve funzionare correttamente anche
quando alcuni nodi falliscono. Poiché spesso non è possibile la sosti-
tuzione delle batterie o dei nodi stessi, la rete deve essere capace di
riorganizzarsi in maniera trasparente all’utilizzatore.
• scalabilità: la rete deve poter funzionare anche con un numero di sensori
molto elevato.
1.1.1 Applicazioni delle reti di sensori
Le applicazioni delle reti di sensori si possono suddividere in cinque categorie:
ambientali, mediche, domotiche, commerciali e militari.
1 Fase di disposizione dei sensori nell’ambiente in cui andranno ad operare
2
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Nella prima categoria si possono distinguere due tipi di monitoraggio: il
monitoraggio dell’habitat e quello di struttura.
Le reti di sensori possono migliorare il monitoraggio degli habitat rispetto
alle tecniche tradizionali grazie alla capacità di adattarsi all’ambiente e al-
la loro poca invasività. Quest’ultimo punto è importante soprattutto perché
consente le misurazioni senza creare disturbi e perturbare le grandezze di in-
teresse. L’uso di un numero elevato di sensori comporta inoltre una maggiore
accuratezza delle misure e le ridotte dimensioni consentono il posizionamento
dei nodi anche in zone poco accessibili dall’uomo. Tra le applicazioni in que-
sto campo troviamo la prevenzione degli incendi, l’agricoltura di precisione,
lo studio di specie animali e il controllo dell’inquinamento.
Il monitoraggio delle strutture consiste nella rilevazione e nella localizza-
zione dei danni in costruzioni come ponti, aerei e navi, attraverso la misura
della risposta della struttura alle sollecitazioni ambientali, naturali o artifi-
ciali. Le misure possono essere effettuate con una risoluzione elevata grazie
all’impiego di molti dispositivi.
Tra le applicazioni mediche troviamo il monitoraggio continuo dei pazienti
in ospedale o a casa, in sostituzione agli ingombranti strumenti di misurazione
fissi. Questo consente la raccolta continua dei dati clinici riducendo al minimo
la degenza in ospedale. Le grandezze misurate possono poi essere memorizzate
in un archivio personale, confrontate e comunicate al personale medico che
può intervenire velocemente in caso di emergenza.
Le applicazioni domotiche consistono nell’integrazione dei sensori negli
elettrodomestici, la cui gestione può essere automatizzata e gestita anche in
remoto, ad esempio attraverso il collegamento ad Internet o tramite il telefono
cellulare. La comunicazione fra i sensori consente un controllo completo della
casa.
Tra le applicazioni commerciali ci sono il rilevamento della posizione e del
movimento dei veicoli, il controllo del traffico, il rilevamento dei furti d’auto,




In campo militare i sensori possono essere usati per monitorare le attrez-
zature e le munizioni, per sorvegliare i campi di battaglia e per riconoscere il
tipo degli eventuali attacchi nemici. I nodi possono essere lanciati sul campo
da un aereo e la capacità di auto-organizzarsi consente loro di controllare i
veicoli militari anche in situazioni ambientali ostili.
1.1.2 Comunicazione nelle reti di sensori
I nodi sensori in genere comunicano fra loro via radio (anche se sono possi-
bili altri mezzi come gli infrarossi) in modalità ad-hoc, cioè senza un nodo
centrale che crei una infrastruttura. La necessità di mantenere un consumo
energetico ridotto fa sì che la potenza trasmissiva utilizzata sia piuttosto
bassa, per cui l’area coperta dal segnale trasmesso risulta essere limitata e
quindi un nodo può comunicare solo con i pochi vicini direttamente connessi.
Questo aspetto comporta alcune difficoltà nel momento in cui le informazioni
devono raggiungere parti della rete più lontane. In questo caso deve essere
prevista la possibilità di comunicare in maniera multi-hop, cioè sfruttando
alcuni nodi intermedi per l’inoltro dei messaggi verso la destinazione finale.
La comunicazione multi-hop richiede l’impiego di un protocollo di routing ad-
hoc, che permetta ad ogni nodo sensore di sapere a quale vicino inoltrare un
eventuale messaggio ricevuto di cui non sia il destinatario finale.
Protocolli di routing
I protocolli di routing utilizzabili nelle reti di sensori si possono classificare in
tre categorie, utilizzate in differenti ambiti applicativi: tree-based collection,
intra-network routing e dissemination.
Il tree-based routing è caratterizzato da un flusso di informazioni che par-
te dai nodi sensori e finisce ad un’unico destinatario, il sink ; il percorso fatto
dai pacchetti quindi forma un albero di cui il sink è la radice. Questo tipo
di routing many-to-one (da molti a uno) è il più usato nelle reti di sen-
sori per applicazioni di habitat monitoring perché consente di raccogliere
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ed inviare tutte le misurazioni alla Base Station, pronte per essere fornite
all’utilizzatore.
Nell’intra-network routing la comunicazione può avvenire fra due nodi
qualsiasi della rete, come avviene generalmente nelle reti fisse. I protocolli di
questo tipo sono generalmente più complessi di quelli tree-based perché ogni
nodo deve ottenere e mantenere informazioni di routing per ogni destinazione
che vuole raggiungere; questo naturalmente comporta una maggiore neces-
sità di memoria e un maggior numero di messaggi di routing da scambiare.
Le applicazioni che sfruttano questo tipo di instradamento non sono molto
comuni nelle reti di sensori, solitamente consistono nella localizzazione e nel
tracciamento dei movimenti di uno o più nodi mobili.
La dissemination consiste nella propagazione delle informazioni verso in-
tere parti di rete, solitamente attraverso la comunicazione broadcast. Queste
comunicazioni da uno a molti (one-to-many) possono essere usate ad esempio
per diffondere a tutti i nodi della rete nuovi parametri di configurazione, una
richiesta di informazioni o addirittura per distribuire un nuovo programma
da eseguire. La propagazione può avvenire attraverso il semplice flooding,
cioè la trasmissione e l’inoltro di pacchetti broadcast, oppure con algorit-
mi epidemici, in cui le trasmissioni vengono effettuate solo quando stretta-
mente necessario evitando ridondanze e consentendo un maggiore risparmio
energetico.
Un’altra distinzione che si può fare sugli algoritmi di routing (in parti-
colare quelli di tipo intra-network) riguarda le modalità con cui si ricavano
le informazioni sui percorsi verso le destinazioni: si possono distinguere i
protocolli table-driven da quelli demand-driven (o source-initiated) [1].
I protocolli table-driven mantengono le informazioni di routing riguardan-
ti tutti i nodi in una o più tabelle, che vengono mantenute consistenti con
la topologia della rete tramite lo scambio di messaggi di update. I protocolli
all’interno di questa categoria si differenziano principalmente per il modo con
cui avviene l’aggiornamento delle routing tables (gli update possono essere
effettuati periodicamente oppure essere scatenati da un cambiamento topo-
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logico) e per la tecnica di propagazione dei pacchetti. Tra questi protocolli
troviamo DSDV [2] e WRP [3].
I protocolli source-initiated sono invece di tipo reattivo, cioè entrano in
azione solo quando il nodo sorgente necessita di conoscere il percorso verso
una nuova destinazione. Quando questo si verifica inizia la fase di route di-
scovery all’interno della rete, che si completa nel momento in cui un percorso
viene trovato oppure quando non è disponibile nessuna route. Una volta che
la route è stata stabilita, questa deve essere mantenuta nel tempo da una ap-
posita procedura di route maintainance, finché la destinazione non diventa
irraggiungibile oppure la route non è più richiesta. Tra i protocolli di questo
tipo ci sono AODV [4] e DSR [5].
Come trattato in precedenza, i protocolli table-driven necessitano di una
procedura di aggiornamento continuo delle tabelle di routing, che comporta
un maggiore traffico nella rete e un consumo energetico superiore. Questo
non accade nei protocolli on-demand, visto che le route vengono ricercate
solo quando richiesto. Uno svantaggio degli algoritmi reattivi è la necessità del
nodo sorgente di attendere la terminazione della procedura di route discovery
prima di inviare il pacchetto applicativo, a meno che la route non sia stata
trovata precedentemente e memorizzata in una cache. Nei protocolli table-
driven le informazioni di routing sono invece sempre disponibili.
I protocolli si differenziano tra loro anche per la metrica utilizzata nella
scelta del percorso da un nodo ad un altro: oltre alla distanza in termini
di hop in letteratura si trovano protocolli che tengono conto durante il loro
funzionamento del consumo energetico dei nodi (power-aware routing [6])
oppure della loro posizione nell’ambiente (location-based routing).
1.1.3 Sicurezza nelle reti di sensori
La sicurezza nelle reti, ed in particolare in quelle di sensori, si traduce
nell’ottenimento dei seguenti obiettivi o di una parte di essi:
• confidenzialità: le informazioni non devono essere accessibili da soggetti
6
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non autorizzati, soprattutto se si tratta di dati sensibili o di importanza
strategica per l’applicazione;
• autenticazione/integrità: deve essere possibile verificare l’identità del
mittente dei messaggi ricevuti e rilevarne l’eventuale corruzione;
• freschezza: bisogna poter riconoscere se determinate informazioni sono
recenti oppure sono una replica di messaggi precedenti;
• disponibilità: i servizi offerti dal sistema devono rimanere attivi per
tutto il tempo necessario, resistendo ad attacchi di denial-of-service;
• non ripudiabilità: il mittente di un messaggio non deve poter negare di
averlo inviato.
Le reti di sensori utilizzano comunicazioni wireless per cui sono intrinse-
camente non sicure, un avversario infatti può intercettare ed ascoltare tutti
i messaggi in transito sulla rete (eavesdropping), ma anche operare attacchi
di tipo attivo iniettando informazioni nel canale di trasmissione o replicando
un pacchetto inviato precedentemente. Gli attacchi si possono distinguere
tra outsider attacks e insider attacks [7]: i primi sono attacchi operati da
nodi estranei alla rete, mentre i secondi provengono da nodi partecipanti alla
rete stessa (inizialmente fidati). In particolare l’avversario può riprogram-
mare un dispositivo esistente oppure estrarre dalla sua memoria il materiale
crittografico, il codice ed i dati per riutilizzarli su una macchina diversa.
Gli avversari si possono inoltre suddividere in due classi diverse a se-
conda delle potenzialità: mote-class attackers e laptop-class attackers. Nel
primo caso l’avversario ha a disposizione un certo numero di nodi sensori
con caratteristiche paragonabili a quelle dei nodi facenti parte della rete. Nel
secondo caso invece è provvisto di dispositivi più potenti, come appunto i
computer portatili, che hanno un vantaggio rispetto ai normali sensori, aven-




Attacchi ai protocolli di routing
I protocolli di routing sono fondamentali per le comunicazioni multi-hop in
una rete di sensori e quindi sono particolarmente soggetti ad attacchi. L’av-
versario può infatti agire sui messaggi di routing alterandoli e replicandoli
per creare dei loop2 o per attrarre il traffico verso una certa zona della rete.
Fra i principali tipi di attacchi si trovano:
• selective forwarding : un nodo malizioso si rifiuta di inoltrare alcuni
pacchetti evitando che si propaghino ulteriormente nella rete;
• sinkhole attacks : l’avversario vuole che tutto il traffico passi attraverso
un certo nodo compromesso, per poi operare altri attacchi; in particola-
re l’avversario fa credere ai componenti della rete che il nodo malizioso
sia collegato alla base station tramite un link di alta qualità (ad esem-
pio un collegamento diretto o molto veloce) in modo che tutti gli inviino
i pacchetti;
• Sybil attack : un singolo nodo malizioso presenta multiple identità agli
altri nodi della rete (fa supporre la presenza di un numero maggiore di
nodi);
• wormholes : uno o più nodi cooperanti ricevono i pacchetti da una certa
zona della rete e li inoltrano in un’altra zona più lontana tramite un link
a bassa latenza, facendo credere ai nodi di essere più vicini di quanto
non lo siano realmente;
• Hello flood attack : molti protocolli di routing prevedono che ogni nodo
annunci la propria presenza ai suoi vicini tramite pacchetti di Hello, per
cui un avversario con un’elevata potenza di trasmissione può inviare a
nodi lontani un Hello packet, facendo in modo che questi lo selezionino
come vicino a cui inoltrare i futuri messaggi;
2 Si ha un loop quando i pacchetti vengano inoltrati secondo un percorso ciclico senza che
essi arrivino alla corretta destinazione
8
Capitolo 1. Introduzione
• acknowledgement spoofing : se i nodi utilizzano i link-layer aknowled-
gements per verificare la presenza di collegamenti fisici con i propri
vicini, allora un avversario può falsificarli facendo credere che un link
inesistente sia attivo.
Alcuni di questi attacchi sono evitabili nel caso di avversari estranei alla
rete (outsider) utilizzando tecniche crittografiche che garantiscano confiden-
zialità ed autenticazione a livello data-link, ad esempio assegnando ai nodi
fidati una chiave di cifratura globale. Gli attacchi di tipo wormhole ed Hello
flood non si possono contrastare in questo modo perché basati sul replay di
pacchetti provenienti da nodi legittimi. Le stesse considerazioni si possono
fare in presenza di avversari interni alla rete o di nodi compromessi, in quanto
la compromissione dei nodi implica anche la scoperta di tutte le chiavi.
Sistemi di rilevamento delle intrusioni
Le tecniche di prevenzione delle intrusioni tramite cifratura ed autenticazio-
ne possono solo ridurre gli attacchi, ma non evitarli del tutto, soprattutto
in presenza di nodi compromessi. Il rilevamento delle intrusioni (intrusion
detection) diventa quindi necessario come secondo livello di difesa nel caso
in cui un attacco sia in corso.
Un sistema di rilevamento delle intrusioni (Intrusion Detection System, di
seguito chiamato IDS ) è un sistema di difesa che rileva le attività potenzial-
mente ostili nella rete e cerca di prevenire quelle che possono comprometterne
la sicurezza. Il rilevamento viene effettuato tramite il monitoraggio continuo
della rete alla ricerca di attività inusuali, distinguendo gli attacchi interni
da quelli esterni, mentre la prevenzione può consistere nella semplice notifi-
ca dell’utente o nel blocco delle connessioni verso le presunte sorgenti degli
attacchi.
Per capire se la rete di sensori è sotto attacco un IDS analizza il compor-
tamento dei vari nodi alla ricerca di attività sospette; a seconda di quali dati
utilizza per il rilevamento un IDS può essere di tipo [8, 9]:
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• host-based : l’IDS sfrutta informazioni ottenibili dal singolo nodo, ad
esempio analizzando i file di log, il traffico generato e ricevuto local-
mente, la quantità e il tipo di risorse utilizzate;
• network-based : l’IDS analizza il traffico di rete e controlla il contenuto
dei pacchetti.
Esistono inoltre sistemi ibridi che includono entrambe le funzionalità.
Gli IDS si possono differenziare anche in base a come viene effettuato il
rilevamento:
• anomaly detection: inizialmente si definisce un modello che contiene
una descrizione delle attività normali del sistema e ogni attività che si
differenzia dal profilo viene considerata potenzialmente pericolosa. Que-
sto tipo di rilevamento può causare falsi negativi se il comportamento
dell’avversario non è molto intrusivo (l’intrusione non viene rilevata) o
falsi positivi nel caso in cui una normale attività venga marcata come
sospetta.
• misuse detection: le decisioni sono prese sulla base di un modello che
descrive il comportamento illecito e le tracce che questo lascia nel siste-
ma; vengono riconosciuti solo gli attacchi inseriti nel database e quindi
non ci sono falsi positivi, ma è necessario mantenere la base di dati
sempre aggiornata sui nuovi tipi di intrusione per evitare falsi negativi.
• specification-based detection: viene specificato un insieme di vincoli che
descrivono l’evoluzione corretta di un programma o protocollo e viene
osservata l’attività del sistema rispetto a queste condizioni. Un’ana-
lisi di questo tipo consente di rilevare anche attacchi non conosciuti
mantenendo comunque basso il numero di falsi positivi.
Una volta che l’intrusione è stata rilevata l’IDS può reagire in diversi
modi, ad esempio forzando la rinegoziazione dei canali di comunicazione fra i
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nodi (re-keying), riorganizzando la rete per isolare i nodi compromessi, oppu-
re semplicemente notificando l’utente che sceglierà autonomamente l’azione
da intraprendere.
L’implementazione di un IDS per reti di sensori risulta essere più proble-
matica rispetto a quella per reti fisse a causa della mancanza di infrastruttura,
non essendo presente un dispositivo che funzioni da router o gateway. In let-
teratura [9] vengono proposte soluzioni a questo problema che sfruttano la
collaborazione attiva dei nodi sensori, che quindi partecipano al rilevamento
distribuito delle intrusioni. In questo caso ogni nodo si occupa di monitorare
il proprio comportamento e quello dei propri vicini, analizzando i messaggi
inviati e ricevuti. Se viene rilevata un’attività sospetta il nodo stesso può
decidere di intervenire autonomamente oppure di consultare gli altri compo-
nenti della rete per verificare la correttezza dei propri sospetti e intraprendere
un’azione correttiva adeguata.
1.2 Riconfigurazione di reti di sensori
Le applicazioni più comuni delle reti di sensori come l’habitat monitoring
prevedono che i nodi siano disposti nell’ambiente durante la fase di deploy-
ment e rimangano poi fissi nella loro posizione per tutto il loro tempo di vita.
Bisogna però considerare che in realtà la rete è tutt’altro che statica, a causa
di una caratteristica fondamentale dei sensori: la loro tendenza al fallimento.
A prescindere da quale sia il motivo specifico (esaurimento delle batterie,
guasto dovuto alle insidie ambientali, danneggiamento doloso), i nodi spesso
smettono di funzionare e la loro perdita di operatività influenza il funzio-
namento complessivo del sistema e le sue prestazioni. Quando la rete non
si comporta più come previsto perché il numero di sensori non funzionanti
diventa troppo elevato si rende necessaria la sostituzione dei nodi (o delle
loro batterie), ma l’intervento umano talvolta può essere molto scomodo o
addirittura impossibile, soprattutto in ambienti particolarmente ostili.
Una soluzione alternativa alla sostituzione fisica dei nodi può essere la
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riconfigurazione della rete mediante un certo numero di agenti mobili, cioè
sensori montati su un supporto capace di muoversi, come ad esempio un
robot. Se per esempio il malfunzionamento di alcuni sensori impedisce una
completa propagazione dei messaggi all’interno della rete, la comunicazione
si può ripristinare attraverso i nodi mobili: basta che questi si spostino nel
punto in cui la rete risulta danneggiata perché si creino nuovi percorsi di
instradamento dei pacchetti e la rete torni di nuovo funzionante.
Questa tesi ha proprio come obiettivo la progettazione e l’implementazio-
ne di una procedura per la riconfigurazione tramite nodi mobili di una rete di
sensori, tenendo conto anche degli aspetti relativi alla sicurezza del sistema.
1.2.1 Scenario esaminato
Lo scenario preso in esame per illustrare un metodo di riconfigurazione di-
namica di una rete di sensori è una WSN suddivisa logicamente in due o più
sezioni distinte, in seguito chiamate cluster o partizioni, fisicamente adiacen-
ti e capaci di comunicare fra loro. La scomposizione della rete in più parti
può essere effettuata per garantire una maggiore scalabilità al sistema: si
può limitare la propagazione di alcuni tipi di messaggi solo all’interno di un
cluster, aggregare i dati relativi alle misurazioni ambientali ed inviarli alle
altre partizioni con un numero inferiore di messaggi. Anche il routing può
ottenere benefici dal partizionamento, visto che le tabelle di instradamento
avranno dimensioni minori ed i messaggi di update dovranno raggiungere un
numero più basso di nodi. Nel caso in cui sia presente un sistema di rileva-
mento delle intrusioni il sezionamento della rete permette di utilizzare IDS
che controllano ciascuno un numero inferiore di nodi, con i conseguenti van-
taggi in termini di velocità e risorse utilizzate. Infine la suddivisione consente,
nel caso in cui i sensori condividano una chiave globale per le comunicazioni
cifrate, di utilizzare chiavi diverse per ogni gruppo: poiché ogni partizione
ha la sua chiave, la compromissione di una di queste provoca un danno più
limitato (e un’eventuale rinegoziazione risulta più semplice).
In seguito si suppone che ogni cluster in cui è suddivisa la rete sia con-
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IDS A IDS B
Cluster A Cluster B
Figura 1.1: Rete di sensori suddivisa in due cluster tra loro comunicanti
trollato da un IDS , il quale in ogni istante conosce (attualmente non importa
in che modo) quali sensori si possono considerare fidati e si comportano se-
condo le specifiche, e quali invece sono compromessi. Uno scenario con due
soli cluster adiacenti è mostrato in figura 1.1; la comunicazione fra cluster
avviene tramite i nodi situati al confine.
1.2.2 Recupero da situazione di disastro
Si supponga adesso che nel corso del tempo la topologia della rete cambi per
effetto del fallimento di alcuni nodi, in particolare di quelli che consentono
la comunicazione tra un cluster e l’altro. Questa situazione di “disastro”,
schematizzata in figura 1.2, comporta l’impossibilità per le due partizioni di
comunicare fra loro, impedendo un funzionamento complessivamente corretto
della rete, composta adesso da due parti completamente isolate.
Per non dover sostituire manualmente i nodi non funzionanti si sceglie di
riconfigurare la rete attraverso l’uso di agenti mobili (robot), aventi il compito
di ripristinare la comunicazione fra i cluster. È sufficiente infatti che il robot
13
Capitolo 1. Introduzione
IDS A IDS B
Cluster A Cluster B
Figura 1.2: Perdita della connettività fra cluster
si posizioni nel punto in cui si è interrotto il collegamento perché le due par-
tizioni possano nuovamente formare un’unica rete (figura 1.3). Se necessario
si possono utilizzare più nodi mobili, sia per garantire una certa ridondanza
nei collegamenti (evitando di avere un singolo punto di fallimento), sia nel
caso in cui la parte priva di nodi operanti sia piuttosto vasta.
Durante il procedimento di riconfigurazione bisogna tenere conto anche
degli aspetti relativi alla sicurezza, facendo in modo che la procedura sia il
più possibile resistente agli attacchi da parte di soggetti avversari. Per questo
è necessario capire quali possano essere le debolezze del sistema e operare le
giuste contromisure.
La procedura di riconfigurazione progettata si articola nelle seguenti fasi:
1. rilevamento del partizionamento: prima di tutto la rete si deve accor-
gere della perdita del collegamento fra i cluster. Gli IDS possono ri-
levare questa situazione, ad esempio scambiandosi periodicamente dei
pacchetti di ping, oppure essere notificati dai sensori in seguito ad un
errore di comunicazione (il protocollo di routing può rivelare l’assenza
di un percorso tra nodi di cluster diversi). Il rilevamento della situazio-
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IDS A IDS B
Figura 1.3: Ripristino della rete tramite agenti mobili
ne di disastro non è oggetto di questa tesi, in seguito si suppone che
avvenga da parte di un IDS .
2. riconfigurazione fisica: a questo punto è necessario che un agente mobile
si sposti dalla posizione attuale verso il punto in cui è avvenuto il
malfunzionamento. Per prima cosa un IDS si incarica di inviare al
robot un messaggio contenente l’ordine di spostarsi e le informazioni
sulla posizione finale da raggiungere. In seguito il nodo mobile deve
muoversi e trovare il punto giusto in cui fermarsi (l’agente mobile sfrutta
lo stesso hardware di un comune sensore, per cui non ha dispositivi di
localizzazione dedicati).
3. riconfigurazione logica: una volta che il robot si è fermato nella posi-
zione adatta per ristabilire la connettività fisica fra cluster, si procede
ad instaurare un canale di comunicazione sicuro fra il robot stesso (ap-
partenente ad una partizione) ed un nodo ad esso vicino, appartenente
all’altra partizione. Questo serve a verificare l’integrità dei due interlo-
cutori (nessuno dei due deve essere stato compromesso) e ad instaurare
tra essi una relazione di fiducia reciproca; solo in seguito può riprendere
il funzionamento normale della rete.
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Gli algoritmi progettati sono stati poi implementati sfruttando il sistema





Quando un IDS rileva che la comunicazione tra i cluster non è più possibile
perché la rete è partizionata, inizia la fase di riconfigurazione fisica del si-
stema: un nodo sensore mobile (robot) deve spostarsi verso il punto in cui
la connessione è stata perduta per ristabilire il contatto, come illustrato in
figura 2.1. Il robot conosce la direzione in cui muoversi, che gli viene forni-
ta dall’IDS , ma non sa precisamente dove fermarsi: la configurazione delle
partizioni infatti varia dinamicamente nel tempo, in quanto i sensori sono
soggetti a fallimenti causati dell’esaurimento delle batterie, da guasti o ma-
nomissioni. In particolare la dimensione dei cluster può diminuire rispetto al
IDS A IDS B
Figura 2.1: Ripristino della connessione
17
Capitolo 2. Riconfigurazione fisica
IDS A IDS B
(a) Problema
IDS A IDS B
(b) Soluzione
Figura 2.2: Cluster troppo distanti per una connessione diretta
posizionamento iniziale dei nodi operato nella fase di deployment.
È importante che durante il suo percorso il nodo mobile non perda la con-
nettività con la propria partizione di appartenenza, in modo da poter essere
tenuto sotto controllo dal proprio IDS . La perdita del contatto col cluster si
può verificare nel caso in cui le partizioni da ricongiungere siano piuttosto
distanti fra loro, in questo caso infatti il raggio di comunicazione non è suffi-
ciente per mantenere la comunicazione con entrambe le parti della rete, come
schematizzato in figura 2.2(a). Questa situazione è assolutamente da evitare
e quindi bisogna fare in modo che il robot non si allontani troppo; eventual-
mente in seguito se ne possono inviare altri che completino il collegamento
come evidenziato in figura 2.2(b).
2.1 Algoritmo di rilevamento della posizione
L’obiettivo da raggiungere è fare in modo che il nodo mobile si possa accor-
gere di quanto si stia allontanando dalla propria partizione di appartenenza,
facendo sì che si fermi prima di perdere il collegamento (visto che non si può
essere assolutamente certi che il perimetro non venga oltrepassato, questa
possibilità deve essere comunque considerata, per cui si prevede che il robot
possa tornare indietro sui suoi passi). Poiché si assume che il robot non ab-
bia informazioni sulla propria posizione (non monta strumenti come GPS o
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simili), si è scelto di sfruttare la collaborazione fra il nodo mobile e gli altri
nodi del cluster tramite lo scambio di messaggi. È necessario anche cerca-
re di limitare il numero di messaggi scambiati, in quanto la comunicazione
influisce molto sul consumo energetico dei dispositivi.
2.1.1 Ipotesi
Le ipotesi semplificative fatte durante l’analisi del problema sono le seguenti:
• i nodi sensori sono disposti nell’ambiente in maniera uniforme, con
una densità di distribuzione δ nota a priori: quando il robot si muove
all’interno del cluster, esso mantiene un numero di nodi vicini pressoché
costante e pari a n (l’importante è che non ci siano zone con un numero
di nodi molto inferiore alla media);
• i nodi hanno un area di copertura radio di forma circolare, di raggio R
e uguale per tutti;
• il nodo mobile si muove a velocità costante V .
2.1.2 Idea di partenza
L’idea alla base delle procedure descritte in seguito è semplice: se il robot in
ogni momento conosce il numero di nodi ad esso vicini, allora può capire se
si trova ancora all’interno del cluster oppure si sta avvicinando al perimetro
esterno. La situazione è schematizzata in figura 2.3: quando il robot si trova
completamente dentro il cluster, all’interno del suo raggio di copertura radio
giace un certo numero di nodi (stimabile conoscendo la densità con cui i
sensori sono distribuiti e il raggio di comunicazione stesso), quando invece si
avvicina al confine il numero dei vicini tende a diminuire, fino ad annullarsi
completamente.
Per conoscere il numero di nodi vicini, il robot può semplicemente inviare
un messaggio in broadcast (Hello packet), al quale ogni sensore vicino dovrà
rispondere: contando il numero di risposte ricevute si ottiene la quantità
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IDS A
(a) dentro il cluster
IDS A
(b) vicino al confine
Figura 2.3: Numero di nodi vicini al variare della posizione del robot
richiesta. Se questo procedimento viene ripetuto regolarmente durante tutto
il viaggio del robot verso la sua destinazione (ad intervalli di tempo regolari di
∆T secondi), allora esso può capire quando fermarsi. Basta infatti fissare un
limite minimo di risposte da ricevere (di seguito indicato con L) per assumere
di non aver ancora raggiunto il perimetro esterno della partizione: un numero
di risposte inferiore comporterà l’arresto del robot. La procedura risultante
è la seguente:





conta numero di risposte
until numero_risposte < L
STOP
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(a) (b)
Figura 2.4: Determinazione geometrica del limite
2.1.3 Limite L
Per la scelta del limite L, cioè il numero minimo di risposte che devono essere
ricevute per poter proseguire nel movimento, non conviene usare un valore
inferiore a 2 (due) nodi, altrimenti si possono verificare uscite dal cluster
in particolari condizioni. Si consideri infatti lo scenario di figura 2.4, in cui i
vicini si trovano in posizione pressoché simmetrica rispetto al robot: in questo
caso si può passare direttamente dalla situazione in cui si hanno due nodi
vicini alla completa perdita di connettività, quindi se si pone L = 1 si rischia
l’uscita dalla partizione.
2.1.4 Intervallo di segnalazione
La procedura descritta funziona correttamente, cioè il robot si arresta prima
di uscire completamente dal cluster, solo se l’intervallo ∆T fra una misura e
l’altra è sufficientemente breve, in caso contrario il robot non riesce a rendersi
conto in tempo della variazione del numero di nodi. Può accadere infatti di
passare direttamente da una condizione in cui il robot ha un numero di vicini
maggiore del limite (e quindi continua a muoversi) ad una in cui il numero
di vicini si annulla, come in figura 2.5(a).
L’uso nell’algoritmo appena descritto di un periodo di campionamento
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Figura 2.5: Comportamento al variare dell’intervallo di segnalazione
piccolo come in figura 2.5(b) comporta l’invio di numerosi messaggi di Hello
e di conseguenza di numerose risposte. Questo a sua volta comporta un forte
consumo energetico dovuto alla trasmissione via radio, che bisogna invece
cercare di ridurre al minimo. Una possibile tecnica consiste nell’utilizzare
un intervallo di segnalazione non più costante, ma variabile a seconda della
posizione attuale in cui il robot pensa di trovarsi: all’interno del cluster si
usa un ∆T più grande, mentre vicino alla posizione critica un ∆T piccolo,
in modo da rendersi conto facilmente della diminuzione del numero di nodi
vicini.
Per avere un’idea di come l’intervallo possa essere dimensionato, si consi-
deri la zona di copertura radio del robot, circolare e di raggio R. Supponendo
che la densità δ con cui sono distribuiti i nodi sia nota e costante, si può as-
sumere che il numero di nodi n all’interno di quest’area quando ci si trova
dentro il cluster sia
n ≈ δpiR2 (2.1)
Durante il movimento del robot questo valore si mantiene pressoché costante
(a meno di piccole variazioni) finché l’area di copertura giace interamente
all’interno del cluster. Osservando la zona colorata nella figura 2.6(a), si nota
che quando il robot è vicino al perimetro l’area utile diminuisce e con essa
il numero di sensori presenti al suo interno. Per valutare come varia l’area
al variare della posizione si faccia riferimento alla figura 2.6(b), in cui si è
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Figura 2.6: Area utile alla determinazione del numero di nodi vicini
indicata con x la generica distanza tra il robot e l’ultima serie di nodi (valori
negativi di x indicano che il nodo si trova all’interno). L’area di interesse
(area del segmento circolare) si può calcolare come differenza fra quella del
settore sotteso all’angolo α e quella del triangolo OPQ:








Sapendo che cos(α/2) = x/R si ottiene l’area in funzione di x:












Il numero di nodi inclusi in quest’area, qui indicato con m, si ricava appli-
















L’andamento della funzione appena trovata è mostrato in figura 2.7; si noti
come il grafico sia approssimabile con una retta nella zona vicino a x = 0.
Questa funzione si può utilizzare per stimare la posizione del robot re-
lativamente al confine del cluster, conoscendo il numero corrente di nodi
23


















Figura 2.7: Andamento del numero di nodi m in funzione della
posizione x
vicini: ad esempio se sono presenti circa n vicini si può dedurre di trovar-
si ancora completamente all’interno. Questa informazione risulta utile per
dimensionare di volta in volta l’intervallo ∆T , nel seguente modo:
1. il numero di nodi minimo con cui il robot deve poter rimanere in con-
tatto nel momento in cui si ferma, precedentemente indicato con L, si
traduce tramite il grafico in una distanza massima dal cluster xL;
2. dato il numero corrente di vicini m, si stima la posizione x del robot e
si dimensiona l’intervallo ∆T , in modo che lo spazio percorso in questo
intervallo non superi il valore xL − x, quindi ∆T ≤ (xL − x)/V .
Osservando nuovamente la figura 2.7 si nota come ad esempio la rice-
zione di n risposte indichi che il robot si trova all’interno del cluster,
a distanza R dall’ultima serie di nodi; per non superare la posizione
critica xL lo spostamento può essere al massimo pari a xL +R.
Poiché una volta inviato l’Hello packet il robot deve raccogliere le risposte di
tutti i vicini, è necessario che esso si metta in attesa per un certo tempo prima
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di decidere l’intervallo di segnalazione. Questo timeout, di seguito indicato
con tr, deve essere dimensionato tenendo conto del tempo per la trasmissione
delle risposte e per l’esecuzione del protocollo di accesso al mezzo condiviso:
tr ≥ n · ttr +∆Tacc (2.5)
Il tempo di trasmissione ttr dipende dalla dimensione dei pacchetti e dal bit
rate, mentre ∆Tacc contiene tutti i ritardi per l’accesso al mezzo e quindi è un
valore non deterministico. La presenza del timeout impone un intervallo di
segnalazione che sia maggiore del timeout stesso; questo non è comunque un
vincolo particolarmente stringente in quanto il robot viaggia generalmente a
bassa velocità per cui anche il ∆T minimo risulta sufficiente.
Quanto riportato finora si traduce in un algoritmo modificato rispetto
all’idea base:
Algoritmo 2 Procedura con intervallo di segnalazione dinamico





conta numero di risposte NR
∆T = Intervallo(NR)
until NR ≤ L
STOP
Con Intervallo si è indicata la funzione che ottiene il nuovo ∆T a partire
dal numero di nodi vicini stimato, come illustrato in precedenza. Non è ne-
cessario che tale funzione calcoli in modo esatto i valori della (2.4), per due
motivi fondamentali:
• l’andamento reale differisce da quello teorico in quanto dipende da come
i nodi sono effettivamente disposti nell’ambiente (il numero di nodi è
una quantità discreta, a differenza dell’area);
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Figura 2.8: Approssimazione della curva con una spezzata
• l’elaborazione da parte del dispositivo deve essere rapida, per cui è
consigliabile utilizzare un’approssimazione che sfrutti operazioni sem-
plici dal punto di vista computazionale, oppure una tabella di valori
precalcolati.
Ad esempio si può approssimare la funzione con una retta o una spezzata,
come in figura 2.8:















0 < x ≤ R (2.6)























≤ m ≤ n (2.7)
2.1.5 Prestazioni reali
Finora si è ipotizzato che tutti i nodi vicini inviino una risposta e che tali
risposte giungano correttamente al robot; ciò corrisponde ad avere una per-
dita di pacchetti (packet loss) pari a zero e fa sì che il numero di nodi vicini
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al robot coincida esattamente col numero di risposte ricevute in seguito al-
l’invio di un Hello packet. In condizioni di utilizzo reali tale ipotesi tende a
non essere più vera, infatti per diversi motivi il nodo mobile può non ricevere
risposta ad ogni messaggio:
• un nodo sensore può scegliere di non rispondere alla ricezione di un
pacchetto, ad esempio nel caso voglia limitare il proprio consumo ener-
getico, oppure se sta effettuando un’altra elaborazione che non deve
essere interrotta;
• supponendo che un sensore risponda, non è detto che tale risposta ar-
rivi correttamente a destinazione, infatti in un sistema wireless esisto-
no problemi dovuti a disturbi, interferenze, ma soprattutto all’utilizzo
di un mezzo di comunicazione condiviso (collisioni1, hidden terminal
problem2,. . . );
• in alcuni casi la risposta ricevuta potrebbe non essere elaborata, ad
esempio nel caso in cui il nodo ne stia già gestendo altre e non sia
previsto un accodamento delle richieste.
Si può quindi pensare di aggiungere come ulteriore variabile del problema la
probabilità di risposta, di seguito indicata con p. Tale probabilità comprende
al suo interno due aspetti: la probabilità che un vicino decida di rispondere
(ad esempio i sensori possono essere programmati per rispondere al 50%
delle sollecitazioni per riparmiare energia) e la probabilità che la risposta
arrivi al robot, che dipende dai problemi di accesso al mezzo. Mentre la
prima componente si può ritenere deterministica considerando che tutti i
nodi eseguono lo stesso codice, la seconda invece può variare nel tempo e da
1 Una collisione deriva dalla trasmissione simultanea da parte di più dispositivi, che
comporta la corruzione dei dati
2 Il problema, trattato in [10], si verifica quando un nodo è visibile da un nodo centrale,
ma non da altri che comunicano col nodo centrale stesso, rendendo difficile l’accesso
al mezzo. Alcuni protocolli MAC cercano di alleviare il problema tramite l’utilizzo di
speciali pacchetti di handshake RTS/CTS, come nello standard 802.11 [11]
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nodo a nodo poiché dipende da eventi aleatori. Nel proseguo della trattazione
la probabilità p si riterrà per semplicità costante ed uguale per tutti i nodi
sensori.
La presenza di questa probabilità fa sì che il numero di risposte rice-
vute non sia più direttamente collegabile al numero di nodi vicini, per cui
l’algoritmo proposto soffre di due problematiche:
1. condizione di arresto: la procedura prevede che il robot interrompa il
suo movimento nel caso in cui il numero di risposte ricevute sia inferiore
ad un certo valore L, per cui è possibile che si verifichino situazioni di
falso allarme. Queste anomalie si verificano quando il robot crede di
essere giunto al confine del cluster a causa delle poche risposte ricevute
e quindi si ferma, mentre in realtà il numero di nodi effettivamente
presenti è maggiore.
2. intervallo di segnalazione dinamico: il numero di vicini stimato risul-
terà spesso inferiore alla situazione reale, per cui l’algoritmo tenderà
ad utilizzare valori di ∆T più bassi e il robot crederà di essere in una
posizione più avanzata di quella reale. Se ad esempio i nodi rispondono
con probabilità p = 0.5, in media il numero di risposte ricevute sarà la
metà rispetto al numero dei vicini presenti; il robot crederà di conse-
guenza di avere pochi vicini ed utilizzerà intervalli di segnalazione più
brevi.
Condizione di arresto
Se il robot si ferma ingiustificatamente a causa di un falso allarme, cioè
quando il numero di sensori vicini è ancora sufficiente, si ha una situazione
di errore che deve essere evitata, o almeno bisogna minimizzare la possibilità
che si verifichi.
Si assuma che all’interno cluster il robot abbia n nodi vicini, ognuno
dei quali risponde ad un pacchetto di Hello con probabilità p nota. Se si
considerano le risposte come eventi tra loro stocasticamente indipendenti ed
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equiprobabili, la loro successione rappresenta uno schema di Bernoulli, cioè il
numero di risposte ricevute segue una distribuzione binomiale. La probabilità
che si abbiano esattamente k risposte ad un pacchetto vale






La probabilità di avere un falso allarme quando il robot si trova dentro il clu-
ster, corrispondente alla probabilità di ricevere un numero di risposte inferiore
al limite L, risulta








Per mantenere bassa questa probabilità di arresto ingiustificato si può uti-
lizzare un valore basso di L oppure imporre una probabilità di risposta alta.
Questo però non risolve completamente il problema perché la possibilità di
fermarsi esiste comunque, anche se minima, e inoltre un valore troppo basso
di L può portare ad un avanzamento eccessivo del robot, come riportato nel
paragrafo 2.1.3, con conseguente perdita della connessione.
Una volta che il robot si è fermato per un falso allarme, è necessario tro-
vare un modo perché questo si accorga del reale numero di nodi vicini e possa
quindi eventualmente riprendere il suo movimento verso la destinazione. La
procedura proposta sfrutta l’invio di una successione ravvicinata (burst) di
messaggi di Hello (dello stesso tipo di quelli utilizzati durante la marcia),
a cui ogni vicino risponde sempre con probabilità p. Questi pacchetti so-
no distanziati nel tempo di un intervallo ∆Tburst che sicuramente deve essere
maggiore del tempo necessario per raccogliere le risposte, definito dalla (2.5):
∆Tburst ≥ tr
Ogni volta che il robot riceve una risposta, esso memorizza in una propria
struttura dati interna l’identificatore del sensore mittente: se il numero di
identificatori fra loro distinti supera il limite L, significa che si tratta di un
arresto ingiustificato e quindi il robot può rimettersi in moto, in caso contrario
si arresta.
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La dimensione del burst, indicata con N , deve essere sufficiente a rivelare,
con un’alta probabilità, se il numero di nodi vicini sia effettivamente mag-
giore del limite L. Intuitivamente si può pensare che all’interno del cluster,
dove il numero di nodi è elevato, possa bastare anche un solo pacchetto per
raccogliere un numero di risposte maggiore di L. La situazione diventa più
critica quando il numero di nodi presenti è di poco superiore al limite: per
riconoscere il falso allarme in questo caso è necessario infatti che la maggior
parte di questi nodi risponda almeno una volta. Si supponga ad esempio di
aver scelto L = 2 e che il numero di vicini attuale sia pari a 3; poiché per
poter proseguire nella procedura è necessario rilevare più di 2 vicini bisogna
che tutti e 3 i nodi rispondano e non è detto che questo avvenga subito dopo
il primo Hello.
Sia q = 1− (1− p)N la probabilità che un nodo risponda ad almeno uno
dei pacchetti che formano il burst. Considerando di avere in un certo istante
m nodi vicini, il numero di quelli che rispondono segue anche questa volta
una distribuzione binomiale:






La probabilità di riuscire a rilevare un numero sufficiente di nodi quindi vale








Si può verificare la correttezza della formula pensando L pari a m: in questo
caso tale probabilità deve valere 0, visto che il numero di vicini non è suf-
ficiente ad uscire dalla fase di allarme. Nel caso opposto L = 0 invece ci si
ferma solo se non risponde mai nessun nodo: la probabilità che questo acca-
da vale (1 − q)m = (1 − p)Nm, la sommatoria si riduce infatti ad un singolo
termine.
Per dimensionare N si considera il caso peggiore, che si verifica quando il
numero di nodi m è uguale a L+ 1 (devono rispondere tutti):
Pcontinue = P(NR = L+ 1) = q
L+1 (2.12)
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Sostituendo a q il suo valore in termini di p ed N e fissando la probabilità





1− (1− p)N]L+1 ≥ Pmin (2.13)
Esempio numerico: dati p = 0.5 ed L = 2, se si vuole riconoscere il falso
allarme con una probabilità di almeno il 90%, si risolve la (2.13) ponendo
Pmin = 0.9:[
1− (1− p)N]L+1 ≥ Pmin ⇔ [1− (1− 0.5)N]3 ≥ 0.9 ⇔ N ≥ 4.85
per cui si sceglie N = 5.
Intervallo di segnalazione
Come illustrato in precedenza, utilizzare il numero di risposte ricevute come
stima del numero di vicini porta ad ottenere intervalli di segnalazione non
ottimi, mantenendo comunque corretto il funzionamento di massima della
procedura. Se si considera la distribuzione binomiale risulta infatti che, me-
diamente, il robot riceverà un numero di risposte pari a E [NR] = np (per
esempio, con n = 7 e p = 0.5 si avranno in media 3.5 risposte ad ogni pac-
chetto, per cui anche se il robot si trova completamente dentro il cluster, esso
penserà di trovarsi vicino al confine ed utilizzerà un ∆T piccolo).
Per cercare di migliorare questo comportamento, prima di scegliere l’in-
tervallo di tempo si può “tradurre” il numero di risposte in una stima più
attendibile sulla quantità di nodi vicini; ad esempio si può definire in parten-
za, noti n e p, una tabella (lookup table): usando il numero di risposte come
chiave di ricerca si ottiene facilmente il valore presunto di m.
Proseguendo l’esempio precedente, usando la tabella
NR 0 1 2 3 4 5 6 7
m 0 1 3 5 6 7 7 7
si ottiene che a 3 risposte si associano 5 vicini, a cui si farà corrispondere un
∆T maggiore; naturalmente esiste la possibilità che le 3 risposte siano relative
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a soli 3 vicini (si sovradimensiona l’intervallo), ma questo è un rischio di cui
bisogna tenere conto se si vuole ottimizzare.
Le ultime considerazioni fatte portano alla versione definitiva della pro-
cedura, costituita da una prima fase in cui il robot si muove ed una seconda
fase in cui esso è fermo mentre invia il burst, come riportato di seguito. Nella
seconda fase, invece di inviare tutti gli N pacchetti, è possibile interrompere
il burst non appena il numero di identificatori distinti memorizzati risulta
superiore al limite L.
Algoritmo 3 Fase 1





conta numero di risposte NR
m = StimaVicini(NR) (Stima numero di vicini)
∆T = Intervallo(m) (Calcola nuovo intervallo di segnalazione)
until m ≤ L
passa a Fase 2
Algoritmo 4 Fase 2
interrompi movimento
for i = 1 to N do
invia Hello packet
memorizza identificatori di chi risponde
if numero identificatori distinti > L then
torna a Fase 1
end if
end for
STOP . Non c’è un numero sufficiente di nodi
32
Capitolo 2. Riconfigurazione fisica
2.2 Considerazioni sulla sicurezza
Finora la procedura è stata analizzata senza tener conto degli aspetti di sicu-
rezza, senza cioè valutare in che modo un soggetto avversario possa impedire
la corretta riconfigurazione fisica del sistema. In particolare l’avversario può
disturbarne il corretto funzionamento facendo rilevare al robot un nume-
ro errato di nodi vicini; ad esempio facendogli credere di avere un numero
maggiore di vicini può impedirgli di fermarsi prima di abbandonare il pro-
prio cluster. Per evitare attacchi di questo tipo è necessario verificare che i
messaggi di Hello e di risposta, siano:
• autentici, cioè devono effettivamente provenire da nodi appartenenti al
cluster in questione e non da nodi qualsiasi;
• recenti, cioè l’avversario non deve poter riutilizzare messaggi già inviati
in precedenza come se fossero appena generati.
Il primo punto può essere affrontato utilizzando una funzione hash co-
me Message Authentication Code (MAC ) e fornendo a ciascuno nodo della
partizione una chiave di gruppo (o chiave di cluster): solo il possesso di que-
sta chiave da parte di un soggetto può dimostrarne l’appartenenza al cluster
stesso. Poiché si suppone che un avversario possa agire fisicamente su un
nodo sensore, riuscendo in qualche modo a comprometterlo e ad estrarre le
chiavi dalla sua memoria, è necessaria un’ulteriore ipotesi: il sistema di In-
trusion Detection deve funzionare correttamente, cioè l’IDS deve essere in
grado di rilevare eventuali compromissioni e, in tal caso, provvedere ad una
procedura di riassegnamento delle chiavi, per sostituire quelle che sono state
scoperte dall’avversario. Se questa ipotesi è verificata, l’avversario non potrà
mai costruire messaggi validi perché non conosce la chiave, per cui gli at-
tacchi si potranno basare soltanto sul replay di pacchetti generati ed inviati
precedentemente.
Per quanto riguarda il secondo punto, in particolare bisogna evitare che
vengano replicati i messaggi di risposta, in quanto sono proprio questi che
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fanno capire al robot se si trova ancora all’interno del cluster o meno. L’avver-
sario può effettuare il replay non solo delle risposte relative ad Hello packet
precedenti, ma anche relative all’Hello packet appena inviato, in quanto il
robot deve attendere un certo periodo di tempo per accumulare le risposte di
tutti i nodi ad esso vicini ed in questo periodo può ricevere anche le repliche.
Nel primo caso una soluzione al problema consiste nell’inserire in tutti i pac-
chetti di Hello una quantità mai utilizzata in precedenza, quale un numero
di sequenza, che deve poi essere riportata dai nodi vicini nelle risposte: solo
se la risposta è stata generata a partire dal valore corretto viene considerata
valida. Il numero di sequenza non consente però di discriminare le risposte
relative ad uno stesso Hello. Per risolvere anche questa questione basta ricor-
darsi che nei messaggi di Reply è contenuto l’identificatore del nodo mittente,
per cui è sufficiente che il nodo mobile memorizzi questi identificatori per ca-
pire se una certa risposta è già stata ricevuta prima (tra l’altro una struttura
dati in cui salvare gli indirizzi è comunque necessaria per la fase di invio dei
burst, come evidenziato nell’algoritmo 4).
2.2.1 Formato dei messaggi
Quanto detto finora permette di definire la struttura dei pacchetti di Hello e
di Reply. I simboli in seguito utilizzati sono
• IDR: identificatore unico del robot;
• IDi: identificatore di un generico nodo vicino;
• IDclu: identificatore del cluster;
• KG: chiave di gruppo (cluster);
• η: numero di sequenza.
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Hello packet
Il messaggio di Hello è strutturato come segue:
Hello : IDR, IDclu, η, hKG (IDR, IDclu, η)
dove con hKG (. . .) si indica la funzione hash calcolata con la chiave di clu-
ster. Il robot include nel messaggio il proprio indirizzo, il codice identificativo
della propria partizione, un numero di sequenza e l’hash dei suddetti valori.
Un generico nodo vicino, una volta ricevuto il pacchetto, controlla se l’iden-
tificatore di cluster inviato in chiaro è uguale al proprio. In caso affermativo
calcola il MAC con la chiave di gruppo e lo confronta con quello contenuto
nel pacchetto: se coincidono significa che il messaggio è autentico e quindi
risponde con un pacchetto di Reply, altrimenti lo ignora perché probabile
frutto di contraffazione. Se invece l’identificatore di cluster inviato in chiaro
indica una partizione diversa dalla propria, il nodo assume che si sia formato
un collegamento fisico fra partizioni diverse e può far partire la procedura di
creazione di un nuovo canale di comunicazione sicuro (capitolo 3).
Reply packet
Per il messaggio di risposta è stata scelta la seguente forma:
Reply : IDi, hKG (IDi, IDclu, η)
Ogni nodo vicino risponde inserendo nel pacchetto il proprio identificatore
e l’hash calcolato a partire dalle informazioni ricevute nell’Hello packet; in
particolare il numero di sequenza consente di rilevare se il messaggio di Reply
è relativo ad un Hello precedente. Il robot calcola localmente il MAC cono-
scendo l’identificatore del nodo, quello del cluster ed il corretto numero di
sequenza, e verifica che coincida con quello del pacchetto. Se i due hash sono
identici il messaggio è sicuramente autentico e non è una replica relativa ad
un vecchio Hello packet, in quanto il nodo mittente ha dovuto necessariamen-
te usare un sequence number recente per calcolare il MAC (non è necessario
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quindi inviarlo in chiaro). A questo punto effettua un secondo controllo, cerca
cioè l’identificatore del mittente nella lista dei suoi vicini, per vedere se ha
già risposto prima; se la ricerca ha esito negativo il messaggio viene accet-
tato e l’identificatore aggiunto alla lista stessa, altrimenti viene ignorato. In
questo modo non vengono considerati i replay di risposte inviate in seguito
all’ultimo pacchetto di Hello.
Si può notare come non sia prevista nessuna tecnica per evitare che siano
gli Hello packet ad essere replicati da parte di un avversario. Questo di per sé
non comporta un malfunzionamento della procedura di discovery, in quanto
un replay al massimo provoca una risposta forzata da parte dei nodi circo-
stanti, risposta che non disturba il vero nodo mobile (viene semplicemente
ignorata perché contiene un vecchio sequence number).
2.2.2 Altri attacchi
La procedura di riconfigurazione fisica è suscettibile ad altri tipi di attacchi
basati sul replay di pacchetti, tra i quali vale la pena sottolineare il wormhole
attack. Questo attacco, piuttosto difficile da contrastare, riguarda soprattutto
i protocolli di routing ad-hoc, come riportato in [7], ma si può comunque
applicare anche in altri scenari. L’attacco viene generalmente realizzato da
un avversario che abbia a disposizione due laptop collegati tra loro con un
collegamento wired e interfacciati alla rete di sensori via radio.
Figura 2.9: Esempio di wormhole attack
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Un esempio di wormhole attack è rappresentato in figura 2.9: il nodo
compromesso X riceve i pacchetti inviati da A e li inoltra verso l’altro nodo
malizioso Y attraverso un canale dedicato, a questo punto Y ritrasmette
verso B, che crederà di avere il nodo A come vicino.
Come descritto in [12] l’avversario può attaccare in diversi modi, che si
differenziano per il mezzo con cui i pacchetti vengono trasportati da una zona
all’altra della rete. Tra questi ci sono:
• incapsulamento: richiede la presenza di almeno due nodi compromessi, i
quali si inviano i messaggi includendoli in normali pacchetti applicativi
ed utilizzando l’algoritmo di routing in uso nella rete;
• canale out-of-band : i nodi compromessi usano per comunicare un canale
dedicato (solitamente non wireless) ad alta velocità;
• alta potenza di trasmissione: l’avversario ritrasmette il pacchetto con
una potenza superiore per farlo arrivare anche a nodi più lontani;
• packet relay : il nodo compromesso inoltra i pacchetti facendo da tramite
tra due nodi non vicini.
Il funzionamento del wormhole attack è semplice e non richiede che l’avver-
sario abbia alcuna conoscenza crittografica, in quanto si basa sull’utilizzo di
pacchetti già inviati. Si supponga che un nodo compromesso intercetti un
pacchetto di Hello e lo ritrasmetta invariato in una zona dello stesso cluster
normalmente non raggiungibile dal nodo mobile. I nodi sollecitati rispon-
deranno come se il robot fosse loro vicino e l’avversario potrà ascoltarne le
risposte. A questo punto è sufficiente che tali risposte vengano fatte arrivare
al legittimo destinatario (il robot) perché questo ritenga di avere più vicini
di quanti ne abbia in realtà; è facile capire come questo possa disturbare la
procedura di discovery, portando il robot a muoversi oltre il confine della
partizione. Poiché questo attacco si basa solo sul tunneling di messaggi da
una parte all’altra della rete, risulta difficile da individuare e contrastare.
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(a) Hello (b) Eco (c) Reply
Figura 2.10: Attacco tramite eco di pacchetti
Tra i vari metodi di attacco esiste il caso particolare in cui c’è un singolo
nodo malizioso che semplicemente ritrasmette l’Hello packet verso sensori
più lontani. Questa situazione è schematizzata in figura 2.10: il nodo maligno
prima intercetta l’hello, quindi lo replica invariato, infine raccoglie le risposte
e le inoltra al robot. L’anomalia in questo caso può essere rilevata facilmente,
in quanto la ritrasmissione del pacchetto (eco) a sua volta raggiunge il nodo
mobile (a meno che non si usino antenne direzionali). Il robot, una volta
verificato che il messaggio è stato generato da lui stesso, può dedurre che
c’è un attacco in corso e reagire di conseguenza, ad esempio fermandosi ed
inviando una notifica.
Per casi più complessi, in particolare quando l’avversario ha a disposizione
più nodi cooperanti, in letteratura [12, 13, 14] si trovano delle soluzioni, che
però necessitano di ulteriori ipotesi sul sistema; tra queste:
• nodi location-aware: i nodi conoscono la propria posizione nell’ambien-
te. Il mittente di un messaggio include nel pacchetto la propria posizio-
ne; il ricevente calcola la distanza fra se stesso e l’altro nodo e se questa
è maggiore del raggio di comunicazione radio riconosce l’anomalia.
• clock sincronizzati : se i sensori hanno gli orologi di sistema strettamente
sincronizzati, il mittente può inserire nel pacchetto un timestamp che
indichi il tempo di invio; il destinatario quando riceve il messaggio
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calcola l’intervallo intercorso fra l’invio e la ricezione e, confrontandolo
col tempo di propagazione del segnale radio, capisce se la distanza
percorsa è eccessiva.
Naturalmente l’opportunità di impiegare queste tecniche dipende dalla spe-
cifica applicazione e dalle risorse disponibili (ad esempio nel primo caso è
necessario un sistema di localizzazione), inoltre bisogna valutare di volta
in volta se conviene aumentare la complessità del sistema per contrastare




Durante il periodo in cui la rete di sensori è partizionata, il controllo da parte
degli Intrusion Detection Systems non può essere completo in quanto alcuni
di essi rimangono isolati dagli altri, impedendo la reciproca collaborazione.
In questo lasso di tempo più o meno lungo è possibile che si verifichi un’in-
trusione: un avversario può avere accesso fisico ai nodi e manometterli, ad
esempio riprogrammandoli o effettuando interventi hardware sui sensori (ge-
neralmente non si tratta di dispositivi tamper-resistant), oppure può inserire
nuovi nodi non fidati nella rete. Poiché in questo momento il meccanismo di ri-
levamento distribuito delle intrusioni è operativo solo parzialmente, il sistema
potrebbe non riuscire ad accorgersi della situazione ed agire di conseguenza.
Nel caso in esame il problema si pone soprattutto se ad essere corrotti
sono proprio i nodi che, in seguito alla procedura di riconfigurazione fisica, si
trovano a formare il nuovo collegamento fra le partizioni. Attraverso tale colle-
gamento infatti dovranno passare tutte le nuove comunicazioni inter-cluster,
comprese quelle relative alla cooperazione fra gli IDS , per cui è necessario
avere la certezza che i nodi “ponte” facciano il loro dovere. Un nodo cor-
rotto potrebbe altrimenti ostacolare il corretto scambio di informazioni, ad
esempio inoltrando in maniera errata i pacchetti, leggendoli e modificandoli,
inserendo artificialmente un ritardo nella propagazione, o facendo qualunque
altra operazione dannosa che l’avversario può aver ideato.
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IDS A IDS B
(a) Collegamenti logici
IDS A IDS B
X Y
(b) Comunicazione multihop
Figura 3.1: Scenario dopo il ripristino della connessione fisica
Il problema può essere affrontato creando un canale sicuro: ognuna del-
le due entità che stabiliscono il contatto deve avere informazioni certe ri-
guardo l’integrità dell’altra; questo si può ottenere con un protocollo di
autenticazione.
3.1 Scenario
Si supponga che, in seguito al rilevamento della situazione di partizionamento
della rete, il robot dedicato al ripristino della connettività fisica fra i cluster
si sia spostato ed abbia effettivamente contattato un nodo facente parte del-
l’altro cluster. A questo punto si deve formare il canale sicuro fra queste
due entità: il robot deve essere certo che l’altro dispositivo sia fidato e vice-
versa. Poiché le informazioni sull’integrità sono a disposizione solo dell’IDS
di competenza (appartenente allo stesso cluster del nodo), è necessaria una
collaborazione attiva degli IDS stessi, per un totale di quattro parti in gio-
co (figura 3.1(a)). Visto che i nodi presumibilmente si trovano distanti dai
rispettivi IDS , la comunicazione diretta fra loro non è possibile, quindi è
necessario ricorrere a comunicazioni di tipo multi-hop (figura 3.1(b)).
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3.2 Protocolli di autenticazione
La prima fase nella creazione di un canale sicuro fra due parti è generalmente
quella di identificazione o autenticazione. Questa fase prevede una procedura
che consenta ad un’entità non solo di comunicare la propria identità all’al-
tra, ma di fornire una qualche prova che dimostri la correttezza dell’identità
stessa. In breve, date le due parti in causa A e B, l’obiettivo di un protocollo
di autenticazione è quello di terminare con l’accettazione dell’identità di A
da parte di B, oppure con il rifiuto della stessa. Naturalmente si può preve-
dere, oltre all’identificazione unilaterale, anche l’autenticazione mutua, cioè
di entrambe le parti. Entrando maggiormente nel dettaglio, gli obiettivi del
protocollo prevedono [15]:
1. date due entità “oneste” A e B, la prima deve riuscire ad autenticarsi
alla seconda, cioè B deve completare il protocollo con l’accettazione
dell’identità di A;
2. B non deve poter usare le informazioni di identificazione di A per
impersonarla di fronte ad una terza entità C;
3. la probabilità che una terza parte C, che esegua il protocollo giocando il
ruolo di A, riesca a farsi accettare da B come A, deve essere trascurabile
(il significato di trascurabile dipende dall’applicazione);
4. la considerazione precedente deve rimanere vera anche se sono state os-
servate molte esecuzioni del protocollo, l’avversario C ha partecipato ad
esecuzioni del protocollo con A o B e sono possibili istanze simultanee
del protocollo stesso.
3.2.1 Protocolli challenge-response
I protocolli usati per ottenere gli obiettivi descritti nella sezione preceden-
te sono protocolli del tipo challenge-response. L’idea alla base di essi è la
dimostrazione, da parte del soggetto che si vuole autenticare, di essere a
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conoscenza di una quantità segreta associata al soggetto stesso, senza però
rivelarla durante l’esecuzione del protocollo. In pratica una delle due parti
sceglie ed invia una quantità tempo-variante (challenge) e l’altra fornisce co-
me risposta un valore che dipende sia dal challenge ricevuto sia dal segreto
associato alla propria identità (response). In questo modo, anche se il mezzo
di comunicazione è monitorato da un avversario, questo non sarà in grado di
ottenere informazioni utili per tentare di impersonare il soggetto, visto che il
challenge varia da esecuzione a esecuzione.
Nel progettare un protocollo di questo tipo bisogna tenere presenti i tipi
di attacchi che un agente esterno può operare [15]:
1. replay : l’avversario cerca di impersonare un altro soggetto utilizzando
parti di un’esecuzione precedente del protocollo;
2. interleaving : l’attacco prevede l’utilizzo di informazioni provenienti da
una o più esecuzioni precedenti o simultanee del protocollo, anche
iniziate dall’avversario stesso;
3. reflection: l’avversario usa un messaggio di un protocollo in corso di
esecuzione e lo rispedisce indietro al soggetto che glielo ha inviato;
4. ritardo forzato: un messaggio viene intercettato e volontariamente inol-
trato alla corretta destinazione dopo un certo ritardo di tempo;
5. attacco chosen-text : l’avversario fa partire l’esecuzione del protocollo
fornendo dei challenge creati ad-hoc con lo scopo di ottenere informa-
zioni sul segreto relativo all’altra parte.
Per evitare gli attacchi suddetti sono possibili diverse tecniche, riassunte
nella tabella 3.1. Per difendersi da attacchi di replay e interleaving è neces-
sario poter distinguere un’esecuzione del protocollo dalle altre, per questo si
inseriscono all’interno dei messaggi i cosiddetti nonces, i quali non sono altro
che valori mai utilizzati in istanze precedenti del protocollo. In particolare
un nonce può essere:
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Tipo di attacco Contromisure
replay usare nonces; inserire l’identità del target nelle risposte
interleaving collegare logicamente i messaggi di una stessa
esecuzione del protocollo
reflection inserire l’identificatore del target nelle response; usare
messaggi di forme diverse (evitare simmetrie); usare
chiavi unidirezionali
chosen-text inserire nelle risposte delle quantità di disturbo
ritardo forzato usare numeri casuali ed intervalli di timeout brevi;
usare marche temporali unite ad altre tecniche
Tabella 3.1: Tipi di attacchi e contromisure
• un numero random: il numero casuale viene inserito nel messaggio di
challenge e la risposta viene costruita basandosi su questa quantità, in
modo da poterla considerare fresca1.
• un numero di sequenza: serve per identificare univocamente un mes-
saggio. Il messaggio viene accettato solo se il sequence number al suo
interno non è stato mai usato in precedenza e se segue la sequenza
corretta (ad esempio crescente a partire da zero).
• un timestamp: chi inizia il protocollo inserisce una marca temporale nel
challenge. Il messaggio viene accettato se la differenza fra il clock al
momento della ricezione e il timestamp è minore di una certa quanti-
tà prefissata. Si rende necessario che le due parti abbiano gli orologi
sincronizzati.
Ognuna di queste varianti ha delle controindicazioni, ad esempio per usare
i numeri di sequenza è necessario memorizzare delle informazioni di stato
che permettano di ricavare quali sono i sequence number accettabili, per i
1 Fresco significa recente, in quanto generato in seguito all’inizio dell’istanza corrente del
protocollo
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timestamp il problema è dato dalla necessità di avere orologi che non possano
essere manomessi da un avversario e che siano sincronizzati in maniera sicura,
infine un protocollo che usi i numeri casuali spesso deve essere composto da
un messaggio in più.
Protocolli basati su crittografia a chiave simmetrica
Tra i possibili protocolli challenge-response, si considerano in particolare
quelli basati su algoritmi crittografici a chiave simmetrica, che sono spes-
so usati in sistemi dalle limitate capacità di calcolo in quanto efficienti dal
punto di vista computazionale e anche perché necessitano generalmente di
chiavi di dimensione limitata. Nel caso in cui il numero di utenti sia basso, le
chiavi possono essere note a priori (pre-caricate), altrimenti possono essere
distribuite da un server fidato sempre attivo.
Di seguito sono illustrati tre semplici protocolli di autenticazione, in base
ai quali si possono costruire protocolli più complessi; la notazione EK indica
la crittografia a chiave simmetrica con la chiave K, condivisa fra le entità A
e B.
1. con timestamp:
A→ B : EK(tA, B)
B, dopo aver decifrato, verifica che il messaggio sia recente tramite il
timestamp. L’identificatore B contenuto nel messaggio serve per evitare
che un avversario lo riutilizzi immediatamente su A (reflection).
2. con numeri casuali, al costo di un messaggio in più ma senza necessità
di clock sincronizzati:
B → A : rB
A→ B : EK(rB, B)
B decifra e controlla che il numero casuale sia lo stesso che ha inviato
nel primo messaggio, controlla anche che l’identificatore contenuto sia
il suo, per evitare attacchi di reflection.
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3. autenticazione reciproca, con un’unica esecuzione del protocollo vengo-
no identificate entrambe le parti:
B → A : rB
A→ B : EK(rA, rB, B)
B → A : EK(rB, rA)
Questa versione è conveniente rispetto all’esecuzione di due istanze del
protocollo singolo, in quanto in questo modo le identificazioni sono
collegabili ad una singola esecuzione.
3.3 La BAN logic
Per facilitare la progettazione di un protocollo di autenticazione può essere
utile un metodo formale di analisi, che permetta di valutare le ipotesi pre-
liminari che sono necessarie ad un corretto funzionamento del protocollo, di
ricavarne gli obiettivi raggiunti, di capire se e dove è necessario l’uso della ci-
fratura e così via. La BAN logic [16], proposta nel 1989 da Burrows, Abadi e
Needham (dai quali prende il nome), consente, tenendo conto delle opportu-
ne limitazioni, di ottenere questi obiettivi, descrivendo formalmente i beliefs2
di ogni soggetto del protocollo e la loro evoluzione nel corso dell’esecuzione,
fino alle assunzioni finali.
3.3.1 Notazione
Nella logica si indicano con A, B ed S dei soggetti specifici che comunicano
durante il protocollo;Kab,Kas eKbs sono le chiavi simmetriche condivise;Ka,




s sono le relative chiavi private.
I simboli P , Q ed R indicano soggetti generici, X ed Y sono affermazioni
generiche, K rappresenta una qualsiasi chiave di cifratura. Nella tabella 3.2
sono elencati i costrutti più importanti.
2 Con belief si intende un’affermazione a cui un soggetto crede.
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P |≡ X P crede X, cioè si comporta come se X fosse vero.
P CX P vede X: qualcuno ha inviato un messaggio contenente X a P ,
il quale può leggerlo ed eventualmente ripeterlo.
P |∼ X P ha detto X: P ha inviato un messaggio contenente X; non
si sa se questo è stato inviato molto tempo fa o nell’esecuzione
corrente del protocollo, ma si suppone che P credesse X quando
lo ha fatto.
P ⇒ X P controlla X, cioè P è un’autorità su X e bisogna credergli a
riguardo.
#(X) X è fresco, cioè non è mai stato inviato in un messaggio prima
dell’esecuzione corrente del protocollo. Spesso si tratta di un
nonce.
P
K←→ Q K è una chiave condivisa fra P e Q; solo P e Q la possono
conoscere.
K7−→ P K è la chiave pubblica di P , la chiave privata corrispondente
K−1 è nota solo a P .
P
X−⇀↽− Q X è un segreto condiviso fra P e Q, solo loro possono usarlo per
identificarsi.
{X}K X è stato cifrato con K.
〈X〉Y X è stato combinato col segreto Y .
Tabella 3.2: Costrutti della logica BAN
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3.3.2 Postulati
Per comprendere il funzionamento della logica BAN, bisogna considerare il
tempo come suddiviso in due epoche: il passato e il presente. Il presente
comincia con l’inizio dell’esecuzione corrente del protocollo, al contrario tutti
i messaggi inviati prima di questo istante vanno considerati appartenenti al
passato e quindi il protocollo deve assicurarsi che non vengano accettati come
recenti. Bisogna aggiungere che i beliefs appartenenti al presente sono stabili
per tutta l’esecuzione corrente del protocollo; si assume inoltre che quando
un’entità P dice X, allora P crede X. I beliefs appartenenti al passato non
si mantengono nel presente.
Da queste ed altre considerazioni si possono derivare un certo numero di
regole di inferenza, utili per ottenere nuove formule a partire da quelle attuali
e dalle ipotesi preliminari. I più importanti postulati sono:
• message-meaning rule: riguarda l’interpretazione dei messaggi cifrati o
dei messaggi con segreti.
Per la cifratura a chiave simmetrica si ha:
P |≡ Q K←→ P, P C {X}K
P |≡ Q |∼ X (3.1)
Se P crede che K sia una chiave condivisa con Q e vede un messaggio
cifrato con quella chiave, allora può assumere che X sia stato detto da
Q (si ipotizza che P non possa mandare messaggi a se stesso).
Con la crittografia a chiave pubblica diventa:
P |≡ K7−→ Q, P C {X}K−1
P |≡ Q |∼ X (3.2)
Infine nel caso di segreti condivisi:
P |≡ Q Y−⇀↽− P, P C 〈X〉Y
P |≡ Q |∼ X (3.3)
Bisogna tenere presente che in ogni caso P non sa se X è recente o
meno.
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• nonce-verification rule: considera la freschezza dei messaggi.
P |≡ #(X) , P |≡ Q |∼ X
P |≡ Q |≡ X (3.4)
Se P crede che Q abbia inviato X e che X sia recente, allora P crede
che Q abbia inviato X in questa esecuzione del protocollo; nel caso in
cui X sia testo non cifrato, P può assumere che Q crede X. Questa è
l’unica regola che permette di passare da |∼ a |≡ .
• jurisdiction rule: sfrutta il concetto di autorità.
P |≡ Q |≡ X, P |≡ Q⇒ X
P |≡ X (3.5)
Se P crede che Q creda X e che Q sia un’autorità su X (si fida di Q
per quanto riguarda X), allora anche P crede X.
A queste tre regole fondamentali se ne aggiungono altre, riassunte in tabel-
la 3.3.
P |≡X, P |≡Y
P |≡ (X, Y )
P |≡ (X, Y )
P |≡X, P |≡Y
P |≡Q |≡ (X, Y )
P |≡Q |≡X
P |≡Q |∼ (X, Y )
P |≡Q |∼X
P |≡#(X)
P |≡#(X, Y )
PC(X, Y )
PCX




P |≡Q K←→P, PC{X}K
PCX








P |≡Q |≡R K←→R′





Tabella 3.3: Altri postulati
3.3.3 Procedura di analisi
L’analisi di un protocollo di autenticazione tramite la logica BAN si compone
delle seguenti operazioni:
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• idealizzazione: i messaggi del protocollo, solitamente espressi in maniera
informale attraverso espressioni del tipo
A→ B : messaggio
vengono tradotti in formule, in modo da evidenziare le parti che con-







Le parti dei messaggi inviate in chiaro non vengono considerate, in
quanto possono essere soggette a contraffazione da parte di un soggetto
avversario.
• determinazione delle ipotesi iniziali : si specificano quali sono le as-
sunzioni sullo stato del sistema all’inizio del protocollo. Le ipotesi si
possono suddividere in:
1. ipotesi sulle chiavi e sui segreti : si indicano quali chiavi o segreti
condivisi devono essere posseduti da ogni entità del protocollo;
2. ipotesi di fiducia: si specificano le relazioni di trust fra i vari sog-
getti, indicando quali di questi sono considerati autorità e riguardo
a quali affermazioni;
3. ipotesi di freschezza: si considerano le quantità che ogni soggetto
ritiene recenti, solitamente perché generate localmente.
• applicazione dei postulati : da ogni passo del protocollo si ottengono
nuove assunzioni e si determinano i beliefs raggiunti dai partecipanti.
• derivazione delle conclusioni : si verificano i beliefs ottenuti al termine
del protocollo. Gli obiettivi da raggiungere dipendono dall’applicazione,
nel caso di protocolli di distribuzione delle chiavi sono principalmente:
1. key authentication: ogni soggetto deve ottenere la chiave di sessio-
ne
A |≡ A k←→ B
B |≡ A k←→ B
(3.6)
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2. key confirmation (opzionale): ogni partecipante deve essere sicuro
che l’altro abbia ottenuto la chiave
A |≡ B |≡ A k←→ B
B |≡ A |≡ A k←→ B
(3.7)












Di seguito vengono illustrati tre protocolli di autenticazione che possono risol-
vere il problema di identificazione descritto nella sezione 3.1; la distinzione
fra questi dipende sostanzialmente dalle ipotesi preliminari che sono state
fatte. Lo scenario in esame è riportato in figura 3.2, in cui si evidenziano i






Figura 3.2: Partecipanti al protocollo
Il protocollo utilizza la crittografia a chiave simmetrica, le chiavi pre-
caricate nei dispositivi sono le seguenti:
1. Kx e Ky: ogni nodo (mobile o fisso) condivide una chiave con l’IDS del
proprio cluster;
2. Kab: gli IDS condividono una chiave fra loro.
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Al termine del protocollo i nodi sensori devono aver ottenuto una chiave di
sessione k per le successive comunicazioni.
3.4.1 Protocollo 1
Di seguito viene illustrato il primo protocollo proposto, che viene quindi
analizzato con la logica BAN per sottolineare le ipotesi necessarie al suo
funzionamento e gli obiettivi raggiunti.
M1 : X → Y X, nx
M2 : Y → IDSB Y, X, nx
M3 : IDSB → Y {Y, infoy, nx, k}Kab
M4 : Y → X {Y, infoy, nx, k}Kab , Y, ny
M5 : X → IDSA {Y, infoy, nx, k}Kab , X, ny
M6 : IDSA → X {Y, infoy, nx, k}Kx , {X, infox, ny}Kab
M7 : X → Y {X, infox, ny}Kab
M8 : Y → IDSB {X, infox, ny}Kab
M9 : IDSB → Y {X, infox, ny, k}Ky
Funzionamento
Il protocollo inizia con un nodo (X) che invia alla controparte la propria
identità, insieme con una quantità fresca nx. A questo punto il nodo riceven-
te (Y ) contatta il proprio IDS perché questo ricerchi nel proprio database
interno le informazioni relative al nodo Y stesso. IDSB, una volta effettua-
ta questa operazione, genera la chiave di sessione da distribuire, quindi crea
un pacchetto contenente la chiave, le informazioni di integrità (indicate con
infoy) ed il nonce nx, cifra il tutto con la chiave Kab nota solo ai due IDS e
lo invia a Y . Il passo successivo consiste nel far arrivare il messaggio appena
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creato all’altro IDS , perché questi è l’unico che potrà comunicare con X in
maniera sicura tramite la chiave condivisa Kx; nei messaggi M4 ed M5 quindi
si inoltra semplicemente M3. IDSA, ricevuto il pacchetto, non deve fare altro
che decifrarlo con la chiave Kab, quindi lo cifra nuovamente con la chiave che
ha in comune con X e glielo invia. Solo a questo punto X potrà, dopo averne
decifrato il contenuto e controllato che il nonce nx sia lo stesso presente in
M1, venire a conoscenza della chiave di sessione k e soprattutto sapere se Y
è un nodo fidato oppure no.
Il protocollo così descritto consente l’autenticazione del sensore Y nei
confronti del sensore X; per avere un’identificazione mutua è necessario ripe-
terlo nuovamente a parti invertite. Unendo insieme queste due fasi si ottiene
il protocollo completo, formato da 9 messaggi anziché i 12 che si otterrebbero
con due esecuzioni separate.
Protocollo idealizzato
Il protocollo viene riscritto in forma idealizzata evidenziando solo le parti che
forniscono informazioni utili all’autenticazione.














M8 : Y → IDSB {infox, ny}Kab
M9 : IDSB → Y
{
IDSA |∼ (infox, ny) , X k←→ Y
}
Ky
I messaggi M1 ed M2 non sono riportati perché essendo in chiaro sono soggetti
a facile contraffazione, per cui non consentono di ottenere nessun nuovo belief.
Sono stati omessi anche M3, M4, M7 e una parte di M6 in quanto non
forniscono alcuna informazione ai rispettivi destinatari, essendo cifrati con
una chiave ad essi sconosciuta.
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Analisi
Si procede all’analisi di ogni singolo passo del protocollo idealizzato, eviden-
ziando i beliefs acquisiti, quali regole di inferenza sono state applicate e quali
sono le ipotesi necessarie.
M5: IDSA riceve il messaggio M5 che è cifrato con Kab. Poiché la chiave è
nota solo agli IDS , IDSA può dedurre che il messaggio è stato generato da







, IDSA |≡ IDSA Kab←−→ IDSB
⇓





Si noti che IDSA non ha alcuna informazione su quando IDSB ha generato il
messaggio, per cui non può giungere a ulteriori conclusioni.
M6:X riceve un messaggio cifrato conKx, in cui IDSA riporta le informazioni









, X |≡ X Kx←→ IDSA
⇓







Il fatto che il messaggio contenga il nonce nx, generato all’inizio dell’esecu-
zione corrente del protocollo, fa sì che possa essere considerato recente; dalla
nonce-verification rule (3.4) si ricava







, X |≡ #(nx)
⇓







Per poter giungere ad ulteriori conclusioni è necessario che X consideri vere
le affermazioni provenienti dal proprio IDS , in questo modo ciò che crede
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IDSA viene creduto anche da X. Dalla jurisdiction rule (3.5) si ricava





















Nuovamente la presenza di nx consente di dedurre la freschezza del messag-
gio:





, X |≡ #(nx)
⇓





L’ultimo passo per giungere alla conoscenza della chiave di sessione k (rag-
giungendo gli obiettivi di key authentication e key freshness) e delle altre
informazioni riguardo l’integrità di Y presume che X si fidi non solo del
proprio IDS , ma anche di IDSB:





















Le stesse considerazioni fatte per M5 ed M6 si possono ripetere per M8 ed
M9.
M8:
IDSB C {infox, ny}Kab , IDSB |≡ IDSA
Kab←−→ IDSB
⇓
IDSB |≡ IDSA |∼ (infox, ny)
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Y |≡ IDSB |∼
(
IDSA |∼ (infox, ny) , X k←→ Y
)
⇓
Y |≡ IDSB |≡
(
IDSA |∼ (infox, ny) , X k←→ Y
)
⇓
Y |≡ IDSA |∼ (infox, ny) , Y |≡ X k←→ Y
⇓












L’obiettivo di key confirmation non viene ottenuto direttamente dal proto-
collo, ma ogni entità può sapere se l’altra è a conoscenza della chiave di
sessione semplicemente analizzando i successivi messaggi scambiati (relativi
alla specifica applicazione).
Ipotesi necessarie
Dall’analisi BAN risulta che per il funzionamento corretto del protocollo è
necessario che le seguenti ipotesi siano vere:
• ipotesi sulle chiavi : X ed Y condividono rispettivamente con IDSA e
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IDSB le chiavi Kx e Ky
X |≡ X Kx←→ IDSA
Y |≡ Y Ky←→ IDSB
mentre i due IDS condividono la chiave segreta Kab
IDSA |≡ IDSA Kab←−→ IDSB
IDSB |≡ IDSA Kab←−→ IDSB
• ipotesi di freschezza: X ed Y sono capaci di generare i nonce nx ed ny
e quindi sanno che sono quantità recenti
X |≡ #(nx)
Y |≡ #(ny)
• ipotesi di fiducia: i nodi si fidano dei rispettivi IDS







Y |≡ IDSB ⇒
(
IDSA |∼ (infox, ny) , X k←→ Y
)
ma soprattutto ciascun nodo si fida di tutti gli IDS





Y |≡ IDSA ⇒ infox
3.4.2 Protocollo 2
Per il corretto funzionamento del protocollo appena descritto è necessario che
sia soddisfatta un’ipotesi piuttosto forte, cioè ogni nodo deve fidarsi di tutti
gli IDS . Poiché non è detto che quest’assunzione si possa fare (dipende dalla
specifica applicazione), il protocollo è stato modificato per fare in modo che
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tale rapporto di fiducia tra entità di cluster diversi non sia più indispensabile.
Per ottenere questo obiettivo bisogna che ogni IDS possa in qualche modo
verificare la timeliness dei messaggi provenienti dagli altri IDS , cioè possa
sapere se questi sono relativi all’esecuzione corrente del protocollo.
La prima soluzione adottata consente di mantenere un protocollo compo-
sto da 9 messaggi e si basa sull’uso di timestamp (o marche temporali).
M1 : X → Y X, nx
M2 : Y → IDSB Y, X, nx
M3 : IDSB → Y {Y, infoy, nx, k, tb}Kab
M4 : Y → X {Y, infoy, nx, k, tb}Kab , Y, ny
M5 : X → IDSA {Y, infoy, nx, k, tb}Kab , X, ny
M6 : IDSA → X {Y, infoy, nx, k}Kx , {X, infox, ny, ta}Kab
M7 : X → Y {X, infox, ny, ta}Kab
M8 : Y → IDSB {X, infox, ny, ta}Kab
M9 : IDSB → Y {X, infox, ny, k}Ky
Funzionamento
Questo protocollo si differenzia dal precedente per la presenza dei timestamp
ta e tb (evidenziati in grassetto), che IDSA e IDSB rispettivamente inseriscono
nei messaggi a partire da M3. Quando un IDS riceve un messaggio genera-
to dall’IDS opposto, confronta la marca temporale in esso contenuta con il
valore corrente del proprio orologio di sistema. Solo se la differenza tra i due
tempi è inferiore ad un certo intervallo di tolleranza le informazioni possono
essere ritenute sufficientemente recenti e quindi il protocollo può continuare,
in caso contrario vengono ignorate. Il dimensionamento della finestra tempo-
rale deve essere fatto tenendo conto dei ritardi dovuti alla trasmissione ed
elaborazione del messaggio, nonché del massimo errore di sincronizzazione
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dei clock che si può avere. Tale intervallo deve essere il più breve possibile
perché durante questo periodo di tempo il sistema può essere sottoposto ad
attacchi di replay: se un avversario riesce a replicare un messaggio all’interno
della finestra temporale, tale messaggio viene considerato valido.
Protocollo idealizzato
La forma idealizzata di questa nuova versione del protocollo è diversa dalla
precedente non solo per la presenza dei timestamps, ma soprattutto per il
significato che viene dato ai messaggi M6 ed M9:












M8 : Y → IDSB {infox, ny, ta}Kab






In questo caso gli IDS non si limitano a riportare senza variazioni quanto ri-
cevuto dall’IDS opposto, ma possono verificarne la validità tramite le marche
temporali, giungendo a conclusioni diverse, come evidenziato in seguito.
Analisi
M5: IDSA riceve e riconosce il messaggio proveniente da IDSB; si applica la







, IDSA |≡ IDSA Kab←−→ IDSB
⇓





Questa volta la presenza del timestamp tb permette di ottenere informazioni
su quando il messaggio è stato creato; se la verifica sulla marca temporale ha
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successo si può applicare la nonce-verification rule:





, IDSA |≡ #(tb)
⇓





A questo punto è necessario che IDSA si fidi di IDSB per poter giungere ad
un nuovo belief, ottenibile dalla jurisdiction rule:
















M6: X riceve dal proprio IDS il messaggio che stava aspettando; essendo







, X |≡ X Kx←→ IDSA
⇓





La presenza del nonce nx permette di ritenere il messaggio recente:





, X |≡ #(nx)
⇓
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Adesso è sufficiente che X si fidi del proprio IDS per considerare vere le
informazioni ricevute e giungere agli obiettivi finali:





















Ripetendo il tutto per M8 ed M9 alla fine si ottiene l’autenticazione reciproca.
M8:
IDSB C {infox, ny, ta}Kab
⇓
IDSB |≡ IDSA |∼ (infox, ny, ta)
⇓




































Le ipotesi per il funzionamento della nuova versione del protocollo sono:
• ipotesi sulle chiavi : X ed Y condividono con i propri IDS le chiavi Kx
e Ky, mentre i due IDS condividono la chiave Kab
X |≡ X Kx←→ IDSA
Y |≡ Y Ky←→ IDSB
IDSA |≡ IDSA Kab←−→ IDSB
IDSB |≡ IDSA Kab←−→ IDSB
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• ipotesi di fiducia: gli IDS devono fidarsi tra loro





IDSB |≡ IDSA ⇒ infox
mentre in questo caso basta che ciascun nodo si fidi del proprio IDS










In questa versione del protocollo non è più necessario che i nodi abbiano
fiducia di tutti gli IDS , però bisogna prevedere una procedura per la sin-
cronizzazione degli orologi di sistema. In particolare il protocollo di time
synchronization deve essere sicuro, cioè deve permettere di contrastare even-
tuali attacchi da parte di un avversario, anche in presenza di comunicazioni
multi-hop (un esempio si può trovare in [17]).
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3.4.3 Protocollo 3
Il terzo protocollo proposto si ritiene utile nel caso in cui non sia valida
l’ipotesi di trust verso tutti gli IDS , richiesta dal protocollo 1, ma al tempo
stesso non sia possibile avere i clock sincronizzati, necessari per il protocollo
2. Questa soluzione prevede l’uso di 11 messaggi anziché 9:
M1 : X → IDSA X, Y, nx
M2 : IDSA → X IDSA, na
M3 : X → Y X, na
M4 : Y → IDSB Y, ny, X, na
M5 : IDSB → Y {Y, infoy, na, nb, k}Kab
M6 : Y → X {Y, infoy, na, nb, k}Kab
M7 : X → IDSA {Y, infoy, na, nb, k}Kab
M8 : IDSA → X {Y, infoy, nx, k}Kx , {X, infox, nb}Kab
M9 : X → Y {X, infox, nb}Kab
M10 : Y → IDSB {X, infox, nb}Kab
M11 : IDSB → Y {X, infox, ny, k}Ky
Come si può notare dalle parti evidenziate in grassetto, anche gli IDS gene-
rano ed inviano dei nonce (na ed nb), necessari alla verifica della timeliness.
Il controllo da parte degli IDS viene fatto rispettivamente dopo la ricezio-
ne e decifratura dei messaggi M7 ed M10, dopodiché vengono reinserite nei
messaggi le quantità nx ed ny, per il controllo finale da parte di X ed Y .
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Protocollo idealizzato
Il protocollo idealizzato risulta:












M10 : Y → IDSB {infox, nb}Kab






Si noti come sia simile al secondo protocollo, ma con i timestamp sostituiti
da na ed nb.
Analisi
L’analisi è simile a quella vista per il protocollo 2.







, IDSA |≡ IDSA Kab←−→ IDSB
⇓





Successivamente si applica la nonce-verification rule, data la presenza nel
messaggio di na:





, IDSA |≡ #(na)
⇓
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Ipotizzando la reciproca fiducia tra IDS , si può impiegare la jurisdiction
rule:























, X |≡ X Kx←→ IDSA
⇓











, X |≡ #(nx)
⇓





Infine se X si fida del proprio IDS :
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Poi si ripete il ragionamento per M10 ed M11:
M10:
IDSB C {infox, nb}Kab
⇓
IDSB |≡ IDSA |∼ (infox, nb)
⇓


































Come in precedenza si evidenziano le assunzioni necessarie per il funziona-
mento:
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• ipotesi sulle chiavi : le chiavi sono le stesse delle altre due soluzioni
X |≡ X Kx←→ IDSA
Y |≡ Y Ky←→ IDSB
IDSA |≡ IDSA Kab←−→ IDSB
IDSB |≡ IDSA Kab←−→ IDSB
• ipotesi di freschezza: oltre ad nx ed ny, questa volta compaiono anche





• ipotesi di fiducia: gli IDS si fidano reciprocamente tra loro





IDSB |≡ IDSA ⇒ infox
ed i nodi X ed Y si fidano del proprio IDS












Tutti e tre i protocolli proposti hanno come elemento fondamentale per la
verifica della freschezza dei messaggi i nonce nx ed ny. Come evidenziato
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nella sezione 3.2.1, queste quantità possono essere semplicemente dei nume-
ri di sequenza oppure numeri casuali; la differenza fra le due soluzioni sta
nell’impredicibilità, in quanto nel primo caso i valori si susseguono in un or-
dine ben determinato e facilmente deducibile osservando i valori inviati nelle
esecuzioni precedenti del protocollo. Questo può esporre il protocollo ad at-
tacchi di pre-play, cioè attacchi in cui un avversario che conosca il valore
del prossimo nonce può iniziare una nuova istanza del protocollo, per poi
memorizzarne i messaggi e riutilizzarli al momento opportuno.
Si immagini per esempio di avere un nodo Z in grado di ascoltare i mes-
saggi e di inviarne di nuovi (avversario attivo). L’avversario è inoltre in grado
di agire fisicamente sugli altri nodi della rete ed ha l’obiettivo finale di creare
una sessione col nodo X, facendogli credere di essere un soggetto fidato. Se
conosce il nonce nx (che X userà nella prossima esecuzione), l’avversario può
far partire un’istanza del protocollo con un generico Y , attualmente fidato:
M1 : Z → Y X, nx
M2 : Y → IDSB Y, X, nx
M3 : IDSB → Y {Y, infoy, nx, k}Kab
M4 : Y → X(Z) {Y, infoy, nx, k}Kab , Y, ny
M5 : Z → IDSA {Y, infoy, nx, k}Kab , X, ny
M6 : IDSA → X(Z) {Y, infoy, nx, k}Kx , {X, infox, ny}Kab
M7 : Z → Y {X, infox, ny}Kab
M8 : Y → IDSB {X, infox, ny}Kab
M9 : IDSB → Y {X, infox, ny, k}Ky
In particolare l’avversario memorizza il messaggio M3, contenente le infor-
mazioni di integrità cifrate, poi interviene fisicamente su Y ed ottiene la
chiave di sessione. Nel momento in cui il nodo X fa partire una nuova istan-
za del protocollo usando il nonce previsto, il nodo Y , adesso sotto il controllo
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nemico, risponde come segue:
M1 : X → Y X, nx
M4 : Y → X {Y, infoy, nx, k}Kab , Y, ny
M5 : X → IDSA {Y, infoy, nx, k}Kab , X, ny
M6 : IDSA → X {Y, infoy, nx, k}Kx , {X, infox, ny}Kab
M7 : X → Y {X, infox, ny}Kab
Una volta ricevuto il primo messaggio, Y non interroga il proprio IDS (che ha
rilevato la compromissione), ma risponde subito con M4, includendo le infor-
mazioni memorizzate precedentemente e che indicano il nodo come integro.
A questo punto il nodo X, dopo aver comunicato con IDSA, avrà la stessa
chiave di sessione nota ad Y e si fiderà del suo interlocutore. Non è necessario
che il protocollo prosegua oltre il messaggio M7, visto che Y ha già tutte le
informazioni di cui necessita per comunicare e può decidere autonomamente
di fidarsi di X.
Per ovviare ad attacchi come questo conviene utilizzare quantità non pre-
dicibili, oppure proteggere i numeri di sequenza tramite la crittografia, ad
esempio sostituendo a nx la quantità {nx}Kx , che solo X può generare.
Chiave di sessione
Nei protocolli proposti la chiave di sessione viene generata unicamente da
uno dei due IDS (che quindi svolge la funzione di KDC o Key Distribution
Center), mentre l’altro contribuisce fornendo le informazioni di integrità re-
lative ai nodi sotto il suo controllo e cifrando per loro la chiave (KTC o
Key Translation Center). Questo significa che la “responsabilità” di generare
correttamente la chiave grava solo su un soggetto.
Si supponga di voler consentire ad ogni IDS di contribuire alla correttez-
za complessiva della chiave. Per ottenere questo risultato si può modificare
il protocollo facendo sì che il primo IDS generi una quantità k1, mentre il
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secondo fornisca la quantità k2; combinando le due parti (ad esempio con-
catenandole, sommandole o effettuando un’operazione di XOR) si ottiene la
chiave di sessione completa (k = k1 ⊕ k2). In questo modo si riesce a suddi-
videre equamente la responsabilità fra i due IDS e nessuno di essi può avere
il controllo esclusivo sulla chiave.
Mantenimento dell’autenticità
Un ulteriore problema da considerare riguarda il mantenimento dell’auten-
ticità una volta che il canale sicuro tra i cluster è stato creato. I protocolli
di identificazione infatti consentono di sapere se un certo soggetto è fidato
nell’istante in cui il protocollo viene eseguito, non possono però garantire
che questa situazione si mantenga nel tempo: un nodo può sempre essere
compromesso in seguito, a sessione ormai stabilita. Una soluzione a questo
inconveniente può essere l’esecuzione periodica del protocollo, interpellando
nuovamente gli IDS ed ottenendo informazioni di integrità fresche; questo
approccio ha come inconveniente l’overhead di comunicazione, inoltre il ca-
nale fra le partizioni ogni volta viene interrotto per tutto il tempo necessario
all’esecuzione del protocollo. La presenza dei sistemi di rilevamento delle
intrusioni consente però anche un approccio reattivo: quando il sistema si
accorge della compromissione di un nodo, l’IDS notifica alla rete la necessi-





Le procedure di riconfigurazione fisica e logica sono state implementate uti-
lizzando il sistema operativo TinyOS (versione 1.1.x) e il relativo linguaggio
nesC. In particolare tra i protocolli di autenticazione trattati nel capitolo 3
è stato scelto il protocollo 1 (paragrafo 3.4.1).
4.1 TinyOS
TinyOS [18] è un sistema operativo open source progettato appositamente
per sistemi embedded, in particolare nell’ambito delle reti di sensori. TinyOS
consiste in un’architettura software composta da una serie di librerie che
realizzano componenti di alto livello e da moduli (wrappers) che consentono
di accedere all’hardware senza che il programmatore ne conosca i dettagli.
Ad un livello più basso si trovano invece le parti che si occupano di gestire
il bootstrap del dispositivo, la schedulazione delle operazioni, il power ma-
nagement, le interfacce di comunicazione, i sensori montati sulla board e le
eventuali periferiche esterne.
4.1.1 Caratteristiche
Una caratteristica fondamentale di TinyOS è l’architettura component-based :
il sistema fornisce un insieme di componenti, i quali vengono collegati fra
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loro dal programmatore attraverso l’operazione di wiring, indipendente dal-
l’implementazione interna. La modularità del sistema consente il riuso del
codice e la possibilità di escludere dall’applicazione i moduli inutilizzati ri-
sparmiando memoria, che nei sensori è presente in quantità particolarmente
limitata.
Poiché le applicazioni per reti di sensori generalmente non prevedono lun-
ghe elaborazioni di dati, ma piuttosto la risposta ad eventi quali la ricezione
di un messaggio o il completamento di un’operazione di monitoraggio am-
bientale, TinyOS sfrutta il modello di concorrenza event-driven. L’esecuzione
del codice è suddivisa in eventi e task.
Un task è una parte di codice che viene eseguita in maniera differita, cioè
quando non sono in esecuzione altri task o eventi. Un modulo software può
richiedere l’esecuzione di un task attraverso l’operazione di posting, che in-
serisce il task in una coda con politica FIFO (first-in-first-out): lo scheduler
avvia l’esecuzione dei task nello stesso ordine con cui sono stati inseriti in
coda. I task hanno una priorità di esecuzione bassa, cioè durante la loro ese-
cuzione possono essere interrotti dal verificarsi di un evento, mentre invece
non si possono interrompere tra loro.
Gli eventi invece sono porzioni di codice che possono interrompere (preempt)
l’esecuzione di task o di altri eventi. Essi sono generalmente la conseguenza
di un’interruzione hardware, generata in seguito alla ricezione di un messag-
gio, all’acquisizione della misurazione di un sensore o al passare del tempo
scandito da un timer. Un evento può essere sollevato anche per indicare
all’applicazione che un’operazione richiesta è stata portata a termine.
L’interazione fra i componenti software di TinyOS è specificata attraver-
so le interfacce, le quali descrivono quali sono i servizi che un certo modulo
mette a disposizione e quali sono invece quelli richiesti. Un’interfaccia è com-
posta da un certo insieme di comandi ed eventi : un comando è generalmente
una richiesta di iniziare una determinata operazione (generalmente verso un
componente a livello più basso), mentre un evento serve per indicare che la
richiesta è stata completata oppure può essere scatenato direttamente dal-
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Figura 4.1: Interfacce fornite e richieste dal modulo TimerM
l’hardware, come visto in precedenza. Come esempio in figura 4.1 è riportato
l’interfacciamento del modulo TimerM.
Il fatto che il modello di concorrenza preveda che i task non possano
essere interrotti implica l’assenza in TinyOS di operazioni bloccanti: tutte
le azioni che richiedono un certo periodo di tempo per essere eseguite sono
di tipo split-phase. Questo significa che il comando di richiesta del servizio
restituisce immediatamente il controllo al modulo chiamante, che prosegue
la propria esecuzione. Al termine dell’operazione viene generato un evento
di completamento. Ad esempio quando si vuole inviare un messaggio, con
il comando send si informa il componente di comunicazione della volontà
di trasmettere un pacchetto, mentre quando l’operazione è terminata viene
scatenato l’evento sendDone.
4.1.2 Comunicazione in TinyOS
La comunicazione in TinyOS si basa fortemente sugli Active Messages [19]
o messaggi attivi. Un messaggio attivo è un messaggio che include al suo
interno un identificatore che indica l’operazione che deve essere eseguita in
seguito alla ricezione. Quindi TinyOS inserisce nel pacchetto da inviare, oltre
all’indirizzo del nodo destinatario e ai dati, un campo che ne determina il
tipo. Questo valore non fa altro che indicare al sistema operativo del ricevitore
quale deve essere la funzione (handler) destinata ad elaborare il payload del
messaggio stesso.

















Figura 4.2: Comunicazione in TinyOS
ti e la generazione degli eventi di ricezione, sono fornite dal sistema opera-
tivo attraverso il componente GenericComm. L’interazione fra i componenti
principali coinvolti è rappresentata in figura 4.2.
Per limitare al massimo l’utilizzo di memoria, in GenericComm non è im-
plementato nessun tipo di buffering per i pacchetti, ma si utilizza lo spazio
allocato dall’applicazione. Tale spazio diventa di proprietà di GenericComm
durante le operazioni di invio e viene restituito al momento dell’invocazione
dell’evento di completamento. Una situazione simile avviene anche durante
la ricezione: una volta ricevuto un pacchetto l’applicazione deve restituire
allo stack di comunicazione il buffer utilizzato, oppure può mantenerne il
possesso purché gliene fornisca un altro (operazione di buffer swapping). Se
si rende necessaria la memorizzazione di più pacchetti, l’applicazione deve
provvedervi autonomamente.
Il paradigma di comunicazione utilizzato in TinyOS è quello best effort :
la consegna dei messaggi non è garantita, non essendo implementato nessun
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protocollo di trasporto né alcun meccanismo di ritrasmissione dei pacchetti
(anche se esiste la possibilità di abilitare l’invio di messaggi di acknowledg-
ment1). Per quanto riguarda il protocollo di accesso al mezzo condiviso, si uti-
lizza il CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance),
sebbene esistano altri protocolli implementati da terze parti.
4.2 Programmazione in nesC
Le applicazioni basate su TinyOS, così come il sistema operativo stesso, sono
scritte utilizzando il linguaggio nesC [20]. Il nesC è un estensione del lin-
guaggio C, il quale è molto utilizzato per programmare i sistemi embedded
dato che fornisce tutti i servizi necessari all’accesso all’hardware ed è molto
conosciuto dagli sviluppatori. In particolare il nesC permette di ottimizzare
il codice tramite l’analisi statica e di rilevare eventuali problemi di accesso
concorrente alle variabili condivise. Questi risultati sono ottenibili grazie alla
staticità imposta al sistema: in nesC non esiste l’allocazione dinamica della
memoria (le variabili vengono memorizzate nello stack oppure allocate stati-
camente nello spazio di memoria globale) e non si usano i puntatori a funzioni,
per cui il flusso di esecuzione è interamente noto a tempo di compilazione.
4.2.1 Creazione dei componenti
Le applicazioni in nesC sono costruite scrivendo e collegando fra loro compo-
nenti, ognuno dei quali fornisce e usa servizi come specificato dalle interfac-
ce; questo approccio rispecchia l’architettura component-based di TinyOS.
Esistono due tipi di componenti in nesC: i moduli, che implementano i co-
mandi e gli eventi definiti dalle interfacce, e le configurazioni, che servono
per collegare fra loro altri componenti, connettendo le interfacce fornite con
le omologhe interfacce usate. Un esempio di come si crea una configurazione
è rappresentato in figura 4.3.
1 I messaggi di acknowledgment notificano il mittente della ricezione di un pacchetto
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Figura 4.3: La configurazione TimerC
La struttura di un’applicazione viene descritta complessivamente da una
top-level configuration, che definisce il wiring di tutti i componenti utilizzati
e deve necessariamente contenere il componente Main, che provvede al boot
del dispositivo.
Il corpo dei moduli è scritto utilizzando la sintassi del linguaggio C, con
le opportune estensioni utili per rappresentare i comandi e gli eventi. Tali
funzioni speciali vengono definite semplicemente facendo precedere la loro
definizione dalla parola chiave command o event. Per quanto riguarda l’invo-
cazione di un comando, questa viene effettuata anteponendo la parola chiave
call alla chiamata di funzione, mentre gli eventi vengono sollevati attraverso
la parola chiave signal.
4.2.2 Concorrenza in nesC
Il modello di concorrenza di TinyOS, con i suoi task ed eventi, comporta
la possibilità di incorrere in race conditions2 nel momento in cui flussi di
esecuzione a priorità diversa accedono a una variabile condivisa. Per facili-
tare il rilevamento di queste condizioni critiche, il codice viene logicamente
suddiviso in:
2 Situazioni in cui parti di codice diverse operano su una risorsa comune ed in cui il
risultato dipende dall’ordine in cui le operazioni sono eseguite
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• codice sincrono: codice raggiungibile solo da task;
• codice asincrono: codice raggiungibile da almeno un interrupt handler.
Il codice sincrono risulta essere atomico3 rispetto ad altro codice sincrono,
in quanto i task si susseguono senza interrompersi tra loro, per cui in questo
caso non ci sono problemi ad accedere a risorse condivise. Il problema si può
presentare invece quando le variabili vengono utilizzate da codice asincrono,
visto che gli eventi possono interrompere altri eventi o task. In questo caso
il programmatore ha due alternative: fare in modo che tutto il codice in
questione sia sincrono, oppure rendere atomico l’accesso alle risorse, in caso
contrario il compilatore risponde con un errore. L’accesso atomico si realizza
in nesC attraverso un blocco di codice dichiarato con la parola chiave atomic,




Le procedure descritte in questa tesi sono state implementate tenendo conto
delle limitazioni imposte dal simulatore utilizzato (TOSSIM), che ne hanno
vincolato lo sviluppo. In particolare TOSSIM impone di avere uno stesso
programma eseguito da tutti i mote4, per cui si è resa necessaria la realiz-
zazione di un’unica applicazione comprendente le funzionalità del robot, dei
mote fissi e anche degli IDS . In particolare gli IDS in uno scenario reale sono
delle macchine più potenti, come ad esempio dei laptop. Un modulo costrui-
to appositamente ha il compito di scegliere quali componenti effettivamente
avviare, a seconda dell’identificatore univoco associato ad ogni nodo.
Durante lo sviluppo si è cercato di mantenere una struttura quanto più
modulare possibile per garantire il riuso del codice. In questo modo l’ap-
3 Non suddivisibile in azioni più semplici, non interrompibile

















Figura 4.4: Struttura complessiva dell’applicazione
plicazione scritta può essere compilata per la simulazione e, con alcuni ag-
giustamenti, per il caricamento sui sensori reali supportati da TinyOS. Per
garantire una buona velocità di calcolo a prescindere dall’hardware utilizza-
to, all’interno dell’applicazione si fa uso solo di operazioni matematiche su
numeri interi. Le operazioni in virgola mobile infatti sono solitamente molto
lente perché emulate a livello software a causa della mancanza di un’unità
FPU5 nei mote.
L’applicazione ha la struttura rappresentata in figura 4.4 (i rettangoli
colorati indicano i componenti effettivamente scritti, mentre gli altri fanno
parte del sistema operativo). La top-level configuration contiene, oltre al com-
ponente Main obbligatorio per il boot del sistema, tre configurazioni: CoreC
implementa le funzionalità principali dell’applicazione, DebugLedsC si occupa
di visualizzare attraverso i LED del dispositivo l’andamento delle procedure,
mentre CommC contiene le parti riguardanti la comunicazione radio.




La configurazione CoreC costituisce la parte principale del sistema ed è or-
ganizzata come riportato in figura 4.5. A seconda della funzione svolta dal
nodo (semplice mote o IDS ) viene utilizzato il componente MoteC oppure
IDSC. Oltre a queste configurazioni, CoreC contiene anche i moduli forniti
dal sistema operativo che servono per le operazioni crittografiche e per la
generazione dei numeri casuali. Quest’ultimo compito è gestito dal modu-
lo RandomLFSR, che realizza un generatore pseudo-random del tipo Linear
Feedback Shift Register, cioè basato su un registro a scorrimento con uscite
retroazionate. Questo generatore produce in uscita una sequenza determini-
stica, per cui deve essere inizializzato con un seme sufficientemente casuale
(in questo caso viene usato il clock di sistema).
Per le operazioni crittografiche presenti nell’applicazione si è scelto il ci-
frario a chiave simmetrica SkipJack, implementato dal modulo SkipJackM.
Si tratta di un cifrario a blocchi di dimensione 64 bit, con chiave di lun-
ghezza 80 bit. La scelta è ricaduta su questo cifrario sia perché è presente in
TinyOS, all’interno della libreria di comunicazione sicura TinySec [21], sia
perché è veloce e necessita di poca memoria. Se le informazioni da cifrare
hanno dimensione maggiore di un blocco, il cifrario viene sfruttato in moda-
lità CBC-CTS (Cipher Block Chaining with CipherText Stealing) tramite il
modulo CBCModeM. Tale modalità consente di cifrare dati in quantità non ne-
cessariamente multipla della dimensione del blocco, senza quindi avere alcun
overhead. SkipJack viene utilizzato anche dal modulo CBCMAC per realizzare
la funzionalità di Message Authentication Code: si sfrutta il cifrario in mo-
dalità CBC e si prende l’ultimo blocco del testo cifrato come valore della
funzione hash.
4.3.3 Configurazione dei mote
La configurazione che realizza le funzionalità dei mote, rappresentata in fi-
















(b) Moduli eseguiti dagli IDS













Figura 4.6: Configurazione MoteC
zione fisica (DiscoveryM) ed uno che esegue il protocollo di autenticazione
(ProtocolM), entrambi interfacciati con un timer di sistema. Questi due com-
ponenti sono controllati dal modulo MoteM, il quale ha il compito di avviare le
procedure e di gestirne i risultati. In particolare MoteM si occupa di interrom-
pere la fase di discovery nel momento in cui avviene il contatto fra il robot
ed un nodo di un altro cluster e di far partire conseguentemente il protocollo
di autenticazione. Se il protocollo non termina correttamente oppure risulta
che il nodo contattato non è fidato, il robot viene nuovamente fatto muovere
alla ricerca di altri contatti.
4.3.4 Configurazione degli IDS
Le funzionalità degli IDS sono realizzate dai due moduli ProtoIDSM e IDSM
(figura 4.7). Il primo implementa il protocollo di autenticazione mentre il
secondo gestisce il rilevamento delle intrusioni e mantiene la tabella dei nodi
fidati. I due moduli comunicano tra loro attraverso l’interfaccia MoteInfo,
che contiene il solo comando checkIntegrity(mote), invocato durante il












Figura 4.7: Configurazione IDSC
Le funzionalità di intrusion detection non sono state sviluppate in questa
tesi, quindi gli identificatori dei sensori fidati vengono specificati staticamen-
te. Inoltre la situazione di partizionamento della rete non viene realmente
rilevata, ma un IDS si limita semplicemente ad inviare il comando di parten-
za al robot dopo un secondo dalla sua accensione (per questo motivo si usa
il timer).
4.3.5 Procedura di discovery
L’implementazione della procedura di riconfigurazione fisica è contenuta nel
modulo DiscoveryM. Questo modulo comunica con gli altri componenti del-
l’applicazione tramite l’interfaccia Discovery, i cui comandi ed eventi sono
riassunti nella tabella 4.1.
Comportamento del robot
L’evoluzione della procedura di discovery del robot è rappresentata in modo
semplificato dal diagramma di stato in figura 4.8. Il nodo all’inizio deve at-




init() inizializza il modulo
start(mobile) fa partire la procedura; mobile=TRUE indica
il funzionamento come robot
stop() interrompe la procedura
resume() riprende la procedura
Evento Funzione
stopped(lost) notifica l’applicazione della vicinanza con il
confine del cluster; lost=TRUE indica una
perdita completa di connettività
contacted(mote,cluster) notifica del contatto con un mote di un altro
cluster
Tabella 4.1: Interfaccia Discovery
le informazioni sulla destinazione da raggiungere. Tale messaggio deve esse-
re autentico, cioè deve effettivamente provenire dall’IDS . Per essere certi di
questo si sfrutta l’autenticazione tramite MAC: solo l’IDS ed il robot cono-
scono la chiave segreta per generare l’hash e quindi il nodo può verificare
la provenienza del messaggio confrontando l’hash calcolato localmente con
quello contenuto nel pacchetto.
Una volta ricevuto il suddetto comando inizia la vera e propria fase ope-
rativa: il mote inizia ad inviare pacchetti di Hello, a raccogliere le risposte
e ad elaborarle, come documentato nel capitolo 2. La procedura viene for-
zatamente interrotta dall’applicazione principale quando il componente di
autenticazione riceve il primo messaggio del protocollo, in seguito al contat-
to con un nodo di un’altra partizione. Nel caso in cui il robot non riesca a
raggiungere un altro cluster prima di perdere la connettività con il proprio,
il componente invoca l’evento di notifica stopped(...) e provvede auto-
maticamente a terminare la propria esecuzione. In ogni caso il robot può
ritornare nella fase attiva quando l’applicazione lo richiede tramite il coman-
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Figura 4.8: Stati della procedura di discovery del robot
Figura 4.9: Stati della procedura di discovery dei mote fissi
do resume(), ad esempio se il protocollo di autenticazione fallisce e bisogna
cercare un nuovo contatto.
Comportamento dei mote fissi
I nodi fissi contribuiscono alla fase di riconfigurazione rispondendo ai pac-
chetti di Hello ricevuti. Il comportamento risulta molto semplice, come evi-
denziato dal diagramma in figura 4.9: i mote elaborano gli Hello packet e
decidono se rispondere in base al cluster di provenienza del messaggio. Nel
caso in cui il pacchetto provenga da una partizione diversa si scatena l’evento




init() inizializza il modulo
listen() avvia il modulo in modalità passiva:
attende il primo messaggio
start(dest) avvia il protocollo con il nodo dest,
inviando il primo messaggio
stop() interrompe l’esecuzione
Evento Funzione
protoStarted(node) indica all’applicazione che è iniziata
un’istanza del protocollo con il nodo node
protoDone(success, mote, notifica della terminazione del protocollo,
moteOK, key) riportando l’esito positivo o negativo e la
chiave di sessione
Tabella 4.2: Interfaccia AuthProto
4.3.6 Protocollo di autenticazione nei nodi
Il protocollo di autenticazione è realizzato sui nodi mobili e fissi dal modulo
ProtocolM. Questo componente offre l’interfaccia AuthProto, le cui funzioni
sono riassunte nella tabella 4.2.
Il protocollo evolve come illustrato nel diagramma di stato di figura 4.10.
All’avvio ogni nodo inizia in modalità di ascolto, pronto a rispondere al pri-
mo messaggio proveniente da un altro nodo, ma anche ad iniziare lui stesso
il protocollo se l’applicazione lo richiede. Generalmente è un mote fisso ad
iniziare il protocollo con il messaggio M1 ed il robot successivamente gli ri-
sponde con M4. I messaggi ricevuti ed elaborati dal primo nodo sono M4
ed M6, quelli del secondo sono M1, M3, M7 ed M9. Quando il protocollo
termina, il modulo avverte l’applicazione principale e gli restituisce come ri-
sultati l’esito della procedura, le informazioni sull’integrità della controparte
ed eventualmente la chiave di sessione, quindi passa in uno stato inattivo.
L’evento protoDone(...) specifica se il protocollo è terminato correttamen-
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Figura 4.10: Evoluzione del protocollo nei mote
te oppure a causa di un timeout: all’inizio del protocollo viene fatto partire
un timer in modo da evitare che il nodo rimanga indefinitamente in attesa di
messaggi che potrebbero non arrivare. Il tempo di timeout viene dimensionato
in base al periodo presumibilmente necessario per lo scambio e l’elaborazione
di tutti i messaggi.
4.3.7 Protocollo di autenticazione negli IDS
L’evoluzione del protocollo negli IDS è molto semplice, come si osserva dalla
figura 4.11. Inizialmente l’esecuzione parte dallo stato di ascolto, con il nodo
in attesa del messaggio M2 oppure di M5. Nel primo caso l’IDS in questione
è quello che ha il compito di generare la chiave di sessione e quindi risponde
con M3, poi si mette in attesa di M8 ed infine termina inviando M9; se il
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Figura 4.11: Evoluzione del protocollo negli IDS
messaggio non arriva entro un certo tempo ritorna in fase di ascolto. Nel
secondo caso invece deve solo inviare il messaggio M6 e ritornare in attesa.
4.3.8 Comunicazione e routing
L’applicazione realizzata richiede comunicazioni di tipo multi-hop, cioè fra
nodi non direttamente connessi, e questo implica l’utilizzo di un algoritmo
di routing ad-hoc che permetta l’inoltro dei messaggi da un sensore all’altro
fino al destinatario. Nella fattispecie si è scelto il protocollo AODV [4], di
cui esiste un’implementazione semplificata per nodi sensori (TinyAODV). Al
momento si tratta dell’unica implementazione per TinyOS di un protocollo
per l’intra-network routing, mentre sono molto più facili da trovare algoritmi
per il routing di tipo tree-based.
AODV è un algoritmo di routing reattivo, cioè entra in funzione nel mo-
mento in cui il nodo sorgente lo richiede. Il protocollo se necessario cerca
il percorso (route) tra il nodo sorgente e il destinatario tramite lo scambio
di messaggi di richiesta (route-request) e di risposta (route-reply). Il nodo
mittente inizia inviando in broadcast un pacchetto di richiesta (RREQ), il
quale viene propagato dai nodi intermedi fino ad arrivare alla destinazione
finale (figura 4.12(a)). Quando il messaggio raggiunge un nodo (intermedio
o meno) che conosce una route verso il destinatario, questo risponde con un
pacchetto RREP, che viene inoltrato verso il sorgente seguendo il percorso
fatto dal messaggio di richiesta (figura 4.12(b)). I nodi che ricevono la ri-
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(a) Propagazione dei messaggi RREQ
(b) Percorso del messaggio RREP
Figura 4.12: Funzionamento del protocollo AODV
sposta possono così memorizzare il path verso la destinazione ed utilizzarlo
successivamente per inoltrare i messaggi applicativi. Se la connettività fra i
nodi cambia rendendo inutilizzabile una route esistente, il protocollo prevede
lo scambio di pacchetti RERR che comportano la rimozione delle informa-
zioni e la ricerca di un nuovo percorso. Le route hanno inoltre un periodo di
validità, scaduto il quale devono essere ricalcolate.
La libreria TinyAODVmantiene una dimensione del codice limitata appli-
cando le seguenti semplificazioni al protocollo AODV standard: solo il nodo
destinatario risponde con un pacchetto RREP (e non quelli intermedi), le
route non perdono la loro validità nel tempo e le variazioni di connettività
vengono rilevate al momento dell’invio del messaggio applicativo, attraverso
l’uso dei link-level acknowledgements.
Per rendere semplice la sostituzione dei componenti di comunicazione (ad
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esempio per cambiare algoritmo di routing o aggiungere un protocollo di
trasporto) senza dover modificare il codice dei moduli applicativi, è stato
inserito il modulo SendHelpM con lo scopo di tradurre le richieste in comandi
per il componente AODV. In questo modo l’applicazione può usare per co-
municare l’interfaccia SendMsg, indipendentemente dai componenti montati
a valle. Questo modulo inoltre permette di accodare le richieste di invio di
messaggi multi-hop e di effettuare la trasmissione solo dopo che una route
verso il destinatario è stata trovata; nel frattempo l’applicazione può eseguire
altre attività.
Poiché in TinyOS non è disponibile nativamente alcun meccanismo per
la consegna affidabile dei pacchetti, i moduli relativi al protocollo di autenti-
cazione contengono un semplice meccanismo di ritrasmissione nel caso in cui
l’invio non vada a buon fine. Per limitare il più possibile problemi di acces-
so al mezzo condiviso si impone inoltre che le trasmissioni multi-hop siano
sempre distanziate tra loro di un certo periodo di tempo per permettere ai
messaggi di routing di esaurirsi completamente.
4.3.9 Debugging
Il componente DebugLedsC, non essenziale per il funzionamento dell’applica-
zione, fornisce un modo semplice per visualizzare lo svolgimento delle attività
nel tempo attraverso i LED montati sul dispositivo (e rappresentati anche
dal simulatore). Questo “debugging visuale” permette all’utente di verificare
rapidamente se un certo nodo è attivo o si è bloccato durante l’esecuzione di
qualche task. Ad esempio il nodo mobile durante la fase di riconfigurazione
fisica mostra il numero di risposte ricevute per ogni Hello packet.
Il modulo, collegato all’applicazione tramite l’interfaccia Counter (tabel-
la 4.3), si occupa semplicemente di memorizzare un contatore e di rappresen-
tare attraverso i LED il valore dei suoi tre bit meno significativi. All’interno
dell’applicazione sono poi presenti le chiamate ai comandi che modificano il





counterUp() incrementa il contatore
counterDown() decrementa il contatore
setValue(val) imposta il contatore al valore val
reset() reimposta il contatore a zero
Tabella 4.3: Interfaccia Counter
4.3.10 Formato dei pacchetti
Procedura di discovery
La struttura dei pacchetti necessari alla procedura di riconfigurazione fisica
è rappresentata in figura 4.13; si noti come tutti i messaggi contengano una
parte che consente l’autenticazione tramite MAC. Le dimensioni scelte per
l’identificatore del nodo e del cluster garantiscono un massimo di 216 nodi
sensori e 216 cluster distinti. I possibili numeri di sequenza per i pacchetti di
Hello sono 216 e sono sufficienti ad impedire l’overflow del contatore in tempi
brevi (l’intervallo di tempo tra un Hello e l’altro è piuttosto lungo), e quindi
il riutilizzo malizioso di sequence numbers già utilizzati.
Protocollo di autenticazione
Il formato dei pacchetti, riportato in figura 4.14 (le parti tratteggiate sono
quelle cifrate), segue quello indicato nella sezione 3.4.1 del capitolo 3. In alcu-
ni messaggi è necessaria la presenza di un campo IV (Initialization Vector).
Il campo IV è necessario per la cifratura dei messaggi di dimensione maggiore
di un blocco (64 bit), per i quali si usa il cifrario in modalità CBC, la quale
necessita di un valore iniziale da combinare con il primo blocco di testo in
chiaro. Gli IV non devono essere usati più volte, altrimenti a blocchi in chiaro
uguali corrisponderebbero blocchi cifrati uguali. Per ottenere questo risultato
si utilizza come parte del vettore di inizializzazione un contatore, che viene
trasmesso assieme al testo cifrato. Poiché un IV ha generalmente la dimen-
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Figura 4.14: Formato dei pacchetti relativi al protocollo
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sione di un blocco, oltre al contatore si aggiungono altre informazioni note al
mittente e al destinatario (non trasmesse per limitare l’overhead), quali ad
esempio la dimensione massima del payload del pacchetto e la lunghezza del
testo cifrato.
Il messaggio M6, lungo 25 byte, è stato suddiviso in due parti. La sud-
divisione è dovuta al fatto che TinyOS supporta pacchetti con un payload
di dimensione massima pari a 29 byte. Poiché la consegna del messaggio è
di tipo multihop si devono sottrarre 8 byte dovuti alle intestazioni inserite
dal componente di routing, per cui rimangono 21 byte utilizzabili. Un’altra
soluzione sarebbe stata quella di forzare il sistema operativo ad utilizzare
pacchetti più lunghi, ma questa tecnica è sconsigliata perché aumenterebbe




Per provare il funzionamento corretto degli algoritmi progettati in questa te-
si è stato usato il simulatore TOSSIM, fornito insieme al sistema operativo
TinyOS. In particolare si sono verificate le considerazioni teoriche fatte nel
capitolo 2, riguardanti il dimensionamento dei parametri relativi alla proce-
dura di riconfigurazione fisica. Oltre alla scrittura del codice per TinyOS, per
automatizzare le operazioni di impostazione dei parametri di simulazione e
di registrazione dei risultati sono stati realizzati alcuni script ad-hoc.
5.1 Ambiente di simulazione
5.1.1 TOSSIM
TOSSIM [22, 23] è un simulatore ad eventi che consente di effettuare il de-
bugging e l’analisi di un’applicazione per TinyOS, semplicemente compilan-
dola per la piattaforma PC, anziché per l’hardware del sensore. Naturalmen-
te TOSSIM non simula il mondo reale, ma fa una serie di semplificazioni
che permettono di mantenerne la scalabilità, senza pregiudicarne tuttavia
l’accuratezza dei risultati. Le caratteristiche principali sono le seguenti:
• TOSSIM simula il comportamento di TinyOS a basso livello, in partico-
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lare simula la comunicazione fra nodi a livello di bit e tutti gli interrupt
di sistema;
• gli interrupt sono temporizzati con precisione, mentre i tempi di esecu-
zione non vengono simulati (dal punto di vista del simulatore un pezzo
di codice viene eseguito istantaneamente);
• la propagazione dei segnali radio non viene simulata; i collegamenti
fisici sono modellati attraverso un grafo che indica per ogni coppia di
nodi la probabilità di errore sul bit (0 significa perfetta connettività, 1
connettività assente);
• non viene simulato il consumo energetico dei mote;
• in TOSSIM un interrupt non può interrompere il codice attualmente
in esecuzione, come invece è possibile nei mote reali;
• in TOSSIM tutti i nodi sensori devono necessariamente eseguire la
stessa applicazione.
Il debugging delle applicazioni viene fatto generalmente inserendo nel
codice delle chiamate alla funzione dbg, la quale consente appunto di inviare
stringhe di testo al simulatore, specificandone anche il tipo. TOSSIM durante
l’esecuzione legge questi messaggi di debug e mostra all’utente solo quelli del
tipo corretto, specificato tramite la variabile d’ambiente DBG.
Per quanto riguarda la comunicazione wireless, il simulatore fornisce due
modelli del mezzo radio, cioè il modello simple ed il modello lossy ; in en-
trambi i casi i segnali possono in un certo istante assumere solo i valori zero
o uno e non hanno associata una informazione sull’intensità.
Il modello simple si comporta come se i nodi fossero posizionati in una singola
cella, per cui tutti i bit trasmessi sono ricevuti senza errori da tutti i sensori
presenti. Anche se non ci sono errori di trasmissione si possono comunque
avere collisioni se due o più dispositivi trasmettono contemporaneamente,
portando alla corruzione dei dati. Questo fenomeno però non si verifica spes-
so grazie al protocollo CSMA implementato in TinyOS.
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Il modello lossy, più utilizzato in pratica, connette tutti i nodi in un grafo
orientato, in cui ogni arco indica la probabilità che un bit trasmesso ven-
ga ricevuto invertito. Se ad esempio all’arco (a, b) è associato il valore 0.01
significa che ogni bit trasmesso da a ha l’1% di probabilità di essere ricevu-
to corrotto da b. Questo modello consente quindi di simulare topologie più
complesse in cui non tutti i nodi sono connessi tra loro, permette di avere
connessioni asimmetriche e di valutare le conseguenze delle interferenze. Il
grafo può essere specificato fornendo al simulatore un file contenente i valori
della bit-error-rate per ogni coppia di sensori; esiste anche la possibilità di
generare il file attraverso lo strumento LossyBuilder, che costruisce il grafo
basandosi sulla topologia e su dati sperimentali ottenuti dagli sviluppatori.
5.1.2 TinyViz
Per consentire un uso più intuitivo del simulatore è prevista l’interfaccia gra-
fica TinyViz, che consente di visualizzare graficamente i mote e di interagire
con la simulazione, ad esempio mostrando i pacchetti inviati, permettendo
lo spostamento dei sensori e la modifica della connettività. TinyViz ha una
struttura modulare, cioè sfrutta una serie di plugin che offrono diverse fun-
zionalità e che si possono abilitare o disabilitare a piacimento. Quelli più utili
per l’applicazione in esame sono:
• Debug messages: mostra una finestra contenente tutti i messaggi
di debug generati dalla simulazione, permettendo anche di evidenziare
particolari stringhe di testo in essi contenute e di visualizzare solo i mes-
saggi relativi ad un certo numero di sensori; mostra anche i pacchetti
inviati dai mote.
• Sent radio packets: visualizza i messaggi trasmessi da ogni singolo
sensore.
• Radio links: quando un mote invia un messaggio, se è in broadcast lo
evidenzia con un cerchio, mentre se è unicast con una freccia rivolta dal
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mittente al destinatario; il plugin mostra tutte le trasmissioni, comprese
quelle che non vanno a buon fine.
• Radio model: imposta la bit error rate tra i mote basandosi sulla loro
posizione e su un certo modello di connettività. I modelli disponibili
sono quello empirico, costruito a partire da misurazioni sperimentali
effettuate dagli sviluppatori, e quello a raggio costante, in cui i mote
sono completamente connessi se si trovano ad una distanza inferiore ad
un certo valore e disconnessi altrimenti. Il raggio di comunicazione si
può modificare attraverso l’interfaccia grafica.
5.1.3 Tython
Le simulazioni con TOSSIM sono di per sé statiche, in quanto il simula-
tore non comprende la possibilità di modellare situazioni comuni come lo
spostamento dei mote o la variazione delle grandezze misurabili dai sensori.
L’interfaccia TinyViz sembra sopperire a questa mancanza permettendo di
interagire graficamente col simulatore, tuttavia rimane il problema di rende-
re riproducibili le simulazioni, visto che difficilmente è possibile replicare i
movimenti di un mote specificati attraverso il mouse. È a questo punto che
entra in gioco Tython [24], che integra TOSSIM e TinyViz con un’interfaccia
di scripting. Tython si basa sul linguaggio di programmazione Python ed in
particolare sulla sua implementazione Java (Jython). Attraverso uno script
in Tython è possibile caricare e far partire automaticamente le simulazioni,
in modo da eseguirne un certo numero senza bisogno dell’intervento dell’u-
tente, oppure si può mettere in pausa o fermare la simulazione corrente per
interagire attraverso la linea di comando.
Tython fornisce, oltre all’ambiente di scripting, alcune librerie contenen-
ti oggetti utili per interagire con le simulazioni. Il modulo simcore fornisce
la parte integrante di queste funzioni, tra le quali quelle riassunte nella ta-
bella 5.1. Sempre lo stesso modulo dà la possibilità di utilizzare i plugin di




sim.pause() sospende la simulazione corrente
sim.resume() riprende una simulazione sospesa
motes[i].turnOn() accende il mote i
motes[i].turnOff() spegne il mote i
motes[i].moveTo(x,y) sposta il mote in (x, y)
radio.setLossRate(i,j,prob) imposta la loss rate tra due mote
comm.sendRadioMessage(i,t,msg) invia un messaggio via radio
Tabella 5.1: Principali servizi forniti dal modulo simcore
mulatore. In pratica ogni volta che accade un evento di un determinato tipo
(cambia lo stato di un mote, viene trasmetto un pacchetto, . . . ) lo script
può ricevere una notifica ed avviare l’esecuzione di una funzione; questo è
utile ad esempio per attendere il verificarsi di una condizione, oppure per
annotare certe informazioni in un file di log. Tra gli eventi controllabili sono
presenti, tra gli altri, l’invio di pacchetti, lo spostamento dei mote e la stampa
dei messaggi di debug. Con Tython si possono anche generare nuovi eventi
se si desidera l’esecuzione differita di una funzione, oppure l’esecuzione di
operazioni ripetitive ad intervalli di tempo regolari. Un’applicazione di que-
sta tecnica si trova nell’oggetto motemover, incluso nel modulo simutil, che
permette di spostare un sensore lungo un percorso casuale oppure seguendo
una traiettoria lineare.
5.2 Scenario simulato
Lo scenario simulato è rappresentato nella figura 5.1: si possono notare due
cluster, in cui i nodi sono disposti in modo uniforme e regolare, il mote mobile
che si muove partendo dal cluster di sinistra verso quello di destra, gli IDS
in basso; i nodi posti al centro servono a mettere in contatto le due parti
della rete. Per verificare il funzionamento della procedura di riconfigurazione
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Figura 5.1: Scenario utilizzato per le simulazioni
fisica le partizioni sono state poste piuttosto distanti fra loro, in questo modo
un solo robot non è in grado di creare una connessione, ma si dovrà rendere
conto di quando sia opportuno fermarsi.
L’ambiente simulato risulta di dimensioni 100x100 unità; nei test il robot
viene fatto muovere con una velocità V costante e pari a 2 unità al secondo (il
simulatore non consente un movimento continuo del mote, ma solo a scatti,
mantenuti comunque opportunamente brevi). Per simulare la probabilità di
risposta, i sensori sono programmati per rispondere con una probabilità p
data (utilizzando un generatore pseudo-random); per quanto riguarda i pro-
blemi dovuti alla comunicazione wireless, TOSSIM simula correttamente le
collisioni e il protocollo di accesso al mezzo condiviso, mentre per gli errori
di trasmissione si è scelto di mantenere sempre una BER1 pari a zero (in
ogni caso una probabilità ideale pari a 1 non si può ottenere, soprattutto con
un’alta densità di nodi). Il raggio di comunicazione dei mote viene impostato




in fase di avvio dell’ambiente, tramite il plugin RadioModel; ove non speci-
ficato diversamente è stato scelto R = 12, corrispondente ad un numero di
vicini medio dentro il cluster pari a n = 7.
5.3 Script per la gestione delle simulazioni
Per riprodurre lo scenario proposto è stato scritto uno script in Tython
che automatizzasse l’impostazione dei parametri di simulazione e la raccol-
ta dei dati necessari all’analisi delle prestazioni del sistema. Il processo di
simulazione si articola nelle seguenti fasi:
1. creazione dell’ambiente simulato iniziale;
2. partizionamento della rete;
3. avvio della procedura di recupero e raccolta dei dati;
4. registrazione dei risultati.
5.3.1 Impostazioni iniziali
Una volta caricato l’eseguibile generato dalla compilazione dell’applicazione
descritta nel capitolo 4, lo script ottiene i parametri della simulazione tramite
le variabili d’ambiente impostate dall’utente: il raggio di comunicazione R,
la probabilità di risposta p, la velocità di spostamento del robot V , il nome
del file di log e il seme da usare per il generatore random. Quest’ultimo
valore consente la riproducibilità delle simulazioni, in quanto a seme uguale
corrispondono risultati uguali. Se i parametri non sono specificati vengono
utilizzati dei valori di default (R = 12, p = 100%, V = 2, seed = 0).
In seguito lo script, tramite la funzione setPositions, si occupa del po-
sizionamento dei nodi all’interno dell’ambiente simulato, per ricreare lo sce-
nario descritto in precedenza. La disposizione dei nodi viene letta da un file
in cui sono state precedentemente salvate le posizioni che ogni sensore dovrà
assumere inizialmente; ogni riga del file contiene l’identificatore del nodo da
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posizionare e le sue coordinate, separati da spazio. Per fare in modo che il
robot parta ogni volta da una posizione diversa, esso viene spostato in una
posizione casuale all’interno del proprio cluster.
Successivamente viene impostato il modello radio da utilizzare nella si-
mulazione; nel caso specifico si usa un modello (disc100 ) in cui ogni nodo
riesce a contattare tutti i sensori compresi in un’area circolare di raggio 100
unità di cui è il centro, senza alcun errore di trasmissione. Specificando un
fattore di scala si può comunque impostare il raggio di copertura desiderato.
Lo script si occupa infine di caricare alcuni plugin di TinyViz utili alla
visualizzazione e di aggiungere alcune etichette di testo ai nodi più importanti
(IDS e nodo mobile), per evidenziarli.
5.3.2 Partizionamento
Dopo aver impostato i parametri si predispone il partizionamento della rete,
differito rispetto all’avvio della simulazione di un secondo. Il partizionamento
viene effettuato semplicemente spegnendo i nodi che si trovano al confine tra
i due cluster, impedendo così la comunicazione.
5.3.3 Recupero da disastro
La procedura di ripristino della connessione prevede lo spostamento del robot
verso la zona tra i due cluster; poiché non è possibile inserire le funzionalità di
movimento direttamente nel software dei sensori, lo spostamento viene rea-
lizzato dallo script. Per permettere allo script di riconoscere le varie fasi della
procedura di recupero è necessario che i mote comunichino con il simulatore;
questa interazione è implementata attraverso l’uso dei messaggi di debug.
Per ottenere questo risultato bisogna registrare una funzione (dbg_handler)
come gestore degli eventi di debug, in modo che venga invocata automatica-
mente dall’interprete Tython ogni volta che l’applicazione esegue la funzione




Il primo messaggio che lo script riconosce è quello che indica la ricezione
del comando di movimento da parte del nodo mobile e dal quale si posso-
no estrarre le coordinate della destinazione. È a questo punto che il robot
deve cominciare a spostarsi; per ottenere il movimento si sfrutta l’oggetto
motemover presente nella libreria simutil, che si occupa di gestire autono-
mamente lo spostamento in linea retta del mote, dati il punto di arrivo e la
velocità.
Durante lo svolgimento della procedura l’applicazione comunica col si-
mulatore con ulteriori messaggi di debug; lo script riconosce ed elabora i
seguenti:
MOVE estrae le coordinate della destinazione e muove il robot
REPLY registra il numero di messaggi di Reply inviati
RCVD conta il numero di risposte ricevute dal robot per ciascun
Hello
CONTINUE il robot riprende a muoversi dopo il riconoscimento di
un falso allarme; lo script conta di quanti messaggi è
costituito il burst
RESUME il robot riprende il movimento se il protocollo di
autenticazione fallisce
DISCOVERY registra un nuovo Hello packet inviato
SOLICITED registra che un nuovo nodo fisso è stato sollecitato da un
Hello
STOP ferma il robot perché deve inviare un burst o perché ha
contattato un nodo dell’altro cluster
WARNING il robot ha riconosciuto l’eco di un proprio messaggio come
possibile attacco
ALERT ferma il robot definitivamente per evitare il rischio di usci-
ta dal cluster, passa al salvataggio dei risultati e termina
la simulazione
Tabella 5.2: Messaggi riconosciuti dal debug event handler
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5.3.4 Salvataggio dei risultati
Dopo che la procedura di riconfigurazione è terminata ed il robot si è fermato
per non perdere la connessione con la propria partizione, si passa al salva-
taggio su file dei dati raccolti. La funzione che si occupa del logging aggiunge
in coda al file una linea di testo che comprende i seguenti campi, separati da
tabulazione:
• seme utilizzato per inizializzare il generatore random; identifica la si-
mulazione;
• coordinate di partenza del robot;
• numero di messaggi di Hello inviati, escluse le fasi di burst;
• numero di Hello packet inviati nelle fasi di burst;
• numero di risposte inviate;
• numero di risposte correttamente ricevute dal robot;
• distanza finale del robot dal confine esterno del cluster (valori positivi
indicano l’uscita dal cluster);
• numero di nodi fissi sollecitati da messaggi di Hello;
• numero medio di risposte inviate da ogni nodo sollecitato.
5.4 Risultati ottenuti
5.4.1 Numero di vicini e posizione
È stato valutato l’andamento del numero di risposte ricevute durante il per-
corso del robot mantenendo un intervallo ∆T costante e piccolo, in modo da
effettuare le misurazioni con sufficiente frequenza. Le simulazioni sono state
ripetute anche per valori diversi della probabilità di risposta p. Nella figu-

























Figura 5.2: Andamento del numero di risposte ricevute durante il
percorso
di risposte varia poco finché il robot si trova completamente all’interno del
cluster, mentre diminuisce in maniera pressoché lineare quando il mote si
avvicina al confine. Le eventuali variazioni osservabili nel grafico sono dovute
invece all’impossibilità di avere un numero di vicini sempre costante durante
tutto il percorso, a causa della particolare disposizione dei nodi.
Considerando i casi con probabilità diversa da 1, si nota che il numero di
risposte risulta come previsto mediamente pari a E [NR] = np (ad esempio a
p = 0.75 dovrebbero corrispondere 5.25 risposte per pacchetto). Ne consegue
che minore è la probabilità, più difficile diventa rilevare la fase di allontana-
mento dal cluster fissando una soglia di arresto, perché il robot può ottenere
poche risposte per un’effettiva mancanza di nodi vicini, ma anche per una
sfortunata combinazione delle probabilità relative ai vicini stessi.
5.4.2 Intervallo di segnalazione
Per valutare l’incidenza dell’intervallo di segnalazione sulle prestazioni del-
l’algoritmo, prima ne è stato simulato il comportamento con ∆T costante.
104
Capitolo 5. Simulazioni
L’obiettivo è stato quello di capire quale fosse il valore ottimale dell’intervallo
da utilizzare: il più grande possibile per mantenere basso il numero di pac-
chetti inviati, ma non troppo altrimenti il nodo mobile tende ad uscire spesso
dal proprio cluster. Le simulazioni sono state effettuate facendo rispondere
sempre i nodi sensori (p = 1); per rendere più generici possibili i risultati il
nodo mobile è stato fatto partire ogni volta da una posizione iniziale diversa
all’interno del cluster.
In figura 5.3 è riportato il numero medio di pacchetti di Hello inviati,
al variare dell’intervallo ∆T ; il grafico ha la forma di un’iperbole e corri-
sponde giustamente ad una legge di proporzionalità inversa (più spesso invio
messaggi, maggiore sarà il loro numero dopo un certo tempo). Partendo da
questa considerazione si potrebbe pensare di usare un intervallo di segna-
lazione arbitrariamente grande per risparmiare il più possibile energia, ma
questo può comportare in alcuni casi l’allontanamento eccessivo dal cluster,
con conseguente perdita della connettività. Osservando il grafico di figura 5.4,
che rappresenta la probabilità di uscita dal cluster in funzione di ∆T , si può










































Figura 5.4: Probabilità di uscire dal cluster al variare dell’intervallo∆T
nel caso specifico, corrispondenti ad uno spazio percorso dal mote pari a R/3)
aumenta la probabilità di uscire dalla partizione.
L’elemento successivo da valutare è l’impatto che può avere l’uso di un
intervallo dinamico sui parametri appena visti. Nella tabella 5.3 sono riportati
i valori relativi alle simulazioni precedenti, cioè il numero totale di pacchetti
di Hello inviati e le probabilità di uscita, sia nel caso di ∆T statico sia
dinamico (ottenuti con l’algoritmo 2). Supponendo di voler mantenere una
probabilità di uscita trascurabile e di voler adottare un intervallo costante,
secondo la tabella bisognerebbe scegliere un ∆T non superiore a 2 secondi,
che nello scenario in esame corrispondono ad una media di 7.4 pacchetti di
Hello. Se si utilizza invece l’algoritmo con intervallo dinamico, si riesce a
rimanere all’interno del cluster inviando mediamente 2.6 pacchetti, quindi
con un notevole risparmio energetico. Il guadagno è rilevante soprattutto se
il percorso fatto dal robot all’interno del cluster è piuttosto lungo (>> R), in
questo caso infatti l’algoritmo utilizza preferibilmente il ∆T massimo, mentre
solo nella fase finale vicino al confine usa gli intervalli più brevi.
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Tabella 5.3: Risultati ottenuti con intervalli di segnalazione diversi
5.4.3 Limite
La scelta del limite L (numero di nodi con cui si vuole rimanere in contatto
nel momento dell’arresto del robot) influenza la posizione finale che il nodo
mobile avrà al termine della procedura, ovvero la distanza del nodo stesso
dalla zona priva di connettività.
La tabella 5.4 riassume i risultati ottenuti nelle simulazioni con diversi
valori del limite (una distanza dal confine negativa sta ad indicare lo sconfi-
namento del robot). Si osserva che con L = 1 si hanno molte probabilità di
uscire dal cluster, per cui il valore risulta essere troppo basso; con un limite
maggiore non si hanno uscite ed in media il robot si ferma con una distanza
di sicurezza dal confine che aumenta all’aumentare di L.




Tabella 5.4: Risultati al variare del limite L
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5.4.4 Comportamento con perdita di pacchetti
Si analizza adesso il comportamento quando la probabilità di ricevere una
risposta è diversa da 1. In questi casi si ha un aumento del numero di pacchetti
richiesti per due motivi: diminuzione dell’efficacia dell’algoritmo di scelta del
∆T , causata dalla sottostima del numero dei vicini, e necessità di inviare
burst per discriminare le situazioni di falso allarme.
L’aumento del numero di pacchetti inviati è evidenziato in figura 5.5.
Usando l’algoritmo di base (linea continua del grafico), si nota come il numero
di messaggi tenda ad aumentare notevolmente man mano che la probabilità
di perdere pacchetti (loss probability) aumenta. Questo incremento può essere
ridotto, come si osserva dal grafico (linea tratteggiata), se prima di calcolare
il ∆T si effettua una “traduzione” del numero di risposte ricevute in numero
stimato di vicini. Per la stima del numero di vicini sono stati usati i valori
in tabella 5.5, scelti basandosi sul fatto che il numero medio di risposte vale
E [NR] = mp, facendo comunque stime non troppo ottimistiche per evitare























0 1 2 3 4 5 6 7
Stima
p = 0.75 0 1 2 3 4 6 7 7
p = 0.5 0 1 3 5 6 7 7 7
p = 0.25 0 2 4 7 7 7 7 7
Tabella 5.5: Traduzione da numero risposte NR a numero vicini m
Si supponga adesso che la probabilità di risposta non dipenda solo da pro-
blemi di trasmissione, ma che siano i nodi sensori stessi a scegliere quando
rispondere, per risparmiare energia. Anche in questo caso le considerazioni
precedenti sugli Hello packet continuano a valere, ma stavolta possiamo valu-
tare anche il consumo energetico dei sensori fissi, contando il numero medio
di risposte inviate da ogni nodo chiamato in causa. Considerando i risultati
riportati nella tabella 5.6, si osserva che usando la procedura base non si
ha praticamente nessun risparmio di messaggi, infatti i mote rispondono con
probabilità minore, ma vengono sollecitati più spesso da Hello packets. La
situazione cambia se si usa la tabella di traduzione 5.5, si nota infatti che
il numero di pacchetti effettivamente diminuisce (tale numero è comunque
basso grazie all’utilizzo del ∆T dinamico).





Tabella 5.6: Numero medio di risposte inviate da ogni mote
Per quanto riguarda infine la possibilità di falsi allarmi, si verifica come
il numero di risposte ricevute per ogni pacchetto segua effettivamente una
distribuzione di probabilità binomiale, per cui i falsi allarmi diminuiscono se
il limite L è basso. In figura 5.6 sono evidenziate le distribuzioni ottenute
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simulando due scenari con diverse densità di nodi e si osserva che i grafici si
avvicinano a quelli teorici, ottenibili dalla formula 2.9 (le differenze derivano







































(b) n = 13




Il lavoro svolto in questa tesi mostra come sia possibile tramite l’uso di no-
di mobili riconfigurare una rete di sensori, in particolare per ripristinare la
comunicazione in caso di partizionamento.
La procedura di riconfigurazione fisica qui illustrata consente all’agente mo-
bile di muoversi fino al punto in cui è avvenuta la perdita di connettività,
senza perdere il contatto con la sezione di rete di cui fa parte. La scelta di
sfruttare la collaborazione fra il robot ed i nodi fissi della rete tramite lo scam-
bio di messaggi di Hello e Reply fa sì che il procedimento non necessiti del
controllo di un dispositivo centrale, se non per inviare all’agente il comando
di riconfigurazione e le informazioni sulla direzione in cui muoversi, e con-
sente di utilizzare come nodo mobile un semplice sensore privo di hardware
dedicato alla localizzazione. La procedura è stata progettata tenendo conto
dei vincoli riguardanti il consumo energetico dei sensori, riducendo quindi il
più possibile il numero di messaggi scambiati. Le simulazioni effettuate con
il simulatore TOSSIM hanno dimostrato come la scelta dell’intervallo di se-
gnalazione fra un Hello packet e l’altro influenzi le prestazioni dell’algoritmo:
l’utilizzo di un intervallo dinamico, calcolato basandosi sulla stima della po-
sizione del robot all’interno della rete, comporta infatti una forte riduzione
del numero di pacchetti inviati, soprattutto quando la partizione ha dimen-
sioni molto maggiori del raggio di copertura radio dei nodi. È stato inoltre
tenuto in considerazione l’impatto che la mancata ricezione dei pacchetti ha
su questa fase della riconfigurazione: le simulazioni mostrano come effettiva-
mente aumenti il numero di messaggi necessari. Questo peggioramento delle
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prestazioni si può comunque limitare effettuando una stima più accurata del
numero di nodi circostanti il robot.
Durante tutte le fasi della riconfigurazione si è tenuto conto degli aspetti di
sicurezza, cercando di rendere il sistema il più possibile resistente ad attacchi
esterni. Per ottenere questo obiettivo è prevista innanzitutto l’autenticazione
dei vari messaggi scambiati, in particolare il comando che viene inviato al
robot per avviarne il movimento ed i messaggi di Hello e Reply, tramite
funzioni hash con la funzione di Message Authentication Code. Inoltre sono
stati inseriti numeri di sequenza nei messaggi per contrastare attacchi di
replay. Il riconoscimento da parte del robot dell’eco di pacchetti di Hello
precedentemente inviati consente anche di rilevare semplici wormhole attacks.
È stato introdotto anche un protocollo di autenticazione da eseguire una volta
che la fase di riconfigurazione fisica è stata portata a termine, per garantire
la fiducia reciproca ai soggetti atti a costituire il canale di comunicazione fra
le due parti di rete precedentemente scollegate. A tal proposito sono stati
descritti ed analizzati tre protocolli, diversi per le ipotesi necessarie al loro
funzionamento, di cui uno è stato effettivamente implementato.
Ulteriori sviluppi di questo lavoro sotto l’aspetto della sicurezza possono
riguardare la realizzazione dei sistemi di rilevamento delle intrusioni, la cui
implementazione non è trattata in questa tesi, e l’utilizzo di un algoritmo di
routing sicuro al posto del semplice AODV.
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