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1. INTRODUCTION 
The theory of homoclinic and heteroclinic bifurcations in dynamical 
systems represents one of the fundamental problems that arises from the 
study of differential equations. For systems of autonomous differential 
equations the structure of such bifurcations are mainly determined by the 
long time behavior of solutions near equilibria to which there exist 
homoclinic or heteroclinic orbits. In this context, this theory is linked to 
many fundamental problems such as the local invariant manifold theory, 
l-lemmas (inclination lemmas), and the smooth linearization theory. The 
purpose of this paper is to introduce a new theory called exponential 
expansion and to explore its interactions with those related theories. Also, 
it will serve as a basis for our further studies on some codimension-two 
homoclinic and heteroclinic bifurcations problems for finite dimensional 
autonomous ordinary differential equations which do not admit smooth 
linearization near equilibria (see Chow et al. [S, 61). 
In this section, we shall fix some basic notations for the rest of this 
paper, formulate the Sil’nikov problem, discuss the motivation behind it, 
outline the main results of the paper, and make some comments concerning 
the results. 
Throughout, m >O and n>O are two integers and d=m +n. 
x = (XC”, . . . . x@’ )~llV and y=()l(“,...,l’(~))~[W~. A~IR”“” and BeRnxn 
are two matrices. 1.1 always denotes the sup norm for vectors in any 
Euclidean spaces, e.g., IF!“, R”, etc. U c IW’ is a neighborhood of the origin 
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and feCk+‘[U, lRm] and gECk+‘[U, Rn] with k~ 1. II.llk is the usual 
sup norm in the Banach space C”[U, R’] with i=m, n, and d. 
Consider the following two hypotheses: 
(H 1) There exist constants ,I< 0 < ,a and C, > 1 satisfju’ng 
and 
lea’1 d C,ei’, 
leB’l d C, epr, 
for all t 2 0, 
for all t < 0; 
f(O, y)=O, for all (0, y) E U, 
gk 0) = 0, for all (x, 0 ) e U, 
and 
Df(O, 0) = 0, Dg(O, 0) = 0, 
where D is the differentiation operator with respect to the phase variable 
(.% VI. 
Consider a system of autonomous ordinary differential equations 
i=Ax+f(x, y), 
j- = By + g(x, y), 
(4 L’)E u (1.1) 
with A, B, f, and g satisfying (Hl) and (H2), respectively. Note that every 
autonomous ordinary differential equation i= F(z) with ZE KY’ and 
FE Ck+2 is Ck+* locally conjugate to Eq. (1.1) in a neighborhood of its 
hyperbolic equilibrium. 
Let (x, y): I+ U be a solution to Eq. (1.1) with I being the maximum 
existence interval with respect o U. Since Eq. (1.1) is autonomous, we may 
always assume 0 E I. For given r 3 0, x0 E IF!?“’ and y, E R”, (x, y) is the solu- 
tion to the Sil’nikov problem for Eq. (1.1) if [O, t] G I, and the following 
conditions are satisfied: 
x(0) = xg and Jf?) = J’,. (1.2) 
(T, x0, vl) is called the Sil’nikov data. Denote by (x, y)(t) = 
(x9 Y)(t; T, x0, yl) the solution to Eqs. (1.1) and (1.2) if it is uniquely 
determined by its Sil’nikov data (t, x0, v,). It is very important to note that 
the Sil’nikov problem is reduced to the initial value problem when t = 0. 
But it is neither the initial value nor a boundary value problem in general. 
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The Sil’nikov problem was first introduced by Sil’nikov in his works 
[ 1, 21 in his analysis of the dynamics of flows near a homoclinic orbit. Let 
us now briefly discuss how this type of solutions is incorporated into the 
theory of homoclinic bifurcations. 
Let f be a homoclinic orbit to the origin of a equation i = F(z) in Rd 
which takes the form of Eq. (1.1) in the small neighborhood U. A natural 
approach to studying the bifurcation problem for r is to study a Poincare 
map around it. The construction of a commonly used Poincare map 7c 
consists of two steps as follows. First, define a local map 7c, near the origin 
by following the local flow. To be precise, let Z’= {(x, y)) x”) = small 
constant, 1x1, ]yl 6 l} and C”= ((x, ~)\$“=small constant, 1x1, 1~~1 4 l} 
be two cross sections in 0: Without loss of generality, we assume JY and 
C” are transversal to the flow and p n f = (p} and C” n f = {q} are two 
single point sets. Define a set, which is to be used as the domain of the map 
rc, as follows 
(T’ = ((x0, y,,) E Z”l3r = r(~~, Y,,) such that (x, .r)(t; 0, -‘co, yO) $ C” 
for 06t<r and (x,~)(~;O,X,,~‘~)E~~}. 
Then define 
(x09 )‘o) -+ (K J’)(C 0, x0, Yo) with r = r(xo, jjo). 
Second, define a global map 7~~: 5“” + ,J? by following the flow near f. This 
is done by the continuous dependence of the solution on initial data. Here, 
C” is taken to be the domain of n, for simplicity. Take rr = x2 0 rc, . This 
concludes the definition of the Poincare map. 
There are several difficulties involved with the local map rr,. First of all, 
any point from the local stable manifold IV;,,, in particular, the point 
p = Z’ n I-, is absent from the doman & of rr,. Second, when the initial 
point (x0, y,,) E G’ approaches W&,,, the time r(xo, yo) in the definition of 
rc, tends to infinity. In contrast, the time a global trajectory takes from Z” 
to Z’ is almost constant for all initial data from C”. Last, the abstractness 
of ~i’s definition makes the problem even more difficult to deal with. The 
conventional way to overcome these problems is to assume, or restrict to 
systems which can be C i linearized near the origin. In other words, find a 
smooth change of variables such that under the new variables Eq. (1.1) is 
a linear system which can be explicitly integrated. The C ’ regularity is 
required to preserve the differential structures of the Poincare map, in par- 
ticular, the global map rr2. However, since this so-called CL-linearization is 
not always possible at resonant eigenvalues (see [ 1 l-131) some other ways 
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must be found to overcome the difficulties inherited by the local map rr,. 
In fact, inspired by Sil’nikov’s works [l-4], the ideas of changing variables 
is not far beyond generalization: Instead of changing all the variables near 
the origin we make a change of variables p: A -+ crs for the local map 7c1 
only, where A is a (d- I)-dimensional open set and p is a diffeomorphism 
onto its image. Certainly, the purpose of doing so is to find such a p so that 
the local map p, = n, op under the new variables from A is more tractable. 
A very useful change of variables can be obtained using the unique 
solution to the Sil’nikov problem as follows. Let A = {(T, x0, yo) 1 z 9 1, 
(x,, O)EZ’, (0, Y~)EZ’}. A is imbedded in RdP ‘. Define p(r, x0, J,) = 
(4 ym T, x0, YI )=(x0, y,), the initial point of the solution (x, y) 
(t; T, x0, v,), which is clearly in ,P. For the end point (x, y)(z; r, x0, y,) = 
(x,, JJ~), it is clearly in C”. Therefore, by the definition of rccl we have 
71,(x0, yo) = (x,, ~7~) and hence p maps A into the domain & of n,. More- 
over, the local map under the new variables can be explicitly expressed as 
(x, J*)(T; T, x0, v,). To see that p is diffeomorphic, note that it has a 
differentiable inverse p ~ ‘: as + A with (x,, yo) + (7, x0, J(Z; 0, x0, 11~)) 
where r = 5(x0, vo) is as in the definition of n, (for this moment, p itself is 
assumed, and will be proved later, continuously differentiable). This change 
of variables p is called Sd’nikov’s change of variables. We shall not pursue 
its usefulness for the local map rr, in this paper (rather referring this topic 
to, for example, Chow et al. [S, 6]), and devote our effort to understanding 
the structure of the solution (x, J’)(t; T, x0, yl) to the Sil’nikov problem. 
Now, let us outline our results in this paper. In Section 2 we shall present 
the result on the existence, uniqueness, and continuous dependence of the 
solution to Eqs. (1.1) and (1.2) on its Sil’nikov data taken from Iw + x V, 
where V is a small neighborhood of the origin in UP’. This result is not sur- 
prising at all if we recall that the solution to the Sil’nikov problem is 
reduced to the initial value problem when r = 0. Treated as independent 
variables, x0 and y, will be replaced by 5 and ‘I, respectively, through the 
rest of this paper. In Section 3 we shall state our improved result on the 
exponential bounds on the solution. Namely, there exists a constant C, 
independent oft, T, 5, and q such that x(t; s, 5, q) and its derivatives in t, 5, 
and q are bounded by C,e”’ for 0 < t < t. Similarly, y(t; 5, 5, q) and its 
derivatives in T, 5, and q are bounded by C3eP”-” for 0 d t ,< r 
(Theorem 3.1). Using this result we shall give an improved result on 
I-lemma for a given n-dimensional disc D” of class Ck which transversely 
intersects WS,, . We show that the image Df under the time-z mapping of 
the solution with initial data in D” can be expressed as the graph of a 
function over WL,. Moreover, for sufficiently large t this function is Ck 
exponentially small and bounded by C,e”’ for some constant C, independ- 
ent of T. We emphasize the fact that all the exponents ,I and p in these 
results are exactly the same as in the hypothesis (Hl ). In Section 4 we shall 
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introduce our theory of exponential expansion. To be more precise, assume 
further that the matrix B of (Hl ) takes the form 
B= 
satisfying max{ Re a( B, ) } > ~1, > p > 0. The y-component of the solution 
(x, y)(t; z, r, q) is said to admit an exponential expansion if there exist a 
Ckp ’ function cp = cp(t, {, r~), not depending on T, and a constant v > 0 such 
that J( r; r, 5, q) e ~ r(r+r) together with all the derivatives up to the order 
k - 1 in t, 7, <, and q converges to cp(t, I& ye) as T --t + cc at the rate of 
e”(‘-‘I. The convergence is uniform for t from any compact set and (r, q) 
from V (Theorem 4.1 and Corollary 4.2). This is also equivalent to 
expanding, in the above sense, the solution ~(t; r, 5, q) into [~(t, r, q) + 
R(t; 7, 5, q)] ep+*’ for 0 d t 6 r with the function R = R(t; z, 5, q) being 
exponentially small. Partly to understand the geometry of the exponential 
expansion we show that the strong local unstable manifold W;l,u, is given by 
{ (0, q)) cp”‘(O, 0, q) = 0, (0, q) E I’} where cp = (cp”‘, . . . . cp’“‘); therefore it is 
Ck- ’ smooth (Corollaries 4.3 and 4.4). We also show that all the solutions 
in W& - WEu, are asymptotically tangent to the one-dimensional subspace 
of the principal unstable eigenvectors for the principal positive eigenvalue 
p backwards in time (Corollary 4.5). Theorem 5.1, or Corollary 5.5, is a 
new result on the inclination behavior of a given (n - 1)-dimensional Ck 
submanifold D” ~ ’ intersecting w,, in general position. We show that for 
almost all such given D”- ’ (in the sense to be given in Section 5) the image 
0: ~ ’ under the time r mapping of the solution of initial data from D”-’ 
is Ck exponentially close to the local strong unstable manifold WrJc iffand 
g are CkfS with k > 1. This result is referred to as strong A-lemma for D” ~~ ’ 
in this paper. From this result, answers to two key questions on the generic 
structure of the invariant manifolds for homoclinic and heteroclinic 
orbits will be obtained; and hereupon a classification on the bifurcations 
according to nondegenerate homoclinic and heteroclinic orbits will be 
made. 
In Section 6 we use the exponential expansion to give a direct and new 
proof to a C i-linearization theorem for Eq. (1.1) in [w*. The proofs of our 
main results on the exponential expansion (Theorems 3.1 and 4.1) are given 
in Section 7. In Section 8, our main results are extended to equations with 
parameters. And finally in Section 9, necessary modifications for the 
Sil’nikov problem for diffeomorphisms and infinite dimensional systems are 
discussed. Thus, as one can see, this paper is organized in such a way that 
its technical part is postponed almost until its end. Also, Section 6 is inde- 
pendent of Section 5. This arrangement, however, does not necessarily 
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imply that the idea of the proof for our main theorems is complicated. Let 
us briefly introduce it here in the following paragraph. 
The argument for Theorem 3.1 is based on the contraction mapping 
theorem. One shows that the solution (x, y)(t; t, 5, ‘I) and its derivatives in 
r, t, and r] are fixed points of certain suitable integral operators in a &ball 
of some other weighted Banach spaces with 6 independent of the time 
t, 5. 5, and ‘I. To prove Theorem 4.1, one shows first that (dZ/&)(t; z, 5, q) 
and its derivatives in t. r, r, and q are fixed points of some other suitable 
integral operators in a &ball of some other weighted Banach spaces, where 
Z=Z(t;r,5,4)=?‘(t;r,sr,rl)r-~“-” and 6 is independent of t, r, [, and ‘I. 
Then, one can easily show that Z together with its derivative up to the 
order k - 1 are Cauchy and do converge at an exponential rate as 
r -+ + ‘x. In this context, we shall show in Section 8 that the solution to 
the Sil’nikov problems (1.1) and (1.2) and the exponential expansion 
depend on a parameter smoothly if the vector fields of Eq. (1.1) also vary 
smoothly with the parameter. 
To conclude this section, let us compare our results with others. 
As mentioned earlier, the exponential bounds in Theorem 3.1 are the 
sharpest. Therefore, they improve those bounds obtained by Sil’nikov in his 
work [3]. They are C3e1’;’ and C3e~“‘-“‘* in comparison. The idea of the 
proof, however, is similar to his and is entirely different from Gronwall’s 
for integral inequalities. The formulation of the exponential expansion 
above is inspired but not given by Sil’nikov. He did consider an additional 
sufficient condition (see [4, condition (B)]) for a similar expansion but he 
has never justified his claim. His condition seems irrelevant to the problem. 
Indeed, it turns out to be an immediate conclusion to our Theorem 4.1 (see 
part (b) of Corollary 4.3). 
Our l-lemma for D" and C” exponential convergent rate eir extend the 
classical result by Palis [ 171 (1969) with C’ e-closeness and a recently 
improved version by Walter [S] (1987) with C’ exponential convergent 
rate e &’ for some 2 <;I,, ~0. Their approaches are based on the graph 
transformation argument and many careful estimates on the slopes of the 
tangent vectors to 0:. The Ck s-close result is mentioned without proof in 
Palis and deMelo [7]. Also, along the line of the optimal convergent rate, 
Collet and Eckman [19] (1980) and Palis [lS] (1983) proved a different 
version of I-lemma which implies a Co exponential convergent rate eir only 
for D', namely, the dimension of the unstable manifold is restricted to one. 
All their results are applicable for infinite dimensional systems with finite 
dimensional unstable manifolds. Although our result is proved for finite 
dimensional systems, the method should be immediately extended to 
infinite dimensional cases without any major modification (see Section 9 
for more details). The Co &r-cIose result of Collet et al. [ 191 and Palis 
[18] is related to the convergence of Feigenbaum’s universal number. Our 
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C’ e”-close result amounts to the Cl-linearization theorem in OX*. (That 
the classical I-lemma with s-closeness implies the Co-linearization theorem 
of Hartman-Grobman is probably known to every dynamics specialist.) 
The problem of C i-linearization has been studied by many researchers. 
Our result can be found in many other places but our approach by 
exponential expansion shows for the first time that a CO-linearization from 
the Hartman-Grobman theorem is actually C ‘. The proof is direct and 
constructive. It does not use the conventional method of eliminating the 
higher order terms of a given vector field by Taylor expansion (see 
Sternberg [13], Siegel [14], Sell [Ill, Beliskii [12]). Also, our result 
demonstrates that the I-lemma with C’ optimal convergent rate e”‘, 
C’-linearization, and the theory of exponential expansion are all related to 
each other. 
The result on the existence and uniqueness of the strong unstable 
manifold is well known and has been explored by many other authors (see, 
for example, Wells [9], Hirsch et al. [lo] for more details). In our new 
approach to this problem by exponential expansion, one can obtain the 
Ck ~ ’ regularity for the strong unstable manifold while in other ways one 
can obtain the C’ smoothness instead. More important, it is the different 
point of view which makes the classification of all the solutions in W;, and 
the proof of our strong A-lemma for D”-’ possible. 
2. EXISTENCE. UNIQUENESS, AND CONTINUOUS DEPENDENCE 
ON SIL’NIKOV DATA 
THEOREM 2.1. Suppose that Eq. ( 1.1) satisfies Hypotheses (Hl ), (H2) 
andf, g are Ckf ‘, k B 0. Then there exists a neighborhood V of the origin 
in R” x R” such that the following are satisfied: 
(a) for etlery (T, 5, yl) E [w + x V there exist a constant to > T depending 
on (t, l, q) and a unique solution (x, y): [0, to] + U satisfying x(0) = 5 and 
J’(T)=% 
(b) let x :=x(t; T, 5, ‘]) and y := (t; T, 5, q); then (x, y) is Ckf’ in 
(t, T, s’, rl). 
The proof of this theorem follows Picard’s idea which is used to prove 
the existence, uniqueness, and continuous dependence on initial data and 
parameters of solutions for ordinary differential equations (see Arnold 
[ 151, Hale [ 163 for details). In Picard’s approach, one reduces the initial 
value problem into the fixed point problem of an equivalent integral 
operator to which the contraction mapping theorem is applicable. The 
same idea works here. In fact, when T = 0, the Sil’nikov problem becomes 
the initial value problem. 
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It is easy to see that the existence and uniqueness of solutions to the 
Sil’nikov problem of Eqs. (1.1) and (1.2) are equivalent to the existence and 
uniqueness of solutions to the following integral equation 
x(t) = eA’< + j; e ““‘f(x(s), y(s)) ds 
y(t) = e ‘(‘-‘g(x(s), y(s)) ds. 
(2.1) 
To be more precise, let Vc WC U be two small neighborhoods of the 
origin. If W is small enough then by (H 1) and (H2) we can choose for 
every given (T, 5, v]) E R + x V a number to > T such that the operator 
defined by the right hand side of Eq. (2.1) in a closed subset M of the func- 
tion space C( [0, to], W) is Lipschitzian with a small Lipschitz constant 
independent of (T, r, ‘I) and (x, y) E M, where 
hf= {t-u, Y) E c( co, toI, w) 1 X(o) = 5, J’(T) = II>. 
Moreover, if the neighborhood V is small enough then for every 
(T, r, q) E Iw + x V the operator actually maps M into itself. Therefore, by 
the contraction mapping theorem there exists a unique solution to Eq. (2.1) 
for every (T, 5, q) E R + x V. The proof for continuous and differentiable 
dependence on (t, T, r, rl) follows in exactly the same way as that of Arnold 
[ 151 and Hale [ 161 by taking into consideration the variational equations 
of Eq. (2.1). We refer our readers to either [ 151 or [ 161 for the modilica- 
tion. 
3. EXPONENTIAL BOUNDSAND A-LEMMA FORD" 
Throughout, B’(8) is the closed &ball in KY’ with its center at the origin. 
Rd here is any d-dimensional Euclidean space. 
THEOREM 3.1. Let U, V and (x, l,)(t) = (x(t; T, r, q), y(t; T, 5, r])) with 
5 3 0, (r, q) E V, and t E [0, to] satisfy the conclusion of Theorem 2.1. 
Suppose that Eq. (1.1) satisfies Hypotheses (HI), (H2), andf, g are Ck + ’ 
with k > 1. Then there exist constants C, and y,, > 0 indt?pen&nt of t, 5, 5, 
and q with Bd(yo) c U and Ed(y$2C, ) c V such that $0 < y G lrO and (t, q) E 
Bd(y/2C,), then the following estimates hold true for 0 < t < T: 
(a) Ix(t)1 < lfe” and 1 y(t)1 <yep(‘-rT); 
(b) lD”x(t)l < CZe*’ and lD’y(t)l < CzeP(‘-‘); 
(c) I(dX/dT)(t)l <ycZe’f+p”+*’ and I(dy/&)(t)j <yC,e”“-“; 
(d) lDP(dx/dt)(t)l < CZeAr+p(‘-7’ and ID8(dy/&)(t)l d CzeP(‘-“, 
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where D” and Dp are the usual multi-indexed differentiation operators with 
respect to the spatial variables r and r] up to the order 11~1 <k and 
IsI <k - 1, respectively. 
The proof of this theorem will be given in Section 7. 
Throughout, D” is always the graph of a smooth function h of 
ye B”(y$2C,) taking values in B”(l~0/2C,). D” is said to be Ck if h is Ck. 
D” will be frequently referred to as an n-dimensional disc. Denote u,(zO) 
with u,(z,) = z0 as the solution to Eq. (1.1) with the initial data z,,. Let 
0: = u,(D”) n Bd(y0/2C,). 0: is said to be Ck close to WrO, by E if 0: is the 
graph of a Ck function h, of y E B”(l10/2C,) such that all the derivatives of 
h, in y up to the order k are bounded by E for all y E B”(y0/2C,). Now we 
have the following corollary to (a) and (b) of Theorem 3.1. 
COROLLARY 3.2 (A-Lemma for 0”). Suppose the Hypotheses (HI), (H2) 
are satisfied and f and g are Ck + ’ with k 2 1. Let y0 be as in Theorem 3.1. 
Then for every given n-dimensional disc D” of class Ck there exist constants 
r0 > 0 and C, > 0 such that 0: is Ck exponentially close to W;b, bv C,e” for 
all~>z,. 
Proof By definition we have D’J = {(x1, y,) (x, = x(z; 0, h(y,), yo), 
yI = ~(5; 0, h(y,), y. ), for those Iyol < yo/2C, such that 1x,1, 1.~~1 < 
yo/2C, }. It is easy to see from (a) of Theorem 3.1 that if 
and e-w < 1/2C, (3.1) 
then we have 
D:= {(x,, y,)I-y,= ( -XT 7; ~9 ho,,), ~11, pi= Y(C 0, ho?,), vo), 
1.~~1 <yo/2C,, and 1.~~1 <y$2C,}. 
Now, it is not difficult to see that by Theorem 3.1 the conclusion holds true 
provided that for every arbitrary but fixed 7 the mapping cp( .) = 
y(r; 0, h( .),.) is a diffeomorphism from an open subset of B”(y,/2C,) onto 
B”(yo/2C,) and the inverse cp ~ ’ together with all of its derivatives up to 
order k are uniformly bounded in r and y in B”(yo/2C,). To show this, we 
note that y1 = (p(yo) is equivalent to y, = ~(0; T, h(y,), y,) for T satisfying 
(3.1). Again by Theorem 3.1 and the implicit function theorem we can solve 
y, = +( y,) from this equation for all r 2 7. and y, E B”(y$2C1), where to is 
sufftciently large and fixed. Moreover, $ is Ck and satisfies all the desired 
properties for cp -l. yl=cpc+(y,) and yo=$ocp(y,) imply cp-‘=$. This 
completes the proof. l 
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4. EXPONENTIAL EXPANSION AND THE LOCAL STRONG UNSTABLE MANIFOLD 
In this and the following two sections we assume the matrix B takes the 
form 
B= P 0 [ 1 0 B, (4.1) 
satisfying min{ Re G( B, )} = p, > p > 0, where 6( B, ) is the set of all eigen- 
values of the (n - 1) x (n - 1) matrix B, . It is easy to see in this case that 
the Hypothesis (Hl ) is satisfied for the exact same p, the principal positive 
eigenvalue of B. Thus, we can conclude from Theorem 3.1 that the function 
Z = Z(t; r, 5, yl) defined as ~$t; T, r, q) P- r(f-r’ is bounded in Ck norm for 
O<~<T, ~20, 141 <y/2C,, 1~1 <11/2C,, and y<‘~j~, where y,, is as in 
Theorem 3.1. However, it is very important to understand the asymptotic 
behavior of the function Z=Z(t; T, r, q) as T + + cc in the study of 
homoclinic and heteroclinic bifurcation problems. In fact, we have the 
following: 
THEOREM 4.1. Suppose the Hypotheses (H 1 ), (H2) are satisfied and f 
and g are Ck + ’ with k > 1. If the matrix B takes the form of (4.1) then for 
everjv arbitrary but fixed constant o satisjjing 
O<o<min{-A,p,p,-p} (4.2) 
there exist constants 0 < y, < >‘0 and C, independent oft, T, 4, and v such that 
(a) Z and its derivatives in t, T, t, and 4 up to the order k - 1 converge 
exponentially at the order of C4e”‘tpr’ as T -+ $ xj. 
(b) Let 2= (Z”‘, . . . . Z’“‘) where Z= (Z”‘, . . . . Z’“‘). Then i(t; z,O, a) 
coverages to zero as 5 + + ixj. 
The proof of this theorem is given in Section 7. 
COROLLARY 4.2. Suppose the conditions of Theorem 4.1 are satisfied. Let 
cp(f, 5, rl) = lim, + + m Z(t;r, 5, q) for t20, 151 <yl, and lrll dy,. If kg2 
then cp is Ck- ’ and the following properties hold: 
acp 
(a) ~(f,O,O)=O and 
g (t, 0,O) = 
1 0 . . . o- 
0 0 ... 0 
. . . . . 0 
0 0 ... 0 1 7 t 20; 
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(b) cp(t, LO)=& t>O and 151 dy,; 
(c) @(t,O, II)=& t>O and Iql <y,, where @=(cp”‘, . . . . cp’“‘) and 
cp = ((p(” 1 . . . . Cp’“‘). 
Proof. By the equivalent integral formula (2.1) the function Z satisfies 
Differentiating this formula and observing the fact that x(t) = 
x( r; r, 0,O) = 0 and I = y( t; t, 0,O) = 0, we obtain 
az 
$ t; T, 0, 0) = 0 
and 
az ~(~;~,O,O)=e’B~~“~‘-r’. 
Thus, (a) follows Theorem 4.1 and the form (4.1) easily, (b) follows 
)( t; T, 5, 0) = 0, and (c) follows statement (b) of Theorem 4.1. 1 
It follows from Theorem 4.1 and Corollary 4.2 that the y-component of 
the solution to the Sil’nikov problem of Eqs. (1.1) and (1.2) can be decom- 
posed as 
for all 0 < t d T, 151 < y,, and (~1 Q y , with the function cp satisfying (a) and 
(b) of Corollary 4.2, and the remainder function R together with its 
derivatives up to the order k - 1 are bounded by CqeU(‘-‘) for 0~ t < T, 
151 d yL, and 1~1 d yL. In the Introduction, we referred to the form (4.3), or 
sometimes later the function q = cp(t, r, ‘I) alone, as the exponential expan- 
sion. We now have 
COROLLARY 4.3. Suppose the conditions of Theorem 4.1 are satisfied. Let 
y, and the function cp be as in Corollary 4.2. Then 
(a) the (n - 1 )-dimensional submanifold given by 
wz= ((0, ‘I~lcp’L’(o, 0, ?I=& Id <<y,} 
is invariant for Eq. ( 1.1) and it is Ck - ’ for k > 2; 
(b) all the solutions in w;b, - w;b” converge to the origin asymptoti- 
cally along the y” ‘-axis as t + - co. 
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Proof: (a) Let x, = x(t; 0, x0, yO) and JJ, = J$Z; 0, x,,, yO). Then by the 
uniqueness of the solution to the initial value problem and the Sil’nikov 
problem of Eqs.(l.l) and (1.2) we have)I(t-r;O,?r,,~,)=y(r;t,x,,y,). 
Set t = 0 and replace t for t. Since x,, = 0 if and only if x, = 0, we see that 
the function j(r) = JI( - t; 0, 0, y, ) = ~(0; t, 0, ~1, ) is the unique solution of 
the time reverse equation in the unstable manifold as 
j= -By-g(O,4’) (4.4) 
with the initial data v(O) = JJ,. Replace y0 for I’, and let j(t) = j(t; y,,). 
Then, the exponential expansion (4.3) yields j(t; yO) = ePP’[q(O, 0, yO) + 
R(0; t, 0, y,,)] for t > 0. Thus, the group property yields j(t; v,,) = 
j(t-,y; jqs; yo))=e-+s) [do, 0, Jk h)) + R(O; t -s, 0, Y(s; yd)] for 
t 2s. For any arbitrary but fixed s from the definition interval of the 
solution j we can easily conclude from these two expressions that 
In particular, cp”‘(O, 0, 110)=0 if and only if cp”‘(O, 0, L;(s; y,))=O. This 
proves (a). 
(b) By part (c) of Corollary 4.2 we conclude from the solution 
j(t; y,,) above that $(r; ~1~) =e-“‘&(O; t, 0, yO) which is of the order 
e-(p+u)r. Thus, (b) follows easily. 1 
It is not difficult to see that if A4 is an invariant manifold in IV&, which 
is the graph of a smooth function h of $ = (yc2’, .. . . y’“‘) then A4 must be 
contained in WE= by the conclusion (b) of Corollary 4.3. In this sense W;b”, 
is unique. Thus, we have 
COROLLARY 4.4. Suppose the conditions of Theorem 4.1 are satisfied, 
then W;b”, is the unique invariant manifold. 
We give another proof here. 
Proof Let M = graph (h) be an invariant manifold in Wg, with h being 
a function of 3. Let j$t; yO) be the solution of Eq. (4.4) as in the proof of 
Corollary 4.5. Then we have v”‘( t; y,,) = h($( f; ~1~)) for all y0 E M. Dividing 
this formula by emP’ and passing the limit t + + cc we have cp”‘(O, 0, vO) = 
Dh(0) @(O, 0, yO). However, by part (c) of Corollary 4.2 we have 
cp”‘(O, 0, yO)=O. That is, ME Wi$. 1 
Remark. The property that all the solutions in Wfb, - w;b”, converge to 
the origin asymptotically along the #l’- axis backwards in time has been 
accepted as a generic assumption instead (see, for example, Sil’nikov [4]). 
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5. STRONG A-LEMMA FOR D”-’ AND NONDEGENERATE HOMOCLINIC ORBITS 
As shown in Section 3 the image of 0: under the time r mapping of the 
solution with the initial data in a given n-dimensional Ck disc D” is Ck 
exponentially close to W;l,, if f and g are Ck + ’ with k 2 1. This is some- 
times referred to as the inclination property for D”. In this section we shall 
consider a finer structure of this inclination property for some sub- 
manifolds in D”. To be more precise, we shall show that for almost all 
(n - 1 )-dimensional submanifolds D” - ’ c D” (in the sense to be given 
later) the image D:-’ under the time r mapping of the solution of initial 
data in D” ’ is Ck exponentially close to the local strong unstable 
manifold Wr, if f and g are Ck + 5 with k> 1. We shall also discuss the 
implication of this result for homoclinic and heteroclinic bifurcations. 
To do so, we first need to modify our notations. Recall 
y= (JJ”‘, y”), . . . . y(“)) and 9 = (y’*‘, . . . . ~3~“‘). In this section only, replace 
g”) by J and $ by Z. For the exponential expansion (4.3) we replace q”’ 
by v, and 4 by + and rewrite (4.3) as 
z(c; t, 5, 4 i) = C$(t, 5, rl, i)+ R2(t; r, 5, ‘I, 01 er(‘pr) 
(5.1) 
with y(r) = q and z(r) = i. Since only the initial data ~(0) and z(0) will be 
needed we shall use (~(5, VI, i) = do, 5, v, ih $(t, ‘I, i) = Icl(O, t, 9, 0, and 
Ri(r, 5, 4, i) = Ri(O, r, <, q, [) with i = 1, 2 for simplicity. 
We also assume our coordinates are normalized. That is, besides W&, = 
{y=O, z=O} and W;l,,= {x=0} we assume the linear subspace x = 0 and 
)t=O is the Ck+3 strong local unstable manifold W;b”,. Note that similar 
to the remarks on our normalized coordinates Wf,, = (4’ = 0} and 
W;b, = {X = 0) we made in the Introduction the additional normalization 
requirement W;b” = {x = 0, y = 0} can also be achieved through a Ckf 3 
change of coordinates. It is clear that under these coordinates the new 
nonlinear terms are then Ck+*. In addition, under these coordinates 
J( t; r, 0, 0, i) = 0 for all appropriate I, T, and [. Combining these properties 
with Corollary 4.2 we have the following important facts 
do, 0, i) = 0, dt;, 0, 0) = 0, and djo, 090) = 1; (5.2) 
wx II, 5) = 0; (5.3) 
where ‘p; means the derivative with respect to 1. Moreover, we also have 
the same exponential bounds on those remainder functions R, and R, as 
on the remainder function R in (4.3). Since f and g are Ck+’ with k> 1, 
cp, $, and Ri defined above and satisfying (5.2) and (5.3) are all Ck 
functions by the above argument. 
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Denote u,(u,,) by the solution of Eq. (1.1) with the initial data 
uO= (x0, y,,, zO). Throughout, D+’ E Bd(y,), with y* to be determined 
later, is a given (n - 1)-dimensional submanifold which is the graph of a Ck 
function h of z E B” ~ ‘(y) for some 0 < y 6 y* satisfying the property that if 
h = (p, q) with p(z) =x and q(z) = 4’ then 
4(O) = 0 (5.4) 
holds true. We shall refer to such a D”-’ satisfying (5.4) as an (n - l)- 
dimensional disc over B”- ‘(7) and write D”--’ = graph(h). Let D:-’ = 
u,(Dnp’)n Bd(y,). Due to the group property of U, we sometimes write 
0:;~: = (Dy-I),. D:-* is said to be Ck close to WE= by E if D:-’ is the 
graph of a Ck function h,=(p,, qr) of ZE B”-‘(7,) satisfying (5.4) and 
llhllk GE; i.e., D:-’ is an (n - 1)-dimensional disc over B”- ‘(7,). Here, 11 .Ilk 
is the usual Ck function norm defined as 
Ilhll,= sup { ID”&)l, Ial =O, 1, . . . . k}, 
ITI <; 
where Da are the usual multi-indexed differentiation operators. We shall 
use 11. Ilk indistinguishably for functions with domain B”- ‘(y), 0 -c y < y.+. 
Note that if D:-’ =graph(h,) with h, = (p,, qr) then the property (5.4) is 
always preserved because of (y, z)(r; 0, p(O), q(O), 0) = (0,O) for q(0) = 0 
and W” To &,=r==& (y,=,Ok n ~ ’ which have the stated inclination behavior 
above we need the object 
d(h) = inf d(h, IV, J, z) 
where 
with 111’1 d y and l.t’l? I4 dY*7 (5.5) 
m M’? I’, z) = Id(w) $I,.(P(fi’), ,v, z) - cp;.(p(w), I’, z)l. 
We shall also use A(. ) indistinguishably for all 0 < y < y * 
Last, to determine the magnitude of the radius y* we first choose y2 such 
that 
inf cpj.64 .v, z) 2 t with (~1, IzI 6y2. (5.6) 
This can be done because cpj,(O 0,O) = 1 by (5.2). Let y0 and y , be as in 
Theorems 3.1 and 4.1. Throughout, let 
O<y.<min(yd2C,,1’,,y2). 
Now, we have the following: 
(5.7) 
THEOREM 5.1. Suppose the Hypotheses (Hl ) and (H2) are satisfied and 
THE SIL'NIKOV PROBLEM 203 
f andg are Cki5 with k 2 1. In addition, suppose W;l,u, = {x = 0, y = 0) and 
the matrix B takes the form (4.1). Let o be as in Theorem 4.1 and y* satisfy 
(5.7). For every given (n - l)-dimensional disc D”-’ = graph(h), with the 
domain of h= B”-‘(y.+), if A(h)#O then there exist constants z* >O and 
CS > 0 such that 0: ~ ’ is Ck exponentially close to q& by CSe-b”2 for all 
Tar,. 
To prove this theorem we need the following lemmas. We shall prove the 
theorem first and then prove these lemmas. 
LEMMA 5.2. There exists a positive scalar function ~~ = r,(y, 6, H) 
monotonely increasing in H and decreasing in y and 6 such that for every 
(n - 1)-dimensional disc D”-’ = graph(h) over B”-‘(y) with 0 <y <ye 
satisfying A(h) 86 >0 and j(hllkd H, D:--’ is the graph of a Ck function 
h,= (p,, q,) of ZE B”-‘(7,) for some O<y,Syy* and all T a~~(y, 6, H). 
Moreover, yr = y* provided II pOJ( 0 < i( H + 1). 
LEMMA 5.3. There exists a positive scalar function K = K(H) monotonely 
increasing in H such that for every (n - 1 )-dimensional disc D”- ’ = graph(h) 
over B”-‘(y) with O<y<y, satisfying A(h) and Ilhllk<H, 
hold true for all T 2 r,(y, 6, H), where T,,, pr, and qr are as in Lemma 5.2. 
LEMMA 5.4. There exists a positive scalar function L = L(H) monotonely 
increasing in H such that for every (n - 1 )-dimensional disc D”- ’ = graph(h) 
over B”-’ (1’) with 0 < y < y* satisfying A(h) 2 6 > 0 and llhllk < H, 
holds true for all T 2 z,(y, 6, H), where TV, p, and qr are as in Lemmas 5.2 
and 5.3. 
Proof of Theorem 5.1. Let 6 = A(h) and H= Ilhllk. By Lemma 5.2 there 
exists a Ck function h, of its domain B”-‘(y,) for some O<y, < y* such 
that D:- ’ = graph(h,) for all T >, ~~(y*, 6, H). Note that Lemma 5.3 implies 
Ilh,ll G K(H)/& We claim first that there exists a constant TV 2 ~~ such that 
yr=y* for all T>,T , ; i.e., the domain of h, for T 2 T I is precisely the whole 
desired closed ball B”-‘(y,). This is true for T, = ~~(y~, &, K(H)@) + T= 
by applying Lemma 5.2 to obtain D:- ’ = (D:; l)T _ ~2 provided IJptlllo < 
6/(4K(H) + 6) and A(h,,) = d2 PO for some T= > TV. The former follows 
505’19.‘2-2 
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easily lIPr[lk < K(H) e”‘/6 < 6/4(K(H) -t 6) for some large TV with T 2 T,; and 
the latter follows the definition (5.5) and those facts that $(O, y, z) =O, 
l(~~((~ -+ 0 as T + + co, and the estimate (5.6). In fact, we can actually have 
d(h,) > a for T > t2. This proves the claim. Now, to prove the theorem we 
only have to show that the desired exponential Ck smallness holds true for 
1/q,ll k since we have already had 11 p,ll k < K(H) e”‘/6 for T > TV. By the claim 
we have just proved yr,* = y*, 4kj2) 2 a, and ibr/21ik< K(fOP for 
r/2 2 t,. If, in addition, t/2>to(y*, +, K(H)/6), then by applying 
Lemma 5.2 to D:,; ’ to get D:- ’ = (D:,; 1),iz we have by Lemma 5.4 
<4L(K(H)/6)[K(H)/b + l] epbd2 
since (I&,Z(lk < K(H) eA7’*/S for T/2 3 Too’*, 6, Z-I). Choose T* = 
max{ 2r,, 2to(y*, a, K(H)/6) ] and the obvious CS. This completes the 
proof. 1 
Proof of Lemma 5.2. By the definition we have 
D:-‘={(X*,Y1,Z*)I(X,,Y*,z1~=(X,Y~z)fT;O,PfZo)r4(Zo),Zo)~ 
for those (zOl <y such that (x,, y,, z,)~F(y,)}. 
It follows from Theorem 3.1 that lx(r; r, p(z,J, y,, z,)l < 2C, yeeAr and 
NY, zW; 7, p&d, yl, zlll d2C,y,e-“‘. Thus, when 
elr ,e -pr <y/x, y* (5.8) 
hold true, 0: - ’ also can be expressed as 
D:-‘= {(XI, y,, z,)lx, =X(T; 5, P(z,), y,,z,)r 
(Y, 7 ZI) = (Yv Z)(T; 0, P(G), dzo), 20) 
for those lz,J <y such that Iy,l, lzil by*). 
It is not hard to see that OF-’ = graph(h,) for an h, evidentally defined by 
the expression above if we can show that the mapping Z(T; 0, p( -), q( .),.) 
is a diffeomorphism from a subset of lzO( G y onto lz,l <y= such that 
IYII GY* for some yr <y. We note first that for (yl,z,)= 
(y, z)(r; 0, p(z,,), q(z,), zO) with T satisfying (5.8) it is equivalent to 
dzo) = Y(o; T. P(%h Y, 3 ZI) 
zo = 40; 7, P(Zo), YI 9 ZI ). 
(5.9) 
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Therefore, our proof of D-l = graph(h,) is completed if we can show that 
some Ck functions z0 = @,(z, ) and y, = q,(zl) can be solved from Eq. (5.9) 
such that 19, and qr are defined for all lzll < yr for some 0 < yr 67, and 
1(0~1\,,<y, l)qZ(lo<y*. To do this, consider the equation 
@r(zo, Yl, z,)=O, lzol GYY, l.Y,L IZll GY*, (5.10) 
where 
@ = dzo)- Yvt 7, P(Zo), YI, z,) 
r 
( %I-40; 7, Ph), y,, z,) > . 
Because q(O)=0 by (5.4) and (JJ, z)(O; 7, p(O), O,O)= (0,O) we have 
@,(O, 0,O) = 0. Moreover, a simple calculation yields 
det a@, = det q;-Y;P: -Y:, 
acZov Y,) z-zip; -z; 1 
=det [ $ IYJ f wclv;l + I.dJ + IQ + IzJl’) 
=(-~)n+‘k?:z:,-)‘;)+~(cIY;l + Ivy +lzJ +lql’), 
where 45 = d(z,), P: = ~:(zd, Y; = Y;(O; 7, ~(zd, Y,, zl), Y; = (0; t, p(z,), 
y,, z1 ), and so on. It follows from the exponential expansion (5.1) and the 
definition of d(h) that there exists a constant K,(H) such that 
provided ra(l/b)ln(2K,(H)/6) for all lz,,l Gy, 11)rl, Iz,J <y*. Therefore, 
by the implicit function theorem, the desired functions 8, and qr can be 
obtained. Note that (5.8) and O,(ql) = ~(0; r, p(e,(z,)), qr(zl), zI) imply 
llOrllo <y for all .z, defined. Thus, yr is determined only by the constraint 
Iqr(z,)l <y* for lzll Gy,. Therefore, the proof is complete if we can choose 
r,(y, 6, Zf), which also satisfies (5.8) and (5.11), such that llpol10 < a(H+ 1) 
implies lq,(zl)l <y* for all lz,l <y*. To do this, let p= p(z,,), z~=~~(z~), 
y, = qr(z,) and consider the first equality of (5.9): 
qw; 7, p, Y,, z,))= y(Q 7, p, y,, z,). 
Note that q(0) = 0 and the exponential expansion (5.1) imply 
i 
1 
d(tz(O; f, P, YI, ~1)) dfC$(p, Yl, z~)+ R21 epp’ 
0 
= C&P. Y,, z,) + R,] eevr. 
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since ~(0, 0, zl) = 0. Then from (5.6), $(O, y, , z, ) = 0, and the exponential 
bounds on R, and R, we can conclude 
iIv,l < C(H+ l)llPllo+ We-ur)l y*. (5.12) 
Thus, by making the second term O(ePuT) < f. for T 2 s,(y, 6, H) we have 
Jy,J < y* when J/p/Jo < b(H+ 1). The existence of such rO(y, 6, H) is obvious. 
This completes the proof. 1 
Proof of Lemma 5.3. Because p,(z,)=x,(z;r, p, y,, zl) with p=p(zof, 
z~=I~~(z,) and y, =q,(z,) and Iq,(zl)l = ly,( <y.+, the estimates hold true 
obviously for llprllo and jlqTllo. We shall show that it is also true for llp,ll, 
and ((qT(( I only since the other cases are identical. Using the same notations 
as in the proof of Lemma 5.2, we have by the implicit function theorem 
that 
(:I):;= -[a(::;,,]-‘Ey. (5.13) 
Because IjM,/8z,Ilo= Il(y;,, z;,)llo = O(ePpr) by the exponential expansion, 
(5.11) implies 11(8,, ql):,IIO < K,(H)/6 for some constant K,(H). Substituting 
8, and qr for z. and y, into X(T; T, p(z,), y,, 2,) = qr, we can easily see that 
ll(~,)~,ll0 G (KAfW) 2’ holds true for some other constant K,(H). Thus, 
the conclusion is true for IJp,)), and )/qTl) ,. It is not hard to see that this 
argument can be easily extended to the other cases for k 2 2. 1 
Proof of Lemma 5.4. We use the same notations as in the proof of 
Lemma 5.2. It is clear from (5.12) that the conclusion holds true for ((qrllO. 
We shall show that it is also true for jlqrlll only since the other cases for 
k > 2 are identical. It easily follows from (5.11) and (5.13) and the exponen- 
tial expansion (5.1) that 
11(4rL,lloG F Cll44,ll0+ II1l/i,llo+ Ok-71. (5.14) 
where vPS, = CP’&P(Z,), y,, z,), $5, = @(p(zo), y,, z,) with z. = 0,(z,) and 
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y,=q,(z,). Since cp(O,O,z)=O and $(O, y,, r,)=O by (5.2) and (5.3), we 
have llcp:,llo= Otll~ll~+ Ils,llo) and Il+K,llo= O(IIPM. Combining the result 
for I1qrIjo we conclude from (5.14) that the estimate is true for jq,\\,. 1 
The condition d(h) #O in Theorem 5.1 can be replaced by 
d(h, O,O, O)#O. In fact, by the continuity of d(h,.,.,.) there exists y<y, 
such that d(h) #O for I; = hJ B”- I(?,. Make any smooth Ck extension H of I; 
to the whole neighborhood B” -‘(ye) such that d(H) # 0. Then, applying 
Theorem 5.1, one can get D:- ’ = u,(graph(ti))n B’(y,) and it is Ck 
exponentially close to elc for t >/ 5*. However, it is not difficult to see 
that for r* large enough u,(graph(tl)) n IId = u,(graph(h)) n Bd(y,). 
Thus, we have proved the following result. 
COROLLARY 5.5 (Strong I-lemma for D+ ‘). Suppose the hypotheses of 
Theorem 5.1 are satisfied. Zf A(h, 0, 0,O) # 0, then there exist constants 
T, > 0 and C, >O such that D:-’ is Ck exponentiully close to v-c by 
C5evrf2 for all t > T5*. 
(b) 
FIGURE 5.1 
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Note that the set of all elements in Ck[B"-'(y,), B"+'(y,)] satisfying 
d(h, 0, 0,O) # 0 is open and dense in the usual topology. In this sense, the 
inclination property of Corollary 5.5 holds true for almost all Ck sub- 
manifolds D"- ‘. What this result tells us about some important issues in 
homoclinic bifurcations can be explained by the following examples. 
In lR3, suppose the origin is a hyperbolic equilibrium point and there 
exists a homoclinic orbit r to the origin, Suppose dim W‘= 2, 
dim w”” = 1, and dim IV = 1. Let C be a two dimensional cross-section 
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unstable manifold w” along a curve, say D’, containing the point p. 
D’ satisfies the strong inclination property if the conclusion of the strong 
J-lemma for D”- ’ above up to the C’ closeness holds true for 0,’ for 
sufficiently large 5. 
DEFINITION. f is a nondegenerate homoclinic orbit if f ti W‘” and DL 
satisfies the strong inclination property. 
Note that this definition is independent of the choice of the cross section 
C because the map introduced by the flow from one cross section to 
another cross section is a diffeomorphism. Also, it can be immediately 
extended to any finite dimensional systems. 
With the notion of nondegenerate homoclinic orbits, one can genericly 
classify nondegenerate homoclinic orbits into two classes-nontwisted and 
twisted homoclinic orbits (see Figs. 5.la and b, respectively.) For the non- 
twisted one, the unstable manifold undergoes an even number of half-twists 
before it joints itself along the strong unstable manifold. Thus, a closed but 
nonsmooth band is formed with the strong unstable manifold as the sharp 
corner. An analogous description but with an odd number of half-twists 
applies to the twisted homoclinic orbit in b of Fig. 5.1. For the codimension 
two-bifurcation unfoldings of these two classes of nondegenerate 
homoclinic orbits, we refer to a forthcoming work by Chow et al. [6]. 
Similar to the definition of generic homoclinic orbit, we can easily extend 
this notion to heteroclinic orbits. Suppose there are two hyperbolic 
equilibria 1 and 2 in R3. Suppose the eigenvalues are all real numbers. 
Classified according to the dimension of the invariant manifolds, we have 
two sets of nondegenerate heteroclinic loops as shown in Figs. 5.2 and 5.3. 
The importance of the strong A-lemma for D”-’ is to enable us to ask the 
question: what are the generic bifurcation structures for these non- 
degenerate heteroclinic loops ? Here, the bifurcation structure may be 
loosely taken as the existence of certain orbits such as periodic, multiple 
periodic, multiple homoclinic, even multiple heteroclinic orbits, etc. Some 
partial answers to this question of a generic two-parameter family of vector 
fields having one of the first sets of nondegenerate heteroclinic loops (i.e., 
dim Ws, = dim IV;) at the bifurcation point of the parameters are obtained 
by Chow et al. [S], many more are still under investigation. However, the 
question of the second set of nondegeneric heteroclinic loops (i.e., 
dim W; = dim W; in R3) remains unanswered. 
6. A NEW FR~~F ON C ‘-LINEARIZATION IN R2 
In this section we assume Eq. (1.1) is given in R2, i.e., m =n = 1. Let 
A = 1 and B = 11 and C, = 1. Eq. (1.1) is said to admit a CL-linearization if 
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there exists a C ’ diffeomorphism in a neighborhood of the origin which 
transforms the orbit of Eq. ( 1.1) into that of its linearized equation 
ti = Au 
(6.1) 
d=jlll. 
We shall give a new proof to the following theorem using the exponential 
expansion (4.3). 
THEOREM 6.1. Suppose that f and g satisfy (H2) and belong to the class 
Ck+ ’ wifh k 2 2. Then Eq. (1.1) admits a C ‘-linearization. 
Before we give the proof, let us first derive the corresponding exponential 
expansion for the x-component of the solution x(t; r, 5, II). Let (X, J)(t) = 
(~(t; T, c, q), j(t; r, 5, q)) be the solution of the time reversed equation of 
Eq. (1.1) satisfying X(t) = 5 and j(0) = q. Applying the exponential expan- 
sion form (4.3) to Z(t) we have x(t) = [~(t, 5, q) + R(t; z, 5, q)] e-““-” for 
some cp and R satisfying the stated properties as in Section 4. It follows 
from the uniqueness of the solution of Eqs. (1.1) and (1.2) that 
Of course, we still have y(t; T, t;, q) = [$(t, 5, q) + r(t; T, 5, q)] ercrpr) by 
(4.3) with some appropriate $I and r. 
Proof of Theorem 6.1. First we specify the needed neighborhoods of the 
origin for both nonlinear and linear equations. Take an arbitrary but fixed 
0 < y < y,,/2 with y0 to be as stated in Theorem 4.1 such that U, = ~(0, y, 0) 
~0, u,=cp(O, -y,O)<O, u,=t/1(0,O,y)>O, and ub=$(O,O, -y)<O. This 
is due to the property that cp;(O, 0, 0)= 1 and &(O, O,O)= 1 by 
Corollary 4.2. Take B’(2y) for Eq. (1.1) and the rectangular region 
n= ((24 u)lu,~u<u,, u,< u < u,} for Eq. (6.1). Next we construct a 
mapping IC from a neighborhood UC B2(2y) of the origin into Q which 
maps the orbit of Eq. ( 1.1) in U into that of Eq. (6.1) in Q. Consider the 
first quadrant in B2(2y) only. Since x0 = y and y, = y are fixed, the solution 
(x, y)(r; t, x0, y,) to the Sil’nikov problem of Eqs. (1.1) and (1.2) is 
uniquely determined by the parameter z. Similar for u0 = U, and u, = u,, the 
solution (u, u)(t; t, u,,, ul) to the Sil’nikov problem of the linear equation 
(6.1) is also uniquely determined by T (in fact, it can be explicitly expressed 
as u(t; T, ZQ,, ul) = uoeir and u(t; r, uO, u,) = u,ep(‘-‘)). This one-to-one 
correspondence clearly defines a map which takes (x, y) into (u, u). To be 
more precise, let (x, y) be a point from the former local orbit for the 
nonlinear equation. Then, there is a unique time rL and 52 with T, + z2 = t 
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such that on that orbit (x, y) is time TV away from the right face and time 
52 away from the top face, namely 
x=e,; 71, y, .v)= Cd% Y, y)+R(O; TI, Y, VII e”“. (6.3) 
Take a point (u, u) from the corresponding local orbit for the linear 
equation (6.1) satisfying the same property to 52 as (x, ~7) to B’(y). In fact, 
this point (u, u) can be explicitly expressed as 
u = u,eA”. (6.4) 
Define X(X, y) = (u, u). Extend rr into the x-axis and y-axis in the obvious 
way (for example, (6.3) and (6.4) are also valid for y = 0) and carry out the 
same construction to the other quadrants in B2(2y) and Q. It is clear that 
K is well defined in a neighborhood U of B2(2y) and satisfies the desired 
property of taking orbits into orbits (see Fig. 6.1). Last, we claim rc is dif- 
feomorphic. That rc is Co and C’ everywhere xcept at the origin is trivial. 
Thus, the claim is proved if we can show Dz(O, 0) = Z, the identity in R2. 
Let u = rc,(x, y) and u = n2(x, y). By (6.4) we have 
b’c,(x, y) = h,eArDDT,. (6.5) 
To compute DT, we differentiate (6.3) and obtain 
(LO) = A[rp + R] e”l DT, + [Dcp + DR + R: DT,] e”‘l, 
where cp = ~(0, y, v), Dq = (0, (pi,(O, y, y)), and so on. Solving for DT, we 
obtain 
1 
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Substituting (6.6) into (6.5) and cancelling eArl from both the numerator 
and denominator, we have 
Since (x, JJ) +O implies T, + 0 by (6.3), thus, passing the limit (x, 4’) +O in 
(6.7) above and using the definition of U, and the property that R, R: --f 0 
as T, + 0 we derive lim(,,,,,, Dn,(x, y) = (1,0) uniformly in x and ~1. 
Exactly in the same fashion we can show 
(I,l;,y*o Dn*(x, Y) = (0, 1) uniformly in x and y. 
This implies the desired result Dn(O, 0) = I. 1 
Remark 6.2. In general, hyperbolicity is not enough for Cr-lineariza- 
tion. But there is one exception. That is in R* (see Sternberg’s condtions in 
Sternberg [ 133 and Sell [ 111 and Belickii’s conditions in Belickii [ 121). 
On the other hand, hyperbolicity is what the exponential expansion needs. 
Hence, this theorem truly demonstrates one (and the only?) link between 
these two theories. 
7. PROOFS OF THEOREMS 3.1 AND 4.1 
As mentioned earlier in the Introduction, the approaches to 
Theorems 3.1 and 4.1 are basically the contraction mapping arguments in 
some weighted Banach spaces. Thus, we first introduce the weighted norms 
and the spaces. They consist of new notations used only for this section. 
Then, we introduce two key lemmas, which are simply modified contrac- 
tion mapping theorems in our specific settings. The proof of Theorem 3.1 
is merely an application of the first auxiliary lemma. The proof of 
Theorem 4.1 is slightly indirect. We need to use the time reversed equations 
to bring up the suitable set-up to which the second auxiliary lemma 
applies. The arguments are not Gronwall’s type. 
7.1. Notations 
Let Z be a Banach space with norm I .I, a B 0, j? B 0, and z 3 0. Let I( . I( 
be the usual supreme norm for all functions z E C( [0, r], 2). Let II . IIa,B be 
another norm for all functions z E C( [0, r], Z) defined by 
~~z~~~,~= sup Iz(t) ea’-B(r-r)l. 
O<f<T 
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Note that 11. II and II . I( ol,B are equivalent for fixed r. However, if we consider 
a family of functions (2,: z, E C( [0, t], Z), T E R + }, then the uniform 
boundness in I(. 11 for {zr} is quite different from that in II . IIor,B with 
c1+ /I > 0 since the latter implies 
lim lim Iz,(t)l =O. 
I--+X T-K, 
For this reason, we call II . IIa,B the weighted norm (see Wells [9] for 
comparison) and denote by BP8(6, Z) the &ball of z = 0 in C( [O,z], Z) 
under the weighted norm II . )I l,B. 
Let A and B be the same matrices as in the hypothesis (Hl). Let A = KY’, 
B = R”, or A = 6p(R’, KY), B = Y( R’, IV), with i = 1, 2, . . . . k. Let K E (0, p}, 
6 > 0, B”(6), and B”(6) be the &balls of the zero elements in A and B, 
respectively. 
7.2. Two Auxiliary Lemmas 
Denote by f the closed subset of all functions (a, 6) E BC”.“(b, A) x 
BC”sp(6, B) under the product norm Il(a, 6)Ilr := llalli.. + Ilbllo., with 
la(O) eKrl d 6/2 and Ib(T )I < s/2. (7.1) 
Let M be a positive number and let 
k(t, t, 5, q) := M[(2e”‘+ ep(r-r))t + e”‘q], 5,rlER 
and 
The important property about k and I in this paper is that all terms involv- 
ing q in the function k always have the factor eir and all terms involving 
< in the function I always have the factor efl”-“. This property will be 
closely related to our normalized coordinates x and y, i.e., f(0, y) = 0 and 
g(x, 0) =0 and Of(O, 0) =0 = Dg(0, 0) as in (H2) which implies 
If~~~~~l=~~l~l+l~l~l~l and I~~~~~~~l=~~I~l+l~l~l~l. 
Consider an integral equation in I? 
eA(rprJF(s, a(s), b(s)) ds 
eB”-S’G(s, a(s), b(s)) ds, 
(7.2) 
where (a,b)E& p(.,~), q(.,r)ef, F:[O,T]XB~(~)XB”(~)+A and 
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G: [0, T] x B”(6) + B are Co at least. We have the following key lemma 
which will be used many times later. 
LEMMA 7.1. Suppose that Eq. (7.2) satisfies the following 
(i) lF(t, 4th b(t))1 G k(t, Ia(t INt)l) and lG(t, a(t), b(t))1 G 
/(t, la(t)\, Ib(t)l) for all tE [0, T] and (a, ~)EC 
(ii) IfIt, a,(t), h(t)) - F(t, a,(t), Ut))l < Wt, la,(t) - a,(t)l, 
lb,(t) - Ut)l) and lG(t, a,(t), b,(t))- G(t, 4th b(t))1 4 46 la,(t) -aAt)l, 
lb,(t)-b,(t)0 for all tE [0, T] and (ai, bi)~f, i= 1,2; 
(iii) IIP(~~~)II~.~~W~ and llq(~~~)llo.p~VZ 
(iv) 4C,M(A - p)/A.p < 1. 
Then there exists a unique solution in r for Eq. (7.2). 
Proof. Let 8 denote the operator defined by the right-hand side of the 
integral equation (7.2) for all elements in f. We shall show that 8 has a 
unique fixed point in f by the contraction mapping theorem. 
Since e K(S-r)<e”“-” for 0 < s < t < T and K E (0, ,u} we have the elemen- 
tary, but important, estimates 
and 
’ eP(‘-s)/(s, T, ens+“‘“-“, eP” -I’)ds f 
(7.3) 
(7.4) 
In the estimates above we have seen that it is important for q to have the 
factor e” in k and the factor e N-‘) for { in 1. By hypothesis (Hl), condi- 
tions (i)-(iv), and the estimates above we have the following estimates on 
ti where (ti, 6) = &a, 6) for all functions (a, b) E I? 
and 
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eA(r-S)F(s, u(s), b(s)) ds 
< ,ir + K(f ~ “(5/2 + f r C,e’“‘-“k(S, Ia(s lb(s)/) ds 0 
Thus, 5 E BC”*“(6, A) with 12(O) PI < 6/2. Similarly, for (c?, 6) = @a, b) and 
(a, 6) E r we have 6 E BC’-“(cS, B) with 16(r)( < 6/2. Therefore, 0: T-r I-‘. 
Next, we show that 8: r+ r is a contraction mapping with a contractive 
constant 4C,M(1--1()/1~< 1. By the definition of II(a, b)llr for all 
(a, b) E r, the condition (ii), and the same estimates (7.3), the following 
estimate is similar to that of 5 above, 
b,(t) - 4(t)l G c, It eA”-“k(s, T, b,(s) - a,(s)lv lb,(s) - Ms)l) ds 
0 
x llal, h) - (a,, MI- 
,< 2c, MA -PI 
b 
lIta,, b,)- (az, bz)llreA’+““-‘), 
where (& 6,) = @ai, bi) and (a,, bi) E r, i = 1, 2. Similarly, we have 
16,(t)-&(t)l <2c1~~-p) Il(u,, b,)- (a,, bz)llreP(‘-T). 
Therefore 
Let v > 0 be fixed and C be the closed subset of all functions 
b E BC”*“(6, B) satisfying 
lb(T)1 <d/2. 
Consider an integral equation in Z, 
b(t) = dt, T) + j-’ Q(s, b(s), f, 5) ds, 7 (7.5) 
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where 6, q( ., T) EC, and Q( .,.,., z): [0, r] x B”(6) x [0, T] --t B is Co at 
least. We have another key lemma which will be used many times later. 
LEMMA 7.2. Let A < -v < 0, L > 0, and 6 > 0. Suppose that the integral 
equation (7.5) satisfies the following: 
(i) IQ(s,b(s), t, T)I < LeA”jb(s)l for aN b E Z and t d s d r; 
(ii) lQ(s, b,(s), t, T) - Qh b(s), t, TN dLe""lb,(s) -b,(s)1 for all 
biEZ, i= 1,2, and t<s<T; 
(iii) IId., ~Nlo,,GW; 
(iv) 2L+A+v<O. 
Then, there exists a unique solution to (7.5) in .Z. 
Proof. The proof is similar to that of Lemma 3.2 above using the 
contraction mapping theorem; we omit the details. 1 
7.3. Proof of Theorem 3.1 
(a) Note that a solution (a, b) E r= BC”*O(y, W) x BC’+(y, W) c 
C( [0, to], U) of the integral equation 
a(t) = eA’E, + j: e A(‘-slf(a(s), b(s)) ds 
b(t) = eBcrpr) q + J: eB(’ -“g(a(s), b(s)) ds 
(7.6) 
must be a solution to Eqs. (1.1) and (1.2) in U. By the uniqueness of solu- 
tions to Eqs.(l.l) and (1.2) in U, we have (a,b)(t)=(x,y)(t), O<t<r. 
Thus, the estimates (a) hold true. Therefore, it suffices to show that 




Let 0 < y < y. and K = 0. Then, it is easy to see that the conditions (iii) and 
(iv) of Lemma 3.1 hold true for Eq. (7.6) in r above. Because the condi- 
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tions (H2) and f, g E Ck + ‘, k 2 1 imply that f and g have the orders of 
(1x1 + Ivl)lxl and (1x1 + I~l)l~] respectively, as 1x1 + JyI --* 0, the conditions 
(i) and (ii) of Lemma 7.1 also hold true. This completes the proof of (a). 
(b) To prove this statement we show first by induction on 
i = 1, 2, . ..) k that there exist constants Ni, i= 1, 2, . . . . k, satisfying 
II~cLxlI~,cl G N, and IImllo,~ G No for all (xl =i; (7.7) 
then we simply take C2 2 C:=, Ni. 
When i= 1, by Theorem 2.1, (Px, D”y) with Ial = 1 is the unique 
solution of the variation equation along (x, y)(t), 
s 
I 
a(t)=eA’P+ eAcreS’F(s, a(s), b(s)) ds 
0 
(7.8) 
b(t)=e eB(‘-S)G(s,a(.~), b(s)) ds 
for (a, 6) E C( [0, to], P(lR, BY’) x Y(!R, IF)) with some appropriate 
P E Z( R, Rm) and Q E U( R, Rn), and 
Gb, ~7 0) =g,Ms), Y(S)) . u + g,Ms), Y(S)). 0 
(7.9) 
for all (24, u) E Y(R, KY) x 9(0X, KY). 
By the same reasoning as in (a) it suffices to show that Eq. (7.8) has a 
solution in B@‘(6, A) x BC”+(6, B), where A = 6p(R, IF), B = dp( R, 5Y), 
and 6 is a constant independent of (t, T, t, II) and it is to be determined. To 
apply Lemma 3.1 we take K = 0, M = Cy, 6 = 2C,, where y is the same as 
in (a). Then, it is easy to see that the conditions (iii) and (iv) of Lemma 7.1 
are satisfied. Again, because the conditions (H2) and f, ge Ckf ‘, k > 1, 
imply f,(O, y) 3 0 and g,(x, 0) z 0 for all (0, y), (x, 0) E U, the conditions 
(i) and (ii) of Lemma 7.1 are also satisfied. Therefore, by Lemma 7.1, 
IIDcIxJ(l,o < N, and I(DayJIo,P <N, hold true for N, = 2C,. 
Suppose that the statement (7.7) holds for i= 1, 2, . . . . I - 1. Then, let us 
prove it also holds true for i = 1. 
Differentiating Eq. (1.1) up to the Ial = Ith order a with respect o (5, q), 
we know that (Px, Day) is the unique solution of the variation equation 
along (@x, OB.t,), with IpI = i = 0, 1, . . . . I - 1, 
a(t) = [; 8”-“H,(s) ds + f ’ eAtr-“F(s, a(s), b(s)) ds 0 
(7.10) 
b(t) = Jr’ eE(! “‘H*(s) ds + s ’ eBtr -S)G(~, a(s), b(s)) ds r 
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in the space C([O, r,], Ax B) with the appropriate A = Y(R’, W) and 
B = Y(R’, W). Here, F and G have exactly the same forms as (7.9). Let us 
explain H, and H, as follows. 
First, H, = D”[f(s, x(s), J(S))] - F(s, D”.w(s), D”J(,(s)) with (tll = 1 can be 
written as some polynomials in D’.u and D”y with 1 d 1~11 Q I - 1 with the 
coefficients being linear combinations of (~?J/fla.r~ ~J*“)(.x(s), J(S)) with 
1 < i < 1 and Itl( + Ifi\ = i. To be more precise, collecting the like terms of 
(?jj/c3x”yP)(x(s), y(s)) in H,, we have 
where h,,, are some polynomials in D”x and Day with 1 < IQ\ d I - 1 
satisfying the conditions that (1) each monomial in h,., contains at least 
one of D’x if Iczj #O; (2) for those polynomials h,, with 1~11 =O, we have 
$ (-4s), l’(s)) d Clx(s)l, O<lflI =ibk 
because f is C’” + ’ and f(0, y) ~0 for (0, y) E U by hypothesis (H2). 
Moreover, H, has at least the second order in D”x and DBy. By the induc- 
tion assumption, )I D”?rI/ 1,0 < Nj and l(Day\)o,u d Ni for 1~1 = i = 0, 1, . . . . l- 1, 
it is easy to see from these properties that there exists a constant N > C 
independent of (t, T, r, ye) such that 
I H,(s)1 < N(e”” + e@‘“+‘)) e”‘. 
This implies IIp( ., r)ll 1,0 < 6/2 with 6 = 2N(1- p)/np where 
P(4 T)=[; eA(f-S)H,(~) ds. 
Similarly, we can show llq( ., ~)ll,,, d 6/2 with 
4(h T) = jr’ eec’ps)H2(s) ds. 
Here, without loss of generality, we may choose the same 6 = 2N(I - p)/np 
as above. Therefore, the condition (iii) of Lemma 7.1 is satisfied. 
Exactly in the same way as in the i= 1 case above, one can check the 
remaining conditions of Lemma 7.1 since the functions F and G in 
Eq. (7.10) have the same forms as in Eq. (7.1). This completes the proof 
of (b). 
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(c) and (d). We use the same idea as in (,b) to show by induction on 




1.P a7 o,p’ 1’ 
for all Ial =i (7.11) 
holds true for some constants Ni independent of (t, r, 5, ‘I) which need not 
be the same as those in (b). In particular, we will see that N, has the same 
order as y. 
When i = 0, (ax/&, ay/&) is the unique solution to the integral equation 
eAtrpS’F(s, a(s), b(s)) ds 
b(r)=4u,t)+J-r eB(f-S)G(~, a(s), b(s)) ds 
T 
(7.12) 
in C( [0, t,], R” x KY) where F and G have the exact same forms as (7.9), 
and 
q(t, 7)= -Be8"-T)~ -egcfpr)g(x(7), q). 
Similarly, it is easy to verify that Eq. (7.12) satisfies the conditions of 
Lemma 7.1 if K = p(, M = Cy, 6 = 2C, [ C, + 2Cy] y. Hence, statement (7.12) 
holds true for i = 0 and N, = 2C, [C, + 2Cy] y which has the same order 
as y. 
Suppose (7.12) is true for i=O, I, 2, . . . . I- 1. Then, let us prove that it is 
also true for i=Z<k- 1. 
We know that (D”(ax/&), D”(ay/dr)) is the unique solution to the 
equation 
uir)=pkr)+J; eA”-‘)F(.s, u(s), b(s)) ds 
(7.13) 
b(t)=q(t, 5)fl'e"'-"G(s,a(s), b(s)) ds 
c 
in C( [0, to], A x B) with the appropriate A and B; F and G are the same 
as in (7.9) and 
p(t,t)=Sgr eA”-S)H,(s) ds 
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and 
q(t, z)= 0°C -BeB”-‘$ -eBcrpr)g(x(Z), q)] 
Here, H,(s) = D”[F(s, (ax/as)(s), (dy/as)(s))] -F(s, D'(ax/dr)(s), D"(dy/dr) 
(s)) and H*(S) = D”[G(s, (~x/~T)(.s), (dy/dt)(s))] - G(s, D”(&/&)(s), 
D"(dy/d~)(s)) with 1~1 =1. Similar arguments as in (b) are applicable here. 
It is not difficult to see that H, can be written as a polynomial in D*x, D”y, 
@(8x/&), and Ds(ay/,/az) with 1 d Jai 61 and 1 < IpI <l- 1 having the 
coefficients to be the linear combinations of (8y/flax’ d~~)(x(.s), J(S)) with 
i = 1, 2, . ..) 1 and Ial + \/II = i. Collecting the like terms of (8J’flax” iiyB)(x(s), 
y(s)) in H, we have 
HI(S) = j, ,., +$, +, & MS), Y(S)) h,,, 
where h,, are some polynomials in D’x, Day, DB(d,uliY~), and DP(iJy/&) 
with 1 < 1011 < 1 and 1 < fl< I- 1, satisfying the conditions that (1) if Ial = 0, 
then each monomial in h,,, contains at least one of D”y and DP(dy/dt) with 
1 d Ial 6 1 and 1 4 IpI s I- 1 (but in this case I(8’f18yD)(x, y)l < Clxl by the 
hypothesis (H2) and f~ C ‘+’ k> 1); (2) if j?=O, each monomial in h,, 
must contain at least one of’D”(dx/&) with 1 < Ial <I- 1; (3) if a #b, 
B ~0, each monomial in h,,, must contain one factor from D”x or 
DP(dx/a~) with 1~ Ial < 1 and 1 < IpI < I- 1 and another factor from D”y 
or DB(dy/d~) with 1 6 Ial < 1 and 1 < I/31 Q l- 1. Because of these properties 
and the fact that fis Ck + ‘, k > 1, we have by the induction assumption (see 
4.6) that there exists a constant N> C, satisfying 
Then it is trivial to verify that IIp( ., r)lll,, d N/p. Similarly, it is even easier 
to show that llq( ., r)ll O,P < N/p where, without loss of generality, we may 
use the same constant N as above for simplicity. Finally, the remaining 
conditions of Lemma 7.1 can be verified exactly in the same way as we did 
in (b) above since F, G have the same forms as in (7.9). This completes the 
proof of (c) and (d). 1 
7.4. Proof of Theorem 4.1 
To prove this theorem, we need the following lemma whose proof 
is based on Lemma 7.2 and Theorem 3.1. We shall show that 
(aZ/&)(t, T, 5, q) and its derivatives satisfy certain integral equations in 
some weighted Banach spaces. 
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LEMMA 7.3. Suppose the conditions of Theorem 4.1 are satisfied. Let a, 
C,, and y0 be as in Theorem 4.1. Then there exist constants K and 7, < y,, 
independent of (t, T. 5, q) such that (aZ/&)(t; T, 5, ‘1) and all the derivatives 
of the function (aZ/&)(t; T, 5, q) up to the (k- 1)th order in (t, T, 2, rl) are 
bounded by Kea(’ - ” foraNO<t<r, lrl<y/2C,, Ir](,<2C,. andy<y,. 
Proof: We shall prove the result only for D’(aZ/&)(t; T, 5, q), where D” 
is a multi-indexed derivative in (T, <, q) with 1~1 = i=O, 1, 2, . . . . k- 1. The 
other cases are identical. 
To apply Lemma 7.2 we need to find an appropriate integral form like 
(7.5) first. To do so, we need the solution to the Sil’nikov problem for the 
time reversed equation of Eq. (1.1) of the following form: 
i= -Ax-f(x, y), 
P = - By - g(x, y ), 
(x, y) E u. (7.14) 
Denote by (?c, j) = (X(t; T, 4, q), y(t; T, 5, )I)) the solution to Eq. (7.14) in U 
satisfying the Sil’nikov conditions -'C(T)= 5 and j(0) = q, Applying 
Theorem 3.1 to Eq. (7.14) with -B in place of A and -A in place of B we 
have 
II-fllo. -A GYP II Jll -p.o G 1’1 
llD”Xllo.-i<Cz, 11~“~11 -mp.o 6 Cl, 
for all (~11 dk, 181 <k- 1, ~20. 151 <1!/2C,, and 1~1 <y/2C,, where 
A, .K C,, Cz, and y < y. are the same as in Theorem 4.1 and M and /I are 
multi-indexes in 5 and q. Furthermore, by the uniqueness of solutions to 
Eqs. (1.1) and (1.2) we have 
-y( t; 7, <, V) = -f(T - t; T, t, rl), 
~,(t;T,4,rl)=)t(r-t;T,~,4), 
(~,~,YI)ER+ xB“(IW’,). (7.16) 
The purpose of doing so is to replace T - t above by a single variable in a 
substitution for an integral later. To get this integral, we need to expand 
the function g as follows: 
g(-5 v)=g,(*G Y).-~.J’+g,(x, JJ.Y.4’. (7.17) 
This expansion holds true because of (H2) and the functions g, : Bd(y) + 
9’(Rm, Y(R”)) and g,: Bd(y) + 9’(W, Y(W)) are Ck -I. 
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Now, by Eq. (2.2), Z(r) satisfies 
223 
By (7.16) and the mentioned substitution 5 -s = a, we have 
s 










ecE-r'J"m '+')gZ(X(a), j(.~)).j(a).j(a)e~'dcr. 
0 
Thus, by (7.17), we can split (7.18) into 
Z(r) =z(t, T, 5, Y/) + J-’ e’E-p’b(‘+s) g,(x(s), y(s)) .x(s)-Z(s) ds (7.19) 
r 
with z taking the obviously defined form: 
.r--I 
- 
J e(E-ll”(‘~r+z)gz(.~(a), j(a)) .j(a).j(a)e@ da. 0 
Now, differentiating Eq. (7.19) with respect to T, we derive the desired 
form to which Lemma 7.2 applies, 
x g,(-r(s), Y(S)) .x(s) .- (s) 4 
aT (7.20) 
where q is decomposed in a natural way into q = If= I Ii with 
1, = (PI-B) e(E-p’)(‘pr)q, 
1, = - g,(i(T - t), j'(T - t)) .j(T - t) .j(T - t) r&-‘), 
I,= - (B-N)e (B--f’(r~~r+sJgZ(?C(~), )‘(s)).~(s).~(s)e”ds, 
1 = 
6 ).x(s)].Z(s)ds. 
Note that q is not involved with aZ/&. 
To apply Lemma 7.2 to Eq. (7.20) above, we need to show that 
there exist constants 6 and L independent of (7, 5, V)E R, x F’(y/2C,) 
such that IId., 7, t, rl)ll o,a<</2 for all (7, 5, V)E R, x Bd(y/2C,) and 
le ‘“-P”g,(x(s), J(S)) . x(s)1 < Leh for all 0 <s < t and 2L + A + 0 < 0. Let C 
be the same upper bound for the functions f and g as in the proof of 
Theorem 4.1 and 
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I 
r--I I,= - 
0 
ecB-kd"'r+r+s'~ [g2(X(s), j(s)) .r(s) .7(s) eas] ds, 
rl, 
y, <min{y,, (-A-(r)/2C,C}. 
Then, it is not difficult to verify that the conditions (i), (ii), and (iv), of 
Lemma 7.2 hold true due to the factor X(S), (e(B-r”(‘-J’J ,< C, for t<s< 7, 
L = C, Cy, and the hypothesis ]I< y, < (-A- 0)/2C, C. Thus, it suffices to 
show 
llzillO.~ G 6i/27 i = 1, 2, . . . . 6 (7.21) 
for some constants hj independent of (7, 5, V)E R, x Bd(y/2C’,) with 
6 = c;=, hi. 
Since I(B-CIZ)e(B~““‘I~(C,+~)Cle”’ for t<O, by (4.1), (4.2) and 
,ir < ea(r - r, for 0 < t < r we see that statement (7.21) is true for I, and Z, 
with 6, = 2(C’ +p) C,J’ and 6, =2C,C,. It is true also for Zz with 
6, = 2Cy2 since the factor (j(7 - t) .)'(7 - t) e”‘-“I < y2e-u(7-‘) by (4.2) 
and (7.15). Now, let us show (7.21) valid for Z3, Z4, and Z6. 
Because of the factor Jy(s)l (y(s)e’“(, (4.1), (4.2), and (7.15), we have 
lZ31 < J;-’ (B-/J) e(B-P”(t-r+S) 
x g2(.?(s), y(s)) .j(s) -y(s) epsds 
where d3 = 2(C, + p) C, Cr’/(,u - rr). Because, by (7.15), the terms 
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C(GJ~k2Wv YWI .Yb) .iiQ)e Cc’ and gz(~(s),j(s))~(~/&)[j(s)~j(s)e~s] 
are bounded in norm 11 .(I -,,, -A uniformly in (T, r, q) E R, x Bd(y/2C,), we 
have 
< (6,/2) e”“-mr), 
where ad= 2C1CC,y2/( -1-a). Because the factor ((a/ar)[g,(x(sj, Y(S)). 
.x(s)]1 is bounded in norm (I . (I A,P uniformly in (t, 5, n) E R + x Bd(y/2CI) 
due to the factor Ix(s)1 and Theorem 3.1, we have 
where 6, = 8C, CC,y’/( - A- p). Now, let K>, 6. Therefore, by Lemma 7.2 
we obtain the desired result for dZ/&. 
Note that the splitting (7.17) with its resulting Eq. (7.20) and the 
estimates (7.15) on the time reversed equation (7.14) are the key elements 
in our argument above. 
Similarly, to prove the remaining conclusion, we shall use Eq. (7.20) and 
the method of induction on D’(&Z/&) with ICX( = i=O, 1, 2, . . . . k - 1. To be 
more precise, if we assume the conclusion holds for P(aZ/at) with 
IuJ =i=O, 1,2, . . . . I- 1, then by differentiating Eq. (7.20) we find that 
P(aZ/&) satisfies the equation 
(B-p-S’gl(X(S), y(s)). x(s). b(s) ds, (7.22) 
where g, is exactly the same as in Eq. (7.20) and q1 is a function involved, 
like q in Eq. (7.20), with only Wx, WY, D”.?, D”j, @(ax/&), and 
@(aylar) with 06 lcll <I and O< I/?] 61- 1. Similar arguments as in the 
proof for dZ/& above can be applied to show j\q,( ., T, 5, r])JJO,a < a,/2 for 
some constant S, independent of (T, {, q). Then, it is easy to see that the 
proof is again another application of Lemma 7.2 to Eq. (7.22) since the 
remaining conditions can be verified exactly in the same way as in the case 
of aZ/& above. This complete the proof. 1 
Proof of Theorem 4.1. (a) By Lemma 7.3 we have 
ID*Z(K t”, 5, q) - D”Z(t; r’, r, q)l 
< (K/o) eofrdr’) -+ 0 as T' --) + cc, i = 0, 1, 2, . . . . k - 1. 
Hence, (a) holds for C4 = K/a. 
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(b) Because ~v’l’(t; r, 0, q) has the order of eP’” by Theorem 3.1, 
then, by the same technique as we used in Theorem 3.1, namely, using the 
contraction mapping theorem in weighted Banach spaces, and the fact 
that [g(O, y)[ < C,1y12, we can show that p(t; T, 0, ‘I) = (y”‘(r; t, 0, q), . . . . 
y’“‘(r; r, 0, q)) is actually in the weighted Banach space LK’“~P+“(y, Iw”- ‘). 
It is clear then that .?!(r; T, 0, ‘I) has to converge to zero as r -+ + cc. 1 
8. DEPENDENCE OF PARAMETERS 
The methods described above extend immediately to equations which 
depend on an additional parameter 8, 
i=A(B)x+f(x, y, e) 
B = B(e) y + d-5 4: w, 
(8.1) 
where matrices A and B are defined for 0~ 0 and 5 g are defined for 
(x, y) E U and 0 E 0. To be precise, we consider the following hypotheses 
on the linear and nonlinear terms of Eq. (8.1) which are similar to the 
hypotheses (Hl ) and (HZ) considered in the previous sections, 
(H3) Matrix functions A and B are Ck+ ’ with k 2 1 in 8 E 0 and there 
exist 1= n(l3) <O < ,a = ~(0) which may depend on 9 and a constant C, 




(H4) f and g are Ck + ’ with k 3 1, f(0, y, 0) = 0 for all (0, y) E: U, 
g(x,O,8)=0 for all (x,O)cU, Df(O,O,e)=O, and Dg(O,0,8)=0for all 
PIE 8, where D is the differentiation operator with respect to the phase 
variable (x, y). 
The notions of the weighted norms in this section are the same as in 
Section 7. Analogous to Theorem 3.1, we have 
THEOREM 8.1. Suppose Eq. (8.1) satisjes (H3) and (H4). Then there 
exist constants y. > 0 and C2 independent oft such that fir every given r > 0, 
ICI <y/2C,, (~1 <yy/2CI, and 101 dy with y~<~, Eq. (8.1) has a unique 
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solution (x, y): [0, to] + U satisfying x(0) = 5 and y(r) = n, where to 
depends on T, l, n, and 6’ and to > T. Moreover, let (x, y) = (x, y)(t; t, 5, n, 0) 
be the unique solution which locally defines a function from the set of its 
argument into U. Then (x, y) is Ck + ’ in (t, 5, 4, v], 0) and satisfies 
(a) l1411,0 G Y and I/~ll~.~ G Y; 
(b) xfa, = 1 (IID”xll 1,o + (ID”y]lo,r) < C,, where Da is the multi-indexed 
derioatives only with respect to the spatial tlariables < and n; 
(c) II~x/Wli.,Q~~C2 and llWWlo,,,~~C2; 
(d) C:,iJ, (IIfY(ax/&)ll,,,, + IID”(@/ar)llo,,) < C,, where D’ is the 
multi-indexed derivatives only with respect to the time variable 5 and the 
spatial variables r and n; 
(e) For given numbers A < A+ < 0 < u - < p which may depend on 6 
there exists a number c, independent oft, 5, <, and n such that the estimates 
in (b) and (d) also hold true for the derivatitles D” also including the 
parameter 8 but with the weighted norms replaced by* 1) .I(l+.O, 11. Ilo,pm, and 
II . II 1+.p- and with the upper bound replaced by c,. 
Remark 8.2. (a) The constant cz depends on I + and p- and diverges 
to infinity as (A’, p-) approaches to (A, p). (b) All the estimates (at(d) 
are exactly the same as in Theorem 3.1 except for the additional (e), where 
the loss of weight in norms is due to the linear growth terms like 
t . (dA/dB) ear when derivatives mixed with 8 are taken. 
The proof for this theorem as well as for the one that immediately 
follows is to be given later. 
THEOREM 8.3. In addition to the hypotheses (H3) and (H4), suppose 
Eq. (8.1) satisfies 
(H5) The matrix function B = B(0) takes the following form 
B= P 0 [ 1 0 B,
with u = u(0) and an (n - 1) x (n - 1) matrix function B, = B,(e) satisfying 
le’l’l < Clerlr, t < 0, 
and 
where the number u, may depend on 8. 
228 BO DENG 
Then, for every 0 < a < min{ - 1, ,u, pl - p} there exist constants y, and 
C3 independent oft, T, 5, q, and 8 such that 
(a) the function Z : = e--p(e)(r--r’y(t; T, c, q, 0) together with its 
derivatives in t, 5, 5, q but not 8 up to the order k - 1 converge exponentially 
at the rate of C3eo”-T’ as r + + cc, for every given t 20, /(I < y/2C,, 
lrll <yPC,, lOI <Y, andy<y,; 
(b) for l= 0, p(t; T, 0, q, 6) converges to zero as T + + CO, where 
2 = (ZQ’, . ..) Z’“‘); 
(c) for a given O<a, <min{ -I+, p-, p, -p, a}, there exists a con- 
stant c, independent oft, T, <, q, and 0 such that the conclusion of (a) hold 
true for the derivatives also including the parameter 0 but at a slower rate 
c3e a1Cr-r) as T+ +co. 
Remark 8.4. (a) The constant c, depends on A+, p -, or a, and 
divergestoinfinityif(II+,~O~(~,~)ora,~O,ora,j1.(b) Thecon- 
elusions (a) and (b) are exactly the same as in Theorem 4.1 except for the 
additional result (c), where the slowdown in convergence is similarly due 





when derivatives mixed with 0 are taken. 
Proof of Theorem 8.1. Theorem 2.1 can be easily modified to prove the 
existence, uniqueness, and continuous differentiable dependence of solu- 
tions to the Sil’nikov problem of Eq. (8.1) on the Sil’nikov data (t, <, q) 
and the parameter 0. Also, the same method of proof for Theorem 3.1 (i.e., 
the method of contraction mapping principle with weighted Banach spaces) 
can be used to establish (a)-(d). In what follows, we shall show only how 
to modify the method used in the proof of Theorem 3.1 to get the estimate 
for (ax/M, ay/M) from (e) since the other cases in which at least one order 
of a/at) is taken are similar. 
By using an equivalent integral equation like Eq. (2.2) we know that 
(ax/N, ay/M) satisfies the integral equation 
a(t) = Pk 5 & 4 6) + ji eA(e)(‘-slF(s, a(s), b(s), 0) ds 
(8.2) 
b(t)=dt, 5, l, V, e)+J’ eE(e)cf-S)G(s, a(s), b(s), 0) ds, 
T 
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where F and G have similar forms as in (7.9) 
Fb, u, u, 0) =fMs), Y(S), ‘3 . u +f,Ms), Y(S), 0) . u 
G(s, u, 0, 0) = g.,(xb), Y(S), 0) . u + g,(x(s), Y(S), 0). u, 
and 
p(t, Tr l, 4, e) = k(e) feA(Y 
+j$q(t-S)P A(e’(r-slf(x(~), y(s), 0) ds 
+lie 
A(e)(r-s~e(~(~), y(s), O)ds, 
q(t, 5, 5, fj, e) = b(e)(f - T) eB(e'('-r'~ 
+ jr B(e)(t -s) eB’e)‘r-s)g(x(s), Y(S), 0) ds 
7 
+ s r eB(el(r-sl g,W), Y(S), 0)& r 
where k = dA/dO, etc. Similar to the proof of Theorem 3.1, in order to 
show that (ax/a& i$/LVI), as a function of t E [O, T], belongs to 
BC”*‘(6, A) x BC”+(6, B) for some 6 independent of (t, T, 5, q), when 
A = Y(T,O, KY’), B = L?( TOO, BY’), and TO8 is the tangent space of 8 at 
8, the only nontrivial step is to show that (p, q), as a function of t E [0, t], 
belongs to BC”‘3’(6/2, A) x BC ‘,“-(S/2, B). Even though, unlike the case 
without the paramater 8, p and q contain the linear time growth terms such 
as A(8) teA(e)lt, B(e(t - 5) eB(B)(‘-r)q, etc., hypothesis (H4) and the 
inequalities ;I < A + < 0 and 0 < p(- <p will make te(A(B)-“+‘)(‘P ‘), etc., 
bounded uniformly for all 0 Q t 6 r and thus make those terms with linear 
time growth uniformly bounded in norms 11. I]l+,O or 11. I]o,ccm, respec- 
tively. 1 
Proof of Theorem 8.3. The arguments for (a) and (b) are exactly the 
same as the proof of Theorem 4.1. The arguments for (a) are combined 
with that for Theorem 4.1 and the same technique as in the proof of 
Theorem 8.1 to handle the linear time growth terms arising from 
derivatives mixed with 8 such as a/a& %Zar. 1 
9. REMARKS ON INFINITE DIMENSIONAL SYSTEMS AND DIFFEOMORPHISMS 
1. Since the proof of Theorem 4.1 involves the time reversed equation 
of Eq. (l.l), it is not clear at this point whether or not it can be generalized 
to infinite dimensional systems. This also leaves the problems of homoclinic 
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and heteroclinic bifurcations in infinite dimensional systems widely open. 
However, Theorem 3.1 should easily be generalized since its proof only 
requires the contraction mapping theorem in weighted Banach spaces. 
Semilinear parabolic partial differential equations and retarded functional 
differential equations might fall into the category of some infinite dimen- 
sional systems to which Theorem 3.1 is applicable. 
2. The Sil’nikov problem and the methods described above also 
extend to diffeomorphism 
-y,,+, = A-u, +.mn, ?‘,), 
I’n + 1 = en + gh 3 Yn ), 
(x,2 Y,) E UT (9.1) 
where f, g satisfy the same hypotheses (H2) and U is a neighborhood of 
(x, y) = 0 in R”, d= d, + d?, d, > 0, d2 > 0. Suppose A and B satisfy: 
(H6) A, B are nonsingular and there exist 0 < A< 1, p > 1, C such that 
IA”xl < Cri”lxl, nEZ+, xfzWl 
IBp”yI < CpYIyI, nEZ+, JEER”‘. 
For the first order exponential expansion, we assume A and B satisfy: 
(H7) In addition to (H6), B is of the following form 
B= 
with p > 1 and there exists p, > p such that 
IB,“pl < Cp;“lyl, nEZ+, yew*. 
The Sil’nikov problem for (9.1) concerns local orbits { (x,, y,) } ;= 0 satisfy- 
ing x0 = 4 and yrn = q for given data (m, 5,~). That is, for every given pair 
of “hyperplanes” (x = 5 }, 1~ = q } and a prescribed iterate m, such a local 
orbit takes exactly m iterates to go from {x = r} to {y= q >. Similar to 
differential equations, this problem is equivalent to solving the following 
summation equation: 
x,,=A’Y+ i A”-:j-(~k~~r ykp,), 
k=l 
O<n,<m. 
y,=B"-*q- f B”-k&-,, Y~-L)v 
k=n+l 
Using this equation one can derive all the similar results for the 
diffeomorphism (9.1) as for the differential equation ( 1.1). 
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