Many radiological studies can reveal the presence of several coexisting abnormalities, each one represented by a distinct visual pattern. In this article we address the problem of learning a distance metric for plain radiographs that captures a notion of "radiological similarity": two chest radiographs are considered to be similar if they share similar abnormalities. Deep convolutional neural networks (DCNs) are used to learn a low-dimensional embedding for the radiographs that is equipped with the desired metric. Two loss functions are proposed to deal with multi-labelled images and potentially noisy labels. We report on a large-scale study involving over 745,000 chest radiographs whose labels were automatically extracted from free-text radiological reports through a natural language processing system. Using 4,500 validated exams, we demonstrate that the methodology performs satisfactorily on clustering and image retrieval tasks.
INTRODUCTION
Chest radiographs are performed to diagnose and monitor a wide range of conditions affecting lungs, heart, bones, and soft tissues. Despite being commonly performed, their reading is challenging and interpretation discrepancies can occur. There is a need to develop machine learning algorithms that can assist the reporting radiologist. In this work we address the problem of learning a distance metric for chest radiographs using a very large repository of historical exams that have already been reported. An ideal metric should be able to cluster together radiographs presenting similar radiological abnormalities and place them far away from exams with normal radiological appearance. Learning a suitable metric Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SAC'18, April 9-13, 2018, Pau,France © 2018 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5191-1/18/04. . . $15.00 https://doi.org/https://doi.org /10.1145/3167132.3167379 would enable a variety of applications, from automated retrieval of radiologically similar exams, for teaching and training, to their automated prioritization based on visual patterns.
The problem we discuss here is challenging for several reasons. First, the number of potential abnormalities that can be observed in a chest radiograph can be quite large. Second, the labels may not always be accurate or comprehensive due to the fact that not all the abnormalities are always reported in an image, e.g. due to omissions or when deemed unimportant by the radiologist. When these labels are automatically obtained from free-text reports, as we do in this work, mislabelling errors may also occur. Third, certain abnormalities are less frequently observed than others, and may not even exist in the training dataset.
To support this study, we have prepared a large repository consisting of over 745, 000 chest radiograph examinations extracted from the PACS (Picture Archiving and Communication System) of a large hospital in London. To our knowledge, this is the largest chest radiograph repository to ever be deployed in a machine learning study. Due to the large sample size, manual annotation of all the exams is unfeasible. All the historical free-text reports have been parsed using a Natural Language Processing (NLP) system, which has identified and classified any mention of radiological abnormalities. As a result of this process, each film has been automatically assigned to one or multiple labels. Our contributions are the following. First, we discuss the problem of deep metric learning with multi-labelled images and propose two versions of a loss function specifically designed to deal with overlapping and potentially noisy labels. At the core of the architecture, a DCN is used to learn compact image representations capturing the visual patterns described by the labels. Second, we report on a large-scale evaluation of the proposed methodology using a manually curated subset of over 4, 500 exams. Each historical radiological report was reviewed by two independent clinicians who extracted all the labels associated to the films. We report on comparative results for two tasks, clustering and image retrieval, and provide evidence that the learned metric can be used to cluster radiographs with a normal appearance as well as clusters of abnormal exams with co-occurring abnormalities.
RELATED WORK
The first attempt of using neural networks to learn an embedding space was the Siamese Network [1] [2] , which used a contrastive loss to train the network to distinguish between pairs of examples. Schroff et al. [7] combined a Siamese architecture with a triplet loss [11] and applied the resulting model to the face verification problem obtaining a nearly human performance. Other approaches have been proposed more recently in order to better exploit the information in each mini-batch; e.g. Song et al. [9] proposed a loss with a lifted structure, while Sohn et al. [8] proposed a tuplet loss. All these methods use a query or anchor image x a , which is compared with positive elements (images sharing the same label) and negative elements (images with a different label).
DEEP METRIC LEARNING WITH MULTI-LABELLED IMAGES 3.1 Problem formulation
In the remainder of this article we assume that each chest radiograph x ∈ R w is associated with any of l possible labels contained in a set L. We collect all the labels describing x in a set L(x ) whilst all the remaining labels are identified by L(x ) = L − L(x ). Our aim is to learn a non-linear embedding f (x ) that maps each x onto a feature space R d where d ≪ w. In this subspace, the Euclidean distance among groups of similar images should be small and, conversely, the distance between dissimilar images should be large. The distance should be robust to anatomical variability within the normal range as well as geometric distortions and noise. Most importantly, it should be able to capture a notion of radiological similarity, i.e. two images are expected to be more similar to each other if they share similar radiological abnormalities. We require the embedding function, f θ (·), to depend only upon a learnable parameter vector θ . No assumptions about this function can be made besides differentiability with respect to θ . Consequently, the learned distance, d θ ( f θ (x i ), f θ (x j )), also depends on θ .
For applications involving mutually exclusive labels, various methodologies for metric learning have been suggested [2, [7] [8] [9] . While the definition of positive and negative elements is straightforward in mutually exclusive labels case, it becomes more ambiguous when each image is allowed to have non-mutually exclusive labels. Restrictive assumptions would need to be made in order to use existing approaches based on contrastive loss [2] , triplet loss [7] and others [8, 9] . The simplest approach would be to assume that x i and x j are positive with respect to each other only when they share exactly the same labels, i.e. when L(x i ) = L(x j ); conversely, they would be interpreted as negative elements when the equality is not satisfied. However, assuming that two films are radiologically similar when they share exactly the same abnormalities is too strong. Adopting this strategy would also result in much larger sample sizes for elements with frequently co-occuring labels compared to elements characterised by less frequent labels thus hindering the learning process. Furthermore, since each individual label in both L(x i ) and L(x j ) is expected to be noisy, requiring the co-occurrence of exactly all the labels may be too restrictive.
A much less restrictive approach would be to assume that x i and x j are positive when they have at least one common label, i.e. when L(x 1 ) ∩ L(x 2 ) ∅. Under this definition, both the contrastive or triplet loss could still be used. This approach is still far from ideal, though, because this definition is invariant to the degree of overlap between L(x i ) and L(x j ). Ideally, the learned distance between any two images should be proportional to the number of abnormalities they do not share. Fig. 1d illustrates this ideal situation. The triplet loss would struggle to satisfy this requirement as it does not take the global structure of the embedding space into consideration [8] and does not explicitly account for overlapping labels; see Fig. 1a . In the next section, we propose two loss functions that are designed to overcome the above limitations.
Proposed loss functions for multi-labelled images
We begin by assuming that x i and x j are positive when L(x i ) ∩ L(x j ) ∅. Given an anchor x a , our approach starts by retrieving l randomly selected images, one for each label in L. The images are then grouped into two non-overlapping sets: one containing p positive elements P (x a ) = {x + 1 , ..., x + p } and one containing the n remaining negative elements
An ideal metric should ensure that x a is kept as close as possible to all the elements in P whilst being kept away from all the elements in N . Accordingly, the loss function to be minimised can be defined as
where the positive scalar α represents a margin to be enforced between positive and negative pairs. This formulation can be seen as the triplet loss average derived from all the possible triplets {x a , x + i , x − j } where x + i ∈ P and x − j ∈ N . The expression above can be simplified by pre-selecting the negative element x − j having the largest contribution (e.g. see also Song et al. [9] ), i.e. yielding
In this way, we obtain a more tractable optimisation problem
which can be further simplified by using a smooth upper bound for L − (x a , N ),
The above loss does not directly address the issue arising when some elements in P (x a ) have labels that are not in L(x a ). Without imposing further constraints on how the elements in P are selected, the loss will force d f θ (x a ), f θ (x + ) to become as small as possible regardless of the number of labels that x a and x + actually have in common. This problem is addressed by introducing a quantity, τ , that represents the degree of overlap between the labels associated to x a and those associated to its positive elements, i.e.
to be a fraction τ of α, we obtain the proposed ML2 (Metric Learning for Multi-Label) loss, i.e.
An illustrative example of its inner working is provided in Fig. 1b . We also propose a different version of the loss, which relies on a different definition of positive elements. In this case, for each label in L(x a ), a positive element is strictly required to have only that particular label. The quantify τ then simplifies to τ = (p −1)/p since |L(x a ) ∩ L(x + i )| = 1 and |L(x a ) ∪ L(x + i )| = p. An illustration is provided in Fig. 1c , and we call this version ML2+.
LARGE-SCALE METRIC LEARNING FOR CHEST RADIOGRAPHS
For this study, we obtained a large dataset consisting of 745, 480 historical chest radiographs extracted from the PACS system of Guy's & St Thomas' NHS Foundation Trust, serving a large, diverse population in South London. Our dataset covers the period between January 2005 and March 2016. The radiographs were taken using 40 different scanners across more than 100 departments. For a large portion of these exams, we had both the radiological report as well as the associated plain film. Table 1 contains the sample size breakdown of all the exams that we used for training, validation, and testing. Starting from the full dataset, we selected all the exams concerning patients older than 16 years and for which we had both the report and the plain film. Only a subset of manually validated exams -the Golden Set -was used to assess and compare the performance of the metric algorithms.
Automatic labels extraction from medical reports
Given the large number of reports available for the study, obtaining manual labels for each exam was unfeasible. Instead, all the written reports were processed using a NLP system specifically developed to model radiological language [3] . The system was trained to detect any mention of radiological abnormalities and their negations. Labels were chosen to allow all common radiological findings to be allocated to a group along with other films sharing similar appearances. The labels were adapted from Hansell et al. [4] and were meant to capture discrete radiological findings (e.g. cardiomegaly, medical device, pleural effusion) rather than giving a final diagnosis (e.g. pulmonary oedema), which requires clinical judgement to combine the current findings with previous imaging, clinical history, and laboratory results. For this study, we used l = 4 different labels, i.e. cardiomegaly, medical devices (e.g. pacemakers, lines, and tubes), pleural effusion and pneumothorax. The NLP system also identified all "normal" exams, i.e. those where no abnormalities were mentioned in the report. Cumulatively, the normal and abnormal labels used here represent 68% of all the reported visual patterns in our database. A validation study was carried out to assess how accurately the NLP system extracted the defined labels. Two independent clinicians were presented with the original radiological reports and manually generated the labels from the reports. This study generated the Golden Set, which is used here purely for performance evaluation purposes. Further details on the NLP algorithms and experimental results can be found in Pesce et al. [6] .
EXPERIMENTAL RESULTS

Training strategy
The f θ (x ) representation was learned using an Inception v3 architecture [10] resulting in an m−dimensional mapping under the constraint that ∥ f θ (x )∥ 2 = 1. We call д ψ (x ) the output of the last convolutional layer and we define our final layer as: where β ∈ R 2048×m and b ∈ R 2048 are respectively weights and bias of the last layer. All the results presented here use m = 64, because the use of larger dimensions did not introduce any significant improvements. All images were rescaled to have a standard size of 299 × 299 pixelsTwo different experiments setups were considered, one in which the f θ (x ) was learned end-to-end from the raw images, and one where pre-training, on the classification task, was used instead, as is commonly done in other works[8] [9] . The proposed ML2 and ML2+ losses were compared to more traditional metric learning approaches based on contrastive and triplet losses sharing the same architecture. Stochastic Gradient Descent (SGD) was used for the optimisation process, with an initial learning rate equal to 0.01, momentum equal to 0.9 and weight decay equal to 10 −4 . In both experimental setups the size of the mini-batches was equal to 36 when contrastive and triplet losses were used, and it was equal to 10 for our proposed losses. We tested different values for α, which, for the results shown in this work, has been set to 0.2.
Positive and negative elements were randomly sampled. The noisiness of our labels prevented us from exploiting any sampling techniques (e.g. hardest negative mining, etc.), since all those methods take the reliability of the labels for granted.
For the pre-training of our DCN, we used a multi-label binary cross entropy loss. Given our 4 possible labels, we defined an equal number of binary classifiers with the aim of predicting the presence or absence of each label.
Cluster and retrieval performance
We assessed the performance of the proposed losses on two different tasks: (i) clustering, evaluated with the normalized mutual information (NMI) metric and (ii) image retrieval, evaluated with the Recall@K metric; see Manning et al. [5] for a complete account of these metrics. Table 2 shows the empirical results obtained on the Golden Set. When learning without pre-training (i.e. initially using random weights), ML2+ outperforms ML2 on both tasks and largely improves upon the other alternative losses. When using a pre-trained architecture, improvements can be observed across all methods, and ML2+ obtains a slightly better performance than ML2. Based on these results, we demonstrate the superior performance of our proposed losses with respect to the baseline; moreover, we suspect that ML2+ is able to converge to a better optimum more easily than ML2.
CONCLUSIONS
In this article we have proposed two loss functions for metric learning with multi-labelled medical images. Their performance has been tested on a very large dataset of chest radiographs. Our initial results demonstrate that learning a metric that captures a notion of radiological similarity is indeed possible; most importantly, the learned metric places normal radiographs far away from the exams that have been reported to contain one or multiple abnormalities. This is a striking result, given the complexity of the visual patterns to be discovered, the degree of noise characterising the radiological labels, and the large variety of scanners and readers included in our study. It is also an important step towards the fully-automated reading of chest radiographs as being able to recognize normal radiological structures on plain film, which is key to interpreting any abnormal findings.
