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Abstract—The evolution of e-commerce and On-line Social
Networks has contributed to the increase of the information
available, making the task of analyzing the reviews manually
almost impossible for the buying a product or service decision-
making process. Due to the amount of information, the creation of
automatic methods of knowledge extraction and data mining has
become necessary. Currently, to facilitate the analysis of reviews
some websites use filters such as votes by utility or by stars.
However, the use of these filters is not a good practice because
they may exclude reviews that have recently been submitted to the
voting process, besides the possibility of the user overestimate or
underestimate the review with attribution of stars. One possible
solution is to filter the reviews based on their textual descriptions,
author information and others measures. Sousa [1] proposed an
approach, called TOP(X), to estimate the degree of importance of
reviews using a Fuzzy System with three input variables: author
reputation, extraction of tuples <feature, opinion word> and
richness analyzer and an output variable: degree of importance of
the review. Although the approach presented good results, some
problems were pending of resolution and improvements, besides
the possibility to change the computational model used. This work
proposes adaptations in two input variables, namely: quantity
of tuples and vocabulary richness and the building of new
approaches using computational models based on Fuzzy Systems
and Artificial Neural Networks (ANN). In addition, a comparison
was made among the proposed approaches through statistical
measures. Experiments performed in the hotel-domain showed
that the approach using Fuzzy System obtained better results
when detecting the most important reviews, without considering
the semantic orientation of the comments. However, the approach
using Multi-Layer Perceptron (MLP) Artificial Neural Networks
obtained better results when is known the semantic orientation
of the review.
Index Terms—Artificial Neural Networks, Fuzzy Systems, Na-
tural Language Processing, Opinion Mining.
I. INTRODUC¸A˜O
Na sociedade atual, a informac¸a˜o e´ o elemento chave
para qualquer organizac¸a˜o, pois a organizac¸a˜o que na˜o tem
informac¸a˜o para subsidiar suas deciso˜es estrate´gicas, bem
como a sua gesta˜o, fica em desvantagem em relac¸a˜o a`s outras
[2]. Ter o conhecimento de dados, tais como resgatar o que
a imprensa e as mı´dias sociais falam sobre a organizac¸a˜o,
permite a tomada de deciso˜es mais rapidamente, com mais
consisteˆncia, objetividade e precisa˜o. Esse conhecimento tem
contribuı´do para o surgimento de novos paradigmas de gesta˜o
empresarial e tem provocado grandes impactos sociais. Nesta
sociedade da informac¸a˜o, os consumidores passam a fazer
parte do funcionamento da empresa, na qual a qualidade dos
produtos e o atendimento aos clientes sa˜o de suma importaˆncia
para a sobreviveˆncia das organizac¸o˜es, que sa˜o dependentes
totais dos seus sistemas e tecnologias de informac¸a˜o [3].
Segundo [4], a informac¸a˜o proveniente de um texto pode
ser categorizada em dois tipos principais: fatos e opinio˜es. Um
fato e´ algo que aconteceu na realidade e que e´ de conhecimento
de todos. Uma opinia˜o e´ uma interpretac¸a˜o dos fatos, que varia
de autor para autor. [4] ainda define fatos como expresso˜es
objetivas e opinio˜es como expresso˜es subjetivas. Os fatos
na˜o podem ser alterados, uma vez que podem ser provados
por meio de documentos. As opinio˜es, por serem subjetivas,
divergem de acordo com o sentimento das pessoas que as
emitem.
Nas atividades comerciais, quando uma pessoa tem interesse
por um produto ou servic¸o e´ comum, para a tomada de
decisa˜o de adquirir ou na˜o o produto ou servic¸o, que ela
procure refereˆncias ou opinio˜es de outras pessoas. Isto na˜o
e´ verdadeiro apenas para uma pessoa, mas tambe´m para
organizac¸o˜es, uma vez que empresas que vendem produtos e
disponibilizam servic¸os tambe´m sa˜o motivadas a ter conheci-
mento das opinio˜es das pessoas, tendo que procurar formas de
analisar essas informac¸o˜es para conduzir ac¸o˜es de marketing e
tomada de decisa˜o. Dessa forma, opinio˜es dos consumidores
sa˜o importantes para o sucesso ou falha de um produto ou
servic¸o. Atualmente, os sites de compra e venda possuem uma
sec¸a˜o onde seus clientes podem deixar comenta´rios sobre o
produto anunciado.
Ale´m disso, com a evoluc¸a˜o da Web, o modo com que
as pessoas expressam suas opinio˜es tambe´m mudou. Existem
va´rios locais como fo´runs, grupos de discussa˜o, blogs, Redes
Sociais Online (RSO) e sites de compra e venda de produtos
onde as pessoas escrevem textos opinativos sobre produtos
e servic¸os, que ficam disponı´veis para as outras pessoas que
visitam esses locais em busca de opinio˜es para tomada de
decisa˜o, tornando esses locais uma grande fonte de informac¸a˜o
com va´rias aplicac¸o˜es pra´ticas [5]–[7].
Pesquisadores da a´rea de Processamento de Linguagem
Natural (PLN) teˆm buscado extrair informac¸o˜es u´teis de dados
na˜o estruturados, pois cerca de 95% das informac¸o˜es relevan-
tes sa˜o originadas de forma na˜o-estruturada, principalmente os
textos tais como e-mails, pesquisas, posts em redes sociais e
fo´runs, entre outros1. Todos os dias sa˜o criados 2,5 quintilho˜es
de bytes de dados, tanto que 90% dos dados do mundo hoje
foram criados apenas nos u´ltimos dois anos2. Essa grande
quantidade de dados faz com que a ana´lise manual se torne
uma tarefa impossı´vel, sendo necessa´ria a criac¸a˜o de me´todos
automa´ticos para analisar os dados [4].
A partir do advento dos sistemas computacionais, um dos
principais desejos das organizac¸o˜es tem sido o de armazenar
dados. Nos u´ltimos tempos, com o barateamento da estrutura
para armazenar uma maior quantidade de dados, essa tendeˆncia
ficou ainda mais evidente. A manipulac¸a˜o desses dados e´
tratada pela a´rea de minerac¸a˜o de dados (do ingleˆs: Data
Mining) [8]. A minerac¸a˜o de dados, segundo [9] e´ a explorac¸a˜o
e a ana´lise, por meio automa´tico ou semiautoma´tico, de uma
grande quantidade de dados, a fim de descobrir padro˜es e
regras significativos.
Um dos domı´nios existentes no e-commerce utilizado pela
minerac¸a˜o de dados e´ o de hote´is, onde de acordo com [10],
o planejamento e reserva de viagens se tornou um dos mais
importantes to´picos no come´rcio, principalmente devido a`s
reservas de hote´is. O site Booking.com e´ um dos sites mais
utilizados para este fim no Brasil, uma vez que pesquisa
realizada em 2014, o Booking.com foi escolhido o melhor site
de reserva de hote´is na avaliac¸a˜o de leitores3. O Booking.com
e´ um website de reserva de hote´is disponı´vel em 40 idiomas e
ativo em 226 paı´ses e territo´rios4. No Brasil, o Booking.com
tem 32.542 hote´is cadastrados5. De acordo com a pa´gina
inicial do site, apenas ho´spedes podem escrever avaliac¸o˜es. Em
um teste realizado em uma das pa´ginas do hotel, foi verificado
que realmente na˜o ha´ local para avaliac¸o˜es de usua´rios que na˜o
se hospedaram em algum hotel. Apenas no perfil do ho´spede
ha´ as opc¸o˜es de avaliac¸o˜es.
Como existe um grande nu´mero de comenta´rios publicados
pelos ho´spedes, as opinio˜es sa˜o classificadas normalmente
por estrela, pelas mais recentes ou mais relevantes, pore´m
nem sempre sa˜o as opinio˜es mais importantes ou u´teis para
um determinado usua´rio. Em alguns sites de hote´is, usua´rios
podem votar em comenta´rios que eles consideram u´teis ou
inu´teis quando esta˜o pesquisando sobre o hotel. Entretanto,
1Disponı´vel em http://www.clarabridge.com/nlp-natural-language-
processing/
2http://www.isaca.org/groups/professional-english/big-
data/groupdocuments/big data top ten v1.pdf
3Disponı´vel em http://www.melhoresdestinos.com.br/melhor-site-reservar-
hoteis.html
4Disponı´vel em http://www.booking.com/content/about.pt-br.html
5Disponı´vel em https://www.booking.com/country.pt-br.html. Dados de de-
zembro/2016
nem sempre apenas informac¸o˜es de polaridade do comenta´rio
sa˜o suficientes pois outros problemas podem acontecer, como
destacado por [11]: comenta´rios mais novos que ainda na˜o
foram votados sera˜o dificilmente lidos e votados. Assim,
disponibilizar os comenta´rios mais importantes, baseados na
descric¸a˜o textual, na riqueza do vocabula´rio e na qualidade do
autor e´ um fator que deve ser considerado. Dessa forma, novos
ho´spedes podem analisar um pequeno conjunto de comenta´rios
para a tomada de decisa˜o.
A. Objetivos
Com o objetivo de identificar os comenta´rios mais rele-
vantes, [1] propoˆs a abordagem TOP(X) para inferir os X
melhores comenta´rios sobre produtos ou servic¸os. A aborda-
gem TOP(X) utiliza um Sistema Fuzzy com treˆs varia´veis de
entrada: reputac¸a˜o do autor, extrac¸a˜o de tuplas <caracterı´stica,
palavra opinativa> e analisador de riqueza; e uma varia´vel
de saı´da: grau de importaˆncia do comenta´rio, representado
pela varia´vel k (ver Figura 1). Uma alternativa a abordagem
TOP(X) e´ substituir o Sistema Fuzzy por uma Rede Neural
Artificial, pois os conceitos da Lo´gica Fuzzy podem ser
utilizados em a´reas de aplicac¸a˜o das Redes Neurais Artificiais,
tais como classificac¸a˜o de padro˜es e otimizac¸a˜o de sistemas.
[12], [13].
Figura 1. Estrutura geral do Sistema Fuzzy por [1].
Assim, o objetivo principal deste trabalho consiste em
propor adaptac¸o˜es em duas varia´veis de entrada da abor-
dagem TOP(X), a saber: extrac¸a˜o de tuplas e analisador
de riqueza, denominadas, neste trabalho, de quantidade de
tuplas e riqueza do vocabula´rio. Ale´m disso, este trabalho
propo˜e abordagens utilizando Sistemas Fuzzy e Redes Neurais
Artificiais para fazer uma comparac¸a˜o por meio de medidas
estatı´sticas. Adaptac¸o˜es na varia´vel reputac¸a˜o do autor esta´
fora do escopo deste trabalho, pois elas tem sido exploradas
por outro pesquisador do grupo de pesquisa.
Sa˜o considerados objetivos especı´ficos deste trabalho:
• Criar um Co´rpus anotado manualmente, a fim de realizar
os testes com as abordagens propostas;
• Construir uma base de caracterı´sticas e propor novos
padro˜es linguı´sticos para extrair as tuplas <caracterı´stica,
palavra opinativa> no domı´nio de hote´is;
• Utilizar novas medidas de riqueza le´xica do texto para
aumentar a confiabilidade da varia´vel referente a` riqueza
do vocabula´rio;
• Modelar abordagens utilizando Sistemas Fuzzy e Redes
Neurais Artificiais a partir das adaptac¸o˜es propostas para
estimar o grau de importaˆncia de comenta´rios Web;
• Realizar experimentos com as abordagens propostas para
estimar o grau de importaˆncia dos comenta´rios a fim de
definir qual abordagem obte´m melhores resultados.
Vale mencionar que este trabalho faz parte de um projeto
maior que esta´ sendo desenvolvido no PPGCC-UFPI, que
realiza a extrac¸a˜o de caracterı´sticas de um produto em sites
de fabricantes, analisa os comenta´rios de usua´rios em sites de
compra, venda ou comparac¸a˜o de prec¸os de produtos e analisa
tambe´m as reclamac¸o˜es realizadas sobre o produto ou empresa
no site Reclame Aqui6.
B. Contribuic¸o˜es
• As adaptac¸o˜es no modelo com Sistema Fuzzy, as quais
teˆm como objetivo uma acura´cia maior na estimac¸a˜o
do grau de importaˆncia do comenta´rio. Ale´m disso,
essas adaptac¸o˜es englobam outras a´reas do conhecimento,
como por exemplo a utilizac¸a˜o de ı´ndices de medida do
vocabula´rio, usado na a´rea de Linguı´stica;
• A comparac¸a˜o entre os modelos computacionais, na qual
pode direcionar o objetivo de estimar o grau de im-
portaˆncia para outras linhas de pesquisa em inteligeˆncia
artificial;
• O Co´rpus7 anotado, o qual possibilita a outros pesqui-
sadores como base para trabalhos futuros ou replicac¸a˜o
deste trabalho.
Partes desta pesquisa foram publicados na comunidade
acadeˆmica em diferentes confereˆncias. Tais artigos sa˜o des-
critos a seguir:
• An Experimental Study based on Fuzzy Systems and
Artificial Neural Networks to Estimate the Importance
of Reviews about Product and Services [14]: Este traba-
lho apresenta a primeira versa˜o deste trabalho proposto,
sendo um estudo experimental baseado em abordagens
utilizando Sistema Fuzzy e Redes Neurais Artificiais. A
comparac¸a˜o entre as abordagens foi realizada tendo como
base o trabalho de [1] com uma abordagem utilizando
RNA com as mesmas varia´veis de entrada no mesmo
domı´nio de aplicac¸a˜o. Nesse trabalho, a abordagem com
Sistema Fuzzy de [1] se mostrou superior na detecc¸a˜o dos
comenta´rios mais importantes. Vale ressaltar que na˜o foi
alterada a maneira como as varia´veis de entrada foram
obtidas, diferentemente do que esta´ sendo proposto neste
trabalho.
• Extrac¸a˜o de Me´tricas e Ana´lise de Sentimentos em Co-
menta´rios Web no Domı´nio de Hote´is [15]: Este trabalho
apresenta um proto´tipo de uma aplicac¸a˜o que sumariza
informac¸o˜es de um comenta´rio tais como o sentimento,
suas caracterı´sticas encontradas e outras me´tricas de
6http://www.reclameaqui.com.br/
7Foi utilizada esta nomenclatura para indicar a colec¸a˜o de documentos
(comenta´rios), que indicara´ os termos corpus e corpora usados por outros
pesquisadores.
ana´lise. A metodologia desse trabalho foi a versa˜o preli-
minar das adaptac¸o˜es realizadas na varia´vel quantidade de
tuplas proposta neste trabalho. Em relac¸a˜o aos resultados,
a aplicac¸a˜o teve precisa˜o de comenta´rios com polaridade
negativa e cobertura de comenta´rios positivos em 84.93%
e 94.33% respectivamente.
• Evaluating the Importance of Web Comments Through
Metrics Extraction and Opinion Mining [16]: Este traba-
lho apresenta uma parte da segunda versa˜o do trabalho
proposto neste trabalho, especificando a abordagem com
Sistema Fuzzy ja´ com as adaptac¸o˜es nas varia´veis refe-
rentes a` quantidade de tuplas e uma versa˜o inicial da
adaptac¸a˜o na varia´vel referente a` riqueza do vocabula´rio,
utilizando mais dois ı´ndices de riqueza le´xica: CTTR
[17] e Maas, se juntando a` corretude do comenta´rio.
Ao executar a abordagem com Sistema Fuzzy proposta
nesse trabalho, foram obtidos resultados que chegaram a
50% na medida-F na detecc¸a˜o dos comenta´rios positivos
e negativos.
C. Organizac¸a˜o
O restante do artigo esta´ organizado como: A Sec¸a˜o II sa˜o
apresentadas as a´reas de pesquisa deste trabalho. Na Sec¸a˜o
III e´ apresentada uma revisa˜o da literatura englobando os
principais trabalhos da a´rea. A Sec¸a˜o IV descreve o deta-
lhamento das abordagens com os modelos computacionais
baseados em Sistemas Fuzzy e Redes Neurais Artificiais, ale´m
das adaptac¸o˜es propostas nas varia´veis referentes a` quantidade
de tuplas e riqueza do vocabula´rio. Na Sec¸a˜o V sa˜o descritos
os experimentos realizados em cada uma das abordagens
propostas neste trabalho, detalhes de cada execuc¸a˜o e a
comparac¸a˜o entre as abordagens. Por fim, a Sec¸a˜o VI apresenta
as concluso˜es, limitac¸o˜es e os trabalhos futuros propostos para
continuac¸a˜o da pesquisa.
II. REFERENCIAL TEO´RICO
A. Minerac¸a˜o de Opinia˜o
De forma cientı´fica, [4] define uma opinia˜o como sendo
uma quı´ntupla (ei, aij , sijkl, hk, tl) onde:
• ei e´ o nome de uma entidade;
• aij e´ um aspecto de uma entidade;
• sijkl e´ o sentimento sobre um aspecto aij da entidade ei,
emitido pela pessoa hk no tempo tl;
• hk e´ o detentor da opinia˜o (opinion holder);
• tl e´ o instante no qual a opinia˜o foi expressada por hk.
Algumas observac¸o˜es para essa definic¸a˜o sa˜o importantes
[4]. Todos os componentes da quı´ntupla devem corresponder
um ao outro, por exemplo, o sentimento sijkl deve ser deter-
minado pelo detentor da opinia˜o hk sobre o aspecto aij da
entidade ei no instante tl, no qual qualquer incompatibilidade
torna-se um erro. Outra observac¸a˜o e´ que a definic¸a˜o cobre a
maioria das opinio˜es, mas na˜o todos os aspectos do significado
semaˆntico da opinia˜o, que pode ser complexo. O exemplo dado
e´ que a frase “Este carro e´ muito pequeno para uma pessoa
alta” na˜o diz que o carro e´ pequeno para todos, sendo que
“pessoa alta” e´ o contexto. Por fim, a definic¸a˜o dada e´ va´lida
para um tipo de opinia˜o chamada opinia˜o regular, diferente da
opinia˜o comparativa que necessita de uma definic¸a˜o diferente
[18].
A detecc¸a˜o do sentimento em um texto pode ocorrer em
diferentes granularidades, sendo que a decisa˜o do nı´vel de
ana´lise textual esta´ sujeita a seu contexto e aplicac¸a˜o. Essa
ana´lise, de acordo com [19], pode ser no nı´vel de: Documento,
Sentenc¸a e Entidade ou Aspeto. [19] ainda define os tipos de
opinio˜es como sendo: Regulares (Diretas ou Indiretas [20]) ou
Comparativas e Explı´citas ou Implı´citas.
B. Sistemas Fuzzy
A Teoria de Conjuntos Fuzzy [21] e os conceitos de Lo´gica
Fuzzy [22], [23] podem ser utilizados para traduzir, em ter-
mos matema´ticos, a informac¸a˜o imprecisa expressa por um
conjunto de regras linguı´sticas. Se um operador humano for
capaz de articular sua estrate´gia de ac¸a˜o como um conjunto de
regras da forma <se, enta˜o> um algoritmo passı´vel de ser im-
plementado em computador pode ser construı´do. O resultado e´
um sistema de infereˆncia baseado em regras, no qual a Teoria
de Conjuntos Fuzzy e Lo´gica Fuzzy fornecem o ferramental
matema´tico para se lidar com tais regras linguı´sticas [12].
Os conceitos de conjuntos Fuzzy tem o objetivo de fornecer
um ferramental matema´tico para o tratamento de informac¸o˜es
de cara´ter impreciso ou vago. A Lo´gica Fuzzy, baseada nessa
teoria, foi inicialmente construı´da a partir dos conceitos ja´
estabelecidos da lo´gica cla´ssica. Os conjuntos Fuzzy sa˜o carac-
terizados por suas func¸o˜es de pertineˆncia. Consequentemente,
as propriedades dos conjuntos Fuzzy sa˜o definidas diretamente
das propriedades das func¸o˜es de pertineˆncia. Caracterı´sticas
geome´tricas dos conjuntos Fuzzy ajudam a visualizar e en-
fatizar similaridades e diferenc¸as entre conjuntos cla´ssicos
(conjuntos crisp) e conjuntos Fuzzy [24].
O conceito de pertineˆncia de um elemento a um conjunto
fica bem definido quando se tratam dos conjuntos cla´ssicos.
Dado um conjunto Λ em um universo U , os elementos deste
universo simplesmente pertencem ou na˜o pertencem a`quele
conjunto, o qual pode ser expresso pela func¸a˜o caracterı´stica
fΛ:
fΛ(u) =
{
1, se e somente se u ∈ Λ
0, se e somente se u /∈ Λ
O conjunto Fuzzy proposto por [21] tem uma caracterizac¸a˜o
mais ampla, generalizando a func¸a˜o caracterı´stica de forma
que ela possa assumir um nu´mero infinito de valores no
intervalo [0,1]. Dado um conjunto Fuzzy Λ no universo U
e´ definido por uma func¸a˜o de pertineˆncia µΛ(u) = U → [0, 1]
e representado por um conjunto de pares ordenados
Λ = {µΛ(u)/u} , u ∈ U
onde µΛ(u) indica o quanto u e´ compatı´vel com o conjunto
Λ. Um elemento pode pertencer a mais de um conjunto Fuzzy
com diferentes graus de pertineˆncia [12].
Sistemas Fuzzy sa˜o utilizados em va´rias a´reas de aplicac¸o˜es.
A infereˆncia Fuzzy e´ um processo de avaliac¸a˜o de entradas
(varia´veis) com o objetivo de obter concluso˜es utilizando-se
a teoria de conjuntos Fuzzy por meio de regras previamente
definidas e das entradas fornecidas. Um sistema de infereˆncia
conte´m treˆs esta´gios: i) fuzzificac¸a˜o; ii) processo de infereˆncia
Fuzzy; e iii) defuzzificac¸a˜o [25]. O modelo de um sistema de
infereˆncia Fuzzy e´ mostrado na Figura 2.
Figura 2. Modelo de Sistema de Infereˆncia Fuzzy [12]
Neste sistema, consideram-se entradas na˜o-Fuzzy, ou pre-
cisas, que sa˜o resultantes de medic¸o˜es ou observac¸o˜es (por
exemplo, um conjunto de dados), que e´ o caso da grande
maioria das aplicac¸o˜es pra´ticas. Em virtude disto, e´ necessa´rio
efetuar um mapeamento destes dados precisos para os conjun-
tos Fuzzy (de entrada) relevantes, o que e´ realizado no esta´gio
de fuzzificac¸a˜o.
As regras podem ser fornecidas por especialistas, em forma
de sentenc¸as linguı´sticas e se constituem em um aspecto
fundamental no desempenho de um sistema de infereˆncia
Fuzzy. Extrair regras de especialistas na forma de sentenc¸as
do tipo <se, enta˜o> pode na˜o ser uma tarefa fa´cil, por
mais conhecedores que eles sejam do problema em questa˜o.
Alternativamente ao uso de especialistas para a definic¸a˜o da
base de regras, existem me´todos de extrac¸a˜o de regras a partir
de dados nume´ricos. Esses me´todos sa˜o particularmente u´teis
em problemas de classificac¸a˜o e previsa˜o de se´ries temporais
[12].
No esta´gio de infereˆncia ocorrem as operac¸o˜es com con-
juntos Fuzzy propriamente ditas: combinac¸a˜o dos antecedentes
das regras, implicac¸a˜o e modus ponens generalizado. Os con-
juntos Fuzzy de entrada, relativos aos antecedentes das regras,
e os de saı´da, referentes ao consequente, podem ser definidos
previamente ou, alternativamente, gerados automaticamente a
partir dos dados.
Uma vez obtido o conjunto Fuzzy de saı´da por meio do
processo de infereˆncia, no esta´gio de defuzzificac¸a˜o e´ efetuada
uma interpretac¸a˜o dessa informac¸a˜o. Este trabalho e´ necessa´rio
pois geralmente sa˜o requeridas saı´das precisas nas aplicac¸o˜es
pra´ticas. Existem va´rios me´todos de defuzzificac¸a˜o na lite-
ratura. Dois dos me´todos mais empregados sa˜o a me´dia dos
ma´ximos [26] e o centro de a´rea. Neste u´ltimo me´todo, a saı´da
precisa e´ obtida tomando-se a me´dia entre os dois elementos
extremos do universo que correspondem aos maiores valores
da func¸a˜o de pertineˆncia do consequente. Com o centro de
a´rea, a saı´da e´ o valor do universo que divide a a´rea sob a
curva da func¸a˜o de pertineˆncia em duas partes iguais.
C. Redes Neurais Artificiais
Redes Neurais Artificiais sa˜o modelos computacionais ins-
pirados no sistema nervoso de seres vivos, sendo uma
tentativa de modelar as capacidades de processamento de
informac¸a˜o dos sistemas nervosos [27]. Possuem a capaci-
dade de aquisic¸a˜o e manutenc¸a˜o do conhecimento (baseado
em informac¸o˜es) e podem ser definidas como um conjunto
de unidades de processamento, denominadas por neuroˆnios
artificiais, que sa˜o interligados por um grande nu´mero de
interconexo˜es, chamadas de sinapses artificiais, as quais sa˜o
representadas por vetores ou matrizes de pesos sina´pticos [28].
A estrutura das RNAs foi desenvolvida a partir de modelos
conhecidos de sistemas nervosos biolo´gicos e do pro´prio
ce´rebro humano. Os elementos computacionais ou unidades
processadoras, denominadas neuroˆnios artificiais, sa˜o modelos
simplificados dos neuroˆnios biolo´gicos, inspirados no trabalho
de [29]. Os neuroˆnios artificiais utilizados nos modelos de
RNAs na˜o-lineares fornecem saı´das tipicamente contı´nuas e
realizam func¸o˜es simples, como coletar os sinais existentes
em suas entradas, agrega´-los de acordo com sua func¸a˜o
operacional e produzir uma resposta, levando em considerac¸a˜o
sua func¸a˜o de ativac¸a˜o inerente.
O modelo proposto por [30] engloba as principais carac-
terı´sticas de uma rede neural biolo´gica, sendo o modelo mais
simples e o mais utilizado nas diferentes arquiteturas de RNAs.
A Figura 3 mostra o modelo de neuroˆnio artificial. O funciona-
mento de um neuroˆnio artificial comec¸a pela apresentac¸a˜o dos
sinais de entrada representados pelo conjunto {x1, x2, ..., xn}
que sa˜o ponderados por meio do conjunto de pesos sina´pticos
{w1, w2, ..., wn}. Depois e´ obtido o potencial de ativac¸a˜o µ
produzido pela soma ponderada dos sinais de entrada atrave´s
do combinador linear Σ, subtraindo-se ao limiar de ativac¸a˜o
θ. Com o potencial de ativac¸a˜o calculado, e´ aplicada a func¸a˜o
de ativac¸a˜o g(.) apropriada, tendo-se como objetivo limitar a
saı´da do neuroˆnio. Finalmente e´ convertida a saı´da y a partir
da aplicac¸a˜o da func¸a˜o de ativac¸a˜o neural em relac¸a˜o ao seu
potencial de ativac¸a˜o.
Figura 3. Neuroˆnio artificial [28]
Em [31] e´ mostrada matematicamente uma rede neural
artificial sendo uma tripla (Ω, γ, w) com dois conjuntos Ω, γ
e uma func¸a˜o w, onde Ω e´ o conjunto de neuroˆnios e γ e´
um conjunto {(i, j) | i, j ∈ N} cujo elementos sa˜o chamados
de conexo˜es entre o neuroˆnio i e o neuroˆnio j. A func¸a˜o
w : γ → R define os pesos sina´pticos, onde w((i, j)) e´ o
peso da conexa˜o entre o neuroˆnio i e o neuroˆnio j, o qual e´
reduzido para wij .
Uma RNA pode ser dividida em treˆs camadas: camada
de entrada, camadas escondidas (ou intermedia´rias, ocultas
ou invisı´veis) e camada de saı´da. A camada de entrada e´
responsa´vel pelo recebimento das informac¸o˜es externas. As
camadas escondidas sa˜o compostas por neuroˆnios que extraem
as caracterı´sticas associadas ao processo ou sistema inferido.
Quase todo o processamento interno da rede e´ realizado
nessas camadas. Por fim, a camada de saı´da e´ responsa´vel
pela produc¸a˜o e apresentac¸a˜o dos resultados finais da rede,
resultante dos processamentos efetuados pelos neuroˆnios das
camadas anteriores.
A arquitetura de uma RNA define a forma como os seus
diversos neuroˆnios esta˜o arranjados ou dispostos, uns em
relac¸a˜o aos outros. Elas podem ser de quatro tipos: feed-
forward de camada simples, feedforward de mu´ltiplas ca-
madas, recorrentes ou reticuladas. Entre os principais tipos
de redes tendo arquitetura feedforward de camada simples
esta˜o o Perceptron [32] e o Adaline [33], cujos algoritmos de
aprendizado utilizados em seus treinamentos sa˜o os baseados
na regra de Hebb [34] e na regra Delta [33]. Em relac¸a˜o a`s
redes com arquitetura feedforward de mu´ltiplas camadas, os
principais tipos de redes sa˜o o Perceptron multicamadas (do
ingleˆs: Multilayer Perceptron, MLP) e as redes de base radial
(do ingleˆs: Radial Basis Function, RBF) [35]. Ja´ as principais
redes com arquitetura recorrente sa˜o as redes de Hopfield
[36] e a rede Perceptron com realimentac¸a˜o. Por fim, a rede
de Kohonen [37] e´ a principal representante das redes com
arquitetura reticulada.
III. TRABALHOS RELACIONADOS
A minerac¸a˜o de opinia˜o consiste em treˆs etapas [38]: i)
identificar a opinia˜o; ii) analisar e classificar a opinia˜o; e iii)
sumarizar os resultados. Existem trabalhos que tratam apenas
de uma das partes separadamente e trabalhos que englobam
todas as partes em um u´nico mo´dulo. Este trabalho contempla
a etapa de identificac¸a˜o, mas podendo ser abrangido para
as outras etapas. A seguir sera˜o apresentados os trabalhos
referentes a cada uma das etapas citadas.
A. Identificac¸a˜o
Para identificar a opinia˜o, os trabalhos exploram: i) to´picos;
ii) conteu´do subjetivo; e iii) entidades ou aspectos. As princi-
pais dificuldades encontradas sa˜o a co-refereˆncia, resoluc¸a˜o
de pronomes, tratamento de negac¸a˜o e tratamento de iro-
nia/sarcasmo. As principais te´cnicas utilizadas para tentar
resolver as dificuldades citadas sa˜o o reconhecimento de
padro˜es sinta´ticos e n-gramas, eliminando os termos irrelevan-
tes. As ontologias podem ser usadas para definir caracterı´sticas
importantes e que devem ser consideradas para a ana´lise e
classificac¸a˜o.
Em um dos principais trabalhos da a´rea, Turney [39] define
cinco padro˜es linguı´sticos utilizados na extrac¸a˜o de frases con-
tendo adjetivos e verbos. Essas classes gramaticais demostram
ser bons indicadores de subjetividade e sentenc¸as avaliativas
para definir a classificac¸a˜o do sentimento [40]. Os padro˜es
linguı´sticos, para o ingleˆs, sa˜o mostrados na Tabela I. Uma
adaptac¸a˜o desses padro˜es foi feita para serem utilizados neste
trabalho, a qual sera´ explicada em detalhes na sec¸a˜o IV.
Tabela I
PADRO˜ES DE TURNEY [39]
Padra˜o 1o palavra 2a palavra 3a palavra
1 ADJ SUBST qualquer classe
2 ADV ADJ na˜o SUBST
3 ADJ ADJ na˜o SUBST
4 SUBST ADJ na˜o SUBST
5 ADV VERBO qualquer classe
O trabalho de Liu, Wu e Yao [41] propo˜e as treˆs partes
da minerac¸a˜o de opinia˜o e explora o quesito de entidade
e aspectos. Primeiro eles identificam todas as expresso˜es
relacionadas com o domı´nio para classificar em dois gru-
pos: caracterı´sticas e produtos. Os autores apresentam um
algoritmo para prever a dependeˆncia entre caracterı´sticas e
produtos, onde todas as opinio˜es sa˜o indexadas como uma
tripla <produto, caracterı´stica, qualidade> e em seguida as
tuplas sa˜o utilizadas para recuperar opinio˜es que “casam” com
os interesses dos usua´rios.
Ja´ Silva, Lima e Barros [42] apresentam o SAPair, um pro-
cesso de ana´lise de sentimento mais refinado, entrando no nı´vel
de caracterı´sticas. A proposta foi classificar a polaridade das
opinio˜es sobre cada caracterı´stica do objeto sendo monitorado,
por meio dos pares <caracterı´stica, palavra opinativa> , uma
vez que alguns adjetivos mudam de polaridade quando acom-
panham um certo substantivo, por exemplo, “pizza quente”
e “cerveja quente”, de cunho positivo e negativo, respecti-
vamente. Experimentos mostraram que o processo proposto
tem alta efica´cia, no qual supera outros me´todos existentes,
tal como a proposta de Turney [39].
B. Classificac¸a˜o
Com relac¸a˜o a` classificac¸a˜o, normalmente explora-se a
classificac¸a˜o bina´ria: positivo ou negativo. Classes adicionais
podem ser consideradas para aumentar o nı´vel de detalhes da
ana´lise, por exemplo: i) a classificac¸a˜o por estrelas, que pode
ir de 0 a 5; ii) por nota, que pode ir de 0 a 10; iii) valores
diversos, como separac¸a˜o do comenta´rio como excelente, bom,
regular e ruim. Quanto a`s dificuldades de classificac¸a˜o, se
destacam: uso de palavras de sentimento pode ser enganoso,
uso de ironia/sarcasmo em muitos domı´nios, opinia˜o pode
depender do observador e polaridade do comenta´rio nem
sempre e´ objeto de consenso, por exemplo, o consenso entre
avaliadores humanos gira em torno de 75% [43], [44].
As principais te´cnicas de classificac¸a˜o sa˜o: i) uso de le´xico
(diciona´rio) com palavras ou expresso˜es de sentimentos, por
exemplo, Sentilex-PT [45] e OpLexicon [46]; e ii) aprendi-
zagem de ma´quina, por exemplo, Ma´quinas de Vetores de
Suporte (do ingleˆs Support Vector Machine, SVM) [47], [48],
Sistemas Fuzzy [1], [49], [50] e Redes Neurais Artificiais [51],
[52].
Em relac¸a˜o a` orientac¸a˜o semaˆntica por meio de le´xico
de sentimentos, Kamps et al. [53] utilizaram as relac¸o˜es
semaˆnticas presentes na WordNet. Um grafo com os adjetivos
contidos na intersecc¸a˜o entre uma lista de termos e a WordNet
foi definido, adicionando um link entre dois adjetivos sempre
que a WordNet indicar uma relac¸a˜o de sinoˆnimos entre eles.
Ale´m disso, os autores definiram as palavras “good” e “bad”
como palavras de refereˆncia quando um termo e´ apresentado.
A orientac¸a˜o semaˆntica desse termo e´ calculada de acordo
com a sua distaˆncia relativa em comparac¸a˜o com as duas
palavras de refereˆncia. O termo e´ considerado positivo se
a distaˆncia relativa for um valor positivo e vice-versa. Esse
me´todo tornou possı´vel definir a orientac¸a˜o semaˆntica de
sinoˆnimos dos adjetivos.
Santos et al. [14] realizaram um estudo experimental que
envolvia a abordagem de Sousa [1] utilizando Sistemas Fuzzy
com uma abordagem similar, pore´m utilizando uma Rede Neu-
ral Artificial. Os mesmos experimentos definidos em Sousa
[1] foram realizados a fim de obter uma comparac¸a˜o justa
entre as abordagens. Uma RNA MLP com o algoritmo de
aprendizagem backpropagation [54] foi utilizada com sua
topologia definida atrave´s da validac¸a˜o cruzada. A mesma
amostra de comenta´rios foi utilizada no funcionamento da
RNA, gerando resultados inferiores ao da abordagem base.
Os resultados desse trabalho sugeriram outros experimentos,
resultando neste trabalho.
C. Sumarizac¸a˜o
Por fim, a etapa de sumarizac¸a˜o consiste em criar me´tricas e
suma´rios que quantificam a diversidade das opinio˜es a respeito
de um alvo em cada um dos nı´veis de ana´lise textual, tais como
documento, sentenc¸a e entidade ou aspecto especı´fico.
A nı´vel de entidade ou aspecto, Kurian e Asokan [55] propu-
seram um me´todo para a sumarizac¸a˜o de opinia˜o em domı´nios
de produtos para os quais os dados pre´-etiquetados na˜o esta˜o
disponı´veis. O me´todo proposto utiliza a classificac¸a˜o de
sentimentos entre domı´nios (do ingleˆs: Cross-Domain Senti-
ment Classification) para a criac¸a˜o de sumarizac¸o˜es gra´ficas
sensı´veis ao aspecto. A classificac¸a˜o de sentimentos entre
domı´nios utiliza as informac¸o˜es de sentimento obtidas de outro
domı´nio de produto para prever a classe de opinia˜o de opinia˜o
no domı´nio de destino, considerando o contexto em que a
palavra opinativa e´ usada. O me´todo de classificac¸a˜o de senti-
mentos entre domı´nios alcanc¸ou exatida˜o quando comparada
com a abordagem baseada na SentiWordNet [56]. Experieˆncias
conduzidas com diferentes domı´nios mostraram que quando
ha´ a considerac¸a˜o de domı´nios de origem semelhantes aos
domı´nios, o desempenho do me´todo melhora.
Com relac¸a˜o ao nı´vel de sentenc¸a, Kokelar et al. [57] mos-
traram um sistema de ana´lise de sentimentos e classificac¸a˜o
utilizando PLN, te´cnicas de aprendizagem de ma´quina e
uma abordagem baseada em diciona´rio onde a metodologia
proposta classifica o sentimento nas diferentes classes de
polaridade (positivo, negativo e neutro) apresentando uma
soluc¸a˜o via´vel para o modelo bag-of-words (BOW), onde os
autores conseguiram eliminar e modificar o deslocador de
polaridade de negac¸a˜o de um determinado texto. Por exemplo:
na frase “I don’t like this digital camera. Picture quality of
this camera is excellent. It is too expensive” (traduc¸a˜o livre:
“Eu na˜o gostei desta caˆmera digital. Qualidade da imagem
desta caˆmera e´ excelente. E´ muito caro”), os autores detectam
o deslocador de polaridade de negac¸a˜o com sendo “I don’t
like this digital camera” e quando ocorre a eliminac¸a˜o e
modificac¸a˜o desse deslocador, a sentenc¸a fica “I dislike this
digital camera”. A expressa˜o don’t e´ detectada como uma
mudanc¸a na orientac¸a˜o semaˆntica, assim sendo substituı´da por
um antoˆnimo referente a` palavra opinativa dislike.
Quando se trata de sumarizac¸a˜o de opinio˜es referentes a
hote´is, alguns trabalhos esta˜o presentes na literatura. Raut e
Londhe [58] usaram o me´todo de pontuac¸a˜o de frequeˆncia e
relevaˆncia de termos para representar as frases mais informa-
tivas na sumarizac¸a˜o. Ja´ Wang, Lu e Zhai [59] apresentaram a
Ana´lise de Classificac¸a˜o de Aspecto Latente (do ingleˆs: Latent
Aspect Rating Analysis, LARA), que visa analisar opinio˜es
expressas sobre uma entidade em um comenta´rio no nı´vel
de aspectos, permitindo a sumarizac¸a˜o da opinia˜o em sua
polaridade e o ranking de entidades com base na classificac¸a˜o
dos aspectos.
Um bom trabalho que trata da comparac¸a˜o de me´todos para
sumarizac¸o˜es em geral e´ apresentado por McNeill et al. [60]
e uma comparac¸a˜o de me´todos de sumarizac¸a˜o de opinio˜es e´
tratado por Condori e Pardo [61]. Outras pesquisas (surveys)
que conte´m minerac¸a˜o de opinia˜o e me´tricas para sumarizac¸a˜o
da informac¸a˜o sa˜o encontradas em [62] e [63].
IV. ABORDAGEM COM SISTEMA FUZZY E REDE NEURAL
ARTIFICIAL
Considerando que o objetivo principal deste trabalho e´
fazer adaptac¸o˜es em duas varia´veis de entrada da abordagem
TOP(X) proposta por [1], ale´m de propor uma comparac¸a˜o
entre abordagens que utilizam Sistema Fuzzy com abordagens
que utilizam RNA, neste Capı´tulo sa˜o apresentadas as aborda-
gens propostas. E´ importante destacar que uma nova versa˜o da
abordagem TOP(X) foi implementada, para que os etiquetado-
res, stemmers e diciona´rios fossem os mesmos nas abordagens
de refereˆncia, evitando, assim, erros decorrentes do uso de
diferentes ferramentas e recursos de PLN. Primeiramente e´
destacada a abordagem TOP(X), em seguida sa˜o destacadas
as adaptac¸o˜es nas varia´veis de entrada, quantidade de tuplas e
riqueza do vocabula´rio, implementadas nesta versa˜o e por fim
sa˜o discutidas as abordagens propostas neste trabalho.
A. Abordagem TOP(X) Original
[1] propoˆs uma abordagem para estimar o grau de im-
portaˆncia de comenta´rios sobre produtos e servic¸os de usua´rios
da Web. Para alcanc¸ar esse objetivo, ele propoˆs um sistema de
infereˆncia Fuzzy com treˆs entradas: reputac¸a˜o do autor, nu´mero
de tuplas <caracterı´stica, palavra opinativa> e corretude do
vocabula´rio, denominado analisador de riqueza e a saı´da do
sistema e´ o grau de importaˆncia do comenta´rio (ver Figura 1).
Essa abordagem sera´ denominada neste trabalho de aborda-
gem base.
Para uma comparac¸a˜o justa com as abordagens propostas
neste trabalho, foi necessa´rio implementar uma nova versa˜o da
abordagem TOP(X) que utilizou um outro etiquetador, outros
padro˜es linguı´sticos e outras func¸o˜es de pertineˆncia e base de
regras, a serem discutidas nas adaptac¸o˜es e abordagens durante
este capı´tulo. A ideia da abordagem continua a mesma, mas
era imprescindı´vel alterar os recursos para que a comparac¸a˜o
fosse feita sem erros decorrentes das ferramentas utilizadas.
B. Adaptac¸o˜es
As varia´veis utilizadas por [1] para compor a abordagem
TOP(X) foram: reputac¸a˜o do autor, quantidade de tuplas e
riqueza do vocabula´rio. O autor destaca que essas varia´veis
foram escolhidas de forma empı´rica e ele acredita que sejam
as principais varia´veis para definir a importaˆncia de um
comenta´rio postado na Web, pois um comenta´rio informativo
deve ser escrito em Portugueˆs correto, com grande cobertura
de caracterı´sticas do produto ou servic¸o e realizado por um
autor confia´vel.
A varia´vel reputac¸a˜o do autor e´ calculada pelo nu´mero de
comenta´rios que o autor realizou em todo o site. Sabe-se que
a maneira de calcular a reputac¸a˜o do autor na˜o e´ adequada
pois um usua´rio pode postar va´rios comenta´rios sem utilidade
com o objetivo de aumentar esse nu´mero e, assim, se tornar
um autor com boa reputac¸a˜o.
A varia´vel quantidade de tuplas e´ calculada a partir do
nu´mero de tuplas <caracterı´stica, palavra opinativa> encon-
tradas no texto. Uma rotina para a extrac¸a˜o de tuplas e´
executada utilizando reconhecimento de padro˜es linguı´sticos
que resulta na quantidade de caracterı´sticas e palavras opi-
nativas presentes no comenta´rio. Por fim, a varia´vel riqueza
do vocabula´rio e´ definida pelo percentual de palavras escritas
corretamente no comenta´rio.
Nesta Dissertac¸a˜o, a varia´vel reputac¸a˜o do autor e´ a quan-
tidade de comenta´rios que o usua´rio fez no site Booking.com.
Pore´m, e´ importante mencionar que um pesquisador do grupo
de pesquisa esta´ explorando novas medidas para definir a
reputac¸a˜o do autor. As adaptac¸o˜es para melhorias ocorreram
somente nas varia´veis referentes a` quantidade de tuplas e a`
riqueza do vocabula´rio e sa˜o discutidas nas subsec¸o˜es a seguir.
1) Adaptac¸o˜es na varia´vel quantidade de tuplas: [1] extrai
as tuplas <caracterı´stica, palavra opinativa> verificando a
estrutura frasal “sujeito + verbo de ligac¸a˜o + predicativo” no
qual o nu´cleo do sujeito define a caracterı´stica e a nu´cleo
do predicativo indica a palavra de qualidade. Ale´m disso, ele
utiliza padro˜es linguı´sticos pre´-definidos baseados nos padro˜es
de [39] para a extrac¸a˜o das tuplas por meio do reconhecimento
dos padro˜es linguı´sticos no domı´nio de smartphones.
As adaptac¸o˜es realizadas nesta varia´vel foram necessa´rias,
uma vez que o domı´nio de aplicac¸a˜o foi diferente. Assim, uma
ana´lise manual em um conjunto de comenta´rios foi realizada
por treˆs especialistas da a´rea de linguı´stica, os quais dois deles
sa˜o alunos de graduac¸a˜o e um aluno de mestrado do curso
de Letras-Portugueˆs da UFPI. Por meio da ana´lise manual
foi possı´vel identificar caracterı´sticas8, palavras opinativas,
adve´rbios e verbos importantes presentes nos comenta´rios.
Dessa forma, permitiu-se construir uma base contendo as
principais caracterı´sticas de hote´is.
Proveniente da ana´lise manual foram encontradas 51 ca-
racterı´sticas. Adicionalmente, o site Booking.com define 7
caracterı´sticas em cada pa´gina de hotel. Com o intuito de
aumentar o escopo da base de caracterı´sticas, foi utilizado o
ConceptNet [64] para coletar os sinoˆnimos das caracterı´sticas
previamente encontradas. Nele foram encontradas mais 28
caracterı´sticas. Uma filtragem manual foi realizada a fim de
eliminar as caracterı´sticas que continham o mesmo stemming9,
finalizando a base de caracterı´sticas com 81 palavras. Esta base
de caracterı´sticas esta´ livremente disponı´vel para utilizac¸a˜o10.
A construc¸a˜o da base de caracterı´sticas permitiu que no
processo de etiquetagem das palavras dos comenta´rios, as
caracterı´sticas detectadas fossem apenas aquelas que fazem
parte da base de caracterı´sticas criada. Este me´todo permitiu
maior controle das caracterı´sticas relacionadas a hotel e uma
melhor acura´cia nas tuplas que realmente descrevem aspectos
de hotel.
A ana´lise manual tambe´m contribuiu para a criac¸a˜o dos
padro˜es linguı´sticos utilizados neste trabalho. Ainda com
base nos padro˜es de [39], novos padro˜es linguı´sticos foram
propostos para a extrac¸a˜o das tuplas da abordagem. A Tabela II
mostra os padro˜es propostos.
O padra˜o 1 coleta as caracterı´sticas e palavras opinativas
presentes no comenta´rio, contendo ou na˜o adve´rbios antes do
adjetivo. Caso exista um verbo que ligue a caracterı´stica com
a palavra opinativa, o padra˜o 1 tambe´m reconhece a estrutura
“sujeito + verbo de ligac¸a˜o + predicativo”. “A localizac¸a˜o e´
maravilhosa” e “atendimento muito ra´pido” sa˜o exemplos de
detecc¸a˜o das tuplas pelo padra˜o 1.
O padra˜o 2 coleta as caracterı´sticas com uma ou mais
palavras opinativas relacionadas. O tratamento desse padra˜o
se da´ pelo nu´mero de adjetivos encontrados pro´ximos a` ca-
racterı´stica, levando em conta tambe´m os adve´rbios que esta˜o
pro´ximos aos adjetivos. Por exemplo, a sentenc¸a “o hotel e´
caro, desconforta´vel e mal localizado” gera treˆs tuplas: (hotel,
caro), (hotel, desconforta´vel) e (hotel, mal localizado). Esse
padra˜o permite uma maior cobertura das palavras opinativas
referentes a uma u´nica caracterı´stica. Vale ressaltar que o
padra˜o 2 tambe´m reconhece sentenc¸as nas quais as palavras
opinativas sa˜o ligadas a uma caracterı´stica por um verbo, como
por exemplo, “a piscina estava limpa e divertida”.
O padra˜o 3 por sua vez coleta as caracterı´sticas e suas
palavras opinativas quando aparecem em ordem inversa no co-
menta´rio. “Pe´ssimo atendimento”, “o´timo quarto” e “perfeita
localizac¸a˜o” sa˜o exemplos de captura do padra˜o 3.
O padra˜o 4 verifica se junto das caracterı´sticas se encontram
verbos e adve´rbios. A identificac¸a˜o de verbos e´ importante
8Neste trabalho considera-se como caracterı´stica as entidades, aspectos e
seus atributos.
9Termo usado na linguı´stica para descrever o processo de reduc¸a˜o (flexio-
nado ou derivado) da palavra.
10Disponı´vel em https://goo.gl/SAe9Rr
pois segundo [65], eles tambe´m transmitem sentimentos que
podem ser explorados. Foi verificado na ana´lise manual que a
maioria das tuplas que sa˜o encontradas nesse padra˜o conte´m
inicialmente o adve´rbio “na˜o”. Por exemplo: “na˜o gostei dos
quartos” e “na˜o gostei da localizac¸a˜o”.
O padra˜o 5 contempla o caso do verbo vir antes do adve´rbio.
A maioria das tuplas identificadas por esse padra˜o tem o verbo
“gostar”, como em “gostei muito da comodidade” e “gostei
demais do atendimento”.
A cobertura dos padro˜es linguı´sticos propostos neste tra-
balho e´ mostrada na Tabela III. E´ importante ressaltar
que dos 9.909 comenta´rios presentes no Co´rpus anotado,
8.066 comenta´rios foram atingidos por pelo menos um dos
padro˜es linguı´sticos utilizados, cobrindo, portanto, 81,41%
dos comenta´rios. Ale´m disso, a maior ocorreˆncia dos padro˜es
linguı´sticos encontrados nos comenta´rios foi 22 vezes em
apenas um comenta´rio, enquanto a menor foi 0 vezes em 1.843
comenta´rios.
Verifica-se na Tabela III que o padra˜o 1 foi identificado
17.882 vezes, sendo maior que o somato´rio da ocorreˆncia
dos outros padro˜es, mostrando a estrutura “sujeito + verbo
de ligac¸a˜o + predicativo” geralmente identifica comenta´rios
opinativos.
A Tabela IV mostra quantos comenta´rios foram atingidos
por cada padra˜o. O padra˜o 1 foi o que mais atingiu co-
menta´rios do Co´rpus, com 77,2%, enquanto o padra˜o 5 foi
encontrado em apenas 1,9% dos comenta´rios presentes no
Co´rpus.
2) Adaptac¸o˜es na varia´vel riqueza de vocabula´rio: Sousa
[1] propoˆs que a varia´vel riqueza do vocabula´rio fosse de-
finida pela corretude do comenta´rio, ou seja, quanto mais
correto um comenta´rio fosse escrito, mais u´til seria a opinia˜o.
Nesta Dissertac¸a˜o, ale´m de considerarmos a corretude do
comenta´rio, e´ proposta a utilizac¸a˜o de mais treˆs varia´veis que
medem a riqueza le´xica do texto: o ı´ndice TTR (do ingleˆs:
type-token ratio) [66], o ı´ndice de Maas [67] e o ı´ndice MTLD
(do ingleˆs: Measure of Textual Lexical Diversity) [68].
[69] afirmam que a riqueza le´xica de um texto da´ uma
ideia do nu´mero de diferentes termos usados e a diversidade
do vocabula´rio. Ale´m disso, define treˆs classes de ı´ndices que
calculam a riqueza.
A primeira classe de ı´ndices e´ baseada na relac¸a˜o direta
entre o nu´mero de termos e de palavras. Nesta classe se
encontra o ı´ndice TTR e e´ definido pela Equac¸a˜o (1)
TTR =
t
n
(1)
onde t e´ o nu´mero de termos u´nicos e n e´ o nu´mero de
palavras.
A segunda classe de ı´ndices tem sido desenvolvida baseada
em logaritmos. A justificativa para tal e´ que a func¸a˜o cresce
de tal forma a se adaptar melhor ao comportamento da relac¸a˜o
existente entre os termos u´nicos e o nu´mero de palavras
no texto. Aqui se encontra o ı´ndice de Maas, definido pela
Equac¸a˜o (2)
Maas =
log n− log t
(log n)2
(2)
Tabela II
PADRO˜ES LINGUI´STICOS IDENTIFICADOS
1 (<SUBS> | <SUBS> <PREP> <SUBS> ) <ADV> ? <V> ? <ADV> ? <ADJ>
2 (<SUBS> | <SUBS> <PREP> <SUBS> ) <V> ? (<ADV> ? <ADJ> <,> )* <ADV> ? <ADJ> <CONJ> <ADV> ? <ADJ>
3 <ADJ> (<SUBS> | <SUBS> <PREP> <SUBS> )
4 <ADV> <V> <PREP> (<SUBS> | <SUBS> <PREP> <SUBS> )
5 <V> <ADV> <PREP> (<SUBS> | <SUBS> <PREP> <SUBS> )
Tabela III
OCORREˆNCIA DOS PADRO˜ES LINGUI´STICOS PROPOSTOS
Padra˜o Quantidade
1 17.882
2 491
3 6.057
4 263
5 242
Tabela IV
QUANTIDADE DE COMENTA´RIOS ATINGIDOS POR CADA PADRA˜O
Padra˜o Quantidade Taxa de cobertura
1 7.653 77,2%
2 432 4,3%
3 3.663 36,9%
4 236 2,3%
5 196 1,9%
onde, mais uma vez, t e´ o nu´mero de termos u´nicos e n e´ o
nu´mero de palavras.
Ainda existe uma terceira classe de ı´ndices, obtidos a
partir de ca´lculos mais complexos, onde se encontra o ı´ndice
MTLD. O ca´lculo do ı´ndice MTLD e´ realizado dividindo o
texto em segmentos e o ı´ndice TTR e´ calculado para cada
segmento. O tamanho de cada segmento s e´ varia´vel e depende
precisamente do valor do ı´ndice TTR, sendo o segmento
incrementado ate´ que o valor do ı´ndice TTR alcance 0,72.
Um exemplo de [70], considerando o texto “...of the people
by the people for the people...” , os valores do ı´ndice TTR
para cada palavra seriam: of (1,00) the (1,00) people (1,00) by
(1,00) the (0,80) people (0,667) for (0,714) the (0,625) people
(0,556). Quando o valor de TTR alcanc¸a 0,72, o contador de
segmentos incrementa em 1 e o valor do ı´ndice TTR e´ zerado.
Desta forma, seguindo o exemplo anterior, o ca´lculo do ı´ndice
MTLD e´ feito da seguinte maneira: of (1,00) the (1,00) people
(1,00) by (1,00) the (0,80) people (0,667) ‖ s = s + 1 ‖
for (1,00) the (1,00) people (1,00) ... e assim por diante.
Considera-se que um segmento e´ completo quando o ı´ndice
TTR da u´ltima palavra e´ 0,72 [70]. Quando o ı´ndice TTR
da u´ltima palavra e´ diferente de 0,72 considera-se calcular o
segmento parcial do texto (SP ), por meio da Equac¸a˜o (3) [71]
SP =
1− TTRlastword
1− 0, 72 (3)
onde TTRlastword e´ o valor do ı´ndice TTR na u´ltima pala-
vra do texto. Por exemplo, se o texto conte´m 4 segmentos
completos e o ı´ndice TTR da u´ltima palavra o texto e´ 0,887,
o segmento parcial seria 0,404 e ao final, a quantidade de
segmentos seria 4 + 0,404 = 4,404. A justificativa para este
ca´lculo adicional e´ que uma pequena sec¸a˜o do texto, em termos
de tokens, sempre tera´ o ı´ndice TTR alto, o que causaria
inconstaˆncia na diversidade le´xica do texto por completo. Ao
final do texto, sa˜o contados em quantos segmentos foram
divididos o texto e o valor do ı´ndice MTLD e´ calculado pela
Equac¸a˜o (4)
MTLD =
n
s+ SP
(4)
onde n e´ o tamanho do texto em nu´mero de palavras, s e´
o nu´mero de segmentos completos e SP e´ a quantidade de
segmentos parciais. Uma nova execuc¸a˜o do ı´ndice MTLD e´
feita com o texto sendo processado de forma inversa. A me´dia
dos dois valores e´ o valor final do ı´ndice MTLD [70].
Em relac¸a˜o ao tamanho do texto, [69] comprovaram que
os ı´ndices pertencentes a` primeira classe sa˜o sensı´veis ao
tamanho do texto enquanto os ı´ndices pertencentes a` segunda e
terceira classes na˜o sa˜o. Ale´m disso, o ı´ndice de Maas mostrou
ser o mais esta´vel em respeito ao tamanho do texto.
A utilizac¸a˜o dos ı´ndices e´ justificada pela sua capacidade de
detectar e quantificar as diferenc¸as na riqueza le´xica entre dife-
rentes comenta´rios. Quanto mais correto e rico de vocabula´rio
for o comenta´rio, mais importante ele se torna. Dessa forma,
para mapear a riqueza do vocabula´rio deve-se considerar as
quatro varia´veis descritas: i) a corretude; ii) a riqueza le´xica
medida pelo ı´ndice TTR; iii) a riqueza le´xica medida pelo
ı´ndice de Maas; e iv) a riqueza le´xica medida pelo ı´ndice
MTLD.
Para o ca´lculo da varia´vel de corretude das palavras do
comenta´rio, foi utilizado um diciona´rio de palavras retirado
da WordNet.BR contendo 250.196 palavras. O ca´lculo das
varia´veis referentes aos ı´ndices TTR, Maas e MTLD foi feito
obtendo os valores da quantidade de termos diferentes que sa˜o
expressos no comenta´rio e o nu´mero de palavras existentes no
comenta´rio por meio do me´todo de tokenizac¸a˜o e contagem
de palavras na biblioteca NLTK.
Pelo fato da adaptac¸a˜o da varia´vel riqueza do vocabula´rio
ser baseada na abordagem de [1], as quatro varia´veis propostas
neste trabalho para definir a riqueza do vocabula´rio devem ser
convertidas em apenas um valor de entrada. A justificativa para
tal vem de [1] que em seu trabalho comenta que na˜o pode-
riam ser criadas muitas varia´veis linguı´sticas, pois ajudaria a
aumentar a quantidade de regras do Sistema Fuzzy.
A soluc¸a˜o proposta foi a implementac¸a˜o de uma RNA MLP
que recebe como entrada as quatro varia´veis descrita nesta
sec¸a˜o e retorna como saı´da um valor real entre 0 e 3 que
definem o qua˜o bom e´ a riqueza do vocabula´rio do comenta´rio
analisado. A RNA e´ ilustrada na Figura 4.
Figura 4. Topologia: RNA riqueza do vocabula´rio
A topologia da RNA foi definida por meio do software
SPSS [72]. A RNA conte´m quatro entradas, cinco neuroˆnios
na camada escondida e um neuroˆnio na camada de saı´da.
A func¸a˜o de ativac¸a˜o utilizada na camada escondida foi a
tangente hiperbo´lica e na camada de saı´da foi a softmax. A
func¸a˜o do erro utilizada foi a entropia cruzada (cross-entropy)
[73].
Para a realizac¸a˜o do treinamento e teste foram considerados
370 comenta´rios que foram manualmente classificados como
Ruim (RM), Me´dio (MD), Bom (BM) e Excelente (EXC) com
refereˆncia aos valores de corretude, TTR, Maas e MTLD.
Estes comenta´rios foram utilizados no treinamento da rede,
considerando os valores 0, 1, 2 e 3 para as classes Ruim,
Me´dio, Bom e Excelente, respectivamente. A matriz de con-
fusa˜o relacionada ao treinamento da rede e´ mostrada na Tabela
V. A porcentagem de acertos das probabilidades nas classes
realizada na fase de testes da Rede Neural Artificial proposta
para a varia´vel riqueza do vocabula´rio foi de 82,5%.
Tabela V
MATRIZ DE CONFUSA˜O: RNA RIQUEZA DO VOCABULA´RIO
Valor Real Valor Predito TotalEXC BM MD RM
EXC 53 12 1 0 66
BM 11 85 25 0 121
MD 0 23 140 1 164
RM 0 0 15 4 19
Total 64 120 181 5 370
Por fim, destaca-se que o resultado da RNA serve como
entrada para a abordagem utilizando Sistema Fuzzy a ser
explicada na Sec¸a˜o IV-C e como base para a abordagem
utilizando RNA a ser discutida na Sec¸a˜o IV-D.
C. Abordagem com Sistema Fuzzy
Levando em conta as treˆs varia´veis de entrada propostas
por [1] e as adaptac¸o˜es propostas em duas delas, quantidade
de tuplas e riqueza do vocabula´rio, discutidas nas sec¸o˜es IV-B1
e IV-B2, o esquema geral da abordagem com Sistema Fuzzy
e´ apresentado na Figura 5.
A abordagem utiliza o modelo de infereˆncia de Mandami
[26]. A utilizac¸a˜o desse modelo e´ justificada pelo fato do uso
de varia´veis linguı´sticas tanto nas entradas quanto na saı´da do
sistema de infereˆncia, o que torna o processo de modelagem
do sistema mais intuitivo [1].
Como explicado na Sec¸a˜o II-B, o sistema de infereˆncia
Fuzzy conte´m treˆs etapas: fuzzificac¸a˜o, processo de infereˆncia
Fuzzy que se baseia na definic¸a˜o das regras e em suas
infereˆncias e defuzzificac¸a˜o. A primeira tarefa realizada foi a
definic¸a˜o dos valores linguı´sticos para cada uma das varia´veis
do sistema, tanto as varia´veis de entrada quanto a varia´vel de
saı´da. Os valores linguı´sticos de cada varia´vel sa˜o mostrados
na Tabela VI.
Tabela VI
VALORES LINGUI´STICOS DAS VARIA´VEIS DO SISTEMA DE INFEREˆNCIA
FUZZY
Varia´vel Valores Linguı´sticos
Reputac¸a˜o do Autor Baixo (BX), Me´dio (MD), Alto (AL)
Quantidade de Tuplas Baixo (BX), Me´dio (MD), Alto (AL)
Riqueza do Vocabula´rio Ruim (RM), Me´dio (MD), Bom (BM), Ex-celente (EXC)
Importaˆncia Insuficiente (ISF), Suficiente (SF) Bom(BM), Excelente (EXC)
Os valores linguı´sticos de todas as varia´veis foram base-
ados em [1]. Foi necessa´rio adaptar a varia´vel riqueza do
vocabula´rio pois, como explicado na Sec¸a˜o IV-B2, o valor
resultante prove´m de uma RNA que inclui quatro entradas e
retorna uma saı´da que esta´ entre 0 e 3, mapeando cada uma
das saı´das nume´ricas a uma varia´vel linguı´stica.
Na etapa de fuzzificac¸a˜o obte´m-se o grau de pertineˆncia com
que cada entrada pertence a cada conjunto Fuzzy. Cada uma
das entradas foi previamente limitada no universo de discurso
e associada a um grau de pertineˆncia em cada conjunto Fuzzy
por meio do conhecimento do especialista. A obtenc¸a˜o do grau
de pertineˆncia se da´ pela ana´lise das func¸o˜es de pertineˆncia en-
volvidas no sistema. As func¸o˜es de pertineˆncia da abordagem
proposta sa˜o mostradas na Figura 6: reputac¸a˜o do autor (Figura
6a), quantidade de tuplas (Figura 6b), riqueza do vocabula´rio
(Figura 6c) e da importaˆncia do comenta´rio (Figura 6d). E´
importante mencionar que estas func¸o˜es de pertineˆncia na˜o
sa˜o similares a`s func¸o˜es de pertineˆncia propostas por [1], pois
houveram alterac¸o˜es no comportamento da varia´vel riqueza
do vocabula´rio, fazendo com que as func¸o˜es de pertineˆncia
fossem revisadas.
A etapa referente ao processo de infereˆncia recebe as
entradas fuzzificadas e aplica-as de acordo com cada regra
contida na base de regras. A base de regras conte´m as regras
Fuzzy que representam o conhecimento do especialista ao
processo/sistema. A estrutura de uma regra e´: SE (ve1 = a) E
(ve2 = b) E (ve3 = c) ENTA˜O (vs = d), onde ve1, ve2 e ve3
sa˜o as varia´veis de entrada e vs e´ a varia´vel de saı´da. A base
de regras proposta para a abordagem com Sistema Fuzzy e´
Figura 5. Abordagem com Sistema Fuzzy
Figura 6. Func¸o˜es de pertineˆncia
mostrada na Tabela VII. Mais uma vez e´ va´lido ressaltar que
a base de regras e´ diferente da abordagem TOP(X) original
devido as adaptac¸o˜es na varia´vel riqueza de vocabula´rio, sendo
preciso assim uma revisa˜o.
Como exemplo de leitura das regras da Tabela VII, utiliza-se
os valores referentes a` intersecc¸a˜o da primeira linha, referente
ao autor e da primeira coluna, referente a` quantidade de tuplas
e riqueza do vocabula´rio. As entradas sa˜o: Autor = baixo (BX),
Quantidade de tuplas = baixo (BX) e Riqueza do vocabula´rio
= ruim (RM), resultando na saı´da Importaˆncia = insuficiente
(ISF).
A etapa final do sistema de infereˆncia Fuzzy e´ a
defuzzificac¸a˜o. Para obter um valor nume´rico para a varia´vel
de saı´da importaˆncia do comenta´rio foi utilizado o me´todo cen-
tro de a´rea (centro de gravidade11 ou centro´ide). Este me´todo
encontra a me´dia aritme´tica entre os centros de gravidade dos
conjuntos Fuzzy aos quais o elemento pertence, ponderados
pelo grau de pertineˆncia. Este e´ o me´todo mais complexo e
portanto mais demorado, mas por outro lado e´ o me´todo mais
preciso [74]. Sua equac¸a˜o matema´tica e´ definida pela Equac¸a˜o
(5)
Y =
qc∑
i=1
µi · Yi
qc∑
i=1
µi
(5)
11Na maioria dos casos, o centro da a´rea esta´ na mesma posic¸a˜o do centro
de gravidade, enta˜o estes nomes frequentemente denotam o mesmo me´todo
[74].
Tabela VII
BASE DE REGRAS DO SISTEMA Fuzzy
Quantidade de Tuplas/Riqueza do Vocabula´rio
Autor BX/RM BX/MD BX/BM BX/EXC MD/RM MD/MD MD/BM MD/EXC AL/RM AL/MD AL/BM AL/EXC
BX ISF ISF ISF SF ISF SF SF BM SF SF BM BM
MD ISF ISF ISF SF SF SF BM BM SF SF BM EXC
AL SF SF SF BM SF BM BM EXC BM BM EXC EXC
onde Y e´ o valor nume´rico resultante, qc e´ a quantidade de
conjuntos Fuzzy a que o elemento pertence, µi e´ o grau de
pertineˆncia com que o elemento pertence ao i-e´simo conjunto
Fuzzy e Yi e´ o centro de gravidade do i-e´simo conjunto Fuzzy
a que o elemento pertence [75]. A execuc¸a˜o da abordagem foi
realizada na ferramenta Athena.
D. Abordagem com Rede Neural Artificial
No decorrer da sec¸a˜o II-C foram abordados os principais
pontos de uma Rede Neural Artificial. A escolha de uma RNA
se deu devido ao seu poder na resoluc¸a˜o de problemas que
envolvem classificac¸a˜o de padro˜es. A definic¸a˜o da abordagem
se deu por treˆs etapas: i) definic¸a˜o da arquitetura da RNA; ii)
definic¸a˜o da topologia da RNA; e iii) treinamento e teste da
RNA.
Na etapa de definic¸a˜o da arquitetura da RNA foram estuda-
dos dois tipos de redes que resolvem problemas envolvendo
classificac¸a˜o de padro˜es: Perceptron Multi-camadas (MLP)
utilizando o algoritmo de treinamento backpropagation e Re-
des de Base Radial (RBF).
No treinamento das redes MLP com backpropagation, duas
fases sa˜o observadas: a “propagac¸a˜o adiante” (forward) na
qual os sinais de entrada de uma amostra sa˜o propagados
camada a camada ate´ a produc¸a˜o das respectivas saı´das,
levando-se em considerac¸a˜o apenas os valores atuais de pesos
sina´pticos e limiares, calculando o erro a partir das respostas
desejadas e a “propagac¸a˜o reversa” (backward), que leva
em considerac¸a˜o esse erro e ocorre a atualizac¸a˜o dos pesos
sina´pticos iniciando da saı´da ate´ a camada de entrada. As
aplicac¸o˜es sucessivas das fases forward e backward fazem com
que os pesos sina´pticos e limiares dos neuroˆnios se ajustem
automaticamente em cada iterac¸a˜o, implicando na gradativa
diminuic¸a˜o do erro produzido pelas respostas da rede.
Ja´ o treinamento das redes RBF, diferentemente das redes
MLP, e´ constituı´da de dois esta´gios bem distintos entre si. O
primeiro esta´gio e´ associado com o ajuste dos pesos na u´nica12
camada escondida existente na rede, adotando um me´todo de
aprendizagem auto-organizado, ou seja, na˜o-supervisionado,
dependente apenas das caracterı´sticas dos dados de entrada.
Neste primeiro esta´gio, a func¸a˜o de ativac¸a˜o e´ composta por
func¸o˜es de base radial como as gaussianas. Apenas quando
e´ finalizado o primeiro esta´gio de treinamento inicia-se o
segundo esta´gio, que utiliza o mesmo me´todo de aprendizagem
supervisionado na camada de saı´da da rede utilizado nas redes
MLP. E´ importante destacar que na˜o ha´ o backpropagation da
12E´ comum associar a rede RBF a uma rede com uma camada escondida,
embora redes RBF com mais de uma camada escondida tenham sido propostas
[76], [77]
rede inteira, apenas dos neuroˆnios da camada de saı´da das
redes RBF [28], [31], [78].
Apesar da aplicabilidade de ambas as arquiteturas para
resolverem o problema em questa˜o desta Dissertac¸a˜o –
classificac¸a˜o dos comenta´rios em graus de importaˆncia, uma
rede RBF pode requerer mais neuroˆnios em sua camada
intermedia´ria quando comparada com as redes MLP [28]. Por
outro lado, o treinamento das redes RBF geralmente e´ mais
ra´pido que o treinamento das redes MLP [79].
Foram considerados 370 comenta´rios, classificados manual-
mente em Excelentes, Bons, Suficientes e Insuficientes. Esta
foi a analogia referente ao Sistema Fuzzy, uma vez que
as varia´veis linguı´sticas da abordagem com Sistema Fuzzy
proposta neste trabalho resultam nesta classificac¸a˜o e por este
motivo a saı´da da RNA deve seguir o mesmo padra˜o.
A pro´xima etapa consistiu em definir as topologias a serem
usadas. Ressalta-se que toda a tarefa de definic¸a˜o da arquite-
tura, topologia (quantidade de neuroˆnios na camada escondida,
func¸o˜es de ativac¸a˜o e func¸o˜es de erro) e execuc¸a˜o da RNA foi
realizada no software SPSS e de acordo com a documentac¸a˜o
do software, a definic¸a˜o da topologia referente a`s redes MLP
e´ feita baseada em um algoritmo que determina o “melhor”
nu´mero de neuroˆnios da camada escondida, definido por
Expert Architecture Selection13.
Basicamente, o algoritmo retira uma amostra aleato´ria de
todo o conjunto de dados (comenta´rios) e os divide em dois
subconjuntos: treinamento (70% dos dados) e teste (30%
dos dados) de tamanho NC = min(1000,memsize), onde
memsize e´ o tamanho do conjunto de dados armazenados
na memo´ria. O nu´mero de neuroˆnios da camada escondida
e´ definido por meio de testes de va´rias redes treinadas com
o conjunto de dados que atingem o erro de teste mı´nimo
definido pelo algoritmo. Este algoritmo e´ baseado na te´cnica
de validac¸a˜o cruzada [80], cujo propo´sito e´ avaliar a aptida˜o de
cada topologia candidata quando sa˜o aplicadas a um conjunto
de dados diferente do utilizado no ajuste dos seus paraˆmetros
internos.
A topologia da RNA com o tipo MLP e´ mostrada na
Figura 7 e consiste de seis varia´veis na camada de entrada,
seis neuroˆnios na camada escondida e um neuroˆnio na camada
de saı´da, representando cada classe referente a` importaˆncia
do comenta´rio. A func¸a˜o de ativac¸a˜o utilizada na camada
escondida foi a tangente hiperbo´lica e na camada de saı´da
usou-se a func¸a˜o softmax. A func¸a˜o do erro usada nesta
topologia foi a entropia cruzada (cross-entropy).
13Disponı´vel em https://www.ibm.com/support/knowledgecenter/SSLVMB 20.0.0/
com.ibm.spss.statistics.help/alg mlp architecture expert.htm
Figura 7. Topologia: RNA Multi-Layer Perceptron
A definic¸a˜o da topologia referente a`s redes RBF seguiu pra-
ticamente os mesmos procedimentos utilizados na definic¸a˜o da
topologia das redes MLP. O software SPSS usa um algoritmo
que determina o “melhor” nu´mero de neuroˆnios na camada
escondida da rede RBF, definido por Automatic Selection
of Number of Basis Functions14 e calcula automaticamente
os valores mı´nimo e ma´ximo de um intervalo definido pelo
usua´rio e encontra o melhor nu´mero de neuroˆnios dentro desse
intervalo.
A topologia da RNA com o tipo RBF e´ ilustrada na
Figura 8, e consiste de seis varia´veis na camada de entrada,
oito neuroˆnios na camada escondida e um neuroˆnio na camada
de saı´da. A func¸a˜o de ativac¸a˜o usada na camada escondida
foi a softmax e a func¸a˜o aplicada na camada de saı´da foi
a identidade. A justificativa por utilizar a func¸a˜o softmax na
camada escondida se da´ pelo fato do treinamento no primeiro
esta´gio usar apenas func¸o˜es de base radial, chamada neste caso
de func¸a˜o de base radial normalizada (do ingleˆs: normalized
radial basis function, NRBF) [81], [82], a qual utiliza a func¸a˜o
softmax [83]. A func¸a˜o do erro utilizada nesta topologia foi a
soma dos erros quadrados [84].
Vale ressaltar que as varia´veis que serviram de entrada para
ambas as topologias das RNAs tipo MLP e RBF foram: i)
reputac¸a˜o do autor; ii) quantidade de tuplas; iii) corretude
do comenta´rio; iv) ı´ndice TTR; v) ı´ndice Maas; e vi) ı´ndice
MTLD. Diferente do que proposto no Sistema Fuzzy explicado
na Sec¸a˜o IV-C, a abordagem utilizando RNA suporta muito
bem todas as varia´veis sendo consideradas juntas, facilitando
a ana´lise final e evitando que uma das entradas da RNA seja
uma outra RNA, assim como e´ uma das entradas do Sistema
Fuzzy proposto.
Finalmente, foi possı´vel verificar que a RNA com o tipo
RBF conte´m mais neuroˆnios na camada escondida que a RNA
com o tipo MLP (oito e seis, respectivamente), corroborando
14Disponı´vel em https://www.ibm.com/support/knowledgecenter/SSLVMB 20.0.0/
com.ibm.spss.statistics.help/alg rbf training autoselect numhiddenunits.htm
Figura 8. Topologia: Redes de Base Radial
com o que foi explicado durante este capı´tulo. No entanto,
o tempo de treinamento da topologia contendo as redes RBF
(0,495 segundos) foi um pouco mais lento que as redes MLP
(0,105 segundos). A porcentagem de acertos das probabilida-
des na fase de teste das redes RBF e redes MLP foram 70,3%
e 80%, respectivamente.
V. EXPERIMENTOS E DISCUSSO˜ES
Nesta sec¸a˜o sa˜o discutidos os resultados referentes a`s
abordagens propostas neste trabalho. Adicionalmente, sa˜o
analisados os modelos computacionais baseados em Redes
Neurais Artificiais tipo MLP e RBF, levando em considerac¸a˜o
a importaˆncia das varia´veis de entrada em relac¸a˜o a` saı´da
de cada uma das redes. Ao final, a comparac¸a˜o dos modelos
computacionais e´ realizada, junto com a abordagem base.
A. Resultados
Com o objetivo de comparar as abordagens, foi realizado
um experimento com o subco´rpus de importaˆncia. Para cada
comenta´rio, utilizou-se os mesmos me´todos para extrair as
informac¸o˜es das varia´veis de entrada de cada abordagem.
Os resultados sa˜o apresentados por meio de uma matriz de
confusa˜o, contendo o nu´mero de classificac¸o˜es corretas em
oposic¸a˜o a`s classificac¸o˜es preditas para cada classe, a saber:
Excelente (EXC), Bom (BM), Suficiente (SF) e Insuficiente
(ISF). Para avaliac¸a˜o dos modelos, calculou-se as medidas de
precisa˜o (P ), cobertura (R) e medida-F (F ) para cada classe,
bem como a taxa de erro. Calculou-se tambe´m a precisa˜o
total da abordagem, que representa a acura´cia do modelo.
E´ importante destacar que essas medidas sa˜o normalmente
usadas em avaliac¸a˜o de abordagens na a´rea de aprendizagem
de ma´quina [85].
A Tabela VIII mostra a matriz de confusa˜o para a abor-
dagem TOP(X) original, utilizada como base no processo de
comparac¸a˜o. As medidas de precisa˜o, cobertura, medida-F e
taxa de erro por classe sa˜o apresentadas na Tabela IX.
Tabela VIII
MATRIZ DE CONFUSA˜O: ABORDAGEM TOP(X) ORIGINAL
Valor Real Valor Predito TotalEXC BM SF ISF
EXC 16 2 2 0 20
BM 42 18 33 5 98
SF 9 26 58 30 123
ISF 2 1 23 103 129
Total 69 47 116 138 370
Tabela IX
MEDIDAS DE AVALIAC¸A˜O: ABORDAGEM TOP(X) ORIGINAL
Classe P R F Taxa de Erro
EXC 23,18% 80% 35,95% 20%
BM 38,29% 18,36% 24,82% 81,64%
SF 50% 47,15% 48,53% 52,85%
ISF 74,63% 79,84% 77,15% 20,16%
Destaca-se que a precisa˜o e´ calculada como a porcentagem
de exemplos corretamente classificados como positivos em
cada classe, por meio da fo´rmula
P =
TP
(TP + FP )
(6)
onde TP representa os comenta´rios classificados corretamente
(do ingleˆs: true positive) e FP representa os comenta´rios
classificados incorretamente (do ingleˆs: false positive). Por
exemplo, para a classe EXC, 16 comenta´rios foram classi-
ficados corretamente, mas 53 comenta´rios foram classifica-
dos incorretamente, sendo a precisa˜o igual a 16/(16+53) =
23,18%. Para a classe BM, 18 comenta´rios foram classificados
corretamente (TP), mas 29 comenta´rios foram classificados
incorretamente (FP), alcanc¸ando a precisa˜o igual a 18/(18+29)
= 38,29%.
A cobertura e´ obtida por meio da porcentagem de exemplos
corretamente classificados como positivos em relac¸a˜o ao total
de instaˆncias da classe do subco´rpus de importaˆncia, por meio
da fo´rmula
R =
TP
(TP + FN)
(7)
onde TP representa os comenta´rios classificados corretamente
e FN representa os comenta´rios classificados incorretamente
em relac¸a˜o a` ana´lise do subco´rpus de importaˆncia (do ingleˆs:
false negative). Por exemplo, para a classe EXC, a cobertura e´
igual a 16/(16+4) = 80%, pois 16 comenta´rios foram classifica-
dos corretamente (TP), mas 4 comenta´rios foram classificados
incorretamente (FN).
A medida-F e´ uma me´dia harmoˆnica entre precisa˜o e
cobertura derivada de [86]. O ca´lculo da medida-F e´ realizado
segundo a equac¸a˜o
F =
2 ∗ P ∗R
P +R
(8)
onde P representa o valor da precisa˜o e R representa o valor da
cobertura. Existem formas de ponderar os valores de precisa˜o
e cobertura de acordo com o objetivo do ca´lculo [87], mas
neste trabalho na˜o foi necessa´rio ponderar, pois o intuito da
utilizac¸a˜o da medida-F foi avaliar por completa a abordagem
em sua precisa˜o e cobertura em cada classe. No caso da classe
EXC, a medida-F e´ igual a 35,95% e para a classe BM a
medida-F e´ igual a 24,82%.
A taxa de erro e´ calculada como o nu´mero de comenta´rios
classificados de forma incorreta dividido pelo total de co-
menta´rios pertencentes a` classe. Por exemplo, para a classe
EXC, a taxa de erro e´ igual a 4/20 = 20%.
Por fim, a precisa˜o total da abordagem (acura´cia) e´ calcu-
lada como o nu´mero de exemplos classificados corretamente
em cada classe pelo total geral da amostra. No caso, tem-se
16+18+58+103 = 195 comenta´rios corretamente classificados.
Logo, a precisa˜o total da abordagem base e´ igual a 195/370
= 52,7%.
A Tabela X apresenta a matriz de confusa˜o para a aborda-
gem com Sistema Fuzzy e adaptac¸o˜es e a Tabela XI mostra as
medidas de precisa˜o, cobertura, medida-F e taxa de erro por
classe. A precisa˜o total da abordagem foi de 60,54%.
Tabela X
MATRIZ DE CONFUSA˜O: ABORDAGEM COM SISTEMA Fuzzy E ADAPTAC¸O˜ES
Valor Real Valor Predito TotalEXC BM SF ISF
EXC 13 5 2 0 20
BM 1 44 38 15 98
SF 0 11 56 56 123
ISF 0 1 17 111 129
Total 14 61 113 182 370
Tabela XI
MEDIDAS DE AVALIAC¸A˜O: ABORDAGEM COM SISTEMA Fuzzy E
ADAPTAC¸O˜ES
Classe P R F Taxa de Erro
EXC 92,8% 65% 76,4% 35%
BM 72,1% 44,8% 55,3% 55,2%
SF 49,5% 45,5% 47,4% 54,5%
ISF 60,9% 86% 71,3% 14%
A matriz de confusa˜o referente a` abordagem com RNA
tipo MLP e´ mostrada na Tabela XII e na Tabela XIII sa˜o
apresentadas as medidas de precisa˜o, cobertura, medida-F e
taxa de erro por cada classe. A precisa˜o total desta abordagem
em questa˜o foi de 71,08%.
Na Tabela XIV e´ apresentada a matriz de confusa˜o referente
a` abordagem com RNA tipo RBF, enquanto que as medidas
de precisa˜o, cobertura, medida-F e taxa de erro por classe sa˜o
mostradas na Tabela XV. Sua precisa˜o total foi de 64,32%.
B. Ana´lise dos Modelos RNA
Com relac¸a˜o a`s duas abordagens que utilizam RNA,
analisou-se a importaˆncia das varia´veis de entrada em relac¸a˜o
a` saı´da para descobrir quais caracterı´sticas de um comenta´rio
Figura 9. Func¸o˜es de pertineˆncia
Tabela XII
MATRIZ DE CONFUSA˜O: ABORDAGEM COM RNA TIPO MLP
Valor Real Valor Predito TotalEXC BM SF ISF
EXC 15 5 0 0 20
BM 7 67 23 1 98
SF 0 21 80 22 123
ISF 0 1 27 101 129
Total 22 94 130 124 370
Tabela XIII
MEDIDAS DE AVALIAC¸A˜O: ABORDAGEM COM RNA TIPO MLP
Classe P R F Taxa de Erro
EXC 68,1% 75% 71,4% 25%
BM 71,2% 68,3% 69,7% 31,7%
SF 61,5% 65% 63,2% 35%
ISF 81,4% 78,2% 79,8% 21,8%
Tabela XIV
MATRIZ DE CONFUSA˜O: ABORDAGEM COM RNA TIPO RBF
Valor Real Valor Predito TotalEXC BM SF ISF
EXC 14 5 0 1 20
BM 3 64 26 5 98
SF 1 26 59 37 123
ISF 0 2 26 101 129
Total 18 97 111 144 370
Tabela XV
MEDIDAS DE AVALIAC¸A˜O: ABORDAGEM COM RNA TIPO RBF
Classe P R F Taxa de Erro
EXC 77,7% 70% 73% 30%
BM 65,9% 65,3% 65,6% 34,7%
SF 53,1% 47,9% 50,4% 52,1%
ISF 70,1% 78,2% 73,9% 21,8%
afetam a percepc¸a˜o da utilidade dele, ou seja, quais das
entradas da RNA teˆm mais influeˆncia no resultado final. O
software SPSS, ao final da execuc¸a˜o do treinamento e teste das
RNAs, apresenta um relato´rio com a Ana´lise de Importaˆncia
da Varia´vel Independente (do ingleˆs: Independent Variable
Importance Analysis). Os gra´ficos para os modelos MLP e
RBF sa˜o mostrados nas Figuras 9a e 9b, respectivamente.
Esses resultados sa˜o obtidos a partir de uma ana´lise de
sensibilidade entre as varia´veis de entrada de cada abordagem
que investiga a forma como a variac¸a˜o na saı´da de um modelo
nume´rico pode ser atribuı´do a`s variac¸o˜es dos seus fatores de
entrada [88]. Observa-se nas figuras 9a e 9b que as varia´veis
mais importantes em ambas as abordagens sa˜o as referentes
a` quantidade de tuplas (patt) e reputac¸a˜o do autor (author).
Entende-se que as varia´veis referentes a` riqueza de vocabula´rio
sa˜o as que menos interferem no resultado final da importaˆncia
segundo o ca´lculo de sensibilidade, mais especificamente o
ı´ndice TTR (ttr), o qual tem mais dependeˆncia do tamanho
do texto (ver Sec¸a˜o IV-B2), portanto, justificada como a
entrada mais inconstante das quatro entradas de riqueza de
vocabula´rio.
Para dar mais robustez ao fato da importaˆncia das varia´veis
nas abordagens usando redes neurais artificiais propostas,
foram utilizadas te´cnicas de selec¸a˜o de caracterı´sticas, para se-
rem comparadas com a ana´lise de sensibilidade realizada pelo
software SPSS. Treˆs te´cnicas comumente usadas na literatura
e de fa´cil interpretac¸a˜o dos resultados foram utilizadas neste
trabalho: i) Selec¸a˜o Univariante (do ingleˆs: Univariate Selec-
tion) utilizando o teste qui-quadrado [89], [90]; ii) Eliminac¸a˜o
Recursiva de Caracterı´sticas (do ingleˆs: Recursive Feature
Elimination, RFE) [91]; e iii) Importaˆncia de caracterı´sticas
utilizando A´rvores de Decisa˜o Aleato´rias (ADA) (do ingleˆs:
Randomized Decision Trees).
Cada algoritmo recebeu como entrada os valores das
varia´veis de entrada e de saı´da de cada comenta´rio e retornou
como saı´da um ranking com as varia´veis que sa˜o mais
importantes de acordo com os paraˆmetros de cada te´cnica de
selec¸a˜o de caracterı´sticas. Esses rankings sa˜o mostrados na
Tabela XVI.
Tabela XVI
IMPORTAˆNCIA DAS VARIA´VEIS: POR TE´CNICAS DE SELEC¸A˜O DE
CARACTERI´STICAS
Selec¸a˜o Univariante RFE ADA
1. Tuplas 0,403 1. Tuplas TRUE 1. Tuplas 0,304
2. Autor 0,372 2. Autor TRUE 2. Autor 0,164
3. MTLD 0,208 3. Maas FALSE 3. Maas 0,143
4. Corretude 0,010 4. Corretude FALSE 4. MTLD 0,135
5. TTR 0,004 5. MTLD FALSE 5. Corretude 0,134
6. Maas 0,003 6. TTR FALSE 6. TTR 0,120
Os valores referentes a`s te´cnicas de Selec¸a˜o Univariante e
Importaˆncia de caracterı´sticas utilizando ADA sa˜o normali-
zados, ou seja, a soma dos valores resulta em 1. A te´cnica
RFE seleciona as c caracterı´sticas mais importantes e atribui
o valor booleano TRUE e atribui o valor booleano FALSE
para o restante. Como na˜o havia um ranking nume´rico para
definir qual e´ mais importante, o algoritmo foi executado seis
vezes, selecionando sempre o total de c − 1 caracterı´sticas.
Por exemplo, a primeira execuc¸a˜o da te´cnica RFE selecionou
as cinco mais importantes, na qual o ı´ndice TTR foi a u´nica
varia´vel que teve valor FALSE. A segunda execuc¸a˜o contou
com cinco caracterı´sticas e a te´cnica RFE selecionou as quatro
mais importantes, atribuindo o valor FALSE para a varia´vel
referente ao ı´ndice MTLD. As outras execuc¸o˜es seguiram o
mesmo esquema ate´ que as duas u´ltimas caracterı´sticas fossem
comparadas.
Percebe-se que em todas as te´cnicas de selec¸a˜o de ca-
racterı´sticas, as varia´veis referentes a` quantidade de tuplas
e reputac¸a˜o de autor foram consideradas importantes para
definir a importaˆncia dos comenta´rios. Por outro lado, ha´ uma
variac¸a˜o de qual varia´vel de riqueza de vocabula´rio e´ a menos
importante. O ı´ndice TTR e´ o menos importante em treˆs das
quatro ana´lises discutidas (incluindo a ana´lise feita pelo SPSS
por meio da ana´lise de sensibilidade).
C. Comparac¸a˜o dos Resultados
Apo´s os resultados das execuc¸o˜es das abordagens serem
apresentados por meio de suas matrizes de confusa˜o, foi
possı´vel realizar a comparac¸a˜o entre as abordagens propostas
neste trabalho. Como as abordagens que utilizam Sistema
Fuzzy e Redes Neurais Artificiais sa˜o parame´tricas [92], fez-se
uma comparac¸a˜o cuidadosamente planejada. As Sec¸o˜es IV-C
e IV-D especificam os paraˆmetros de cada abordagem.
Para facilitar a comparac¸a˜o, a Tabela XVII mostra as
preciso˜es totais (acura´cia) das quatro abordagens estudadas
neste trabalho. Verifica-se que a abordagem utilizando RNA
tipo MLP obteve melhor acura´cia geral em comparac¸a˜o com as
outras treˆs, com 71,08%, seguido pela abordagem usando RNA
tipo RBF com 64,32% e pela abordagem utilizando Sistema
Fuzzy com as adaptac¸o˜es. A pior acura´cia foi obtida pela
abordagem TOP(X) original, com apenas 52,7%.
Tabela XVII
PRECISA˜O TOTAL DE CADA ABORDAGEM
Abordagem Acura´cia
Original 52,7%
Sistema Fuzzy com adaptac¸o˜es 60,54%
RNA tipo MLP 71,08%
RNA tipo RBF 64,32%
Entretanto, avaliar a performance do modelo de classificac¸a˜o
apenas com a medida de acura´cia na˜o e´ plenamente aceito
pela comunidade, pois ela e´ considerada uma medida fraca
[93], ale´m de que, um modelo cujo objetivo e´ maximizar a
acura´cia pode aparentemente ter uma boa avaliac¸a˜o, pois pode
considerar as informac¸o˜es irrelevantes [94]. Por este motivo,
resolveu-se analisar as abordagens por meio de suas classes, ou
seja, pelos seus graus de importaˆncia com outras medidas de
avaliac¸a˜o. A primeira medida analisada e´ a medida-F, mostrada
na Tabela XVIII.
Tabela XVIII
MEDIDA-F POR CLASSE DE CADA ABORDAGEM
Classe Original Sistema Fuzzycom adaptac¸o˜es
RNA
tipo MLP
RNA
tipo RBF
EXC 35,95% 76,41% 71,4% 73%
BM 24,82% 55,3% 69,7% 65,6%
SF 48,53% 47,4% 63,2% 50,4%
ISF 77,15% 71,3% 79,8% 73,9%
Pode-se observar que com relac¸a˜o aos comenta´rios da
classe EXC (excelente), a abordagem com Sistema Fuzzy e
adaptac¸o˜es obteve melhor valor de medida-F com 76,41%,
enquanto a abordagem com RNA tipo MLP obteve melho-
res valores de medida-F nas classes restantes. E´ importante
ressaltar que a abordagem TOP(X) original obteve os piores
resultados em todas as classes, exceto na classe ISF, referente
aos comenta´rios insuficientes, no qual obteve medida-F de
77,15%, apenas atra´s da abordagem com RNA tipo MLP.
Uma outra medida de avaliac¸a˜o utilizada foi o Coeficiente
de Correlac¸a˜o de Matthews. Proposta por [95], e´ uma medida
que leva em conta os verdadeiros e falsos positivos e e´
considerada uma medida equilibrada que pode ser utilizada
mesmo se as classes sa˜o de tamanhos diferentes. O ca´lculo
do Coeficiente de Correlac¸a˜o de Matthews retorna um valor
entre -1 e +1, onde o coeficiente de +1 representa uma predic¸a˜o
perfeita, 0 representa uma predic¸a˜o aleato´ria me´dia e -1 uma
predic¸a˜o inversa. A equac¸a˜o que retorna o coeficiente e´
ϕ =
(TP × TN)− (FP × FN)√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(9)
onde o valor TN representa os comenta´rios corretamente clas-
sificados como na˜o sendo da classe analisada (do ingleˆs: true
negative). E´ a medida que e´ mais precisa para a comparac¸a˜o
das abordagens propostas neste trabalho, sendo geralmente
considerada como sendo uma das melhores me´tricas para se
medir a performance de um sistema [85], ale´m de o valor desta
me´trica possuir uma interpretac¸a˜o que indica o qua˜o pro´ximo
da perfeic¸a˜o o algoritmo se encontra. Os valores referentes a
cada classe sa˜o apresentados na Tabela XIX.
Tabela XIX
COEFICIENTE DE CORRELAC¸A˜O DE MATTHEWS POR CLASSE DE CADA
ABORDAGEM
Classe Original Sistema Fuzzycom adaptac¸o˜es
RNA
tipo MLP
RNA
tipo RBF
EXC 0,38 0,77 0,70 0,72
BM 0,10 0,46 0,59 0,53
SF 0,24 0,23 0,44 0,28
ISF 0,64 0,54 0,69 0,59
Assim como verificado nos resultados referentes a` medida-
F, os coeficientes de correlac¸a˜o por cada classe de cada
abordagem mostra que o Sistema Fuzzy com adaptac¸o˜es obteve
o melhor valor em relac¸a˜o a`s outras abordagens no que se
referencia aos comenta´rios da classe EXC. A abordagem com
RNA tipo MLP alcanc¸ou melhores coeficientes nas classes
restantes. Mais uma vez a abordagem original obteve piores
coeficientes na maioria das classes.
Por fim, uma ana´lise de performance das abordagens a
partir da orientac¸a˜o semaˆntica dos comenta´rios foi realizada.
A Tabela XX mostra a medida-F de cada classe, divididas
pela polaridade do comenta´rio: positivo, negativo ou neutro.
Ressalta-se que nessa ana´lise foram unidos os comenta´rios
considerados excelentes e bons em um u´nica classe pelo fato
de essas classes terem um pequeno nu´mero de comenta´rios
para uma ana´lise individual, sendo denominada Excelentes e
Bons (EXC+BM).
Verifica-se que em todos as classes de todas as polaridades
a abordagem utilizando o modelo computacional baseado em
RNA tipo MLP se comportou melhor, exceto na detecc¸a˜o
dos melhores comenta´rios na polaridade neutra. Ao focar
mais detalhadamente na classe EXC+BM, a classe onde se
encontram os comenta´rios mais importantes, a abordagem
RNA tipo MLP tem nu´meros de medida-F superiores a`s das
outras abordagens nas polaridades positiva e negativa, o que
permite interpretar que a abordagem em questa˜o e´ mais precisa
quando ha´ a definic¸a˜o de polaridade do comenta´rio.
A partir da ana´lise das treˆs medidas calculadas neste experi-
mento, a comparac¸a˜o das abordagens permite tirar as seguintes
interpretac¸o˜es:
Tabela XX
MEDIDA-F POR POLARIDADE DE CADA CLASSE DE CADA ABORDAGEM
Classe Original Sistema Fuzzycom adaptac¸o˜es
RNA
tipo MLP
RNA
tipo RBF
POSITIVOS
EXC+BM 25,2% 58,82% 71,60% 62,5%
SF 50% 41,37% 60% 50%
ISF 73,6% 72,97% 81,35% 76,4%
NEGATIVOS
EXC+BM 25,02% 50% 62,68% 50%
SF 52,17% 42,5% 70,21% 52,74%
ISF 84,74% 64,1% 86,23% 79,27%
NEUTROS
EXC+BM 25,9% 76,36% 74,19% 61,76%
SF 41,26% 52,63% 62,5% 37,4%
ISF 68,49% 72,97% 80% 74,28%
• As duas abordagens utilizando RNA obtiveram melhores
resultados na maioria das medidas, independente das
classes;
• Para ana´lise dos comenta´rios mais importantes, ou seja,
os comenta´rios considerados excelentes, a abordagem
com Sistema Fuzzy e adaptac¸o˜es obteve melhores re-
sultados;
• Para ana´lise dos comenta´rios positivos ou negativos
mais importantes, a abordagem com RNA MLP obteve
melhores resultados;
Portanto, em comparac¸a˜o de medidas estatı´sticas entre as
abordagens propostas neste trabalho, com todas as adaptac¸o˜es
e justificativas realizadas nos capı´tulos anteriores, pode-se ob-
servar que a abordagem que melhor identifica os comenta´rios
mais importantes de um Co´rpus de comenta´rios sobre hote´is e´
utilizando Sistema Fuzzy, enquanto a abordagem que melhor
identifica os comenta´rios mais importantes de um Co´rpus
de comenta´rios sobre hote´is anotado com sua orientac¸a˜o
semaˆntica (positivo ou negativo) e´ utilizando Redes Neurais
Artificiais MLP.
VI. CONCLUSO˜ES
De forma a automatizar a tarefa de analisar descric¸o˜es
textuais devido a` grande quantidade de comenta´rios na Web,
este trabalho teve como objetivo central comparar aborda-
gens para resolver o problema de estimac¸a˜o do grau de
importaˆncia utilizando modelos computacionais baseados em
Sistema Fuzzy e Redes Neurais Artificiais (RNA), tipos MLP
e RBF. Tais modelos computacionais sa˜o parame´tricos, o que
fez com que esta comparac¸a˜o entre eles fosse cuidadosamente
planejada e realizada.
A abordagem base para este trabalho foi proposta por [1].
Objetivos especı´ficos desta Dissertac¸a˜o tinham como propo´sito
adaptar duas das varia´veis de entrada da abordagem base:
quantidade de tuplas <caracterı´stica, palavra opinativa> e
riqueza do vocabula´rio.
A utilizac¸a˜o de uma base referente a`s caracterı´sticas de
hote´is e melhorias nos padro˜es linguı´sticos foram os pontos
chaves referentes a` varia´vel de entrada quantidade de tuplas.
Referente a` varia´vel de entrada riqueza do vocabula´rio, treˆs
novas me´tricas foram adicionadas: o ı´ndice TTR, ı´ndice Maas
e o ı´ndice MTLD. Esses ı´ndices sa˜o importantes para men-
surar a riqueza do vocabula´rio de textos, ponderando termos
pelas palavras existentes no comenta´rio. Sem esquecer da
corretude do comenta´rio, a adaptac¸a˜o proposta passou pela
implementac¸a˜o de uma RNA na qual as entradas seriam os
valores da corretude do comenta´rio, ı´ndice TTR, ı´ndice Maas
e o ı´ndice MTLD, na qual a saı´da mede o grau de riqueza do
vocabula´rio do comenta´rio, servindo como varia´vel de entrada
para a abordagem usando Sistema Fuzzy. As quatro varia´veis
tambe´m serviram como entrada para a abordagem utilizando
RNA.
Vale ressaltar que a varia´vel de entrada reputac¸a˜o do autor
na˜o foi explorada neste trabalho. A utilizac¸a˜o dessa varia´vel
e´ feita pelo nu´mero de comenta´rios realizados no site Bo-
oking.com. Destaca-se que o tratamento desta varia´vel esta´
sendo explorado por um aluno do grupo de pesquisa que
encontra-se atualmente cursando mestrado no PPGCC/UFPI.
Ale´m das adaptac¸o˜es das varia´veis de entrada, a aborda-
gem utilizando Sistema Fuzzy foi modificada para suprir as
adaptac¸o˜es das varia´veis de entrada. A base de regras e as
func¸o˜es de pertineˆncia foram ajustadas. Vale a ressalva que
um dos objetivos das adaptac¸o˜es nas varia´veis era exatamente
melhorar a performance do sistema proposto por [1], o qual
foi alcanc¸ado.
Em relac¸a˜o a` abordagem utilizando RNA, dois tipos foram
propostos por resolverem o problema de classificac¸a˜o de
padro˜es: MLP e RBF. Em todos os graus de importaˆncia, a
RNA MLP se comportou melhor com relac¸a˜o a`s medidas de
precisa˜o, cobertura e medida-F. Ale´m disso, foram analisadas
tambe´m quais das varia´veis de entrada das RNAs eram con-
sideradas mais importantes para definir o grau de importaˆncia
dos comenta´rios. Quantidade de tuplas e reputac¸a˜o do autor
foram as consideradas mais importantes em testes realizados
utilizando te´cnicas de selec¸a˜o de caracterı´sticas.
Por fim, foram comparadas as abordagens utilizando os
modelos computacionais inspirados em Sistemas Fuzzy e
Redes Neurais Artificiais apo´s o experimento. As matrizes
de confusa˜o geradas pelas execuc¸o˜es de ambas as abor-
dagens foram utilizadas para realizar uma comparac¸a˜o es-
tatı´stica de acura´cia, precisa˜o, cobertura, medida-F, eficieˆncia
e correlac¸a˜o. Interpretou-se que nas ana´lises dos comenta´rios
mais importantes (comenta´rios excelentes) a abordagem uti-
lizando Sistema Fuzzy obteve melhor performance, enquanto
para detectar os comenta´rios mais importantes quando defi-
nida a orientac¸a˜o semaˆntica de cada comenta´rio (positivo ou
negativo), a abordagem utilizando RNA MLP teve melhores
resultados.
Algumas limitac¸o˜es podem ser citadas, a saber: i) a difi-
culdade de construir um Co´rpus anotado passa pela falta de
padra˜o na escolha das classes dos comenta´rios (excelentes e
bons, por exemplo) pelos especialistas. Como alternativas, a
utilizac¸a˜o de exemplos de classificac¸a˜o tais como um conjunto
de regras para classificar o comenta´rio em tal classe e o uso da
Escala Likert [96]; e ii) o desempenho das ferramentas utiliza-
das no trabalho, como o etiquetador e os padro˜es linguı´sticos.
O primeiro pode ser visto em relac¸a˜o a`s caracterı´sticas que na˜o
foram corretamente devido a erros de escrita e palavras fora
do contexto formal, tal como o interneteˆs15 ou erros de grafia.
O segundo pode ser explicado pelo fato da detecc¸a˜o manual
de tais padro˜es linguı´sticos, nos quais nem todos os possı´veis
esta˜o listados, o que poderia ser feito automaticamente por
meio de me´todos existentes na literatura.
A. Trabalhos Futuros
Alguns trabalhos futuros sa˜o propostos apo´s o resultado
desta pesquisa. Eis:
• Executar as abordagens utilizando RNAs excluindo as
varia´veis menos importantes mostradas na ana´lise dos
modelos presentes nos resultados desta Dissertac¸a˜o;
• Realizar um estudo mais profundo na varia´vel de
Reputac¸a˜o do Autor e aplica´-las na abordagem proposta
neste trabalho com as adaptac¸o˜es;
• Definir outras me´tricas para o ca´lculo do grau de im-
portaˆncia do comenta´rio, como o tempo que o comenta´rio
foi realizado e o tamanho do texto;
• Propor uma nova abordagem utilizando Sistemas Neuro-
Fuzzy, a qual se integram os dois modelos computacio-
nais explorados neste trabalho, ale´m de outras te´cnicas
de aprendizagem de ma´quina;
• Estudar os erros de detecc¸a˜o nos comenta´rios, os quais
podem ser resolvidos por meio de construc¸a˜o de bases
de gı´rias, ironias e sarcasmos, baseados em normalizac¸a˜o
de textos [98];
• Construir uma ferramenta (aplicac¸a˜o) que receba co-
menta´rios do usua´rio e retorne os comenta´rios mais
importantes, de acordo com a escolha do usua´rio;
Finalmente, e´ importante ressaltar que este trabalho faz parte
de um projeto maior que objetiva analisar informac¸o˜es de
produtos e/ou servic¸os tomando base de treˆs fontes: sites de
fabricantes de produtos e/ou servic¸os, sites de vendas e o sites
de reclamac¸o˜es. Dessa forma, busca-se gerar um conhecimento
mais amplo ao avaliar o produto oferecido por uma empresa,
por meio da comparac¸a˜o entre opinio˜es comuns e opinio˜es
notadamente negativas. Destaca-se tambe´m que outros alunos
de mestrado do PPGCC/UFPI ja´ esta˜o realizando pesquisas
nas dimenso˜es de reputac¸a˜o do autor e em novos modelos
computacionais, como as Redes Neurais Convolucionais [99].
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