Experiments by Dickey et al. ͓Langmuir 22, 4315 ͑2006͔͒ and Leach et al. ͓Chaos 15, 047506 ͑2005͔͒ show that novel pillar shapes can be generated from electrohydrodynamic instabilities at the interfaces of thin polymer/polymer/air trilayer films. In this paper, we use linear stability analysis to investigate the effect of free charge and ac electric fields on the stability of trilayer systems. Our work is also motivated by our recent theoretical study ͓S. A. Roberts and S. Kumar, J. Fluid Mech. 631, 255 ͑2009͔͒ which demonstrates how ac electric fields can be used to increase control over the pillar formation process in thin liquid bilayer films. For perfect dielectric films, the effect of an ac electric field can be understood by considering an equivalent dc field. Leaky dielectric films yield pillar configurations that are drastically different from perfect dielectric films, and ac fields can be used to control the location of free charge within the trilayer system. This can alter the pillar instability modes and generate smaller diameter pillars when conductivities are mismatched. The results presented here may be of interest for the creation of complex topographical patterns on polymer coatings and in microelectronics.
I. INTRODUCTION
The creation of self-organized patterns on thin polymer films has received much recent attention from the scientific community due to the variety of uses such patterns may have in applications such as biomaterials, [1] [2] [3] [4] coatings, 5, 6 and plastic electronics. 7, 8 Patterns can be created in a variety of configurations, such as pillar arrays, hole arrays, lines, and rings. 9 Of particular interest in the above applications is the controlled creation of regular arrays of small-diameter pillars on polymer surfaces. 5 Electric fields provide a convenient method of creating these pillars. In the electric-field-induced pattern formation process, a thin layer of polymer is spin-coated onto a silicon substrate and then sandwiched beneath another substrate, known as the mask. This mask is supported an even distance above the polymer layer by spacers in order to maintain an air gap above the polymer surface. The system is then heated to above the polymer's glass transition temperature ͑T g ͒ by controlling the temperature of the mask and the substrate. An electric field is applied between the mask and the substrate, and the originally flat polymer surface deforms, leading to the creation of arrays of submicron to micron-sized pillars. This pattern formation process may take from seconds to days, depending on the system parameters, after which the temperature is quickly lowered to below T g , locking the patterns into place. Because of the key role that electric fields play in this process, it is often referred to as electrohydrodynamic ͑EHD͒ patterning.
The formation of periodic arrays of pillars from a thin, uniform polymer film was reported by Chou and co-workers, 10, 11 who postulated that internal charges create an internal electric field which serves as the driving force for pillar creation. Schäffer and co-workers 9, 12 applied an external electric field, finding that it enhances the instability and leads to the formation of more well-defined arrays of smaller pillars. Over the past decade, EHD patterning has been extensively studied both experimentally and theoretically. A recent review article by Wu and Russel 13 nicely summarizes much of this research. Past studies show that the smallest pillars are created when the air gap is filled with an immiscible liquid, the surface tension of the polymer/air or polymer/liquid interface is lowered, and when the polymer can be made conductive and of low viscosity. When the mask is uniform, it is often difficult to create patterns with long-range order; instead randomly packed arrays are created. Small-amplitude patterns can be placed on the mask, however, to nucleate well-ordered hexagonally close-packed patterns, along with other arrangements such as arrays of lines and concentric circles.
Most previous research has focused on creating arrays of simple pillars or holes in various arrangements. Of additional interest is the creation of multilayer pillars or pillars with complex internal and external structures. These can be created by applying the EHD patterning process to polymer trilayers consisting of two adjacent polymer layers, with an air gap between the polymers and the mask. Morariu et al. second, slower mode of the instability at the PMMA/PS interface leads to much smaller structures than the primary structure formed at the PS/air interface. Both uniform and patterned masks were used in these experiments, and the final structure was strongly influenced by the dewetting dynamics of the PMMA/silicon interface and the PS/PMMA interface. Later, Leach et al. 15 and Dickey et al. 16 performed similar experiments under a uniform mask and selectively etched away one of the polymer layers to create unique structures that look like hollow pillars or tabletops.
Many studies have been performed addressing the stability and dynamics of two-layer thin liquid films under van der Waals and capillary forces. [17] [18] [19] [20] [21] [22] [23] [24] [25] A theoretical study of EHD patterning of trilayers was attempted by Bandyopadhyay et al., 26 who used linear stability analysis to analyze trilayer systems comprised of two perfect dielectric polymer layers. In their paper, however, the authors erroneously defined the lower-layer pressure, invalidating a majority of their results. Later, Bandyopadhyay et al. 27 published a broader paper, using a corrected linear stability analysis along with one-and two-dimensional simulations based on the lubrication approximation, to study creation of complex pillar patterns in perfect dielectric liquid and elastic solid trilayers. They reported that different unstable modes of the two interfaces can be achieved ͑squeezing and bending modes͒, and that these modes can be switched by altering the dielectric permittivity. A recent extension addressed how an elastic layer may slip atop a viscous layer, affecting stability. 28 These theoretical works, 26, 27 however, have ignored the strong effect that interfacial charge accumulation has on the dynamics and stability of interfaces. This effect can be seen in bilayer ͑single-interface͒ systems, and is described by the leaky dielectric model. [29] [30] [31] [32] Additionally, we have recently shown 33 how ac electric fields can be used to alter pattern formation in bilayer systems. ͑See also Gambhire and Thaokar 34 for an analysis of ac fields outside of the thin-film regime.͒ In this work, we investigate the stability of trilayer systems comprised of two leaky dielectric layers under dc and ac electric fields. Both linear stability analysis and onedimensional ͑1D͒ nonlinear simulations based on the lubrication approximation are employed. In Sec. II we lay out the equations describing this system, and in Sec. III we examine the behavior of the base-state charge in several limiting cases. This lays the groundwork for understanding the results presented in Sec. IV for perfect dielectric systems and in Sec. V for leaky dielectric systems. Concluding remarks are made in Sec. VI.
II. PROBLEM FORMULATION
We consider two stratified liquid films atop a solid, impermeable, and conducting substrate of infinite horizontal extent. A similar substrate, referred to as the mask, is placed a distance above the top liquid film, leaving an air gap. This system is illustrated in Fig. 1 . In this work, we refer to this polymer/polymer/air configuration as a trilayer, consistent with the experimental studies of Leach et al. 15 and Dickey et al. 16 However, we would like to note that this configuration is sometimes referred to as a bilayer, due to the presence of only two polymer layers. 21, 26, 27, 35 The immiscible liquids ͑layers 1 and 2͒ are incompressible, Newtonian, and are described by the leaky dielectric model, 29, [36] [37] [38] and each layer has a constant viscosity i , density i , dielectric constant i , and conductivity i . Layer 3 is air, has a dielectric constant 3 = 1, and is assumed to be passive. The two free interfaces are characterized by interfacial tensions ⌫ i . Thermal effects are assumed to be negligible, but may influence system stability and dynamics through temperature-induced variations in viscosity or interfacial tension ͑e.g., as recently reported for laser-induced melting of thin metal films 39,40 ͒.
A. Governing equations
The electrostatics in all three layers ͑i =1-3͒ are governed by the Laplace equation for the electrostatic potential
where the electric field is given by E i =−١ i . This description requires six boundary conditions, two of which are given by maintaining a set potential at the bottom substrate, 1 = V͑t͒ at z = 0, and grounding the mask, 3 =0 at z = H. At each free interface, a tangential balance of the electrostatic potential leads to 1 = 2 at z = h a ͑x,t͒, ͑2͒
while the interfacial charge q j ͑x , t͒ is equal to the jump in the normal component of the electric field across each interface,
where 0 is the permittivity of free space. In Eqs. ͑4͒ and ͑5͒, the jump operator denotes subtraction of the quantity inside the operator evaluated in the layer below that interface from the same quantity evaluated above the interface, e.g., ʈ͑¯͒ i ʈ a = ͑¯͒ 2 − ͑¯͒ 1 and ʈ͑¯͒ i ʈ b = ͑¯͒ 3 − ͑¯͒ 2 . The normal vector n j is considered as the upward pointing vector at interface j, and t j is the associated tangent vector.
FIG. 1. Schematic of the problem geometry. Coordinates are set so that the x-direction is horizontal and the z-direction is vertical; z = 0 is located at the bottom substrate. The interface between layers 1 and 2 is located at z = h a ͑x , t͒ and the interface between layers 2 and 3 is located at z = h b ͑x , t͒. An electrostatic potential 1 = V͑t͒ is maintained at z =0.
This electrostatic formulation requires knowledge of the interface positions, which are determined by solving the creeping-flow equations in layers 1 and 2,
where v i is the velocity and T i is the total stress tensor. The total stress is given by the sum of the isotropic pressure, Newtonian viscous stress, and Maxwell stress tensors. The Maxwell stress tensor represents stress contributions due to the presence of the electric field, and is given by
where ␦ is the identity tensor. No-slip and no-penetration boundary conditions govern the velocity at the bottom substrate, v 1 =0 at z = 0. Continuity of velocity, ʈv i · n j ʈ j = 0 and ʈv i · t j ʈ j = 0, and stress conditions, ʈn j · T i · n j ʈ j = ⌫ j j and ʈn j · T i · t j ʈ j = 0, at each interface j complete the velocity descriptions. Here, j = ͓͑␦ − n j n j ͒ · ١͔ · n j is the curvature of interface j. Velocities in layer 3 are zero, as we ignore the hydrodynamics of air, and the pressure in the air is taken to be constant, p 3 = p atm . In order to specify the interface positions, the kinematic boundary condition must be written at each interface,
Additionally, the interfacial charge distribution is specified by an interfacial charge balance
All terms in Eqs. ͑9͒ and ͑10͒ are evaluated at each interface.
B. Scaling
The equations of Sec. II A are scaled as follows:
where the dimensionless variables are all denoted by overbars. In these equations, H is the distance between the mask and the substrate and the time scale is defined by the vertical velocity component, T = H / U. Balancing terms in the mass conservation equation ͑6͒ gives the horizontal velocity scale W = UL / H in terms of the vertical velocity scale, while balancing terms in the interfacial charge condition ͑4͒ gives the charge scale, Q = 0 / H. The pressure scale is obtained through a balance between pressure and electrical stress in the normal stress balance, P = 0 2 / H 2 . Inspection of the tangential component of the momentum balance equations ͑7͒ shows that a balance between the pressure and viscous stress terms in the lower fluid provides a vertical velocity scale,
This leads to a horizontal length scale by balancing surface tension and electrical stresses in the normal stress balance, L = ͓⌫ a H 3 / ͑ 0 2 ͔͒ 1/2 . In these scalings, the potential scale is determined by the maximum applied voltage, = max͓V͑t͔͒. All of these scalings are consistent with the lubrication approximation, which is applied in Sec. II C. For the remainder of this paper, the overbars will be dropped and all variables are dimensionless, unless otherwise noted.
These scalings yield a number of dimensionless groups that are important to this analysis. The initial heights of each interface, h a ϵ h a ͑x , t =0͒ and h b ϵ h b ͑x , t =0͒, and the dielectric constants of all three layers, i , provide five dimensionless parameters. The viscosity ratio ϵ 2 / 1 and interfacial tension ratio ␥ = ⌫ b / ⌫ a are additional two groups. The two dimensionless conductivities are defined as S i ϵ L i / ͑U 0 ͒. Finally, we define the dimensionless electrostatic potential at the bottom substrate as V͑t͒ =1+ac͓cos͑t͒ −1͔, which provides two additional parameters. The relative ac magnitude, ac, varies from ac= 0 for a dc potential to ac= 1 for a pure ac potential. The dimensionless frequency is defined as = ⍀T, where ⍀ is the dimensional frequency.
C. Evolution equations
The equations of Sec. II A are first nondimensionalized using the scalings of Sec. II B. Because the ratio of vertical to horizontal length scales in this system is very small, we apply the lubrication approximation. These equations are asymptotically expanded in terms of H / L, and only the leading-order terms are retained after suitable rescaling. These assumptions lead to a system of four nonlinear evolution equations, two for the interface heights from Eq. ͑9͒ and two for the interfacial charges from Eq. ͑10͒. Here, the vector r represents the four dependent variables that are functions of x, r = ͓h a ͑x , t͒ , h b ͑x , t͒ , q a ͑x , t͒ , q b ͑x , t͔͒, and "parameters" represents the dimensionless parameters discussed in Sec. II B. This derivation is extremely complicated and was carried out using the commercial software package MATHEMATICA, leading to quite complicated expressions for the f i .
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D. Base state and normal mode expansion
In the base state of the system, both interfaces are flat and located at their initial heights, v i = 0, and all variables are functions of the z-coordinate and time only. The evolution equations ͑14͒ and ͑15͒ can be simplified to a system of coupled ordinary differential equations ͑ODEs͒ with timedependent coefficients. These equations are analytically integrated using MATHEMATICA Analysis of these charge distributions for ac fields is complicated and will be discussed alongside the linear stability analysis results in Sec. V A. Discussion of the mean components of the charge distribution for dc electric fields is included in Sec. III A. Additionally, specific cases where the exponential terms do not quickly decay are discussed in Sec. III C.
A linear stability analysis is carried out by applying a normal mode expansion to the interfacial heights and charges,
where h j ͑t͒ and q j ͑t͒ are time-dependent perturbation variables which are small with respect to their base-state values and k is the wavenumber of the perturbation. These expressions are applied to Eqs. ͑12͒-͑15͒, and then linearized around the base-state values. The resulting expressions are algebraically simplified to arrive at the linearized evolution equations
In general, the expressions C ij are nonconstant with the form
, where the C ijm and D ijm in these expressions are constants that depend on the dimensionless parameters only. Each of these constants C ijm and D ijm takes approximately one-half of a page to print, so are omitted for brevity.
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III. ANALYSIS OF BASE-STATE CHARGE IN LIMITING CASES
In this section, we discuss the simplifications of the model presented in Sec. II. Each of these cases represents an important limit whose behavior is discussed later in the paper.
A. dc electrostatic potential
The limit of a dc electrostatic potential is achieved simply by setting ac= 0. In this case, all frequency terms will disappear from the resulting equations, yielding the dc limit. Under dc electric fields, the expressions for the base-state charge ͑18͒ and ͑19͒ become much simpler to analyze, as the time-dependent terms are absent. The resulting base-state charge is written,
clearly showing that there can be no charge accumulation at the bottom interface. The charge at the top interface can be easily calculated, as it only depends on the location of the top interface. The lack of a mean charge accumulation at the bottom interface can be understood by examining the governing equations and the base-state potential solutions. Boundary condition ͑4͒ clearly shows that there can only be charge accumulation if there is a jump in the normal component of the electric field across the interface. Solution of the governing equations and boundary conditions for the electrostatic potential ͑1͒-͑5͒ at the base-state conditions yield electrostatic potentials,
Examination of Eq. ͑26͒ shows that the potentials in both leaky dielectric layers are constant, yielding no electric field in either layer and therefore no jump in the electric field across the lower interface. At the upper interface, the potential in the air layer ͑layer 3͒ does support an electric field, allowing charge accumulation at that interface. This behavior of the electrostatic potential is consistent with previous studies of a single leaky dielectric layer below an air layer, where Pease and Russel 30 showed that the leaky dielectric layer supports no electric field, with the entire drop in the potential occurring in the air layer.
B. Low-conductivity leaky dielectric layers
In Sec. III A, we saw that no mean charge accumulates at the lower interface in the base state due to the lack of an electric field in the leaky dielectric layers. This argument, however, is purely a steady-state argument and does not address the transient nature of the charge accumulation process. Assuming that no charge has accumulated at the onset of application of a dc electric field, Fig. 2 shows the transient charge distribution as the system reaches steady state, as expressed by Eqs. ͑16͒ and ͑17͒. We see that even in the bottom layer, where the steady-state charge value is zero, charge initially accumulates at the same exponential rate as in the top layer, before declining back down to zero. This charge growth followed by decay is unique to trilayer systems, as there is always a finite steady-state charge at the interface in bilayer systems. This accumulation is brought on by the movement of charge in both layers to reach the steady-state value. The time at which the charge begins to decay is dependent on the conductivity of the system and is found to scale as ϳS i −1 , where S i = min͑S 1 , S 2 ͒ is the lower of the two conductivities. The value of the conductivity, however, does not affect the steady-state value of the charge, only the rate of charge transport.
It is important to note that this transient behavior happens at very short times and only when the conductivity is very low. Polymer melts have dimensionless conductivities S i Ͼ 10 3 , giving a charge transport time scale O͑10 −3 ͒, and the predicted growth rates of these systems yield time scales for pillar growth that are O͑10 4 ͒. Therefore, we expect the charge accumulation and dissipation at the bottom interface to happen much more quickly than the time over which the fluid interfaces deform and grow into pillars, so this transient behavior will not affect the applicability of linear stability analysis. It is important to note, however, that if a material with an extremely low conductivity is used, the interfacial charge accumulation may occur very slowly and could affect the growth characteristics of the interface.
C. Perfect dielectric layers
Whereas leaky dielectric materials have finite charge conductivity, perfect dielectric materials have no charge conductivity. If either of the two leaky dielectric layers in this model are instead replaced by a perfect dielectric material, the mean base-state charge analysis presented in Sec. III A changes drastically.
Perfect dielectric/leaky dielectric/air
Replacing the leaky dielectric material of the lower layer ͑layer 1͒ with a perfect dielectric material ͑by taking S 1 → 0͒ leads to a change in the behavior of the electrostatic potentials,
These potentials allow the presence of an electric field in both layers 1 and 3, because the derivative of the potential is nonzero, but layer 2 remains free of an electric field.
As an electric field exists next to each of the interfaces, there will be a jump in the normal component of the electric field across both interfaces, admitting a mean charge accumulation at each interface,
This mean charge accumulation at the lower interface is not obvious from the expression of the quasisteady-state basestate charge ͑18͒, as this mean charge originates from the exponential terms q a exp ͑t͒ that were neglected in the formation of Eq. ͑18͒. When the conductivity S 1 is set to zero, as in this case, some of the exponential terms that decayed to zero for two leaky dielectric layers do not decay and now contribute to the mean base-state charge. These additional terms appear in both the bottom and top interface expressions and contribute charge at each interface that is of equal magnitude but opposite in sign, as seen in Eq. ͑28͒, clearly showing that the charge originates only from layer 2. Of course, when ac fields are used, there are also transient terms involving sine and cosine terms. These do not contribute to the mean charge and are not shown here for brevity.
Leaky dielectric/perfect dielectric/air
Reversing the layer properties, we now consider a leaky dielectric material in layer 1 with a perfect dielectric layer above it ͑S 2 → 0͒. As the top interface no longer has a neighboring layer that can support charge transport, the charge evolution equation ͑15͒ must be removed ͑i.e., the interface can no longer accumulate charge͒. This leaves only charge transport at the bottom interface, which now behaves similarly to the interface in a leaky dielectric/perfect dielectric bilayer. The mean charge associated with the bottom interface is given by
. ͑29͒
Perfect dielectric/perfect dielectric/air
Finally, another important limit is one where both liquid layers are perfect dielectrics, and there is no free charge at all in the system. At first glance, it may appear that this limit is achieved simply by taking S 1 , S 2 → 0. However, in this limit the charge evolution equations ͑14͒ and ͑15͒ still admit a static charge on the interfaces. Therefore, in addition to taking S 1 , S 2 → 0, the interfacial charge must be set to zero, q a = q b = 0, and Eqs. ͑14͒ and ͑15͒ discarded. When this perfect dielectric limit is combined with that of a dc electric field ͑Sec. III A͒, the present model reduces to that of Bandyopadhyay et al.
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IV. PERFECT DIELECTRIC RESULTS
We begin our analysis by considering the linear stability of perfect dielectric liquids. As noted in Sec. III C, the charge evolution equations ͑23͒ and ͑24͒ are discarded, leaving only the linearized height evolution equations ͑21͒ and ͑22͒, which can be simplified to
where the C ijm and D ijm are constants defined earlier. 41 Because the applied potential defined in Sec. II B is timedependent ͕V͑t͒ =1+ac͓cos͑t͒ −1͔͖, the two coupled firstorder ODEs above contain nonconstant coefficients and cannot be solved analytically. Instead, Floquet theory must be utilized to perform the stability analysis.
We first expand the perturbation quantities in terms of Fourier series,
where n is the integer frequency multiplier, ␣ is the realvalued growth rate, and is the Floquet harmonic parameter, where = 0 represents a harmonic response and =1/ 2 a subharmonic response. If we then apply these expansions to Eqs. ͑30͒ and ͑31͒ and substitute in the expressions for V͑t͒, q a ͑t͒, and q b ͑t͒, we can simplify and collect terms of the same power of exp͑int͒. This yields the expressions
for integer values of n. The F ijm are constants which depend only on the dimensionless physical parameters. Now, we restrict the Floquet expansion to −N Յ n Յ N and truncate all terms with ͉m͉ Ͼ N. This leads to a 4N + 2-dimensional eigensystem Ax = x, where are the complex-valued eigenvalues = ␣ +i͑n + ͒. These equations were coded into FORTRAN and the eigensystem was solved using standard LAPACK routines. In all calculations, the Floquet parameter was always found to be zero, signifying a harmonic response. For these calculations, N was chosen to achieve sufficient resolution, with N ranging from 5 to 100. When the eigensystem is sufficiently resolved, two eigenvalues are purely real. Every other eigenvalue is complex, with a real part corresponding to one of the two purely real eigenvalues and an imaginary part that is an integer multiple of the frequency. Each of the two purely real eigenvalues corresponds to a unique instability mode, and the one with the largest value is chosen as the dominant growth rate reported in this paper.
In addition to calculating the growth rate as a function of the wavenumber and other physical parameters, the fastestgrowing growth rate ␣ max is defined as the maximum value of the growth rate for all wavenumbers. The wavenumber at which the growth rate is maximized is the fastest-growing wavenumber k max , which also defines the fastest-growing wavelength max . These expressions are used to predict the characteristic size and spacing of the growing pillars. Figure 3͑a͒ shows growth-rate curves for dc and ac electric fields using a representative set 27 of physical parameters. The growth-rate curve for the ac field is shifted to lower growth rates and wavenumbers, but remains relatively unchanged in all other aspects. This is similar to what we ob-served for perfect dielectrics in our previous work on bilayers. 33 Note that the presence of two maxima in the growth-rate curves is related to the presence of two instability modes. For the set of parameters used in Fig. 3͑a͒ , one of the modes is dominant at relatively low wavenumbers and gives rise to the left maximum, whereas the other becomes dominant at higher wavenumbers and gives rise to the right maximum. The dominant mode here is bending for all wavenumbers. The fastest-growing wavenumber for the range of ac between pure dc fields ͑ac= 0͒ and pure ac fields ͑ac= 1͒ is shown in Fig. 3͑b͒ . This plot exhibits a quadratic-like behavior similar to what is seen for the single-interface ͑bilayer͒ case. 33 While we are not able to obtain an analytical expression for this curve, the dependence on V͑t͒ in Eqs. ͑30͒ and ͑31͒ is only through its square. This leads us to conclude that an ac field primarily affects perfect dielectric materials through the mean square voltage, as was the case in bilayer systems. 33 Thus, the effect of an ac field can be understood by considering an effective dc field.
While we do not show the results here, the linear stability analysis was conducted for other sets of parameters using ac electric fields. Specifically, we calculated the effect of ac fields using the parameter values shown in Figs. 3 and 4 of Bandyopadhyay et al. 27 to see if ac fields would substantially change the behavior of the results shown there. All of the changes were simply shifts in the fastest-growing wavenumber and growth rate, which can be explained through the change in the mean square voltage. Additionally, 1D and two-dimensional nonlinear simulations were conducted using the methods described in Sec. V B but for perfect dielectric materials. ac fields do not appear to introduce any qualitatively new phenomena such as changes to pattern symmetry. The results can be rationalized through consideration of the mean square voltage and what is known about the effect of ac fields on bilayer systems.
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V. LEAKY DIELECTRIC RESULTS
We now proceed to study the full leaky dielectric system, which has not been previously addressed in the literature for trilayers under dc or ac electric fields.
A. Linear stability analysis
To study the stability of leaky dielectric trilayers, the full linear system consisting of Eqs. ͑21͒-͑24͒ must be considered. A Floquet analysis similar to that presented in Sec. IV is applied. While this is not strictly necessary for dc electric fields, as the equations would result in four coupled linear ODEs with constant coefficients ͑which can be solved analytically͒, it is necessary in order to study ac fields, where the ODE coefficients are time-dependent. The Floquet expansions ͑32͒ are supplemented with similar expansions for the interfacial charge, Applying these expansions to Eqs. ͑21͒-͑24͒ and collecting terms of the same power of exp͑int͒ leads to the expressions 
Here, r n = ͓ĥ a,n , ĥ b,n , q a,n , q b,n ͔ is the vector of perturbation variables and the E m are matrices of coefficients obtained from collecting the terms above; they are analogous to the F ijm of Eqs. ͑33͒ and ͑34͒. 41 Equation ͑36͒ is then converted into an 8N + 4 eigensystem Ax = x, where the meaning of the eigenvalues and the solution technique are identical to what is described in Sec. IV.
dc electric fields
We first report on the linear stability analysis of leaky dielectric materials when dc electric fields are used. As it has been previously shown that the base-state charge distribution dominates the interfacial behavior in leaky dielectric bilayers, 31 it is important to fully understand the dynamics of the charge distribution in trilayers.
In Sec. III, we discussed how interfacial charge accumulates in the base state of the system in various limiting cases. Of more practical interest is how the presence of base-state charge on the top interface will affect the shape of the growth-rate curves, and more importantly, the fastestgrowing wavenumber and growth rate. Figure 4 illustrates this difference through comparison to dc perfect dielectric results previously shown in Fig. 3͑a͒ . For perfect dielectric layers, the growth rate exhibited two unstable modes of similar magnitudes, with the high-wavenumber mode being larger. When interfacial charge is allowed to accumulate, however, the high-wavenumber mode is suppressed ͑i.e., its growth rate becomes negative͒, allowing the lowwavenumber mode ͑which remains a bending mode͒ to take over. This drastic shift in fastest-growing wavenumber from k max = 0.3020 for a perfect dielectric to k max = 0.0288 for a leaky dielectric is accompanied by an increase in the fastestgrowing growth rate from ␣ max = 0.143ϫ 10 −5 for a perfect dielectric to ␣ max = 1.54ϫ 10 −5 for a leaky dielectric: an increase of over one order of magnitude. This behavior is significantly different from bilayer systems, where charge accumulation was shown to shift both the fastest-growing wavenumber and growth rate to higher values. 30 This is also what is seen in the trilayer system shown in Fig. 4 if one inspects only the low-wavenumber mode; the peak of this mode has a higher growth rate and wavenumber than the corresponding peak in the perfect dielectric system. However, the presence of the second unstable mode in perfect dielectrics changes the overall behavior. Figure 5 illustrates a key difference between perfect and leaky dielectric trilayers. Changing the ratio of dielectric constants E r = 2 / 1 drastically changes the fastest-growing wavenumber and growth rate for perfect dielectric materials, even causing a change in the most dominant mode ͓as seen by the jump in the wavenumber of Fig. 5͑b͒ and the cusp in Fig. 5͑a͔͒ from the high-wavenumber mode to the lowwavenumber mode seen in Fig. 4 . In leaky dielectrics, however, changing this ratio does not significantly affect the growth-rate curve. As the strength of the electric field in the air layer is determined only by the thickness of that layer, the amount of interfacial charge is not changed by the dielectric constants ͑cf. Sec. III A͒. Charge accumulation dominates the growth-rate behavior, so with a constant amount of interfacial charge, the fastest-growing wavenumber and growth rate do not change much with E r . Similar behavior is also seen in bilayer systems, where the fastest-growing wavenumber is strongly dependent on the values of the dielectric constants in perfect dielectrics, while in leaky dielectrics it is relatively insensitive. 30 Also in bilayers, there is only one unstable mode, so the jumping between unstable modes seen in Fig. 5 is not possible. Changes in the fastest-growing growth rate and wavenumber can be seen, however, when varying the ratio of interfacial heights H r , as shown in Fig. 6 . In this situation, both the perfect and leaky dielectric materials show a similar Fig. 6͑a͒ , one can see that the amount of change of the growth rate between these two steady values is similar, approximately 4 ϫ 10 −4 . As usual, however, the leaky dielectric material has a much larger growth rate than the corresponding perfect dielectric. Figure  6͑b͒ shows that the general behavior of the fastest-growing wavenumber is similar, although the range over which the wavenumber changes is much smaller for leaky dielectrics.
ac electric fields
ac electric fields have the potential to affect the linear stability behavior of leaky dielectric materials in a much stronger and more complicated manner compared to perfect dielectric materials, as demonstrated by Roberts and Kumar 33 for bilayers. In bilayer systems, the frequency can be controlled to modify the amount of charge that accumulates at the interface, which in turn affects the fastestgrowing growth rate and wavenumber. In trilayer systems, the frequency can play an even larger role, as there are two interfaces where charge can accumulate and the material properties of the surrounding layers may allow the frequency to have a different effect on one interface than it does the other. In this section, we discuss how ac fields affect the accumulation of charge and their effect on the growth rate and wavenumber in leaky dielectric trilayer systems. We also show calculations for ␦ r , which is the ratio of the linear deformation amplitudes ␦ r = ␦ b / ␦ a . The ␦ j values are calculated from the eigenvectors of the chosen unstable mode, and ␦ r represents whether the unstable mode will be a squeezing mode ͑␦ r Ͻ 0͒, where the growing perturbations to each interface are out of phase by 180°, or a bending mode ͑␦ r Ͼ 0͒, where both interfaces grow in phase. 27 ac electric fields have a large effect on the base-state charge and parameters characterizing the instability, as shown in Fig. 7 for leaky dielectric materials with equal conductivities S 1 = S 2 =10 3 and a representative set of physical parameters. The behavior can be categorized into two distinct regions based on frequency.
For low frequencies, the maximum base-state charge ͓Fig. 7͑a͔͒ approaches the steady-state values found in dc fields, as the electrostatic potential changes slowly enough so that the charge accumulates without restriction. This behavior is illustrated in Fig. 8͑a͒ and discussed for dc fields in Sec. III A. This charge accumulation leads to values for the fastest-growing growth rate ͓Fig. 7͑b͔͒, wavenumber ͓Fig.
7͑c͔͒, and ␦ r ͓Fig. 7͑d͔͒ that do not depend on frequency. This is to be expected, as our previous analysis of leaky dielectric bilayer systems 33 has shown that the stability characteristics of leaky dielectric materials are influenced by the frequency only insomuch as how that frequency affects the maximum base-state charge accumulation.
At high frequencies, ӷ S 1 = S 2 , the time scale for electric field oscillation becomes much faster than the time scale for charge transport, preventing charge from accumulating at the interfaces, as illustrated in Fig. 8͑c͒ . The equations for a leaky dielectric material where there is no interfacial charge reduce to that of a perfect dielectric, and indeed that is the behavior which is seen at high frequencies. The fastestgrowing growth rate, wavenumber, and ␦ r in the highfrequency range of Fig. 7 agree perfectly with those calculated through the perfect dielectric model. This retardation of charge accumulation was also seen in bilayer systems. 33 A more interesting behavior appears in trilayer systems in the transition region, where Ϸ S 1 = S 2 . For bilayer systems, the charge had a smooth decay from the dc leaky dielectric value to the perfect dielectric value, with the fastestgrowing growth rates and wavenumbers following suit. Figure 7͑a͒ , however, exhibits a slightly more complicated behavior. As the frequency increases from the low-frequency regime, charge begins to accumulate at the bottom interface, as the increasing frequency takes the system further away from its steady-state behavior. This bottom interface charge reaches a maximum at about the point where the top interface charge has decayed to half of its maximum value, as illustrated in Fig. 8͑b͒ . Here, the charge at the top and the bottom interfaces is nearly equal, and totals approximately the amount of charge that is found at the top interface in the low-frequency regime. As the frequency continues to increase, the accumulated charge at both interfaces begins to decrease until it becomes zero. Throughout this entire transition region, the total system charge, also shown in Fig.  7͑a͒ , goes through a maximum of 1.73, which is higher than is seen with dc fields.
The transition-region charge behavior also has an effect on the fastest-growing growth rate and wavenumber. We already know that the presence of interfacial charge adds a destabilizing force to the system, increasing the growth rate. When the total system charge increases in this transition region, this also causes an increase in the growth rate and wavenumber, and the maximum shown in Fig. 7͑b͒ corresponds to the maximum in the total system charge.
A more drastic behavior in this transition region is seen in the fastest-growing wavenumber. At low frequencies, the growth-rate curve shows a single unstable mode, which occurs at low wavenumbers ͓Fig. 7͑e͔͒. This is similar to the behavior shown in Fig. 4 . As the frequency increases through the transition region, a second ͑high-wavenumber͒ mode can be seen to grow from the stable regime ␣ Ͻ 0 to the unstable regime ␣ Ͼ 0 while the low-wavenumber mode shrinks. This movement leads a jump in the dominant mode from the low- Fig. 7 . Layers of dark gray color represent conductivities much higher than the frequency where charge transport is not restricted, midgray color represents a conductivity on the order of the frequency where charge transport is slightly restricted, and light gray represents conductivity much lower than the frequency where charge transport is prevented. wavenumber mode at lower frequencies to the highwavenumber mode at higher frequencies, producing a jump in the fastest-growing wavenumber, as is seen in Fig. 7͑c͒ . This behavior shows that the high-wavenumber mode seen in perfect dielectric materials ͑cf. Fig. 4͒ can be excited in leaky dielectric materials through the use of a high-frequency ac electric field. Additionally, it is interesting to study the ratio of the linear deformation amplitudes shown in Fig. 7͑d͒ . In perfect dielectric materials the squeezing mode dominates ͑␦ r Ͻ 0͒. However, when interfacial charge can accumulate, the bending mode dominates ͑␦ r Ͼ 0͒. But if ac fields are used, the frequency can be controlled to achieve either mode; the bending mode for low frequencies and the squeezing mode for high frequencies.
In all of these cases, however, the fastest-growing wavenumber is smaller than the one for dc fields with perfect dielectric materials having the same physical parameters, which is k max = 0.327. This means that if one is interested in creating smaller-scale patterns, using ac electric fields and leaky dielectric materials would be a disadvantage. However, one appeal of having two interfaces and two leaky dielectric layers is the possibility of being able to independently tune the properties of each layer to respond differently to different frequency ranges. This can be done by assigning different conductivities to each layer, an example of which is shown in Fig. 9 . These calculations use the same dimensionless parameters as Fig. 7 , except S 1 =10 2 and S 2 =10 4 . Figure 9 shows three distinct regimes of stability behavior. The stability characteristics in the low-frequency regime ͑ Ӷ S 1 Ͻ S 2 ͒, where interfacial charge accumulation is unaffected by the ac electric field, are identical to the case of equal conductivities. Layer 1, however, begins to feel the effect of the ac electric field at a much lower frequency than in the previous example due to its lower conductivity, an effect illustrated in Fig. 10͑a͒ , with much less charge accumulating at the bottom interface than at the top interface. In the opposite limit, the high-frequency regime ͑S 1 Ͻ S 2 Ӷ ͒ also exhibits stability characteristics identical to the case of equal conductivities; no charge accumulates at either interface ͓illustrated in Fig. 10͑c͔͒ and the perfect dielectric limit is reached. In both of these limits, ␦ r , shown in Fig. 9͑d͒ , approaches the equal conductivity case, exhibiting a bending instability at low frequencies and a squeezing instability at high frequencies. Particularly interesting behavior can be observed in the transition region S 1 Շ Շ S 2 , as illustrated in Fig. 10͑b͒ . As the frequency increases toward ϳ S 1 , the maximum basestate charge exhibits a behavior similar to what was seen previously; charge begins to accumulate at the bottom interface and as the total charge increases, so does the fastestgrowing growth rate ͓Fig. 9͑b͔͒. In this case, however, one can reach a regime where charge movement is effectively suppressed in the lower layer, but is still relatively unaffected in the middle layer ͑S 1 Ͻ Ͻ S 2 ͒. In this regime, the bottom layer behaves as a perfect dielectric while the middle layer still shows leaky dielectric characteristics. The charge distribution for a similar configuration under dc fields was discussed in Sec. III C. Since the middle layer is the only one that can easily transport charge to the interfaces, charge alternatively accumulates at both the top and bottom interfaces in phase with the ac frequency, leading to the equal maximum base-state charge accumulation shown in Fig. 9͑a͒ in the range 10 2 Ͻ Ͻ 10 3 . This charge behavior causes the higher-wavenumber mode to become unstable at much lower frequencies, and it grows to be much larger than in the previous case ͓see Fig. 9͑e͔͒ . This leads to fastest-growing wavenumbers that are significantly larger ͑maximum of k max = 0.400͒ than either the low-frequency, leaky dielectric limit ͑k max = 0.021͒ or the high-frequency, perfect dielectric limit ͑k max = 0.2312͒, as evidenced in Fig. 9͑c͒ . In fact, these wavenumbers are even higher than the dc perfect dielectric wavenumber ͑k max = 0.327͒, and are not achievable in any other manner for this set of dimensionless parameters. These higher wavenumbers suggest that smaller-scale patterns can be created by using ac electric fields and mismatched conductivities. For a typical polymer system ͑⌫ a =4 mN/ m, H = 500 nm, =50 V͒, 31 this translates to a minimum feature spacing of 2.4 m, compared to 45 m for the lowfrequency, leaky dielectric limit and 2.9 m for a dc perfect dielectric system.
In this example, there are two distinct differences from the example of Fig. 7 that lend some insight into the occurrence of these higher wavenumbers. First, the mode switch signified by the discontinuity in Fig. 9͑c͒ occurs at a much lower frequency than it does in Fig. 7͑c͒ , allowing the highwavenumber mode to be dominant for a wider frequency range. This switch occurs when Ϸ S 1 , which is when charge suppression is just beginning to have a large effect on the stability behavior. One expects the stability and dynamics to be different when only one layer allows charge transport rather than two. Second, the moderate frequencies Ϸ 10 3 have the free charge in the middle layer oscillating between the top and bottom interfaces, creating a type of resonant behavior. This behavior yields a total maximum charge for both layers that is significantly higher than in any other regime, as shown in Fig. 9͑a͒ . This increasing total charge and resonant behavior correlates with the increase in the growth rate of the high-wavenumber mode shown in Fig. 9͑e͒ . We suspect that the resonant charge oscillation along with the increased total charge is the key factor that leads to the high fastest-growing wavenumbers in this regime. This significant increase in the fastest-growing wavenumber is only achievable when S 1 Ͻ S 2 . When the conductivities are reversed and S 1 Ͼ Ͼ S 2 , the effective behavior is that the lower layer acts as a leaky dielectric while the middle layer behaves as a perfect dielectric, similar to the situation discussed in Sec. III C. As both of the top two layers behave as perfect dielectrics, there can be no charge accumulation at the upper interface. As the frequency increases past ϳ S 2 , charge begins to accumulate at the bottom interface rather than the top interface. This leads to a decrease in both the fastest-growing wavenumber and growth rate. It is not until the frequency increases past ϳ S 1 that all charge diminishes and the second unstable mode grows and becomes dominant, leading to higher wavenumbers. Therefore, the extremely high wavenumbers observed in Fig. 9͑c͒ can only be achieved when S 1 Ͻ Ͻ S 2 , and only in parameter ranges where a perfect dielectric trilayer system exhibits a growth-rate curve with two unstable modes. For example, for the parameters used in Figs. 6 and 11, the higherwavenumber mode is always stable ͑␣ Ͻ 0͒.
B. Nonlinear simulations
Nonlinear simulations are carried out to verify the predictions of the linear stability analysis and to investigate what role nonlinear effects may play in the pillar formation dynamics. The full nonlinear evolution equations ͑12͒-͑15͒ are solved using a pseudospectral method-of-lines approach. Spatial derivatives are calculated numerically using discrete Fourier transforms and the implicit Euler method is used to Fig. 9 . Layers of dark gray color represent conductivities much higher than the frequency where charge transport is not restricted, midgray color represents a conductivity on the order of the frequency where charge transport is slightly restricted, and light gray represents conductivity much lower than the frequency where charge transport is prevented. ͑a͒ Low-frequency range, Շ 7 ϫ 10 1 . ͑b͒ Midfrequency range, 7 ϫ 10 1 Շ Շ 10 4 . ͑c͒ High-frequency range, տ 10 4 .
integrate the resulting ODEs forward in time. Because of the size and complexity of Eqs. ͑12͒-͑15͒, the evolution equations are evaluated numerically in a piecewise manner, first evaluating the pressures, p i , then numerically differentiating them to calculate the velocities, v x,i and v z,i , which are also numerically evaluated and differentiated in order to calculate the values of variables in the evolution equations. The domain size is set to be an integer multiple of the predicted fastest-growing wavelength and periodic boundary conditions are used to simulate a domain of infinite horizontal extent. A domain size of X = ͑1-3͒ max and N = 128 to 512 spectral modes was typical of simulations performed. However, simulations with varying domain sizes and Fourier modes were performed to verify the accuracy of the code. Figure 11 shows typical simulations of perfect and leaky dielectric trilayers under dc electric fields, with parameter values corresponding to those illustrated in Fig. 6 . For the perfect dielectric material ͓Figs. 11͑a͒-11͑c͔͒, simulations correspond well to those reported in Fig. 5 of Bandyopadhyay et al. 27 For these parameters, the linear stability analysis predicts one unstable mode, and the simulations shown here yield pillar spacings consistent with the fastestgrowing wavenumber ͑ max = 77.64͒. Figure 11͑a͒ also illustrates that the growth of the instability begins in a bending manner, as predicted by the linear analysis, but then the interfaces deform in a squeezing manner in the nonlinear regime, as shown in Figs. 11͑b͒ and 11͑c͒ . Simulations of leaky dielectric trilayers have not been previously reported in the literature, and are shown in Figs. 11͑d͒-11͑f͒ . The linear analysis for these parameters also shows only one unstable mode, and it is indeed that wavenumber ͑ max = 62.24͒ that is selected. For the leaky dielectric system, however, the bending mode dominates not only in the linear regime, but also in the late stages of growth. We attribute this to the presence of free charge, which leads to faster growth rates and thus does not allow time for the squeezing deformations to develop. We note that the pillar structures observed in the experiments of Morariu et al.
14 more closely resemble the pillar structures in our perfect dielectric simulations, suggesting that free charge may not be playing an important role in those experiments.
Nonlinear simulations of ac electric fields hold the potential for yielding additional insight, due to the complex dynamics of the interfacial charge discussed in Sec. V A 2. Simulations with low-frequency ac fields ͑ Ӷ S i ͒ were performed, confirming the predictions of the linear stability analysis. However, performing simulations with frequencies in the moderate ranges of Figs. 7 and 9 involves computationally resolving time scales that are many orders of magnitude apart, with the ac period time scale of ϳ10 −3 but the interface growth time scale of ϳ10 6 . These simulations proved to be too computationally intensive for the scope of this work.
VI. CONCLUSIONS
We have presented a theoretical study of how the presence of free charge affects the stability of thin liquid trilayer films under the application of a normal electric field, and how ac electric fields may be used to modify the accumulation of free charge and hence stability behavior. ac electric fields have a similar effect on perfect dielectric trilayers as they do on perfect dielectric bilayers, namely that the fastestgrowing growth rate and wavenumber are moved to lower values. This shift can be understood by considering an effective dc electrostatic potential with a magnitude equal to the 
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Electrohydrodynamic instabilities Phys. Fluids 22, 122102 ͑2010͒ mean square potential of the ac field. Charge accumulates at the air/liquid interface in leaky dielectric materials, leading to faster growth rates and a single instability mode. ac electric fields can be used to modify how much charge accumulates at the top interface and can cause charge to accumulate at the bottom interface, thereby drastically affecting system stability. When the conductivities of the layers are mismatched, ac electric fields are capable of creating smaller diameter pillars than is possible with dc electric fields.
As noted in Sec. I, patterns of unique pillar-like shapes can be created by utilizing this electric-field-induced pattern formation process on thin liquid trilayer films. The present work contributes to this endeavor by identifying mechanisms for controlling charge accumulation, thereby suggesting additional strategies that can be used to control the diameter and internal configuration of the pillars that are formed. We expect that the results presented here will be useful for the creation of complex topographical patterns on polymer coatings and for microelectronics-related applications.
