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Prior theoretical and empirical research emphasizes the importance of allocating 
investment between exploratory and exploitative R&D (March, 1991; Mudambi & 
Swift, 2014). However, the firm-specific factors that determine exploratory and 
exploitative R&D investment have remained largely unexplored. We attempt to 
address this research gap by examining the effects of inter-organizational 
relationships (innovation collaboration and external information sourcing), R&D 
personnel educational level and internationalization statuses (exporting and 
geographic scope) on firm investment in exploratory and exploitative R&D. 
Building on the organizational learning theory, we argue that different firm-specific 
factors generate different effects on firm investment in exploratory and exploitative 
R&D because they stimulate different learning mechanisms. We empirically test the 
model by using panel data on more than 4000 firms from Technological Innovation 
Panel, which is a Community Innovation Survey-based data, for the period 2006-2011. 
Our findings show that the influence of a determinant on exploratory R&D investment 
may be different from its influence on exploitative R&D investment, and the 
determinants of exploratory R&D investment may differ from the determinants of 
exploitative R&D investment. These findings stress on the need for future research to 
be careful in extrapolating conclusions from analysis that studies a specific type of 
R&D investment into studies that analyze on another type of R&D investment or into 
studies that analyze on the overall R&D investment. The study contributes to 
organizational learning theory by identifying direct factors and moderators that 
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                                 Chapter 1 Introduction 
Investment in organizational learning is a critical decision for managers. In this study, 
exploration and exploitation are two types of R&D activities for learning in an 
organization. In a world of rapid developments in technology, firms not only need to 
invest in exploitation to maintain growth but also need to invest in exploration to 
enhance ability to adapt to technological environments (Benner & Tushman, 2003). 
For instance, many carmakers such as Volvo1, Genaral Motors, Honda2 and Toyota3 
increasingly put their efforts into launching electric cars. These firms not only need 
to invest in science experiments and applied research such as battery technology, 
hydrogen fuel-cell and solar energy to close the gap with more-established electric car 
makers such as Tesla, but also need to invest in commercialization, production and 
refinement to ensure incomes. However, as exploration and exploitation compete for 
scarce resources, firms tend to make investment choices between the two (March, 
1991). Given this background, it is important for researchers and managers to 
understand the determinants of firms’ investment decisions in exploration and 
exploitation, the drivers behind these two activities of organizational learning.  
According to the organizational learning, organizations adapt over time. They revise 
their goals, shift their attention and change their search rules as a function of their 
experience (Cyert & March, 1992). Organizational goals and attention adapt to 
organizational experience and the previous performance of competitors or other 
comparable organizations. Organizations learn to shift their attention toward criteria 
                                                 
1 Volvo announced that they will call time on diesel and petrol cars and will apply electric motors in 
all models from 2019 (McGee, 2017). 
2 Honda’s 2017 Clarity fuel cell is hydrogen-powered that can overcome disadvantages of battery-
powered cars, it only need three to five minutes to get the tank filled up (Fleming, 2017). 
3 Toyota set a target to launch an electric car with a new type of battery (all-solid-state batteries) in 
2022. It has a shorter charging time and longer driving range compared with current electric cars, 
which use lithium-ion batteries (Kim & Tajitsu, 2017). 
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that tend to generate satisfactory results. Organizational search rules will change as 
the organization experiences success or failure with current solutions. (Cyert & March, 
1992). Therefore, we argue that we can analyse the investment decisions of firms in 
two activities of organizational learning (exploration and exploitation) by examining 
factors that affect firms learning from their own and others’ experiences and their 
search rules.  
Scholars who study organizational learning examining the determinants of 
exploration and exploitation mainly focused on organizational factors such as firm 
size (Csaszar, 2013; Beckman, et al., 2004) and organizational structure (Fang et al., 
2010; Sato, 2012; Burns & Stalker, 1961), as well as environment factors such as 
competitive intensity (Voss et al., 2008; Nicholls-Nixon et al., 2000) and 
environmental dynamism (Saemundsson & Candi, 2014; Lant & Mezias, 1992).  
However, the impact of firms’ external knowledge linkages (e.g. inter-organizational 
relationships and internationalization) and internal learning ability remains unclear. 
Inter-organizational relationships influence firms’ exploration and exploitation 
investment through facilitating firms’ external distant search and the learning of 
others’ experience. Internationalization influences firms’ investment decisions mainly 
through enabling firms to learn from more and valuable reference groups. Some recent 
scholars argued that the external knowledge linkages that links firms with their 
embedded environment might better predict firms’ exploration and exploitation 
investment (Marin-Idarrraga et al., 2016; Blindenbach-Driessen & van den Ende, 
2014). Internal learning ability influences a firm’s investment decisions in exploration 
and exploitation by affecting the firm’s search patterns and attitudes toward learning 
from others’ experiences.  
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In this study, the lack of attention to external knowledge linkage variables and internal 
learning ability is addressed through focusing on three firm-specific factors: inter-
organizational relationships, R&D personnel educational level and the 
internationalization of a firm. First, although several studies investigated the effect of 
innovation collaboration (IC), a formal form of inter-organizational relationship, on 
firms’ investment decisions in internal exploratory and exploitative R&D (Un & 
Asakawa, 2015; Soh & Subramanian, 2014), no attention has been paid to the informal 
form of inter-organizational relationships, especially, the influence of external 
information souring (EIS). The existing literature suggests that IC and EIS are 
different in terms of cooperation, time saving, risk sharing, the value of knowledge 
transfer, organizational interaction, resource sharing access possibilities and ties of 
network. We argue that as IC and EIS differ considerably in their nature, they may 
affect firms’ internal investments in exploratory and exploitative R&D differently. IC 
is complementary to firms’ internal exploratory and exploitative R&D investment, 
whereas EIS has mostly a substitutive effect on firms’ exploratory and exploitative 
R&D investment. The examination of both IC and EIS effects is critical because it 
enables us to compare their effects on exploration and exploitation, and understand 
better how the information and capacities developed in IC and EIS cause firms to 
make different investment decisions in exploratory and exploitative R&D. It helps 
researchers and managers design appropriate R&D investment strategy to develop 
competitive advantages in different inter-organisational relationships. 
Second, we examine the effect of educational levels of R&D personnel. Much of the 
literature focuses on education of the higher level of decision makers such as 
managers and entrepreneurs (Adomako et al., 2017; Lynskey, 2016; Tuncdogan et al., 
2015; Hmieleski & Baron, 2008; Ganotakis, 2012). This research extends current 
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thinking on firm-level exploration and exploitation by revealing that the highest-
educated internal R&D researchers drive variations in firms’ exploratory and 
exploitative R&D investment. Researchers with different educational levels have 
different influences on firms’ exploratory and exploitative R&D investment. Their 
past experience influences the ability and acceptance of learning new knowledge and 
the definitions of a problem facing the organization. In other words, R&D personnel 
constructs a firm’s innovative climate and openness to technological innovation 
(Hosseini et al., 2003) and influences a firm’s ability to process new information and 
knowledge (Toner, 2011; Nelson & Phelps, 1966). Therefore, paying attention to 
researchers dedicated to internal R&D activities within firms can enhance the 
understanding of firms’ investment in exploration and exploitation (Sauermann & 
Cohen, 2010). 
Third, while past studies recognized the positive effect of internationalization on 
organizational learning (Love & Ganotakis, 2013; Kafouros et al., 2008; Goerzen & 
Beamish, 2003; Castellani, 2002), they often focused extensively on the impact of 
internationalization on productivity and innovation performance (Castellani, 2002; 
Kafouros et al., 2008). Our research contributes to internationalization and 
organizational learning literature by investigating the impact of internationalization 
on firms’ investment in organizational learning. To be more specific, it investigates 
the relationship between export and geographic market scope respectively with regard 
to firms’ two types of internal R&D investment: exploratory and exploitative. The 
result shows that these two internationalization statuses generate different effects on 
exploratory and exploitative R&D investment. Moreover, the influence of 
export/geographic scope on exploratory R&D investment is different from its 
influence on exploitative R&D investment.  
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Fourth, by reviewing the empirical literature on determinants of firm-level exploration 
and exploitation, we find the need to incorporate learning mechanisms, which have 
often been ignored in prior research, in our conceptual framework of exploration and 
exploitation. This study stresses four learning mechanisms: experiential learning, 
vicarious learning, learning from distant knowledge and searching. It summarizes that 
the vicarious learning and learning from distant knowledge contributes to firms’ 
exploratory R&D investment, whereas the experiential learning and searching 
contributes to both exploratory and exploitative R&D investment. Therefore, we 
apply the introduced learning mechanisms to inferring the relationship between our 
firm-specific factors and firms’ exploration and exploitation investment. 
Following the organizational learning theory, this thesis aims to examine the effect of 
firm-specific factors on firm investment in exploitation and exploration. It considers 
firms are different in EIS, IC, researchers’ education, as well as export and geographic 
market scope. This aim can be fulfilled by addressing three research objectives: (1) 
Investigating the effect of IC and EIS on firms’ investment in exploration and 
exploitation. (2) Investigating the effect of researchers’ education level on firms’ 
investment in exploration and exploitation. (3) Investigating the effect of export and 
geographic scope on firms’ investment in exploration and exploitation. 
There are some important contributions of the thesis.  
First, it advances the prior frameworks of determinants of exploration and exploitation, 
which mainly focused on organizational and environmental factors, by presenting 
results of one of (1) the first research comparing the effects of formal (IC) and 
informal inter-organizational (EIS) relationships on the exploratory and exploitative 
R&D investment, (2) the first research on the effect of educational level of R&D 
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personnel on exploratory and exploitative R&D investment, (3) the first research that 
separates R&D investment into exploratory and exploitative R&D investment when 
considering the learning-by-exporting effect and (4) the first research that pays 
attention to R&D investment when investigating the impact of geographic market 
scope. This contributes to the organizational learning theory as it focuses on firm-
specific factors to which extant studies in this field often do not pay much attention. 
It helps researchers and managers understand a firm’s investment decisions in 
exploration and exploitation. With that knowledge, a firm can optimize its investment 
decisions in exploration and exploitation to maximize the benefits of inter-
organizational relationship, employee education, and internationalization and further 
develop its competitive advantages. 
Second, it reveals the moderating role of a firm’s development tendency on the 
relationship between EIS and exploitative R&D investment. The influence of external 
information on a firm’s internal exploitation is conditional upon a firm’s tendency 
towards core-development or periphery-development. When a firm is core-
development oriented, which aims at developing goods and services in-house to 
outperform other similar-type products or services currently in market. EIS increases 
firms’ exploitation in-house by providing understanding of the market and 
strengthening the firm’s control over its internal exploitation activities, leading to 
increased core capabilities to beat or outperform the market. In contrast, when a firm 
is periphery-development oriented, which means it aims at developing goods or 
services externally to allow it to bring them to market in a quicker manner, EIS 
enables it to reduce the costs and risks of replicating externally available technologies. 
This leads to reduced investment in internal exploitation associated with periphery-
development.  
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Third, by gaining information on the amount of investment in internal exploration and 
exploitation, the current research offers an important complement to the traditional 
measures of exploration and exploitation such as using dummy variables to measure 
the newness of product innovation (Blindenbach-Driessen & van den Ende, 2014), 
introducing point scale to measure exploration and exploitation tendencies (He & 
Wong, 2004; Bierly & Daly, 2007) or applying the proportion of turnover by 
exploration and exploitation (Laursen & Salter, 2006). These previous empirical 
studies measure exploration and exploitation from an outcome perspective. However, 
theoretical research on this subject such as March (1991) and Levitt & March (1988) 
proposed the concept of exploration and exploitation from an input-driven perspective. 
It highlights the importance of investment allocation between internal exploration and 
exploitation. We use exploratory and exploitative R&D investment to detect that two 
activities of organizational learning is more concrete and straightforward compared 
with previous empirical studies. It contributes to building a thought figure that 
simplifies and provides firms a sense of orientation when firms come to thinking about 
allocation of R&D funding to exploratory and exploitative activities.  
This research is based on data drawn from the Technological Innovation Panel 
(PITEC). The PITEC contains information on the education background of R&D 
personnel, internationalization of firms such as export and geographic market scope, 
inter-organizational relationships of firms on innovation activities such as IC and EIS, 
other innovation indicators such as the number of employees and the type of firms, as 
well as the information on firms’ allocation of current internal expenses on R&D by 
type of research. While firm internal R&D investment, staff qualification, geographic 
markets and other variables used in this study are available from 2003 to 2011, data 
on total exports are only available from 2006 to 2011, therefore we only focus on the 
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later survey (2006-2011) in this study. Companies in this PITEC data belong to 14 
industrial classification groups, including agriculture, extractive, manufacturing, 
recycling, production and distribution of electricity, gas and water, construction, 
transport, wholesale and retail trading, financial, real estate activities, social service, 
education, film and radio, scientific research and others. Since our model contains 
some time-invariant variables, there are considerable advantages of using random 
generalized least squares estimator (RE GLS) in this study (Greene, 2012). We 
conduct a panel specific RE GLS regression analysis using the STATA command 
‘xtreg re’.  
The remainder of the thesis follows through six integrated steps. Chapter 2 
summarizes prior concepts of exploration and exploitation since the seminal work of 
March (1991) and reviews empirical literature on determinants of firm-level 
exploration and exploitation. This chapter contains four sections. The first introduces 
the connotations of exploration and exploitation. Then, we indicate that both the 
meanings of exploration and exploitation will change depending on the level of 
analysis. By reviewing literature on the individual-level, team-level and organization-
level connotations of exploration and exploitation, we find that the organization-level 
research mainly relies on learning and interaction across individuals while individual-
level research only attributes the heterogeneous to individuals’ inherent 
characteristics. Since external knowledge linkages influence the learning and 
interaction between the firm and external knowledge, as well as individuals within the 
firm, we suggest exploration and exploitation should be better to study at the 
organizational level in this study. Furthermore, the organizational level of analysis 
highlights the importance of adopting an input-driven approach (R&D investment) to 
study the exploration and exploitation since it can clearly reflect an organization’s 
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effort towards exploratory and exploitative learning activities. Finally, we present 
determinants of exploration and exploitation of a firm. Chapter 3 introduces learning 
mechanisms and the conceptual framework of exploration and exploitation 
investment. Chapter 4 introduces the data and variables. The statistical description 
and correlation of variables have presented in this methodology chapter. There are 
three sub-chapter of empirical chapters of this thesis: Chapters 5a, b and c. They 
provide hypotheses for three firm-specific factors by using learning mechanisms 
presented in Chapter 3 to infer the relationships between firm-specific factors and 
exploratory and exploitative R&D investment. Each of the sub-chapters contains an 
introduction, a relevant literature review, hypotheses, results and discussion. In 









Chapter 2 Literature Review 
2.1 Introduction 
We first explain the connotation of the exploration and exploitation in this specific 
research, then highlight that our study of firm investment decisions in exploration and 
exploitation focuses on organizational level of analysis. This is because the 
organizational level of exploration and exploitation better expresses the mutual 
learning between the firm and external knowledge. Firm-specific factors influence the 
learning and interaction between the firm and external knowledge, as well as 
individuals within the firm, so they are more likely to result in a variance in firms’ 
exploration and exploitation investment. This shows the importance of adopting an 
input-driven approach to study the exploration and exploitation since it can perfectly 
reflect an organization’s efforts of exploration and exploitation. By introducing the 
determinants of an organization’s exploration and exploitation in previous studies, we 
consider that the influence of external knowledge linkages and firms’ internal learning 
ability on exploration and exploitation remains unclear. To narrow the research gap, 
we aim at examining the effect of EIS and IC, R&D personnel educational level, 
exporting and geographic market scope on the firms’ exploration and exploitation 
investment, and we will provide a new explanation by focusing on organizational 
learning literature. 
2.2 Connotations of the Exploration and Exploitation 
In line with Blindenbach-driessen and van den Ende (2014) and D’Este et al. (2017), 
exploration and exploitation in this study are defined in conformity with March’s 
(1991) original definitions. Exploration is defined as firms’ investment on original 
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work such as experimentation or theoretical work aimed at acquiring new knowledge 
on the substantial of facts (March, 1991; Lavie et al., 2010). It results in a shift to a 
different or an entirely new knowledge trajectory (Bengtsson et al., 2005). Such 
fundamentally new knowledge can be pure science, and also can be abstract ideas 
driving firms to introduce novel or entirely new products (Blindenbach-Driessen & 
van den Ende, 2014). 
Exploitation is defined as the firms’ investment on systematic work based on existing 
knowledge, acquired from research and/or accumulated experience (Gupta et al., 
2006), aimed at refining existing activities (March, 1991; Lavie et al., 2010; 
Blindenbach-Driessen & van den Ende, 2014), manufacturing new materials, 
products or services (He & Wong, 2004; Xu, 2015), and building new processes and 
systems (Benner & Tushman, 2003; Blindenbach-driessen & Ende, 2014). In other 
words, exploitation emphasizes production, implementation and refinement. Firms 
that invest in exploitation can obtain new knowledge, but unlike exploration, the new 
knowledge in exploitation is generated along a firm’s existing technological trajectory 
(Gupta et al., 2006).  
Building on this definition, we make a distinction between exploration and 
exploitation in a firm’s R&D activities. Both firms’ investment in basic and applied 
research relate to exploration (Blindenbach-Driessen and van den Ende, 2014) 
because they focus on undertaking creative work primarily for obtaining new 
knowledge and increasing the stock of firms’ scientific and technical knowledge 
(OECD, 1970; NSF, 1959). On the other hand, we refer the firm investment in 
experimental development to exploitation because it focuses on undertaking 
systematic work based on using existing knowledge directed to the production of 
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useful materials, products, devices, systems and processes or the substantial 
improvement of those existing ones (OECD, 1970; NSF, 1959). 
Our connotations of exploration and exploitation are more concrete compared with 
previous studies, as we associate them to firms’ internal organization of research. 
Hence, they contribute to building a thought figure that simplifies and provides firms 
with a sense of orientation when they come to thinking about the allocation of R&D 
funding to exploratory and exploitative activities.  
2.3 Exploration and Exploitation in Organizational Level 
Exploration and exploitation are studied at different levels such as the individual level 
(Amabile, 1996; Mom et al., 2007), the team level (Lin & McDonough, 2014) and the 
organizational level (March, 1991; Zhou &Wu, 2010). The importance of identifying 
the level of analysis in explaining the meaning of the exploration and exploitation has 
been emphasized in recent studies, since the meaning of the exploration and 
exploitation will change depending on the level of research (Gupta et al., 2006; Lavie 
et al., 2010). For instance, an employee might search and experiment to explore a new 
technology, but then the firm where he or she works might exploit the technology for 
profit (Gupta et al., 2006). Therefore, in this section, we would like to highlight our 
level of discussions, organizational level of exploration and exploitation, and explain 
the reasons why we are interested in studying exploration and exploitation at the 
organizational level after summarizing characteristics of exploration and exploitation 
at individual, team, and organizational level. Our study is in line with March (1991) 
and Kogut and Zander (1992), and highlights the important role of social context in 
organizational learning. Knowledge is possessed by individuals, and also embodied 
in regularities by which members cooperate within organizations. There is mutual 
 22 
learning of firms and their individuals. It is interesting to note that firms’ knowledge 
will not change simply by employee turnover. Therefore, we study exploration and 
exploitation in the context of organizational learning and suggest organizational level 
is best for studying firms’ investment decisions in exploration and exploitation. 
Individual Level 
The individual level of exploration and exploitation mainly focuses on who knows 
what type of knowledge. Researchers interested in individual’s investment decisions 
in exploration and exploitation mainly focused on the effect of individuals’ inherent 
characteristics such as risk aversion and decision-making styles on exploration and 
exploitation investment. For example, since the returns from exploitation are more 
certain and immediate, risk aversion managers who are heavily motivated by rewards, 
are more likely to engage in exploitation to avoid the failure (Amabile, 1996). In 
contrast, risk-taking managers who are intrinsically motivated by advancement are 
more likely to engage in exploration to maximize their achievements (Amabile, 1996). 
Matzler et al. (2014) has drawn attention to the effect of intuitive and deliberate 
decision-making styles on exploration and exploitation investment. They found that 
an intuitive decision-making style has a positive effect on organizations’ success of 
exploration, whereas a deliberate decision-making style is positively related to 
organizations’ success of exploration and exploitation (Matzler et al., 2014). Due to 
the success trap, entrepreneurs and managers tend to invest in the activities in which 
they have successful experience. The investment decisions of exploration and 
exploitation made by an individual through learning from his or her own experience 
are too limited. “Human learning in the context of an organization is influenced by 
the organization and generates phenomena at the organizational level that go beyond 
anything that could infer simply by observing learning processes in isolated 
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individuals” (Simon, 1996, p176). Therefore, from this point, the organizational level 
is more suitable than individual level for us to adopt in learning to explain different 
decisions on the allocation of exploration and exploitation investment.  
Team level 
The investment decisions in exploration and exploitation can be influenced at a team 
or organization level because learning tends to occur at levels that contain individuals 
with various in skills, experience and knowledge (Gupta et al., 2006). Team level 
learning benefits from the aggregation of individual knowledge structures (Lin & 
McDonough, 2014). At the team and organizational levels, individuals can learn from 
others and the variation across individuals contributes to an organization’s exploration 
(March, 1991). For instance, if individuals in senior-management teams become more 
homogeneous and more internally focused, they are more likely to repeat routines to 
enhance their existing competencies, while driving out exploration (Hambrick et al., 
2005; O’Reilly & Tushman, 2008). Saemundsson and Candi (2014) found that senior-
management teams consisting of individuals with dissimilar backgrounds have better 
ability to recognize the environmental cues, so they have stronger incentives to invest 
in exploration to overcome threats coming from changes in environmental 
characteristics compared with teams consisting of individuals with similar 
backgrounds.  
Moreover, the variance relative to existing knowledge also can generate a positive 
effect on exploration. For instance, Mom et al. (2007) found that bottom-up and 
horizontal knowledge flows increase variety in experience and interactions between 
the knowledge donor and knowledge recipient, which facilitates the exploration. Lin 
and McDonough (2014) found that a strategic business unit, which concentrates on 
considering, analysing and evaluating issues from multiple angles, is more likely to 
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engage in exploration because such reflection cognitive style facilitates inter-strategic 
business unit learning. In contrast, they found that a strategic business unit, which 
focuses on exchanging ideas and information among internal employees (intra-
strategic business unit learning), is more likely to engage in exploitation. 
Organizational level 
The above analysis contributes to understanding the organizational level of 
investment decisions in exploration and exploitation. Organizational learning stresses 
the social dimension of individual learning processes (Ibert, 2004). In an organization, 
each individual contributes a certain cognitive foundation to any management 
decision such as perception of uncertainty and risk, knowledge about alternatives and 
an evaluation of the influence of choosing each alternative (March and Simon, 1958). 
On the one hand, organizational codes such as languages, beliefs and practices learn 
knowledge from their individuals and adapt to individual beliefs. Meanwhile, 
individuals in the organization are also socialized to the organizational codes (March, 
1991). Same as the logic of team level of exploration and exploitation, the deviation 
between codes and individuals enhances the incentives of organizations to invest in 
exploration. In addition, the more variance is related to organization’s existing 
knowledge, the more exploratory activities are likely to happen (March, 1991).  
After summarizing characteristics of exploration and exploitation at the individual, 
group and organizational level, we conclude that (1) individuals, group and 
organization can adapt their performance by cumulated experience but learning 
mostly happens at the organizational level. (2) Learning at the organization level is 
more likely to be influenced by organizational factors and its interaction with the 
external environment. Therefore, in this study, exploration and exploitation are 
understood in the context of organizational learning, and we suggest organizational 
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level should be the most suitable unit of analysis for studying the firms’ exploration 
and exploitation investment decisions. The organizational level of analysis also 
highlights the importance of adopting an input-driven approach to study the 
exploration and exploitation, since it can perfectly reflect an organization’s effort to 
exploration and exploitation. The following section elaborates on the input-driven 
approach while providing a critical review of weaknesses in studies utilizing the 
output-driven approach. 
2.4 The Exploration and Exploitation from an Input-driven 
Perspective 
Previous studies showed that the development of exploration and exploitation relies 
on distinctive technology trajectories, which requires firms to invest in different 
organizational structures, processes and cultures. Exploitative activities are related to 
enhance a firm’s current knowledge base by utilizing existing skills and capabilities 
(Lavie et al., 2010). Therefore, it encourages firms to invest in new knowledge 
generated along a firm’s existing technological trajectory (Gupta et al., 2006). 
Exploratory activities compared with exploitative activities are more distant from a 
firm’s locus of knowledge and action (March, 1991). It results in a shift away from a 
firm’s existing experience, knowledge and skills (Lavie et al., 2010) so exploratory 
activities encourage firms to invest in the new knowledge developed along a novel 
trajectory that is markedly different from the old one (Gupta et al., 2006).  
Structures and processes designed for exploitation are different from those designed 
for exploration (Burns & Stalker, 1961; Argyris & Schon, 1978; Burgelman, 1991). 
Exploitation requires firms to invest in mechanic and single-loop learning structures 
to maintain stability and enhance efficiency, whereas exploration requires firms to 
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invest in organic and double-loop learning structures to facilitate experimentation and 
adaptation (Burns & Stalker, 1961; Argyris & Schon, 1978). Exploration requires a 
new set of processes that is normally incompatible with existing ones (Zhou & Wu, 
2010). It encourages firms to disrupt their own advantages in existing systems of 
routines and actively invest in creating new routines for new knowledge. In other 
words, exploration requires firms to invest in variation-increasing autonomous 
processes, whereas exploitation requires firms to invest in variation-reducing induced 
processe (Burgelman, 1991). The development of exploration and exploitation also 
relies on different organizational cultures. Firms that conducting exploration should 
invest in building a decentralized environment with loose cultures and flexible 
processes, whereas firms conducting exploitation should invest in building a 
centralized environment with tight cultures and strict control (Benner & Tushman, 
2002, 2003). 
As a result, firms focusing on explorative R&D in their adaptive process tend to invest 
in things characterized by discovery, search, experimentation or flexibility, whereas 
firms focusing on exploitative R&D in their adaptive process tend to invest in things 
characterized by refinement, production, efficiency or implementation (March, 1991). 
A firm often needs to invest in both exploration and exploitation because both are 
valuable to the success of the firm (March, 1991). However, exploration and 
exploitation are fundamentally mutually exclusive, exploration of new possibilities 
may come at the cost of improvement of existing competence (exploitation) and in 
turn enhancing skills at current procedures may reduce the attraction of conducting 
experimentation (exploration) (Levitt & March, 1988). Moreover, over investment in 
exploration can result in high costs of experimentation without achieving any 
advancement (Baum et al., 2000). If explorative activities failed, there is not any 
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outstanding success in the new field to compensate for the losses in current operations 
(Mitchell & Singh, 1993). Similarly, the over investment in exploitation can limit 
firms’ ability to adapt to the changing environment and result in taking suboptimal 
routines. Therefore, there is an increasing need for firms to make decisions in resource 
allocation between the two and the core on how much to invest in these two different 
learning activities (March, 1991; He & Wong, 2004).  
Input-driving perspective highlights the importance of investment allocation between 
exploration and exploitation. It focuses on firms’ current investment on exploration 
and exploitation and suggests that firms often obtain exploration and exploitation 
through different types of activities (March, 1991). Hence, studying firms’ 
exploration and exploitation from an input-driven perspective can help us to 
understand firms’ investment decisions in exploration and exploitation. Many studies 
distinguished exploration and exploitation from an ex-post outcome perspective by 
referring to the firm’s radical innovation and incremental innovation (He & Wong, 
2004). However, there are considerable weaknesses of considering exploration and 
exploitation from an outcome perspective. Firstly, a radical innovation product or an 
incremental innovation product could result from investment in both exploratory and 
exploitative learning activities. It is often inaccurate to conclude that a radical product 
totally derives from radical innovation or an incremental product is totally an outcome 
of incremental innovation. In Cohen and Levinthal’s (1990) absorptive capacity 
literature, they considered that the organization’ ability to obtain and build new 
knowledge is contingent on its existing knowledge base. Therefore, previous 
investment in exploitation enhances the firm’s ability to conduct the subsequent 
exploratory activities and in turn, successful exploration allows firms to further 
exploit that newly obtained knowledge (Gupta et al., 2006). This natural cycle blurs 
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the boundary of radical innovation products and incremental innovation products 
(Rothaermel and Deeds, 2004). Secondly, there is no consensus on a single definition 
for radical innovation. For instance, Xu (2015) and Rothaermel and Deeds (2004) 
pointed out that new technology is an essential element for radical innovation. 
However, some studies such as Kok and Ligthart (2014) and Song and Montoya-
Weiss (1998) appeared to treat all new products with substantial or entire changes as 
radical innovation even if these new products do not involve a new technology. 
Moreover, it is very difficult to define what an entirely new or substantially changed 
product is. Studies such as Kok and Ligthart (2014) and Garcia and Calantone (2002) 
considered both new-to-firm and new-to-market products as radical innovation, but 
there are also some studies such as Xu (2015) and Rothaermel and Deeds (2004) 
considering that only those products that bring entirely new experience to customers 
could be viewed as radical innovation.  
Overall, given the drawback of defining exploration and exploitation from an outcome 
perspective, this thesis argues that exploration and exploitation should be considered 
from an input-driven perspective and should best be examined at the organizational 
level, because it ensures that our concepts of exploration and exploitation are in line 
with March’s (1991) original definitions and to be best fitted for answering our 
specific research questions. 
2.5 Determinants of Exploration and Exploitation 
From the above discussion, we know that organizations need to make decisions on 
how much to invest in exploration and exploitation (March, 1991; He & Wong, 2004). 
Scholars (e.g. Lavie et al., 2010; Fang et al., 2010) identified a variety of factors that 
can influence the exploration and exploitation investment. As shown in Figure 2.1, 
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these studies mainly focused on the environmental and organizational factors. Amidst 
these contributions, three gaps persist. 













First, whereas prior studies on determinants of exploration and exploitation focused 
on these traditional variables, several scholars argued that the external knowledge 
linkages that link firms with their embedded environment might better predict firms’ 
exploration and exploitation investment (Blindenbach-Driessen & van den Ende, 
2014). Many studies on exploration and exploitation, however, ignored the insights 
from external knowledge linkages of scholars. In this study, this lack of attention to 
external knowledge linkages variables is addressed through underlining EIS, IC, 
exporting and geographic market scope. Second, as we discussed in previous the 













individual knowledge structures, individual’s learning ability within an organization 
may influence its exploration and exploitation, so we would like to shed new light on 
the effects produced by organizational factors by focusing on the educational level of 
researchers. And third, we suggest more attentions should be paid to the underlying 
mechanisms that facilitate firms to make decisions to invest in exploration and 
exploitation. We extract four learning mechanisms (experiential learning, vicarious 
learning, search and learning from distant knowledge) from previous studies and 
suggest that it should be interesting if we adopt them to explain determinants of firms’ 
exploration and exploitation investment. 
2.5.1 Organizational factors 
Previous studies suggested that researchers should be aware of organizational factors 
such as organizations’ structure, size, age, resources and culture in explaining the 
heterogeneity in exploration and exploitation investment across organizations as these 
factors are rooted in organizations’ history and identity (Lavie et al., 2010). Through 
reviewing previous studies in organizational factors, we find the experiential learning 
and learning from distant knowledge can be considered as learning mechanisms 
behind these determinants facilitating firms to invest in exploitation and/or 
exploration. Moreover, we suggest firms’ researchers’ qualification as a reflection of 
firms’ learning ability determining firms’ investment in exploration and exploitation. 
Organizational Structure 
Organizations implement their operations through an organizational structure that 
specified the distribution of resources, authority and duties across different functions 
and units. Mechanistic structures are characterized by routine operations, functional 
specialization, hierarchical structures of authorities and duties, whereas organic 
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structures support a less rigid hierarchy, they are characterized by loose rules and 
procedures, horizontal specialization and informal duties (Burns & Wholey, 1993; 
Lunenburg, 2012). These alternative structures can promote exploitation or 
exploration accordingly. For instance, Burns and Stalker (1961) suggested that 
mechanistic structures fit with the needs of exploitation, while organic structures fit 
with the needs of exploration. Similarly, Jansen et al., (2006) found that centralized 
decision making with a mechanistic structure tends to reduce the possibilities of firms 
to engage in exploration because it increases solutions to the routine problems and 
decreases the likelihood for firm members to seek new solutions.  
We consider that the negative effect of centralized decision making on exploration 
can be explained by the close relation between the mechanistic structure and 
organizations’ experiential learning. A mechanistic or formalized structure enhances 
firms’ current routines that encourage firms to conduct more standardized activities, 
which facilitates experiential learning of firms (Nelson & Winter, 1982). Such 
learning through regular activities allows firms to improve their existing solutions 
through automatic accumulating repeated experience, and tend to result in a learning 
myopia (Rerup & Feldman, 2011). Therefore, experiential learning often facilitates 
firms to place their priority on exploiting exiting solutions rather than exploring 
solutions that deviate from existing ones (Sato, 2012). In this study, we would like to 
adopt experiential learning as a mechanism to explain firms’ investment decisions in 
exploration and exploitation. 
Firm size 
Researchers investigating the effect of firm size on firms’ exploration and exploitation 
have found mixed results. For instance, Beckman et al. (2004) found that exploration 
increases with firm size. In contrast, Rothaermel and Deeds (2004) found a negative 
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moderating effect of firm size on new product development path. Csaszar (2013) 
applying a mathematical model of organizational decision-making found that both 
results are possible depending on the structure adopted. Firms with larger polyarchies 
would explore more as they tend to avoid missing a great investment opportunity, 
whereas firms with larger hierarchies would explore less as they tend to avoid making 
a bad investment (Csaszar, 2013). Taking an intermediate position in these two 
mistakes avoiding thoughts allows firms to achieve a high level of exploration and 
exploitation simultaneously (Csaszar, 2013). Nevertheless, other studies failed to 
found a relationship between organizational size and exploration in terms of scope of 
information acquisition (Sidhu et al., 2004) or prior alliance experience with partners 
(Lavie & Rosenkopf, 2006). One potential explanation of these mixed results could 
be that larger firms while enjoying more resources, richer product development 
experience, stronger bargaining power and greater marketing skills, also face 
bureaucracy and inertia that could hinder exploration from occuring (Damanpour, 
1996; Hitt et al., 1990; Kimberly & Evanisko, 1981).  
Firm Age 
Younger firms and older firms may have different tendencies to explore or exploit. 
Sorensen and Stuart (2000) found in their work of semiconductor and biotech firms 
that younger firms are more flexible in structure and competence. As a result, they 
have stronger desires to learn from others, thus there is the propensity for them to 
engage in exploration. They also found that older firms have more self-citation than 
alter-citation in their patents which indicates a strong tendency towards exploitation 
in older firms. In line with Sorensen and Stuart (2000), Lavie et al. (2010) suggested 
that younger firms are short of internal resources and customer base, and have strong 
needs of investment in setting up organizational roles and structuring relations, so 
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such firms are more likely to invest in exploration. They also suggested that older 
firms are more likely to invest in exploitation because they were subject to inertial 
pressures caused by established routines and skills, and pressures deriving from 
stakeholders who favour rational action and reliable performance. These previous 
studies showed that a flexible structure allows vicarious learning to occur and 
facilitates firms to invest in exploration, whereas a mechanistic structure enhanced 
experiential learning leads to inertia that hinder firms to invest in exploration and puts 
exploitation in first place. 
Slack resources 
Slack resources refer to the extent to which resources are beyond an organization’s 
needs for day-to-day operations (Nohria & Gulati, 1996). Slack resources contain 
unabsorbed slack, which are uncommitted ready-to-deploy assets, and absorbed slack, 
which are excessive investments in the organization’s existing operations that could 
be retrieved (Singh, 1986; Voss et al., 2008). Slack resources, both absorbed and 
unabsorbed, tend to help firms deal with environmental fluctuations and downside 
risk and protect them from losses in case of failure. As a result, slack resources 
encourage search, experimentation, risk taking and innovation and thus they promote 
firms to invest in exploration (Greve, 2007; Sharfman et al., 1988; Singh, 1986; 
Levinthal & March, 1993; Nohria & Gulati, 1996; Sidhu et al., 2004). However, 
organizations with slack resources may have weaker motivation to explore compared 
with organizations without slack resources, because the former is motivated by 
consuming current slack resources while the latter is motivated by enhancing the 
ability to survive through innovation (Bourgeois, 1981). In terms of these opposite 
arguments, Voss et al. (2008) suggested that slack resources can either boost or 
mitigate exploration but this mainly depends on the perceived environmental threat. 
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They found that absorbed, generic resources generate positive effects on exploitation 
but negative effects on exploration. However, unabsorbed resources, both generic and 
rare, lead to increased exploration and decreased exploitation only in the case of high 
perceived environmental threat (Voss et al., 2008). These studies implied that firms 
should pay attention to the environment where they are located and try to establish 
links with the external environment in order to reduce the risk of conducting 
exploration. This argument can be applied to our research. For instance, collaboration 
allows firms to share the risk of conducting exploration with their partners, so it may 
generate a positive effect on firms’ investment in exploration. 
Learning ability  
Exploration involves nonlocal search that requires firms to shift to a new 
technological trajectory and to achieve a breakthrough through combining diverse 
bodies of knowledge (Argyres, 1996). Therefore, in this research, we refer to firms’ 
learning ability as firms’ ability to search new alternatives that distant from firms’ 
existing knowledge trajectory. Some scholars are interested in investigating the effect 
of organizations’ capabilities on exploration. Dai and Yu (2013) found that firms with 
better learning ability can efficiently learn the advanced technologies in diverse fields 
from the external environment and creatively apply them to exploration.  
Qualification is one of the important factors that determines firms’ learning ability 
(Lam, 2005). For instance, doctoral researchers can be used to provide access to 
critical knowledge channel (Cockburn & Henderson, 1998; Roach, 2009). They not 
only possess knowledge, which is often at the frontier of science and technology, but 
also facilitate firms to develop ties with prominent scientific communities such as 
through membership in professional societies, attending professional meeting and 
publishing (Cockburn & Henderson, 1998; Sauermann & Stephan, 2009). Therefore, 
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they are supposed to facilitate firms to invest in basic research (Sauermann & Cohen, 
2008; Baba et al., 2010) by enhancing firms’ ability to search the relevant knowledge 
from the external environment. According to prior studies in learning ability, we 
suggest that it would be interesting to investigate the effect of firms’ internal 
researchers’ educational level on firms’ exploration and exploitation investment.  
Culture 
Researchers also paid attention to the effect of organizational culture as it relates to 
the organization’s values, attitudes, experiences and beliefs that constitute a 
foundation of the behaviour of organizational members (Alvesson, 2002; Schein, 
2004). As an organization’s culture represents the values and beliefs of behaviours 
that are shared among organizational members, it is likely to have a large and 
sustaining impact on the behaviours of members within the organization. Thus, a 
culture that stresses on standardization may cause individuals to lose the passion for 
seeking alternative ways of doing things (O’ Relly & Chatman, 1996), whereas a 
culture that tolerates a deviation between individuals and organizational values is 
likely to prompt exploration of new possibilities (Sorensen, 2002). A strong culture 
requires individuals in organization to share a set of strongly embedded norms and 
values throughout the organization (O’Reilly & Chatman, 1996). It often acts as social 
control systems that set expectation of appropriate behaviours for individuals within 
the organization (O’Reilly & Chatman, 1996). It directs and constrains the behaviour 
of members in collective and consensus on organizational goals and values among 
members (Sorensen, 2002). It seems that organizations with strong culture are ill 
suited for exploration because they have greater difficulty in observing, recognizing 
and responding to environmental threats (Sorensen, 2002). Moreover, a strong culture 
requires individuals to be greatly devoted to organizations’ goals and values, which 
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develops a strong foundation for exploitation (Sorensen, 2002). For instance, in strong 
culture organizations, members may only able to act on the responsibility frame that 
firms set up for them and result in exploitation of existing capabilities at the expense 
of exploration (Andriopoulos & Lewis, 2009). In contrast, organizations with a weak 
culture allow individuals to retain their deviant values, and therefore the deviation 
between codes and individuals can remain a longer time in these organizations 
(Sorensen, 2002). A weak culture allows organizational codes to learn from 
individuals whose values differ from the organization’s dominant values and hence 
tend to result in an increase in exploration (March, 1991). Based on these previous 
studies on cultural factors, we suggest that learning from distant knowledge should be 
considered as a mechanism facilitating firms to invest in exploration. In contrast, 
learning from similar knowledge hinders exploration and encourages firms to invest 
in exploitation. 
2.5.2 Environmental factors 
Some researchers considered the ability of conducting exploration and exploitation is 
different according to the context in which organizations are embedded. They are 
interested in investigating the effects of environmental factors such as competitive 
intensity (Levinthal & March, 1993), environmental dynamism (Sidhu et al., 2004) 
and appropriability regime (Lavie et al., 2010; Teece, 1986) on organizations’ 
exploration and exploitation. In line with our views, these previous studies considered 
exploration and exploitation from an input-driven perspective when studying the 
determinants of exploration and exploitation.  
Through reviewing studies on environmental factors, we find that (1) vicarious 
learning can be considered as a mechanism facilitating firms to invest in exploration 
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and to search for knowledge in a new trajectory; (2) search is necessary for firms to 
develop technology along an entirely new trajectory, as well as for enhancing their 
technology in an existing trajectory; (3) EIS and IC as two different ways that firms 
establish linkages with the external environment, tend to generate various effects on 
firms’ exploration and exploitation investment, hence it would be interesting to 
compare their effects in this study. 
Competitive Intensity 
Competitive intensity mainly indicates the extent to which firms in the same industry 
tend to retain zero-sum relations with one another as they compete for the same pool 
of scarce resources (Barnett, 1997). The high intensity of competition, caused by 
rising number of competitors results in prices falling, margins declining, and less 
organizational slack (Porter, 1980; Miller & Friesen, 1982). In such situations, firms 
are more likely to embrace more risks and engage in exploration because the 
continuous refinement of existing products, services, process and supportive systems 
becomes insufficient for them to stand out from the competition.  
The prospect theory provides theoretical support for this positive impact between 
exploration and competitive intensity. It predicts that firms will pursue change and 
develop resources and capabilities to build new sources of competitive advantages 
when under threat (Kahneman & Tversky, 1979). In high competitive intensity 
environments, the results of firms’ behaviour are uncertain and less predictable, as 
they mainly depend on behaviours of other competitors. Organizational learning 
arguments supported that exploration has more opportunities to occur in changing or 
turbulent environments, whereas exploitation has more opportunities to occur in 
predictable or stable environments (March, 1991; Levinthal & March, 1993).  
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Therefore, firms in competitive intensity environment tend to do more exploratory 
activities in order to withstand the threats to survival (Auh & Menguc, 2005).  
Previous studies showed some empirical evidence. Voss et al. (2008) found that the 
perceived environmental threat increasingly drives organizations to search for new 
competencies, and to focus on investing financial and customer-relations resources 
instead of concentrating on refining their current strategic positions. Nicholls-Nixon 
et al. (2000) found the perceived environmental hostility increases the frequency of 
strategic experimentation. Saemundsson and Candi (2014) investigated the effect of 
competitive intensity on firms’ exploratory innovation strategy. Their results showed 
that if firms are sensitive to changes in the environment, the increased competitive 
intensity tends to push them to adopt a more exploratory innovation strategy.  
To sum up, competitive intensity scholars asserted that firms will invest in a variety 
of activities such as experimentation and customer-relations to build exploration and 
consequently, enhance their position in current markets and establish presence in new 
markets during periods of fierce competition. In contrast, firms will invest in certain 
activities to build exploitation when the competitive tension is low, because in such 
situations they can get reasonable return on investment through leveraging existing 
products, services, and technologies without incurring exploration risks. These are 
congruent with our discussion of the input-driven perspective of exploration and 
exploitation. It is important to analyse how much is invested in exploitation and 
exploration at the same time for the same firm, as each requires different inputs. 
Moreover, scholars in competitive intensity highlighted the importance of monitoring 
and collecting information from their customers as well as competitors to develop 
technology along an entirely new trajectory in competitive environments. It implied 
that vicarious learning can be viewed as a mechanism that facilitates firms to invest 
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in exploration and search for knowledge in a new trajectory. However, no attention 
has been paid to the role of vicarious learning in exploration and exploitation in 
previous studies. Therefore, in this study we consider vicarious learning as one of the 
learning mechanisms that explains firms’ investment decisions in exploration and 
exploitation.  
Environmental Dynamism 
Environmental dynamism refers to the degree of unpredictability of change in an 
organization’s environment (Dess & Beard, 1984). Dynamic environments are 
characterized by changes in customer preferences, technologies and market demand 
(Saemundsson & Candi, 2014). It reduces the life span of products and services, 
resulting in exiting products and obsolete services (Jansen et al., 2005). Such 
conditions encourage organizations to explore (Jansen et al., 2006) as they can 
abandon expiring certainties through taking advantage of emerging opportunities in 
turbulent environments (Hannan & Freeman, 1984). While organizations may fail to 
do so, the failure can be quickly offset due to the high rate of opportunities in 
environments (Saemundsson & Candi, 2014). Accordingly, the increased 
opportunities in the environment induce organizations to do more extensive 
information search so as to understand and manipulate emerging opportunities (Sidhu 
et al., 2004). Moreover, the expanded search of information can also lessen 
managerial uncertainty because uncertainty tends to diminish when information 
search carries on beyond data acquisition and starts offering interpretations (Elenkov, 
1997). Environmental uncertainty increases the needs of organizations to search for 
new alternatives routines and information about the association between 
organizational characteristics and outcomes. It also increases the need for knowledge 
about the viability of possible changes in organizational characteristics to achieve 
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major changes in organizations and overcome the dilemma of decreased performance. 
It is for these two reasons that organizations tend to allocate more resources toward 
exploration. In other words, increase investments in exploration (Lant & Mezias, 
1992). Saemundsson & Candi (2014) supported that the high level of environmental 
dynamism stimulates firms to adopt an exploratory innovation strategy, whereas the 
low level of environmental dynamism stimulates firms to adopt an exploitative 
innovation strategy.  
However, some studies suggested that the appropriate response to environmental 
turbulence should be a focus of exploiting existing knowledge and opportunities 
because the consistent change in environment erodes the possibility of getting reward 
from obtaining new knowledge through exploration (Kim & Rhee, 2009; Posen & 
Levinthal, 2012). Organizations may choose to look for external resources from 
similar and familiar partners to manage the uncertainty (Beckman et al., 2004). They 
tend to search for alternatives that are close in temporal, organizational and strategic 
distance (Baum et al., 2000).  
According to previous studies on environmental dynamism, acquiring and processing 
information about alternatives and the content of organizational adaptation depends 
on the outcomes of the organizational search process. These previous studies 
suggested that exploration needs inputs searched from a broader scope and more 
distant knowledge (Sidhu, et al., 2004) whereas exploitation needs inputs searched 
from the most proximate existing routines and knowledge (Lant & Mezias, 1992). 
Even though these previous studies implied that both exploration and exploitation 
require search, insufficient attention has been paid to its role on firm investment 
decisions. Therefore, in this study, this lack of attention to search is addressed through 
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considering it as a learning mechanism that facilitates firms’ investment in exploration 
and exploitation.   
Appropriability regime 
Appropriability regime is defined by the extent to which the environment allows 
organizations to appropriate value from their innovative research. A weak 
appropriability regime tends to diminish the value of exploration, because without 
sufficient government protection of intellectual property rights, organizations are not 
able to protect their proprietary assets efficiently (Teece, 1986). Therefore, under the 
weak appropriability regime, organizations prefer to invest in exploitation instead of 
exploration, especially when we adopt a knowledge-based definition of exploration 
and exploitation (Levinthal & March, 1993). It seems that the organizations need to 
increase the control of external knowledge in order to reduce the risk of losing 
proprietary assets. They may establish links with the external environment through 
collaboration in order to avoid the free ride behaviours of their partners and other 
outsiders. No studies have mentioned the different ways for firms to engage in 
external environments involving different level of controls of external knowledge 
may result in different effects on firms’ investment decisions in exploration and 
exploitation. Therefore, we would like to investigate EIS and IC in a same study and 
compare their impacts on firms’ investment in exploration and exploitation. 
2.5.3 External knowledge linkages 
There is a clear need for investigating the effect of the external knowledge linkages 
on firms’ exploration and exploitation investment. Recent studies investigating the 
influence of external knowledge linkages on firms’ exploration and exploitation have 
mainly focused on the formal form of inter-organizational relationships such as 
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acquisition (Phene et al., 2012; Lin, 2014) and collaboration (Bierly III et al., 2009; 
Un & Asakawa, 2015). However, no study has compared the effect of different inter-
organizational relationships on firms’ exploration and exploitation investment. 
Especially, they have ignored the influence of the informal form of inter-
organizational relationships, EIS, on firms’ exploration and exploitation investment. 
Therefore, it would be interesting to investigate different inter-organizational 
relationships in one study to examine whether firms’ informal and formal forms of 
inter-organizational relationships generate the same effects on exploration and 
exploitation investment or not. Therefore, we investigate both IC and EIS in this study 
and compare their effects on exploration and exploitation. Internationalization is also 
a way that firms can acquire external knowledge (Egan & Mody, 1992; Goerzen & 
Beamish, 2003; Kim et al., 2015). Prior studies investigating the effect of 
internationalization on organizational learning considered firms’ internal R&D as a 
homogeneous construct (Manez et al., 2015; Neves et al., 2016). Different types of 
R&D activities (exploratory vs. exploitative) have been addressed insufficiently in 
prior internationalization research. To address this gap, we investigate the impact of 
internationalization in this study to see whether future research can extrapolate 
conclusions from analysis that study overall R&D investment into studies that analyze 
exploratory R&D investment/ exploitative R&D investment.  
Acquisitions 
Phene et al. (2012) suggested acquisitions facilitate firms’ exploration and 
exploitation investment in the semiconductor industry. They looked at the effect of 
three specific factors on firms’ exploration and exploitation: technological uniqueness 
of the target firms, commonality of geographic bases between acquirer and target 
firms and the extent of control of target firm post-acquisition. They gained the 
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following findings. First, the technological uniqueness will increase the opportunities 
of acquirers to effectively search inputs for exploration but it will impede acquirers’ 
exploitation; second, the commonality of geographic bases will allow firms to absorb 
similar knowledge from target firms that contribute to firms’ exploitation; third, 
strong control tends to reduce the capabilities and motivation of the innovation of the 
target firms in the post-acquisition period and therefore generate a negative effect on 
exploration. It should be noticed that Phene et al.’s work attributed the changes of 
exploration and exploitation to the acquirers’ increased motivation of overcoming 
learning myopia. For instance, learning from target firms’ uniqueness knowledge 
enhances opportunities for firms to alter its innovation trajectory and to operate 
exploration in target firms’ areas. In the next chapter, we will introduce our selected 
mechanisms in detail and explain how they influence firms’ investment in knowledge 
trajectories.  
Another research that focused on acquisition is by Lin (2014), which found that 
related acquisitions with high extents of integration have a positive relationship with 
combined firms’ exploitation; in contrast, unrelated acquisitions have a positive 
relationship with combined firms’ exploration. This is consistent with our discussion 
on organizational factors, suggesting that learning from distant knowledge can be 
considered as a mechanism facilitates firms’ exploration investment.  
Collaboration 
Studies that investigated the role of collaboration on firms’ exploration and 
exploitation tend to focus on different types of R&D collaboration partners. Un and 
Asakawa (2015) compared the effect of four different types of R&D collaboration 
partners including universities, suppliers, competitors and customers on firms’ 
exploitation. They found that establishing R&D collaboration with suppliers or 
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universities has a higher positive effect on exploitation than establishing R&D 
collaboration with competitors or customers. Some studies classified different types 
of collaboration partners in terms of two strategic orientations: exploitative-oriented 
and exploratory-oriented. They suggested that collaboration with customers or 
suppliers contains a more exploitative nature because it typically focuses on 
enhancing performance within a certain value chain (Tripsas, 1997), whereas 
collaboration with universities and research institution contains a more explorative 
nature as it mainly focuses on creation and development of discernments about new 
technologies (Bowie, 1994; George et al., 2002). Soh & Subramanian (2014) 
suggested that firms should adapt their internal R&D focus in terms of different 
strategic orientations in order to prevent the overlap with the knowledge obtained 
from external collaboration partners. Some studies are interested in investigating the 
effect of partners’ technological relatedness (Bierly III, et al., 2009) or geographical 
proximity (Bishop et al., 2011) on firms’ exploration and exploitation investment. 
They thought knowledge from distant sources is applied more to exploration, which 
is consistent with our previous discussion. 
Although there are already some studies investigating the effect of collaboration on 
firms’ exploration and exploitation, it still needs further attention by scholars. For 
instance, Blindenbach-Driessen and van den Ende (2014) adopted traditional 
paradigms of the innovation management discipline to study the influences of a 
separate innovation unit on manufacturing and service firms’ exploration, exploitation 
and ambidexterity, but interestingly, in their regression model they found that 
collaboration has greater positive effects on exploration, exploitation and 
ambidexterity than the variable of having a separate innovation unit. They suggested 
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further researcher to draw more attention to the role of collaboration versus internal 
R&D activities.  
Overall, most of the studies examining the determinants of exploration and 
exploitation focus on organizational factors and environment factors, the influences 
of external knowledge linkages and firms’ internal learning ability on firms’ 
exploration and exploitation investment remain unclear. To narrow the gaps, we 
investigate the effect of IC and EIS, internationalization and R&D personnel 
educational level on firms’ investment decisions in exploration and exploitation. We 
provide a new explanation for the determinants of exploration and exploitation by 
turning to organizational learning literature that emphasizes learning mechanisms to 
explain the exploration and exploitation investment of firms. In doing so, four learning 
mechanisms: experiential learning, vicarious learning, learning from distant 
knowledge and searching are adopted in this study.
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Chapter 3 Conceptual Framework 
3.1 Introduction 
Learning is a more reasonable mechanism than calculative rationality in helping firms 
to explain organizational action as it has increasingly been considered as a unique 
source of sustainable competitive advantages for a firm (Levinthal and March, 1993). 
An understanding of different learning mechanisms in organizational learning would 
help us to explain the differences in firms’ investment decisions in exploration and 
exploitation. In the last chapter, we extracted four learning mechanisms from previous 
studies in determinants of exploration and exploitation: experiential learning, 
vicarious learning, learning from distant knowledge, and searching. We summarized 
that vicarious learning and learning from distant knowledge contribute to firms’ 
exploration investment, whereas learning from experiential learning and searching 
contribute to both firms’ exploration and exploitation investment. In this chapter, we 
first introduced these four learning mechanisms in detail and explained how these 
learning mechanisms link to exploration and/or exploitation. Then, we reviewed 
previous studies on output and input models of innovation and we summarized what 
mechanisms firms learnt in different firm-specific factors. Once we know what 
learning mechanisms occur in each firm-specific factor, we are able to predict the 
relationship between firm-specific factors and exploratory and exploitative R&D 
investment. These two steps help us to understand the influence of firm-specific 
factors on firm internal exploratory and exploitative R&D investment.  
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3.2 Organizational Learning: Learning from Experience 
Scholars in both theoretical and empirical research emphasized the role of experience 
as the first source of organizational learning (March, 2010; Argote, 2013). 
Organizational learning as a change in organization’s knowledge happens because the 
organization obtains experience (Argote & Miron-Spektor, 2011). Organizational 
learning theory supported that learning through experience facilitates performance as 
it generates effects on knowledge creation and transfer, forcing organizations to 
change their strategies, structures and practices (Cyert & March, 1963; Levitt & 
March, 1988). The processes of learning from experience are important means of and 
aids for organizations to cultivate intelligence (Levinthal & March, 1993). Experience 
is accumulated in an organization as it conducts or attempts to conduct tasks. 
Organizations learn from their intentions to conduct tasks, no matter if these tasks are 
complete or incomplete, a success or failure (Argote, 2013).  
Many empirical studies in organizational learning found positive returns to the 
accumulative operating experience (Argote, 1999). For instance, the well-known 
learning curve indicates that the unit cost of producing manufactured items will reduce 
due to the function of cumulative output (Yelle, 1979; Muehlfeld et al., 2012). These 
findings are consistent with the psychological theory of reinforcing learning by 
repetition (Muehlfeld et al., 2012). Moreover, the lessons organizations learn through 
experience can be transferred from one operating unit to another (Argote, et al., 1990) 
or spillover from one activity to another (Udayagiri & Balakrishnan, 1993). As there 
are various types of experience that can influence organizational learning processes 
and each experience generates different outcomes, scholars tend to characterize 
experience at a fine-grained level along different dimensions (Argote et al., 2003). 
Whether the experience is obtained directly by the unit in the focal organization or 
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indirectly from other units has been considered as the most fundamental dimension of 
experience (Argote, 2013). Learning from this former type of experience is referred 
to as experiential learning (Tsang, 2002), whereas learning from the latter form of 
experience is referred to as vicarious learning (Bandura, 1977). The differences 
between experiential learning and vicarious learning and their influence on 
exploration and exploitation have been summarized in Table 3.1 below. 
Table 3.1 Experiential learning and vicarious learning 
Experiential Learning Vicarious Learning 
Direct experience (Echajari & Thomas, 
2015; Argote, 2013; Tsang, 2002); First-
hand experience (Huber, 1991) 
Indirect experience (Echajari & 
Thomas, 2015; Argote, 2013); Second-
hand experience (Huber, 1991) 
Learning from one’s own experience 
(Argote, 2013) 
Learning from the experience of other 
units (Argote, 2013); The experience 
does not belong to the organization itself 
(Echajari & Thomas, 2015) 
Exploit-related learning (automatic; 
based on the development of routines; 
trial-and-error is solved by refined 
routines): learning curves and honing 
routines is an accumulated practical skill 
aiming at maximizing private gains 
(Echajari & Thomas, 2015; Kogut and 
Zander, 1992) 
 n/a 
 Explore-related learning (intentional, 
experimenting new routines, trial-and-
error is solved by replaced routines): 
extend the firm’s background 
knowledge; own knowledge oriented 
explore (Echajari & Thomas, 2015; 
Huber, 1991; Hitt et al., 2005) “create 
Explore-related learning (learning 
others’ skills and technology): Other’s 
knowledge oriented explore, create new 
knowledge by firms’ external learning 
(Kogut and Zander, 1992) 
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3.2.1 Learning from experience: experiential learning 
Now we will introduce the first learning mechanism, experiential learning, and show 
how it facilitates firms to engage in exploratory and exploitative R&D activities. 
Experiential learning highlights that organizations can acquire knowledge through 
direct and first-hand experience (learning by doing) (Tsang, 2002), where a currently 
performed task tends to improve the firm’s performance in future tasks (Echajari & 
Thomas, 2015). Sometimes the experiential learning is a consequence of intentional, 
systematic efforts, but more frequently it is an automatic learning (Huber, 1991; Zollo 
& Singh, 1998). Experiential learning is a result of creation and accumulation 
knowledge by repeated experiences in the production process (Argote & Miron-
spektor, 2011). This automatic accumulation is favoured by trial-and-error learning 
(Echajari & Thomas, 2015). During the time when firms conduct regular activities, 
they tend to revise their routines as needed after comparing the outcomes of these 
activities with objectives (Rerup & Feldman, 2011). This automatic experiential 
learning encourages firms to make changes along with their existing technological 
trajectory on the basis of the development of routines. The enhanced reliability in 
experience allows firms to achieve learning curves and maximize their private gains, 
and hence benefit firms’ exploitation. For instance, the accumulated direct experience 
of manufacturing a product in a country allows firms to apply other products to that 
country, since now they have more information of the country’s local suppliers.  
new capabilities through a process of 
trial-and-error learning” (Kogut and 
Zander, 1992, p.393) 
Need: Repeated task, Accurate feedback 
(Rerup & Feldman, 2011) 
Need: Interaction, Absorptive capacity 
and trust 
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Experiential learning not only contributes to firms’ exploitative activities but also 
allows firms to conduct own knowledge oriented exploration. The intentional and 
systematic experiential learning goes beyond simple refining routines and suggests a 
replacement of old routines (Rerup & Feldman, 2011). This mechanism deploys when 
selecting a routine or revising the old routine cannot solve the problem that firms have 
recognized from the accumulated experience. In this situation, firms will conduct self-
discovery and try to explore their own capabilities to reach the desired level again. 
They will replace the old routine through selecting and experimenting a new routine 
from a sample that exists in their environment (Gong et al., 2005) and will maintain 
this process until a new routine is found that provides a solution successful enough to 
take over the old one (Miner et al., 2001). Therefore, the intentional and systematic 
experiential learning is stimulated by big errors or negative performance feedback, 
aiming at creating variety in experience, and hence facilitating firms to replace old 
routines and do more exploration-related activities (Rerup & Feldman, 2011).  
According to the discussions above, experiential learning requires two factors. First, 
firms must carry out regular activities to allow trial-and-error. Second, increasing the 
availability and accuracy of feedback about cause-effect relationships between 
organizational actions and outcomes allows firms to benefit from experiential learning. 
Previous studies on unintentional or automatic experiential learning mainly focused 
on its application to organizations’ production processes but recent researchers who 
worked on intentional experiential learning proposed that learning from direct 
experience can also occur in other domains such as the formation of strategic alliances 
(Kale and Singh, 2007), mergers and acquisitions (Zollo and Singh, 2004) and the 
processes of internationalization (Bingham and Eisenhardt, 2011). They suggested 
firms can learn first-order skills and routines through engaging in external knowledge 
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(Kale & Singh, 2007). However, the intentional experiential learning mechanism is 
still underexplored (Echajari & Thomas, 2015). Therefore, in this study, we attempt 
to adopt both automatic experiential learning and intentional experiential learning to 
explain the effect of our determinants on exploration and exploitation. 
3.2.2 Learning from experience: vicarious learning 
The second learning mechanism is vicarious learning. It refers to learning from the 
experience of other units (Argote, 2013) to increase firms’ investment in exploratory 
R&D activities. Firms could either replicate other organizations’ successful 
experiences or learn from their unsuccessful experiences. Other’s failure or success 
can drive firms to invest more in exploratory R&D activities. For example, Nokia’s 
failure may signal to other peers in the Smartphone market to give up their current 
successful platform and innovate on Smartphones with new features (e.g. touchscreen) 
(Chang, 2012). Tesla’s success in the electric car industry signals to traditional 
carmakers to invent in battery technology (Kim & Tajitsu, 2017). Moreover, vicarious 
learning refers to the case where firms try to learn technologies owned by other 
organizations in its environment (Tsang, 2002; Echajari & Thomas, 2015). Others’ 
different but complementary technology provides firms with more valuable resources 
for exploratory R&D activities, resulting an increase in exploratory R&D investment. 
Bandura (1977) considered vicarious learning as learning from indirect experience 
because those experiences are not owned by firms, but by other actors in their 
environments such as their competitors or customers (Echajari & Thomas, 2015). 
Borrowing from other organizations is a type of organizational learning (Eells and 
Nehemiks, 1984). Own knowledge oriented exploration through trial and error cannot 
always be considered as a viable tool because the costs attached to the errors and 
failures can be extremely high and trials that are available to firms can be very scarce. 
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Moreover, the feedback that ties exploration to its consequences is usually uncertain, 
lasting for a long time and being slow and ambiguous. Therefore, vicarious learning 
not only allows organizations to benefit from the knowledge accumulated by others 
but enables them enjoy the saved costs and time associated with this accumulation at 
the same time (Bingham & Davis, 2012). It can originate within an organization 
between different units, between two or more organizations that established a formal 
relationship (collaboration) and also in non-affiliated organizations (Mitsuhashi, 
2011).  
Early studies suggested that firms can obtain other actors’ information through 
consultants, professional meetings, trade exhibitions, publications and in less 
competitive environments involving professionals. They supported a one-way 
learning process of vicarious learning, which means firms can simply learn from 
others through imitation (Meyer & Rowan, 1977; Zucker, 1987). Imitation enables a 
firm to observe others’ actions, relate their actions to specific outcomes, obtain lessons 
from these relationships and choose best practices to transfer them internally 
(DiMaggio & Powell, 1983). However, some studies such as Bourgeois and 
Eisenhardt (1988) and Dutton and Freedman (1985) argued that imitation is too 
limited for organizations to learn. First, it is often not viable in highly competitive or 
fast-changing environments; second, it is associated with waiting and jumping into an 
occupied niche, so the value of the knowledge is relatively low compared with the 
knowledge learned through other ways (Bourgeois & Eisenhardt, 1988). Recent 
scholars such as Myers (2015), Dailey and Browning (2014) and Bailey and Barley 
(2011) stressed the value of the interaction in vicarious learning. They suggested that 
a person or an organization is likely to be unable to deduce the “lesson” of other 
entities’ experience through passive observation without exchange of ideas and 
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decision-making processes with those experience holders (Myers, 2015). Therefore, 
interactivity and back-and-forth discussions help firms to understand what can be 
learned vicariously from other’s experiences (Myers, 2015). In addition, the 
successful knowledge transfer requires firms to enhance their absorptive capacity and 
build trust with the sources of knowledge, because the absorptive capacity enables 
firms to better assimilate and apply the knowledge and experience that are transferred 
from other actors (Cohen & Levinthal, 1990). Futhermore, trust can increase the 
amount and value of information exchanged between firms and the source of 
knowledge (Tsai and Ghoshal, 1998) and enhance the cooperation with the source of 
knowledge (Dirks & Ferrin, 2001).  
3.3 Learning from Distant Knowledge 
The third learning mechanism we would like to introduce is learning from distant 
knowledge. Learning from distant knowledge facilitates firms investing in 
exploratory R&D activities. Firms could learn from previous experience but different 
experience trajectories might result in various learning consequences (Kogut & Chang, 
1991; Chang, 1995). The extent of homogeneity among the experiences might 
determine whether the previous experience can generate positive spillovers to the 
current ones (Cormier & Hagman, 1987). Therefore, learning from homogeneity 
knowledge can benefit exploitative learning of firms. In contrast, learning from more 
distant knowledge is typically in use with exploratory learning contexts.  
March’s (1991) model of mutual learning indicated a positive relationship between 
distant knowledge and exploration. Organizations accumulate knowledge in 
procedures, norms and rules over time. Such organizational knowledge and beliefs 
influence the people within the organization in various forms of cultivation, 
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instruction and prototype (March, 1991). Slow learners of codes keep diversity for a 
longer period contributing to an organization’s exploration that enables the 
knowledge found in the organizational code to enhance (March, 1991). This slow 
learning process encourages firms to explore possible alternatives and achieve 
balance in the development of specialized competences (March, 1991). Conversely, 
fast learners who learn rapidly from codes reduce the deviation between codes and 
individuals quickly and hence it is hard for the code to learn from individuals (March, 
1991). It seems that fast learning processes are more likely to generate a good effect 
on routinization or automatic experiential learning but an adverse effect on enhancing 
organizational knowledge. This long-term individual enhancement shows advantages 
of increasing variation in organizations for innovation. An example of the implication 
in organizations is that firms recruit new employees with untypical skills or genders, 
which leads to an expectation of bringing new knowledge and as a result increases the 
variance relative to existing knowledge, thus contributing to firms’ exploration 
(March, 1991). According to this idea, increasing the variation in organizations could 
facilitate exploration (March, 1991), whereas with less distant knowledge comes 
closer to exploitation.  
Many studies considered this issue beyond organizational and technological 
boundaries. They suggested knowledge that is either technologically or 
geographically distant can benefit a firm’s innovation (Rosenkopf & Nerkar, 2001; 
Henderson & Cockburn, 1994; Von Hippel, 1994). Learning from distant knowledge 
that is beyond a firm’s technological and organizational boundaries gives the firm an 
opportunity to create new and innovative linkages and associations (Phene et al., 
2006). However, very distant knowledge may also limit a firm’s ability to understand, 
assimilate and integrate that knowledge and at the same time increase the costs of 
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exploiting the potential value of distant knowledge, hence firms need to develop 
knowledge in that area to build upon distant knowledge (Cohen & Levinthal, 1990). 
As such capability-building activities take time to complete, it increases the difficulty 
of conducting vicarious learning in order to effectively replicate recent external 
innovative results (Dosi, 1988). Therefore, variation within or beyond firms 
contributes to firms’ exploration but such positive effects might be hindered by the 
lack of absorptive capacity and the neglect in organizational strategies. 
3.4 Search 
Table 3.2 Search 
 
The fourth learning mechanism is the search. Searching new solutions near problem 
symptoms relates to firms’ exploitative R&D investment, while searching innovative 
solutions in new experience trajectories or in environments where symptoms located 
relates to firms’ exploratory R&D investment. As we learnt from environmental 
dynamism studies, a searching process allows firms to acquire and process 
information about alternatives and the outcomes of firms’ search process determine 





               Exploration Exploitation 
Experiential Learning Vicarious Learning Experiential 
Learning 
High Search additional 
alternatives (Feldman 
& Kanter, 1965); 
multiple sources (Sidhu 
et al., 2004) 
Search and scan 
environments for 
information about 
changes (Fahey et al., 
1981); search more 
distant of knowledge 




n/a n/a  Search current 
alternative or search 
near problem 
symptoms (Cyert & 
March, 1963) 
 56 
dynamism suggested that exploration needs inputs searched from a broader scope and 
more distant of knowledge (Sidhu, et al., 2004) whereas exploitation needs inputs 
searched from the most proximate existing knowledge trajectories (Lant & Mezias, 
1992).  
Search can drive a firm to conduct exploratory and exploitative activities through 
enhancing the firm’s experiential learning. One of the most prevalent forms of 
organizational search is performance monitoring, a formal and routine performance 
assessment (Huber, 1991). During the performance monitoring, individuals in the 
organization realize a performance gap between what they expect (aspiration level) 
and what exists (March &Simon, 1958; Cyert & March, 1963). This recognized gap 
promotes a search process on the part of individuals in the organization that takes one 
of two forms of learning (exploration and exploitation) (Arthur & Aiman-Smith, 
2001). Exploitative activities will be increased if firms tend to search in present 
alternative or in the vicinity of the problem symptoms (Cyert & March, 1963), which 
means firms choose to use the options that are easily available or use the experience 
learned from similar problems. Exploratory activities will be increased if firms 
abandon their current alternatives and search for new alternatives, which require firms 
to search knowledge from multiple sources (Feldman & Kanter, 1965; Ansoff, 1975). 
In this situation, there is a large distance between new knowledge and firms’ 
immediate experience or its local environmental condition (Katila & Ahuja, 2002). 
Search also can facilitate firms to conduct exploratory activities through vicarious 
learning. If there is a large gap between a firm and the environment in which they are 
located, the firm will face a threat of survival and suffer a costly transformation 
(Tushman & Romanelli, 1985). Being aware of this, firms often search information 
about changes of their environments (Fahey et al., 1981). For instance, automobile 
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and computer companies have, for years, conducted detailed routine inspection of 
their competitors’ products that appear in the marketplace (Eells & Nehemiks, 1984). 
Searching and collecting information about what others are doing and how they do 
these things constructs the firm’s intelligence (Fuld, 1988; Gilad & Gilad, 1988). The 
relationship between search and exploration and exploitation has been summarized in 
Table 3.2. 
However, searching results mainly counts on the accessibility of sources (O’Relly, 
1982). There are some thresholds for searches to be undertaken by firms. The 
thresholds refer to comparing the consequences associated with not searching with 
the costs and benefits associated with searching, and also refer to a consideration on 
the possibilities of suffering these costs and benefits (O’Relly, 1982). Due to the 
increasing availability of information and communication technologies in the recent 
world, many studies propose knowledge is sourced through a direct and costless 
process (Dahlander & Gann, 2010). For instance, the Internet provides convenience 
for searching for knowledge from external sources through refining technology 
intelligence (Veugelers et al., 2010), facilitating crowdsourcing or broadcast search 
(Jeppesen & Lakhani, 2010) and building online communities (Dahlander & Wallin, 
2006) and platforms such as blogs and virtual worlds (Droge et al., 2010; Kohler et 
al., 2009). Obviously, the advanced information and communication technologies 
have enhanced the potential and reduced the costs of searching for knowledge from 
external sources (Dodgson et al., 2006). However, there are still many significant 
costs involved in the searching process, which cannot be ignored. Stuermer et al. 
(2009) found that if firms rely on the knowledge from external sources, they tend to 
face hidden costs associated with communication and control. Integrating new 
knowledge into a firm’s knowledge base requires changes in networks of relations 
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and communication relationships both within and outside the firm (Henderson & 
Clark, 1990).  
The broad search can limit the search effectiveness of firms (Jeppesen & Lakhani, 
2010). As problems in developing and managing integration increases with the 
increase of the search scope, eventually, the costs of integrating new knowledge will 
become higher than its benefits (Katila & Ahuja, 2002). Moreover, the costs of control 
will increase because increased search scope tends to reduce a firm’s reliability. The 
large distance between new knowledge and firms’ existing experience increases the 
difficulty of responding to new information correctly (Katila & Ahuja, 2002). The 
overly positive attitude towards external sources of knowledge will increase the risk 
of facing costly recalls or significant delays in manufacturing (West & Bogers, 2014). 
Firms should launch strategies to ensure their influence and control on the innovation 
process when searching technologies that are maintained externally (West & Bogers, 
2014). Therefore, the risk and costs of exploration through broad scope of search are 
higher than local search. 
3.5 Through What Mechanisms Firms Learn in Each Firm-
specific Factor. 
This study examines firm decisions to invest in exploratory and exploitative R&D 
activities by analyzing some firm-specific factors: IC, EIS, R&D personnel 
educational level, the level of export and geographic market scope. Given the 
importance of learning in explaining organizational action, we adopt organizational 
learning theories to examine the determinants of exploratory and exploitative R&D 
investment model.  
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Organizational learning theories suggested that learning through experience generates 
effects on organizations’ knowledge creation and transfer, stimulating organizations 
to change their strategies, structures and practices (Cyert & March, 1963; Levitt & 
March, 1988). Organizations adapt over time as a function of their experience (Cyert 
& March, 1992). Organizational goals and attentions adapt to an organization’s past 
experience (Direct experience, Echajari & Thomas, 2015) and other comparable 
organizations’ previous experience (Second-hand experience, Huber, 1991); 
organizations prefer to attend to some criteria of performance evaluation that normally 
creates satisfactory results. Levinthal and March (1993) expanded further on the 
organizational learning theories. They suggested that learning has a self-reinforcing 
nature, which means organizations are more likely to sustain current focus and 
participate in activities of which they are more capable with higher frequency. For 
example, organizations with rapid rates of turnover of decision makers often prefer 
local refinement rather than exploration, resulting in overinvestment in exploitation 
(Levinthal & March, 1993). Organizational search will change as the organization 
experiences success or failure with current solutions (Cyert & March, 1992). Success 
reduces search, while failure increases distant search (Levithal & March, 1993). 
Failure stimulates firms to search for new ideas and technologies (Levithal & March, 
1993) and alternative solutions in an entirely new way (Cyert & March, 1992). 
Therefore, we argue that the investment decisions in firms’ exploratory and 
exploitative R&D activities can be analyzed by examining factors that affect firms 
learning from their own and others’ experiences, search rules and the distant between 
firms’ prior and existing learning.  
First, following organizational learning theory, we focus on the influence of firm 
external knowledge linkages: IC and EIS. Many studies found that IC facilitates 
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efficient organizational learning and enables firms to access to externa1 knowledge 
that they need for innovation (Tsang, 2002; Powell, 1998). Some studies adopted an 
output model and found that IC results in a higher possibility of realizing innovation 
(Becker & Dietz, 2004) and contributes to achievement in new product development, 
product innovation, and process innovation (Bierly III et al., 2009; Powell, 1996; Un 
& Asakawa, 2015). For example, Bierly III et al. (2009) found that IC helps firms to 
tap into distant knowledge and this knowledge is important for developing new 
products and processes. They also found that the overlap between the knowledge 
domain of the firm and its partners is positively associated with improvement of 
existing products and processes. Powell (1996) argued that being a practitioner in 
collaboration can effectively help firms to learn valuable know-how of their partners. 
He suggested that learning-by-doing is a mechanism through which collaboration 
helps improve firm product innovation performance. Un and Assakawa (2015) 
showed that firms that have a close inter-organizational relationship and a small 
contextual knowledge distance with their partners are more likely to achieve process 
innovation.  
Unlike these studies focused on the impact of IC on innovation output, some studies 
are interested in the effects of IC on firm innovation input measured by internal R&D 
investment. For example, Colombo (1995) studied the effect of interfirm cooperation 
on R&D intensity in the information technology industries. Their extensive 
econometric analysis of 100 international firms found evidence for a complementary 
relation between interfirm collaboration and firm internal R&D spending. Veugelers 
(1997) examined the relationship between R&D cooperation and the level of internal 
R&D investment using Flemish firm-level data, and found that IC stimulates firms’ 
internal R&D, but only for firms with a full-time staffed R&D department. She also 
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found that the more frequently these firms engaged in IC the more they spend on 
internal R&D (Veugelers, 1997). Using a data of 2048 firms in the German 
manufacturing industry, Becker and Dietz (2004) found evidence for complementary 
relations between R&D collaboration and firm internal resources in the innovation 
process. They provided estimation results both for the innovation input and output 
model. On the input side, they found R&D collaboration has a statistically significant 
and positive impact on firms’ R&D intensity. On the output side, they found R&D 
collaboration positively stimulate the probability of realizing new product 
development (Becker & Dietz, 2004).  
In this thesis, we focused on the input model, we investigated the relationships 
between the IC and firm two types of internal R&D investment: exploratory and 
exploitative R&D investment. It is important to consider the R&D activities as a 
heterogeneous construct because although both exploratory and exploitative R&D are 
R&D activities, they differ in several aspects, such as risk, certainty and speed of the 
return and competitive impact (March, 1991). Due to these differences, exploratory 
and exploitative R&D tend to be stimulated by different learning mechanisms. In 
section 3.1-4 of this chapter, we introduced the relations between learning 
mechanisms and exploratory and exploitative R&D. During IC, firms’ exploratory 
R&D can be facilitated by three learning mechanisms: learning from distant 
knowledge (access partners’ distant knowledge), vicarious learning (learning from 
partners’ experience about collaboration markets and learning from partners’ 
complement knowledge) and experiential learning (learning through own experience 
of developing new ideas with commercial use that satisfies the needs of the market) 
(Howard et al., 2016; Tsang, 2002). Firms’ exploitative R&D during IC is however 
facilitated by mainly experiential learning (gaining of market and management skills 
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that are essential for accomplishing commercialization and manufacturing). As a 
result, IC can increase both exploratory and exploitative R&D investments but this 
may not be to the same extent. There seem to be more mechanisms through which IC 
can impact exploratory R&D investment than exploitative R&D investment. IC’s 
influence on learning partners’ knowledge and firm’s own experience of developing 
new ideas is of more fundamental nature and is more difficult to acquire through other 
channels, while gaining market and management skills can be achieved through, for 
example, hiring talented people. Therefore, we expect the influence of IC on 
exploratory R&D investment to be higher than that on exploitative R&D investment.  
EIS is another important method to make external knowledge usable (Kang & Kang, 
2009). EIS allows firms to find solutions to a problem by searching other actors in the 
embedded environment and increases the amount of information available to firms for 
drawing inferences. It is closely relates to firms’ search strategy rather than vicarious 
learning or experiential learning as it does not require firms to engage in the 
knowledge creation process (Veugelers & Cassiman, 1999). For example, IC allows 
firms to have access to non-marketable resources by deep interaction with partners, 
which cannot be realized in the form of EIS (Granovetter, 1973; Hansen, 1999). Given 
the IC and EIS induce different learning mechanisms, they tend to have distinct effect 
on firms’ exploratory and exploitative R&D investment. However, prior studies 
investigate the influence of external knowledge on R&D investment without 
considering different impacts of various external knowledge linkages. They have not 
considered that the influence of external knowledge on exploratory and exploitative 
R&D investment can vary with different external knowledge linkages: IC and EIS. 
Therefore, it is necessary to study different effects of IC and EIS on exploratory and 
exploitative R&D investment.  
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Moreover, existing studies mainly focused on investigating the influence of EIS on 
firm innovation. For example, Kang and Kang (2009) found that information transfer 
from informal networks has a positive effect on firm technological innovation 
performance. Veugelers and Cassiman (2006) also offered evidence of 
complementarity between external information sourcing and innovation. They found 
various information sources tend to enhance firm innovation performance. Mention 
and Asikainen (2012) demonstrated EIS shapes firm R&D investment and influence 
innovation output. However, there is not much study investigating the influence of 
EIS on R&D investment and of these studies, they mainly considered the R&D as a 
homogenous construct. For example, Masso and Vather (2008) demonstrated 
sourcing information from suppliers increases firm R&D investment. As we 
introduced in section 3.4, firms can search alternative solutions near problem 
symptoms or scan environment for distant solutions. We suggest that if external actors’ 
specialized knowledge and skills are in the same technological field as the firm, firm 
can use the others’ information to improve their existing solutions. While if external 
actors’ specialized information is not related to firms’ existing knowledge domains, 
it tends to substitute firms’ internal exploratory investment because external solutions 
can help firms to avoid the costs and risk of developing solutions in new scientific 
areas (Rosenkopf & Nerkar, 2001). As a result, searching solutions from external 
environment tends to positively influence firms’ internal investment in exploitative 
activities but negatively influence firms’ internal investment in exploratory activities. 
Since current studies ignore such differences, it would be necessary to study the effect 
of EIS on exploratory and exploitative R&D investment.  
The third firm-specific factor we focus on is the educational level of firm R&D 
personnel. Education is often found to be positively related to firms’ attitude towards 
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innovation (Coronado et al., 2008; McGuirk et al., 2015). Some studies considered 
R&D investment as a crucial input to innovation activity (Griliches, 1990). They 
investigated the effect of educational level on firm R&D investment. However, most 
of them focused on the top management team. For example, Lynskey (2016) found 
the higher education of the entrepreneur has a significantly positive relationship with 
R&D investment because education enables entrepreneurs to be more receptive to 
new knowledge and more open to new experience (Lynskey, 2016). As a result, 
education facilitates firms learning from distant knowledge. As we introduced in 
section 3.3, learning from distant knowledge contributes to firms’ exploratory R&D 
activities but not exploitative R&D activities. Therefore, highly-educated (university 
education) R&D personnel tend to facilitate firms’ investment in exploratory 
activities but not exploitative R&D activities.  
Moreover, previous studies have not paid much attention on the influence of non-
university degree. According to organizational learning theory, educational level 
plays a critical role in forming of preferences of individuals because it makes 
individuals consider different things as important and has different attitudes toward 
new knowledge (Cyert & March, 1992). Researchers with non-university degree tend 
to have different preferences on exploratory and exploitative R&D investment 
compared with researchers with higher education. For example, the main objective of 
non-university degrees such as technical architects and specific professional training 
aims at teaching students specialized knowledge in a specific domain. This 
encourages students to adopt experience from previous innovation projects to solve 
problems (Lin & Sanders, 2017). Therefore, researchers with non-university degree 
may be more likely to facilitate experiential learning of firms, resulting in an increase 
in exploitative R&D investment. While researchers with non-doctorate university 
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degree tends to facilitate vicarious learning of firms, resulting in an increase in 
exploratory R&D investment due to the teamwork skills they have learnt at university 
(Grant, 1996). In this study, we investigate the impact of different educational levels 
of R&D personnel on exploratory and exploitative R&D investment. It is important 
to focus on R&D personnel because they are the people who work on firm R&D 
activities on a daily basis (Sauermann & Cohen, 2010). These R&D researchers create 
knowledge and insight shaping important inputs to the innovation process (Lundvall 
& Johnson, 1994). By focusing on them, it can help researchers to better understand 
firms’ internal R&D investment strategies.  
Knowledge and learning is generated in the internationalization of firms such as 
knowledge spillover in export markets (Coe & Helpman, 1995) as well as diverse 
market information and unique technologies in a broader geographic market 
(Geletkanycz & Hambrick, 1997). International expansion stimulates the experiential 
learning and searching. The experiential learning and distant search happens within 
the firm contribution to developing knowledge along existing trajectory and 
knowledge along an entirely new trajectory (Casillas & Moreno-Menendez, 2014; 
Belderbos et al., 2011). Therefore, internationalization tends to directly influence 
firms’ efforts to invest in exploratory and exploitative R&D activities.  
Learning-by-exporting literature mainly examines the influence of exporting on 
productivity (Bai et al., 2017) and innovation (Love and Ganotakis, 2013). They 
suggested that firms gain better performance through exporting activities because of 
export’s facilitating role in learning, e.g. improving production knowledge through 
experiential learning (Klepper, 1996). We contribute to this literature by reviewing 
the influence of the exporting on a firm’s investment in exploratory and exploitative 
R&D activities. The literature of geographic scope suggests that firms with business 
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in a broader geographic scope tend to experience the benefits of learning and 
flexibility (Goerzen & Beamish, 2003). These firms are very likely to learn from 
distant experience because the broader geographic scope allows them to discover a 
richer pool of technologies and access more valuable reference groups (Kim et al., 
2015; Mol & Birkinshaw, 2009). In researching geographic scope and learning, most 
of the extant empirical studies captured the learning effects by using firms’ 
performance (Wiersema & Bowen, 2011; Delios & Beamish, 1999). Our study makes 
an effort to understand the relations between geographic scope and learning by 
demonstrating that geographic scope influences a firm’s investment in exploratory 
and exploitative R&D activities.  
The purpose of this study is to examine the influence of firms-specific factors: IC, 
EIS, R&D personnel educational level and internationalization statuses on 
exploratory and exploitative R&D investment, which is considered as an important 
input measure of exploratory and exploitative R&D and an impetus to innovation 
(D’Este et al., 2017). Prior studies mainly pay attention to output model and examined 
the determinants of innovation output (Un & Asakawa, 2015; Kang & Kang, 2009). 
This is surprising, because exploratory and exploitative R&D are the most crucial 
inputs for innovation and are important drivers of competitive advantages (Banker et 
al., 2008). They may determine the extent to which firms capture the benefits from 
these firm-specific factors. Exploratory and exploitative R&D investment helps us to 
understand a firm’s effort expended to experiment and manufacture new products and 
services.  
According to organizational learning theory, we introduce four learning mechanisms 
through which these firm-specific factors affect firms’ investment in exploratory and 
exploitative R&D activities. First, vicarious learning allows firms to learn from 
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partners’ knowledge, which increases the variation of firms’ knowledge and hence 
stimulates firms’ exploratory R&D investment. Second, experiential learning 
facilitates firms in finding new solutions by either refining routines or replacing 
existing routines, and hence it can generate effects on both firms’ exploratory and 
exploitative R&D investment. Third, learning from distant knowledge facilitates firms 
in obtaining new experiences that are distant from their current experience trajectories. 
This stimulates firms’ exploratory R&D investment. Fourth, searching can either 
occur near problem symptoms or in environments where symptoms are located, and 
so can relate to both firms’ exploratory and exploitative R&D investment. In this 
thesis, we provide a new explanation for the determinants of exploratory and 
exploitative R&D investment by emphasizing learning mechanisms to explain firms’ 
learning that is generated by different firm-specific factors. The following figure 3.1 
shows the output and input model of innovation research. It helps us to position our 
work in current research of innovation. Figure 3.2 summarized how learning 
mechanisms work and affect my theorization. 
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Figure 3.1 The output and input model of innovation research 
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Figure 3.2 Through which mechanisms firms learn in each firm-specific factor  
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Chapter 4 Methodology 
 
4.1 Data 
In order to answer the central research question that is concerned with the effect of 
firm-specific factors on firms’ decision to invest in exploratory and exploitative R&D 
activities, we need datasets that contain firm level information about their internal 
spending on exploration (basic and applied research) and exploitation (technological 
development), information on the firms’ innovation projects and associated 
information sourcing and collaboration details, the educational levels of firms’ 
internal R&D researchers and the level of exporting and the geographic market scope. 
The datasets should also cover a substantial period of time of the firms’ operations 
and include firms from a variety of industries. The Technological Innovation Panel 
(PITEC) fulfill these requirements and is considered an ideal instrument for statistical 
analyses of the technological activities of firms (Barge-Gil and Lopez, 2014). The 
database is co-developed by the National Statistics Institute (INE), the Foundation for 
Technical Innovation (COTEC) and the Spanish Foundation for Science and 
Technology (FECYT). PITEC is publicly available. It can be accessed by filling out 
required form on the FECYT web site. PITEC is a Community Innovation Survey 
(CIS)-type, firm-level panel database (D’Este et al., 2017). The core part of PITEC 
adopts the CIS, a standardized survey organized by Eurostat and Organization for 
Economic Cooperation and Development (OECD) based on the guidelines in Oslo 
Manual (OECD, 2005). The PITEC data is specifically suited for this study as it 
contains information on firm-specific determinants of innovation activities such as the 
sources of information for technological innovation and the partners of technological 
innovation cooperation, internal R&D researchers’ educational qualifications, export 
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levels, the firm’s geographic market scope, possible membership of a group, number 
of employees, and industry sectors they belong to (Mairesse & Mohnen, 2010; 
Martinez et al., 2017).  
In addition, there are three major benefits of using PITEC for this study. Firstly, unlike 
other CIS-type datasets (which are carried out at two-year intervals), the PITEC is 
carried out yearly and designed as a panel data survey. The PITEC provides data for 
a panel of about 12000 firms with more than 460 variables since 2003, allowing us to 
track a firm’s innovation activities and strategies over time. Tracking of the same firm 
over time and on an annual basis improves the quality and reliability of observations 
(FECYT, 2018). Moreover, because panel data allows us to observe changes over time 
(e.g. the changes of R&D spending), such data structure enables the analysis of the 
heterogeneity in the firms’ decisions. 
Secondly, this database contains detailed information about firms’ R&D activities. 
Specifically, it allows the differentiation between exploratory and exploitative 
characteristics of a firm’s internal R&D expenditures. A breakdown of firm’s internal 
expenditures by exploration and exploitation activities is seldom available (Barge-Gil 
and Lopez, 2014) -this partly explains the lack of studies of firms’ internal expending 
on different R&D activities, but is essential to this doctoral research. PITEC therefore 
offers an important dimension of R&D data to the traditional measures of exploration 
and exploitation using binary variables (Blindenbach-Driessen & van den Ende, 2014), 
point scale measures (He & Wong, 2004; Bierly III & Daly, 2007), or ratios based on 
turnover (Laursen & Salter, 2006).   
Thirdly, the PITEC is a CIS-type database (D’Este et al., 2017; Barge-Gil and Lopez, 
2014) and therefore allows findings to be compared with other studies using CIS data 
which is being used increasingly by economists and policy observers to carry out 
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many innovation related studies (Cassiman and Veugelers, 2002; Laursen and Salter, 
2006; Czarnitzki and Toole, 2011) (for a review of CIS survey, see Mairesse and 
Mohnen, 2010). Moreover, since PITEC has open-access policy, findings can be also 
compared among studies using PITEC (e.g., see a list of PITEC-based publications at: 
(https://services.icono.fecyt.es/PITEC/Paginas/descarga_bbdd.aspx).  
The dataset comes from one country, Spain. Spain is a developed economy where 
firms benefit from mature institutional conditions and are actively engaging with 
innovation. However, compared to with other European economies, Spain has a 
relatively lower R&D investment to GDP. In 2016, the investment in R&D was only 
1.22% of GDP, versus an EU average of more than 2% (SGI, 2017). The PITEC 
survey has specifically classified internal R&D researchers in terms of education and 
skills, and more importantly included questions on firms’ detailed investment in 
different R&D activities. These are significant advantages of the PITEC database over 
standard CIS survey data (Martinez et al., 2017). It is expected that focusing on firms’ 
R&D investment in a country environment where R&D spending is relatively low, 
this study is conducting a hard test of the firm-specific determinants of exploratory 
and exploitative R&D investment. The findings using this database are expected to 
add value not only academically but also practically to firms operating within an EU 
country or across Europe. It also helps the government to design a better research and 
innovation policy to facilitate Spanish firms’ R&D spending. A further benefit of 
using data from one country is that it controls country-level social and macroeconomic 
changes while allowing for the analysis to focus on firm-level (and industry level) 
effects.   
 73 
4.2 Sample Selection and Statistical Descriptions 
Using information from nine PITEC annual survey for the period 2003-2011, we have 
a large sample of firms to start with and this enables us to carry out rigorous sample 
selection.  
First, because our research questions are concerned with how firms actively commit 
internal investments to different types of R&D activities, we first exclude 
observations that report incorrect information on current internal R&D investment 
and also control variables (e.g., negative values because of accounting reasons or 
missing observations) and report 0 value on their current internal R&D investment. 
This step leaves us with only firms that reported positive expenditures in current 
internal R&D activities. In other words, we restrict analysis just to firm with current 
internal R&D activities.  
Second, because we are interested in the internal expenditure on different types of 
R&D, we next filter the sample by examining their reporting of the different internal 
R&D activities. The survey requires firms to breakdown their current internal R&D 
investment into basic research, applied research, and technological development by 
percentage, and therefore the sum of these three types of research should be always 
100%. Excluding those who reported the percentages incorrectly (i.e., those do not 
add up to 100%), this step leaves us with R&D active firms that have correctly 
reported their different types of research activities.  
Thirdly, because our hypotheses rely on a number of constructs (such as collaboration 
partners, information sources, R&D researchers’ qualification, export and geographic 
market scope) and we have excluded observations when a firm did not report data of 
these constructs in a particular year, resulting in an unbalanced panel data. In 
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particular, the question content about export has changed since 20064, consequently 
we cannot compare the answers of the earlier surveys to the later ones, and therefore 
only the later survey data are used (2006-2011). Fourthly, we further excluded the 
year of observation that did not have data of the control variables we require for the 
estimation.  
Table 4.1 summarizes key statistics of variables from the initial sample and the final 
sample.  
Table 4.1 Key statistics of variables from the initial sample and the final 
sample. 





















Exploitative R&D investment  95392 13388 4.760 10.074 6.095 5.448 0 0 20.384 20.384 
Exploratory R&D investment 115452 13388 3.477 8.729 5.605 6.056 0 0 19.172 19.103 
Internal R&D researchers 
with PhD qualification in FTE 
92094 13388 1.986 3.801 8.713 10.740 0 0 100 100 
Internal R&D researchers 
with non-doctorate university 
qualification in FTE 
92094 13388 12.457 22.42 22.335 24.018 0 0 100 100 
Internal R&D researchers 
with non-university 
qualification 
92094 13388 4.280 7.532 14.277 17.609 0 0 100 100 
Firm size 95392 13388 0.500 0.635 0.500 0.481 0 0 1 1 
Membership of a group of 
companies 
95306 13388 0.391 0.490 0.488 0.500 0 0 1 1 
Collaborate with other 
companies of its own group 
71996 13388 0.096 0.185 0.295 0.389 0 0 1 1 
The importance of 
information source: within     
company or group 
65882 13388 1.687 1.362 0.951 0.628 1 1 4 4 
Collaborate with external 
partners 
71996 13388 0.833 1.533 1.519 2.016 0 0 7 7 
External information sourcing 65882 13388 2.953 2.631 0.674 0.600 1 1 4 4 
Make-to-buy (product): The 
degree of external sourcing in 
product innovation 
43927 13388 1.232 1.202 0.508 0.439 1 1 3 3 
Make-to-buy (process): The 
degree of external sourcing in 
process innovation 
45568 13388 1.379 1.283 0.667 0.540 1 1 3 3 
Firm age 96664 13388 3.539 3.802 0.829 0.739 0 0 6.998 6.426 
Number of employees  95392 13388 4.879 5.210 1.698 1.554 0 0.88 11.327 11.327 
Public company 95392 13388 0.021 0.018 0.143 0.132 0 0 1 1 
Private national company   95392 13388 0.837 0.788 0.369 0.409 0 0 1 1 
Private multinational 
company   
95392 13388 0.130 0.173 0.336 0.378 0 0 1 1 
Research association and 
other research   institutions 
95392 13388 0.012 0.021 0.110 0.145 0 0 1 1 
The level of exporting 65963 13388 0.993 1.644 1.570 1.766 0 0 5.298 5.298 
Geographic market scope 88154 13388 0.976 1.425 0.906 0.799 0 0 2 2 
Note: Exploitative R&D investment, Exploratory R&D investment, firm age, number of employees and the level of export are all 
in logged form.  
                                                 
4 The question about export on questionnaire year 2003, year 2004 and year 2005 is: From turnover, 
indicate the total exports. The Question about export on questionnaire year 2006, year 2007, year 2008, 
year 2009, year 2010 and year 2011 is: From turnover, indicate the total exports (do not include intra-
community deliveries, that is, EFTA countries or EU candidate countries). 
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The final sample thus contains data of 4,105 firms from 2006 to 2011, resulting in an 
unbalanced panel of 13,388 observations. These companies belong to 14 industrial 
classification groups, including agriculture (152), extractive (39), manufacturing 
(6976), recycling (54), production and distribution of electricity, gas and water (85), 
construction (418), transport (296), wholesale and retail trading (1902), financial 
(246), real estate activities (64), social service (1063), education, film and radio (524), 
scientific research (1532) and others (37). 
Table 4.2 provides the correlations of variables. As showed in the analysis of the 
correlation matrix and the VIF scores (all VIF values are less than 10), there is no 
issue of multicollinearity within this random GLS regression models (Hair et al., 
1995). Although there is a high correlation (-0.88) between the private national 
company variable and private multinational company variable, the VIF values of these 
two variables are less than 10. The private national company variable has a VIF value 
of 8.75 and the private multinational company variable has a VIF value of 8.65. 
Although there is a relatively high correlation (0.64) between the level of export and 
geographic market scope, the VIF values of these two variables are around 2 in both 
exploration and exploitation model. Moreover, the correlation between the number of 
employees and firm size is 0.68. However, they also have very low VIF values in both 
exploration and exploitation model. 
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Table 4.2 Correlations 
Variables 1 2 3 4 5 6 7 8 9 10 11 
1.Exploitative R&D investment                  
2.Exploratory R&D investment -0.32***           
3. Internal R&D researchers with PhD qualification in FTE -0.03** 0.14***          
4. Internal R&D researchers with non-doctorate university qualification in FTE 0.01 0.09*** -0.09***         
5. Internal R&D researchers with non-university qualifications in FTE -0.00 -0.07*** -0.11*** -0.17***        
6. Firm size 0.10*** 0.08*** -0.06*** -0.04*** -0.09***       
7. Membership of a group of companies 0.14*** 0.07*** -0.00 0.01 -0.07*** 0.46***      
8. Collaborate with other companies of its own group 0.15*** 0.10*** 0.02* 0.04*** -0.03** 0.23*** 0.49***     
9. Importance of information source: within firm or group  -0.08*** -0.05*** -0.01 -0.03*** 0.01 -0.06*** -0.09*** -0.11***    
10. Collaborate with external firms 0.21*** 0.20*** 0.09*** 0.09*** -0.06*** 0.10*** 0.15*** 0.44*** -0.08***   
11. External information sourcing -0.14*** -0.18*** -0.11*** -0.07*** 0.07*** -0.07*** -0.08*** -0.18*** 0.12*** -0.43***  
12. Make-to-buy (product): The degree of external sourcing in product innovation 0.01 0.01 -0.00 -0.01 -0.05*** 0.00 -0.02* 0.07*** 0.05*** 0.27*** -0.11*** 
13. Make-to-buy (process): The degree of external sourcing in process innovation 0.03*** -0.00 -0.00 0.00 -0.02** 0.01 -0.03** 0.08*** 0.06*** 0.25*** -0.10*** 
14. Firm age -0.01 0.07*** -0.07*** -0.06*** -0.02** 0.36*** 0.14*** 0.07*** 0.00 -0.00 0.00 
15.Number of employees 0.20*** 0.14*** -0.06*** -0.03*** -0.08*** 0.68*** 0.51*** 0.33*** -0.09*** 0.22*** -0.12*** 
16. Public company 0.00 0.03** 0.00 0.01 -0.04*** 0.03** -0.03** 0.01 0.02* 0.10*** -0.04*** 
17. Private national company -0.07*** -0.11*** -0.06*** -0.04*** 0.04*** -0.22*** -0.31*** -0.20*** 0.05*** -0.14*** 0.05*** 
18. Private multinational company 0.05*** 0.06*** 0.04*** 0.01 -0.02** 0.27*** 0.39*** 0.23*** -0.05*** 0.04*** 0.02** 
19. Research association and other research institutions 0.05*** 0.12*** 0.07*** 0.08*** -0.02* -0.12*** -0.12*** -0.05*** -0.02** 0.21*** -0.16*** 
20. The level of export 0.06*** 0.05*** 0.00 -0.00 -0.01 0.20*** 0.09*** 0.04*** -0.04*** 0.03** -0.03*** 
21. Geographic market scope 0.06*** 0.08*** -0.02* -0.02* -0.01 0.27*** 0.14*** 0.07*** -0.06*** 0.03** -0.05*** 
Variables 12 13 14 15 16 17 18 19 20   
13 0.38***           
14 -0.01 0.01          
15 0.05*** 0.04*** 0.39***         
16 0.12*** 0.04*** 0.00 0.12***        
17 -0.03** 0.01 -0.06*** -0.31*** -0.26***       
18 -0.04*** -0.05*** 0.10*** 0.30*** -0.06*** -0.88***      
19 0.07*** 0.06*** -0.09*** -0.04*** -0.02* -0.29*** -0.07***     
20 -0.04*** -0.02* 0.19*** 0.09*** -0.08*** -0.02** 0.09*** -0.09***    
21 -0.06*** -0.03** 0.25*** 0.18*** -0.12*** -0.06*** 0.15*** -0.09*** 0.64***   
N= 13388 observation. Significant Levels: + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001       
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4.3 Measures 
4.3.1 Dependent variables 
Exploratory R&D investment and Exploitative R&D investment are the dependent 
variables of this study. As mentioned in Chapter 2, R&D is not a homogenous activity 
(D’Este et al., 2017; Barge-Gil and Lopez, 2014; Czarnitzki et al., 2010). Following 
the discussion in Section 2.2, we draw on the features of exploration and exploitation 
introduced in March (1991), and the standard definitions of different R&D activities 
(basic, applied and technological development) (OECD, 1970), and established that 
exploration investment can be assessed based on companies’ investment in basic and 
applied research, whereas exploitation investment is better to be assessed based on 
companies’ investment in technological development, this is also in line with D’Este 
et al.(2017). Basic and applied research (experimental or theoretical work aimed at 
obtaining completely new and original knowledge) (OECD, 2002) involves 
uncertainty and longer time horizons, which obviously contains a nature of 
exploration since it is about searching of new possibilities (March, 1991). In contrast, 
the technological development of R&D is closely related to exploitation of old 
certainties as the research is based on using existing knowledge that is obtained from 
the science experimentation or from practical experience (D’Este et al., 2017). The 
outcomes of it are more predictable and required shorter time horizons, which are 
clearly exploitative in nature (March, 1991). The PITEC data allows us to make a 
distribution of companies’ current expenditure on internal R&D activities in the year 
that survey was executed, by three types of research, which is, basic research, applied 
research and technological development. Based on these definitions, the exploratory 
R&D in this research is obtained by firms’ investment in basic and applied research. 
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While, the exploitative R&D is obtained by firm’s investment in technological 
development.  
As the sum of these three types of research is always 100%, basic and applied research 
expenditure as an indication of the exploration investment is calculated by total 
current internal expenditure (CIE) on R&D multiplied by the sum of the ratio of basic 
research and applied research to CIE on R&D. Technological development 
expenditure as an indication of the exploitation investment is calculated by total 
amount of CIE on R&D multiply the ratio of technological development to CIE on 
R&D. The formula is as follows: 
𝐸𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑜𝑟𝑦 𝑅&𝐷 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 
= 𝑇𝑜𝑡𝑎𝑙 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑅&𝐷 𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒 
∗
𝐵𝑎𝑠𝑖𝑐 𝑟𝑒𝑠𝑒𝑎𝑟𝑐ℎ + 𝐴𝑝𝑝𝑙𝑖𝑒𝑑 𝑟𝑒𝑠𝑒𝑎𝑟𝑐ℎ
𝑇𝑜𝑡𝑎𝑙 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑅&𝐷 𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒
 
𝐸𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑣𝑒 𝑅&𝐷 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 
= 𝑇𝑜𝑡𝑎𝑙 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑅&𝐷 𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒 
∗
𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡
𝑇𝑜𝑡𝑎𝑙 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑅&𝐷 𝑒𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒
 
Given that the two dependent variables are measured by the amount of expenditures 
in Euros (Tognazzo et al., 2013) and contain zero values (Burbidge et al., 1988), it is 
necessary to log them in the regression models by using an inverse hyperbolic sine 
transformation (IHS). The IHS that we employed in the regression model “can be 
interpreted in the same way as a standard logarithmic variable but unlike a log variable, 
the IHS is also defined at zero.” (Di Cintio et al., 2017, p.841). 
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4.3.2 Independent variables 
We developed one hypothesis for the direct effect of innovation collaboration on firms’ 
exploratory and exploitative R&D investment. One variable Innovation collaboration 
with external partners was introduced to test this hypothesis. Like other CIS-type 
surveys, survey questions on cooperation partners and information sources for 
technological innovation capture a firm’s activities during the past 3 years. For 
example, “Indicate the type of partner you cooperated with during 2008-2010” 
(PITEC Survey, 2010, p.11). Innovation collaboration with external partners in this 
thesis is measured by number of types of external partners that a firm cooperated with 
for technological innovation activities in a 3-year period. Cooperation in innovation 
activities or more specifically in R&D is often addressed by firms with strong needs 
of knowledge, risk and costs sharing and aims at benefiting from partners’ 
complementarities (Kleinknecht & Reignen, 1992; Lopez, 2008). Many researchers 
found that cooperating firms tend to increase their investment in R&D (Kaiser, 2002; 
Miotti and Sachwald, 2003; Belderbos et al., 2004a). PITEC has information on 
innovation cooperation with different partners. There are seven different types of 
cooperation partners, including (1) customers, (2) equipment suppliers, (3) 
competitors, (4) consulting firms, (5) commercial labs/ R&D companies (6) 
universities or (7) public research bodies, in PITEC survey. Each type of partners has 
equal value. A company gets a 0 when it did not cooperate with any type of partners, 
while the company gets the value of 7, when it cooperated with all types of external 
partners.  
We developed one hypothesis for the direct effect of external information sourcing on 
firms’ exploratory R&D investment. We introduce External information sourcing to 
test this hypothesis. It is measured by the average importance of information extracted 
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from all external sources for firms’ technological innovation. This measure relies on 
following survey question “During 2008-2010, how important was for this business’ 
innovation activities the information from following sources?” (PITEC Survey, 2010, 
p.11). The PITEC has 10 external sources of information for innovation including (1) 
equipment suppliers; (2) customers (3) competitors (4) consultants, private labs or 
institutes (5) universities (6) public research bodies (7) technology centres (8) 
conferences, fairs, expos (9) scientific journals, technical publications (10) 
professional and industrial associations. As a starting point, respondents indicated on 
a 4-point scale how important for the company’s innovation activities was the 
information from the type of source (e.g. customers) in a 3-year period. In this case, 
4 as the highest value means high level of importance of the type of source and 1 as 
the lowest value means non-use of that type of source. Subsequently, we added up 
sources so that a company gets the score of 40 when all external information sources 
are highly important for its innovation activities, while the company gets the value of 
10 when no external information sources are used in its innovation activities. The 
measure indicates the average importance of all external sources for a company’s 
innovation activities. Therefore, it is calculated by the sum of a company’s scores on 
all types of external information sources divided by ten, and for each company, the 
results spread from 1 to 4 (not used, reduced, intermediate, high importance). For 
example, a company gets the value 4 when the average importance of all external 
sources for a company’s innovation activities is high, while gets the value 1 when the 
company does not use any external sources for its innovation activities.  
Education specifically has an impact on transformation of knowledge, which is about 
building new routines, leading to an increase in exploratory R&D investment once the 
new knowledge is assimilated and diffused in the company (Hurtado-Ayala & 
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Gonzalez-Campo, 2015). To test hypotheses about the influence of internal R&D 
researchers’ educational level on firms’ exploratory and exploitative R&D investment, 
we include three levels of educational qualification. This is in line with the research 
of Hurtado-Ayala and Gonzalez-Campo (2015), which separates education levels into 
PhD level, degree level or below. The dataset adopted in this study provides 
information on the educational qualification of internal R&D researchers of firms is 
as follows:  
Internal R&D researchers with doctorate qualification in full-time employees (FTE) 
is measured by the ratio of internal R&D researchers with doctorate in FTE to R&D 
staff (Dahlander et al., 2016). It is reasonable to separate PhDs from other educational 
degrees because they can bring an indirect influence on firms’ R&D investment 
(Lynskey, 2016). For example, PhDs researchers facilitate social networks that may 
allow firms to overcome barriers in detecting technological opportunities outside the 
firm (Herrera & Nieto, 2013; Lynskey, 2016). 
Internal R&D researchers with non-doctorate university qualification in FTE is 
measured by the ratio of internal R&D researchers with degree in FTE to R&D staff. 
Non-doctorate university qualification focuses on developing individual’s collective 
learning ability, which helps to facilitate knowledge integration within an organization 
(Lin & Sanders, 2017).  
Internal R&D researchers with non-university qualification in FTE is measured by 
the ratio of internal R&D researchers with other qualifications in FTE (internal full-
time R&D researchers with diploma and high school diploma, advanced and 
intermediate vocational training qualification) to R&D staff. Hofheinz (2009) 
suggested that employees with secondary or equivalent education have a lower level 
of skills than employees with tertiary education. Moreover, as employees with lower 
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educational qualifications tend to lack management capabilities, they are less willing 
to change than employees with higher educational qualifications (McGuirk et al., 
2015).  
To test hypotheses about the influence of firm internationalization on firms’ 
exploratory and exploitative R&D investment, we include two variables The level of 
exporting and Geographic market scope. The level of exporting is calculated as the 
logarithm of the proportion of firm turnover that was derived from export sales by 
using IHS, since the results of Skewness/Kurtosis tests showed that the distribution 
of the level of exporting is highly and positively skewed (Mol & Birkinshaw, 2009; 
Girma & Hanley, 2008). There was a change in content of the question about firm 
export level. Since the questionnaire in year 2006, the question about export is 
specified that intra-community deliveries should not be included as exports. In order 
to ensure consistency, in this study, we only adopt the data from 2006 to 2011. We do 
not consider EU countries, EFTA or EU candidate countries as export markets. 
Geographic market scope is a single-item that defines the firm’s extent of 
internationalization (Delios & Beamish, 1999). The value of 2 means a firm sells 
goods or service in other EU countries, EFTA or EU candidate countries and all 
remaining foreign markets; the value of 1 means a firm sell goods or service in other 
EU countries, EFTA or countries or all remaining foreign markets; and the lowest 
value of 0 means a firm does not sell goods or service in the international markets 
(2=enter markets of other EU and EFTA countries and all remaining countries; 1= 
enter markets of other EU and EFTA countries or all remaining countries; 0= no 
international market). Due to data constraints, at this stage of this study, we are unable 
to account for the number of foreign countries that the firm enters. We consider it as 
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a limitation of this study and have a detailed discussion of it in the limitation section 
of Chapter 7. 
4.3.3 Moderators 
We developed two hypotheses for the influence of a firm’s make-to-buy orientation 
on the relationship between external information sourcing and exploitative R&D 
investment. Firm’s make-to-buy orientation is captured empirically by examining a 
firm’s objectives of engaging in internal innovation and whether the firm relies mainly 
on itself to conduct product/process innovation or on joint effort with the externals or 
on the market through external business organizations. 
Make-to-Buy (product): The degree of external sourcing in product innovation is a 
measure that takes the value 1 (=make or conduct product innovation all by the firm 
itself); 2 (=conduct product innovation by a joint effort between the firm and external 
organizations); or 3 (=conduct product innovation by external organizations only). 
This moderator captures the changing tendency of a firm from “make” to “buy” on 
product innovation activities. 
Make-to-Buy (process): The degree of external sourcing in process innovation is a 
measure that takes the value 1 (=make or conduct process innovation all by the firm 
itself); 2 (=conduct process innovation by a joint effort between the firm and external 
organizations); or 3 (=conduct process innovation by external organizations only). 
This moderator captures the changing tendency of a firm from “make” to “buy” on 
process innovation activities. 
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4.4.4 Control variables 
We control for firm age and size as they have been found to influence the company’s 
exploratory and exploitative R&D investment (Bierly III & Daly, 2007; Beckman, et 
al., 2004). For instance, exploration and exploitation investment might benefit from 
economies of scale and scope of firms (Escribano et al., 2009), and also firms’ 
experience in conducting exploration and exploitation (Jansen et al., 2006). Some 
empirical studies found the negative influence of firm age on exploration, whereas 
others found a positive effect. For example, Sorensen and Stuart (2000) found that 
older firms prefer to invest in development of existing knowledge because age 
increases the reliability of existing routines and the rigidity of communication patterns 
of firms. They also found that younger firms tend to be more flexible and have a 
stronger incentive to invest in development of new and potentially influential domains 
of technology to upstart organizations. Hanna and Freeman (1984) found that older 
companies are more likely to invest in exploration due to the well-established partner 
network and rich experience in development of new technology products. To control 
for these effects, this study applies a Firm age measure that is calculated by using the 
year the survey was executed in minus the year the company was founded (Jansen et 
al., 2006). According to the prior studies, we opt for IHS for firm age (Eshima & 
Anderson, 2017).  
We control for Firm size since prior studies based on CIS-type data illustrated the 
effect of size on firm’s R&D investment propensities in terms of exploration and 
exploitation (Bierly III & Daly, 2007). Small firms tend to focus on exploitation 
because they prefer to develop competitive advantage through increasing the 
flexibility of production (Fiegenbaum & Karnani, 1991) and enhancing the 
performance of price and quality (Cooper et al., 1986). On the other hand, larger firms 
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have more slack resources for exploratory and exploitative R&D activities (Bierly III 
& Daly, 2007; Damanpour, 1996). To ensure that the results are not influenced by 
size we include a dummy variable taking the value 1 when the firm’s turnover is 
higher than the value of average turnovers of the sampled companies in the year where 
the survey was executed, and 0 otherwise (Kafouros & Wang, 2015).  
Prior studies based on CIS-type data indicated that the tendency to develop new 
knowledge increases with number of employees (Blindenbach-Driessen & van den 
Ende, 2014; Bodas Freitas & Tunzelmann, 2013; Laursen &Salter, 2006). To control 
for this influence, we include a variable Number of employees. The number of 
employees is defined as the logarithm of total number of employees (including paid 
and unpaid employees) in the firm by using IHS (Astebro & Tag, 2015).  
Some of the firms participating in the PITEC survey are part of an enterprise group. 
This may influence firms’ R&D investment because these firms can get financial and 
also technological support from their enterprise group. To account for this a variable 
Membership of a group of companies is included to provide information on whether 
or not the company is part of an enterprise group (Blindenbach-Driessen & van den 
Ende, 2014; Leiponen, 2008). It takes the value of 1 when the company indicates that 
it belongs to an enterprise group. 
Moreover, we control the firm type. In the PITEC survey, firms are asked to indicate 
the type of their company. The question has four answer options: (a) public company, 
(b) private national company, (c) private multinational company or (d) research 
association and other research institutions. Public companies may have short-termist 
behaviour because they are often under pressure of shareholders who emphasize 
short-term returns (EY Poland Report, 2017). As the return from exploration is 
uncertain and has longer time horizons (March, 1991), we can contend that public 
 86 
companies tend to “invest in exploration only when they have no alternative e.g. 
technology exhaustion in their existing portfolio of R&D activities” (Mudambi & 
Swift, 2014, p.129). Private multinational companies usually are large companies 
with richer resources than private national companies. For example, they may have 
more financial slack and more professional and skilled R&D personnel for innovation 
projects that tends to encourage firms to search for more distant knowledge (Dewar 
and Dutton, 1986; Damanpour et al., 1996). Research institutions tend to have a 
propensity to invest in basic research (Todtling et al., 2009). To account for this, four 
dummy variables are included to indicate the firm type. 
Firms can obtain information and knowledge for innovation activities through their 
interaction with internal actors (Tamayo & Huergo, 2017). To account for firms’ 
internal interaction for innovation activities, we include two variables, measured in a 
3-year period. Collaborate with other companies of its own group is a dummy variable 
and provides information on whether or not the firm collaborated with other 
companies of its own group for technological innovation activities during the past 
three years. It takes the value 1 when the firm has the technological innovation 
collaboration with other companies of its own group. The importance of information 
source: within company or group provides information on level of importance of 
internal information source for the firm’s technological innovation (not used, reduced, 
intermediate, high importance) during the past three years. The lowest value of 1 
means the internal information source is not used for the firm’s innovation activities 
and the highest value of 4 means the internal information source is highly important 
for innovation activities of the firm.  
Industries differ in technological opportunities, appropirability regimes and 
technology life cycle, which all can generate an effect on the company’s R&D 
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investment (Faems et al., 2005; Laursen & Salter, 2006; Veugelers, 1997). Given the 
significant impact Industry dummies often achieve, we include them in our model. 
Market conditions and the general economic environment such as economic recession 
or boom, can vary over time, making firms correspondingly change their R&D 
investment in exploration and exploitation (Katila & Ahuja, 2002). Therefore, we use 
Year dummies to control such period effects. The variable description has been 
summarized in the Table 4.2. 
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Table 4.3 Variable description  
Dependent Variables Measure Reference 
Exploratory R&D investment The logarithm of firms’ current internal expenses on basic and applied research activities.  D’Este et al. (2017) 
Exploitative R&D investment The logarithm of firms’ current internal expenses on technological development activities  D’Este et al. (2017) 
Independent Variables 
Geographic market scope A single-item defines the firm’s extend of internationalization. (0= no international market; 1= enter 
markets of other EU and EFTA countries or all remaining countries 2= enter markets of other EU and 
EFTA countries and all remaining countries) 
 
The level of exporting The logarithm of the proportion of firm turnover derived from export sales  Mol and Birkinshaw (2009); 
Girma & Hanley (2008) 
Collaborate with external partners The number of types of external partners that a firm cooperated with for technological innovation 
activities in a 3-year period. 
 
External information sourcing The level of importance of external information sources for firms’ technological innovation.  Mention and Asikainen (2012) 
Internal R&D researchers with PhD 
qualification in FTE 
The ratio of internal R&D researchers with doctorate in full time employment (FTE) to R&D staff.  Dahlander et al. (2016) 
Internal R&D researchers with non-
doctorate university qualification in 
FTE 
The ratio of internal R&D researchers with degree in FTE to R&D staff. Hurtado-Ayala and Gonzalez-
Campo (2015) 
Internal R&D researchers with non-
university qualification in FTE 
The ratio of internal R&D researchers with other qualifications in FTE to R&D staff. Hurtado-Ayala and Gonzalez-
Campo (2015) 
Moderators   
Make-to-Buy (product): The degree of 
external sourcing in product innovation 
It captures the changing tendency of a firm from “make” to “buy” on product innovation activity. 
(1=conduct product innovation all by the firm itself, 2=conduct product innovation by a joint effort 





 Note: For all logarithm transformation, we adopted the inverse hyperbolic sine (IHS) transformation because the variables have highly skewed distributions. The IHS that we 
employed in the random regression model is defined as ln(𝑥+√𝑥2 + 1) (Di Cintio et al., 2017).
Make-to-Buy (process): The degree of 
external sourcing in process innovation 
It captures the changing tendency of a firm from “make” to “buy” on process innovation activity. 
(1=conduct process innovation all by the firm itself, 2=conduct process innovation by a joint effort 




Membership of a group of companies A dummy variable (1=the company belongs to an enterprise group, 0=otherwise). Blindenbach-Driessen and van 
den Ende (2014) 
Firm size A dummy variable (1=the company’s turnover higher than the value of average turnovers of the sampled 
companies in the year where they survey executed, 0=otherwise). 
Kafouros and Wang (2015) 
Collaboration with other companies of 
its own group 
A dummy variable (1=the company has the technological innovation collaboration with other companies 
of its own group, 0=otherwise) 
Love & Ganotakis (2013) 
The importance of information source: 
within     company or group 
The level of importance of internal information source for firms’ technological innovation (1=not used; 
2=reduced; 3=intermediate; 4=high).  
Montoro-Sanchez et al. (2011) 
Firm age The number of years that the company established.  Love & Ganotakis (2013) 
The number of employees The logarithm of total number of employees (including paid and unpaid employees) of the firm. Love & Ganotakis (2013) 
Public company A dummy variable (1=public company, 0=otherwise)  
Private national company A dummy variable (1=private national company, 0=otherwise)  
Private multinational company   A dummy variable (1=private multinational company, 0=otherwise)  
Research association and other 
research   institutions 
A dummy variable (1= research institutions, 0=otherwise) Todtling et al. (2009) 
 Year dummy Year dummies for the period 2006 to 2011 Katila and Ahuja (2002) 
Industry dummy Industry dummies based on 14 industrial classification groups (see the sample selection section) Veugelers (1997) 
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4.4.5 Estimators 
Panel data provides the firm-specific-effects model to achieve consistent estimates: 
𝑦𝑖𝑡 = 𝛼𝑖 + 𝑋
′
𝑖𝑡𝛽 + 𝜀𝑖𝑡 
“Where 𝑋𝑖𝑡 are explanatory variables, 𝛼𝑖 are random firm-specific effects, and 𝜀𝑖𝑡 is 
an idiosyncratic error” (Cameron & Trivedi, 2010, p.237). 
It is important to distinguish between fixed and random-effects models in 
microeconometrics analysis of panel data. Fixed and random-effects estimators are 
largely different in terms of the 𝛼𝑖. For a Fixed-effects model, the 𝛼𝑖 in the above 
equation is allowed to be correlated with the explanatory variables 𝑋𝑖𝑡. This permits 
a limit form of endogeneity (Cameron & Trivedi, 2010). The error in the above 
equation has been considered as 𝑢𝑖𝑡 = 𝛼𝑖 + 𝜀𝑖𝑡 . In the Fixed-effects model, it is 
assumed that 𝑋𝑖𝑡 is correlated with the time-invariant part of the error, captured by 𝛼𝑖, 
but is uncorrelated with the idiosyncratic error 𝜀𝑖𝑡 (Cameron & Trivedi, 2010). For a 
Random model, the 𝛼𝑖 in the above equation is assumed to be purely random and 
uncorrelated with the explanatory variables 𝑋𝑖𝑡  (Cameron & Trivedi, 2010). The 
Hausman test is a common method to compare fixed and random-effects estimators. 
If the result of the test supports the null hypothesis: firm-specific effects are not 
correlated with explanatory variables, random-effect GLS estimator is more desirable, 
otherwise, fixed-effect GLS estimator needs to be applied (Baltagi et al., 2003). 
However, “using the results of the hausman test to make decisions on which estimator 
to perform seems opposed to theory. When the result of the test is significant (.000), 
researchers overwhelmingly rely on the fixed-effects model. The drawbacks of this 
approach, however, are that fixed-effects models simply discard all available 
between-firm variance. Consequently, using fixed-effects models prevents 
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researchers from gaining any insights about between-firm relationships” (Certo et al., 
2017, p.1537).  
We conduct a panel specific random-effect GLS estimator for which independent 
variables are IC, EIS, the share of internal R&D researchers with doctorate, the share 
of internal R&D researchers with university degree (without PhDs), the share of 
internal R&D researchers with other qualifications, logarithm of the level of exporting 
and geographic market scope, and dependent variables are logarithm of exploration 
and exploitation investment. This model estimates how the firms’ specific effects 
leads to the differences in firms’ investment decisions in exploration and exploitation. 
Fixed-effect estimator model is the most common method for panel data analysis in 
strategy research (Certo et al., 2017). However, it is less efficient compared with 
random-effect models, because it does not consider the between-firm variance, and 
by definition, apply less information when calculating estimates (Certo et al., 2017).  
We choose random-effect GLS estimators over fixed-effect estimators because of the 
following reasons. First, there are five time-invariant variables in our model: public 
company, research association and other research institutions, private national 
company, private multinational company, membership of a group of companies, and 
thus we cannot directly compare the RE and FE GLS estimators (Greene, 2012). In 
this situation, we prefer to use the RE model as “the FE GLS estimators cannot 
provide separate estimates of the parameters on the time-invariant variables while the 
RE GLS estimators can” (Greene, 2012, p.417). Second, our research assumes that 
firms are different in terms of inter-organizational relationships, R&D personnel 
educational levels and internationalization statuses, and these firm specific 
differences lead firms to make different decisions on exploratory and exploitative 
R&D investment. The random effects models allow us to estimate how firm-specific 
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factors lead to different investment in exploratory and exploitative R&D (Greene, 
2012). Therefore, we report the RE estimator and conduct analysis using the STATA 
command ‘xtreg re’ in this study (Cameron & Trivedi, 2010). When we run random 














Chapter 5a External Information Sourcing and Innovation 
Collaboration 
Abstract  
We argue that because innovation collaboration (IC) and external information 
sourcing (EIS) differ considerably in their nature, they affect firms’ internal 
investments in exploratory and exploitative R&D differently. Our central proposition 
is that while IC is complementary to firms’ internal exploratory and exploitative R&D 
and hence encourages the firm to increase its own investment with increasing 
engagement in IC, whereas EIS has mostly a substitutive effect on a firm’s internal 
exploratory and exploitative R&D investment because of the appeal of the market in 
facilitating a firm’s exploratory and exploitative R&D. Moreover, we suggest that the 
impact of IC on exploration is expected to be higher than that on exploitation. These 
relationships are examined empirically using panel data of Spanish firms for the 
period 2006-2011. The results are consistent with our hypotheses. However, the 
influence of EIS on a firm’s internal exploitative R&D investment is conditional upon 
a firm’s tendency towards core-development or periphery-development. When a firm 
is core-development oriented, the higher the importance of information that is 
extracted from external sources for a firm’s innovation activities, the higher the 
internal exploitation investment by the firm. When a firm is peripheral-development 
oriented, the higher the importance of information that are extracted from external 





Evolutionary economics, the open innovation and organizational learning literature 
suggested that learning from others’ knowledge facilitates learning in organizations. 
However, past empirical results are mixed. Some studies found that external 
knowledge is complementary to firms’ internal R&D. The more knowledge that is 
obtained externally, the higher the internal R&D investment (Masso & Vather, 2008; 
Janz et al., 2004). External knowledge enables firms to overcome barriers of resources, 
skills and technologies in experimentation and production process, and consequently 
increase firms’ internal R&D investment (Cassiman & Veugelers, 2002; Cassiman & 
Veugelers, 2007). Investment in internal R&D can also enhance firms’ ability to 
capture external innovation (Cassiman & Veugelers, 2002; Cassiman & Veugelers, 
2007; Becker & Dietz, 2004). By contrast, other studies indicated that firms’ 
characteristics such as firm size and search strategy result in the substitution effects 
of external knowledge on internal R&D investment (Laursen & Salter, 2006; 
Veugelers & Cassiman, 1999). Hence, although several studies investigated the 
relationship between external knowledge acquisition and firms’ internal R&D 
investment, it still remains unclear why some firms have strong incentives to invest 
in R&D during open innovation, yet others are not motivated to do so. 
Innovation collaboration (IC) and external information sourcing (EIS) are familiar 
ways of firms acquiring external knowledge. Prior studies suggested that IC (a formal 
inter-organizational relationship) and EIS (an informal inter-organizational 
relationship) are different in terms of cooperation, time saving, risk sharing, the value 
of knowledge transfer, organizational interaction, resource sharing access possibilities 
and ties of network. We argue that as IC and EIS differ considerably in their nature, 
they may affect firms’ internal investments in exploratory and exploitative R&D 
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differently. Therefore, this study aims at investigating their effects on firms’ 
exploratory and exploitative R&D investment. It extends prior research by specifying 
the status under which complementary or substitution effects between knowledge that 
is obtained externally and internal exploratory and exploitative R&D investment are 
most likely to occur. It helps researchers and managers to understand how firms’ 
internal R&D investment decisions (exploratory and exploitative R&D investment) 
in response to formal and informal inter-organizational relationships capture the 
benefits of open innovation and build competitive advantages.  
This chapter is organized as follows: First we identify the critical gap by reviewing 
relevant studies in evolutionary economics, open innovation and organizational 
learning literature. In prior studies, a firm’s internal R&D investment is considered to 
be a function of transaction costs, types of external actors, outside boundary 
conditions and formal inter-organizational relationships (e.g. collaboration). These 
studies have attributed the firm’s internal R&D investment decision to the firm’s 
capabilities that have been developed through IC (Lichtenthaler, 2011; Hardy et al., 
2003). However, the literature does not examine how does this enhanced capacity 
influence firms’ decisions to invest in exploration and exploitation and how does the 
informal inter-organizational relationship influence on firm internal exploration and 
exploitation investment.  
We then specify the main differences in EIS and IC. In the hypotheses section, we 
construct arguments on the relationship between IC and EIS respectively with firms’ 
internal exploration and exploitation investment by using an organizational learning 
perspective. We propose that IC develops participating firms’ experiential learning 
and commercialization capabilities that motivate firms to invest in internal 
exploration and exploitation to materialize potential benefits and develop their 
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competitive advantages, whereas EIS increased the appeal of using the market to find 
alternatives to unsolved problems through distant search, which decreases firms’ 
investment in exploration. 
We argue the influence of EIS on a firm’s internal exploitation is conditional upon a 
firm’s tendency towards core-development or periphery-development due to the risks 
of building on the market. When a firm is core-development oriented, which aims at 
developing goods and services in-house to outperform other similar-type products or 
services currently in market (Dutta & Weiss, 1997), EIS increases firms’ exploitation 
in-house (commercialization, production and refinement) by providing understanding 
of the market and strengthening the firm’s control over its internal exploitation 
activities, leading to increased core capabilities to beat or outperform the market. In 
contrast, when a firm is peripheral-development oriented, it aims at developing goods 
or services externally to bring them to market quicker. EIS enables the firm to reduce 
the costs and risks of replicating externally available technologies (Audretsch et al., 
1996), leading to reduced investment in internal exploitation associated with 
peripheral development. We empirically test the hypotheses and draw a discussion 
based on results of the analysis. 
5.2.a Theoretical Background 
The importance of inter-organizational relationships on firm innovation has been 
emphasized in a broad variety of literatures. For example, evolutionary economics 
suggested that external knowledge linkages facilitate the transfer of resources and 
skills between organizations (Williamson, 1991; Teece, 1986). As the result of the 
impact of the evolutionary economics, innovation theory tended to move from the 
traditional linear model of innovation to the interacted innovation model (Kline & 
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Rosenberg, 1986). The interacted innovation model has attributed technological 
progress to the interaction between knowledge-creating and knowledge-using 
organizations (Veugelers, 1997). This concept was putted forward by studies of 
Freeman (1987) and Nelson (1993) that considered national innovation system as a 
series of related factors that simulate development by building, expanding and 
keeping an innovation environment in a historical process. “The key actors in this 
process are institutions, firms, markets, consumers and the government and the 
interactions among them construct the system dynamics” (Chaves et al., 2012, p1684). 
Therefore, firms should carry out and maintain interactive learning with a diverse set 
of agents surrounding it to achieve the innovation (Edquist, 1997; Breschi & Malerba, 
1997).  
The open innovation literature suggests that firms should surpass their own 
boundaries to join forces with external actors such as suppliers, competitors, 
customers and universities (Chesbrough, 2003; Rosenkopf & Almeida, 2003; Roper 
et al., 2013) for enhancing the possibilities of getting access to valuable new 
knowledge and achieving a better performance in innovation (Dahlander & Gann, 
2010; Lichtenthaler, 2011). Chesbrough (2003, p.xxiv) suggested that firms can and 
need to apply “external ideas, as well as internal ideas, and internal and external paths 
to market, as the firms look to enhance their technology”. A prevalent assumption 
often considered openness as a panacea for firms to achieve innovation success 
(Gesing et al., 2015).  
Both of these two research streams call for studies on the relationships between the 
knowledge that is obtained externally and firms’ internal R&D (Veugelers, 1997; 
Chaves et al., 2012; Gesing et al., 2015; West & Bogers, 2014). Early studies in 
evolutionary economics focused on the choice between internal and external R&D 
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(Make or Buy Decisions) and adopted Williamson’s economies of transaction costs 
theory to explain this issue. They supported that because of supplier opportunism and 
lower vendor incentives in dealing with uncertainty and asset specificity, transactions 
are carried out more effectively and hierarchically within a firm than through the 
market (Williamson, 1985). Following the assumption of economies of transaction 
cost theory, firms consider external knowledge acquisition and internal R&D as 
substitutes and they opt for either a make or a buy strategy. Some empirical studies 
such as Teece (1988) and Pisano (1989) applying these economic arguments to 
external versus internal R&D found a substitute relationship. Other studies such as 
Walker and Weber (1984) and Monteverde and Teece (1982) suggested that although 
their results support the transaction costs argument, the most important variable is the 
heterogeneous firm effects. Opportunism and the transaction costs of relying on 
external sources are not necessary a condition to explain firms’ make-buy decision, 
further studies investigate this issue should pay more attention to firm-specific 
characteristics (Kogut & Zander, 1992). For instance, Laursen & Salter (2006) and 
Veugelers & Cassiman (1999) found that firm size and search strategy result in 
substitution effects between external knowledge acquisition and firms’ internal R&D. 
Although some progress was achieved in the recent years in evolutionary economics 
research stream, research on the effect of firm-specific characteristics such as forms 
of inter-organizational relationships on firm internal R&D investment decisions is still 
in its infancy (Veugelers, 1997; Chaves et al., 2012).  
Current empirical studies in open innovation investigate the relationship between 
external and internal R&D have shown conflicting results (Vega-Jurado et al., 2009). 
They mainly explained this issue by focusing on the effect of different types of 
external actors (e.g. suppliers, customers, universities and research institutions) 
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(Sofka &Grimpe, 2010), firms’ internal structures and impediments (Arora et al., 
2014) or outside boundary conditions (Lichtenthaler, 2011). All of these previous 
studies remained relatively silent on the effect of the actual way of firms acquiring 
external knowledge (the forms of inter-organizational relationships) on firms’ internal 
investment in R&D. We aim to address this critical gap by focusing on EIS (informal 
inter-organizational relationship) and IC (formal inter-organizational relationship). 
Instead of considering firms’ internal R&D as a homogeneous construct, we classify 
firms’ internal R&D investment into exploratory and exploitative R&D investment 
(Mudambi & Swift, 2014).  
Investment decisions on exploration and exploitation are important for facilitating 
firm innovation and sustaining competitive advantages (Mudambi & Swift, 2014). 
Literature on learning and innovation suggested the positive influence of the formal 
inter-organizational relationship (collaboration) on organizational learning (Tesavrita 
et al., 2017; Easterby-Smith et al. 2008). Collaboration can be considered as a vehicle 
for learning new knowledge from others (Lei and Slocum, 1992). Recent studies 
suggested that it not only allows firms to obtain knowledge and resources from 
partners (Dyer and Nobeoka, 2000; Kale et al., 2000), but also promotes firms to 
create new knowledge internally (Tesavrita et al., 2017; Anand & Khanna, 2000). The 
development of capabilities of collaborating participations is a critical impact of 
collaboration (Hardy et al., 2003). Such enhanced capabilities allow firms to carry out 
innovation activities that cannot be previously achieved by internal R&D, and tend to 
result in an increase in firms’ R&D investment (Trist, 1983). As previous studies on 
organizational learning suggested that the characteristics of the enhanced capabilities 
by collaboration influence a firm’s ability of building a competitive advantage (Hardy 
et al., 2003), we suggest that collaboration may have various effects on different types 
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of activities of organizational learning. Prior studies on organizational learning and 
collaboration have not empirically tested this issue. Thus, it is unclear whether IC 
generates the same effect on exploratory and exploitative R&D investment.  
Moreover, prior studies did not offer guidance on the effect of the informal inter-
organizational relationship (e.g. EIS) on firms’ exploratory and exploitative R&D 
investment. It is unclear whether EIS has the same effect as IC on firms’ two types of 
R&D investment and whether its effect on exploratory R&D is the same as the effect 
on exploitative R&D investment. Prior studies on open innovation suggested that EIS 
involves a distant search strategy, which aims at using external sources to achieve and 
sustain innovation projects (Laursen & Salter, 2006; Mention & Asikainen, 2012). 
Firms receive knowledge, as well as are influenced by others’ knowledge through EIS. 
Empirical studies in this literature mainly focused on the effect of EIS on firm R&D 
investment (Masso & Vather, 2008; Raffo et al., 2008). Exploratory and exploitative 
R&D investment express the learning process of inter-organizational relationships. 
As IC and EIS differ considerably in their nature (Kang & Kang, 2009), they may 
induce different learning mechanisms by which firms influence internal exploratory 
and exploitative R&D investment. Therefore, this study adopts organizational 
learning theory to explain firm internal exploration and exploitation investment on the 
basis of the influence of IC and EIS on four learning mechanisms: experiential 
learning, vicarious learning, searching and learning from distant knowledge. In the 
following section, we introduce IC and EIS and identify the main differences between 
them. 
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5.3.a Distinguish External Information Sourcing from 
Innovation Collaboration 
In line with Mention and Asikainen (2012), we refer to EIS as the extraction of 
information from different sources for accessing external knowledge. An 
organization’s sourcing activities often aim at acquiring external solutions and/or 
information for supporting new innovation projects or completing innovation projects 
in progress. The new knowledge that a firm obtains through EIS on the one hand can 
be embodied in a tangible asset that is acquired such as the equipment bought from 
suppliers and the attended conferences or exhibitions. On the other hand, the new 
knowledge can also be obtained through outsourcing the technology from universities, 
public research institutes or consultants (Cassiman & Veugelers, 2000). Such new 
knowledge is already produced by other organizations that used their own scarce 
resources to conduct innovation aims at fulfilling their own goals (Bogers et al., 2010) 
but the results of the innovation are used by receiver firms to their own idea generation 
processes (Morrison et al., 2000). Utterback & Abernathy (1975) found that firms are 
less likely to source the technologies that are still in an initial development stage, 
when the technologies are surrounded by much uncertainty. In contrast, they tend to 
tap into existing and often more specialized knowledge, which is available in external 
environments (Veugelers & Cassiman, 1999; Kogut & Zander, 1992). Therefore, in 
EIS, firms are explicitly absent in managing and creating the innovation. They mainly 
aim at efficiently exploiting economies of scale in R&D, enjoying time gains and 
saving research costs (Cassiman & Veugelers, 2000). They directly buy the 
technology or access the leaked information from innovators. Sometimes, embodied 
forms of acquiring knowledge allow firms to access the existing technology without 
gaining permissions from the innovator (Cassiman & Veugelers, 2000). However, 
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without further support from the innovator, such as training courses or guidance, it is 
very difficult for firms to obtain tacit part of the knowledge transfer the knowledge 
they extracted into their own knowledge (Kang & Kang, 2009; Kogut & Zander, 
1992). EIS through technology disembodied and embodied forms can be considered 
as a weak tie because EIS only involves a low level of time commitment, trust and 
reciprocal services with their external sources (Granovetter, 1973). The interaction 
between firms and their external sources is relatively lower than collaboration (Kang 
& Kang, 2009). The weak tie limits the resource sharing access possibilities between 
firms and sources and is unable to urge risk sharing between them (Kang & Kang, 
2009). As a result of lack of organizational interactions and innovators’ own accord 
in knowledge transfer, it is hard for firms to obtain critical capability, especially tacit 
knowledge from sources during EIS (Kang &Kang, 2009). Moreover, due to the weak 
tie, firms do not have much control of the information sources, which increases the 
risk of technological leakage and opportunistic possibilities of the other party. Firms 
are less likely to make specific investments because the other party may appropriate 
the rents. Therefore, firms choose EIS strategy expecting more on objectives of time 
and cost saving (Cassiman & Veugelers, 2000) rather than objectives of knowledge 
transfer. The knowledge that firms source externally are often codified, which 
contains less competitive value as it can be rapidly imitated by outsiders at a low cost. 
Hence, EIS firms, compared with collaboration firms have lower desire of 
assimilation of extracted ideas. 
IC is a familiar way by which firms access complementary knowledge from outside 
(Smith & Tushman, 2005). Polenske (2004) defines collaboration as direct and active 
participation of two or multiple players in designing and/or manufacturing a product 
or process. Many prior studies on the effect of IC highlighted the importance of 
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cooperation of IC on resource sharing and knowledge transfer between collaborating 
organizations (Majchrzak et al., 2015; Hardy et al., 2003).  In line with previous 
studies, this thesis considers IC as innovation cooperation, which means the voluntary 
participation of other business or non-commercial actors in innovative activities. They 
collaborated for conducting and completing technological innovation activities and 
there is no requirement that both parts need to receive a commercial benefit. All 
innovation activities under the cooperation model will be considered as collaboration, 
otherwise will be excluded from it (Hardy et al., 2003). For instance, the 
subcontracting of works will not be considered as collaboration in this thesis because 
in subcontracting relationship firms do not cooperate with other organizations to 
conduct innovation activities.  
In IC, firms aim at co-creating value with other organizations (Vargo & Lusch, 2004; 
Anand & Khanna, 2000). The value of the innovation results that they create together 
is often greater than the value that they create individually or with other partners 
(Selnes & Sallis, 2003). Unlike EIS, R&D collaboration requires a large maintenance 
cost and time to be effective (Kang & Kang, 2009). It takes time for firms to build 
effective communication paths with their partners (Dodgson, 1992; Hardy et al., 2003). 
Therefore, the strength of ties between firms and partners are strong. By taking the 
advantages of the strong ties, collaboration firms can enjoy a higher level of capability 
and resources sharing and organizational interaction with their partners than EIS 
(Granovetter, 1973; Hansen, 1999). They can access in-depth knowledge by building 
cross-functional teams with their partners (Selnes & Sallis, 2003). Communication 
and debates that happened in the sharing process promote the flow of the tacit 
knowledge such as organizational routines and commercialization skills (Tsang, 
2002).  
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Therefore, the limitations of a firm’s resources and capabilities for technological 
innovation activities can be overcome through R&D collaboration (Kang & Kang, 
2009; Faems et al., 2008). R&D collaboration not only allows firms to obtain new 
knowledge and competencies but also helps them to decrease the uncertainty and 
opportunistic behaviours associated to the joint creation and development of new 
knowledge (Petruzzelli, 2009). The financial and organizational risk of failure can 
also be reduced through R&D collaboration as firms can share the costs and 
management issues with their partners (Kang & Kang, 2009). R&D collaboration 
allows firms to access their partners’ proprietary knowledge and exchange concepts 
not easily obtained through market transactions (Powell et al., 1996; Teece, 1986; 
Faems et al., 2008). Therefore, firms engaging in R&D collaboration have a strong 
desire of learning and assimilation of the extracted information (Liebeskind et al., 
1996; Muthusamy & White, 2005). Following Table 5.1 summarizes the main 
differences between EIS and IC: 
Table 5.1 The main differences between the external information 
sourcing and innovation collaboration in this study 





Participation in in-house R&D 
(knowledge creation) 
Low High and long 
term 
Cassiman and Veugelers, 
2000; Selnes and Sallis, 
2003; Faems et al., 2008; 
Hardy et al., 2003 
Cost and time saving High Low Cassiman and Veugelers, 
2000; Kang and Kang, 
2009;  Mention & 
Asikainen, 2012 
Ties of network Weak Strong Granovetter, 1973; Hardy et 
al., 2003 
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Organizational interaction Low and short term Strong and long 
term 
Granovetter, 1973; Kang 
and Kang, 2009; Hardy et 
al., 2003 
Resource sharing access 
possibilities 
Low High Faems et al., 2008; 
Granovetter, 1973; Kang 
and Kang, 2009 
Risk sharing Low High Kang and Kang, 2009;  
Mention & Asikainen, 2012 
The value of the knowledge 
transfer (codification, speed of 
imitation by market) 
Low High Kang and Kang, 2009; 
Faems et al., 2008; Hardy et 
al., 2003 
Desire of assimilation of the 
extracted ideas 
Low High Cassiman and Veugelers, 
2000; Mower and 
Rosenberg, 1989; Mention 
& Asikainen, 2012 
 
Few studies investigated the effect of IC on firms’ exploration and exploitation 
investment. However, no attention has been paid to the effect of the informal form of 
inter-organizational relationship, EIS, on firms’ exploration and exploitation 
investment. Therefore, it is interesting to investigate firms’ informal and formal inter-
organizational relationships in the same study to examine whether EIS and IC 
generate same effects on exploration and exploitation investment. Therefore, we 
investigate both IC and EIS in this study and compare their effects on exploration and 
exploitation investment. 
5.4.a Hypotheses Development 
We argue that because innovation collaboration (IC) and external information 
sourcing (EIS) differ considerably in their nature, they affect firms’ internal 
investments in exploration and exploitation differently. Our central proposition is that 
IC is complementary to firms’ internal exploration investment and exploitation 
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investment, whereas has mostly a substitutive effect on a firm’s internal exploratory 
and exploitative R&D investment. 
5.4.1.a Innovation collaboration and internal exploration 
investment 
Innovation collaboration (IC) creates considerable benefits for participations and also 
drives the firm to commit investment in both internal exploration and exploitation. In 
the following discussions, we focus on explaining that a key benefit of IC is that 
participating firms develop experiential learning capabilities that motivate firms to 
invest in internal exploration. More specifically, with the knowledge learnt from the 
experience of IC, a firm may increase its internal exploration investment (1) in applied 
research to define the application of their own scientific ideas to their own targeted 
market which is not necessarily the same as the market targeted by the IC, (2) in 
scientific research to achieve the creation of new products or technologies, (3) in 
experimental work (involving distant search and the creation of new technologies) to 
avoid facing the same failures observed from their IC partners, (4) because of 
changing expectations of the return of exploration and the improved outcomes of 
exploration due to risk sharing, and (5) in absorptive capacity through expanding the 
set of technologies owned by the firm to materialize this benefit of IC.  
IC induces internal exploration investment. Regardless of the collaboration outcomes, 
IC provides firms the opportunities to gain first-hand experience of a business 
environment and a specific scientific area, such as market potential, industry politics 
and customer needs (Hitt et al., 2005; Tsang, 2002). We are interested in the effect of 
IC in general, so the business environment can be either a domestic market, a foreign 
market or a new specific scientific area. This accumulated direct experience about the 
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market helps firms to better define the application of their own scientific ideas that 
have been explored in firms’ experimental or theoretical research (Hitt et al., 2005; 
Chesbrough & Teece, 1996). With the increase of accumulated experience of market 
information, firms can smoothly and efficiently define the applications of their 
scientific ideas or technologies that can be applied to IC market. During this process, 
firms learn the capability of generation of ideas that can be used for their own-targeted 
market, not the IC market, and application of these ideas to the own-targeted market. 
Therefore, the engagement in IC drives firms to invest in internal exploration to 
experiment practical applications of their independently developed science ideas to 
the market.  
Firms very often establish IC with partners who possess different and complementary 
technologies from their own (Ireland et al., 2002; Harrison et al., 2001; Gulati et al., 
2000; Nakamura et al., 1996) to achieve outcomes that none of them can reach 
individually (Kogut, 1988). The quality of the knowledge sharing determines the 
success of IC (Norman, 2002). As a result partnering firms are more likely to increase 
the communication and interaction (Wu & Cavusgil, 2006) and hence, this tends to 
result in disclosure of valuable information and knowledge to each other (Tsang, 
1999). This information, such as the know-how of a master craftsman and 
organizational principles, is a form of tacit knowledge that is essential to firms’ 
exploration and cannot be easily obtained by external market transactions 
(Muthusamy & White, 2005; Tsang, 2002; Hamel, 1991; Kogut, 1988). Hence, new 
skills and competences that firms learnt from partners drive firms to increase 
exploration investment to co-create advanced science concepts or abstract ideas of 
entirely new products with partners.  
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In the IC, firms typically assimilate partners’ tacit knowledge through interactive 
forms of vicarious learning such as formal teaching occasions and the retelling of past 
experiences (Dailey & Browning, 2014). IC as an effective vehicle for vicarious 
learning allows firms to monitor their partners’ experience (Powell et al., 1996) and 
learn from their success and failures (typically during the co-creation process). Failure 
indicates to the organization that its current knowledge base is inadequate and drives 
the organization to invest in exploration to develop new ones (Madsen & Desai, 2010). 
Organizational learning theory suggests that successful organizations possess 
capabilities for responding to experience through modifying their technologies, forms 
and practices (Stalk et al., 1992). As a result, failure brings a roadmap to indicate 
where firms’ efforts will be most productive (Echajari & Thomas, 2015). However, 
firms like to purse success and tend to avoid failures, especially large ones occur 
rarely in an organization and hence, firms mainly learn from the failures of others 
through vicarious learning to identify the threat and changes of their environment 
(Echajari & Thomas, 2015). Therefore, if a firm, through vicarious learning, can 
observe that their IC partners encounter large failures and performance gaps (not 
necessarily within the IC project but generally within the IC partner’s businesses), the 
firm is likely to learn from the partner’s lessons and invest in its own internal 
exploration to avoid facing the same failures as their partners in the firm’s own 
business by developing new technologies and breaking the original knowledge 
trajectory (Tidd et al., 2001; March & Simon, 1993). For instance, the experience of 
partners in failing to use an equation or a tool to predict selling performance of their 
products in IC market would induce the organization to use distant search to develop 
radically new alternatives. Partners’ previous experience in failing to serve customers’ 
needs in IC market tends to signal to each other a firm’s commitment to perfect the 
functioning of products that serve the IC market (Tidd et al., 2001). Therefore, the 
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engagement in IC drives firms to invest in exploration by conducting experimental 
work aimed at overcoming failures via incorporating distant search and introducing 
new technologies in their joint products.  
From a dynamic perspective, firms’ “success trap” (Levinthal & March, 1993) can be 
broken by the success experience of exploration that they learned from IC partners. 
The proven returns from partners’ exploration investment may shift firms’ own 
judgments to be aligned with partners’ judgments and increase firms’ expectations of 
returns in exploration (Offerman & Sonnemans, 1998; Bandura, 1977). For instance, 
Shell established IC with Gordon Murray Design and Geo Technology to co-engineer 
and develop a Shell Concept City Car with features of energy-efficiency in 2016 
(Shell.com, 2016). One of its partners Gordon Murray Design successfully gained a 
reputation by launching a city car with similar breakthrough concept ideas in 2010 
(Hull, 2016). Moreover, collaboration with others allows firms to know which 
conditions they should pay attention to for achieving desirable outcomes of 
exploration (Pfeffer, & Salancik, 1978). For instance, in this case, Shell learnt that 
developing a new formula of engine lubricant enables 600cc petrol engine to have less 
friction for greater efficiency (Hull, 2016). In other words, IC model allows firms to 
share the risks of exploration with IC partners (Powell et al., 1996), and control or 
absorb the uncertainty (Pfeffer, & Salancik, 1978). Moreover, IC allows partnering 
firms to predict the future performance of their own independent products, e.g. 
derivative products of the previous co-developed product that sold in the IC market, 
the reduced risk that subsequently motivates firms to invest in exploration (Tidd et al., 
2001; Tabrizi & Walleigh, 1997). Overall, firms collaborating with others are more 
likely to invest in exploration because of lowered risks and higher returns.  
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While interactive forms of vicarious learning reduce the barriers for firms to learn 
distant knowledge from their partners (Dailey & Browning, 2014), internalizing 
partners’ distant knowledge can be challenging. Without developing sufficient 
expertise in-house, cooperating firms cannot understand and use partners’ 
technologies (Mower & Rosenberg, 1989; Cohen & Levinthal, 1990). To materialize 
this benefit of IC, firms need to invest in exploration by increasing their ability to 
absorb what they have learnt from partners (Cohen & Levinthal, 1989; Kamien & 
Zang, 2000).  This can be achieved through investment in basic and apply research 
aimed at broadening the set of background knowledge and technologies owned by the 
firm (Cohen & Levinthal, 1990; Blindenbach-Driessen & van den Ende, 2014).  
5.4.2.a Innovation collaboration and internal exploitation 
investment 
In the following discussions, we focus on explaining that another key benefit of IC is 
that participating firms develop commercialization capabilities that motivate firms to 
decrease investment in internal exploitation. More specifically, with the knowledge 
learnt from the experience of IC, a firm may increase internal exploitation investment 
(1) in commercialization and manufacturing processes to translate their own abstract 
ideas into feasible products that are typically offered in the market which the IC 
project is concerned, (2) in intra-firm communication routines between different 
functional teams to materialize the benefits of commercialization capabilities, and (3) 
to build critical databases and in inter-firm communication routines aimed at better 
understanding and integration of partners’ knowledge to achieve co-creation 
outcomes. 
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IC induced internal exploitation investment.  IC provides firms the opportunity to 
learn about commercialization demonstrated by partners through observation (Powell, 
1998). In the Shell joint Project M Concept Car, partnering firms learn about materials 
and manufacturing processes, lubricants, designing and engines (Hull, 2016). While 
partnering firms focus on the joint project, methods and techniques (for how things 
get done) used in the project are very often transferable (D’Adderio, 2014; Feldman, 
2000). Hence IC has the potential to develop firms’ commercialization capabilities, 
with which firms can independently refine and translate their own abstract ideas into 
feasible products that meet customer needs (Rothaermel & Boeker, 2008; von Hippel, 
1988). To materialize such potential benefits, firms need to invest in exploitation, e.g., 
design and test new materials and products and incrementally improve their own 
routines in order to develop new internal commercialization processes. 
To materialize such potential benefits, firms also need to invest in exploitation to 
establish new or adapt the firms’ existing manufacturing processes for implementing 
the production of new products and to adapt internal communication routines for 
better managing the new commercialization and manufacturing processes (Howard et 
al., 2016; Nooteboom, 1999). Exploitation investment in internal communication 
improvement can be especially critical, e.g., Piore (1985) and Kogut & Zander (1992) 
emphasized that production knowledge is like a language common to a specific part 
of internal workers, if language does not change with changes in production processes, 
internal workers can easily make mistakes in their production because they lack the 
understanding of product specifications.  
Refining a manufacturing process until it can become fully operational and achieve 
high yields will increase firms’ exploitation investment (Iansiti & West, 1997) 
because it requires firms to put effort in building internal communication routines. 
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Refinement is systematic work that needs interrelated changes in supplier 
management, product design and other related aspects (Chesbrough & Teece, 1996). 
To achieve refinement, firms need to invest in communication routines e.g. cross-
functional teams that facilitate information sharing and coordinated adjustments 
throughout the entire new product development process (Chesbrough & Teece, 1996). 
If a firm fails to do so, the benefit of IC in terms of commercialization skills may not 
materialize at all. For instance, the manufacturing process of Intel’s chip contained 
more than hundreds of steps and so manufacturing refinement was achieved by 
investing in forming integration teams with process integrators with extensive 
background in basic research, applied research and production (Iansiti & West, 1997). 
Hence, firms have strong incentives to invest in exploitation for having better internal 
communication routines to reduce the time and costs of firms to bring the new product 
to the market, and in the case of radically new product, investing in internal 
communication routines increases the possibilities of firms to determine industrial 
standards and to gain large market share and acceptance; in other words, it strengthens 
firms’ competitive advantages (Pisano & Wheelwright, 1995).  
Exploitation investment may also be made to establish critical databases that are rare, 
valuable and inimitable. Direct participation in IC allows firms to monitor consumer, 
suppliers and distributors and to accumulate information of their behaviours. This 
accumulated information such as consumer expenditures and supplier development is 
an important source of firm competitive advantages (Widyaningrum, 2015; McAfee 
& Brynjolfsson, 2012; Lohr, 2012; Kogut & Zander, 1992). We are in an age of big 
data; there is a clear shift towards data-driven decision-making, which help firms to 
achieve higher productivity gains than other factors could explain (McAfee & 
Brynjolfsson, 2012; Lohr, 2012). But critical data are not public goods and have 
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competitive value because it takes time to accumulate and combine them and is 
expensive to recreate (Kogut & Zander, 1992). Therefore, to materialize benefits of 
IC, firms may have strong incentives to invest in exploitation by transforming the 
information they obtained from IC into data that can be transferred and understood by 
a wide set of employees within the firms, and creating further possibilities of 
combining them with the firm’s own data and resources. The additional benefit is that 
once a firm transforms the information into data, the information belongs to the 
organization and will be less likely to be influenced by employee turnover 
(Widyaningrum, 2015; Kogut & Zander, 1992). Such exploitation investment also 
reduces costs for training new employees (Garvin et al., 2008; Garvin, 1993). 
Therefore, firms may desire to invest in exploitation to codify and simplify the 
information that is accumulated during IC to make it accessible to the wider 
organization and become more easily deposited within the organization.  
Exploitation investment may be further made to enhance the integration of partners’ 
technologies so that they can achieve the co-creation in innovation collaboration. 
Firms may either invest in exploitation by adapting their specific technologies, skills 
or resources being exchanged with partners according to the product or technology 
specification that is provided by partners, or invest in exploitation by establishing 
knowledge-sharing and cooperation routines that help to develop a common coding 
system and categorizing information (including products and services) that are shared 
by partners (Walker et al., 2013). This investment in routines enhances firms’ 
understanding of partners’ knowledge through increasing the flow of technological 
information between collaborating parties at organizational and even personal level 
(Katz & Kahn, 1966; Walker et al., 2013). It also enhances the analysis and appraisal 
of partners’ knowledge (Kogut & Zander, 1992) and prevents not-invented-here 
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syndrome from happening (Stanczyk-hugiet, et al., 2016), hence facilitating the 
integration of partners’ knowledge. Better integration of partners’ knowledge leads to 
better results of co-creation during IC, e.g., high quality and better function of 
products, reduced time and risks of commercialization and production that bring more 
profits to collaborating parties (Luca & Atuahene-Gima, 2007).  
Overall, the engagement in IC develops firms’ commercialization capabilities and 
drives firms to invest in exploitation that ensure the implementation of new 
commercialization and manufacturing processes for successful new products 
development.  
Summarizing the above discussions, we argue that various benefits of the IC process 
drives participating firms to increase their investment in both exploration and 
exploitation but may not be to the same extent. There are more mechanisms through 
which IC can influence exploratory R&D investment. During IC, firms’ investment 
in exploratory R&D activities is facilitated mainly by three learning mechanisms: 
learning from distant knowledge (learning partners’ distant knowledge), vicarious 
learning (learning partners’ experience of serving IC market) and experiential learning 
(learning through own experience of developing new ideas with commercial use that 
satisfies the needs of the market) (Howard et al., 2016; Tsang, 2002). Firms’ 
exploitative R&D during IC is however facilitated largely by experiential learning 
(accumulating of experience of establishing communication routines for knowledge 
integration that are essential for accomplishing manufacturing). Thus, our hypothesis 
is:  
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H1: Innovation collaboration with external partners increases firms’ investment in 
internal exploration and exploitation, but the impact on exploration is expected to be 
higher than that on exploitation.  
5.4.3.a External information sourcing and internal exploration and 
exploitation investment 
5.4.3.1.a External information sourcing and exploration investment 
A firm’s innovation project requires information sourced from within the firm and 
outside. Performance gap drives firms to search for a new alternative. Search is 
simple-minded from simple to complex one. If search in the immediate area of the 
problem cannot provide solutions, firms are likely to move to a more distant search, 
either conducting distant search internally or externally. We assume that firms 
prioritize external distant search because external search is more likely to provide 
solutions to an unsolved problem due to a wide range of external sources and the 
diverse information from these sources. We identify the differences between firms’ 
internal distant search and external distant search. Both searches can support 
exploration but they substitute each other, i.e., conducting external distant search 
reduces investment in internal distant search for exploration. If the existing external 
information is known to be able to satisfy the firm’s need, the less necessary it is for 
the firm to explore the problem internally via basic or applied research. In other words, 
if firms can find the distant alternative from the external environment, they will use 
the external alternative approach directly, instead of doing basic research and 
designing of new manufacturing process on their own. In summary, the higher the 
importance information sourced externally, the less investment in own exploration. 
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Organizational search is problem-directed (Cyert & March, 1964). Firms often need 
to search for alternative solutions to a problem in innovation. There is a substitute 
relationship between search alternatives within the firm and search solutions in the 
environment. Problems arise when firms fail to achieve their aspiration level (March 
& Simon, 1958). The performance gap between firms’ aspiration level and what exists 
drives firms to search for a new alternative (Feldman & Kanter, 1965; Cyert & March, 
1964), and the search will continue until the problem is solved (Cyert & March, 1964). 
Firms can choose either to conduct distant search internally, e.g., “internal boundary-
spanning exploration” or externally, e.g., “radical exploration and external boundary-
spanning exploration”(Rosenkopf & Nerkar, 2001). We argue that firms will 
prioritize external distant search when performance gaps arise because external 
information is more diverse, and has a higher probability of offering the best solution 
to a problem (Rosenkopf & Nerkar, 2001). This is consistent with arguments of 
interdependent evolution of firm-level exploration trajectories, which suggests that 
technological evolution of a product category is an aggregation of the variation, 
selection and retention trajectories carried out by communities of organizations in the 
product category (Rosenkopf & Tushman, 1998; Tushman & Rosenkopf, 1992). In 
other words, external distant search allows firms’ exploration to build upon 
technologies that exist outside of the firms (Rosenkopf & Nerkar, 2001) and hence 
firms can discover and integrate external alternatives to fill their performance gaps.  
By contrast, internal distant search has its limits. Firstly, when a firm develops 
expertise in a specific technological area, the variance in its knowledge set is reduced 
(March, 1991; Fleming, 2001), which increases the difficulties and costs for the firm 
to find and develop a knowledge that is outside of its technological domain. Secondly, 
when a problem arises, internal distant search activities depend on the organization’s 
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decision routines/rules and the organizational members that are in charge of the search 
activities (Cyert & March, 1963). While organizations’ decision routines are shaped 
by the firm’s past experiences, the organizational members’ problem solving strategy 
and decision-making is also likely determined by their previous experiences and 
choices (Cyert & March, 1963). So the above internal path-dependency in search and 
choice-making is unlikely to produce optimal solution to the problem, compared with 
external distant search.  
In summary, the higher the importance of external extracted information for solving 
a problem (assuming the existing external information is known to be able to satisfy 
the firm’s need5), the less necessary it is for the firm to explore the problem internally 
via basic or applied research. For example, Cosworth company, a producer of high-
performance engines for car applications find a technique to deal with problems of 
porosity in their final product outside its firm, from the nuclear power industry where 
this technique is used to circulate the liquid sodium coolant served in the fast breeder 
reactor programme (Tidd et al., 2001). Cosworth adopts an external alternative 
approach since they find that it can successfully meet their needs of eliminating air 
during filling and the solidification process of casting. Therefore, firms that consider 
information sourced externally as more important will reduce investment in their own 
exploration in order to enjoy the benefits of external information and to avoid 
redundancy.  
                                                 
5In some cases, after extensive search by the firm, external information is found to be unable to satisfy 
the firm’s need to resolve certain problem. For example: Cosworth has searched throughout the world 
to look for a source of aluminum castings which were cheap enough for volume use and of high enough 
precision and quality for their product, but they were unable to find anyone suitable. Therefore, they 
have to go right back to basic research and design their own manufacturing process. They established 
a small pilot facility and employed a group of metallurgists and engineers with the brief to provide an 
alternative approach that could meet their needs (Tidd et al., 2001). 
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H2a: The higher the average importance of information sourced from all external 
sources for a firm’s innovation projects, the lower the firm’s internal exploration 
investment. 
5.4.3.2a External information sourcing and internal exploitation 
investment  
In this section, we will first analyze the benefits and risks of EIS and then establish 
how firms use EIS for internal exploitation, which increases a firm’s investment in 
exploitation. Although the availability and advantages of external knowledge 
increases the appeal of using the market, not all firms use external information with 
the purpose of accepting what is offered in the external market. Essentially this is 
because of the risk of a “buy” decision and firms’ incentive of beating the market that 
we shall explain in the following sections.  Therefore, we argue that the effects of EIS 
on firms’ internal exploitation investments are not direct and vary significantly 
depending on whether a firm’s innovation is peripheral development oriented or core 
development oriented.  
EIS not only enables firms to externally source problem-driven solutions (that 
decreases a firm’s exploration investment as discussed earlier) but also non-problem 
driven information. There are two major benefits of obtaining non-problem driven 
information. First, since external information is relatively more explicit, firms can 
know who has what, the market price of the information or resources, and whom to 
contact for acquisition of such information (Kogut & Zander, 1992). In other words, 
using externally explicit knowledge enables firms to evaluate the costs of adopting 
what the external market offers. For instance, certain components of a final product 
(say, Intel’s CPU8080) and supplier information are readily available in the market – 
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the external information may include whom to contact, which the best performing 
component is, and what the reasonable price is (e.g., Intel has a leading position in 
CPU development with its 8080 being the most successful and the first general 
purpose CPU of the world, initially priced at $360 CND in 2015; cpu-world, 2017). 
This information can be obtained via EIS by the firm at a relatively low cost, e.g., via 
the free access to Verivox, a German price-comparison website, which provides price 
information of suppliers in retail markets (Heiligtag et al., 2017). Using EIS, a firm 
can make decisions by comparing the costs of doing it itself, i.e., increase internal 
investment of exploitation (in this example developing the equivalent of Intel’s 
CPU8080 by the firm in-house) against using the market, i.e., a “buy” decision (to 
purchase Intel’s CPU8080 from a supplier) that does reduce the firm’s internal 
exploitation investment, since this technology can be obtained without in-house effort. 
A further example demonstrates how “make” and “buy” decisions may determine the 
way a firm conducts internal exploitation. Although IBM invested in R&D of a CPU 
at the same time when Intel was running the project of 8080, with the success of Intel’s 
CPU business, IBM decided to choose Intel’s CPU8088 to produce its first Personal 
Computer because Intel’s 8088 is 8-bit support chips that were cheaper than IBM’s 
16-bit support chips (cpu-world, 2017; Chesbrough & Teece, 1996). IBM’s “buy” 
decision did not lead to increased internal exploitation that would have to be 
underpinned by the firm’s core-development in making successful CPUs but resulted 
in a faster introduction of its first PC that benefits its peripheral-development.  
Second, externally sourced information is very often of larger quantity, compared 
with information that can be sourced within the firm. For instance, there are many 
suppliers of external and specialized information, such as Fraunhofer Institute for 
Production Technology (IPT) - operating about 80 research institutions, with about 
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12,500 top scientists and engineers in different areas of production, it specializes in 
developing innovative technologies with practical applications, and its research 
capacities, facilities and fund has enabled IPT to provide services to worldwide firms 
(Fraunhofer, 2017; jittc.org., 2017). Mahr Gmbh, a manufacturer of precision 
measurement instruments, expands its product portfolio by using diverse and large 
quantity of information from IPT to develop a 3-D measurement device instead of 
commercialization of new product by itself (Gummer, 2014).  
Both of the above benefits (explicit and larger quantity) increase the appeal of using 
the market by making it easier for firms to evaluate (because of explicitly) and 
minimize (because of abundance of information and market options) the costs of 
commercialization (e.g., costs of design and marketing services), production (e.g., 
costs of new machineries, input materials) and refinement (e.g., costs of obtaining 
feedback from the market, adjusting costs of existing processes). Since these three 
areas are typical functions that firms internally invest in to achieve exploitation, the 
important role of EIS here is to substitute part of a firm’s internal exploitation effort 
in these areas.  
These benefits of EIS can be very attractive to firms that prioritize peripheral-
development when using EIS, i.e., being peripheral-development oriented. Firms tend 
to use buy strategy to obtain capabilities and resources that are not related to firms’ 
core strengths to enjoy specialization advantages such as reduction of costs and risks 
of commercialization, production and refinement of unfamiliar technologies 
(Veugelers & Cassiman, 1999; Chesbrough & Garman, 2009). Therefore, when firms’ 
technological innovation activities are peripheral development oriented, firms are 
more likely to relying on EIS as the main input to support their peripheral expansion, 
reducing a firm’s internal exploitation investment relating to the peripheral expansion. 
 121 
 In other words, when a firm is peripheral-development oriented, the higher the 
importance of information extracted from external sources (EIS), the lower the firm’s 
internal exploitation investment. 
In contrast, some firms may prioritize core development when using EIS – knowing 
what the external market offers but intending to “beat the market” by producing better 
technologies that lead to the building of the firm’s core competence, i.e., being core-
development oriented. Firms behaving in such a way may be due to their concerns 
about the risks of a “buy” decision. There are three main risks. First, firms may lose 
control over technological and information leakage if they utilize external market to 
conduct exploitation (Veugelers & Cassiman, 1999). For example, external 
contractors may learn a firm’s knowledge from commercialization, production or 
refinement process through observation and it is often difficult for the firm to prevent 
the opportunistic behaviour of contractors (Liebeskind, 1996). 
Second, relying on the market to carry out exploitation may not help firms to improve 
their core strengths and firms risk losing their competitive advantage in the long run 
since the inputs that a firm obtains through EIS are also available to their competitors 
(Markides & Williamson, 1994). Moreover, because tacit knowledge is mainly 
obtained through practical experience in the relevant context (Lam, 2000) and is a 
critical co-requisite for firms to create new technologies and enter new market (Senker, 
1993; Lord & Ranft, 2000; Zhang et al., 2015), relying on EIS, firms are not able to 
replicate external optimal solution in-house to support the application of acquired 
external knowledge for expanding their internal exploitation.  
Third, because tacit knowledge cannot be substituted by explicit knowledge (Lord & 
Ranft, 2000; Senker, 1993; Zhang et al., 2015), firms may not have the best 
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opportunity to build capabilities through EIS. Tacit knowledge is important for firms 
to understand how to do something and how inputs are transformed into outputs 
(Kogut & Zander, 1992). Without obtaining the tacit component of a knowledge set, 
the risk of applying external knowledge to conduct firms’ own exploitation will be 
high. For instance, published local market reports and statistics may provide useful 
information to a non-local firm, but without the direct experience of how to deal with 
local customer preferences, suppliers and government policies, firms are facing a big 
risk of failure in introducing their products to the local market (Etienne-Benz et al., 
1996). In particular, many large companies such as Tesco, IKEA, M&S and 
Disneyland have experienced significant failures in introducing products to the local 
markets due to a lack of such first-hand experience about the markets (Heffernan, 
2013; Stolba, 2009; RETAILinasai, 2016; Kissane, 2016). Similar failures can also 
happen when firms enter a new market within their own country because of a lack of 
experience of addressing sub-national culture differences such as Scottish vs. Welsh 
in the UK and Basques vs. Catalans in Spain (Kaasa et al, 2014). These suggest the 
importance of tacit knowledge that EIS cannot provide for firms that are core-
development oriented.  
Therefore, if a firm’s use of EIS is motivated by developing core capabilities to sustain 
a competitive advantage (over the market), the firm is more like to carry out 
exploitation in-house through increased internal investment. In other words, while 
combined with using EIS, the “make” decision ensures better control of a firm’s core 
competence (rare, inimitable technologies, knowledge and process), and enhances the 
firm’s own capability building process (Cassiman & Veugelers, 2007). In such case, 
a firm tends to use EIS to define the surprises, threats and opportunities of its external 
environment and also its positions within the environment (Choo, 2001; Sutton, 1988). 
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Hence, when a firm priorities core development, EIS is mainly used for enhancing its 
understanding of the external market’s offering that serves as input to help the firm 
develop solutions to outperform the market through increased investment in internal 
exploitation. Moreover, EIS may contribute to enhancing a firm’s control over its 
internal exploitation. For example, EIS helps a firm to negotiate with the external 
market, which allows it to better obtain a return that meets expectations (Cyert & 
March, 1992). The external information can supplement a firm’s internal information 
for making outcomes more reliable, e.g. additional data (changes in market price) to 
help the firm to avoid uncertainty in internal exploitation activities (EY, 2014).  In 
other words, when a firm is core-development oriented, the higher importance of 
information extracted from external sources (EIS), the higher the firm’s internal 
exploitation investment. 
In summary, the influence of EIS on a firm’s internal exploitation is conditional upon 
a firm’s tendency towards core-development or periphery-development. When a firm 
is core development oriented, EIS enables it to enhance exploitation in-house 
(commercialization, production and refinement) by providing understandings of the 
market and strengthening the firm’s control over its internal exploitation activities, 
leading to increased core capabilities to beat or outperform the market. In contrast, 
when a firm is peripheral development oriented, EIS enables it to reduce the costs and 
risks of replicating externally available technologies, leading to reduced investment 
in internal exploitation associated with peripheral development. We have the 
following two hypotheses: 
H2b: When a firm is core development oriented, the higher the average importance 
of information sourced from all external sources for a firm’s innovation activities 
(EIS), the higher the internal exploitation investment by the firm.  
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H2c: When a firm is peripheral development oriented, the higher the average 
importance of information sourced from all external sources for a firm’s innovation 
activities (EIS), the lower the internal exploitation investment. 
5.5.a Results 
The results of the random regression model are presented in Table 5.2.a. and Table 
5.3.a. Table 5.2.a. provides the results of the influence of firm-specific factors on 
firms’ exploitative R&D investment. Table 5.3.a. provides the results of the influence 
of firm-specific factors on firms’ exploratory R&D investment. In this sub-chapter of 
the empirical chapter, we will focus on first four models: Model 1-4. Model 1 presents 
only control variables. Model 2 includes control variables and IC (H1). The first 
hypothesis examines the relationship between IC and exploratory and exploitative 
R&D investment. As model 2 indicates, the IC has a positive and statistically 
significant effect on firms’ internal exploitative (beta= .24, p< .001) and exploratory 
(beta= .28, p< .001) R&D investment, and its impact on exploration is higher than 
that on exploitation, thus fully supporting H1.  
The second hypothesis H2a examines the direct effect of EIS on firm’ exploratory 
R&D investment. As Model 3 in Table 5.3.a. indicates, EIS has a negative and 
statistically significant (beta= -.68, p< .001) effect on firm’s internal exploratory R&D 
investment. This result provides support to H2a. The results in Model 2 and Model 3 
are robust to incorporation of variables for IC and EIS, simultaneously (Model 4), 
indicating the importance of IC and EIS in influencing firms’ investment decisions in 
internal exploratory R&D activities.  
Turning to H2b and 2c, it involves a moderator that captures the changing tendency 
of a firm from “make” to “buy” on innovation activities. We create this moderator of 
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tendency (make-to-buy) for both product innovation and process innovation. Model 
3 in Table 5.2.a. shows that EIS has a negative and statistically significant direct effect 
(beta= -.47, p< .001) on firm’s exploitative internal R&D investment, while make-to-
buy strategy of product innovation has a positive and statistically significant 
(beta= .50, p< .01) effect on the relationship between EIS and exploitative internal 
R&D investment, which means higher tendency towards buy for product innovation 
strengthens the negative direct effect of EIS on internal exploitative R&D investment; 
firms with increased tendency towards buy for product innovation decrease internal 
exploitative R&D investment. Results for process innovation are different, make-to-
buy strategy of process innovation has a negative and statistically significant (beta= 
-.34, p< .05) effect on the relationship between EIS and internal exploitative R&D 
investment, which means firms with increased tendency towards buy for process 
innovation reduce the negative direct effect of EIS on internal exploitative R&D 
investment. Therefore, what the results show in Model 3 is that H2b and H2c are 
supported in terms of product innovation but not process innovation.  
Although we have not developed a hypothesis for the influence of firm make-to-buy 
strategy on the relationship between EIS and internal exploratory R&D investment, 
when we test the moderator effect for firms’ internal exploratory R&D investment the 
result shows that neither make-to-buy strategy of process innovation (beta= -.02, [n.s.]) 
nor make-to-buy strategy of product innovation (beta= -.22, [n.s.]) has a significant 
influence on the relationship between EIS and firms’ internal exploratory R&D 
investment. Therefore, in this study, we only present the results for the direct effect 





   Table 5.2.a. The impact of IC and EIS on exploitative R&D investment 
          Exploitative R&D Investment                              
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Mode l1  Model 12 
 Firm size -0.36*(0.16) -0.35*(0.16) -0.37*(0.16) -0.36*(0.16) -0.36*(0.16) -0.36*(0.16) -0.35*(0.16) -0.36*(0.16) -0.40 *(0.16) -0.40*(0.16) -0.42**(0.16) -0.41*(0.16) 
 Membership of a group of companies 0.30*(0.14) 0.39**(0.14) 0.31* (0.14) 0.38**(0.14) 0.30* (0.14) 0.30* (0.14) 0.30* (0.14) 0.30* (0.14) 0.29* (0.14) 0.29* (0.14) 0.29* (0.14) 0.37** (0.14) 
 Collaborate with other companies of its 
own group 
0.71***(0.13) 0.23(0.14) 0.63*** (0.14) 0.23(0.14) 0.71*** (0.13) 0.71***(0.13) 0.71*** (0.13) 0.71***(0.13) 0.71*** (0.13) 0.7 ***(0.13) 0.71***(0.13) 0.23 (0.14) 
 Importance of information source: within 
firm or group  
-0.17* (0.07) -0.16*(0.07) -0.14*(0.07) -0.14*(0.07) -0.17*(0.07) -0.17* (0.07) -0.17*(0.07) -0.17* (0.07) -0.16* (0.06) -0.16* (0.07) -0.16* (0.07) -0.13* (0.07) 
 Firm age -0.46***(0.10) -0.41***(0.10) -0.44***(0.10) -0.41***(0.10) -0.46***(0.10) -0.46***(0.10) -0.46***(0.10) -0.47***(0.10) -0.50***(0.10) -0.49***(0.11) -0.51***(0.11) -0.47***(0.10) 
 Number of employees 0.67***(0.06) 0.62***(0.06) 0.66***(0.06) 0.62***(0.06) 0.67***(0.06) 0.67***(0.06) 0.68***(0.06) 0.67***(0.06) 0.68***(0.06) 0.67***(0.06) 0.68***(0.06) 0.61***(0.06) 
 Public company -2.05**(0.62) -1.76**(0.61) -1.82**(0.62) -1.16**(0.61) -2.08**(0.62) -2.05**(0.62) -2.05**(0.62) -2.09**(0.62) -2.04**(0.62) -1.97**(0.62) -2.01**(0.62) -1.17*(0.48) 
 Private national company -0.87*(0.43) -0.38(0.43) -0.64(0.43) -0.29(0.43) -0.91*(0.43) -0.88*(0.43) -0.88*(0.43) -0.94*(0.43) -0.94*(0.43) -0.91*(0.43) -0.95*(0.43) -0.45(0.43) 
 Private multinational company -0.93*(0.45) -0.41(0.45) -0.66(0.45) -0.30(0.45) -0.96*(0.45) -0.94*(0.45) -0.94*(0.45) -0.99*(0.45) -1.01*(0.45) -0.99*(0.45) -1.03*(0.45) -0.45(0.45) 
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. .. 
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included 





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
  -0.11(0.10) -0.22*(0.10)        -0.22*(0.11) 
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
  0.17*(0.08) 0.10(0.08)        0.10(0.08) 
 H1: Collaborate with external firms  0.24***(0.03)  0.23*** (0.03)        0.23*** (0.03) 
 H2a: External information sourcing   -0.47***(0.08) -0.32*** (0.08)        -0.32*** (0.08) 
 H2b, 2c: EIS × Make-to-Buy (product)   0.50**(0.16) 0.54**(0.16)        0.53**(0.16) 




H3: Internal R&D researchers with PhD 
qualification in FTE 
    -0.01* (0.00)   -0.01* (0.00)    -0.01** (0.00) 
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     -0.00 (0.00)  -0.00 (0.00)    -0.00 (0.00) 
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      0.00 (0.00) 0.00 (0.00)    0.00(0.00) 
  
Chapter 5c 
H6: The level of export         0.11***(0.03)  0.10**(0.03) 0.09**(0.03) 
 H7: Geographic market scope          0.20**(0.07) 0.09(0.08) 0.08(0.08) 
  Constant 9.25***(0.59) 8.52***(0.60) 10.18*** (0.64) 9.43*** (0.64) 9.36*** (0.60) 9.30*** (0.60) 9.23*** (0.59) 9.44*** (0.60) 9.31*** (0.59) 9.20*** (0.59) 9.28*** (0.59) 9.72*** (0.65) 
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 



























 t statistics in parentheses + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001 
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   Table 5.3.a. The impact of IC and EIS on exploratory R&D investment 
            Exploratory R&D Investment                              
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Model 11 Model 12 
 Firm size 0.14(0.17) 0.15(0.17) 0.12(0.17) 0.14(0.17) 0.14(0.17) 0.15(0.17) 0.12(0.17) 0.14(0.17) 0.10(0.17) 0.08(0.17) 0.07(0.17) 0.08(0.17) 
 Membership of a group of companies -0.09(0.16) 0.01(0.16) -0.08(0.16) -0.00(0.16) -0.08(0.16) -0.09(0.16) -0.09(0.16) -0.10(0.15) -0.09 (0.16) -0.10(0.16) -0.10(0.16) -0.03 (0.15) 
 Collaborate with other companies of its 
own group 
0.57***(0.15) 0.03(0.16) 0.47**(0.15) 0.03(0.16) 0.56***(0.15) 0.56***(0.15) 0.57***(0.15) 0.56***(0.15) 0.57***(0.15) 0.57***(0.15) 0.57***(0.15) 0.03 (0.16) 
 Importance of information source: within 
firm or group  
-0.12+(0.07) -0.11(0.07) -0.07(0.07) -0.07(0.07) -0.13+(0.07) -0.12(0.07) -0.12+(0.07) -0.12+(0.07) -0.12+ (0.07) -0.12 (0.07) -0.11 (0.07) -0.07(0.07) 
 Firm age 0.14(0.12) 0.19+(0.12) 0.17(0.12) 0.21+(0.12) 0.16(0.12) 0.16(0.12) 0.15(0.12) 0.19(0.12) 0.10(0.12) 0.09(0.12) 0.08(0.12) 0.19(0.12) 
 Number of employees 0.44***(0.07) 0.38***(0.07) 0.42***(0.07) 0.38***(0.07) 0.45***(0.07) 0.45***(0.07) 0.44***(0.07) 0.46***(0.07) 0.45***(0.07) 0.44***(0.07) 0.44***(0.07) 0.39***(0.07) 
 Public company -3.95***(0.69) -3.63***(0.68) -3.72***(0.68) -3.50***(0.68) -3.82***(0.68) -3.92***(0.69) -3.96***(0.69) -3.77***(0.68) -3.94***(0.69) -3.84***(0.69) -3.86***(0.69) -3.25***(0.68) 
 Private national company -4.34***(0.48) -3.80***(0.48) -4.05***(0.48) -3.65***(0.48) -4.19***(0.48) -4.27***(0.48) -4.32***(0.48) -4.07***(0.48) -4.40***(0.48) -4.41***(0.48) -4.43***(0.48) -3.49***(0.48) 
 Private multinational company -4.31***(0.50) -3.73***(0.50) -3.98***(0.50) -3.55***(0.50) -4.20***(0.50) -4.25***(0.50) -4.28***(0.50) -4.08***(0.49) -4.38(0.50) -4.40***(0.50) -4.41***(0.50) -3.45***(0.50) 
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. .. 
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included 





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
            
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
            
 H1: Collaborate with external firms  0.28***(0.03)  0.24*** (0.03)        0.23*** (0.03) 
 H2a: External information sourcing   -0.68*** (0.09) -0.52*** (0.09)        -0.47*** (0.09) 
 H2b, 2c: EIS × Make-to-Buy (product)             





H3: Internal R&D researchers with PhD 
qualification in FTE 
    0.03*** (0.00)   0.04*** (0.00)    0.04*** (0.00) 
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     0.00*** (0.00)  0.01*** (0.00)    0.01***(0.00) 
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      -0.01** (0.00) -0.00 (0.00)    -0.00(0.00) 
 Chapter 5c H6: The level of export         0.10**(0.03)  0.05(0.04) 0.04(0.04) 
 H7: Geographic market scope          0.29***(0.08) 0.23**(0.09) 0.22*(0.09) 
  Constant 9.61(0.66) 8.79***(0.67) 11.09*** (0.69) 10.02*** (0.70) 9.20*** (0.66) 9.26*** (0.67) 9.66*** (0.66) 8.69*** (0.67) 9.66*** (0.66) 9.54*** (0.66) 9.58*** (0.66) 9.04*** (0.70) 
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 



























 t statistics in parentheses + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001 
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The summary of hypotheses that are supported and rejected by the results has been 
shown in the Table 5.4.a.: 
 
Table 5.4.a. Summary of IC and EIS hypotheses that are supported and 
rejected by the results 
 









H2a Yes Table 5.3.a. 
 H2b Yes for product 






H2c Yes for product 
innovation but not 
process innovation 
Table 5.2.a. 
    
 
5.6.a Robustness Checks 
There are two robust tests. First, we examine the influence of establishing inter-
organizational relationships (IC and EIS) with universities and competitors on 
exploratory and exploitative R&D investment. Second, we use share of exploitative 
R&D investment instead of absolute values as a dependent variable to examine what 
firm-specific factor determines the investments in exploitative R&D activities. 
We pay specific attentions to two external actors, which are universities and 
competitors. According to evolutionary economics, Nelson (1996) suggested that 
universities play an important role in firms’ R&D activities and technological 
progress. They can be seen as a repository of public knowledge of science and 
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technology (Nelson, 1996). They offer firms a number of relationship alternatives to 
enhance knowledge progress (Santoro & Chakrabarti, 2002) so we can compare the 
effects of different relationships (EIS and IC) on firms’ internal R&D. The other 
important reason for choosing universities is that the data used in this specific research 
are drawn from the Spanish business innovation survey. An outstanding feature of the 
Spanish innovation system is the significant importance of universities and public 
research bodies in constituting the key source of knowledge (Vega-Jurado et al., 2009). 
In 2004, they occupied 45% of entire national R&D investment and hired over 76% 
of researchers in Spain (Vega-Jurado et al., 2009). In line with Chaves, et al., (2012), 
this study considers universities as having a unique role in training scientists and 
engineers for industry and on the other hand, though not exclusive, they contribute to 
production of knowledge and scientific advancement (Chaves, et al., 2012).  
Getting connection with competitors, especially in the form of collaboration is a 
popular phenomenon in today’s business world with an increased practical 
significance (Gnyawali & Park, 2011; Walley, 2007; Hamel et al., 1989). Competing 
firms have relevant resources, so getting connection with them provides firms with 
opportunities to obtain and create new knowledge (Quintana-Garcia & Benavides-
Velasco, 2004; Ritala et al., 2009). Although it has increased in importance, recent 
studies have not paid sufficient attention to the effect of firms’ relations with 
competitors on internal investment in exploration and exploitation. As a result, except 
considering universities, we also include competitors in our study. Moreover, firms 
may need to deal with competitors in their daily operation but they do not have to get 
contact with universities frequently and generally do not compete with universities in 
the product market. Therefore, investigating universities and competitors in the study 
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can help us to examine whether the propositions are true in distinct types of external 
actors.  
We focus on two types of IC: IC with universities (COLABUNI) and IC with 
competitors (COLABCOMPETITORS) in this study. PITEC provides information on 
whether the company participated in innovation with universities (competitors) 
during the past three years. In line with previous studies such as Un and Asakawa 
(2015) and Belderbos et al. (2004b), each is measured with a dummy variable, it takes 
value 1 if the company has cooperated with universities (competitors) in any of its 
innovation activities during the past three years.  Collaboration with other types of 
partners is a dummy variable, which takes value 1 if the company has cooperated 
with other types of partners in any of its innovation activities during the past three 
years. 
The variable KSUNI indicates how important information from universities was for 
the company’s innovation activities and KSCOMPETITORS indicates how important 
information from competitors was for the company’s innovation activities. 
Importance of information source: others (excluded universities, competitors and 
own) indicates how important the information from other external sources was for the 
company’s innovation activities. These three variables are measured by using the 4-
point scale (1=not used; 2=reduced; 3=intermediate; 4=high). 
We propose that IC with universities/competitors increases firms’ investment in 
internal exploratory and exploitative R&D activities, but the impact on exploratory 
R&D investment tends to be higher than that on exploitative R&D investment. 
Moreover, we expect that sourcing information from universities/competitors 
decrease firms’ exploratory and exploitative R&D investment. Table 5.6.a. shows the 
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random effects results for exploration and exploitation investment. Model 1 and 
Model 4 show the control variables. Model 2 and Model 5 contain both the main 
effects and the control variables. These results imply that (1) IC with 
universities/competitors contributes significantly to exploration and exploitation 
investment, and the impact on exploratory R&D investment is higher than that on 
exploitative R&D investment. (2) The more important information sourced from 
universities for firms’ innovation projects is, the less investment in firms’ exploration 
and exploitation. (3) The more important information sourced from competitors is, 
the less investment in firms’ exploitation. These results are robust to incorporation of 
variables for firms’ R&D personnel educational levels and internationalization 
statuses (Model 3 and Model 6), indicating the importance of IC and EIS in 
influencing firms’ investment decisions in internal exploratory and exploitative R&D 
activities.  
The result is consistent with our major hypotheses that IC is complementary to firms’ 
internal exploratory and exploitative R&D investment, whereas EIS has a substitutive 
effect on a firm’s internal exploratory and exploitative R&D investment.  
Moreover, we have tested the influence of IC and EIS on the share of exploitative 
R&D investment. 
Technological development expenditure as an indication of the exploitation 
investment is defined as the ratio of technological development to current internal 
expenditure (CIE) on R&D. Given the dependent variable with highly skewed 
distribution and contains zero values, it is necessary to log it in the regression models 
by using an inverse hyperbolic sine transformation (IHS) (Di Cintio et al., 2017, 
p.841). The formula is as follows: 
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𝑇ℎ𝑒 𝑠ℎ𝑎𝑟𝑒 𝑜𝑓 𝑒𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑣𝑒 𝑅&𝐷 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 
= ln (𝑇ℎ𝑒 𝑟𝑎𝑡𝑖𝑜 𝑜𝑓 𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑡𝑜 𝐶𝐼𝐸 𝑜𝑛 𝑅&𝐷
+ √𝑡ℎ𝑒 𝑟𝑎𝑡𝑖𝑜 𝑜𝑓 𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑡𝑜 𝐶𝐼𝐸 𝑜𝑛 𝑅&𝐷2 + 1) 
Table 5.7.a. shows the random effects results for the share of exploitative R&D 
investment. Model 1 shows the control variables. Model 2 contains IC and control 
variables. Model 3 contains EIS, moderator effects and control variables. Model 4 
incorporates IC, EIS, and moderator effect and control variables. These results imply 
that (1) IC with external partners has a positive and statistically significant effect on 
the share of R&D investment in exploitative activities. (2) The higher tendency 
towards buy for product innovation strengthens the negative direct effect of EIS on 
the share of R&D investment in exploitative activities. However, firms with increased 
tendency towards buy for process innovation reduce the negative direct effect of EIS 
on the share of exploitative R&D investment. These results are robust to incorporation 
of variables for firms’ R&D personnel educational levels and internationalization 
statuses (Model 12). The findings are consistent with what we found in Table 5.2.a., 










Table 5.6.a. Regression results universities and competitors  
  Exploitative R&D investment Exploratory R&D investment 
 Control Random Effect Random Effect  Control                Random Effect                     Random Effect 
Model 1 Model 2 Model 3  Model 4               Model 5                     Model 6 
Firm size -0.36*(0.16) -0.36*(0.16) -0.41*(0.16)  0.14(0.17)                 0.16(0.17) 0.10 (0.17) 
Membership of a group of companies 0.30*(0.14) 0.35*(0.14) 0.34*(0.14)  -0.09 (0.16)              -0.06(0.15) -0.09 (0.15) 
Collaborate with other companies of its own group 0.71***(0.13) 0.35*(0.14) 0.35*(0.14)  0.57*** (0.15)          0.23(0.15) 0.23 (0.15) 
Importance of information source: within firm or group -0.17*(0.07) -0.14*(0.07) -0.13*(0.07)  -0.12*(0.07)              -0.07(0.07) -0.07(0.07) 
Firm age -0.46***(0.10) -0.41***(0.10) -0.47***(0.10)  0.14(0.12)                 0.24*(0.12) 0.21+ (0.12) 
Number of employees 0.67***(0.06) 0.63***(0.06) 0.63***(0.06)  0.44***(0.07)           0.38***(0.07) 0.39***(0.07) 
Public company -2.05**(0.62) -1.77**(0.61) -1.78**(0.61)  -3.95***(0.69)          -3.52***(0.68) -3.28***(0.68) 
Private national company -0.87*(0.43) -0.42(0.43) -0.57(0.43)  -4.34***(0.48)          -3.64***(0.48) -3.50***(0.47) 
Private multinational company -0.93*(0.45) -0.43(0.45) -0.58(0.45)  -4.31***(0.50)           -3.53***(0.50) -3.45***(0.49) 
Research association and other research institutions .. .. ..  ..                                   .. .. 
Year Dummy Included Included Included  Included                     Included Included 
Industry Dummy Included Included Included  Included                     Included Included 
Internal R&D researchers with PhD qualification in FTE   -0.01**(0.00)              0.04*** (0.00) 
Internal R&D researchers with non-doctorate university qualification in FTE   -0.00 (0.00)   0.01*** (0.00) 
Internal R&D researchers with non-university qualifications in FTE   0.00(0.00)   -0.00(0.00) 
The level of exporting   0.09**(0.03)          0.05(0.04) 
Geographic market scope   0.08(0.08)   0.23**(0.09) 
COLABCOMPETITORS  0.31*(0.13) 0.32*(0.13)                                       0.42**(0.14)                                 0.41**(0.14) 
COLABUI  0.29*(0.13) 0.29*(0.13)                                       0.97***(0.15) 0.92***(0.15)  
Collaboration with other types of partners (dummy)  0.44***(0.10) 0.44***(0.10)                                       -0.02(0.11) -0.03(0.11) 
KSCOMPETITORS  -0.11*(0.05) -0.10+(0.05)                                       0.11+(0.06) 0.10+(0.06) 
KSUNI  -0.12*(0.05) -0.13**(0.05)                                       -0.34***(0.06) -0.33***(0.06) 
Importance of information source: others  -0.12(0.10) -0.13(0.10)                                       -0.32**(0.11) -0.29**(0.11) 
Constant 9.25***(0.59) 9.49***(0.63) 9.76***(0.64)  9.61*** (0.66)              10.26***(0.69) 9.29*** (0.70) 
N 13388 13388 13388  13388                            13388 13388 









 0.051                             0.089 
0.003                             0.006 
0.109 
0.008 
 t statistics in parentheses  + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001  
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Table 5.7.a. The influence of IC and EIS on the share of exploitative R&D investment
                                         The share of exploitative R&D investment                          
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Mode l1  Model 12 
 Firm size -0.15*(0.06) -0.15*(0.06) -0.16*(0.06) -0.15*(0.06) -0.15*(0.06) -0.16*(0.06) -0.15*(0.06) -0.16*(0.06) -0.16**(0.06) -0.16*(0.06) -0.16**(0.06) -0.16**(0.06) 
 Membership of a group of companies 0.07(0.06) 0.09(0.06) 0.07(0.06) 0.09(0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.09(0.06) 
 Collaborate with other companies of its 
own group 
0.18**(0.05) 0.08(0.06) 0.16*(0.05) 0.08(0.06) 0.18** (0.05) 0.18*** (0.05) 0.18** (0.05) 0.19*** (0.05) 0.18** (0.05) 0.18** (0.05) 0.18** (0.05) 0.08(0.06) 
 Importance of information source: within 
firm or group  
-0.03 (0.03) -0.03 (0.03) -0.03 (0.03) -0.03 (0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03 (0.03) 
 Firm age -0.14**(0.04) -0.13**(0.04) -0.14**(0.04) -0.13**(0.04) -0.14***(0.04) -0.14**(0.04) -0.14**(0.04) -0.15***(0.04) -0.15***(0.04) -0.14**(0.04) -0.15***(0.04) -0.15***(0.04) 
 Number of employees 0.09***(0.02) 0.08***(0.02) 0.09***(0.02) 0.08**(0.02) 0.09***(0.02) 0.09***(0.02) 0.10***(0.02) 0.09***(0.02) 0.10***(0.02) 0.09***(0.02) 0.10***(0.02) 0.08**(0.02) 
 Public company -0.08(0.24) -0.02(0.24) -0.04(0.24) -0.01(0.24) -0.11(0.24) -0.09(0.24) -0.08(0.24) -0.13(0.24) -0.08(0.24) -0.07(0.24) -0.08(0.24) -0.03(0.24) 
 Private national company 0.33+(0.17) 0.43*(0.17) 0.37*(0.17) 0.44**(0.17) 0.29+(0.17) 0.31+(0.17) 0.32+(0.17) 0.26(0.17) 0.31+(0.17) 0.32+(0.17) 0.31+(0.17) 0.37*(0.17) 
 Private multinational company 0.27(0.17) 0.37*(0.18) 0.32+(0.18) 0.39*(0.18) 0.24(0.17) 0.25(0.17) 0.26(0.17) 0.21(0.17) 0.25(0.17) 0.26(0.17) 0.25(0.17) 0.33+(0.18) 
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. .. 
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included 





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
  -0.02(0.04) -0.04(0.04)        -0.04 (0.04) 
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
  0.07*(0.03) 0.05+(0.03)        0.05(0.03) 
 H1: Collaborate with external firms  0.05***(0.01)  0.05*** (0.01)        0.05***(0.01） 
 H2a: External information sourcing   -0.07*(0.03) -0.04 (0.03)        0.05(0.03) 
 H2b, 2c: EIS × Make-to-Buy (product)   0.21**(0.06) 0.22***(0.06)        0.22***(0.06) 




H3: Internal R&D researchers with PhD 
qualification in FTE 
    -0.01*** (0.00)   -0.01*** (0.00)    -0.01*** (0.00) 
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     -0.00** (0.00)  -0.00 ***(0.00)    0.00(0.00) 
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      0.00+(0.00) 0.00 (0.00)    0.00(0.00) 
  
Chapter 5c 
H6: The level of export         0.02*(0.01)  0.03+(0.01) 0.02+(0.01) 
 H7: Geographic market scope          0.02(0.03) -0.00(0.03) -0.01(0.03) 
  Constant 3.54***(0.23) 3.39***(0.23) 3.63*** (0.25) 3.48*** (0.25) 3.63*** (0.23) 3.62*** (0.23) 3.53*** (0.23) 3.74*** (0.24) 3.55*** (0.23) 3.53*** (0.23) 3.55*** (0.23) 3.73***(0.26) 
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 































5.7.a Discussion  
By drawing on the literature of evolutionary economics, open innovation and 
organizational learning, this study investigates the relationship between EIS and IC 
respectively with firms’ internal exploratory and exploitative R&D investment. The 
results show that IC and EIS affect firms’ internal investment in exploratory and 
exploitative R&D differently. We find that IC is mainly complementary to firms’ 
internal exploratory R&D. Firms tend to increase more  investment in exploratory 
R&D than exploitative R&D during the IC. However, EIS has a substitutive effect on 
a firm’s internal exploratory R&D investment. Furthermore, we find that the influence 
of EIS on a firm’s internal exploitative R&D investment is conditional upon a firm’s 
tendency towards core-development (by using a “make” strategy to beat the market 
through internal exploitation efforts) or periphery-development (by using a “buy” 
strategy to let the market implement the exploitation for it).  
5.7.1.a Theoretical implications 
Evolutionary economics and open innovation literature point to the importance of 
external ideas for firms’ innovation activities (Chaves et al., 2012). Early studies of 
evolutionary economics adopt Willamson’s economics of transaction costs theory to 
explain firms’ choice between internal and external R&D (Laursen & Salter, 2006). 
They found a substitution effect. Later on, studies in this area found a complementary 
relationship between them (Mowery & Rosenberg, 1989). Current studies in open 
innovation explain the complementarities or substitution effect between external 
knowledge and internal R&D by focusing on firm-specific characteristics such as 
organizational structure (Lichtenthaler, 2011) and qualified personnel (Monteiro et al., 
2017). However, they remained relatively silent on the impact of forms of inter-
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organizational relationships such as EIS and IC on firm’s two types of internal R&D: 
exploration and exploitation. Our study extends current thinking by revealing that the 
variation in firms’ exploration and exploitation investment is influenced by the way 
of firms acquiring external knowledge (formal inter-organizational relationship vs. 
informal inter-organizational relationship). We stress on organizational learning 
theory by arguing that IC facilitates firms’ exploratory R&D investment through 
developing the experiential learning capabilities of the firms, and facilities firms’ 
exploitative R&D investment by building the commercialization capabilities of the 
firm. We suggest that EIS reduces firms’ exploratory R&D investment by providing 
solutions to a firm’s unsolved problems through external distant search.  
We also contribute to prior studies by revealing that the exploratory and exploitative 
R&D investment decisions can be better understood by a moderating effect of a firm 
development tendency. Although the availability and explicitness of external 
knowledge increases the appeal of using the market, not all firms use external 
information with the purpose of accepting what is offered in the external market due 
to the risk of “buy” decision such as losing control of core competence and failing to 
obtain tacit knowledge through EIS. A firm’s tendency to use “make” strategy in order 
to “beat the market” by conducting the product innovation by itself with the 
expectation that it offers better alternatives, and this process aims at building its core-
capability, thus reduces the negative relationship between EIS and firm’s exploitation 
investment. A firm’s tendency to use “buy” strategy in order to take advantage of what 
the market offers by letting the market do it for the firm with the expectation that the 
market’s offering helps the firm expand its product range quickly (peripheral 
development) with “just fine” inputs, thus it strengthens the negative relationship 
between EIS and firm’s exploitative R&D investment. However, the situation is 
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different for process innovation. In the PITEC survey, process innovation is defined 
as “innovation aimed at achieving greater flexibility and the improvement in quality 
and security such as automatic tracking of shipments and transport systems 
connection” (PITEC survey, 2010, p.18). The process innovation is more internal and 
tacit to the firm than product innovation (Un & Asakawa, 2015). According to the 
knowledge-based view, tacit knowledge is difficult to be understood by people outside 
of the firm (Kogut and Zander, 1993). Therefore, when a firm has a tendency to use 
“buy” strategy, the high importance of information sourced from markets for a firm’s 
innovation activities means the firm needs to make more efforts on integration of 
external production methods in their own production activities, thus reducing the 
negative relationship between EIS and the firm’s exploitation investment. This 
finding is in line with Un and Asakawa (2015), which supports that the empirical 
research of product innovation does not always apply to process innovation. Our study 
enhances researchers’ understanding on how firms make decisions in exploration and 
exploitation when they sourcing information externally. 
5.7.2.a Management and policy implications 
Our findings also have critical managerial implications. They show that collaborating 
with external partners can increase firms’ investment in exploratory and exploitative 
R&D activities because innovation collaboration facilitates learning in organizations. 
However, innovation collaboration does not have the same level of impact on 
exploratory and exploitative R&D investment. This finding suggests that if a manager 
or policy maker wants firms to increase their exploratory R&D spending, innovation 
collaboration is likely to be the most effective measure. Moreover, we find that EIS 
reduces firms’ exploratory R&D investment because EIS can help firms to find new 
solutions from the market for problems that they have not experienced before. We 
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suggest that managers could adopt EIS to shun away from substantial and risky sunk 
R&D investment when dealing with tough innovation problems. Since we find firms’ 
development orientations influences firms’ exploitative R&D investment, we suggest 
that managers should understand the development orientation of their firms before 
they design measures for facilitating exploitative R&D investment. Only when the 
firm has a goal of developing core competence, the EIS is an effective measure for 
firms to facilitate their exploitative R&D investment. Our findings support the view 
of Schartinger et al. (2002) that IC and EIS are used for opposite needs.  
5.7.3.a Limitations and directions for future research 
Due to data constraints, at this stage of this study, we were unable to investigate the 
effect of EIS and IC on firms’ exploration and exploitation investment at a global 
level. Sourcing information worldwide and collaborating with foreign partners may 
generate different effects on the organizational learning compared with domestic ones. 
Future research could focus on international EIS and international IC and compare 
results with our research to find out similarities and differences. Second, this study 
depends on secondary data. Although we could acquire all necessary information 
about variables from the PITEC survey, which continuously collect data from 2003-
2011 for 12000 firms from 14 main industry sectors, future researchers could collect 
first-hand data to generate insights on other firm-specific factors such as merger and 
acquisitions and governance structures, and then use learning mechanisms introduced 
in this study to explain their relationship with firms’ internal exploration and 
exploitation investment.  
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Chapter 5b Educational Level of R&D Personnel 
Abstract 
Unlike prior studies that found a positive relationship between education level and 
firms’ R&D investment, we show that education stimulates a firm’s exploratory R&D 
investment but reduces exploitative R&D investment. Moreover, it is only the high 
level of education, such as university degrees, that influences a firm’s R&D 
investment. Researchers with non-university degrees (e.g. with technical 
qualifications) do not have a significant effect on a firm’s exploratory and exploitative 
R&D investment. This study generates novel insights on how the variance in firms’ 
exploration and exploitation investment can be explained by R&D personnel of firms. 
Our findings have implications for research as well as for managers and policy makers 
concerned with the supply of individuals’ education to balance firms’ exploration and 
exploitation. 
5.1.b Introduction 
Firms need to invest in both exploratory and exploitative R&D investment to sustain 
current competitiveness while achieving long-term success. Exploration and 
exploitation compete for scarce resources (March, 1991). The order of consideration 
of investment depends on the part of the organization in which the decision is being 
made, indicating that firm level of exploration and exploitation investment to a large 
extent originate in organizational division of labour in decision-making (Cyert & 
March, 1992). However, only few studies have paid attention to individual-level 
effects on firms’ exploration and exploitation investment (Zacher et al., 2014). In 
addition, the existing research merely focuses on the higher levels of decision makers 
such as managers (Mom et al., 2007) and entrepreneurs (Adomako et al., 2017; 
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Lynskey, 2016; Tuncdogan et al., 2015; Hmieleski & Baron, 2008; Ganotakis, 2012). 
We argue that more attention should be paid to the education level of firm R&D 
personnel, because exploration (basic research and applied research) and exploitation 
(technological development) are current internal R&D activities of firms. Paying 
attention to researchers dedicated to internal R&D activities within firms can enhance 
the understanding of firms’ investment in exploration and exploitation (Sauermann & 
Cohen, 2010). Researchers with different educational levels may consider different 
things as important and have distinct definitions of problems facing the organization 
(Allen & Katz, 1992). Their past experience (network benefits and confidence in 
exploratory-related activities) influences the ability and acceptance of learning new 
knowledge (willingness to take a risk). In other words, R&D personnel constructs a 
firm’s innovative climate and openness to technological innovation (Hosseini et al., 
2003) and influences a firm’s ability to process new information and knowledge 
(Toner, 2011; Nelson & Phelps, 1966). Therefore, the educational level of R&D 
personnel can affect a firm’s focus on organizational learning and result in differences 
in firms’ exploratory and exploitative R&D investment.  
Some empirical studies on human resource management (HRM) and organizational 
learning found that high levels of education such as PhD and undergraduate degrees 
(general human capital) encourage the exploratory learning of a firm (Diaz-Fernandez 
et al, 2017; Ganotakis, 2012). High levels of education enhance employees’ 
communication, social and learning abilities (Avermaete et al., 2004). These abilities 
enable firms to search and scan environments for information about changes, identify 
viable business opportunities and search for distant knowledge for possible 
alternatives that facilitate a firm’s exploratory learning (Marvel & Lumpkin, 2007; 
Boeker & Karichalil, 2002).  
 141 
Existing empirical findings do not always confirm that high levels of educational 
qualification facilitate firms’ exploratory learning. These studies report that high level 
of specialization and strong academic tendency may impede researchers’ 
understanding of the dynamics and needs of the market (Toole & Czarnitzki, 2009). 
For example, Ucbasaran et al., (2008) found that entrepreneurs with high levels of 
education lead to inertia in firms’ explorative learning, because these entrepreneurs 
tend to think that their education is sufficient to provide all the information needed to 
achieve their organizational goal. This attitude encourages firms to scan and 
concentrate their search activities within their current knowledge base, rather than 
searching for distant or new information that has not been accessed previously 
(Cooper et al., 1994; Fiet, 2002). From this point of view, the high educational 
qualification of entrepreneurs tends to decrease firms’ alertness to environmental 
changes and may have a preference towards exploitative learning, such as learning 
knowledge from routines that performed well in the current or/and past (Ucbassaran 
et al., 2008).  
The mixed results prompt the need to better understand how the level of education 
affects the organizational learning. We propose that the variance in firms’ exploratory 
and exploitative R&D investment can be explained by firms’ R&D personnel 
education level, because different levels contain different capabilities for firms’ 
exploratory and exploitative learning. We argue that a firm that has a higher 
proportion of internal R&D researchers with doctorate qualifications in FTE tends to 
make different investment decisions in exploration and exploitation compared with a 
firm with higher proportion of non-doctorate university qualifications or non-
university qualifications in FTE.  
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There are some contributions of this study. Much of the literature in organizational 
learning focuses on education of higher level of decision makers such as managers 
and entrepreneurs (Adomako et al., 2017; Lynskey, 2016; Tuncdogan et al., 2015; 
Hmieleski & Baron, 2008; Ganotakis, 2012). We extend prior research by 
emphasizing the R&D personnel of firms. We find that a higher proportion of internal 
R&D researchers with doctorate qualifications increases firms’ exploratory R&D 
investment but decreases firms’ exploitative R&D investment. Second, prior studies 
in human capital literature suggested that an employee’s intelligence, motivation and 
discipline can be assessed by educational level (Ucbasaran et al., 2008). Employees 
with high level of education are very likely to be trusted in decision-making. These 
studies found that education contributes to more efficient decision-making (Griliches, 
2000). Our research classified education into several levels, and it not only provides 
evidence of a significant influence between higher educated R&D researchers (PhDs 
and masters) and firms’ decision making in exploratory and exploitative R&D 
investment, but also makes a contribution to prior studies by showing evidence of an 
insignificant relation between lower educated R&D researchers (non-university 
degrees) and firms’ decision marking in exploratory and exploitative R&D investment. 
This study helps researchers and managers to understand the learning capabilities of 
researchers of different education levels. To address this issue, firms and 
policymakers can design better education, training and reward systems for their R&D 
personnel in order to promote organizational learning (Hatch & Dyer, 2004; Diaz-
Fernandez et al., 2017). 
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5.2.b Literature Review 
5.2.1.b Education as a determinant of firm-level R&D investment 
Educational qualification of the labour force is one of the crucial determinants of firms’ 
R&D activities (Allen & Katz, 1992; Jain & Murray, 1984). Knowledge and skills are 
often acquired through education, which produce formal qualifications in terms of 
doctorate, degrees and diplomas (OECD, 1995). The relationship between education 
and firm-level R&D investment was examined in previous studies (Lynskey, 2016; 
Roach and Sauermann, 2010; Scherer and Huh, 1992). They found that educational 
qualification often has a positive relationship with R&D investment levels (Herrera et 
al., 2010; Del Canto & Gonzalez, 1999). High educational levels, especially doctorate 
degrees, can be assumed to help promote the recognition and management of firms’ 
relevant external knowledge flows (Lynskey, 2016; OECD, 2008; Stuart and Ding, 
2006; Bercowitz and Feldman, 2008; Baba et al., 2010). Employees with higher 
education will enhance firms’ adaptability to environmental changes (Lundvall & 
Nielsen, 1999) and facilitate firms’ innovation (Coronado et al., 2008; McGuirk et al., 
2015; Lynskey, 2016). Since R&D is often considered as an important input to 
innovation and the level of R&D investment by firms often presents a proxy of 
innovative activity (Griliches, 1990), the educational level of employees is positively 
related to firms’ R&D investment. 
The prior empirical research in organizational learning literature did not relate firms’ 
different R&D investment to firms’ exploratory learning or exploitative learning. Our 
study proposes that each level of educational qualification may result in different 
types of organizational learning, and hence cause a variance in firms’ exploratory and 
exploitative R&D investment. Research emphasizing individual educational 
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qualification related to firms’ organizational learning mainly use scales to identify 
two dimensions of organizational learning (Diaz-Fernandez et al., 2017), which 
motivates us to examine the issue at different types of R&D investment.  
5.3.b Hypotheses Development 
There exists a dual nature of PhD education, which can be described as “process” and 
“product” (Lee et al., 2010). “Process” refers to the view that a PhD provides 
professional research training to develop independent researchers. The training can 
enhance one’s ability to conduct independent research, which is a general skill. A 
thesis as the final “product” of the PhD education has been used to assess the abilities 
of graduates to make original and frontier of knowledge to their specific disciplines. 
Hence, a PhD graduate is specialized in his/her research area and also has transferable 
and general skills such as learning ability, communication and social abilities 
(Teixeira & Tavares-Lehmann, 2014; Lee et al., 2010; Avermaete et al., 2004). PhDs’ 
specialized knowledge and general skills help a firm to recognize or create 
opportunities in the environment (Marvel & Lumpkin, 2007; Shane, 2003; Arenius & 
De Clercq, 2005; Witt, 1998).  
PhDs’ high learning ability enables a firm to pursue the perceived attractive 
opportunities and experiment the possible alternatives that can enhance decision-
making (Davidsson & Honig, 2003). Moreover, PhDs on average possess a higher 
level of self-confidence, creativity and openness to new knowledge (Hitt & Tyler, 
1991; Wally & Baum, 1994). Therefore, the internal R&D researchers with PhD 
degrees are very likely to motivate a firm to set up new research projects so as to 
pursue business opportunities new to the firm or/and to the market. As a result, 
researchers with PhD degrees will increase firms’ investment in experimental and 
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original work (basic research and applied research) to construct abstract ideas that 
meet the opportunities they perceive in the market. For instance, an increased demand 
for electrified, networked and intelligent vehicles provides great business 
opportunities for the IT industry (Debord, 2017). IT companies with large proportions 
of PhDs in R&D are more likely to be the industry pioneers, because PhD researchers 
not only can help firms to be the first group of firms that recognize these emerged 
opportunities but also encourage firms to take the risks and engage in scientific 
experiments for constructing technological ideas, such as in-car information 
technologies and self-driving solutions that meet the opportunities. 
PhDs’ communication and social abilities help firms to search and manage external 
knowledge flow (OECD, 2008), and hence increase exploratory learning of the firms. 
Upon entering industrial employment, PhDs continue to make connections, both 
formal and informal, to researchers both within and outside of their research areas and 
professions (Ponomariov & Boardman, 2010). These connections (e.g. established 
through attendance at professional conference and memberships in professional 
societies or publishing) facilitate both explicit and tacit knowledge flow (Ponomariov 
& Boardman, 2010; Cockburn & Henderson, 1998; Sauermann & Stephan, 2009). 
Firms can have access to scientific information from connections established by their 
PhDs (Adler & Kwon, 2002; Fischer & Pollock, 2004) and incorporate this scientific 
knowledge into the firm’s knowledge base through PhDs’ guidance (Herrera & Nieto, 
2013; Cruz-Castro & Sanz-Menendez, 2005; Zellner, 2003; Almeida & Kogut, 1999). 
The broad scientific knowledge base helps firms to analytically approach scientific 
problems (Ponomariov & Boardman, 2010) and overcome a particular knowledge 
barrier during the scientific experimentation (Almeida et al., 2011). Firms with a 
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higher proportion of internal R&D researchers with PhD degrees tend to experience 
small risks in exploration and thus are more likely to invest in exploration. 
Cyert and March (1992) argued that search bias reflects special training or experience 
of different units of the organization. PhDs are trained for research. Doing the path-
breaking research and publishing research results are long seen as critical to PhDs 
(Stephan & Levin, 1992; Stern, 2004). Prior studies found that higher education 
employees, especially PhDs, often desire intellectual challenges and like to select 
more technological significant projects (Diaz-Fernandez et al., 2017; Banker et al., 
2008). They are mainly responsible for achieving the adequate and proportionate 
share of the publication and patent output in firms (Sauermann and Cohen, 2010). 
Because of these goals, PhD researchers are more likely to consider that developing 
firms’ competitive advantages through long-term capabilities is much more important 
than through developing short-term capabilities. Therefore, firms with a large 
percentage of PhD researchers are more likely to increase investment in exploration. 
Moreover, PhDs increase firms’ possibilities to get high returns from basic research 
(Smith et al., 2005; Ucbasaran et al., 2008) that encourage firms to invest in 
exploration. Prior studies identified a positive relationship between education and 
firm innovation (Bhide, 2000) and growth (Wilbon, 2000; Almus & Nerlinger, 1999). 
PhD researchers in firms are often considered as a stamp of research quality 
(Corolleur et al., 2004). The highest education helps PhDs to improve their cognitive 
processing and problem-solving abilities (Kimberly & Evanisko, 1981; Hitt & Tyler, 
1991; Wally & Baum, 1994; Ucbasaran et al., 2008). They can propose distant 
solutions to the problems by using imagination combined with techniques such as 
analogies and associations (Ray & Myers, 1986) and can accurately predict outcomes, 
manage time and resources as well as monitor results (Smith et al., 2005). Moreover, 
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because of their strong learning abilities, they can accompany the development of 
technology at all stages, which helps to bridge the gap between different types of R&D 
activities and hence contributes to reducing the risk of a failure of innovation project 
(Herrera & Nieto, 2013). Therefore, firms with a large proportion of PhD researchers 
are more likely to increase exploratory R&D investment, because possessing PhD 
researchers increases firms’ expectation of returns from basic research. 
PhD researchers reduce the costs of production and refinement of new products 
(exploitative R&D investment), because their wide range of skills enable firms to 
develop a road map for all design, engineering and manufacturing activities. They 
help firms to select technologies that can be effectively integrated into a new product, 
and therefore reduce the costs and time of manufacturing and refining the new product 
(avoid costs of scrap and rework) (Iansiti & West, 1997).  
According to the attention theory, even though PhDs may have the ability to recognize 
various problems in both firms’ experimentation and production processes, only few 
of problems can get sufficient attention due to time limits (Ocasio, 1997). Individuals 
adapt their attention rules based on previous experience (Cyert & March, 1992). They 
learn to attend to some issues and ignore others to which they are generally not able 
to provide satisfactory solutions (Cyert & March, 1992). PhDs’ university experience 
increases their confidence in doing experimentation and original work, which 
facilitates their perception and search activities towards exploratory R&D activities 
and hence hinders perception and search activates towards exploitative R&D activities.   
H3: A higher proportion of internal R&D researchers with doctorate qualifications 
in FTE increase firms’ exploratory R&D investment but decrease firms’ exploitative 
R&D investment. 
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Although graduates are also highly-educated workforce, the academic training they 
receive at university differs significantly from what is designed for PhDs. The process 
of PhD study has often been considered as a journey of individual learning (Lee et al., 
2010), whereas undergraduate and master programmes focus more on collaborative 
learning (Britton, et al., 2017). Teamwork is an essential outcome of non-doctorate 
university study (Schech et al., 2017). Therefore, researchers with non-doctorate 
university degrees are better at identifying skill-integration problems. They facilitate 
firms’ knowledge integration through improving firms’ team level of learning (Grant, 
1996). They allow firms to collectively interpret and combine individuals’ knowledge 
to attain a shared understanding (Bontis et al., 2002). Each member of the teams has 
been encouraged to explore issues from alternative perspectives, articulating their 
options to others and taking coordinated action to achieve a common goal (Lin & 
Sanders, 2017). Diverse perspectives, enriched interpretations and coordination are 
important enablers for exploratory learning (Gupta et al., 2007; Shipton et al., 2017), 
so we expect that a firm’s the proportion of internal R&D researchers with non-
doctorate university qualification is positively related to its exploratory R&D 
investment.  
Moreover, as higher education develops students’ expert intuition, entrepreneurial 
intuition and time management skills (a specific deadline for each task) (Bates, 1990), 
researchers who hold qualifications at undergraduate and master levels often have in-
depth knowledge of their specific subject areas, such as engineering or architecture, 
as well as knowledge of business practices, such as managerial and marketing skills. 
With entrepreneurial intuitions, highly-educated researchers are able to implement 
and effectively introduce technologically complex and radically new products to a 
market (Crossan et al., 1999; Leonard-Barton & Kraus, 1985). They facilitate firms 
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to invest in exploitation to exploit firms’ existing technological innovation so that 
firms can reduce new products’ time to market. 
In summary, in line with Lundvall & Johnson (1994), we expect that graduates not 
only have abilities to invent a new technology but also have abilities to implement the 
new technology. They facilitate firms’ exploratory learning and exploitative learning, 
resulting in an increase in firms’ exploration and exploitation investment.  
H4: A higher proportion of internal R&D researchers with non-doctorate 
university qualifications in FTE increase firms’ exploratory R&D investment and 
exploitative R&D investment. 
Education contributes to individuals’ cognitive capability and influences their 
working methods (Østergaard, et al., 2011; Bantel & Jackson, 1989). Researchers with 
non-university degrees (Diplomas; technical architects and engineers, specific 
professional training and secondary school) are often specialized in a knowledge 
domain. The knowledge and skills they learnt are “less transferable and have a 
narrower scope of applicability” (McGuirk et al., (2015), p.967), and hence 
researchers with non-university degrees are believed to be poor at exploratory 
learning (Diaz-Fernandez et al., 2017; Kang & Snell, 2009).  
The non-university education aims at developing students’ expert intuition (accepting 
old patterns). The expert intuition encourages researchers to utilize experience from 
previous innovation projects to approach and solve problems (Lin & Sanders, 2017). 
Therefore, they are likely to search solutions along their existing technological 
trajectories and use existing ways of doing things (Iansiti & West, 1997; Ganotakis, 
2012). Kang & Snell (2009) found that researchers with non-university degrees are 
likely to be confined to a particular perspective (Kang & Snell, 2009) and are less 
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willing to use knowledge outside of their domains (Dougherty, 1992). They tend to 
hinder a firm’s exploratory learning. The new knowledge they learnt is an extension 
of what they understand already, rather than being completely new (Diaz-Fernandez 
et al., 2017; Ray & Myers, 1986). As exploitation is about implementation and 
production and is mainly related to path dependence, routinisation and current 
technologies and markets (Brown & Eisenhardt, 1998), researchers with non-
university degrees contribute to a firm’s exploitative learning (Diaz-Fernandez et al., 
2017). They are likely to facilitate firms to invest in exploitation such as refinement 
of technology and production, while hindering firms’ investment in exploration.   
H5: A higher proportion of internal R&D researchers with non-
university qualifications in FTE increase firms’ exploitative R&D investment, but 
decrease firms’ exploratory R&D investment. 
5.4.b Results 
Results on the effect of researchers’ educational level on firms’ exploratory and 
exploitative R&D investment 
To test the effect of researchers’ educational level on firms’ exploitative and 
exploratory R&D investment, Model 5-7 in Table 5.1.b. and 5.2.b. introduce three 
measures of researchers’ educational level, successively. The first hypothesis of this 
sub-chapter of empirical chapters (H3) involves the role of internal R&D researchers 
with PhD qualification in FTE. As the Model 5 indicates, this measure has a negative 
and statistically significant (beta= -.01, p< .01) effect on firms’ exploitative R&D 
investment while having a positive and statistically significant (beta= .03, p< .001) 
effect on firms’ exploratory R&D investment, thus fully supporting H3, showing that 
a higher proportion of internal R&D researchers with doctorate qualifications in FTE 
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increase firms’ exploratory R&D investment but decrease firms’ exploitative R&D 
investment.  
Turning to the second hypothesis (H4), it involves the role of internal R&D 
researchers with non-doctorate university qualification in FTE. The Model 6 shows 
that this measure has a negative and statistically insignificant (beta= -.00, not 
significant [n.s.]) effect on exploitative R&D investment, while generating a positive 
and statistically significant (beta= .00, p< .001) effect on firms’ exploratory R&D 
investment. These results provide only partial support to H4, showing that only firms’ 
exploratory R&D investment increases as the proportion of internal full-time 
researchers with non-doctorate university degree.  
H5 involves the role of internal R&D researchers with non-university qualification in 
FTE. Model 7 shows that this measure has a positive and statistically insignificant 
(beta= .00, n.s.) effect on exploitative R&D investment, while generating a negative 
and statistically significant (beta= .01, p< .01) effect on firms’ exploratory R&D 
investment. These results provide partial support to H5, showing that the proportion 
of internal R&D researchers with non-university qualifications in FTE only can 
determine firms’ exploitative R&D investment.  
When we include all measures of educational level simultaneously in Model 8, only 
results for PhD qualification and non-doctorate university qualification remain 
qualitatively the same. The results for non-university qualification shows that this 
measure has an insignificant effect on both exploratory (beta= -.00, n.s.) and 
exploitative R&D investment (beta= .00, n.s.), indicating that firms’ exploratory and 
exploitative R&D investment are significantly influenced by the proportion of internal 
highly-educated researchers (PhDs and other university degrees) in FTE, rather than 
lower-educated researchers (non-university degrees) in FTE. These results are robust 
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to inclusion of variables for inter-organizational relationships and internationalization 
statuses (Model 12), thus H5 is rejected in Model 8 and Model 12. 
In conclusion, firms’ internal researchers with PhD qualification in FTE can generate 
effect on firms’ exploratory and exploitative R&D investment. The highest education 
facilitates firms’ exploratory R&D investment but reduces firms’ exploitative R&D 
investment. Firms’ internal researchers with non-doctorate university qualification in 
FTE contribute to the increase in firms’ exploratory R&D investment. Firms’ internal 
researchers with non-university degrees do not influence on firms’ exploratory and 
exploitative R&D investment. Our results suggest that only the proportion of internal 
R&D researchers with high level of education critically influence a firm’s R&D 
investment decision. Education does not facilitate all types of R&D investment. It 







                 Table 5.1.b. The impact of R&D personnel’s educational level on exploitative R&D investment 
          Exploitative R&D Investment                              
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Mode l1  Model 12 
 Firm size -0.36*(0.16) -0.35*(0.16) -0.37*(0.16) -0.36*(0.16) -0.36*(0.16) -0.36*(0.16) -0.35*(0.16) -0.36*(0.16) -0.40 *(0.16) -0.40*(0.16) -0.42**(0.16) -0.41*(0.16) 
 Membership of a group of companies 0.30*(0.14) 0.39**(0.14) 0.31* (0.14) 0.38**(0.14) 0.30* (0.14) 0.30* (0.14) 0.30* (0.14) 0.30* (0.14) 0.29* (0.14) 0.29* (0.14) 0.29* (0.14) 0.37** (0.14) 
 Collaborate with other companies of its 
own group 
0.71***(0.13) 0.23(0.14) 0.63*** (0.14) 0.23(0.14) 0.71*** (0.13) 0.71***(0.13) 0.71*** (0.13) 0.71***(0.13) 0.71*** (0.13) 0.7 ***(0.13) 0.71***(0.13) 0.23 (0.14) 
 Importance of information source: within 
firm or group  
-0.17* (0.07) -0.16*(0.07) -0.14*(0.07) -0.14*(0.07) -0.17*(0.07) -0.17* (0.07) -0.17*(0.07) -0.17* (0.07) -0.16* (0.06) -0.16* (0.07) -0.16* (0.07) -0.13* (0.07) 
 Firm age -0.46***(0.10) -0.41***(0.10) -0.44***(0.10) -0.41***(0.10) -0.46***(0.10) -0.46***(0.10) -0.46***(0.10) -0.47***(0.10) -0.50***(0.10) -0.49***(0.11) -0.51***(0.11) -0.47***(0.10) 
 Number of employees 0.67***(0.06) 0.62***(0.06) 0.66***(0.06) 0.62***(0.06) 0.67***(0.06) 0.67***(0.06) 0.68***(0.06) 0.67***(0.06) 0.68***(0.06) 0.67***(0.06) 0.68***(0.06) 0.61***(0.06) 
 Public company -2.05**(0.62) -1.76**(0.61) -1.82**(0.62) -1.16**(0.61) -2.08**(0.62) -2.05**(0.62) -2.05**(0.62) -2.09**(0.62) -2.04**(0.62) -1.97**(0.62) -2.01**(0.62) -1.17*(0.48) 
 Private national company -0.87*(0.43) -0.38(0.43) -0.64(0.43) -0.29(0.43) -0.91*(0.43) -0.88*(0.43) -0.88*(0.43) -0.94*(0.43) -0.94*(0.43) -0.91*(0.43) -0.95*(0.43) -0.45(0.43) 
 Private multinational company -0.93*(0.45) -0.41(0.45) -0.66(0.45) -0.30(0.45) -0.96*(0.45) -0.94*(0.45) -0.94*(0.45) -0.99*(0.45) -1.01*(0.45) -0.99*(0.45) -1.03*(0.45) -0.45(0.45) 
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. .. 
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included 





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
  -0.11(0.10) -0.22*(0.10)        -0.22*(0.11) 
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
  0.17*(0.08) 0.10(0.08)        0.10(0.08) 
 H1: Collaborate with external firms  0.24***(0.03)  0.23*** (0.03)        0.23*** (0.03) 
 H2a: External information sourcing   -0.47***(0.08) -0.32*** (0.08)        -0.32*** (0.08) 
 H2b, 2c: EIS × Make-to-Buy (product)   0.50**(0.16) 0.54**(0.16)        0.53**(0.16) 




H3: Internal R&D researchers with PhD 
qualification in FTE 
    -0.01* (0.00)   -0.01* (0.00)    -0.01** (0.00) 
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     -0.00 (0.00)  -0.00 (0.00)    -0.00 (0.00) 
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      0.00 (0.00) 0.00 (0.00)    0.00(0.00) 
  
Chapter 5c 
H6: The level of export         0.11***(0.03)  0.10**(0.03) 0.09**(0.03) 
 H7: Geographic market scope          0.20**(0.07) 0.09(0.08) 0.08(0.08) 
  Constant 9.25***(0.59) 8.52***(0.60) 10.18*** (0.64) 9.43*** (0.64) 9.36*** (0.60) 9.30*** (0.60) 9.23*** (0.59) 9.44*** (0.60) 9.31*** (0.59) 9.20*** (0.59) 9.28*** (0.59) 9.72*** (0.65) 
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 





























t statistics in parentheses + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001 
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               Table 5.2.b. The impact of R&D personnel’s educational level on exploratory R&D investment 
            Exploratory R&D Investment                              
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Model 11 Model 12 
 Firm size 0.14(0.17) 0.15(0.17) 0.12(0.17) 0.14(0.17) 0.14(0.17) 0.15(0.17) 0.12(0.17) 0.14(0.17) 0.10(0.17) 0.08(0.17) 0.07(0.17) 0.08(0.17) 
 Membership of a group of companies -0.09(0.16) 0.01(0.16) -0.08(0.16) -0.00(0.16) -0.08(0.16) -0.09(0.16) -0.09(0.16) -0.10(0.15) -0.09 (0.16) -0.10(0.16) -0.10(0.16) -0.03 (0.15) 
 Collaborate with other companies of its 
own group 
0.57***(0.15) 0.03(0.16) 0.47**(0.15) 0.03(0.16) 0.56***(0.15) 0.56***(0.15) 0.57***(0.15) 0.56***(0.15) 0.57***(0.15) 0.57***(0.15) 0.57***(0.15) 0.03 (0.16) 
 Importance of information source: within 
firm or group  
-0.12+(0.07) -0.11(0.07) -0.07(0.07) -0.07(0.07) -0.13+(0.07) -0.12(0.07) -0.12+(0.07) -0.12+(0.07) -0.12+ (0.07) -0.12 (0.07) -0.11 (0.07) -0.07(0.07) 
 Firm age 0.14(0.12) 0.19+(0.12) 0.17(0.12) 0.21+(0.12) 0.16(0.12) 0.16(0.12) 0.15(0.12) 0.19(0.12) 0.10(0.12) 0.09(0.12) 0.08(0.12) 0.19(0.12) 
 Number of employees 0.44***(0.07) 0.38***(0.07) 0.42***(0.07) 0.38***(0.07) 0.45***(0.07) 0.45***(0.07) 0.44***(0.07) 0.46***(0.07) 0.45***(0.07) 0.44***(0.07) 0.44***(0.07) 0.39***(0.07) 
 Public company -3.95***(0.69) -3.63***(0.68) -3.72***(0.68) -3.50***(0.68) -3.82***(0.68) -3.92***(0.69) -3.96***(0.69) -3.77***(0.68) -3.94***(0.69) -3.84***(0.69) -3.86***(0.69) -3.25***(0.68) 
 Private national company -4.34***(0.48) -3.80***(0.48) -4.05***(0.48) -3.65***(0.48) -4.19***(0.48) -4.27***(0.48) -4.32***(0.48) -4.07***(0.48) -4.40***(0.48) -4.41***(0.48) -4.43***(0.48) -3.49***(0.48) 
 Private multinational company -4.31***(0.50) -3.73***(0.50) -3.98***(0.50) -3.55***(0.50) -4.20***(0.50) -4.25***(0.50) -4.28***(0.50) -4.08***(0.49) -4.38(0.50) -4.40***(0.50) -4.41***(0.50) -3.45***(0.50) 
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. .. 
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included 





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
           
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
           
 H1: Collaborate with external firms  0.28***(0.03)  0.24*** (0.03)        0.23*** (0.03) 
 H2a: External information sourcing   -0.68*** (0.09) -0.52*** (0.09)        -0.47*** (0.09) 
 H2b, 2c: EIS × Make-to-Buy (product)            





H3: Internal R&D researchers with PhD 
qualification in FTE 
    0.03*** (0.00)   0.04*** (0.00)    0.04*** (0.00) 
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     0.00*** (0.00)  0.01*** (0.00)    0.01***(0.00) 
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      -0.01** (0.00) -0.00 (0.00)    -0.00(0.00) 
 Chapter 5c H6: The level of export         0.10**(0.03)  0.05(0.04) 0.04(0.04) 
 H7: Geographic market scope          0.29***(0.08) 0.23**(0.09) 0.22*(0.09) 
  Constant 9.61(0.66) 8.79***(0.67) 11.09*** (0.69) 10.02*** (0.70) 9.20*** (0.66) 9.26*** (0.67) 9.66*** (0.66) 8.69*** (0.67) 9.66*** (0.66) 9.54*** (0.66) 9.58*** (0.66) 9.04*** (0.70) 
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 



























 t statistics in parentheses + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001 
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5.5.b Robustness Checks 
We test the influence of firms’ R&D personnel educational level on the share of 
exploitative R&D investment in order to understand whether firms’ R&D personnel 
education level determines firms’ investment in exploitative R&D activities. 
Table 5.3.b. shows the random effects results for the share of exploitative R&D 
investment. Model 1 shows the control variables. Models 5-7 include variables for 
education level successively. Model 8 contains all variables for education level, 
simultaneously. We introduce all variables for firm-specific factors in Model 12.   
Model 5 indicates that the internal R&D researchers with PhD qualification in FTE 
has a negative and statistically significant effect on the share of exploitative (beta= .01, 
p< .001) R&D investment. These results are robust to incorporation of the variable 
for non-doctorate university qualification and non-university qualification and also 
variables for other firm-specific factors (Models 8 and 12), indicating the importance 
of internal R&D researchers with PhD qualification in influencing firms’ investment 
in internal exploitative R&D activities. The internal R&D researchers with non-
doctorate university qualification in FTE has a negative and significant effect 
(beta= .00, p< .01) on the share of exploitative R&D investment (Model 6). These 
results are robust to incorporation of the variable for PhD qualification and non-
university qualification (Models 8), but it is insignificant in Model 12, indicating that 
when other firm-specific factors are controlled, the proportion of internal R&D 
researchers with non-doctorate university qualification do not determine firms’ 
investment in exploitative R&D activities. The internal R&D researchers with non-
university qualification in FTE has insignificant effect on the share of exploitative 
R&D investment in Model 7, 8 and 12, highlighting that  the proportion of internal 
R&D researchers with non-university qualification do not determine firms’ 
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investment in exploitative R&D activities. The findings are consistent with what we 


























Table 5.3.b. The influence of R&D personnel educational level on the share of exploitative R&D investment 
                                         The share of exploitative R&D investment                           
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect   
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Mode l1  Model 12  
 Firm size -0.15*(0.06) -0.15*(0.06) -0.16*(0.06) -0.15*(0.06) -0.15*(0.06) -0.16*(0.06) -0.15*(0.06) -0.16*(0.06) -0.16**(0.06) -0.16*(0.06) -0.16**(0.06) -0.16**(0.06)  
 Membership of a group of companies 0.07(0.06) 0.09(0.06) 0.07(0.06) 0.09(0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.09(0.06)  
 Collaborate with other companies of its 
own group 
0.18**(0.05) 0.08(0.06) 0.16*(0.05) 0.08(0.06) 0.18** (0.05) 0.18*** (0.05) 0.18** (0.05) 0.19*** (0.05) 0.18** (0.05) 0.18** (0.05) 0.18** (0.05) 0.08(0.06)  
 Importance of information source: within 
firm or group  
-0.03 (0.03) -0.03 (0.03) -0.03 (0.03) -0.03 (0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03 (0.03)  
 Firm age -0.14**(0.04) -0.13**(0.04) -0.14**(0.04) -0.13**(0.04) -0.14***(0.04) -0.14**(0.04) -0.14**(0.04) -0.15***(0.04) -0.15***(0.04) -0.14**(0.04) -0.15***(0.04) -0.15***(0.04)  
 Number of employees 0.09***(0.02) 0.08***(0.02) 0.09***(0.02) 0.08**(0.02) 0.09***(0.02) 0.09***(0.02) 0.10***(0.02) 0.09***(0.02) 0.10***(0.02) 0.09***(0.02) 0.10***(0.02) 0.08**(0.02)  
 Public company -0.08(0.24) -0.02(0.24) -0.04(0.24) -0.01(0.24) -0.11(0.24) -0.09(0.24) -0.08(0.24) -0.13(0.24) -0.08(0.24) -0.07(0.24) -0.08(0.24) -0.03(0.24)  
 Private national company 0.33+(0.17) 0.43*(0.17) 0.37*(0.17) 0.44**(0.17) 0.29+(0.17) 0.31+(0.17) 0.32+(0.17) 0.26(0.17) 0.31+(0.17) 0.32+(0.17) 0.31+(0.17) 0.37*(0.17)  
 Private multinational company 0.27(0.17) 0.37*(0.18) 0.32+(0.18) 0.39*(0.18) 0.24(0.17) 0.25(0.17) 0.26(0.17) 0.21(0.17) 0.25(0.17) 0.26(0.17) 0.25(0.17) 0.33+(0.18)  
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. ..  
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included  





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
  -0.02(0.04) -0.04(0.04)        -0.04 (0.04)  
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
  0.07*(0.03) 0.05+(0.03)        0.05(0.03)  
 H1: Collaborate with external firms  0.05***(0.01)  0.05*** (0.01)        0.05***(0.01）  
 H2a: External information sourcing   -0.07*(0.03) -0.04 (0.03)        0.05(0.03)  
 H2b, 2c: EIS × Make-to-Buy (product)   0.21**(0.06) 0.22***(0.06)        0.22***(0.06)  




H3: Internal R&D researchers with PhD 
qualification in FTE 
    -0.01*** (0.00)   -0.01*** (0.00)    -0.01*** (0.00)  
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     -0.00** (0.00)  -0.00 ***(0.00)    0.00(0.00)  
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      0.00+(0.00) 0.00 (0.00)    0.00(0.00)  
  
Chapter 5c 
H6: The level of export         0.02*(0.01)  0.03+(0.01) 0.02+(0.01)  
 H7: Geographic market scope          0.02(0.03) -0.00(0.03) -0.01(0.03)  
  Constant 3.54***(0.23) 3.39***(0.23) 3.63*** (0.25) 3.48*** (0.25) 3.63*** (0.23) 3.62*** (0.23) 3.53*** (0.23) 3.74*** (0.24) 3.55*** (0.23) 3.53*** (0.23) 3.55*** (0.23) 3.73***(0.26)  
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388  




























 t statistics in parentheses + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001  
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5.6.b Discussion 
Although the effects of characteristics such as organizational structure, size and age 
in influencing exploration and exploitation has been well established in the previous 
research (Jansen et al., 2006; Csaszar, 2013; Beckman et al., 2004; Lavie et al., 2010), 
they have not paid sufficient attention to how education - a source of search patterns, 
learning, communication and risk preferences - influences an organization’s 
exploration and exploitation. Much of this literature focused on higher-level of 
decision makers such as managers and entrepreneurs (Adomako et al., 2017; Lynskey, 
2016; Tuncdogan et al., 2015; Hmieleski & Baron, 2008; Ganotakis, 2012). This study 
extends the organizational learning literature by examining how educational 
qualifications of internal R&D researchers of a firm influence the firm’s exploratory 
and exploitative R&D investment. 
This study also contributes to current thinking on firm-level exploration and 
exploitation by revealing that the highest-educated internal R&D researchers drive 
variations in firms’ exploratory and exploitative R&D investment. We find that a 
higher proportion of internal R&D researchers with doctorate qualifications in FTE 
increase firms’ exploratory R&D investment but decrease firms’ exploitative R&D 
investment. Doctorate education develops PhDs’ abilities of identifying, creating and 
pursuing external business opportunities and finding new and radical solutions by 
distant search (Marvel & Lumpkin, 2007; Davidsson & Honig, 2003). PhDs tend to 
result in a learning advantage due to accumulation of superior managerial capabilities 
(Mithas & Krishnan, 2008), and they are comfortable with risk-taking, which is one 
of important elements of exploratory R&D investment (Wang & Ahmed, 2004). On 
the other hand, according to organizational learning and attention-based theory, PhDs’ 
experience during the doctorate study makes them focus on exploratory learning that 
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facilitates their perception and search activities towards exploratory R&D activities 
and hinder perception and search activates towards other R&D activities (Ocasio, 
1997), which results in an increase in exploratory R&D investment and a decrease in 
exploitative R&D investment.  
Our results indicate that a higher proportion of internal R&D researchers with non-
university qualifications (diplomas, specific professional training and secondary 
school) who work on R&D have an insignificant effect on firms’ exploratory 
and exploitative R&D investment. There are two potential reasons that can explain 
these results. First, researchers with non-university degree do not usually have the 
same power in R&D investment decisions. Power is derived from reputation and trust 
(Cyert & March, 1992). Firms tend to give highly-educated researchers considerable 
freedom and enormous resources in creating concepts of the new generation of 
products because of PhD researchers’ on-going network with universities and research 
institutions and strong abilities to learn and process new information (Iansiti & West, 
1997). In contrast, researchers with non-university degree are not able to win the same 
trust from firms on R&D decisions due to a lack of management and 
commercialization skills and ability to understand the market. 
Prior studies found that if technical-focused researchers are fully responsible for 
making organizational decisions, firms’ performance tends to decrease due to mere 
concentration on technical-based issues (West & Noel, 2009). Innovation often needs 
knowledge and skills beyond the technical level such as project management skills, 
commercial skills and problem-solving capability to ensure effective completion of 
the project (Ganotakis, 2012). Tabrizi & Walleigh (1997) found that if firms purely 
rely on technical engineers to develop innovation projects, they tend to face a delay 
in product definition process, whereas if the innovation project team is composed of 
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market strategists and technical counterparts, the innovation team tends to obtain the 
trust and authority needed to make decisions that would not easily be overturned. A 
trustworthy team can make decisions without the need to resolve conflicts among the 
coalition (Cyert & March, 1992). However, if a team does not have sufficient 
credibility in accessing trade-offs, this tends to increase the costs of decision-making 
such as second-guessing by others (Tabrizi & Walleigh, 1997). As a result, 
researchers with non-university degrees may not be able to influence firms’ decisions 
in exploratory and exploitative R&D investment as technical researchers lack 
management and commercial skills. 
Researchers with non-university qualifications (technical specialists) are more likely 
to make decisions on the basis of a concept of appropriateness generated by 
experiential learning. Therefore, they tend to persist in using their prior experience to 
interpret a new technology (Barley, 1988; Levitt & March, 1988). Experiential 
learning makes technical specialists commit to a particular set of technologies and 
procedures; therefore, they are likely to make mistakes when environmental 
conditions change (Cyert & March, 1992).  
The second reason is that researchers with lower education levels may not be 
motivated to engage in firms’ investment decisions in R&D. Monetary incentives and 
goal setting are two important factors in that they can be used as motivational 
techniques to help employees to achieve better performance (Wright, 1994). There is 
anecdotal evidence that researchers with lower education levels usually receive lower 
pay than those with higher education levels (Mithas & Krishnan, 2008). Since 
employers tend to evaluate an applicant’s intelligence, motivation and discipline 
based on his/her educational qualification (Ucbasaran et al., 2008), lower-educated 
researchers are less likely to be assigned to tasks related to radical changes and 
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innovation within the organization. They do not usually have same chance to gain 
access to needed resources for experimentation as highly-educated researchers. 
Moreover, researchers with lower education levels do not have the same promotion 
opportunities as researchers with higher education levels (Wright, 1988). Conducting 
exploration is not likely to increase their promotion opportunities because each group 
(coalition) within a firm has its own goals (Cyert & March, 1992; Wright, 1994) but 
it may increase the unnecessary risk as exploration involves high level of uncertainties 
(March, 1991).  
Researchers with non-doctorate university degrees (graduates, architects and 
engineers) tend to possess both expert intuition and problem-solving capabilities 
(Bates, 1990). We assume that a higher proportion of internal R&D researchers with 
non-doctorate university qualifications in FTE increase firms’ exploratory and 
exploitative R&D investment. However, the findings indicate that researchers with 
non-doctorate university qualifications have a significant and positive effect on 
exploratory R&D investment but do not have a significant effect on firms’ exploitative 
R&D investment. This is probably because problem-solving capabilities and superior 
managerial capabilities are more valuable than expert intuition when considering 
innovation (Dougherty, 1992). Researchers with non-doctorate university degrees can 
provide entirely new solutions to solve a complex problem in ways that others cannot 
by using their rich cognitive maps (Crossan et al., 1999). Therefore, firms are more 
likely to exploit highly-educated researchers to facilitate exploratory learning rather 
than allocating them to production process for exploitative learning.  
The prior empirical research in organizational learning literature did not relate firms’ 
different R&D investment to firms’ exploration or exploitation. March (1991) argued 
that a firm’s choice in exploration and exploitation is found in their decisions about 
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alternative investments. Mudambi and Swift (2014) found that a significant change in 
firm-level R&D expenditure is an indicator of transitions between exploration and 
exploitation. In line with March (1991) and Mudambi and Swift (2014), we suggest 
that exploration and exploitation relate to different types of firm-level R&D 
investment. Having the data of firms’ exploratory and exploitative R&D investments 
allows us to compare the effect of different education levels of internal R&D 
researchers on organizational learning. In addition, there are only few empirical 
studies on Spanish firms’ R&D investment (Del Canto & Gonzalez, 1999). Much of 
these studies are conducted at sector level and only focus on the largest Spanish firms 
(Del Canto & Gonzalez, 1999). Our sample group contains all major industry sectors 
and includes all Spanish firms that conducted and correctly recorded R&D investment.   
Our findings also contribute to research on the balance of exploration and exploitation 
(e.g. Auh & Menguc, 2005) by specifying the influence of the education on search 
patterns. A firm’s competitive position would be at risk if the environment in which 
they participating is radically changing (Chan & Cui, 2016). Studies on organizational 
learning suggested that in a turbulent environment, firms need to be receptive to 
diverse ideas and react by adapting their learning process (Posen & Levinthal, 2012; 
Lavie & Rosenkopf, 2006; March, 1991). According to our research, it is clear that 
firms can hire PhD researchers and exploit their search bias to develop new 
competitive advantages and to survive in a changing environment, because PhDs can 
help firms to question current problem solutions, and to actively understand the 
environment and search from distant and a wide range of sources.  
Our research emphasizes the importance of high education in exploration due to the 
needs of the management skills and problem solving skills for exploratory R&D. This 
study implies that R&D researchers who already possess a high degree as a threshold 
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are more likely to have skills necessary for exploration. However, it does not mean 
that on-the-job training not having functions of its own. For example, if firms help 
researchers with non-university degrees to develop new skills such as management 
skills and problem solving skills that will increase their openness to unfamiliar 
knowledge and ideas (Kang & Snell, 2009). After the on-the-job training, these 
technical specialists (non-university degrees) can also become firms’ important 
competitive advantages, because first, they not only have practical experience in 
production processes but also have abilities to search external new knowledge and 
expand the firm’s knowledge domains. In other words, they contribute to both firms’ 
exploratory and exploitative learning. Second, according to resource-based view, 
firms’ competitors cannot deploy the human capital to the same firm-specific use as 
it is a firm-specific, intangible and socially complex resource (Klein et al., 1978; 
Mahoney & Pandian, 1992).  
It is difficult for managers to identify employee skills and deploy them to their most 
productive R&D tasks (exploratory vs. exploitative) to enhance firms’ performance 
(Hatch & Dyer, 2004). This study helps researchers and managers to understand the 
learning capabilities of different educational levels of researchers. To study this issue, 
firms and policymakers can promote organizational learning by better allocating their 
R&D personnel to R&D activities that best exploit learning capabilities of their R&D 
personnel (Hatch & Dyer, 2004; Diaz-Fernandez et al., 2017). 
The findings are subject to several limitations. First, we discuss the influence of power 
on firms’ exploratory and exploitative R&D investment. Leadership determines the 
distribution of power and autonomies of a firm (Gordon, 2010). Since we do not have 
data on leaders’ behaviour, we are not able to compare its influence with the influence 
of researchers’ education level in this study. Future research should examine the effect 
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of researchers’ education levels and leaders’ behaviours, such as leader opening 
behaviour (encouraging employees to take risks and search for distant solutions) vs. 
leader closing behaviour (developing routines and encouraging employees to pursue 
rules) (Zacher et al., 2014) on exploratory and exploitative R&D investment at same 
time in a single study. This small step would improve our understanding of how 
leaders’ behaviours and researchers’ education levels interact to shape a firm’s 
exploratory and exploitative R&D investment decisions. The second limitation 
concerns the generalizability of empirical results of this study. We test our hypotheses 
by focusing on a single European country. Future studies may test these hypotheses 
in other developed or developing countries in order to examine whether the 









                      Chapter 5c Export and Geographic Scope 
Abstract 
Research investigating the relationship between internationalization and firm-level 
internal R&D investment in exploration and exploitation, has used views in 
organizational learning theory. We develop two hypotheses that relate the level of 
exporting activities and the scope of firms’ geographic markets to firm exploratory 
and exploitative R&D investment. Using a panel data of Spanish firms during the 
2006 - 2011 period, we find that the level of exporting activities has a significant and 
positive relationship with firm exploitative R&D investment, whereas geographic 
markets scope has a significant and positive link with firm exploratory R&D 
investment. Our research proves the positive influence of internationalization on 
organizational learning, and contributes to the balance of exploration and exploitation 
literature by specifying the level of exporting and geographic market scope that lead 
organizations toward exploitation or/and exploration. 
5.1.c Introduction 
Prior studies investigated the antecedents of internationalization of firms (Kiss et al., 
2017; Barron et al., 2016) and the effect of internationalization on firm performance 
such as profitability, productivity and innovation (Schwens et al., 2017; Lu & 
Beamish, 2001; Lileeva & Trefler, 2010; Castellani, 2002; Salomon & Shaver, 2005; 
Love & Ganotakis, 2013; Golovko & Valentini, 2014). Yet, to date, only few studies 
brought the fields of internationalization and organizational learning together and 
investigated the effect of internationalization on firm’s investment in organizational 
learning (Hotho et al., 2015). Moreover, they did not assess the core concepts of 
organizational learning such as characteristics of knowledge (tacitness and 
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complexity or novelty) and exploration and exploitation (Hotho et al., 2015). We 
suggest more attention should be paid to explore how knowledge and learning is 
generated in the internationalization of firms and the effect of internationalization on 
firms’ two types of internal R&D investments: exploratory and exploitative. We 
carefully control the effect of other potential sources of learning and knowledge that 
affect firms’ internal R&D investment such as EIS and IC with external partners. Our 
results show that the variance in exploratory and exploitative R&D investments 
among firms can be explained by the level of firms’ exporting activities and 
geographic markets scope. That is, firms with a high level of exporting activities are 
more likely to invest in exploitative R&D, and firms with a broader geographic market 
scope are more likely to invest in exploratory R&D. It indicates that organizational 
learning increasingly happens in organizations that engage in internationalization.  
Our research contributes to the organizational learning literature by enriching the 
understanding of determinants of firm’s investment in organizational learning. The 
literature of learning by exporting and geographic scope suggest that firms gain 
international competitiveness and better performance through internationalization due 
to internationalization facilitating role in learning (Castellani, 2002; Salomon & 
Shaver, 2005; Goerzen & Beamish, 2003). The literature identifies a number of 
mechanisms through which internationalization facilitates learning, e.g. buyer-seller 
relationship and referents (Coe & Helpman, 1995; Geletkanycz & Hambrick, 1997). 
Our research finds support for the learning by exporting and geographic scope 
literature that there is significant impact of internationalization on firm’s learning and 
knowledge. It sheds new light on this literature by highlighting the importance of 
investment in learning to materialize the benefits of internationalization. Since R&D 
investment is an important input to fostering a source of sustained competitive 
 167 
advantage (Banker et al., 2008), the finding of this research demonstrates that 
internationalization contributes to a firm’s competitive advantage. Furthermore, by 
explaining how exporting and geographic scope of a firm facilitate a firm’s investment 
in different types of activities of organizational learning (exploratory R&D vs. 
exploitative R&D), this research helps policy makers and managers to understand the 
learning processes in firms’ internationalization. It allows them to design better 
measures to enhance firm-level exploration and/or exploitation investment. 
5.2.c Literature Review 
This section summarizes the main theoretical and empirical contributions of related 
literature that can help understand the relationship between internationalization 
statuses and firms’ two types of internal R&D investment: exploratory and 
exploitative. Section 6.2.1 and section 6.2.2 help explain how the learning occurs 
during two kinds of internationalization statuses. In section 6.2.3 and 6.2.4 we review 
the prior studies on the relationship between export and geographic market scope 
respectively with firms’ internal R&D investment.  
5.2.1.c Learning-by-exporting 
Prior research examining the benefits from trade and openness found a positive 
relationship between exporting and performance by using macroeconomic data 
(Grossman & Helpman, 1991a, 1991b). Exporting facilitates knowledge and 
information exchange from other countries, resulting in an outward shift of domestic 
productivity frontier (Salomon & Shaver, 2005). This effect has been summarized as 
“learning-by-exporting”. Recent studies have gone to the micro level, studying 
learning-by-exporting effect at the level of the firm (Love & Ganotakis, 2013; Bai et 
al., 2017). “Learning by exporting at firm level often refers to the mechanism thereby 
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firms enhance their performance such as productivity and overall competitive position 
after engaging export market” (Bai et al., 2017, p.123). There are two main reasons 
why exporters may benefit from their exposure to foreign markets. First, the increased 
market size allows exploitation of economies of scale and larger size of innovation 
rents (Aghion et al., 2017; Castellani, 2002). Second, export induces knowledge 
spillovers, such as learning about technological expertise through the buyer-seller 
relationship (Egan & Mody, 1992; Coe & Helpman, 1995). However, empirical 
studies provide rather mixed evidence. Some studies found no evidence of firm level 
learning-by-exporting effect (Wagner, 2007; Clerides et al., 1998), while others 
provide evidence of positive learning effects (Keller, 2009; De Loecker, 2013; 
Manjon et al., 2013; Castellani, 2002). The mixed results may be explained by how 
they capture the learning by exporting effect. Some empirical studies on benefits of 
exporting such as Salomon and Shaver (2005) and Love and Ganotakis (2013) argued 
that at firm level learning by exporting is less likely to have a direct effect on firm 
performance, especially productivity, because productivity differs greatly even 
among firms from similar industries (Goddard et al., 2006) and is easily influenced 
by other factors that are unrelated to exporting such as learning from external 
information sources. Moreover, R&D investment is an important element that induces 
better performance when firms internationalized through export, which emphasized 
the exporting – R&D investment – performance (e.g. productivity) link (De Loeckera, 
2013; Damijan et al., 2008). Export allows firms to learn from foreign competitors 
and customers (De Loeckera, 2013). This learning occurs during exporting can induce 
productivity gains when firms invest in R&D activities such as conducting new 
experiments and upgrading product quality (De Loeckera, 2013). Therefore, some 
research on learning by exporting suggested using an alternative dependent variable, 
R&D investment or innovation, which has a relatively more direct link with firms’ 
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learning outcome, to look for the evidence of learning by exporting (Love & 
Ganotakis, 2013; Aw et al., 2008; Lileeva & Trefler, 2007; Girma et al., 2008; Aghion 
et al., 2017; Bratti & Felice, 2012).  
According to organizational learning, exporting is an accumulation process of 
knowledge and learning (Yeoh, 2004). International expansion can result in multiple 
learning mechanisms such as experiential learning and distant search taking place 
within the firm (Casillas & Moreno-Menendez, 2014; Belderbos et al., 2011) that 
allow firms to work on learning activities that aim at developing knowledge along an 
existing trajectory and knowledge along an entirely new trajectory. Therefore, 
exporting tends to have a direct effect on firms’ investment in exploratory and 
exploitative R&D. Previous studies on benefits from exporting using R&D investment 
or innovation performance as the dependent variable did not capture the effect of 
exporting on firms’ two types of learning: exploratory and exploitative. We would 
like to extend these previous studies by using exploratory and exploitative R&D 
investment as dependent variables to study the learning by exporting effect, because 
first, they embody firms’ post-export efforts on different types of learning; second, 
they help researchers and managers to understand how learning by exporting 
influences the balance of exploration and exploitation at the level of the firm.  
5.2.2.c Geographic market scope 
Geographic market scope refers to the geographic scope of locations or markets where 
a firm sells its goods or services. It indicates the international extent of a firm’s 
business (Delios & Beamish, 1999). Firms operating in a broader geographic scope 
are very likely to experience the benefits of learning and flexibility (Goerzen & 
Beamish, 2003). Prior studies have shown that a broader geographic market offers 
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firms with more referents (industry peers) and diverse information cues that can help 
firms to take advantage of environmental opportunities (Geletkanycz & Hambrick, 
1997). As a result, firms doing business in international geographic markets can 
augment their firm-specific advantage by exploring international markets’ location-
specific advantage and new strategic resources. Therefore, they can acquire and 
develop greater technological capabilities and more ample knowledge structure than 
firms only doing business in a national geographic market will enjoy (Barkema & 
Vermeulen, 1998; Contractor et al., 2003; Lu & Beamish, 2004). Moreover, many 
studies focused on flexibility of firms having a broader geographic scope (Allen & 
Pantzalis, 1996; Tang & Tikoo, 1999). There are two central arguments in these 
studies. First is that the broader geographic scope, the more profit firms can obtain by 
exploiting their firm-specific advantages (Kim et al., 2015); second is that firms 
having geographic market in international scope can “lower the risk of R&D by 
avoiding business cycles and fluctuations specific to a single market or region” 
(Kafouros et al., 2008, p.67).  
5.2.3.c The level of exporting and R&D investment 
Since we focus on the effect of exporting on firms’ two types of internal R&D 
investment: exploratory and exploitative, we will review the empirical evidence on 
the relationship between export and firms’ internal R&D investment. Aw et al. (2008) 
using firm-level data for electronics manufacturers in Taiwan found that exporting 
has a positive effect on firms’ incentives to invest in R&D because bigger export 
markets brings higher profits to current R&D investment. Participation in export 
market allows the firm to spread the fixed costs of R&D over a wider output base and 
thus stimulates firms to invest in R&D. Girma et al. (2008) investigated the link 
between exporting and firm R&D using firm level data for Republic of Ireland and 
 171 
Great Britain. They found that exporting increases R&D for Irish firms because firms 
need to invest in new technology to compete in export markets, but they did not find 
significant learning-by-exporting effect for British firms. This probably because 
British exporters are self-selected to the export markets (Girma et al., 2008). They 
have strong R&D capability and good absorptive capacity before they enter the export 
markets (Girma et al., 2008). Using a dataset of Spanish manufacturing firms, Manez 
et al. (2015) found that exporting would significantly increase the likelihood of firms 
to engage in R&D due to scale effects, increased competition and the knowledge flows 
from international customers. Neves et al. (2016) provided support for Manez et al. 
(2015)’s study. Using a data for Portuguese firms, they also found evidence that 
entering export markets would raise the probability of conducting R&D activities. 
They suggested that this positive effect that comes mainly from a larger export market 
brings more returns to R&D, which is consistent with the arguments of prior studies 
of the learning by exporting effect.  
5.2.4.c The level of geographic market scope and R&D investment 
The international markets as a large platform for learning mechanisms such as 
experiential learning and vicarious learning, leading to an increase in focal firms’ 
incentives to invest in R&D. Firms learn from and aspire to R&D of others from 
international markets (Mol & Birkinshaw, 2009). The wider a firm’s geographic scope, 
the more technologies the firm can discover through experiential learning and 
vicarious learning (observation and interaction) (Kim et al., 2015), which tends to 
result in an increase in the firm’s R&D activities for introducing new knowledge. For 
instance, after facing a competition in the U.S. market, Toyota searched and 
discovered a technology from U.S. supermarket industry, which inspired Toyota to 
conduct R&D to develop a lean production system (Udagawa, 1995).  
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Moreover, a firm with economic transactions in international markets can access a 
richer pool of external knowledge and more valuable reference groups than a firm 
having economic transactions only in national market (Mol & Birkinshaw, 2009). For 
example, a small Leicestershire-based train maintenance equipment (TME) producer 
might view its reference group as other small Leicestershire TME producers, as all 
TME producers within the EU, or as all TME producers across the world, and it is 
very likely that the last reference groups will provide a more diversified technologies, 
as well as a higher performance benchmark. One of the important aims of R&D is to 
increase a firm’s ability to absorb new knowledge created by others (Cohen & 
Levinthal, 1990). Therefore, a wider geographic scope increases the opportunity of a 
firm to gain large returns from its R&D due to the richness of the pool of external 
knowledge and higher performance benchmark provided by other firms in 
international markets (Levinthal & March, 1993). It seems that a larger geographic 
market scope will have a positive effect on firms’ R&D investment. However, most 
empirical studies have paid attention to the effect of geographic market scope on firms’ 
performance such as return on assets, return on equity and sales revenues (Delios & 
Beamish, 1999; Wiersema & Bowen, 2011). They remain relatively silent on the 
impact of the geographic market scope on firms’ R&D investment. In the next section 
we will develop two hypotheses to explore the relationship between a firm’s 




5.3.1.c The level of exporting, exploratory R&D investment, 
exploitative R&D investment 
Firms that export products or services to the international market can learn and 
develop knowledge through experiential learning and vicarious learning (Hotho et al., 
2015). Firms need to invest in organizational learning, especially exploitation, in order 
to take advantage of knowledge and maximize benefits that are obtained from 
exporting. For instance, being involved in exporting tends to expedite a firm to invest 
in improving its efficiency of production in order to benefit from increased production 
volumes caused by exporting (Klepper, 1996). Interaction with buyers in export 
markets enables exporters to learn valuable marketing and production information, 
such as customer preferences, buyers’ manufacturing processes, quality and delivery 
standard and competing products (Salomon & Shaver, 2005). Firms tend to 
incorporate these knowledge and information into their production function (Salomon 
& Shaver, 2005). They complemented such information and knowledge by investing 
in refining production process (exploitation) (Egan & Mody, 1992). In summary, 
firms with a high level of exporting have strong incentives to invest in exploitation 
because such investment allows them to materialize the potential benefits that are 
provided by buyers, and even to learn more than these buyers provide directly.  
Price, quality and delivery are three criteria that exporters must meet when selling in 
the international market (Egan & Mody, 1992). These three minimum requirements 
are very likely to facilitate firms to invest in exploitation rather than exploration. On 
the one hand, firms that invest in exploitation such as investing in refining 
manufacturing processes and commercializing processes can avoid product return 
costs, overmuch inspections costs and service costs, because of the enhanced product 
quality, the lower wastes and the more reliable delivery standards (Egan & Mody, 
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1992). On the other hand, if firms conduct exploration, the price of the product will 
rise sharply and the delivery time will be uncertain because the consequences of 
exploration are often unpredictable (March, 1991). Therefore, firms with a high level 
of exporting tend to concentrate on developing its competitive advantage by investing 
in exploitation to enhance production efficiency.  
Exporting allows participators to improve their technological base, but such an 
enhanced technological base may be not sufficient to increase firms’ exploration 
capacity. There are two reasons. First, although buyers tend to send technological 
expertise to exporters to help exporters to get the product out, “they are willing to 
teach exporters only the minimum information required in product design and 
production” (Egan & Mody, 1992, p.328) and will not actively transfer valuable tacit 
information to exporters because they want to prevent exporters from bypassing them 
in the distribution channel or even accessing to the market as competitors (Egan & 
Mody, 1992). It is very difficult for exporters to obtain and understand buyers’ tacit, 
novel and complex technological knowledge. Firms need more interaction modes of 
international expansion to obtain innovative technological knowledge from buyers. 
Second, although exporting increases possibilities of participators to access 
information and resources in export markets, according to the central argument of the 
asset-seeking FDI research, exporters cannot obtain tacit knowledge embedded in 
export markets because exporters do not locate proximally to destination country 
firms (Salomon & Shaver, 2005). In other words, it is difficult for an exporter to 
benefit from location externalities because exporting does not require the exporter to 
build a physical presence in the destination countries (Siotis, 1999; Kogut & Chang, 
1991). As a result, although exporting improves participators technological base, it 
does not offer sufficient knowledge to stimulate participators to invest in exploration. 
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H6:  The level of exporting activities of firms will have a significant positive effect on 
firms’ exploitative R&D investment but an insignificant effect on exploratory R&D 
investment. 
5.3.2.c Geographic market scope, exploratory R&D investment, 
exploitative R&D investment 
Firms operating in a wider geographic market scope tend to face a large number of 
competitors, so they are more likely to set a higher standard for their own products or 
services and invest in exploratory R&D investment to develop competitive 
advantages. Firms can build competitive advantages by implementing a 
differentiation strategy, which aims at providing customers a unique product or 
service (Aulakh et al., 2000). The differentiation strategy can be achieved through a 
brand image, a cutting-edge technology, customer service or innovative products 
(Miller & Friesen, 1986). Investing in exploratory R&D activities allows firms to 
differentiate themselves along multiple aspects: brand image, technology and 
innovative products. For instance, Gordon Murray Design successfully gained a 
reputation by unveiling a concept city car with features of energy-efficiency in 2010 
(Hull, 2016). Their concept ideas provide a unique experience to customers and 
stimulate their competitors to rethink the way they conceive a car (Oliver, 2008). The 
good brand image makes demand price-inelastic which helps the company to set entry 
barriers for newcomers, leading to higher sales margins for the company (Aulakh et 
al., 2000). Therefore, firms competing in a wider geographic market scope 
(international markets) have strong incentives to invest in exploration to differentiate 
themselves from competition and obtain higher profit margins.  
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Exploratory R&D contains high risk and costs, but as we have mentioned, successful 
exploratory R&D makes a firm outstanding from its competitors. If the results of 
successful exploratory R&D such as new technologies and new scientific and product 
ideas can be easily accessed by a firm’s competitors, the firm tends to choose to 
exploit others’ explorations rather to conduct thier own exploratory R&D due to the 
high risks and costs associated with exploratory R&D (Levinthal & March, 1993). 
Geographic scope increases an exploratory R&D investment by helping the firm build 
barriers to imitation. The greater level of market frictions and heterogeneity of 
international markets increases interaction between causal ambiguity and uniqueness 
that helps prevent the firm’s innovative knowledge from outflowing to other firms 
(Kim, 2013). As a result, geographic scope enables a firm to capture a larger 
proportion of economic returns from exploratory R&D, thus, it stimulates a firm to 
invest in exploratory R&D. 
Since international markets involve different legitimacy, local knowledge and 
relationships, firms with economic transactions in a broader market scope tend to 
experience much higher market frictions such as uncertainty and information 
asymmetry than those having economic transactions only in national markets 
(Mahoney & Qian, 2013). Moreover, country differences increase the chances for 
firms to obtain heterogeneous knowledge (Williamson, 2000). These two attributes 
increase the degree of causal ambiguity and uniqueness of knowledge obtained from 
international markets (Kim, 2013). The higher level of causal ambiguity for the 
knowledge obtained from international markets increases potential imitators’ 
difficulties in understanding the sources of superior performance (Johanson & Vahlne, 
2009). Obtaining local-specialized knowledge across countries through experiential 
and vicarious learning enables firms to attain more unique combinations of knowledge 
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(e.g. combining others’ knowledge to create new and original scientific ideas) (Kogut 
& Zander, 1992). Other countries’ local-specialized knowledge tends to have mutual 
dependence with firms’ internal specialized knowledge (Teece, 1986). Therefore, it is 
difficult for imitators to take the cospecialized knowledge “out of context without 
losing much of its value” (Malmberg et al., 1996, p.92). Acquiring knowledge from a 
broader geographic scope enables a firm to prevent its competitors from duplicating 
and utilizing the newly developed exploratory knowledge. In other words, this firm 
can exclusively capture the value created through its new exploratory R&D activities, 
and the outcomes of the new exploratory R&D can become the firm’s competitive 
advantages (Kim, 2016). Therefore, geographic scope tends to have a positive 
relationship with firms’ exploratory R&D investment.  
Firms operating in broad geographic markets have stronger abilities to source valuable 
knowledge for exploration. They can obtain knowledge of which geographic market 
knows what and which geographic market is best at doing what. Firms can identify 
and coordinate knowledge assets across geographically dispersed locations. This 
knowledge stimulates firms to invest in exploration to build competitive advantage. 
According to the resource-based theory, “a firm can gain from continued international 
expansion as long as its proprietary assets are still valuable, rare, inimitable, and non-
substitutable” (Goerzen & Beamish, 2003, p.1291). As a result, the broader a firm’s 
geographic market scope, the more benefits the firm can gain from exploiting its 
exiting core competence, firm-specific advantages (Goerzen & Beamish, 2003). 
Therefore, a firm operating in a larger geographic scope has strong incentives to refine 
their existing knowledge in order to exploit the benefits of internationalization.  
Moreover, each country has its unique context, so customer demands in international 
markets may differ from those in a firm’s home country. Firms operating in 
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international markets need to respond to new local demands, which results in 
substantial exploitation investment (e.g. a high level of refinement investment due to 
communication costs increased) (Westney, 1993; Kogut & Zander, 1993). 
Exploitation is a systematic work, which means refining existing production processes 
requires interrelated changes in product design, supplier management and other 
related aspects (Chesbrough & Teece, 1996). Therefore, the host countries’ diverse 
customer demands, social context and languages are very likely to increase the 
misunderstanding in the firm’s production and refinement processes (Buckley & 
Casson, 1976). This misunderstanding can happen between the firm and local 
customers (misunderstanding local customers’ product requirement), as well as 
between the firm’s different production units of the organization (the purchasing 
department may misunderstand the needs of new materials of product design 
department). It seems that firms operating in international markets tend to report a 
high investment in exploitation due to the increased communication costs (Kogut & 
Zander, 1993).  
H7: Geographic scope will have a positive relationship with firms’ exploratory and 
exploitative R&D investment. 
5.4.c Results 
Table 5.2.c. and Table 5.3.c. present the results for hypotheses relating to 
internationalization statuses (H6-H7).  First, we introduce control variables in Model 
1. Second, we enter the variables for internationalization statuses (level of exporting 
and geographic market scope) in Models 9-10 successively. Third, we include all 
variables for internationalization statuses simultaneously in Model 11. Fourth, we 
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incorporate all variables for inter-organizational relationships, the R&D personnel 
educational level and internationalization statuses, and control variables in Model 12. 
Results on the effect of a firm’s level of export on its exploratory and exploitative 
R&D investment 
H6 examines the relationship between a firm’s level of exporting and its exploratory 
and exploitative R&D investment. Model 9 indicates that the level of exporting has a 
positive and statistically significant effect on both firms’ exploitative (beta= .11, 
p< .001) and exploratory R&D investment (beta= .10, p<.01). Although its influence 
on exploratory R&D investment is significant in Model 9, it is insignificant in Models 
11-12. Therefore, H6 receives support in Models 11-12, showing that when other 
firm-specific factors are controlled, a higher level of exporting of a firm stimulates 
the firm to invest in exploitative R&D activities but not exploratory R&D activities. 
In other words, only a firm’s exploitative R&D investment increases with the level of 
exporting of the firm. 
Results on the effect of a firm’s geographic market scopes on its exploratory and 
exploitative R&D investment 
H7 examines the effect of a firms’ geographic market scope on exploratory and 
exploitative R&D investment. Model 10 shows that a firm’s geographic market scope 
has a positive and statistically significant effect on both exploitative (beta= .02, p< .01) 
and exploratory R&D investment (beta= .29, p< .001). Although its influence on 
exploitative R&D investment is significant in Model 10, it is insignificant in Models 
11-12. These results provide only partial support to H7, showing that when other firm-
specific factors are controlled, a broader geographic market scope of a firm stimulates 
the firm to invest in exploratory R&D but not exploitative R&D. It is an important 
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determinant of firms’ internal exploratory R&D investment. In other words, only a 
firm’s internal exploratory R&D investment increases with its geographic market 
scope.  
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               Table 5.2.c. The impact of exporting and geographic market scope on exploitative R&D investment 
          Exploitative R&D Investment                              
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Mode l1  Model 12 
 Firm size -0.36*(0.16) -0.35*(0.16) -0.37*(0.16) -0.36*(0.16) -0.36*(0.16) -0.36*(0.16) -0.35*(0.16) -0.36*(0.16) -0.40 *(0.16) -0.40*(0.16) -0.42**(0.16) -0.41*(0.16) 
 Membership of a group of companies 0.30*(0.14) 0.39**(0.14) 0.31* (0.14) 0.38**(0.14) 0.30* (0.14) 0.30* (0.14) 0.30* (0.14) 0.30* (0.14) 0.29* (0.14) 0.29* (0.14) 0.29* (0.14) 0.37** (0.14) 
 Collaborate with other companies of its 
own group 
0.71***(0.13) 0.23(0.14) 0.63*** (0.14) 0.23(0.14) 0.71*** (0.13) 0.71***(0.13) 0.71*** (0.13) 0.71***(0.13) 0.71*** (0.13) 0.7 ***(0.13) 0.71***(0.13) 0.23 (0.14) 
 Importance of information source: within 
firm or group  
-0.17* (0.07) -0.16*(0.07) -0.14*(0.07) -0.14*(0.07) -0.17*(0.07) -0.17* (0.07) -0.17*(0.07) -0.17* (0.07) -0.16* (0.06) -0.16* (0.07) -0.16* (0.07) -0.13* (0.07) 
 Firm age -0.46***(0.10) -0.41***(0.10) -0.44***(0.10) -0.41***(0.10) -0.46***(0.10) -0.46***(0.10) -0.46***(0.10) -0.47***(0.10) -0.50***(0.10) -0.49***(0.11) -0.51***(0.11) -0.47***(0.10) 
 Number of employees 0.67***(0.06) 0.62***(0.06) 0.66***(0.06) 0.62***(0.06) 0.67***(0.06) 0.67***(0.06) 0.68***(0.06) 0.67***(0.06) 0.68***(0.06) 0.67***(0.06) 0.68***(0.06) 0.61***(0.06) 
 Public company -2.05**(0.62) -1.76**(0.61) -1.82**(0.62) -1.16**(0.61) -2.08**(0.62) -2.05**(0.62) -2.05**(0.62) -2.09**(0.62) -2.04**(0.62) -1.97**(0.62) -2.01**(0.62) -1.17*(0.48) 
 Private national company -0.87*(0.43) -0.38(0.43) -0.64(0.43) -0.29(0.43) -0.91*(0.43) -0.88*(0.43) -0.88*(0.43) -0.94*(0.43) -0.94*(0.43) -0.91*(0.43) -0.95*(0.43) -0.45(0.43) 
 Private multinational company -0.93*(0.45) -0.41(0.45) -0.66(0.45) -0.30(0.45) -0.96*(0.45) -0.94*(0.45) -0.94*(0.45) -0.99*(0.45) -1.01*(0.45) -0.99*(0.45) -1.03*(0.45) -0.45(0.45) 
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. .. 
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included 





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
  -0.11(0.10) -0.22*(0.10)        -0.22*(0.11) 
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
  0.17*(0.08) 0.10(0.08)        0.10(0.08) 
 H1: Collaborate with external firms  0.24***(0.03)  0.23*** (0.03)        0.23*** (0.03) 
 H2a: External information sourcing   -0.47***(0.08) -0.32*** (0.08)        -0.32*** (0.08) 
 H2b, 2c: EIS × Make-to-Buy (product)   0.50**(0.16) 0.54**(0.16)        0.53**(0.16) 




H3: Internal R&D researchers with PhD 
qualification in FTE 
    -0.01* (0.00)   -0.01* (0.00)    -0.01** (0.00) 
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     -0.00 (0.00)  -0.00 (0.00)    -0.00 (0.00) 
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      0.00 (0.00) 0.00 (0.00)    0.00(0.00) 
  
Chapter 5c 
H6: The level of export         0.11***(0.03)  0.10**(0.03) 0.09**(0.03) 
 H7: Geographic market scope          0.20**(0.07) 0.09(0.08) 0.08(0.08) 
  Constant 9.25***(0.59) 8.52***(0.60) 10.18*** (0.64) 9.43*** (0.64) 9.36*** (0.60) 9.30*** (0.60) 9.23*** (0.59) 9.44*** (0.60) 9.31*** (0.59) 9.20*** (0.59) 9.28*** (0.59) 9.72*** (0.65) 
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 


































               
                  
               Table 5.3.c. The impact of exporting and geographic market scope on exploratory R&D investment 
            Exploratory R&D Investment                               
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect   
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Model 11 Model 12  
 Firm size 0.14(0.17) 0.15(0.17) 0.12(0.17) 0.14(0.17) 0.14(0.17) 0.15(0.17) 0.12(0.17) 0.14(0.17) 0.10(0.17) 0.08(0.17) 0.07(0.17) 0.08(0.17)  
 Membership of a group of companies -0.09(0.16) 0.01(0.16) -0.08(0.16) -0.00(0.16) -0.08(0.16) -0.09(0.16) -0.09(0.16) -0.10(0.15) -0.09 (0.16) -0.10(0.16) -0.10(0.16) -0.03 (0.15)  
 Collaborate with other companies of its 
own group 
0.57***(0.15) 0.03(0.16) 0.47**(0.15) 0.03(0.16) 0.56***(0.15) 0.56***(0.15) 0.57***(0.15) 0.56***(0.15) 0.57***(0.15) 0.57***(0.15) 0.57***(0.15) 0.03 (0.16)  
 Importance of information source: within 
firm or group  
-0.12+(0.07) -0.11(0.07) -0.07(0.07) -0.07(0.07) -0.13+(0.07) -0.12(0.07) -0.12+(0.07) -0.12+(0.07) -0.12+ (0.07) -0.12 (0.07) -0.11 (0.07) -0.07(0.07)  
 Firm age 0.14(0.12) 0.19+(0.12) 0.17(0.12) 0.21+(0.12) 0.16(0.12) 0.16(0.12) 0.15(0.12) 0.19(0.12) 0.10(0.12) 0.09(0.12) 0.08(0.12) 0.19(0.12)  
 Number of employees 0.44***(0.07) 0.38***(0.07) 0.42***(0.07) 0.38***(0.07) 0.45***(0.07) 0.45***(0.07) 0.44***(0.07) 0.46***(0.07) 0.45***(0.07) 0.44***(0.07) 0.44***(0.07) 0.39***(0.07)  
 Public company -3.95***(0.69) -3.63***(0.68) -3.72***(0.68) -3.50***(0.68) -3.82***(0.68) -3.92***(0.69) -3.96***(0.69) -3.77***(0.68) -3.94***(0.69) -3.84***(0.69) -3.86***(0.69) -3.25***(0.68)  
 Private national company -4.34***(0.48) -3.80***(0.48) -4.05***(0.48) -3.65***(0.48) -4.19***(0.48) -4.27***(0.48) -4.32***(0.48) -4.07***(0.48) -4.40***(0.48) -4.41***(0.48) -4.43***(0.48) -3.49***(0.48)  
 Private multinational company -4.31***(0.50) -3.73***(0.50) -3.98***(0.50) -3.55***(0.50) -4.20***(0.50) -4.25***(0.50) -4.28***(0.50) -4.08***(0.49) -4.38(0.50) -4.40***(0.50) -4.41***(0.50) -3.45***(0.50)  
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. ..  
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included  





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
             
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
             
 H1: Collaborate with external firms  0.28***(0.03)  0.24*** (0.03)        0.23*** (0.03)  
 H2a: External information sourcing   -0.68*** (0.09) -0.52*** (0.09)        -0.47*** (0.09)  
 H2b, 2c: EIS × Make-to-Buy (product)              





H3: Internal R&D researchers with PhD 
qualification in FTE 
    0.03*** (0.00)   0.04*** (0.00)    0.04*** (0.00)  
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     0.00*** (0.00)  0.01*** (0.00)    0.01***(0.00)  
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      -0.01** (0.00) -0.00 (0.00)    -0.00(0.00)  
 Chapter 5c H6: The level of export         0.10**(0.03)  0.05(0.04) 0.04(0.04)  
 H7: Geographic market scope          0.29***(0.08) 0.23**(0.09) 0.22*(0.09)  
  Constant 9.61(0.66) 8.79***(0.67) 11.09*** (0.69) 10.02*** (0.70) 9.20*** (0.66) 9.26*** (0.67) 9.66*** (0.66) 8.69*** (0.67) 9.66*** (0.66) 9.54*** (0.66) 9.58*** (0.66) 9.04*** (0.70)  
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388  




























 t statistics in parentheses + p<0.1, * p < 0.05, ** p < 0.01, *** p < 0.001 
 183 
5.5.c Robustness Checks 
We test the influence of the level of exporting and geographic market scope on the 
share of exploitative R&D investment in order to understand whether firms’ 
internationalization statuses determine firms’ investment in exploitative R&D 
activities. 
Table 5.4.c. shows the random effects results for the share of exploitative R&D 
investment. Model 1 shows the control variables. Models 9-10 includes variables for 
internationalization statuses successively. Model 11 contains all variables for 
internationalization statuses. We introduce all variables for firm-specific factors in 
Model 12.   
Model 9 indicates that the level of exporting has a positive and statistically significant 
effect on the share of exploitative R&D investment (beta= .02, p< .05). These results 
are robust to incorporation of the variable for geographic market scope and also 
variables for other firm-specific factors (Models 11-12), indicating the importance of 
the level of exporting in influencing firms’ investment in internal exploitative R&D 
activities. Model 10 shows that geographic market scope has an insignificant effect 
(beta= .02, n.s.) on the share of exploitative R&D investment. These results are robust 
to incorporation of the variable for the level of exporting and also variables for other 
firm-specific factors (Models 11-12), highlighting that geographic market scope does 
not determine firms’ investment in exploitative R&D activities. The findings are 
consistent with what we found in Table 5.2.c, which uses absolute value as a 
dependent variable.  
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Table 5.4.c. The influence of exporting and geographic market scope on the share of exploitative R&D investment
                                         The share of exploitative R&D investment                           
   Control Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  Random Effect  
  Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Mode l1  Model 12 
 Firm size -0.15*(0.06) -0.15*(0.06) -0.16*(0.06) -0.15*(0.06) -0.15*(0.06) -0.16*(0.06) -0.15*(0.06) -0.16*(0.06) -0.16**(0.06) -0.16*(0.06) -0.16**(0.06) -0.16**(0.06) 
 Membership of a group of companies 0.07(0.06) 0.09(0.06) 0.07(0.06) 0.09(0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.07 (0.06) 0.09(0.06) 
 Collaborate with other companies of its 
own group 
0.18**(0.05) 0.08(0.06) 0.16*(0.05) 0.08(0.06) 0.18** (0.05) 0.18*** (0.05) 0.18** (0.05) 0.19*** (0.05) 0.18** (0.05) 0.18** (0.05) 0.18** (0.05) 0.08(0.06) 
 Importance of information source: within 
firm or group  
-0.03 (0.03) -0.03 (0.03) -0.03 (0.03) -0.03 (0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03(0.03) -0.03 (0.03) 
 Firm age -0.14**(0.04) -0.13**(0.04) -0.14**(0.04) -0.13**(0.04) -0.14***(0.04) -0.14**(0.04) -0.14**(0.04) -0.15***(0.04) -0.15***(0.04) -0.14**(0.04) -0.15***(0.04) -0.15***(0.04) 
 Number of employees 0.09***(0.02) 0.08***(0.02) 0.09***(0.02) 0.08**(0.02) 0.09***(0.02) 0.09***(0.02) 0.10***(0.02) 0.09***(0.02) 0.10***(0.02) 0.09***(0.02) 0.10***(0.02) 0.08**(0.02) 
 Public company -0.08(0.24) -0.02(0.24) -0.04(0.24) -0.01(0.24) -0.11(0.24) -0.09(0.24) -0.08(0.24) -0.13(0.24) -0.08(0.24) -0.07(0.24) -0.08(0.24) -0.03(0.24) 
 Private national company 0.33+(0.17) 0.43*(0.17) 0.37*(0.17) 0.44**(0.17) 0.29+(0.17) 0.31+(0.17) 0.32+(0.17) 0.26(0.17) 0.31+(0.17) 0.32+(0.17) 0.31+(0.17) 0.37*(0.17) 
 Private multinational company 0.27(0.17) 0.37*(0.18) 0.32+(0.18) 0.39*(0.18) 0.24(0.17) 0.25(0.17) 0.26(0.17) 0.21(0.17) 0.25(0.17) 0.26(0.17) 0.25(0.17) 0.33+(0.18) 
 Research association and other research 
institutions 
.. .. .. .. .. .. .. .. .. .. .. .. 
 Year Dummy Included Included Included Included Included Included Included Included Included Included Included Included 





Make-to-Buy (product): The degree of 
external sourcing in product innovation 
  -0.02(0.04) -0.04(0.04)        -0.04 (0.04) 
 Make-to-Buy (process): The degree of 
external sourcing in process innovation 
  0.07*(0.03) 0.05+(0.03)        0.05(0.03) 
 H1: Collaborate with external firms  0.05***(0.01)  0.05*** (0.01)        0.05***(0.01） 
 H2a: External information sourcing   -0.07*(0.03) -0.04 (0.03)        0.05(0.03) 
 H2b, 2c: EIS × Make-to-Buy (product)   0.21**(0.06) 0.22***(0.06)        0.22***(0.06) 




H3: Internal R&D researchers with PhD 
qualification in FTE 
    -0.01*** (0.00)   -0.01*** (0.00)    -0.01*** (0.00) 
 H4: Internal R&D researchers with non-
doctorate university qualification in FTE 
     -0.00** (0.00)  -0.00 ***(0.00)    0.00(0.00) 
 H5: Internal R&D researchers with non-
university qualifications in FTE 
      0.00+(0.00) 0.00 (0.00)    0.00(0.00) 
  
Chapter 5c 
H6: The level of export         0.02*(0.01)  0.03+(0.01) 0.02+(0.01) 
 H7: Geographic market scope          0.02(0.03) -0.00(0.03) -0.01(0.03) 
  Constant 3.54***(0.23) 3.39***(0.23) 3.63*** (0.25) 3.48*** (0.25) 3.63*** (0.23) 3.62*** (0.23) 3.53*** (0.23) 3.74*** (0.24) 3.55*** (0.23) 3.53*** (0.23) 3.55*** (0.23) 3.73***(0.26) 
 N 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 13388 

































While past studies recognized the positive influence of internationalization on 
organizational learning (Love & Ganotakis, 2013; Kafouros et al., 2008; Goerzen & 
Beamish, 2003; Castellani, 2002), they often focus extensively on the impact of 
internationalization such as productivity and innovation performance (Castellani, 
2002; Kafouros et al., 2008). This study contributes to internationalization and 
organizational learning literature by investigating the impact of internationalization 
on firms’ investment in activities of organizational learning (exploration and 
exploitation). We examine two different internationalization statuses: exporting and 
having geographic markets in international scope, respectively. Initially, the study 
reviews prior research that explained how learning and knowledge occur in two 
internationalization statuses through experiential learning and vicarious learning 
(Casillas & Moreno-Menendez, 2014; Kim et al., 2015). Then, it illustrates the 
specific benefits of exporting and geographic scope and highlights the importance of 
investing in learning (exploration and exploitation) to materialize the benefits of 
internationalization and to build competitive advantage. We demonstrate that 
internationalization has a positive impact on firms’ decisions to invest in activities of 
organizational learning. Furthermore, we find different internationalization statuses 
stimulate firms’ investment in different activities of organizational learning.  
The findings extend prior studies on the effect of internationalization and firms’ R&D 
investment by suggesting that although organizational learning increasingly happens 
in organizations that engage in internationalization (Yeoh, 2004; Mol & Birkinshaw, 
2009), different internationalization statuses promote firms’ investment in different 
types of organizational learning. We find that exporting has a positive effect on 
 186 
exploitative R&D investment, while generating an insignificant effect on exploratory 
R&D investment. The geographic market scope has a positive effect on exploration, 
while generating an insignificant effect on exploitation. The implication for theory is 
that future studies on determinants of a firm’s investment decisions in organizational 
learning (exploratory learning and exploitative learning) should consider the firm’s 
internationalization activities. The other implication of our findings is that it 
highlights the importance of physical presence in obtaining tacit knowledge and 
pursuing specific advantages of local markets as pointed out by Salomon and Shaver 
(2005) and Kogut and Chang (1991). Our results shed light on prior studies by 
showing that although exporting enhances exporters technological base, it does not 
provide sufficient knowledge to stimulate exporters’ investment in exploration. The 
information and knowledge exchanged through exporting increases firms’ 
exploitative capacity but may not be able to increase firms’ exploratory capacity. 
According to Egan and Mody (1992), buyers are more likely to transfer minimum and 
production-related knowledge to their exporters to get the product out. Thus, it is 
difficult for exporters to learn tacit and novel knowledge from buyers but firms with 
export activities can maximize the benefits of learning that is created by exporting 
through investing in complementary production function to successfully achieve the 
primary goals of exporting (price, quality and delivery), and consequently deepen 
relationships with buyers (Egan & Mody, 1992). The increased investment in firms’ 
exploitation we find during exporting supports our arguments. Therefore, we suggest 
that firms with high level of exporting are very likely to invest in exploitation so as to 
absorb the increased exploitative capacity and to use this opportunity to upgrade their 
own plant and develop competitive advantages.  
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Prior study suggested that a broader geographic market scope may generate two main 
effects on firms: (1) stimulating firms to exploit their firm-specific advantages and/or 
(2) exploring location-specific advantages embedded in each market (Kim et al., 
2015). Our results indicate that the geographic market scope facilitates organizational 
learning and new resource exploration, but do not support the exploitation benefit. 
This is probably because firm-specific advantages are not absolute strengths 
(Wernerfelt & Karnani, 1987). The firm-specific advantages may vary according to 
the country where the firm entered, for example, if a firm’s strength is not superior 
enough to compete with local firms, the firm cannot benefit from exploiting firm-
specific advantage in that country (Kim et al., 2015). Therefore, firms operating in 
broader geographic markets tend to augment their firm-specific advantage by using 
local knowledge and resources to develop specific technologies that are unique to their 
customers. They invest in exploration to materialize the benefits of new strategic 
resources and location-specific advantages that are obtained from international 
markets and to successfully compete against competitors from different countries.  
In summary, we suggest that exporting promotes firms’ invest in exploitative R&D 
by increasing firms’ incentives of absorbing production and marketing information of 
others in the export market (Salomon & Shaver, 2005; Egan & Mody, 1992) and by 
enabling firms to exploit their firm-specific advantages in export markets (Kim et al., 
2015). While having transactions in broader geographic markets promotes firms’ 
investments in exploratory R&D activities (1) by increasing the incentives of firms to 
differentiate themselves from competitors (Aulakh et al., 2000), (2) by enabling firms 
to access new strategic resources and pursuit of location-specific advantages 
embedded in different geographic markets; and (3) by helping firms build barriers to 
imitation (Kim, 2013; 2016). Therefore, our research enhances the understanding 
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regarding characteristics of knowledge and learning that occurs during firms’ different 
internationalization statuses (the level of exporting and geographic scope) and their 
influence on firms’ investment decisions in two major activities of organizational 
learning: exploratory and exploitative R&D. It provides a richer understanding of the 
influence of the level of exporting and geographic scope on firms’ exploratory and 
exploitative R&D investment, and helps policy makers to design measures to promote 
firms’ exploitative learning and exploratory learning. 
The study remains some limitations, which offer avenues for future research. First, 
our study does not examine the environmental conditions where a firm is operating. 
The host countries’ different context may influence a firm’s ability of exploitation of 
their firm-specific advantages and exploration of location-specific advantages (Kim 
et al., 2015). Second, this study measures the geographic market scope by using a 
scale (0= no international market; 1= enter markets of other EU and EFTA countries 
or all remaining countries 2= enter markets of other EU and EFTA countries and all 
remaining countries). We do not account the number of international markets that a 
firm has. A firm with multiple foreign markets may have a different investment 
strategy on exploration and exploitation compared with firms that only have a single 
foreign market, because they tend to face different levels of competitive pressures 
from international markets (Kostova & Zaheer, 1999; Hitt et al., 1994; Hitt et al., 
2006). Despite these limitations, we believe our study helps researchers to better 
understand firms’ investment decisions in exploration and exploitation.  
This study uses data from Spain. Future studies could re-estimate the model using 
data from developing countries to generalize the results. Since the importance of 
investing in exploration and exploitation to materialize the benefits of 
internationalization, future studies can emphasize the geographic scope -R&D 
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investment (learning) -firm performance link to examine whether the R&D is a 
missing mechanism through which the geographic scope improves firm performance. 
Furthermore, given an insignificant relationship between exporting and firms’ 
exploration investment, it seems that exporting alone is insufficient to predict firms’ 
exploration investment. Future researchers can introduce a moderator such as country-
level environmental conditions or firm size to examine when and where exporting 
stimulates firms to invest in exploration. Likewise, considering an insignificant 
relationship between a firm’s geographic market scope and firms’ exploitation, future 
researchers could examine possible moderators between geographic scope and 
exploitation investment.
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Chapter 6 Conclusion 
This thesis aims to investigate the effect of firm-specific factors on exploratory and 
exploitative R&D investment decisions of firms. It looks closer at some key firm 
specific determinants of internal exploration and exploitation investment. It builds on 
organizational learning theory to explain how a firm’s inter-organizational 
relationships, the education of R&D personnel and internationalization influence its 
decisions on investing in internal exploratory and exploitative R&D. In the empirical 
literature, there are mixed results regarding effects of inter-organizational 
relationships –i.e., positive (e.g., Cassiman and Veugelers, 2006), or negative (e.g., 
Laursen and Salter, 2006). By using panel data of Spanish firms from 2003 to 2011, 
this thesis demonstrates that the reason for previously mixed results may be a lack of 
consideration of the forms of inter-organizational relationships. IC as a formal inter-
organizational relationship not only drives firms to increase investment in creation of 
new knowledge through science experiment and applied research (exploratory R&D), 
but also stimulates firms to invest in improvement of existing knowledge through 
production (exploitative R&D). In other words, there is a positive effect of IC on 
internal exploratory and exploitative R&D investment. In contrast, EIS as an informal 
inter-organizational relationship has mostly a negative effect on internal exploratory 
and exploitative R&D investment of firms because of the appeal of market in 
facilitating exploratory and exploitative R&D of firms. An increased level of EIS 
allows firms to search for new alternatives/solutions in the environment, which tends 
to substitute the internal distant search for exploration. In addition, this research find 
that the effect of EIS on internal exploitative R&D investment is moderated by the 
development tendency of firms. Firms with a tendency towards core-capability 
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development will increase investment in exploitative R&D, whereas firms with a 
tendency towards periphery-development will reduce investment in exploitative R&D.  
The thesis then demonstrates why the education of R&D personnel of firms matters 
in explaining firms’ investment decisions in exploration and exploitation. Much of the 
literature in HRM and organizational learning focuses on education of the higher level 
of decision makers such as managers and entrepreneurs (Adomako et al., 2017; 
Lynskey, 2016; Tuncdogan et al., 2015; Hmieleski & Baron, 2008; Ganotakis, 2012). 
We are intrigued by the question of how the education of R&D personnel of firms 
(researchers who are dedicated to internal R&D activities within firms) influences 
firms’ decisions to invest in exploratory and exploitative R&D. This thesis addresses 
the question by comparing the influence of different educational levels of researchers 
on firms’ exploratory and exploitative R&D investment. Building on organizational 
learning theory, the thesis argues that researchers with different education levels tend 
to consider different things as important and have distinct definitions of a problem 
facing the organization, because their past experience influences the ability and 
acceptance of learning new knowledge (Cyert & March, 1992). Therefore, the bias in 
different educational levels of researchers can affect a firm’s focus on organizational 
learning and result in differences in firms’ exploratory and exploitative R&D 
investment. Our analysis of 5939 Spanish firms reveals that a higher proportion of 
researchers with doctorate qualifications in FTE increase firms’ exploratory R&D 
investment, but decrease firms’ exploitative R&D investment. A higher proportion of 
researchers with non-doctorate university qualifications in FTE increase firms’ 
exploratory R&D investment, but has an insignificant effect on firms’ exploitative 
R&D investment. A higher proportion of lower educated researchers (non-university 
degrees) in FTE has an insignificant effect on firms’ R&D investment. 
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This thesis presents a third determinant of internal exploration and exploitation 
investment – firms’ internationalization status: firms internationalized through export 
and the geographic market scope that firms have businesses and services. Prior 
research indicated that internationalization stimulates organizational learning through 
a number of mechanisms such as vicarious learning (e.g. buyer-seller relationships 
and reference groups) (Salomon & Shaver, 2005; Geletkanycz & Hambrick, 1997) 
and the direct experience of serving international markets (experiential learning) (Kim 
et al., 2015; World Bank, 1997), and therefore results in a better performance in 
productivity (Castellani, 2002; Bai et al., 2017), or innovation (Love & Ganotakis, 
2013; Kafouros et al., 2008). Studies on learning by exporting suggested that 
investment in R&D induces better performance when firms internationalized through 
export, which emphasized the exporting - R&D investment (learning) - performance 
link (De Loeckera, 2013; Damijan et al., 2008).  The results of prior empirical studies 
supported the positive relationship between exporting and R&D investment (Aw et 
al., 2008; Girma et al., 2008; Manez et al., 2015; Neves et al., 2016). Extending these 
previous studies, this thesis demonstrates that exporting does not facilitate investment 
in all types of activities of organizational learning. A higher level of exporting only 
increases firms’ investment in exploitative R&D and has an insignificant effect on 
firms’ exploratory R&D investment. Geographic scope scholars mainly focused on 
investigating the relationship between firms’ geographic scope and firm performance 
such as return on assets and sales revenues (Delios & Beamish, 1999; Wiersema & 
Bowen, 2011). However, they remained silent on the importance of investing in 
organizational learning when firms serving the international markets. Extending the 
prior research, this thesis brings the fields of geographic scope and organizational 
learning together and empirically tests the influence of geographic scope on 
organizational learning. The results show that the geographic scope facilitates firms 
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to invest in exploratory R&D, but has an insignificant effect on firms’ exploitative 
R&D investment.  
6.1 Contributions of the Research 
This thesis provides important insights for researchers to understand better how firms’ 
make internal exploratory and exploitative R&D investment decisions. So far, firm-
specific factors that determine firms’ internal exploration and exploitation investment 
have remained largely unaddressed. With this thesis, we contribute to a better 
understanding of the determinant of firms’ investment decisions in internal 
exploration and exploitation by investigating the influence of inter-organizational 
relationships, the education of R&D personnel and internationalization on internal 
exploration and exploitation investment of firms. Many previous studies considered 
R&D investment as a homogeneous construct when studying the determinants of 
organizational learning (Spithoven & Teirlinck, 2010; Kafouros et al., 2008). 
Empirically, this research shows that the influence of a determinant on exploratory 
R&D investment is different from its influence on exploitative R&D investment; the 
determinants of exploratory R&D investment also differ from the determinants of 
exploitative R&D investment. These findings stress that future research needs to be 
careful in extrapolating conclusions from analysis that studies a specific type of R&D 
investment into studies that analyze overall R&D investment or into studies that 
analyze another type of R&D investment.  
Our findings of inter-organizational relationships reveal that IC contributes to firms’ 
competitive advantage. Moreover, our results of IC and EIS support the view of 
Schartinger et al. (2002) that IC and EIS are used for opposite needs. In addition, we 
complement prior studies on the relationship between external knowledge and internal 
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R&D investment by suggesting a moderating effect. We argue that the influence of 
EIS on exploitative R&D investment differs according to core and periphery 
development tendency, because it influences firms’ needs of control on their internal 
exploitation (Veugelers & Cassiman, 1999; Audretsch et al., 1996). When a firm is 
core-development oriented, aiming at developing goods and services in-house to 
outperform other similar-type products or services currently in market, it has strong 
incentives to control over its internal exploitation activities (Dutta & Weiss, 1997). 
Firms with core development-orientation are more likely to use the information 
sourced externally to better understand the market. Therefore, we argue that when a 
firm is core-development oriented, the higher the importance of information sourced 
from external sources for a firm’s innovation activities, the higher the internal 
exploitation investment by the firm. When a firm is peripheral-development oriented, 
aiming at developing goods or services externally to bring them to market quicker, it 
has strong incentives to reduce the costs and risks of replicating externally available 
technologies (Audretsch et al., 1996). Therefore, we argue that when a firm is 
peripheral-development oriented, the higher the importance of information sourced 
from external sources for a firm’s innovation activities, the lower the internal 
exploitation investment by the firm. The result contributes to prior studies by showing 
that a firm’s development tendencies in product innovation moderate the effects of 
EIS on firms’ investment decisions in internal exploitation. Future studies in this area 
could examine both direct and moderating effects of other firm-specific factors on 
internal exploratory and exploitative R&D investment of firms. 
While the extant research on HRM and innovation suggested that high level of 
education stimulates firms’ R&D investment, we extend such understanding and 
argue that higher educational level does not increase all types of R&D investment. 
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Our results contribute to studies in these literatures by showing that a higher 
proportion of doctorate holders turned out to stimulate internal exploration investment, 
but in contrast, it reduces firms’ investment in internal exploitation. The findings also 
contribute to organizational learning literature by considering education as a source 
of organizations’ search patterns and learning. PhDs increase firms’ abilities of 
finding alternative solutions through distant search (Marvel & Lumpkin, 2007; 
Davidsson & Honig, 2003) and enhance firms’ abilities of learning (Mithas & 
Krishnan, 2008). They often have a desire for more technological significant projects 
and thrive on intellectual challenges (Diaz-Fernandez et al., 2017; Banker et al., 2008). 
Their search bias facilitates firms’ exploratory learning but hinders firms’ exploitative 
learning and hence results in an increase in firms’ internal exploratory R&D 
investment and a decrease in internal exploitative R&D investment. This would offer 
insights on the investment decisions of exploration and exploitation in firms. 
Moreover, the effect of researchers with non-university qualifications on firms’ 
internal exploration and exploitation investment has not been investigated before, but 
is nevertheless important because it helps to be aware of the risks of lacking of high-
educated researchers in internal R&D. The results of this research contribute to prior 
studies on HRM and organizational learning by indicating that non-university 
researchers do not contribute to enhance firms’ competitive advantages. They have an 
insignificant influence on firms’ exploration and exploitation investment. 
The result of this thesis confirms the argument of prior research (Love & Ganotakis, 
2013; Kafouros et al., 2008; Goerzen & Beamish, 2003; Castellani, 2002) that 
organizational learning increasingly happens in organizations that engage in 
internationalization (Yeoh, 2004; Mol & Birkinshaw, 2009). It reveals that 
internationalization contributes to a firm’s competitive advantages. Our finding 
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makes some contributions to prior research. It suggests that two internationalization 
statuses have different influences on the types of R&D investment. The level of 
exporting is positively related only to firms’ exploitative R&D investment, whereas 
the geographic scope is positively related only to firms’ exploratory R&D investment.  
Since export does not require a physical presence, it is difficult for exporters to learn 
tacit and novel knowledge from other actors such as competitors and buyers of export 
markets. Egan and Mody (1992) suggested that buyers are more likely to transfer 
minimum and production-related knowledge to their exporters to get the product out. 
By this token, the information and knowledge exchanged through exporting increases 
firms’ exploitative capacity but may not be able to increase firms’ exploratory 
capacity. We suggest that firms with a high level of exporting should invest in internal 
exploitation to benefit from the increased exploitative capacity. The increased 
investment in firms’ exploitation that we find during exporting supports these 
arguments. This finding contributes to both learning by exporting and organizational 
learning literatures by highlighting the level of exporting stimulates firms to enhance 
presence of competitive advantage through investing in exploitative R&D. The results 
of geographic scope provide us with evidence that geographic scope is an important 
determinant for exploration but not for exploitation. This may be a result of intense 
competition in international markets. This can cause firms to augment their firm-
specific advantages by using local knowledge and resources to develop specific 
technologies, products or services that are unique to their customers. Investing in 
exploration allows firms to materialize the benefits of new strategic resources and 
location-specific advantages that are obtained from international markets and to 
successfully compete against competitors from different countries.  
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The findings of the thesis offer some guidelines for policy makers and managers in 
formulating internal exploratory and exploitative R&D investment strategy. For 
example, the results highlight that firm-specific factors play an important role in 
shaping firms’ investment decisions in internal exploration and exploitation. 
Managers need to examine firms’ inter-organizational relationships, the educational 
level of R&D personnel and internationalization, particularly, IC, EIS, the proportions 
of doctoral/university/non-university degree researchers, the level of export and 
geographic scope before they can decide a proper internal exploration and exploitation 
investment strategy for their firms.  
Our finding shows that firms that acquire knowledge from the external environment 
by relying on EIS are able to reduce their investment in both exploration and 
exploitation but may have to face the risk of losing competitive advantages. Due to 
the differences between IC and EIS (Hitt et al., 2005; Tsang, 2002; Veugelers & 
Cassiman, 1999), we argue that firms should outsource activities that are outside the 
domain of firms’ core competence, while collaborating with external actors in realms 
that are at the centre of defining their organizations or that are crucial for developing 
competitive advantage. Moreover, since EIS has some benefits (allows firms to obtain 
explicit and large quantity of information) (Chesbrough & Teece, 1996), firms that 
desire to beat and outperform the market have strong incentives to invest in 
exploitative R&D to exploit the information obtained through EIS. Managers can 
benefit from these arguments. Managers could consider adopting EIS to either shun 
away from substantial and risky sunk R&D investment when dealing with unfamiliar 
innovation problems, or increase investment in exploitation to enhance core 
capabilities with the goal of beating and outperforming the market. In addition, we 
suggest that managers should use IC to gain long-term benefits for their firms, since 
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IC provides opportunities for firms to develop and enhance internal capabilities and 
exploit them for new applications.  
The increased investment in exploration and the decreased investment in exploitation 
that we find in firms with higher proportion of doctorate researchers indicate doctorate 
researchers expose firms to some new alternatives to existing solutions for problems, 
encourage firms to take risk, and try these alternatives to see what fits the firm best. 
This provides an interesting implication for practice. Since firms with a large 
proportion of university-educated researchers are able to entertain and process new 
knowledge better than firms with a large proportion of nonuniversity-educated 
researchers (Hosseini et al., 2003; Toner, 2011), managers can consider hiring PhDs 
to develop new competitive advantage. In a turbulent environment, firms need to be 
receptive to diverse ideas. PhDs can help firms to question current problem solutions, 
to actively understand the environment and search for alternatives and ideas along an 
entirely new knowledge trajectory from a wide range of sources. To study the 
education of R&D personnel, firms and policymakers can promote organizational 
learning by better allocating their researchers to R&D activities that best exploit their 
researchers’ learning capabilities (Hatch & Dyer, 2004; Diaz-Fernandez et al., 2017). 
The thesis demonstrates the positive influence of internationalization on firms’ 
investment in learning. Therefore, managers need to consider the importance of 
internationalization in developing firms’ competitive advantages, and should take into 
account the function of exploratory and exploitative R&D in absorbing and exploiting 
knowledge that learnt through internationalization. Moreover, by distinguishing 
investment in different types of learning, this thesis helps policy makers and managers 
to understand the learning processes in firms’ internationalization, so they can design 
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better measures to enhance firm-level exploration and/or exploitation as well as to 
further improve the balance of exploration and exploitation at the level of the firm.  
6.2 Limitation and Future Studies 
The research has several limitations that should be considered in future studies. First, 
due to data constraints, at this stage of this study, we are unable to investigate the 
effect of EIS and IC on firms’ exploration and exploitation investment at a global 
level. However, sourcing knowledge worldwide and collaborating with foreign 
partners may generate different effects on the organizational learning compared with 
domestic ones. Future research could focus on international EIS and international IC 
and compared results with our research to find out the similarities and differences. 
Second, this thesis measures geographic scope by using a scale. We do not account 
for the number of international markets that a firm entered. A firm with multiple 
foreign markets may have a different investment strategy on exploration and 
exploitation compared with firms that only have a single foreign market because they 
tend to face different levels of competitive pressures from international markets 
(Kostova & Zaheer, 1999; Hitt et al., 1994; Hitt et al., 2006). Third, this present study 
does not examine the environmental conditions where a firm is operating. The host 
countries’ different context may influence a firm’s incentives to exploit their firm-
specific advantages and take advantage of location-specific advantages (Kim et al., 
2015). Fourth, we discuss the influence of power on firms’ exploratory and 
exploitative R&D investment. Leadership determines the distribution of power and 
autonomies of an organization. Since we do not have data on leaders’ behaviours, we 
are not able to compare its influence with the influence of employees’ education level 
in this study. Future research can examine the effect of employees’ education levels 
and leaders’ behaviours such as leader opening behaviour (encouraging employees to 
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take risks and search for distant solutions) versus leader closing behaviour 
(developing routines and encouraging employees to pursue rules) on firms’ 
exploratory and exploitative R&D investment at same time in a single study. This 
would improve understanding on leaders’ behaviours and employees’ education level 
and how they interact to shape an organization’ exploratory and exploitative R&D 
investment decisions. Due to the importance of investing in exploration and 
exploitation to materialize the benefits of internationalization, future studies can 
emphasize the geographic scope - R&D investment (learning) - firm performance link 
to examine whether the R&D is a missing mechanism through which the geographic 




















Adler, P. S. and Kwon, S. W. 2002. Social capital: prospects for a new concept. 
Academy of Management Review. 27(1), pp.17-40. 
   
Adomako, S., Opoku, R. A. and Frimpong, K. 2017. The moderating influence of 
competitive intensity on the relationship between CEOs' regulatory foci and 
SME internationalization. Journal of International Management. 23(3), pp.268-
278. 
 
Aghion, P., Bergeaud, A., Lequien, M. and Melitz, M. 2017. The impact of exports 
on innovation: theory and evidence. Technical Report Working Paper. 
 
Allen, L. and Pantzalis, C. 1996. Valuation of the operating flexibility of multinational 
corporations. Journal of International Business Studies. 27(4), pp.633-653. 
 
Allen, T. J. and Katz, R. 1992. Age, education and the technical ladder. IEEE 
Transactions on Engineering Management. 39(3), pp.237-245. 
 
Almeida, P. and Kogut, B. 1999. Localization of knowledge and the mobility of 
engineers in regional networks. Management Science. 45(7), pp.905-917. 
 
Almeida, P., Hohberger, J. and Parada, P. 2011. Individual scientific collaborations 
and firm-level innovation. Industrial and Corporate Change. 20(6), pp.1571-
1599. 
 
Almus, M. and Nerlinger, E. A. 1999. Growth of new technology-based firms: which 
factors matter? Small Business Economics. 13(2), pp.141-154. 
 
Alvesson, M. 2002. Understanding organizational culture. London: Sage. 
 
Amabile, T. M. 1996. Creativity in context: update to the social psychology of 
creativity. Boulder: Westview Press.  
 
Anand, B. N. and Khanna, T. 2000. Do firms learn to create value? The case of 
alliances. Strategic Management Journal. 21(3), pp.295-315. 
 
Andriopoulos, C. and Lewis, M. W. 2009. Exploitation-exploration tensions and 
organizational ambidexterity: managing paradoxes of innovation. Organization 
Science. 20(4), pp.696-717. 
 
Ansoff, H. I. 1975. Managing strategic surprise by response to weak signals. 
California Management Review. 18(2), pp.21-33. 
 
Arenius, P. and De Clercq, D. 2005. A network-based approach on opportunity 
recognition. Small Business Economics. 24(3), pp.249-265. 
 
Argote, L. 1999. Organization learning. Norwell: Kluwer Academic. 
 
Argote, L. 2013. Organization learning: creating, retaining and transferring     
knowledge. 2nd ed. New York: Springer.  
 
 202 
Argote, L. and Miron-spektor, E. 2011. Organizational learning: from experience to 
knowledge. Organization Science. 22(5), pp.1123-1137. 
 
Argote, L., Beckman, L. S. and Epple, D. 1990. The persistence and transfer of 
learning in industrial settings. Management Science. 36(2), pp.140-154. 
 
Argote, L., McEvily, B. and Reagans, R. 2003. Managing knowledge in organizations: 
an integrative framework and review of emerging themes. Management Science. 
49(4), pp.571-582. 
 
Argyres, N. 1996. Evidence on the role of firm capabilities in vertical integration 
decisions. Strategic Management Journal. 17(2), pp.129-150. 
 
Argyris, C. and Schon, D. A. 1978. Organizational learning: a theory of action   
perspective. Reading: Addison-Wesley.  
 
Arora, A., Belenzon, S. and Rios, A. L. 2014. Make, buy, organize: the interplay 
between research, external knowledge, and firm structure. Strategic 
Management Journal. 35(3), pp.317-37. 
 
Arthur J. B. and Aiman-Smith, L. 2001. Gainsharing and organizational learning: an 
analysis of employee suggestions over time. Academy of Management Journal. 
44(4), pp.737-754. 
 
Astebro, T. B. and Tåg, J. 2015. Entrepreneurship and job creation. Research Institute 
of Industrial Economics Working Paper. 
 
Audretsch, D. B., Menkveld, A. J. and Thurik, A. R. 1996. The decision between 
internal and external R&D. Journal of Institutional and Theoretical Economics. 
152(3), pp.519-530. 
 
Auh, S. and Menguc, B. 2005. Balancing exploration and exploitation: the moderating 
role of competitive intensity. Journal of Business Research. 58(12), pp.1652-
1661. 
 
Aulakh, P. S., Rotate, M. and Teegen, H. 2000. Export strategies and performance of 
firms from emerging economies: evidence from Brazil, Chile, and Mexico. 
Academy of Management Journal. 43(3), pp.342-361. 
 
Avermaete, T., Viaene, J., Morgan, E. J., Pitts, E., Crawford, N. and Mahon, D. 2004. 
Determinants of product and process innovation in small food manufacturing 
firms. Trends in Food Science and Technology. 15(10), pp.474-483. 
 
Aw, B. Y., Roberts, M. J. and Xu, D. Y. 2008. R&D investments, exporting, and the 
evolution of firm productivity. The American Economic Review. 98(2), pp.451-
456. 
 
Baba, Y., Yarime, M. and Shichijo, N. 2010. Sources of success in advanced materials 
innovation: the role of “core researchers” in university-industry collaboration in 
Japan. International Journal of Innovation Management. 14(2), pp.201-219. 
 
 203 
Bai, X., Krishna, K. and Ma, H. 2017. How you export matters: export mode, learning 
and productivity in China. Journal of International Economics. 104, pp.122-137. 
 
Bailey, D. E. and Barley, S. R. 2011. Teaching-learning ecologies: mapping the 
environment to structure through action. Organization Science. 22(1), pp.262-
285. 
 
Baltagi, B. H., Bresson, G. and Pirotte, A. 2003. Fixed effects, random effects or 
Hausman-Taylor?: a pretest estimator. Economics Letters. 79(3), pp.361-369. 
 
Bandura, A. 1977. Social learning theory. Englewood Cliffs: Prentice Hall. 
 
Banker, R., Wattal, S., Liu, F. C. and Ou, C. S. 2008. Education, R&D and firm 
performance in information technology industries: an empirical examination. 
Minneapolis: University of Minnesota Press. 
 
Bantel, K. A. and Jackson, S. E. 1989. Top management and innovations in banking: 
does the composition of the top team make a difference? Strategic Management 
Journal. 10(S1), pp.107-124. 
 
Belderbos, R., Carree, M., Diederen, B., Lokshin, B. and Veugelers, R. 2004a. 
Heterogeneity in R&D cooperation strategies. International Journal of 
Industrial Organization. 22(8-9), pp.1237-1263. 
 
Belderbos, R., Carree, M. and Lokshin, B. 2004b. Cooperative R&D and firm 
performance. Research Policy. 33(10), 1477-1492. 
 
Barkema, H. G. and Vermeulen, F. 1998. International expansion through start-up or 
acquisition: a learning perspective. Academy of Management Journal. 41(1), 
pp.7-26. 
 
Barley, S. R. 1988. The social construction of a machine: ritual, superstition, magical 
thinking and other pragmatic responses to running a CT scanner. In: Lock, M. 
and Gordon, D. Biomedicine Examined. Netherlands: Springer, pp. 497-539. 
 
Barnett, W. P. 1997. The dynamics of competitive intensity. Administrative Science 
Quarterly. 42(1), pp.128-160. 
 
Barron, A., Hultén, P. and Vanyushyn, V. 2016. The role of political intelligence in 
firms’ export decisions during the Euro crisis. Journal of Small Business 
Management. 54(4), pp.1126-1146. 
 
Bates, T. 1990. Entrepreneur human capital inputs and small business longevity. The 
Review of Economics and Statistics. 72(4), pp.551-559. 
 
Baum J. A. C., Li, S. X. and Usher J. M. 2000. Making the next move: how 
experiential and vicarious learning shape the locations of chains' acquisitions. 
Administrative Science Quarterly. 45(4), pp.766-801. 
 
 204 
Becker, W. and Dietz, J. 2004. R&D cooperation and innovation activities of firms-
evidence for the German manufacturing industry. Research Policy. 33(2), pp. 
209-223. 
 
Beckman, C. M., Haunschild, P. R. and Phillips, D. J. 2004. Friends or strangers? 
Firm-specific uncertainty, market uncertainty, and network partner selection. 
Organization Science. 15(3), pp.259-275. 
 
Belderbos, R., Olffen, W. V. and Zou, J. 2011. Generic and specific social learning 
mechanisms in foreign entry location choice. Strategic Management Journal. 
32(12), pp.1309-1330. 
 
Bengtsson, M., Eriksson, J. and Kock, S. 2005. The importance of competition and 
cooperation for the exploration of innovation opportunities. In Ghauri, P., 
Hadjikhani, A. and Johanson, J. eds. Managing opportunity development in 
business networks. New York: Palgrave Macmillan, pp.49-66. 
 
Benner, M. and Tushman, M. L. 2003. Exploitation, exploration, and process 
management: the productivity dilemma revisited. Academy of Management 
Review. 28(2), pp.238-256. 
 
Benner, M. J. and Tushman, M. 2002. Process management and technological 
innovation: a longitudinal study of the photography and paint industries. 
Administrative Science Quarterly. 47(4), pp.676-706. 
 
Bercovitz, J. and Feldman, M. 2008. Academic entrepreneurs: organizational change 
at the individual level. Organization Science. 19(1), pp.69-89. 
 
Bhide, A. 2000. The origin and evolution of new businesses. New York: Oxford 
University Press.  
 
Bierly III, P. E. and Daly, P. S. 2007. Sources of external organisational learning in 
small manufacturing firms. International Journal of Technology Management. 
38(1-2), pp.45-68. 
 
Bierly III, E. P., Damanpour, F. and Santoro, D. M. 2009. The application of external 
knowledge: organizational conditions for exploration and exploitation. Journal 
of Management Studies. 46(3), pp.481-509. 
 
Bingham, C. B. and Davis, J. P. 2012. Learning sequences: their existence, effect and 
evolution. Academy of Management Journal. 55(3), pp.611-641. 
 
Bingham, C. B. and Eisenhardt, K. M. 2011. Rational heuristics: the ‘simple rules’ 
that strategists learn from process experience. Strategic Management Journal. 
32(13), pp.1437-1464.  
 
Bishop, K., D’Este, P. and Nelly, A. 2011. Gaining from interactions with universities: 




Blindenbach-driessen, F. and Ende, V. D. J. 2014. The locus of innovation: the effect 
of a separate innovation unit on exploration, exploitation, and ambidexterity in 
manufacturing and service firms. Product Development and Management 
Association. 31(5), pp.1089-1105.  
 
Bodas Freitas, I. M. and von Tunzelmann, N. 2013. Alignment of innovation policy 
objectives: a demand side perspective (No. 13-02). Copenhagen: DRUID.  
 
Boeker, W. and Karichalil, R. 2002. Entrepreneurial transitions: factors influencing 
founder departure. Academy of Management Journal. 45(4), pp.818-826. 
 
Bogers, M., Afuah, A. and Bastian, B. 2010. Users as innovators: a review, critique 
and future research directions. Journal of Management. 36(4), pp.857-75. 
 
Bontis, N., Crossan, M. M. and Hulland, J. 2002. Managing an organizational learning 
system by aligning stocks and flows. Journal of Management Studies. 39(4), 
pp.437-469. 
 
Bourgeois, L. J. III and Eisenhardt, K. M. 1988. Strategic decision processes in high 
velocity environments: four cases in the microcomputer industry. Management 
Science. 34(7), pp.816-835.  
 
Bourgeois, L. J. 1981. On the measurement of organizational slack. Academy of 
Management Review. 6(1), pp.29-39. 
 
Barge-Gil, A. and Lopez, A. 2014. R&D determinants: accounting for the differences 
between research and development. Research Policy. 43(9), pp.1634-1648. 
 
Bowie, N. E. 1994. University-business partnership: an assessment. Lanham: 
Rowman and Littlefield.  
 
Bratti, M. and Felice, G. 2012. Are exporters more likely to introduce product 
innovations? The World Economy. 35(11), pp.1559-1598. 
 
Breschi, S. and Malerba, F. 1997. Sectoral innovation systems: technological regimes, 
schumpeterian dynamics, and spatial boundaries. In Edquist, C. ed. Systems of 
innovation: technologies, institutions and organizations. London: Pinter, 
pp.130-156. 
 
Britton, E., Simper, N., Leger, A. and Stephenson, J. 2017. Assessing teamwork in 
undergraduate education: a measurement tool to evaluate individual teamwork 
skills. Assessment and Evaluation in Higher Education. 42(3), pp.378-397. 
 
Buckley, P. J. and Casson, M. C. 1976. The future of the multinational enterprise. 
London: Macmillan. 
 
Brown, S. L. and Eisenhardt, K. M. 1998. Competing on the edge: strategy as 
structured chaos. Boston: Harvard Business Review Press. 
 
Burbidge, J. B., Magee, L. and Robb, A. L. 1988. Alternative transformations to 
handle extreme values of the dependent variable. Journal of the American 
 206 
Statistical Association. 83(401), pp.123-127. 
 
Burgelman, R. A. 1991. Intraorganizational ecology of strategy making and 
organizational adaption: theory and field research. Organization Science. 2(3), 
pp.239-262. 
 
Burns, L. R. and Wholey, D. R. 1993. Adoption and abandonment of matrix 
management programs: effects of organizational characteristics and 
interorganizational networks. Academy of Management Journal. 36(1), pp.108-
138. 
 
Burns, T. and Stalker, G. M. 1961. The management of innovation. London: Tavistock. 
 
Cameron, A. C. and Trivedi, P. K. 2010. Microeconometrics using stata. Revised ed. 
Texas: Stata press. 
 
Casillas, J. C. and Moreno-Menéndez, A. M. 2014. Speed of the internationalization 
process: the role of diversity and depth in experiential learning. Journal of 
International Business Studies. 45(1), pp.85-101. 
 
Cassiman, B. and Veugelers, R. 2002. R&D cooperation and spillovers: some 
empirical evidence from Belgium. American Economic Review. 29(4), pp.1169-
84. 
 
Chan, T. S. and Cui, G. eds. 2016. Asian Businesses in a Turbulent Environment: 
Uncertainty and Coping Strategies. London: Springer Nature. 
 
Cassiman, B. and Veugelers, R. 2006. In search of complementarity in innovation 
strategy. Management Science. 52(1), pp.68-82. 
 
Cassiman, B. and Veugelers, R., 2007. Are external technology sourcing strategies 
substitutes or complements? The case of embodied versus disembodied 
technology acquisition. IESE Business School Working Paper.  
 
Cassiman, B. and Veugelers, R. 2000. External technology sources: embodied or 
disembodied technology acquisition. Economics and Business Working Paper.  
 
Castellani, D. 2002. Export behaviour and productivity growth: evidence from Italian 
manufacturing firms. Review of World Economics. 138(4), pp.605-628. 
 
Certo, S. T., Withers, M. C. and Semadeni, M. 2017. A tale of two effects: using 
longitudinal data to compare within-and between-firm effects. Strategic 
Management Journal. 38(7), pp.1536-1556. 
 
Chang, S. J. 1995. International expansion strategy of Japanese firms: capability 
building through sequential entry. Academy of Management Journal. 38(2), 
pp.383-407. 
 
Chang, A. 2012. 5 reasons why Nokia lost its handset sales lead and got downgraded 





Chaves, V. C., Carvalho, M. S., Silva, A. L., Teixeira, C. T. and Bernardes, P. 2012. 
The point of view of firms in Minas Gerais about the contribution of universities 
and research institutes to R&D activities. Research Policy. 41(9), pp.1683-1695. 
 
Chesbrough, H. W. and Garman, A. R. 2009. How open innovation can help you cope 
in lean times. Harvard Business Review. 87(12), pp.68-76. 
 
Chesbrough, H. W. and Teece, D. J. 1996. When is virtual virtuous. Harvard Business 
Review. 74(1), pp.65-73. 
 
Chesbrough, H. 2003. Open Innovation: the new imperative for creating and profiting 
from technology. Boston: Harvard Business School Press.  
 
Choo, C. W. 2001. Information management for the intelligent organization: the art 
of scanning the environment. 3rd ed. Medford: Information Today. 
 
Clerides, S. K., Lach, S. and Tybout, J. R. 1998. Is learning by exporting important? 
Micro-dynamic evidence from Colombia, Mexico, and Morocco. The Quarterly 
Journal of Economics. 113(3), pp.903-947. 
 
Cockburn, I. M. and Henderson, R. M. 1998. Absorptive capacity, coauthoring 
behaviour, and the organization of research in drug discovery. The Journal of 
Industrial Economics. 46(2), pp.157-182. 
 
Czarnitzki, D. and Toole, A. A. 2011. Patent protection, market uncertainty, and R&D 
investment. The Review of Economics and Statistics. 93(1), pp.147-159. 
 
Czarnitzki, D., Hottenrott, H. and Thorwarth, S. 2010. Industrial research versus 
development investment: the implications of financial constraints. Cambridge 
Journal of Economics. 35(3), pp.527-544. 
 
Coe, D. T. and Helpman, E. 1995. International R&D spillovers. European Economic 
Review. 39(5), pp.859-887. 
 
Cohen, W. M. and Levinthal, D. A. 1990. Absorptive capacity: a new perspective on 
learning and innovation. Administrative Science Quarterly. 35(1), pp.128-152. 
 
Cohen, W. M. and Levinthal, D. A. 1989. Innovation and learning: the two faces of 
R&D. Economic Journal. 99(397), pp.569-596. 
 
Contractor, F. J., Kundu, S. K. and Hsu, C. C. 2003. A three-stage theory of 
international expansion: the link between multinationality and performance in 
the service sector. Journal of International Business Studies. 34(1), pp.5-18. 
 
Cooper, A. C., Gimeno-Gascon, F. J. and Woo, C. Y. 1994. Initial human and 
financial capital as predictors of new venture performance. Journal of Business 
Venturing. 9(5), pp.371-395. 
 
 208 
Cooper, A. C., Willard, G. E. and Woo, C. Y. 1986. Strategies of high performing 
new and small firms: a reexamination of the niche concept. Journal of Business 
Venturing. 1(3), pp.247-260. 
 
Cormier, S. and Hagman, J. 1987. Transfer of learning: contemporary research and 
applications. San Diego: Academic Press Inc. 
 
Colombo, M. G. 1995. Firm size and cooperation: the determinants of cooperative 
agreements in information technology industries. International Journal of the 
Economics of Business. 2(1), pp.3-30. 
 
Corolleur, C. D., Carrere, M. and Mangematin, V. 2004. Turning scientific and 
technological human capital into economic capital: the experience of biotech 
start-ups in France. Research Policy. 33(4), pp.631-642. 
 
Coronado, D., Acosta, M. and Fernández, A. 2008. Attitudes to innovation in 
peripheral economic regions. Research Policy. 37(6), pp.1009-1021. 
 
CPU-World 2017. Intel 8088 microprocessor family. [Online]. [Accessed 2 Jan 2017].  
Available from: http://www.cpu-world.com/CPUs/8088/index.html  
 
Crossan, M. M., Lane, H. W. and White, R. E. 1999. An organizational learning 
framework: from intuition to institution. Academy of Management Review. 24(3), 
pp.522-537. 
 
Cruz-Castro, L. and Sanz-Menéndez, L. 2005. The employment of PhDs in firms: 
trajectories, mobility and innovation. Research Evaluation. 14(1), pp.57-69. 
 
Csaszar, A. F. 2013. An efficient frontier in organization design: organizational 
structure as a determinant of exploration and exploitation. Organization Science. 
24(4), pp.1083-1110. 
 
Cyert, R. M. and March, J. G. 1992. A behavioral theory of the firm. 2nd ed. Oxford: 
Blackwell Publishers. 
 
Cyert, R. M. and March, J. G. 1963. A behavioral theory of the firm. Englewood Cliffs: 
Prentice-Hall. 
 
Cyert, R. M. and March, J. G. 1964. The behavioral theory of the firm-a behavioral 
science: economics amalgam. In: Cooper, W. W., Leavitt, H. J. and Shelly II M. 
W. eds. New perspectives in organizational research. New York: John Wiley, 
pp.289-299. 
 
D’Adderio, L. 2014. The replication dilemma unravelled: how organizations enact 
multiple goals in routine transfer. Organization Science. 25(5), pp.1325-1350. 
 




Dahlander, L., O'Mahony, S. and Gann, D. M. 2016. One foot in, one foot out: how 
does individuals' external search breadth affect innovation outcomes? Strategic 
Management Journal. 37(2), pp.280-302. 
 
Dahlander, L. and Wallin, M. W. 2006. A man on the inside: unlocking communities 
as complementary assets. Research Policy. 35(8), pp.1243-1259.  
 
Dai, M. and Yu, M. J. 2013. Firm R&D, absorptive capacity and learning by exporting: 
firm level evidence from China. The World Economy. 36(9), pp.1131-1145. 
 
Dailey, S. and Browning, L, D. 2014. Retelling stories in organizations: understanding 
the functions of narrative repetition. Academy of Management Review. 39(1), 
pp.22-43.  
 
Damanpour, F. 1996. Organizational complexity and innovation: developing and 
testing multiple contingency models. Management Science. 42(5), pp.693-716. 
 
Davidsson, P. and Honig, B. 2003. The role of social and human capital among nascent 
entrepreneurs. Journal of Business Venturing. 18(3), pp.301-331.  
 
De Loeckera, J. 2013. Detecting learning by exporting. American Economic Journal: 
Microeconomics. 5(3), pp.1-21. 
 
Debord, M. 2017. Apple is so far behind on self-driving technology that it might never 




Damijan, J. P., Kostevc, Č. and Polanec, S., 2008. From innovation to exporting or 
vice versa? Causal link between innovation activity and exporting in Slovenian 
microdata. [Online]. [Accessed 2 April 2017]. Available from: 
https://www.econstor.eu/bitstream/10419/75036/1/dp204.pdf 
 
Del Canto, J. G. and Gonzalez, I. S. 1999. A resource-based analysis of the factors 
determining a firm's R&D activities. Research Policy. 28(8), pp.891-905. 
 
Delios, A. and Beamish, P. W. 1999. Geographic scope, product diversification, and 
the corporate performance of Japanese firms. Strategic Management Journal. 
20(8), pp.711-727. 
 
Dess, G. G. and Beard, D. W. 1984. Dimensions of organizational task environments. 
Administrative Science Quarterly. 29(1), pp.52-73. 
 
Dewar, R. D. and Dutton, J. E. 1986. The adoption of radical and incremental 
innovations: an empirical analysis. Management Science. 32(11), pp.1422-1433. 
 
Di Cintio, M., Ghosh, S. and Grassi, E. 2017. Firm growth, R&D expenditures and 
exports: an empirical analysis of Italian SMEs. Research Policy. 46(4), pp.836-
852. 
 
D’Este, P., Marzucchi, A. and Rentocchini, F. 2017. Exploring and yet failing less: 
 210 
learning from past and current exploration in R&D. Industrial and Corporate 
Change. pp.1-29. 
  
Diaz-Fernandez, M., Pasamar-Reyes, S. and Valle-Cabrera, R. 2017. Human capital 
and human resource management to achieve ambidextrous learning: a structural 
perspective. Business Research Quarterly. 20(1), pp.63-77. 
 
DiMaggio, J. P. and Powell, W. W. 1983. The iron cage revisited: institutional 
isomorphism and collective rationality in organizational field. American 
Sociological Review. 48(2), pp.147-160. 
 
Dirks, K. T. and Ferrin, D. L. 2001. The role of trust in organizational settings. 
Organization Science. 12(4), pp.450-467. 
 
Dodgson, M. 1992. The strategic management of R&D collaboration. Technology 
Analysis and Strategic Management. 4(3), pp.227-244. 
 
Dodgson, M., Gann, D. and Salter, A. 2006. The role of technology in the shift 
towards open innovation: the case of Procter and Gamble. R&D Management. 
36 (3), pp.333-346. 
 
Dosi, G. 1988. Sources, procedures, and microeconomic effects of innovation. 
Journal of Economic Literature. 26(3), pp.1120-1171. 
 
Dougherty, D. 1992. Interpretive barriers to successful product innovation in large 
firms. Organization Science. 3(2), pp.179-202. 
 
Droge, C., Stanko, M. A. and Pollitte, W. A. 2010. Lead users and early adopters on 
the web: the role of new technology product blogs. Journal of Product 
Innovation Management. 27(1), pp.66-82.  
 
Dutta, S. and Weiss, A. M. 1997. The relationship between a firm's level of 
technological innovativeness and its pattern of partnership agreements. 
Management Science. 43(3), pp.343-356. 
 
Dutton, J. M. and Freedman, R. D. 1985. External environment and internal strategies: 
calculating, experimenting and imitating in organizations. In: Lamb, R. and 
Shrivastava, P. eds. Advances in strategic management. Greenwich: JAI Press, 
pp.39-67. 
 
Dyer, J. H. and Nobeoka, K. 2000. Creating and managing a high-performance 
knowledge-sharing network: the Toyota case. Strategic Management Journal. 
21(3), pp.345-367. 
 
Echajari, L. and Thomas, C. 2015. Learning from complex and heterogeneous 
experiences: the role of knowledge codification. Journal of Knowledge 
Management. 19(5), pp.968-986. 
 
Edquist, C. ed. 1997. Systems of innovation: technologies, institutions and 
organizations. London: Pinter/Cassell. 
 
 211 
Eells, R. and Nehemiks, P. 1984. Corporate intelligence and espionage. New York: 
Macmillan. 
 
Egan, M. L. and Mody, A. 1992. Buyer-seller links in export development. World 
Development. 20(3), pp.321-334. 
 
Elenkov, S. D. 1997. Strategic uncertainty and environmental scanning: the case for 
institutional influences on scanning behaviour. Strategic Management Journal. 
18(4), pp.287-302. 
 
Escribano, A., Fosfuri, A. and Tribó, J. A. 2009. Managing external knowledge flows: 
the moderating role of absorptive capacity. Research Policy. 38(1), pp.96-105. 
 
Eshima, Y. and Anderson, B. S. 2017. Firm growth, adaptive capability, and 
entrepreneurial orientation. Strategic Management Journal. 38(3), pp.770-779. 
 
Easterby‐Smith, M., Lyles, M. A. and Tsang, E. W. 2008. Inter‐organizational 
knowledge transfer: current themes and future prospects. Journal of 
Management Studies. 45(4), pp.677-690. 
 
Etienne-Benz, A., Bertoneche, M. and Leonard, F. 1996. Disneyland Paris. 
Fountainebleau: INSEAD. 
 
EY Poland Report 2017. Short-termism in business: causes, mechanisms and 




EY 2014. Big data: Changing the way businesses compete and operate. Insights on 





Faems, D., Van Looy, B. and Debackere, K. 2005. Interorganizational collaboration 
and innovation: toward a portfolio approach. Journal of Product Innovation 
Management. 22(3), pp.238-250. 
 
Faems, D., Janssens, M., Madhok, A. and Van Looy, B. 2008. Toward an integrative 
perspective on alliance governance: connecting contract design, trust dynamics, 
and contract application. Academy of Management Journal, 51(6), pp.1053-
1078. 
 
Fahey, L., King, W. R. and Narayanan, V. K. 1981. Environmental scanning and 
forecasting in strategic planning-the state of the art. Long Range Planning. 14(1), 
pp.32-39. 
 
Fang, C., Lee, J. and Schilling, A. M. 2010. Balancing exploration and exploitation 
through structural design: the isolation of subgroups and organizational learning. 
Organization Science. 21(3), pp.625-642. 
 
 212 
Feldman, J. and Kanter, E. H. 1965. Organizational decision making. In: March, J. G. 
ed. Handbook of organizations. Chicago: Rand McNally, pp.614-649. 
 
Feldman, M. S. 2000. Organizational routines as a source of continuous change. 
Organization Science. 11(6), pp.611-629. 
 
Fiet, J. O. 2002. The systematic search for entrepreneurial discoveries. USA: 
Greenwood Publishing Group.  
 
Fiegenbaum, A. and Karnani, A. 1991. Output flexibility-a competitive advantage for 
small firms. Strategic Management Journal. 12(2), pp.101-114. 
 
Fischer, H. M. and Pollock. T. G. 2004. Effects of social capital and power on 
surviving transformational changes: the case of initial public offerings. Academy 
of Management Journal. 47(4), pp.463-481.  
 
Fleming, L. 2001. Recombinant uncertainty in technological search. Management 
Science. 47(1), pp.117-132. 
 
Fleming, C. 2017. Honda Clarity: a hydrogen fuel cell car that delivers fun. Los 




Fraunhofer IPT. 2017. Fraunhofer Institute for Production Technology IPT. [Online]. 
[Accessed 4 Jan 2017]. Available from: https://www.ipt.fraunhofer.de/en.html  
 
Freeman, C. 1987. Technology policy and economic performance: lessons from Japan. 
London: Frances Pinter. 
 
Fuld, L. M. 1988. Monitoring the competition: find out what’s really going on over 
there. New York: Wiley.  
 
FECYT. 2018. PITEC. [Online]. [Accessed 4 Jan 2018]. Available from: 
https://services.icono.fecyt.es/PITEC/Paginas/por_que.aspx 
 
Ganotakis, P. 2012. Founders’ human capital and the performance of UK new 
technology based firms. Small Business Economics. 39(2), pp.495-515. 
 
Garcia, R. and Calantone, R. 2002. A critical look at technological innovation 
typology and innovativeness terminology: a literature review. Journal of Product 
Innovation Management. 19(2), pp.110-32. 
 
Garvin D. A. Edmondson, A. C. and Gino, F. 2008. Is yours a learning organization. 
Harvard Business Review. 3(86), p.109. 
 




Geletkanycz, M. A. and Hambrick, D. C. 1997. The external ties of top executives: 
implications for strategic choice and performance. Administrative Science 
Quarterly. 42(4), pp.654-681. 
 
George, G., Zahra, S. A. and Wood, D. R. 2002. The effects of business-university 
alliances on innovation output and financial performance: a study of publicly 
traded biotechnology companies. Journal of Business Venturing. 17(6), pp.577-
609. 
 
Gesing, J., Antons, D., Piening, P. E., Rese, M. and Salge, O. T. 2015. Joining forces 
or going it alone? On the interplay among external collaboration partner types, 
interfim governance modes, and internal R&D. Product Development and 
Management Association. 32(3), pp.424-440. 
 
Gilad, B. and Gilad, T. 1988. The business intelligence system. New York: American 
Management Association. 
 
Girma, S., Görg, H. and Hanley, A. 2008. R&D and exporting: a comparison of British 
and Irish firms. Review of World Economics. 144(4), pp.750-773. 
 
Gnyawali, D. R. and Park, B.-J. R. 2011. Co-opetition between giants: collaboration 
with competitors for technological innovation. Research Policy. 40(5), pp.650-
663. 
 
Goddard, J., Tavakoli, M. and Wilson, J. O. 2006. Determinants of profitability in 
European manufacturing and services: evidence from a dynamic panel model. 
Applied Financial Economics. 15(18), pp.1269-1282. 
 
Goerzen, A. and Beamish, P. W. 2003. Geographic scope and multinational enterprise 
performance. Strategic Management Journal. 24(13), pp.1289-1306. 
 
Golovko, E. and Valentini, G. 2014. Selective learning-by-exporting: firm size and 
product versus process innovation. Global Strategy Journal. 4(3), pp.161-180. 
 
Gong, Y., Baker, T. and Miner, A. S. 2005. Organizational routines and capabilities 
in new ventures. Wellesley: Babson College. 
 
Granovetter, M. S. 1973. The strength of weak ties. American Journal of Sociology. 
78(6), pp.1360-1380. 
 
Grant, R. M. 1996. Toward a knowledge-based theory of the firm. Strategic 
Management Journal. 17(S2), pp.109-122. 
 
Greve, H. R. 2007. Exploration and exploitation in product innovation. Industrial and 
Corporate Change. 16(5), pp.945-975. 
 
Griliches, Z. 1990. Patent statistics as economic indicators: a survey. Journal of 
Economic Literature. XXVIII, pp. 1661-1707. 
 
Griliches, Z. 2000. R&D, education, and productivity: a retrospectiv. Cambridge: 
Harvard University Press.  
 214 
 
Greene, H. W. 2012. Econometric analysis. 7th ed. New Jersey: Upper Saddle River.   
 
Gordon, R. D. 2010. Dispersed leadership: exploring the impact of antecedent forms 
of power using a communicative framework. Management Communication 
Quarterly, 24(2), pp.260-287. 
 
Grossman, G. M. and Helpman, E. 1991a. Trade, knowledge spillovers, and growth. 
European Economic Review. 35(2-3), pp.517-526.  
 
Grossman, G. and Helpman, E. 1991b. Innovation and growth in the world economy. 
Cambridge: MIT Press.  
 
Gulati, R., Nohria, N. and Zaheer, A. 2000. Strategic networks. Strategic Management 
Journal. 21(3), pp.203-215. 
 
Gummer C. 2014. Behind Germany’s success story in manufacturing: public-private 
research institutes drive exports of high-tech manufactured goods-and are model 
for new U.S. initiative. The Wall Street Journal. [Online]. 1 Jun. [Accessed 11 
November 2016]. Available from: https://www.wsj.com/articles/behind-
germanys-success-story-in-manufacturing-1401473946 
 
Gupta, A. K., Tesluk, P. E. and Taylor, M. S. 2007. Innovation at and across multiple 
levels of analysis. Organization Science. 18(6), pp.885-897. 
 
Gupta, K. A., Smith, G. K. and Shalley, E. C. 2006. The interplay between exploration 
and exploitation. Academy of Management Journal. 49(4), pp.693-706. 
 
Hair Jr, J. F., Anderson, R. E., Tatham, R. L. and William, C. 1995. Multivariate data 
analysis with readings. 4th ed. New Jersey: Prentice Hall. 
 
Hambrick, C. D., Finkelstein, S. and Mooney, C. A. 2005. Executive job demands: 
new insights for explaining strategic decisions and leader behaviours. Academy 
of Management Review. 30(3), pp.472-491. 
 
Hardy, C., Phillips, N. and Lawrence, T. B. 2003. Resources, knowledge and 
influence: the organizational effects of interorganizational 
collaboration. Journal of Management Studies. 40(2), pp.321-347. 
 
Hamel, G. 1991. Competition for competence and inter-partner learning within 
international strategic alliances. Strategic Management Journal. 12, pp.83-103. 
 
Hamel, G., Doz, Y. L. and Prahalad, C. K. 1989. Collaborate with your competitors 
and win. Harvard Business Review. 67(1), pp.133-139. 
 
Hannan, M. T. and Freeman, J. 1984. Structural inertia and organizational change. 
American Sociological Review. 49(2), pp.149-164. 
 
Hansen, M. T. 1999. The search-transfer problem: the role of weak ties in sharing 
knowledge across organization subunits. Administrative Science Quarterly. 
44(1), pp.82-111.  
 215 
 
Harrison, J. S., Hitt, M. A., Hoskisson, R. E. and Ireland, R. D. 2001. Resource 
complementarity in business combinations: extending the logic to organizational 
alliances. Journal of Management. 27(6), pp.679-690. 
 
Hatch, N. W. and Dyer, J. H. 2004. Human capital and learning as a source of 
sustainable competitive advantage. Strategic Management Journal. 25(12), 
pp.1155-1178. 
 
He, Z. L. and Wong, P. K. 2004. Exploration vs. exploitation: an empirical test of the 
ambidexterity hypothesis. Organization Science. 15(4), pp.481-494. 
 
Heffernan, M. 2013. Why did Tesco fail in the U.S.? Cbsnews Moneywatch. [Online]. 
12 September. [Accessed 5 Jun 2016]. Available from: 
https://www.cbsnews.com/news/why-did-tesco-fail-in-the-us/ 
 
Heiligtag, S., Maurenbrecher S. and Niemann N. 2017. From scenario planning to 
stress testing: the next step for energy company. McKinsey. [Online]. [Accessed 




Henderson, R. and Clark, K. 1990. Architectural innovation: the reconfiguration of 
existing product technologies and the failure of established firms. Organization 
Science. 35(1), pp.9-30. 
 
Hurtado-Ayala, A. and Gonzalez-Campo, C. H. 2015. Measurement of knowledge 
absorptive capacity: an estimated indicator for the manufacturing and service 
sector in Colombia. Journal of Globalization, Competitiveness and 
Governability. 9(2), pp.16-42. 
 
Henderson, R. and Cockburn, I. 1994. Measuring competence? Exploring firm effects 
in pharmaceutical research. Strategic Management Journal. 13(S1), pp.63-84. 
 
Herrera, L. and Nieto, M. 2013. Recruitment of PhD researchers by firms. In: the 35th 
Druid Conference. Barcelona: Druid Conference, pp. 17-19. 
 
Herrera, L., Muñoz-Doyague, M. F. and Nieto, M. 2010. Mobility of public 
researchers, scientific knowledge transfer, and the firm's innovation process. 
Journal of Business Research. 63(5), pp.510-518. 
 
Hitt, M. A. and Tyler, B. B. 1991. Strategic decision models: integrating different 
perspectives. Strategic Management Journal. 12(5), pp.327-351. 
 
Hitt, M. A., Hoskisson, R. E. and Ireland, R. D. 1994. A mid-range theory of the 
interactive effects of international and product diversification on innovation and 
performance. Journal of Management. 20(2), pp.297-326. 
 
Hitt, M. A., Li, H. and Worthington, W. J. 2005. Emerging markets as learning 
laboratories: learning behaviours of local firms and foreign entrants in different 
institutional contexts. Management and Organization Review. 1(3), pp.353-380. 
 216 
 
Hitt, M. A., Tihanyi, L., Miller, T. and Connelly, B. 2006. International diversification: 
antecedents, outcomes, and moderators. Journal of Management. 32(6), pp.831-
867. 
 
Hitt, M. A., Hoskisson, R. E. and Ireland, R. D. 1990. Mergers and acquisitions and 
managerial commitment to innovation in M-form firms. Strategic Management 
Journal. 11, pp.29-47. 
 
Hmieleski, K. M. and Baron, R. A. 2008. Regulatory focus and new venture 
performance: a study of entrepreneurial opportunity exploitation under 
conditions of risk versus uncertainty. Strategic Entrepreneurship Journal. 2(4), 
pp.285-299. 
 
Hofheinz, P. 2009. EU 2020: why skills are key for Europe’s future. Lisbon: Lisbon 
Council’s brief. 
 
Hosseini, H., Hamid, K., Azar, A. and Rostamy, A. 2003. The intervening role of 
innovative climate: a study of middle managers in manufacturing organizations 
in Iran. Public Organization Review. 3(2), pp.151-170. 
 
Hotho, J. J., Lyles, M. and Easterby-Smith, M. 2015. The mutual impact of global 
strategy and organizational learning: current themes and future directions. 
Global Strategy Journal. 5(2), pp.85-112. 
 
Howard, M., Steensma, K. H., Lyles, M. and Dhanaraj, C. 2016. Learning to 
collaborate through collaboration: how allying with expert firms influences 
collaborative innovation within novice firms. Strategic Management Journal. 
37(10), pp.2092-2103. 
 
Huber, P. G. 1991. Organizational learning: the contributing processes and the 
literature. Organization Science. 2(1), pp.88-115. 
 
Hull, R. 2016. Half the weight of a normal motor and 107 miles to the gallon: Oil 
giant Shell claims Project M concept is the car of the future. Thisismoney.co.uk. 




Iansiti, M. and West, J. 1997. Technology integration: turning great research into great 
products. Harvard Business Review. 75(3), pp.69-79. 
 
Ibert, O. 2004. Projects and firms as discordant complements: organizational learning 
in the Munich software ecology. Research Policy. 33(10), pp.1529-1546. 
 
Ireland, R. D., Hitt, M. A. and Vaidyanath, D. 2002. Alliance management as a source 
of competitive advantage. Journal of Management. 28(3), pp.413-446. 
 
Jain, H. and Murray, V. 1984. Why the human resources management function fails. 
California Management Review. 26(4), pp.95-110. 
 
 217 
Jansen, J. J. P., Van den Bosch, F. A. J. and Volberda, H. W. 2005. Exploratory 
innovation, exploitative innovation, and ambidexterity: the impact of 
environmental and organizational antecedents. Schmalenbach Business Review. 
57(4), pp.351-363. 
 
Jansen, J. J. P., Van den Bosch, F. A. J. and Volberda, H. W. 2006. Exploratory 
innovation, exploitative innovation, and performance: effects of organizational 
antecedents and environmental moderators. Management Science. 52(11), 
pp.1661-1674. 
 
Jeppesen, L. B. and Lakhani, K. R. 2010. Marginality and problem-solving 
effectiveness in broadcast search. Organization Science. 21(5), pp.1016-1033.  
 
Jittc (Jiangsu Center of International Technology Transfer). 2017. 国外合作机构. 
[Online]. [Accessed 4 Jan 2017]. Available from: 
http://www.jittc.org/About/ViewOne/2764 
 
Johanson, J. and Vahlne, J. E. 2009. The Uppsala internationalization process model 
revisited: from liability of foreignness to liability of outsidership. Journal of 
International Business Studies. 40(9), pp.1411-1431. 
 
Janz, N., Lööf, H., and Peters, B. 2004. Innovation and productivity in German and 
Swedish manufacturing firms: is there a common story? Problems & 
Perspectives in Management. 2, pp.184-204. 
 
Kaasa, A., Vadi, M. and Varblane, U. 2014. Regional cultural differences within 
European countries: evidence from multi-country surveys. Management 
International Review. 54(6), pp.825-852. 
 
Kafouros, M. I., Buckley, P. J., Sharp, J. A. and Wang, C. 2008. The role of 
internationalization in explaining innovation performance. Technovation. 28(1), 
pp.63-74. 
 
Kafouros, M. and Wang, E. Y. (2015), Technology transfer within China and the role 
of location choices. International Business Review. 24(3), pp.353-366. 
 
Kahneman, D. and Tversky, A. 1979. Prospect theory: an analysis of decision under 
risk. Econometrica. 47(2), pp. 263-291. 
 
Kaiser, U. 2002. An empirical test of models explaining research expenditures and 
research cooperation: evidence for the German service sector. International 
Journal of Industrial Organization. 20(6), pp.747-774. 
 
Kale, P., Singh, H. and Perlmutter, H. 2000. Learning and protection of proprietary 
assets in strategic alliances: building relational capital. Strategic Management 
Journal. 21(3), pp.217-237. 
 
Kale, P. and Singh, H. 2007. Building firm capabilities through learning: the role of 
the alliance learning process in alliance capability and firm-level success. 
Strategic Management Journal. 28(10), pp.981-1000. 
 
 218 
Kamien, M. I. and Zang, I. 2000. Meet me halfway: research joint ventures and 
absorptive capacity. International Journal of Industrial Organization. 18(7), 
pp.995-1012. 
 
Kang, H. K. and Kang, J. 2009. How do firms source external knowledge for 
innovation? Analyzing effects of different knowledge sourcing methods. 
International Journal of Innovation Management. 13(1), pp.1-17. 
 
Kang, S. C. and Snell, S. A. 2009. Intellectual capital architectures and ambidextrous 
learning: a framework for human resource management. Journal of Management 
Studies. 46(1), pp.65-92. 
 
Katila, R. and Ahuja, G. 2002. Something old, something new: a longitudinal study 
of search behaviour and new product introduction. Academy of Management 
Journal. 45(6), pp.1183-1194. 
 
Katz, D. and Kahn R. L. 1966. The social psychology of organizations. New York: 
Wiley. 
 
Keller, W. 2009. International trade, foreign direct investment, and technology 
spillovers. In: Hall, B. and Rosenberg, N. eds. Handbook of the economics of 
innovation. North-Holland: Elsevier.  
 
Kim C.-R. and Tajitsu N. 2017. Toyota is reportedly working on an electric car that 
can be charged in moments. Business Insider. [Online]. 25 July. [Accessed 5 July 
2017]. Available from: http://uk.businessinsider.com/toyota-reportedly-
working-on-fast-charging-electric-car-2017-7 
 
Kim, H., Hoskisson, R. E. and Lee, S. H. 2015. Why strategic factor markets matter: 
“new” multinationals' geographic diversification and firm profitability. Strategic 
Management Journal. 36(4), pp.518-536. 
 
Kim, M. 2013. Many roads lead to Rome: implications of geographic scope as a 
source of isolating mechanisms. Journal of International Business Studies. 44(9), 
pp.898-921. 
 
Kim, M. 2016. Geographic scope, isolating mechanisms, and value appropriation. 
Strategic Management Journal. 37(4), pp.695-713. 
 
Kim, T. and Rhee, M. 2009. Exploration and exploitation: internal variety and 
environmental dynamism. Strategic Organization. 7(1), pp.11-41. 
 
Kimberly, J. R. and Evanisko, M. J. 1981. Organizational innovation: the influence 
of individual, organizational, and contextual factors on hospital adoption of 
technological and administrative innovations. Academy of Management Journal. 
24(4), pp.689-713. 
 
Kiss, A. N., Fernhaber, S. and McDougall-Covin, P. P. 2017. [Pre-print]. Slack, 
innovation, and export intensity: implications for small-and medium-sized 
enterprises. Entrepreneurship Theory and Practice. [Online]. [Accessed 15 July 
 219 
2017]. Available from: 
http://onlinelibrary.wiley.com/doi/10.1111/etap.12276/full 
 
Kissane, D. 2016. Disney: why did Disneyland Paris change its name. [Online]. 
[Accessed 5 Jun 2016]. Available from: https://thedozblog.quora.com/Disney-
Why-did-Disneyland-Paris-change-its-name.  
 
Klein, B., Crawford, R. G. and Alchian, A. A. 1978. Vertical integration, appropriable 
rents, and the competitive contracting process. The Journal of Law and 
Economics. 21(2), pp.297-326. 
 
Kleinknecht, A. and Reijnen, J. O. 1992. Why do firms cooperate on R&D? An 
empirical study. Research Policy, 21(4), pp.347-360. 
 
Klepper, S. 1996. Entry, exit, growth, and innovation over the product life cycle. The 
American Economic Review. 86(3), pp.562-583. 
 
Kline, S. J. and Rosenberg, N. eds. 1986. The positive sum strategy: harnessing 
technology for economic growth. Washington: National Academies Press.  
 
Kogut, B. and Chang, S. J. 1991. Technological capabilities and Japanese foreign 
direct investment in the United States. The Review of Economics and Statistics. 
73(3), pp.401-413. 
 
Kogut, B. and Zander, U. 1992. Knowledge of the firm, combinative capabilities, and 
the replication of technology. Organization Science. 3(3), pp.383-397. 
 
Kogut, B., and Zander, U. 1993. Knowledge of the firm and the evolutionary theory 
of the multinational corporation. Journal of International Business Studies. 24(4), 
pp.625-645. 
 
Kogut, B. 1988. Joint ventures: theoretical and empirical perspectives. Strategic 
Management Journal. 9(4), pp.319-332. 
 
Kohler, T., Matzler, K. and Füller, J. 2009. Avatar-based innovation: using virtual 
worlds for real-world innovation. Technovation. 29(6-7), pp.395-407.  
 
Kok, A. W. R. and Ligthart, E. M. P. 2014. Differentiating major and incremental new 
product development: the effects of functional and numerical workforce 
flexibility. Product Development and Management Association. 31(S1), pp.30-
42. 
 
Kostova, T. and Zaheer, S. 1999. Organizational legitimacy under conditions of 
complexity: the case of the multinational enterprise. Academy of Management 
Review. 24(1), pp.64-81. 
 
Lam, A. 2000. Tacit knowledge, organizational learning and societal institutions: an 
integrated framework. Organization Studies. 21(3), pp.487-513. 
 
Lam, A. 2005. Work roles and careers of R&D scientists in network organizations. 
Industrial Relations: A Journal of Economy and Society. 44(2), pp.242-275. 
 220 
 
Lant, T. K. and Mezias, S. J. 1992. An organizational learning model of convergence 
and reorientation. Organization Science. 3(1), pp.47-71. 
 
Laursen, K. and Salter, A. 2006. Open for innovation: the role of openness in 
explaining innovation performance among U.K. manufacturing firms. Strategic 
Management Journal. 27(2), pp.131-150. 
 
Lavie, D. and Rosenkopf, L. 2006. Balancing exploration and exploitation in alliance 
formation. Academy of Management Journal. 49(4), pp.797-818. 
 
Lavie, D., Stettner, U. and Tushman, L. M. 2010. Exploration and exploitation within 
and across organizations. The Academy of Management Annals. 4(1), pp.109-
155. 
 
Lee, H. F., Miozzo, M. and Laredo, P. 2010. Career patterns and competences of PhDs 
in science and engineering in the knowledge economy: the case of graduates 
from a UK research-based university. Research Policy. 39(7), pp.869-881. 
 
Leiponen, A. 2008. Control of intellectual assets in client relationships: implications 
for innovation. Strategic Management Journal. 29(13), pp.1371-1394. 
 
Leonard-Barton, D. and Kraus, W. A. 1985. Implementing new technology. Harvard 
Business Review. [Online]. November. [Accessed 11 Jan 2017]. Available from: 
https://hbr.org/1985/11/implementing-new-technology 
 
Levinthal, D. A. and March, J. G. 1993. The myopia of learning. Strategic 
Management Journal. 14 (special issue), pp.95-112. 
 
Lunenburg, F. C. 2012. Organizational structure: Mintzberg’s framework. 
International Journal of Scholarly, Academic, Intellectual Diversity. 14(1), pp.1-
8. 
 
Levitt, B. and March, J. G. 1988. Organizational learning. Annual Review of Sociology. 
14(1), pp.319-338. 
 
Lichtenthaler, U. 2011. Open innovation: past research, current debates, and future 
directions. The Academy of Management Perspectives. 25(1), pp.75-93. 
 
Liebeskind, J. P. 1996. Knowledge, strategy, and the theory of the firm. Strategic 
Management Journal. 17(S2), pp.93-107.  
 
Liebeskind, J. P., Oliver, A. L., Zucker, L. and Brewer, M. 1996. Social networks, 
learning, and flexibility: sourcing scientific knowledge in new biotechnology 
firms. Organization Science. 7(4), pp.428-443. 
 
Lileeva, A. and Trefler, D. 2010. Improved access to foreign markets raises plant-




Lin, C. H. V. and Sanders, K. 2017. HRM and innovation: a multi-level organisational 
learning perspective. Human Resource Management Journal. 27(2), pp.300-317. 
 
Lin, H. L. 2014. Exploration and exploitation in mergers and acquisitions: an 
empirical study of the electronics industry in Taiwan. International Journal of 
Organizational Analysis. 22 (1), pp.30-47. 
 
Lin, H. E. and McDonough, E. F. 2014. Cognitive frames, learning mechanisms, and 
innovation ambidexterity. The Journal of Product Innovation Management. 
31(S1), pp.170-188. 
 
Lohr, S. 2012. The age of big data. The New York Times. [Online]. 11 February. 




Lord, M. D. and Ranft, A. L. 2000. Organizational learning about new international 
markets: exploring the internal transfer of local market knowledge. Journal of 
International Business Studies. 31(4), pp.573-589. 
 
Lopez, A. 2008. Determinants of R&D cooperation: evidence from Spanish 
manufacturing firms. International Journal of Industrial Organization. 26(1), 
pp.113-136. 
 
Lundvall, B. A. and Nielsen, P. 1999. Competition and transformation in the learning 
economy-Illustrated by the Danish case. Revue d'économie industrielle. 88(1), 
pp.67-89. 
 
Lei, D. and Slocum, J. W. 1992. Global strategy, competence-building and strategic 
alliances. California Management Review. 35(1), pp.81-97. 
 
Love, J. H. and Ganotakis, P. 2013. Learning by exporting: lessons from high-
technology SMEs. International Business Review. 22(1), pp.1-17. 
 
Lu, J. W. and Beamish, P. W. 2001. The internationalization and performance of 
SMEs. Strategic Management Journal. 22(6-7), pp.565-586. 
 
Lu, J. W. and Beamish, P. W. 2004. International diversification and firm 
performance: the S-curve hypothesis. Academy of Management Journal. 47(4), 
pp.598-609. 
 
Luca, L. M. D. and Atuahene-Gima, K. 2007. Market knowledge dimensions and 
cross-functional collaboration: examining the different routes to product 
innovation performance. Journal of Marketing. 71(1), pp.95-112. 
 
Lundvall, B. A. and Johnson, B. 1994. The learning economy and the economics of 
hope. London: Anthem Press.  
 
Lynskey, M. J. 2016. R&D investment in new technology-based firms: strategic and 
entrepreneurial dynamics and the impact of universities. Industry and Higher 
Education. 30(4), pp.278-291. 
 222 
 
Marín‐Idárraga, D. A., Hurtado González, J. M. and Cabello Medina, C. 2016. The 
Antecedents of Exploitation‐Exploration and Their Relationship with 
Innovation: A Study of Managers' Cognitive Maps. Creativity and Innovation 
Management. 25(1), pp.18-37. 
 
Mairesse, J. and Mohnen, P., 2010. Using innovation surveys for econometric analysis. 
Handbook of the Economics of Innovation. 2, pp. 1129-1155.  
 
Madsen, P. M. and Desai, V. 2010. Failing to learn? The effects of failure and success 
on organizational learning in the global orbital launch vehicle industry. Academy 
of Management Journal. 53(3), pp.451-476. 
 
Mahoney, J. T. and Pandian, J. R. 1992. The resource-based view within the 
conversation of strategic management. Strategic Management Journal. 13(5), 
pp.363-380. 
 
Mahoney, J. T. and Qian, L. 2013. Market frictions as building blocks of an 
organizational economics approach to strategic management. Strategic 
Management Journal. 34(9), pp.1019-1041. 
 
Majchrzak, A., Jarvenpaa, S. L. and Bagherzadeh, M. 2015. A review of              
interorganizational collaboration dynamics. Journal of Management. 41(5), 
pp.1338-1360. 
 
Malmberg, A., Sölvell, Ö. and Zander, I. 1996. Spatial clustering, local accumulation 
of knowledge and firm competitiveness. Geografiska Annaler. Series B. Human 
Geography. 78(2), pp.85-97. 
 
Máñez, J. A., Rochina-Barrachina, M. E. and Sanchis-Llopis, J. A. 2015. The dynamic 
linkages among exports, R&D and productivity. The World Economy. 38(4), 
pp.583-612. 
 
Manjón, M., Máñez, J. A., Rochina-Barrachina, M. E. and Sanchis-Llopis, J. A. 2013. 
Reconsidering learning by exporting. Review of World Economics. 149(1), pp.5-
22. 
 
Martinez, G. M., Zouaghi, F. and Marco, G. T. 2017. Diversity is strategy: the effect 
of R&D team diversity on innovative performance. R&D Management. 47(2), 
pp.311-329. 
 
March, J. G. 2010. The ambiguities of experience. New York: Cornell University 
Press. 
 
March, J. G. and Simon, H. A. 1958. Organizations. New York: John Wiley and Sons.  
 
March, J. G. 1991. Exploration and exploitation in organizational learning. 
Organization Science. 2(1), pp.71-87. 
 
Markides, C. C. and Williamson, P. J. 1994. Related diversification, core competences 
and corporate performance. Strategic Management Journal. 15(S2), pp.149-165. 
 223 
 
Marvel, M. R. and Lumpkin, G. T. 2007. Technology entrepreneurs’ human capital 
and its effects on innovation radicalness. Entrepreneurship Theory and Practice. 
31(6), pp.807-828. 
 
Masso, J. and Vahter, P. 2008. Technological innovation and productivity in late-
transition Estonia: econometric evidence from innovation surveys. The 
European Journal of Development Research. 20(2), pp.240-261. 
 
Materia, V. C., Pascucci, S. and Dries, L. 2017. Are in-house and outsourcing 
innovation strategies correlated? Evidence from the European agri-food sector. 
Journal of Agricultural Economics. 68(1), pp.249-268. 
 
Matzler, K., Uzelac, B. and Bauer, F. 2014. The role of intuition and deliberation for 
exploration and exploitation success. Creativity and Innovation 
Management. 23(3), pp.252-263. 
 
McAfee, A., Brynjolfsson, E. and Davenport, T. H. 2012. Big data: the management 
revolution. Harvard Business Review. 90(10), pp.60-68. 
 
McGuirk, H., Lenihan, H. and Hart, M. 2015. Measuring the impact of innovative 
human capital on small firms’ propensity to innovate. Research Policy. 44(4), 
pp.965-976. 
 
McGee, P. 2017. Volvo to use electric motors in all cars from 2019. Financial Times. 
[Online]. 5 July. [Accessed 10 July 2017]. Available from: 
https://www.ft.com/content/471cd6e2-60bc-11e7-91a7-502f7ee26895 
 
Mention, A. L. and Asikainen, A. L. 2012. Innovation and productivity: investigating 
effects of openness in services. International Journal of Innovation Management. 
16(03), pp.124000-1240031. 
 
Meyer, J. W. and Rowan, B. 1977. Institutionalized organizations: formal structure as 
myth and ceremony. American Journal of Sociology. 83(2), pp.440-463. 
 
Miller, D. and Friesen, H. P. 1982. Innovation in conservative and entrepreneurial 
firms: two models of strategic momentum. Strategic Management Journal. 3(1), 
pp.1-25. 
 
Miller, D. and Friesen, P. H. 1986. Porter's (1980) generic strategies and performance: 
an empirical examination with American data: part I: testing Porter. 
Organization Studies. 7(1), pp.37-55. 
 
Miner, A. S., Bassoff, P. and Moorman, C. 2001. Organizational improvisation and 
learning: A field study. Administrative Science Quarterly. 46(2), pp.304-337. 
 
Mitchell, W. and Singh, K. 1993. Detach of the lethargic-effects of expansion into 
new technical subfields on performance in a firm base business. Organization 
Science. 42(2), pp.152-180. 
 
 224 
Mithas, S. and Krishnan, M. S. 2008. Human capital and institutional effects in the 
compensation of information technology professionals in the United States. 
Management Science. 54(3), pp.415-428. 
 
Miotti, L. and Sachwald, F. 2003. Cooperative R&D: why and with whom? An 
integrated framework of analysis. Research Policy. 32(8), pp.1481-1499. 
 
Mitsuhashi, H. 2011. Almost identical experience biases in vicarious learning. 
Industrial and Corporate Change. 24(2), pp.837-869. 
 
Mol, M. J. and Birkinshaw, J. 2009. The sources of management innovation: when 
firms introduce new management practices. Journal of Business Research. 
62(12), pp.1269-1280. 
 
Mom, T. J. M., Van den Bosch, F. A. J. and Volberda, H. W. 2007. Investigating 
managers’ exploration and exploitation activities: the influence of top-down, 
bottom-up, and horizontal knowledge inflows. Journal of Management Studies. 
44(6), pp.910-931. 
 
Monteiro, F., Mol, M. and Birkinshaw, J. 2017. Ready to be open? Explaining the 
firm level barriers to benefiting from openness to external knowledge. Long 
Range Planning. 50(2), pp.282-295. 
 
Monteverde, K. and Teece, D. J. 1982. Supplier switching costs and vertical 
integration in the automobile industry. The Bell Journal of Economics. 13(1), 
pp.206-213. 
 
Morrison, P. D., Roberts, J. H. and von Hippel., E. 2000. Determinants of user 
innovation and innovation sharing in a local market. Management Science. 
46(12), pp.1513-27. 
 
Mowery, D. C. and Rosenberg, N. 1989. Technology and the pursuit of economic 
growth. Cambridge: Cambridge University Press.  
 
Mudambi, R. and Swift, T. 2014. Knowing when to leap: transitioning between 
exploitative and explorative R&D. Strategic Management Journal. 35(1), 
pp.126-145. 
 
Muehlfeld K., Sahib, R. P. and Witteloostuijn, V. A. 2012. A contextual theory of 
organizational learning from failures and successes: a study of acquisition 
completion in the global newspaper industry, 1981-2008. Strategic Management 
Journal. 33(8), pp.938-964. 
 
Muthusamy, S. K. and White, M. A. 2005. Learning and knowledge transfer in 
strategic alliances: a social exchange view. Organization Studies. 26(3), pp.415-
441. 
 
Myers, G. C. 2015. Coactive vicarious learning: towards a relational theory of 
vicarious learning in organizations. Boston: Harvard Business Publishing. 
 
March, J. G. and Simon, H. A. 1993. Organizations. 2nd ed. Malden: Blackwell. 
 225 
 
Nakamura, M., Shaver, J. M. and Yeung, B. 1996. An empirical investigation of joint 
venture dynamics: evidence from US-Japan joint ventures. International Journal 
of Industrial Organization. 14(4), pp.521-541. 
 
NSF (National Science Foundation). 1959. Science and Engineering in American 
Industry: Report on a 1956 Survey. Washington: NSF 59-50. 
 
Nelson, R. ed. 1993. National Innovation Systems: a comparative Analysis. New York: 
Oxford University Press.  
 
Nelson, R. R. and Phelps, E. S. 1966. Investment in humans, technological diffusion, 
and economic growth. The American Economic Review. 56(1/2), pp. 69-75.  
 
Nelson, R. and Winter, S. G. 1982. An evolutionary theory of economic change. 
Cambridge: Belknap Press/Harvard University Press. 
 
Nelson, R. 1996. Sources of economic growth. Cambridge: Harvard University Press. 
 
Neves, A., Teixeira, A. A. and Silva, S. T. 2016. Exports-R&D investment 
complementarity and economic performance of firms located in Portugal. 
Investigación Económica. 75(295), pp.125-156. 
 
Nicholls-Nixon, L. C., Cooper, C. A. and Woo, Y. C. 2000. Strategic experimentation: 
understanding change and performance in new ventures. Journal of Business 
Venturing. 15(5-6), pp.493-521. 
 
Nohria, N. and Gulati, R. 1996. Is slack good or bad for innovation? Academy of 
Management Journal. 39(5), pp.1245-1264. 
 
Nooteboom, B. 1999. Inter-firm alliances: Analysis and design. London: Psychology 
Press. 
 
Norman, P. M. 2002. Protecting knowledge in strategic alliances: resource and 
relational characteristics. The Journal of High Technology Management 
Research. 13(2), pp.177-202. 
 
O’Reilly III, C. A. and Chatman, J. A. 1996. Culture as social control: corporations, 
culture and commitment. In: Staw B. M. and Cummings L. L. eds. Research in 
organizational behaviour. Greenwich: JAI Press, pp. 157-200. 
 
O’Reilly III, C. A. and Tushman, L. M. 2008. Ambidexterity as a dynamic capability: 
resolving the innovator’s dilemma. Research in Organizational Behaviour. 28, 
pp.185-206. 
 
O’Relly III, C. A. 1982. Variations in decision makers’ use of information sources: 
the impact of quality and accessibility of information. Academic Management 
Journal. 25(4), pp.756-771. 
 
Ocasio, W. 1997. Towards an attention-based view of the firm. Strategic Management 
Journal. 18, pp.187-206. 
 226 
 
OECD. 1995. Manual on the measurement of human resource devoted to science and 
technology. Paris: OECD Publishing. 
 
OECD. 2005. The measurement of scientific and technological activities. Oslo 
manual: guidelines for collecting and interpreting innovation data. 3rd ed. Paris: 
OECD publishing. 
 
OECD. 2008. OECD science, technology and industry outlook. Paris: OECD 
Publishing. 
 
OECD. 1970. The measurement of scientific and technical activities: proposed 
standard practice for surveys of research and experimental development. Paris: 
OECD Publishing. 
 
OECD. 2002. Frascati Manual: proposed standard practice for surveys on research 
and experimental development. 6th ed. Paris: OECD Publishing. 
 
Offerman, T. and Sonnemans, J. 1998. Learning by experience and learning by 
imitating successful others. Journal of Economic Behaviour and Organization. 
34(4), pp.559-575. 
 
Oliver, B. 2008. Gordon Murrary Design T25 (2012) first pictures. Car Magazine. 




Østergaard, C. R., Timmermans, B. and Kristinsson, K. 2011. Does a different view 
create something new? The effect of employee diversity on innovation. Research 
Policy. 40(3), pp.500-509. 
 
Petruzzelli, M. A. 2009. The impact of technological relatedness, prior ties, and 
geographical distance on university-industry collaborations: a joint-patents 
analysis. Technovation. 31(7), pp. 309-319. 
 
PITEC Survey. 2010. [Online]. [Accessed 5 December 2014]. Available from: 
https://services.icono.fecyt.es/pitec/Documents/cuestionario10.pdf 
 
Pfeffer, J. and Salancik, G. R. 1978. The external control of organizations: a resource 
dependence approach. New York: Harper and Row Publishers. 
 
Phene, A. K. and Fladmoe-Lindquist, L. M. 2006. Breakthrough innovations in the 
U.S. biotechnology industry: the effects of technological space and geographic 
origin. Strategic Management Journal. 27(4), pp.369-388. 
 
Phene, A., Tallman, S. and Almeida, P. 2012. When do acquisitions facilitate 
technological exploration and exploitation? Journal of Management. 38(3), 
pp.753-783. 
 
Piore, M. J. 1985. Introduction. In: Doeringer, P. and Piore, M. J. eds. Internal labour 
markets and manpower analysis. New York: M. E. Sharpe Inc, pp.7-157. 
 227 
 
Pisano, G. P. and Wheelwright, S. C. 1995. The new logic of high-tech R&D. Long 
Range Planning. 28(6), pp.128-128. 
 
Pisano, G. 1989. Using equity participation to support exchange: evidence from the 
biotechnology industry. Journal of Law, Economics and Organization. 5(1), 
pp.109-126. 
 
Polenske, K. R. 2004. Competition, collaboration and cooperation: an uneasy triangle 
in networks of firms and regions. Regional Studies. 38(9), pp.1029-1043. 
 
Ponomariov, B. L. and Boardman, P. C. 2010. Influencing scientists' collaboration 
and productivity patterns through new institutions: university research centers 
and scientific and technical human capital. Research Policy. 39(5), pp.613-624. 
 
Porter, M. E. 1980. Competitive strategy: techniques for analyzing industries and 
competitors. New York: Free Press. 
 
Posen, E. H. and Levinthal, A. D. 2012. Chasing a moving target: exploitation and 
exploration in dynamic environments. Management Science. 58(3), pp.587-601. 
 
Powell, W. W. 1998. Learning from collaboration: knowledge and networks in the 
biotechnology and pharmaceutical industries. California Management Review. 
40(3), pp.228-240. 
 
Powell, W. W., Koput, K. W. and Smith-Doerr, L. 1996. Interorganizational 
collaboration and the locus of innovation: networks of learning in biotechnology. 
Administrative Science Quarterly. pp.116-145. 
 
Quintana-Garcia, C. and Benavides-Velasco, C. A. 2004. Cooperation, competition, 
and innovative capability: a panel data of European dedicated biotechnology 
firms. Technovation. 24(12), pp.927-938. 
 
Ray, M. L. and Myers, R. 1986. Creativity in business. New York: Doubleday. 
 
Rerup, C. and Feldman, M. 2011. Routines as a source of change in organizational 
schemata: the role of trial-and-error learning. Academy of Management Journal. 
54(3), pp.577-610. 
 
RETAILinasai. 2016. 3 reasons Marks and Spencer failed in China. RETAILinasai. 




Ritala, P., Hurmelinna-Laukkanen, P. and Blomqvist, K. 2009. Tug of war in 
innovation-coopetitive service development. International Journal of Services 
Technology and Management. 12(3), pp.255-272. 
 
Roach, M. and Sauermann, H. 2010. A taste for science? PhD scientists’ academic 




Raffo, J., Lhuillery, S. and Miotti, L. 2008. Northern and southern innovativity: a 
comparison across European and Latin American countries. The European 
Journal of Development Research. 20(2), pp.219-239. 
 
Roach, M. 2009. When do firms use public research? Empirical evidence of 
knowledge flows from universities and government labs to industrial R&D. 
Copenhagen: Copenhagen Business School Press. 
 
Roper, S. Vahter, P. and Love, H. J. 2013. Externalities of openness in innovation. 
Research Policy. 42(9), pp.1544-1554. 
 
Rosenkopf, L. and Almeida, P. 2003. Overcoming local search through alliances and 
mobility. Management Science. 49(6), pp.751-66. 
 
Rosenkopf, L. and Tushman, M. L. 1998. The coevolution of community networks 
and technology: lessons from the flight simulation industry. Industrial and 
Corporate Change. 7(2), pp.311-346. 
 
Rosenkopf, L. and Nerkar, A. 2001. Beyond local search: boundary-spanning, 
exploration, and impact in the optical disk industry. Strategic Management 
Journal. 22(4), pp.287-306. 
 
Rothaermel, F. T. and Boeker, W. 2008. Old technology meets new technology: 
complementarities, similarities, and alliance formation. Strategic Management 
Journal. 29(1), pp.47-77. 
 
Rothaermel, F. T. and Deeds, L. D. 2004. Exploration and exploitation alliances in 
biotechnology: a system of new product development. Strategic Management 
Journal. 25(3), pp.201-221. 
 
Saemundsson, J. R. and Candi, M. 2014. Antecedents of innovation strategies in new 
technology-based firms: interactions between the environment and founder team 
composition. Journal of Product Innovation Management. 31(5), pp. 939-995. 
 
Salomon, R. M. and Shaver, J. M. 2005. Learning by exporting: new insights from 
examining firm innovation. Journal of Economics and Management Strategy. 
14(2), pp.431-460. 
 
Spithoven, A. and Teirlinck, P. 2010. External R&D: exploring the functions and 
qualifications of R&D personnel. International Journal of Innovation 
Management. 14(06), pp.967-987. 
 
Santoro, M. D. and Chakrabarti, A. K. 2002. Firm size and technology centrality in 
industry-university interactions. Research Policy. 31(7), pp.1163-1180. 
 
Sato, H. 2012. Routine-based view of organizational learning and mechanisms of 
myopia. Annals of Business Administrative Science. 11(0), pp.45-54. 
 
Sharfman, M. P., Wolf, G., Chase, R. B. and Tansik, D. A. 1988. Antecedents of 
organizational slack. Academy of Management Review. 13(4), pp.601-614. 
 229 
 
Sauermann, H. and Cohen, W. M. 2010. What makes them tick? Employee motives 
and firm innovation. Management Science. 56(12), pp.2134-2153. 
 
Sauermann, H. and Cohen, W. 2008. What makes them tick? Employee motives and 
industrial innovation. NBER Working Paper no. 14443. 
 
Sauermann, H. and Stephan, P. E. 2009. Twins or strangers? Differences and 
similarities between academic and industrial science. NBER Working Paper, 
16113. 
 
Schartinger, D., Rammer, C., Fischer, M. M. and Fröhlich, J. 2002. Knowledge 
interactions between universities and industry in Austria: sectoral patterns and 
determinants. Research Policy. 31(3), pp.303-328. 
 
Schech, S., Kelton, M., Carati, C. and Kingsmill, V. 2017. Simulating the global 
workplace for graduate employability. Higher Education Research and 
Development. 36(7), pp.1-14. 
 
Schein, E. H. 2004. Organizational culture and leadership (3rd ed.). San Francisco: 
John Wiley & Sons. 
 
Scherer, F. M. and Huh, K. 1992. Top managers education and R&D investment. 
Research Policy. 21(6), pp.507-511. 
 
Schwens, C., Zapkau, F. B., Bierwerth, M., Isidor, R., Knight, G. and Kabst, R. 2017. 
International Entrepreneurship: A Meta-Analysis on the Internationalization and 
Performance Relationship. Entrepreneurship Theory and Practice. Early View 
(Online Version of Record Published before Inclusion in an Issue). 
 
Selnes, F. and Sallis, J. 2003. Promoting relationship learning. Journal of Marketing. 
67(3), pp.80-95. 
 
SGI. 2017. Spain. [Online]. [Access on 5 Jan 2018]. Available from: http://www.sgi-
network.org/2017/Spain/Economic_Policies 
 
Senker, J. 1993. The contribution of tacit knowledge to innovation. AI & Society: 
Knowledge, Culture and Communication. 7(3), pp.208-224. 
 
Shane, S. A. 2003. A general theory of entrepreneurship: the individual-opportunity 
nexus. UK: Edward Elgar Publishing Limited. 
 




Shipton, H., Sparrow, P., Budhwar, P. and Brown, A. 2017. HRM and innovation: 
looking across levels. Human Resource Management Journal. 27(2), pp.246-263. 
 
 230 
Sidhu, J. S., Volberda, H. W. and Commandeur, H. R. 2004. Exploring exploration 
orientation and its determinants: some empirical evidence. Journal of 
Management Studies. 41(6), pp.913-932. 
 
Simon, H. A. 1996. Bounded rationality and organizational learning. In: Cohen, M. 
D. and Sproull, L. S. eds. Organizational learning. Thousand Oaks: Sage, 
pp.175-187.  
 
Singh, J. V. 1986. Performance, slack, and risk taking in organizational decision 
making. Academy of Management Journal. 29(3), pp.562-585. 
 
Siotis, G. 1999. Foreign direct investment strategies and firms' capabilities. Journal 
of Economics and Management Strategy. 8(2), pp.251-270. 
 
Smith, K. G., Collins, C. J. and Clark, K. D. 2005. Existing knowledge, knowledge 
creation capability, and the rate of new product introduction in high-technology 
firms. Academy of Management Journal. 48(2), pp.346-357. 
 
Smith, W. K. and Tushman, M. L. 2005. Managing strategic contradictions: a top 
management model for managing innovation streams. Organization Science. 
16(5), pp.522-536. 
 
Sofka, W. and Grimpe, C. 2010. Specialized search and innovation performance-
evidence across Europe. R&D Management. 40(3), pp.310-23. 
 
Soh, P. H. and Subramanian, M. A. 2014. When do firms benefit from university-
industry R&D collaborations? The implications of firm R&D focus on scientific 
research and technological recombination. Journal of Business Venturing. 29(6), 
pp.807-821. 
 
Song, X. M. and Montoya-Weiss, M. M. 1998. Critical development activities for 
really new versus incremental products. Journal of Product Innovation 
Management. 15(2), pp.124-35. 
 
Sorensen, J. B. and Stuart, T. E. 2000. Aging, obsolescence, and organizational 
innovation. Administrative Science Quarterly. 45(1), pp.81-112. 
 
Sorensen, J. B. 2002. The strength of corporate culture and the reliability of firm 
performance. Administrative Science Quarterly. 47(1), pp.70-91. 
 
Stalk, G., Evans, P. and Shulman, L. E. 1992. Competing on capabilities: the new 
rules of corporate strategy. Harvard Business Review. 70(2), pp.57-69. 
 
Stanczyk-Hugiet, E., Piórkowska, K. and Stanczyk, S. 2016. Organizational routines 
impact on interfirm collaboration. rationale and research framework. 
International Review of Management and Business Research. 5(2), p.430. 
 
Stephan, P. E. and Levin, S. G. 1992. Striking the mother lode in science: the 
importance of age, place, and time. New York: Oxford University Press. 
 
 231 
Stern, S. 2004. Do scientists pay to be scientists? Management Science. 50(6), pp.835-
853. 
 
Stolba, A. 2009. Ikea’s failure and success on the Japanese market. BA. thesis, 
Aarhus School of Business. [Online]. [Access 5 Jun 2016]. 
Available from: http://pure.au.dk/portal/files/7566/Afhandlinge  
 
Stuart, T. E. and Ding, W. W. 2006. When do scientists become entrepreneurs? The 
social structural antecedents of commercial activity in the academic life sciences. 
American Journal of Sociology. 112(1), pp.97-144. 
 
Stuermer, M., Spaeth, S. and von Krogh, G. 2009. Extending private-collective 
innovation: a case study. R&D Management. 39 (2), pp.170-191. 
 
Sutton, H. 1988. Competitive intelligence. New York: The Conference Board. 
 
Tabrizi, B. and Walleigh, R. 1997. Defining next-generation products: an inside look. 
Harvard Business Review. 75(6), pp.116-124. 
 
Tang, C. Y. and Tikoo, S. 1999. Operational flexibility and market valuation of 
earnings. Strategic Management Journal. 20(8), pp.749-761. 
 
Tesavrita, C., Suryadi, K., Wiratmadja, I. I. and Govindaraju, R. 2017. Intra-
organizational and inter-organizational knowledge sharing in collaborative 
learning process: a conceptual framework for SME. In Industrial Engineering 
and Applications (ICIEA), 2017, pp. 187-191. 
 
Teece, D. J. 1986. Profiting from technological innovation: implications for 
integration, collaboration, licensing and public policy. Research Policy. 15(6), 
pp.285-305. 
 
Teece, D. J. 1988. Technological change and the nature of the firm, in Dosi, G., 
Freeman, C., Nelson, R., Silverberg, G., and Soete, L. eds. Technological 
Change and Economic Theory. New York: Pinter, pp.256-281. 
 
Teixeira, A. A. and Tavares-Lehmann, A. T. 2014. Human capital intensity in 
technology-based firms located in Portugal: does foreign ownership matter? 
Research Policy. 43(4), pp.737-748. 
 
Tidd, J., Bessant, J. and Pavitt, K. 2001. Managing innovation. 2nd ed. New York: 
John Wiley & Sons. 
 
Tognazzo, A., Destro, F. and Gubitta, P. 2013. Patenting in family firms. International 
Journal of Entrepreneurship and Innovation Management. 17(1-3), pp.84-104. 
 
Tödtling, F., Lehner, P. and Kaufmann, A. 2009. Do different types of innovation rely 
on specific kinds of knowledge interactions? Technovation. 29(1), pp.59-71. 
 
Toner, P. 2011. Workforce skills and innovation: an overview of major themes in the 
literature, OECD directorate for science, technology and industry (STI). Centre 
for Educational Research and Innovation (CERI): SG/INNOV(2011)1.  
 232 
 
Toole, A. A. and Czarnitzki, D. 2009. Exploring the relationship between scientist 
human capital and firm performance: the case of biomedical academic 
entrepreneurs in the SBIR program. Management Science. 55(1), pp.101-114. 
 
Tripsas, M. 1997. Unraveling the process of creative destruction: complementary 
assets and incumbent survival in the typesetter industry. Strategic Management 
Journal. 18(6), pp.119-142. 
 
Tsai, W. and Ghoshal, S. 1998. Social capital and value creation: the role of intrafirm 
network. Academy of Management Journal. 41(4), pp.464-476. 
 
Tamayo, M. P. and Huergo, E. 2017. Determinants of internal and external R&D 
offshoring: evidence from Spanish firms. Industry and Innovation. 24(2), pp.143-
164. 
 
Tsang, E. W. 1999. A preliminary typology of learning in international strategic 
alliances. Journal of World Business. 34(3), pp.211-229. 
 
Tsang, E. W. K. 2002. Acquiring knowledge by foreign partners from international 
joint ventures in a transition economy: learning-by-doing and learning myopia. 
Strategic Management Journal. 23(9), pp.835-854. 
 
Tuncdogan, A., Van Den Bosch, F. and Volberda, H. 2015. Regulatory focus as a 
psychological micro-foundation of leaders' exploration and exploitation 
activities. The Leadership Quarterly. 26(5), pp.838-850. 
 
Tushman, M. L. and Rosenkopf, L. 1992. Organizational determinants of 
technological-change-toward a sociology of technological evolution. Research 
in Organizational Behaviour. 14, pp.311-347. 
 
Trist, E. 1983. Referent organizations and the development of inter-organizational 
domains. Human Relations. 36(3), pp.269-284. 
 
Tushman, M. L. and Romanelli, E. 1985. Organizational evolution: a metamporphosis 
model of convergence and reorientation. Research in Organizational Behaviour. 
7, pp.171-222. 
 
Ucbasaran, D. Westhead, P. and Wright, M. 2008. Opportunity identification and 
pursuit: does an entrepreneur’s human capital matter? Small Business Economics. 
30(2), pp.153-173. 
 
Udagawa, M. 1995. The development of production management at the Toyota Motor. 
Corporation. Business History. 37(2), pp.107-120. 
 
Udayagiri, N. D. and Balakrishnan, S. 1993. Learning curves and knowledge 
spillovers: the case of semiconductor memories. Pennsylvania: Penn Press. 
 
Un, C. A. and Asakawa, K. 2015. Types of R&D collaborations and process 
innovation: The benefit of collaborating upstream in the knowledge chain. 
Journal of Product Innovation Management. 32(1), pp.138-153. 
 233 
 
Utterback, J. and Abernathy, W. 1975. A Dynamic Model of Process and Product 
Innovation. Omega. 3(6) pp. 639-656.  
 
Vargo, S. L. and Lusch, R. F. 2004. Evolving a new dominant logic for marketing. 
Journal of Marketing. 68(1), pp.1-17. 
 
Vega-Jurado, J., Gutiérrez-Gracia, A. and Fernández-de-Lucio, I. 2009. Does external 
knowledge sourcing matter for innovation? Evidence from the Spanish 
manufacturing industry. Industrial and Corporate Change. 18(4), pp. 637-670. 
 
Veugelers, M., Bury, J. and Viaene, S. 2010. Linking technology intelligence to open 
innovation. Technological Forecasting and Social Change. 77(2), pp.335-343. 
 
Veugelers, R. and Cassiman, B. 1999. Make and buy in innovation strategies: 
evidence from Belgian manufacturing firms. Research Policy. 28(1), pp.63-80. 
 
Veugelers, R. 1997. Internal R&D expenditures and external technology sourcing. 
Research Policy. 26(3), pp.303-315. 
 
Von Hippel, E. 1994. “Sticky information” and the locus of problem solving: 
implications for innovation. Management Science. 40(4), pp.429-439. 
 
Von Hippel, E. 1988. The sources of innovation. New York: Oxford University Press. 
 
Voss, G. B., Sirdeshmukh, D. and Voss, Z. G. 2008. The effects of slack resources 
and environmental threat on products exploration exploitation. Academy of 
Management Journal. 51(1), pp.147–164. 
 
Wagner, J. 2007. Exports and productivity: a survey of the evidence from firm-level 
data. The World Economy. 30(1), pp.60-82. 
 
Walker, G. and Weber, D. 1984. A transaction cost approach to make-or-buy 
decisions. Administrative Science Quarterly. 29(3), pp.373-391. 
 
Walker, H., Schotanus, F., Bakker, E. and Harland, C. 2013. Collaborative 
procurement: a relational view of buyer-buyer relationships. Public 
Administration Review. 73(4), pp.588-598. 
 
Walley, K. 2007. Coopetition: an introduction to the subject and an agenda for 
research. International Studies of Management and Organization. 37(2), pp.11-
31. 
 
Wally, S. and Baum, J. R. 1994. Personal and structural determinants of the pace of 
strategic decision making. Academy of Management Journal. 37(4), pp.932-956. 
 
Wang, C. L. and Ahmed, P. K. 2004. The development and validation of the 
organisational innovativeness construct using confirmatory factor analysis. 
European Journal of Innovation Management. 7(4), pp. 303–313.  
 
 234 
Wernerfelt, B. and Karnani, A. 1987. Competitive strategy under uncertainty. 
Strategic Management Journal. 8(2), pp.187-194. 
 
West, G. P. and Noel, T. W. 2009. The impact of knowledge resources on new venture 
performance. Journal of Small Business Management. 47(1), pp.1-22. 
 
West, J, and Bogers, M. 2014. Leveraging external sources of innovation: a review of 
research on open innovation. Journal of Product Innovation Management. 31(4), 
pp. 814-831. 
 
Westney, D. E. 1993. Institutionalization theory and the multinational corporation, In 
Organization theory and the multinational corporation (Westney E ed.), New 
York: St Martin’s Press, pp.53-76.  
 
Widyaningrum, D. T. 2015. Using Big Data in Learning Organizations. 3rd 
International Seminar and Conference on Learning Organization (ISCLO 2015).  
 
Wiersema, M. F. and Bowen, H. P. 2011. The relationship between international 
diversification and firm performance: why it remains a puzzle. Global Strategy 
Journal. 1(1/2), pp.152-170. 
 
Wilbon, A. D. 2000. Executive technology education and firm performance. 
Technology Management: Strategies and Applications. 5(1), pp.103-109.  
 
Williamson, O. E. 2000. The new institutional economics: taking stock, looking ahead. 
Journal of Economic Literature. 38(3), pp.595-613. 
 
Williamson, O. E. 1985. The economic institutions of capitalism: firms, markets, 
relational contracting. UK: Simon and Schuster. 
 
Williamson, O. E. 1991. Comparative economic organization: the analysis of discrete 
structural alternatives. Administrative Science Quarterly. 36(2), pp.269-296. 
 
Witt, U. 1998. Imagination and leadership-the neglected dimension of an evolutionary 
theory of the firm. Journal of Economic Behaviour and Organization. 35(2), 
pp.161-177. 
 
World Bank, 1997. World Development Report: the State in a Changing World. New 
York: Oxford University Press. 
 
Wright, A. 1988. The comparative performance of MBAs vs. undergraduate 
accounting majors in public accounting. Accounting Review. 63(1), pp.123-136. 
 
Wright, P. M. 1994. Goal setting and monetary incentives: motivational tools that can 
work too well. Compensation & Benefits Review. 26(3), pp.41-49. 
 
Wu, F. and Cavusgil, S. T. 2006. Organizational learning, commitment, and joint 




Xu, S. C. 2015. Balancing the two knowledge dimensions in innovation efforts: an 
empirical examination among pharmaceutical firms. Product Development and 
Management Association. 32(4), pp. 610-621. 
 
Yelle, L. E. 1979. The learning curve: historical review and comprehensive survey. 
Decision Sciences. 10(2), pp.302-328. 
 
Yeoh, P. L. 2004. International learning: antecedents and performance implications 
among newly internationalizing companies in an exporting context. 
International Marketing Review. 21(4/5), pp.511-535. 
 
Zacher, H., Robinson, A. J. and Rosing, K. 2014. Ambidextrous leadership and 
employees' self-reported innovative performance: the role of exploration and 
exploitation behaviours. The Journal of Creative Behaviour. 50(1), pp.1-25. 
 
Zellner, C. 2003. The economic effects of basic research: evidence for embodied 
knowledge transfer via scientists’ migration. Research Policy. 32(10), pp.1881-
1895. 
 
Zhang, H., Wu, F. and Cui, A. S. 2015. Balancing market exploration and market 
exploitation in product innovation: A contingency perspective. International 
Journal of Research in Marketing. 32(3), pp.297-308. 
 
Zhou, Z. K. and Wu, F. 2010. Technological capability, strategic flexibility, and 
product innovation. Strategic Management Journal. 31(5), pp.547-561. 
 
Zollo, M. and Singh, H. 1998. The impact of knowledge codification, experience 
trajectories and integration strategies on the performance of corporate 
acquisitions. Working Paper, INSEAD, Fontainebleau. 
 
Zollo, M. and Singh, H. 2004. Deliberate learning in corporate acquisitions: post-
acquisition strategies and integration capability in US bank mergers. Strategic 
Management Journal. 25(13), pp.1233-1256. 
 
Zucker, L. G. 1987. Institutional theories of organization. Annual Review of Sociology. 
13(1), pp.443-464. 
 
 
 
 
 
 
 
 
 
