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Regresi komponan utama (RKU) robust adalah kombinasi antara analisis 
komponen utama robust dan regresi robust untuk mengatasi pelanggaran 
asumsi normalitas dan multikolinieritas. Multikolinieritas pada data akan 
menyebabkan varians penduga parameter regresi semakin besar. Salah satu 
penyebab pelanggaran asumsi normalitas adalah pencilan. Pencilan akan 
mengakibatkan bentuk sebaran data tidak normal sehingga menyebabkan 
penduga parameter regresi bersifat bias. Metode yang memiliki breakdown 
point dan efisiensi tinggi pada analisis komponen utama robust adalah 
Minimum Covariance Determinant (MCD) dan pada metode regresi robust 
adalah estimasi-MM. Penelitian ini bertujuan untuk mengetahui 
perbandingan RKU klasik dan RKU robust MCD-MM dalam mengatasi 
multikolinieritas yang dilihat dari standar eror penduga parameter regresi dan 
pencilan yang dilihat dari nilai bias dan Mean Square Error (MSE). Data 
yang digunakan merupakan data simulasi dengan tingkat kolinieritas sebesar 
𝜌=0,99 dan persentase tingkat pencilan yaitu 5%, 10%, 15%, 20%, dan 25%. 
Hasil dari penelitian ini menunjukkan bahwa RKU robust MCD-MM dapat 
mengatasi multikolinieritas yang dibuktikan dengan standar eror penduga 
parameter lebih kecil daripada RKU klasik. Selain itu, RKU robust MCD-
MM lebih efektif dan efisien dalam mengatasi masalah pencilan dengan 
melihat rata-rata bias dan MSE yang dihasilkan pada setiap persentase 
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ROBUST PRINCIPAL COMPONENTS REGRESSION USING 
MINIMUM COVARIANCE DETERMINANT (MCD) METHOD 
WITH MM-ESTIMATOR APPROACH TO OVERCOME 





Robust principal components regression (PCR) is a combination of robust 
principal component analysis and robust regression to overcome violations 
of normality and multicollinearity assumptions. Multicollinearity will cause 
the variance of the regression parameter estimator larger. One of the cause 
of violation of the normality assumption is outliers. Outliers will cause the 
shape of the data distribution not following the normal distribution, causing 
the regression parameter estimator biased. The method that has a high 
breakdown point and high efficiency in the robust principal component 
analysis is Minimum Covariance Determinant (MCD) and the robust 
regression method is MM-estimator. This research aims to determine the 
comparison of classical PCR and robust PCR with MCD-MM method in 
overcoming multicollinearity as seen from the standard error of the 
regression parameter estimator and outliers seen from the value of bias and 
Mean Square Error (MSE). The data used is a simulation data with a 
collinearity level of 𝜌=0,99 and the percentage of outliers is 5%, 10%, 15%, 
20%, and 25%. The results of this research indicate that the robust PCR with 
MCD-MM can overcome multicollinearity as evidenced by the standard 
error of the parameter estimator which is smaller than classical PCR. In 
addition, the robust PCR with MCD-MM method is more effective and 
efficient in overcoming the problem of outliers by looking at the average bias 
and MSE generated at each percentage of outlier levels in the data which is 
smaller than the average bias and MSE in the classical PCR. 
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1.1. Latar Belakang 
 Analisis regresi adalah salah satu metode analisis data dalam 
statistika yang bertujuan untuk mengetahui hubungan antar variabel 
prediktor terhadap variabel respon. Dalam analisis regresi jika hanya 
terdapat satu variabel prediktor maka disebut dengan analisis regresi 
linier sederhana. Jika terdapat dua variabel prediktor atau lebih maka 
disebut dengan analisis regresi linier berganda. Pada analisis regresi 
linier terdapat asumsi yang harus dipenuhi yaitu asumsi normalitas, 
multikolinieritas, autokorelasi, dan heteroskedastisitas (Gujarati, 
2004). Pemenuhan asumsi regresi linier ada kalanya mengalami 
hambatan dimana timbul suatu permasalahan yang membuat satu atau 
lebih bahkan keseluruhan asumsi tersebut terlanggar. Permasalahan 
tersebut dapat ditimbulkan oleh karakteristik data yang mungkin 
menyimpang dari kaidah statistika.  
 Permasalahan yang sering dihadapi dalam analisis regresi 
linier berganda adalah terdapat multikolinieritas antar variabel 
prediktor dimana hal tersebut terjadi dikarenakan terdapat korelasi 
yang kuat antar variabel prediktor. Korelasi yang kuat antar variabel 
prediktor akan menyebabkan matriks  𝑿#𝑿 menjadi matriks dengan 
kondisi yang buruk atau mendekati singular yang pada akhirnya dapat 
menyebabkan nilai penduga ragam bagi parameter regresi menjadi 
lebih besar (Drapper dan Smith, 1992). Namun, hal tersebut dapat 
diatasi dengan salah satu metode yaitu menggunakan regresi 
komponen utama.  
 Menurut Notiragayu dan Nisa (2008), regresi komponen 
utama klasik adalah suatu analisis kombinasi antara analisis regresi 
dan analisis komponen utama. Analisis regresi komponen utama 
digunakan bila dalam pembentukan model pendugaan variabel 
prediktor yang digunakan banyak dan terdapat hubungan yang erat 
antar variabel prediktornya yang dibentuk dari dua tahap yaitu 
menggunakan vektor ciri dan matriks kovarians sampel klasik dan 
kemudian diregresikan terhadap variabel respon dengan metode 
kuadrat terkecil. Metode kuadrat terkecil adalah suatu metode yang 
digunakan untuk menduga koefisien regresi dengan cara 
meminimumkan jumlah kuadrat residual. Penggunaan metode kuadrat 
terkecil tersebut memiliki beberapa asumsi klasik yang harus dipenuhi 
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yaitu galat merupakan variabel random dan mengikuti distribusi 
normal, varians dari galat adalah konstan dan memiliki 
homoskedastisitas, tidak terdapat autokorelasi, dan tidak terdapat 
multikolinieritas antar variabel prediktor. Pemenuhan asumsi tersebut 
akan dihasilkan penduga parameter yang bersifat Best Linear 
Unbiased Estimation (BLUE). Namun pada penerapannya, metode ini 
sangat sensitif dengan adanya pencilan (outlier). 
 Dalam menentukan komponen utama pada regresi komponen 
utama dilakukan proses melalui tahapan analisis komponen utama. 
Analisis komponen utama yang berdasarkan matriks varians kovarians 
sangat sensitif terhadap adanya pencilan pada data pengamatan 
terutama pada variabel prediktor. Pencilan adalah kondisi dimana 
terdapat satu atau beberapa observasi yang berbeda dari observasi lain 
yang letaknya jauh dari pola kumpulan observasi secara keseluruhan. 
Pencilan dalam data akan mengakibatkan bentuk sebaran data tidak 
lagi simetris dan tidak mengikuti sebaran normal sehingga melanggar 
asumsi normalitas. Hal itu akan mempengaruhi proses pendugaan 
parameter menggunakan metode kuadrat terkecil akan menyebabkan 
pendugaan koefisien garis regresi yang diperoleh tidak tepat yaitu 
penduga koefisien akan bersifat bias. Pencilan pada analisis regresi 
linier terdapat pada tiga letak yaitu pencilan pada variabel respon, 
pencilan pada variabel prediktor, dan pencilan yang terdapat pada 
variabel respon dan variabel prediktor. Terdapat suatu metode yang 
digunakan untuk mengatasi pencilan pada regresi komponen utama 
yaitu dengan menggunakan metode robust pada kedua tahap yaitu 
tahap analisis komponen utama dengan menggunakan analisis 
komponen utama robust dan tahap kedua yaitu regresi robust.  
 Metode dalam analisis komponen utama robust menurut 
Rousseeuw (1985) yaitu Minimum Covariance Determinant (MCD) 
dan Minimum Volume Ellipsoid (MVE). Sedangkan dalam regresi 
robust terdapat beberapa metode yaitu estimasi-M, Least Median of 
Squares (LMS), Least Trimmed Square (LTS), estimasi-S, dan 
estimasi-MM. Kelima metode regresi robust tersebut mempunyai 
kelemahan dan kelebihan masing-masing dan dapat dibandingkan 
melalui breakdown point dan efisiensinya. Semakin tinggi efisiensi 
dan breakdown point darisuatu estimator maka semakin robust atau 
resisten estimator tersebut terhadap pencilan (Wilcox, 2005).  
 Pada penelitian sebelumnya, menurut Sujatmiko dkk. (2005) 




menggunakan matriks varians kovarians yang robust menghasilkan 
kesimpulan bahwa analisis komponen utama MCD memberikan hasil 
yang lebih robust dibandingkan dengan MVE dan analisis komponen 
utama klasik karena memberikan hasil yang lebih stabil dari proporsi 
variabilitas yang dapat diterangkan oleh ketiga metode dan 
berdasarkan Mean Square Error (MSE) nilai ciri. Metode MCD dapat 
mengatasi multikolinieritas pada variabel prediktor dan mendeteksi 
serta mengatasi pencilan pada variabel prediktor (leverage outlier) 
menggunakan jarak robust yang terdapat pada langkah analisis metode 
MCD. Wilcox (2005) menjelaskan bahwa estimasi yang memiliki 
breakdown point breakdown point dan efisiensi tinggi adalah estimasi-
MM dengan nilai breakdown sebesar 50% dan efisiensi mencapai 
95%. Estimasi-MM merupakan metode untuk mengatasi pencilan 
pada variabel respon dikarenakan estimasi-MM merupakan kombinasi 
dari estimasi-S dan estimasi-M dimana estimasi-S adalah estimasi 
yang robust terhadap pencilan pada variabel respon. Wulandari dkk. 
(2010) mengatakan dalam penelitiannya mengenai perbandingan 
metode robust MCD-LMS, MCD-LTS, MVE-LMS, dan MVE-LTS 
dalam analisis regresi komponen utama, kombinasi antara metode 
MCD dan LMS memiliki hasil yang lebih baik dari kombinasi ketiga 
lainnya dimana metode MCD-LMS menghasilkan nilai bias dan MSE 
yang lebih kecil. Metode MCD sendiri digunakan pada proses analisis 
komponen utama untuk mengatasi multikolinieirtas dan pencilan pada 
variabel prediktor sedangkan metode LMS digunakan untuk 
mengatasi pencilan pada variabel respon pada pendugaan koefisien 
parameter regresi.  
 Menurut Larasati dkk. (2020) tingkatan pencilan yang 
berbeda memberikan hasil yang beragam pada analisis regresi 
komponen utama. Pada analisis regresi komponen utama klasik 
semakin besar pencilan pada suatu ukuran sampel, nilai bias dan MSE 
akan semakin besar yang mengartikan bahwa nilai dugaan koefisien 
regresi komponen utama semakin buruk. Dengan adanya analisis 
regresi komponen utama robust, nilai bias dan MSE pada tingkat 
pencilan dan ukuran sampel yang berbeda dapat diatasi. Nilai bias dan 
MSE pada analisis regresi komponen utama robust meningkat seiring 
peningkatan besarnya pencilan. Berdasarkan uraian permasalahan 
tersebut, maka penelitian ini bertujuan untuk mengetahui kepekaan 
 4 
 
metode MCD dengan estimasi-MM pada regresi komponen utama 
robust pada berbagai tingkat pencilan dengan multikolinieritas.  
 
1.2.  Rumusan Masalah 
Berdasarkan latar belakang, rumusan masalah dalam penelitian 
ini yaitu : 
1. Bagaimana perbandingan RKU Robust metode MCD-MM 
dengan RKU klasik dalam menangani pencilan berdasarkan 
bias dan Mean Square Error (MSE) dari data simulasi pada 
berbagai tingkat pencilan dengan multikolinieritas? 
2. Bagaimana perbandingan RKU Robust metode MCD-MM 
dengan RKU klasik dalam menangani multikolinieritas 
berdasarkan standar eror penduga dan efisiensi relatif 
parameter regresi dari data simulasi pada berbagai tingkatan 
pencilan dengan multikolinieritas? 
1.3.  Tujuan Penelitian 
 Berdasarkan rumusan masalah yang ada, tujuan dalam 
penelitian ini yaitu :  
1. Mengetahui perbandingan RKU Robust metode MCD-MM 
dengan RKU klasik dalam menangani pencilan berdasarkan 
bias dan Mean Square Error (MSE) dari data simulasi pada 
berbagai tingkat pencilan dengan multikolinieritas. 
2. Mengetahui  perbandingan RKU Robust metode MCD-MM 
dengan RKU klasik dalam menangani multikolinieritas 
berdasarkan standar eror penduga parameter regresi dan 
efisiensi relatif dari data simulasi pada berbagai tingkatan 
pencilan dengan multikolinieritas.  
1.4. Batasan Masalah 
 Berdasarkan permasalahan diatas, batasan masalah dalam 
penelitian ini yaitu:  
1. Data yang digunakan merupakan data simulasi yang 
terkontaminasi pencilan pada variabel prediktor dan variabel 
respon serta terdapat multikolinieritas pada variabel prediktor. 
2. Alat ukur yang digunakan untuk melihat efektivitas metode 
analisis regresi komponen utama robust dalam menangani 
pencilan yaitu bias dan MSE sedangkan dalam menangani 
multikolinieritas yaitu standar eror koefisien parameter 




1.5.  Manfaat Penelitian 
Manfaat yang dapat diperoleh dari hasil penelitian ini yaitu : 
1. Menambah pengetahuan dalam bidang statistika mengenai 
metode MCD dan estimasi-MM dalam mengatasi pencilan dan 
multikolinieritas pada data. 
2. Memberikan informasi mengenai efektivitas metode MCD dan 
estimasi-MM dalam mengatasi pencilan dan multikolinieritas 
pada data. 
3. Dapat dijadikan referensi dan pertimbangan dalam memilih 
metode statistika yang tepat pada kasus data dengan pencilan 




























































2.1.  Analisis Regresi Linier 
  Analisis regresi linier adalah suatu metode yang berguna 
untuk menentukan hubungan linier suatu variabel respon dengan satu 
atau lebih variabel prediktor. Salah satu tujuan analisis regresi adalah 
menentukan model regresi yang baik yang dapat digunakan untuk 
menerangkan dan memprediksi hal-hal yang berhubungan dengan 
variabel-variabel yang terlibat di dalam model regresi (Draper dan 
Smith, 1992). 
 Menurut Draper dan Smith (1992), model regresi linier secara 
umum dapat ditulis sebagai berikut : 




























𝒀(7 × 5) = matriks variabel respon 
𝑿(7 × <)= matriks variabel prediktor 
𝜷(< × 5) = koefisien regresi  
𝒆(7 × 5) = galat  
2.2. Asumsi Klasik Regresi Linier 
2.2.1. Normalitas 
 Pada analisis regresi linier, terdapat asumsi bahwa sisaan 
berdistribusi normal dengan rata-rata sama dengan nol dan varians 
sebesar 𝜎0. Uji normalitas dapat dilakukan dengan beberapa cara salah 
satunya uji Kolmogorov-Smirnov. Menurut Siegel (1986), uji 
Kolmogorov-Smirnov didasarkan pada nilai deviasi maksimum (D) 
yang dapat dihitung dengan menggunakan rumus pada persamaan 
(2.2). 





𝐹?(𝑥H)  = Fungsi distribusi frekuensi kumulatif relatif dari distribusi 
teoritis di bawah 𝐻? 
𝑆7(𝑥H) = Distribusi frekuensi kumulatif pengamatan sebanyak 
sampel 
 Hipotesis nol pada uji Kolmogorov-Smirnov adalah sisaan 
berdistribusi normal. Kemudian kriteria untuk pengambilan keputusan 
adalah jika nilai 𝐷 < 𝐷QRSTU maka dapat diputuskan untuk terima 𝐻? 
serta dapat disimpulkan bahwa asumsi normalitas terpenuhi.  
2.2.2. Homoskedastisitas 
 Menurut Gujarati (2012), Homoskedastisitas adalah keadaan 
dimana masing – masing  galat mempunyai  ragam yang sama. Adanya 
homoskedastisitas pada  nilai penduga parameter yang didapatkan  
melalui Metode Kuadrat Terkecil tidak lagi efisien. Pengecekan 
kehomogenan ragam sisaan dapat dilakukan menggunakan Uji 
Breusch Pagan yang memiliki hipotesis : 
𝐻? : Ragam sisaan homogen. 
𝐻5 : Ragam sisaan tidak  homogen. 
Langkah – langkah pengujian Uji Breusch Pagan : 
1. Menduga model regresi 
𝑌H = 𝛽? +  𝛽5𝑋5H + ⋯ + 𝛽<𝑋<H + 𝑒H 
2. Menghitung penduga galat 𝑒H. 
3. Menduga auxiliary regression 
?̂?H0 = 𝛼? +  𝛼5𝑋5H + ⋯ + 𝛼<𝑋<H + 𝑣H 
4. Menghitung koefisien determinasi (𝑅0) 𝑑𝑎𝑟𝑖 𝑚𝑜𝑑𝑒𝑙 auxiliary 
regression 
 Pengujian asumsi homoskedastisitas dengan Uji Breusch 
Pagan memiliki statistik uji Lagrange Multiplier (LM) : 
𝐿𝑀 = 𝑛𝑅0~ 𝜒@d50                               (2.3) 
dimana : 
𝑅0 = Koefisien determinasi model 




1. Terima 𝐻? jika nilai LM lebih kecil dari nilai 𝜒@d50 . 
2. Tolak 𝐻? jika nilai LM lebih besar dari nilai 𝜒@d50 . 
2.2.3. Non Multikolinieritas 
 Pengujian asumsi nonmultikolinearitas memiliki tujuan untuk 
mengetahui adanya hubungan antara beberapa variabel prediktor 
dalam model regresi. Nonmultikolineartias dapat dilihat melalui 
besarnya nilai Variable Inflation Factor (VIF). Nilai VIF dinyatakan 




j                                   (2.4) 
Dimana : 
j = 1,2,...,p 
p = banyaknya variabel prediktor 
𝑅g0 = Koefisien determinasi dari persamaan regresi dengan 𝑋g  
sebagai variabel respon dan X lainya sebagai variabel 
prediktor. 
 Menurut Bowerman dan O’Connel (1990), nilai VIF semakin 
besar jika terdapat korelasi yang semakin besar pada variabel 
prediktor. Apabila nilai VIF > 10, maka mengindikasikan adanya 
multikolinearitas.  
2.2.4. Non Autokorelasi 
 Asumsi non autokorelasi merupakan asumsi yang menyatakan 
bahwa tidak terdapat korelasi antara serangkaian data yang telah 
diurutkan berdasarkan waktu pengamatan. Untuk menguji apakah 
pada data terdapat autokorelasi atau tidak, dapat digunakan uji 
Durbin-Watson. Menurut Gujarati (2004), uji Durbin-Watson adalah 
uji autokorelasi secara empiris yang memiliki hipotesis sebagai 
berikut : 
𝐻? : Tidak terdapat autokorelasi antar sisaan 
𝐻5 : Terdapat autokorelasi antar sisaan 
 Statistik uji pada Durbin-Watson dilambangkan dengan d dan 
dihitung dengan persamaan (2.8) 
 10 
 




                           (2.5) 
 Statistik d tersebut kemudian dibandingkan dengan nilai batas 
atas (upper bound disimbolkan dengan du) dan nilai batas bawah 
(lower bound disimbolkan dengan dl) yang telah dibuat oleh Durbin 
dan Watson pada taraf nyata sebesar 5% dan 1% untuk berbagai nilai 
n yang merupakan banyak sampel serta k yang merupakan banyak 
variabel prediktor. Jika nilai d lebih kecil dari nilai dl atau lebih besar 
dari nilai du, maka keputusan yang didapat adalah menolak 𝐻?. 
Namun jika hasil yang diperoleh 𝑑𝑙 < 𝑑 < 𝑑𝑢 diperlukan observasi 
lebih lanjut supaya dapat menentukan apakah terdapat korelasi atau 
tidak. Berikut merupakan tabel yang berisi kriteria dalam pengambilan 
keputusan pada uji Durbin-Watson.  
Tabel 2.1. Kriteria Pengambilan Keputusan Uji Durbin-Watson 
 
2.3. Metode Kuadrat Terkecil 
 Menurut Gujarati (1997), dalam kasus k-variabel prediktor, 
penaksir metode kuadrat terkecil diperoleh dengan meminimumkan 
∑ 𝜀H07Ht5 = ∑ u𝑦H − 𝛽? − ∑ 𝛽g𝑥Hg<gt5 v
07
Ht5               (2.6) 
dimana ∑ 𝜺𝒊𝟐𝒏𝒊t𝟏  adalah jumlah kuadrat galat. Dalam notasi skalar, 
metode kuadrat terkecil tercapai dalam menaksir 𝛽?, 𝛽5, . . . , 𝛽< 
sehingga ∑ 𝜺𝒊𝟐𝒏𝒊t𝟏   sekecil mungkin. Hal ini dapat dicapai dengan 
menurunkan persamaan (2.6) secara parsial terhadap 𝛽|?, 𝛽|5, . . . , 𝛽|< dan 
menyamakan hasil yang diperoleh dengan nol.  
 Berdasarkan Montgomery dan Peck (1992), dalam notasi 
matriks, metode kuadrat terkecil sama dengan meminimumkan 𝜺#𝜺 
dengan persamaan : 




Oleh karena itu,  
𝜺#𝜺 = (𝒚 − 𝑿𝜷)#(𝒚 − 𝑿𝜷) 
                = 𝒚′𝒚 − 𝟐𝜷′𝑿′𝒚 + 𝜷′𝑿′𝑿𝜷 
𝜷′𝑿′𝒚 adalah matriks 1×1, atau suatu skalar. Kebalikannya (𝜷′𝑿′𝒚) =
𝒚′𝑿𝜷 yaitu adalah skalar pula. Estimator metode kuadrat terkecil 
harus memenuhi : 
𝜕𝜺′𝜺
𝜕𝜷 = −2𝑿′𝒚 + 2𝑿′𝑿𝜷
 = 𝟎 
Bila disederhanakan persamaan tersebut akan menjadi : 
𝑿′𝑿𝜷 = 𝑿′𝒚 
Untuk menyelesaikan persamaan tersebut maka dilakukan pengalian 
keduanya dengan inverse dari  𝑿′𝑿. Jadi estimator kuadrat terkecil dari 
𝜷 adalah : 
𝜷 = (𝑿′𝑿)d𝟏𝑿′𝒚                                 (2.7) 
  
2.4. Analisis Komponen Utama 
2.4.1. Konsep Analisis Komponen Utama 
Analisis Komponen Utama atau Principal Component 
Analysis (PCA) adalah pendekatan populer untuk mendapatkan 
sekumpulan fitur berdimensi rendah dari sekumpulan besar variabel 
(Hair dkk., 2014). PCA mengacu pada proses di mana komponen 
utama dihitung, dan bagaimana penggunaan selanjutnya dari 
komponen ini dalam memahami data. PCA adalah pendekatan 
unsupervised learning approach, karena dalam analisis ini hanya 
melibatkan serangkaian variabel prediktor 𝑋5, 𝑋0, … , 𝑋@ dan tidak ada 
respons Y.  PCA juga berfungsi sebagai alat untuk visualisasi data 
(visualisasi observasi atau visualisasi variabel) (James dkk., 2017). 
Komponen utama merupakan kombinasi linier dari variabel yang 
diamati. Informasi yang terkandung pada komponen utama 
merupakan gabungan dari semua variabel dengan bobot tertentu. 
Kombinasi linier yang dipilih merupakan kombinasi linier dengan 
ragam paling besar yang memuat informasi paling banyak. Antar 
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komponen utama bersifat ortogonal, tidak berkorelasi dan 
informasinya tidak tumpang tindih (Mattjik dan Sumertajaya, 2011).  
Misalkan 𝑋5, 𝑋0, … , 𝑋@ merupakan p variabel yang akan 
dianalisis menggunakan PCA, memiliki sebaran variabel ganda 
dengan vektor rataan 𝜇 dan matriks kovarians 𝑆. Komponen utama 
merupakan kombinasi linier dari p variabel asal, atau dapat ditulis 















Sehingga komponen utama pertama dapat ditulis sebagai: 
𝒀𝟏 = 𝑎55𝑿𝟏 + 𝑎50𝑿𝟐 + ⋯ + 𝑎5@𝑿𝒑 = 𝒂𝟏#𝑿                            (2.8) 
yang memiliki ragam sebesar 𝑆50 = 𝑣𝑎𝑟(𝒂𝟏#𝑿) = 𝒂𝟏#𝑆𝒂𝟏. 
 Pemilihan vektor koefisien komponen utama 1 adalah 
sedemikian sehingga ragam 𝑆50  terbesar di antara vektor koefisien 
yang lain. Untuk mendapatkannya, dapat dilakukan melalui 
persamaan Lagrange dengan kendala 𝒂𝟏#𝒂𝟏 = 1. Kemudian 
dilakukan proses memaksimumkan 𝑉𝑎𝑟(𝑌5) = 𝒂𝟏#𝑿 = 𝒂𝟏
#𝑆𝒂𝟏 
dengan kendala 𝒂𝟏#𝒂𝟏 = 1. Persamaan Lagrange sebagai berikut :  
𝑓 = (𝒂𝟏#𝑆𝒂𝟏) − 𝜆5(𝒂𝟏#𝒂𝟏 − 1) 
Untuk mencari titik kritis dari persamaan Lagrange tersebut dapat 
dilakukan dengan cara mencari turunan pertama sebagai berikut: 
𝑑𝑓
𝑑𝒂𝟏
= 2𝑆𝒂𝟏 − 2𝜆5𝒂𝟏 = 0 
dimana 𝑆𝒂𝟏 = 𝜆5𝒂𝟏 (merupakan persaamaan ciri dari matriks S). 
 Jika kedua ruas dikalikan dengan 𝒂𝟏# maka ruas kiri 
merupakan ragam dari Y1, sehingga dapat dituliskan sebagai berikut: 
𝒂𝟏#𝑆𝒂𝟏 = 𝒂𝟏#𝜆5𝒂𝟏 = 𝜆5 = 𝑉𝑎𝑟(𝑌5) 
Oleh karena itu, agar 𝑉𝑎𝑟(𝑌5) maksimum maka 𝜆5 harus merupakan 
akar ciri terbesar dari matriks kovarians S dan 𝒂𝟏 merupakan vektor 




Selanjutnya, untuk komponen utama kedua dapat ditulis sebagai 
berikut: 
𝒀𝟐 = 𝑎05𝑿𝟏 + 𝑎00𝑿𝟐 + ⋯ + 𝑎0@𝑿𝒑 = 𝒂𝟐#𝑿 
yang memiliki ragam sebesar 𝑆00 = 𝑉𝑎𝑟(𝒂𝟐#𝑿) = 𝒂𝟐#𝑆𝒂𝟐. 
 Pemilihan vektor koefisien 𝒂𝟐 adalah vektor sedemikian 
sehingga ragam 𝑆00  maksimum dengan kendala 𝒂𝟐#𝒂𝟐 = 1 dan 
𝐶𝑜𝑣(𝑌5, 𝑌0) = 𝒂𝟏#𝑆𝒂𝟐 = 0 atau 𝒂𝟏#𝒂𝟐 = 0. Untuk mendapatkan hal 
tersebut, prosedur yang digunakan mirip seperti pemilihan vektor 
koefisien untuk komponen utama 1, yaitu dengan persamaan 
Lagrange. Kemudian dilakukan proses memaksimumkan 𝑉𝑎𝑟(𝑌0) =
𝒂𝟐#𝒙 = 𝒂𝟐#𝑆𝒂𝟐 dengan kendala 𝒂𝟐#𝒂𝟐 = 1 dan 𝒂𝟏#𝒂𝟐 = 0.  
Persamaan Lagrange sebagai berikut: 
𝑓 = (𝒂𝟐#𝑆𝒂𝟐) − 𝜆0(𝒂𝟐#𝒂𝟐 − 1) − 𝛼(𝒂𝟏#𝒂𝟐 − 0)
= (𝒂𝟐#𝑆𝒂𝟐) − 𝜆0(𝒂𝟐#𝒂𝟐 − 1) − 𝛼𝒂𝟏#𝒂𝟐 
Turunan pertama terhadap 𝒂𝟐 diperoleh sebagai berikut: 
𝜕𝑓
𝜕𝒂𝟐
= 2𝑆𝒂𝟐 − 2𝜆0𝒂𝟐 − 𝛼𝒂𝟏 = 0 
Jika persamaan tersebut dikalikan dengan 𝒂𝟏#didapatkan hasil sebagai 
berikut: 
2𝒂𝟐#𝑆𝒂𝟐 − 2𝜆0𝒂𝟏𝒂𝟐 − 𝛼𝒂𝟏#𝒂𝟐 = 0 
Karena 𝒂𝟏#𝒂𝟐 = 1 dan 𝒂𝟏#𝒂𝟐 = 0 serta 𝒂𝟏#𝑆𝒂𝟐 = 0 maka haruslah 
𝛼 = 0. Dengan demikian turunan pertama persamaan Lagrange dapat 
ditulis menjadi: 
2𝑆𝒂𝟐 − 2𝜆0𝒂𝟐 − 0𝒂𝟏 = 2𝑆𝒂𝟐 − 2𝜆0𝒂𝟐 = 𝑆𝒂𝟐 − 𝜆0𝒂𝟐 = 0 
𝑆𝒂𝟐 = 𝜆0𝒂𝟐 
Persamaan tersebut juga merupakan persamaan ciri dari matriks S. 
Jika kedua ruas dikalikan dengan 𝒂𝟐#𝒔𝒂𝟐 = 𝒂𝟐#𝜆0𝒂𝟐 = 𝜆0 =
𝑉𝑎𝑟 (𝑌0). 
 Agar 𝑉𝑎𝑟 (𝑌0) maksimum maka 𝜆0 harus merupakan akar ciri 
terbesar dari S. Karena akar ciri terbesar pertama merupakan ragam 
dari komponen utama 1 maka 𝜆0 dipilih akar ciri terbesar kedua dari 
matriks S. Oleh karena itu vector 𝒂𝟐 merupakan vektor ciri yang 
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berpadanan dengan akar ciri terbesar kedua 𝜆0. Selanjutnya untuk 
komponen utama ke-i; i=3,4, ..., p didapatkan dari kombinasi linier p 
variabel asal yang memaksimumkan 𝑉𝑎𝑟(𝒂𝒊#𝑿) dengan kendala 
𝒂𝟏#𝒂𝟐 = 1 dan 𝐶𝑜𝑣(𝒂𝒊#𝑿, 𝒂𝒌#𝑿) = 0 untuk k < i. 
 Diketahui bahwa 𝑉𝑎𝑟(𝑌5) = 𝒂𝟏#𝒔𝒂𝟏 = 𝜆5 dan 𝑉𝑎𝑟(𝑌0) =
𝒂𝟐#𝒔𝒂𝟐 = 𝜆0. Dimana 𝜆5 dan 𝜆0 merupakan akar ciri terbesar pertama 
dan kedua dari matriks S. Dengan cara yang sama seperti penurunan 
pada komponen utama 1 dan komponen utama 2 akan diperoleh hasil 
secara umum sebagai berikut: 
𝑉𝑎𝑟(𝑌H) = 𝒂𝒊#𝒔𝒂𝒊 = 𝜆H,   untuk 𝑖 = 3,4,5, . . . , 𝑝            (2.9) 
Dimana 𝜆H merupakan akar ciri terbesar ke-i dari matriks S dan vektor 
𝒂𝒊 merupakan vektor ciri yang bersesuaian dengan 𝜆H. 
 Besarnya kontribusi keragaman masing-masing komponen 
utama dalam menjelaskan keragaman data asal dilihat kembali satu 
teorema dalam aljabar matriks yaitu bahwa teras suatu matriks akan 
sama dengan jumlah dari akar ciri-akar ciri matriks tersebut. Sehingga 
dalam kasus ini dapat dituliskan sebagai berikut: 




𝑠55 + 𝑠00 + ⋯ + 𝑠@@ = 𝜆5 + 𝜆0 + ⋯ + 𝜆@ 
𝑉𝑎𝑟(𝑋5) + 𝑉𝑎𝑟(𝑋0) + ⋯ 𝑉𝑎𝑟(𝑋@)
= 𝑉𝑎𝑟(𝑌5) + 𝑉𝑎𝑟(𝑌0) + ⋯ + 𝑉𝑎𝑟(𝑌@) 
Berdasarkan hubungan ini maka besarnya kontribusi keragaman relatif 
yang mampu dijelaskan oleh komponen utama ke-1 adalah sebesar  
𝑣𝑎𝑟(𝑌H)
𝑡𝑜𝑡𝑎𝑙 𝑘𝑒𝑟𝑎𝑔𝑎𝑚𝑎𝑛 𝑑𝑎𝑟𝑖 𝑝𝑒𝑢𝑏𝑎ℎ 𝑎𝑠𝑎𝑙 =
𝜆H
𝑠55 + 𝑠00 + ⋯ + 𝑠@@
=
𝜆H
𝜆5 + 𝜆0 + ⋯ + 𝜆@
 





× 100%                                         (2.10) 
Sedangkan besarnya keragaman kumulatif untuk q buah komponen 








× 100%                                      (2.11) 
Apabila berhadapan dengan masalah perbedaan skala pengukuran, 





Sebagai tambahan, penggunaan matriks korelasi memang cukup 
efektif dibandingkan dengan matriks varians kovarians kecuali pada 
dua hal, yaitu: 
1. Secara teori, pengujian statistik terhadap akar ciri dan vektor ciri 
matriks korelasi jauh lebih rumit. 
2. Dengan menggunakan matriks korelasi kita memaksakan setiap 
variabel memiliki ragam yang sama sehingga tujuan 
mendapatkan variabel yang kontribusinya paling besar tidak 
tercapai. 
2.4.2.  Menentukan Banyaknya Komponen Utama  
 Untuk menentukan banyaknya komponen utama, dapat 
dilakukan melalui tiga metode umum yang digunakan, yaitu: 
1. Metode 1 
a. Didasarkan pada kumulatif proporsi keragaman total yang 
mampu dijelaskan 
b. Metode ini merupakan metode yang paling banyak digunakan, 
dan dapat diterapkan pada penggunaan matriks korelasi 
maupun matriks varians kovarians. 
c. Minimum persentase keragaman yang mampu dijelaskan 
ditentukan terlebih dahulu, dan selanjutnya banyaknya 
komponen yang paling kecil hingga batas itu terpenuhi 
dijadikan sebagai banyaknya komponen utama yang 
digunakan. 
d. Tidak ada patokan baku berapa batas minimum tersebut, 
sebagian buku menyebutkan 70%, 80%, bahkan ada yang 
90% 
2. Metode 2 
a. Hanya dapat diterapkan pada penggunaan matriks korelasi. 
Ketika menggunakan matriks ini, variabel asal ditransformasi 
menjadi variabel yang memiliki ragam sama yaitu satu. 
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b. Pemilihan komponen utama didasarkan pada ragam 
komponen utama, yang tidak lain adalah akar ciri. Metode ini 
disarankan Kaise (1960) yang berargumen bahwa jiwa 
variabel asal saling bebas maka komponen utama tidak lain 
adalah variabel asal, dan setiap komponen utama akan 
memiliki ragam satu. 
c. Dengan cara ini, komponen yang berpadanan dengan akar ciri 
kurang dari satu tidak digunakan. Menurut Jollife (1972), cut 
off yang lebih baik adalah 0.7. 
3. Metode 3 
a. Penggunaan grafik yang disebut plot scree. 
b. Cara ini dapat digunakan ketika titik awalnya matriks korelasi 
maupun varians kovarians. 
c. Plot scree merupakan plot antara akar ciri 𝜆𝑘 dengan 𝑘.  
d. Dengan menggunakan metode ini, banyaknya komponen 
utama yang dipilih, yaitu k, adalah jika pada titik k tersebut 
plotnya curam ke kiri tapi tidak curam di kanan. Ide yang ada 
di belakang metode ini adalah bahwa banyaknya komponen 
utama yang dipilih sedemikian rupa sehingga selisih antara 
akar ciri yang berurutan sudah tidak besar lagi. Interpretasi 
terhadap plot ini sangat subjektif.  
2.5. Pencilan (Outlier) 
 Secara umum, pencilan dapat diartikan data yang tidak 
mengikuti pola umum pada model atau data yang keluar dari model 
dan tidak berada dalam daerah selang kepercayaan (Sembiring, 2003). 
Menurut Weissberg (1985), jika terdapat masalah yang berkaitan 
dengan pencilan maka diperlukan alat diagnosis yang dapat 
mengidentifikasi masalah pencilan. Salah satunya dengan 
menyisihkan pencilan dari kelompok data kemudian menganalisis data 
tanpa pencilan. Keberadaan data pencilan akan menganggu dalam 
proses analisis data dan harus dihindari dalam banyak hal. Dalam 
kaitannya dengan analisis regresi, pencilan dapat menyebabkan hal-
hal berikut : 
1. Residual yang besar dari model yang terbentuk atau 𝐸(𝑒) ≠ 0. 
2. Varians pada data tersebut menjadi lebih besar. 
3. Taksiran interval memiliki rentang yang besar.  
Pada analisis regresi terdapat tiga tipe pencilan yang 
berpengaruh terhadap estimasi OLS. Roesseuw dan Leroy (1987) yang 




vertical outliers, good leverage points, dan bad leverage points. 
Vertical outliers adalah seluruh pengamatan yang terpencil pada 
variabel respon, tetapi tidak terpencil dalam variabel prediktor. 
Keberadaannya berpengaruh terhadap estimasi Least Squares, 
khususnya pada estimasi intersep. Good leverage points adalah 
pengamatan yang terpencil pada variabel prediktor tetapi terletak 
dekat dengan garis regresi. Hal ini berarti nilai pengamatan x menjauh 
tetapi nilai pengamatan y cocok dengan garis linier. Keberadaan good 
leverage points tidak berpengaruh terhadap estimasi Least Squares, 
tetapi berpengaruh terhadap inferensi statistik karena good leverage 
points meningkatkan estimasi standar error. Bad leverage points 
adalah pengamatan yang terpencil pada variabel prediktor dan terletak 
jauh dari garis regresi. Keberadaan bad leverage points berpengaruh 
signifikan pada estimasi Least Squares, baik terhadap intersep maupun 
slope dari persamaan regresi. 
2.6. Pendeteksian Pencilan 
 Dua metode yang dapat digunakan untuk mendeteksi 
keberadaan pencilan pada data menurut Boweman dan O'connel 
(1990) adalah melalui nilai pengaruh (leverage value) dan nilai 
studentized deleted residual (TRES).  
2.6.1. Nilai Pengaruh (Leverage Value) 
 Menurut Kutner, dkk. (2004) data pencilan dapat dideteksi 
prediktor  menggunakan persamaan (2.12). 










¤                       (2.12) 
dengan : 
𝑯 = Matriks berukuran 𝑛 × 𝑛 
n = Banyak data 
X = Matriks berukuran 𝑛 × (𝑝 + 1) 
p = Banyak variabel prediktor 
menggunakan nilai leverage dengan mengidentifikasi variabel  
Diagonal dari matriks H berisi nilai-nilai leverage. Untuk pengaruh 
ke-i = 1,2, . . . , 𝑛 dapat didefinisikan bahwa ℎHH merupakan nilai 
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pengaruh dari kolom ke-i dari H dan 𝑿𝒊 adalah matriks yang berisi 
nilai-nilai dari variabel prediktor pengamatan ke-i.  
 Setiap kasus dapat menggambarkan suatu kasus yang terletak 
pada variabel prediktor dalam suatu regresi (Cohen, dkk., 2003). 
Apabila hanya terdapat satu variabel prediktor, maka nilai pengaruh 







                        (2.13) 
dengan : 
ℎHH = Pengaruh (leverage) pengamatan ke-i 
n = Banyak pengamatan 
𝑋H = Nilai untuk kasus ke-i 
𝑋 = Rata-rata dari X. 
 Jika kasus ke-i memiliki nilai sebesar 𝑋, maka persamaan 
(2.9) akan bernilai 0 dan ℎHH memiliki kemungkinan nilai minimum 
sebesar 1/𝑛. Kemudian nilai maksimum dari ℎHH adalah 1 dan rat-rata 




dengan p merupakan jumlah dari variabel prediktor dan n adalah 
banyaknya data. 
 Untuk mengetahui apakah data tergolong pencilan atau tidak, 
dapat dibandingkan nilai pengaruh (ℎHH) dengan nilai cut-off. Adapun 
hipotesis untuk menentukan hasil dari nilai levergae (Rousseeuw dan 
Leroy, 2005) adalah : 
𝐻? ∶  ℎHH ≤ cut-off, maka data bukan merupakan pencilan 
𝐻5 ∶  ℎHH > cut-off, maka data merupakan pencilan. 
Pada data dengan n > 15, nilai cut-off dapat dihitung dengan 
persamaan (2.17).  
𝐶𝑢𝑡 − 𝑜𝑓𝑓 = 0(@¨5)
7
                                (2.14) 
Pada data dengan 𝑛 ≤ 15, nilai cut-off dapat dihitung dengan 
persamaan (2.18). 
𝐶𝑢𝑡 − 𝑜𝑓𝑓 = ¬(@¨5)
7
                               (2.15) 
2.6.2. Studentized Deleted Residual (TRES) 
Untuk memeriksa keberadaan pencilan pada variabel respon, 
dapat digunakan suatu statistik uji yang disebut TRES. Menurut 
Kutner dkk. (2004), studentized deleted residual adalah sisaan yang 




hasil amatan dengan estimasi 𝑌H yang diharapkan yang dilambangkan 




                                     (2.16) 












° 𝑛 − 𝑝 − 1𝐽𝐾𝑆(1 − ℎHH) − 𝑒H0
 





                     (2.17) 




𝑒H = Sisaan pada pengamatan ke-i 
ℎHH = Nilai pengaruh (leverage) untuk pengamatan ke-i 
JKS = Jumlah kuadrat sisaan 
p = Banyak variabel prediktor 
n = Banyak pengamatan (𝑖 = 1,2, . . . , 𝑛) 
 Adapun hipotesis yang melandasi pengujian dengan metode 
TRES adalah sebagai berikut : 
𝐻? ∶ Pengamatan ke-i bukan merupakan pencilan. 
𝐻5 ∶ Pengamatan ke-i  merupakan pencilan. 
 Semua nilai yang mungkin dari |𝑇𝑅𝐸𝑆H| mengikuti sebaran t 
dengan derajat bebas n-p-2. Serta kriteria pengujian yang melandasi 
keputusan adalah : 
Jika |𝑇𝑅𝐸𝑆H| ≤ 𝑡¸ 0¹ ,7d@d0, maka terima 𝐻?. 
Jika |𝑇𝑅𝐸𝑆H| > 𝑡¸ 0¹ ,7d@d0, maka tolak 𝐻?. 
 20 
 
2.7. Pendeteksian Pengamatan Berpengaruh 
 Pengamatan berpengaruh adalah pengamatan yang memiliki 
pengaruh besar terhadap perubahan dari persamaan regresi apabila 
kasus ke-i dihilangkan dari himpunan data. Hal tersebut terjadi karena 
pengamatan berpengaruh memberikan pengaruh yang besar terhadap 
pendugaan parameter model. Salah satu cara untuk mendeteksi 
pengamatan berpengaruh, yaitu dengan menggunakan Cook's 
Distance. Untuk mendeteksi pengamatan yang berpengaruh terhadap 
seluruh koefisien regresi dan yang tergolong pencilan, dapat 








¼                                        (2.18) 




                                  (2.19) 
dengan mensubtitusikan persamaan (2.20) pada persamaan (2.19), 












𝑒H = Sisaan ke-i 
𝑒H = Studentized residual 
p = Banyak parameter termasuk 𝛽? 
ℎHH = Nilai leverage untuk pengamatan ke-i. 
 Adapun hipotesis yang digunakan untuk menguji adanya 
pengamatan berpengaruh adalah :  
𝐻? ∶ Pengamatan ke-i tidak berpengaruh. 
𝐻5 ∶ Pengamatan ke-i  berpengaruh. 
Kriteria yang digunakan untuk menguji hipotesis tersebut adalah 
sebagai berikut : 
Jika |𝐷H| ≤ 𝐹(¸),@,7d@, maka terima 𝐻?. 




2.8. Metode Robust 
 Metode robust adalah suatu prosedur statistika yang tidak 
mudah terganggu atau tidak begitu peka terhadap penyimpangan 
asumsi-asumsi yang mendasarinya yang digunakan untuk mengatasi 
penyimpangan asumsi dalam metode statistika. Pada penelitian 
seringkali  menghasilkan pengamatan yang letaknya jauh dari 
mayoritas pengamatan lainnya yang disebut pencilan. Pencilan ini 
seringkali menghasilkan nilai yang tidak mewakili bagi 
pusatnpopulasinya. Demikian juga dengan ukuran pemencaran atau 
penyebaran datanya, seperti halnya nilai tengah yang sangat sensitif 
terhadap adanya pencilan. 
 Untuk mengatasi masalah ini diperlukan penduga robust yang 
dapat bekerja dengan baik meskipun dalam keadaan data yang 
mengandung pencilan. Penduga yang robust bagi ukuran pemusatan 
dan penyebaran data sangat diperlukan dalam analisis variabel ganda 
yang pendugaan parameternya menggunakan matriks kovarians. 
Metode robust bagi ukuran pemusatan dan penyebaran yang 
menggunakan matriks kovarians adalah Minimum Volume Ellipsoid 
(MVE) dan Minimum Covariance Determminant (MCD) (Suhupi, 
2006). MVE dan MCD memiliki kesamaan dalam perhitungannya, 
yaitu sama-sama menggunakan vektor rata-rata dan matriks kovarian, 
perbedaannya hanya terdapat pada kriteria pemilihannya. Metode 
MVE dan MCD memiliki breakdown point yang tinggi, yakni 
mendekati 50%. Breakdown point adalah jumlah maksimum data 
terkontaminasi pencilan yang dapat ditoleransi oleh suatu metode 
(Sujatmiko dkk., 2005). 
2.9. Minimum Covariance Determinant (MCD) 
 Minimum Covariance Determinant (MCD) merupakan 
metode penduga parameter dengan meminimumkan determinan 
matriks kovarian. Metode ini menggunakan vektor rata-rata dan 
matriks kovarians yang dihasilkan dari pendugaan MCD untuk 
menentukan bobot dari setiap data sehingga akan didapatkan penduga 
parameter model MCD. Prinsip MCD yaitu mencari subsampel H 
yang berukuran h dari keseluruhan n amatan dengan ℎ ≤ 𝑛 yang 
matriks kovariannya memiliki determinan terkecil diantara seluruh 
kombinasi kemungkinan data (Kumalasari dkk., 2017).  
 Penduga MCD yaitu pasangan (𝑿Ã, 𝑺), dimana 𝑿Ã  adalah vektor 
rata-rata dan S adalah matriks kovarians yang meminimumkan nilai 
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determinan S  pada subsampel yang berisikan tepat sebanyak h 
anggota dari n pengamatan. Nilai standar dari h yaitu ℎ = 7¨<¨5
0
. Pada 
populasi dengan jumlah pengamatan yang kecil, penduga MCD dapat 
dengan cepat dihitung dan ditemukan. Namun, jika jumlah 
pengamatan besar maka akan banyak sekali kombinasi subsampel dari 
H yang harus ditemukan dan penghitungan pun akan cukup memakan 
waktu. Dalam mengatasi keterbatasan ini, maka digunakan suatu 
algoritma baru untuk metode MCD yang dinamakan dengan metode 
fast-MCD (Rousseeuw dan Van Dreissen, 1999). 
 Menurut Dayanti dkk., (2016), langkah-langkah penduga 
MCD dalam menduga nilai koefisien regresi dengan menggunakan 
fast-MCD adalah sebagai berikut : 
1. Mengambil subsampel pertama dari data pengamatan secara 
acak, misalkan subsampel tersebut 𝐻5 dengan jumlah elemen 
sebanyak h. 
2. Menghitung vektor rata-rata 𝑿Ã½ÅÆ	 pada 𝐻5 yang selanjutnya 




∑ 𝒙HH∈È                               (2.21) 
3. Menghitung matriks kovarians 𝑺½ÅÆ pada 𝐻5 yang selanjutnya 




∑ (𝒙H − 𝑿Ã½ÅÆ)H∈È (𝒙H − 𝑿Ã½ÅÆ)𝑻         (2.22) 
4. Menghitung determinan 𝑺5. Jika 𝑑𝑒𝑡(𝑺5) = 0 maka proses 
berhenti. Namun apabila 𝑑𝑒𝑡(𝑺5) ≠ 0, maka dilanjutkan dengan 
menghitung jarak robust (RD) untuk setiap pengamatan 
menggunakan persamaan berikut.  
𝑅𝐷H = Ê(𝒙H − 𝑿Ã½ÅÆ)Ë𝑺½ÅÆË (𝒙H − 𝑿Ã½ÅÆ)            (2.23) 
  Jarak robust merupakan suatu pendekatan untuk mendeteksi 
pencilan pada data  multivariat. Jarak robust pada metode MCD 
ini digunakan untuk mendeteksi pencilan  pada variabel 
prediktor.  
5. Mengurutkan nilai RD mulai dari yang terkecil hingga terbesar. 
6. Mengambil elemen sejumlah h pengamatan dengan jarak terkecil 




kemudian ulangi langkah 2 sampai langkah 5 sehingga 
ditemukan bagian yang konvergen 𝑑𝑒𝑡(𝑺H¨5) = 𝑑𝑒𝑡(𝑺H).  
7. Memilih subsampel H yang memiliki nilai determinan matriks 
kovarians terkecil. Kemudian dari subsampel yang terpilih akan 
dicari nilai 𝑿Ã½ÅÆ dan 𝑺½ÅÆ. 
8. Dengan menggunakan 𝑿Ã½ÅÆ dan 𝑺½ÅÆ tersebut, maka 
selanjutnya akan dihitung jarak robust kuadrat dengan persamaan 
sebagai berikut. 
𝑅𝐷H0 = (𝒙H − 𝑿Ã½ÅÆ)Ë𝑺½ÅÆË (𝒙H − 𝑿Ã½ÅÆ)          (2.24) 
9. Menentukan pencilan data dengan kriteria sebagai berikut.  
𝑅𝐷H0 > 𝜒@;¸0  
2.10. Regresi Robust 
 Regresi robust dikenalkan oleh Andrews (1972). Regresi 
robust adalah metode regresi yang digunakan ketika distribusi dari 
galat tidak normal dan atau adanya beberapa pencilan yang 
berpengaruh pada model (Olive, 2005). Efisiensi dan breakdown point 
digunakan untuk menjelaskan ukuran ke-robust-an dari teknik robust. 
Efisiensi menjelaskan seberapa baiknya suatu teknik robust sebanding 
dengan Least Square tanpa pencilan dimana semakin tinggi efisiensi 
dan breakdown point dari suatu estimator maka semakin robust 
(resisten) terhadap pencilan. Metode statistika yang bersifat robust ini 
ditujukan untuk mengakomodasi keberadaan data ekstrim dan 
sekaligus meniadakan pengaruhnya terhadap hasil analisis tanpa 
terlebih dulu mengadakan identifikasi terhadapnya.   
 Menurut Chen (2002), terdapat tiga kelas masalah yang dapat 
menggunakan teknik regresi robust yaitu : 
1. Masalah dengan pencilan yang terdapat pada variabel respon. 
2. Masalah dengan pencilan yang terdapat pada variabel 
prediktor (leverage points). 
3. Masalah dengan pencilan yang terdapat pada keduanya yaitu 
pada variabel respon dan variabel prediktor.  
 Metode yang dikembangkan dalam regresi robust untuk 
mengatasi masalah pencilan yaitu estimasi-M, Least Median Square 
(LMS), Least Trimmed Square (LTS), estimasi-S, dan estimasi-MM. 
Kelima metode tersebut, peneliti memilih salah satu metode yaitu 
estimasi-MM berdasarkan efisiensi dan breakdown point untuk 
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dikombinasikan dengan metode analisis komponen robust MCD. 
Perbandingan  kelima metode regresi robust ditunjukkan pada Tabel 
2.2. (Wilcox, 2005) : 
Tabel 2.2. Perbandingan Beberapa Estimasi Regresi Robust 
Estimasi Breakdown Point Efisiensi 
M (Huber, Biweight) 0 95% 
LMS 0,5 37% 
LTS 0,5 8% 
S 0,5 33% 
MM 0,5 95% 
 
2.11.  Breakdown Point 
 Salah satu ukuran robust yang sering digunakan adalah 
breakdown point. Breakdown point merupakan proporsi minimal dari 
banyaknya pencilan dibandingkan seluruh data pengamatan 
(Kurniawati, 2011). Diasumsikan bahwa sebuah pada sampel Z 
(berdistribusi normal dengan ukuran sampel n), T merupakan estimasi 
regresi, nilai breakdown point dari sebuah estimator 𝑇 = 𝑇(𝑍) dapat 
didefinisikan sebagai persamaan (2.25) berikut. 
𝜀∗(𝑇, 𝑍) = 𝑚𝑖𝑛 ÎÏ
7
; 𝑏𝑖𝑎𝑠(𝑚; 𝑇, 𝑍) 𝑖𝑠 𝑖𝑛𝑓𝑖𝑛𝑖𝑡𝑒Ð       (2.25) 
dengan  𝑏𝑖𝑎𝑠(𝑚; 𝑇, 𝑍) = ||𝑇(𝑍#) − 𝑇(𝑍)||ÑÒ
ÀÓ@ . 
dimana 𝜀∗(𝑇, 𝑍) merupakan nilai breakdown point dari estimator T, 
supremum (sup) diambil dari semua kemungkinan pada sampel 𝑍# 
yang diperoleh dengan mengganti observasi m dari Z dengan nilai 
sembarang dan ||𝑇|| adalah normal (Rousseeuw, 1987). 
 Contoh penerapan breakdown point jika T adalah fungsi 
median 𝑇ÏTÔ didefinisikan pada 𝑃Ë = 𝑃 dengan 𝜃 = 𝑅 dan 
𝐷(𝜃5, 𝜃0) = |𝜃5 − 𝜃0|, kemudian diberikan nilai 𝑓𝑠𝑏𝑝(𝑇ÏTÔ, 𝑥, 𝐷) =
»7¨5
0
¼ /𝑛. Sebuah distribusi breakdown point memerlukan sebuah 
matriks d pada P dengan 𝑑(𝑃, 𝑄) = 1Ø,Ù∈Ø
ÀÓ@ . Maka nilai breakdown 
point T pada distribusi 𝑃 ∈ 𝑃Ë sebagai persamaan (2.26) berikut. 
𝜀∗(𝑇, 𝑃, 𝑑, 𝐷) = 𝑖𝑛𝑓(𝜀 > 0; 𝐷(𝑇(𝑃), 𝑄𝑇) = ∞)Ô(Ø,Ù)Ûl
ÀÓ@    (2.26) 






 Wilcox (2005) menjelaskan bahwa metode estimasi-MM 
dikenalkan oleh Yohani (1987) dimana metode estimasi-MM 
menggabungkan suatu breakdown point yang tinggi yaitu 50% dengan 
efisiensi yang tinggi mencapai 95%. Estimasi MM dimulai dengan 
mencari estimasi S yang sangat robust dan resisten yang 
meminimumkan residual. Selanjutnya residual tetap akan konstan dan 
diakhiri dengan menetapkan parameter-parameter regresi 
menggunakan estimasi-M. Estimasi-MM mempunyai breakdown 
point yang sama dengan estimasi-S dan memiliki efisiensi yang sama 
dengan estimasi-M.  
  Estimasi-S sebagai permulaan dengan nilai breakdown yang 
tinggi dan diakhiri dengan estimasi-M membuat estimator-MM ini 
mempunyai efisiensi yang tinggi. Pada umumnya digunkan fungsi 
Tukey Bisquare untuk estimasi-S dan estimasi-M. Sebagaimana dalam 
kasus estimasi-M, estimasi-MM menggunakan Iteratively Reweighted 
Least Square (IRLS) untuk mencari estimasi parameter regresi. 
  Langkah-langkah estimasi-MM dapat diuraikan sebagai 
berikut (Pratitis dan Listyati, 2016) : 
1. Menaksir 𝛽|(?) awal dengan menggunakan MKT. 
2. Menghitung nilai residual 𝑒H = 𝑦H − 𝑦ÂH. 







                          (2.27) 




5. Menghitung nilai pembobot 𝑤H. 







, |𝑢𝑖| < 1,547
0,                         |𝑢𝑖| ≥ 1,547 
 
(Pratitis dan Listyati, 2016) 
6. Menghitung penduga parameter MM menggunakan penduga 
kuadrat terkecil terboboti.  
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𝜷𝒔 = (𝑿#𝑾𝑿)d𝟏(𝑿#𝑾𝑿)                 (2.28) 
7. Mengulangi langkah 2 sampai 7 hingga diperoleh nilai 𝜷𝒔 yang 
konvergen. 
2.13. Regresi Komponen Utama 
 Analisis regresi komponen utama merupakan suatu analisis 
kombinasi antara analisis regresi dan analisis komponen utama. 
Analisis regresi komponen utama ditetapkan bila dalam pembentukan 
model pendugaan variabel prediktor yang digunakan banyak dan 
terdapat hubungan yang erat antar variabel prediktornya. Adanya 
korelasi antar variabel prediktor menyebabkan salah satu asumsi dasar 
analisis regresi linier berganda dalam MKT menjadi gagal terpenuhi 
dan salah satu cara membebaskan korelasi antar variabel prediktornya 
adalah dengan  regresi komponen utama. Menurut Notiragayu dan 
Nisa (2008), regresi komponen utama merupakan regresi dari variabel 
respon terhadap komponen-komponen utama yang tidak saling 
berkorelasi, dimana setiap komponen utama merupakan kombinasi 
linier dari semua variabel prediktor yang telah dispesifikasikan sejak 
awal.  
 Persamaan regresi dalam bentuk variabel asal X dapat ditulis 
sebagai berikut : 
𝑌 = 𝛽? + 𝛽5𝑋5 + 𝛽0𝑋0+. . . +𝛽<𝑋< + 𝜀                 (2.29) 
Dengan Y merupakan variabel respon, 𝑋H variabel prediktor ke-i, 𝛽H 
adalah parameter regresi, dan  𝜀  adalah galat , dimana 𝑖 = 1,2, . . . 𝑘,  
 Variabel baru sebagai komponen utama (Q) adalah hasil 
transformasi dari variabel (X) yang modelnya dalam bentuk matriks 
pada persamaan regresi linier dan komponen utama ke-j ditulis dengan 
persamaan analisis komponen utama dimana vektor pembobot 𝒂𝒋𝑻 
diperoleh dengan memaksimumkan keragaman komponen utama ke-
j, yaitu 𝑺𝑸𝒋
𝟐 = 𝒂𝒋𝑻𝑺𝒂𝒋 dengan kendala 𝒂𝒋𝑻𝒂𝒋 = 1 serta 𝒂𝒉𝑻𝒂𝒋 = 0, untuk 
ℎ ≠ 𝑗. Vektor pembobot 𝑎gË diperoleh dari matriks kovarians yang 
diduga dengan matriks S, yaitu 𝑺 = 5
7d5
∑ (𝑥H − ?̅?)7Ht5 (𝑥H − ?̅?)Ë. 
Vektor 𝒂𝒋𝑻 yang memenuhi kendala diatas adalah vektor ciri dari 
matriks kovarian. Model regresi komponen utama dapat ditulis 
sebagai berikut : 




2.14. Analisis Regresi Komponen Utama Robust MCD-MM 
 Analisis regresi komponen utama pada dasarnya 
menggunakan vektor eigen dan matriks kovarians klasik yang 
kemudian diregresikan menggunakan metode OLS. Pada penelitian ini 
digunakan analisis regresi komponen utama robust metode MCD-MM 
dimana digunakan vektor eigen dan matriks kovarians MCD yang 
keudian diregresikan menggunakan metode MM. Langkah dalam 
analisis komponen regresi utama robust MCD yaitu menentukan 
vektor eigen dan matriks kovarians dari MCD. 
 Pada penelitian ini digunakan enam variabel prediktor. 
Persamaan untuk vektor rata-rata dan matriks kovarians MCD pada 
himpunan vektor-vektor pengamatan sejumlah 500 dengan enam 
variabel prediktor 𝑿 = (𝑋5, 𝑋0, 𝑋¬, 𝑋ó, 𝑋ô, 𝑋õ) dengan |𝐻5| = ℎ 














𝑿Ã½ÅÆ = Matriks rata-rata MCD  
𝑺½ÅÆ = Matriks kovarians MCD 
 Setelah didapatkan matriks kovarians MCD maka dihitung 
nilai eigen (𝜆H) dan vektor eigen (𝑎H) dari matriks kovarians MCD 
dengan menggunakan rumus seperti pada persamaan yaitu 𝑺½ÅÆ𝒙 =
𝝀𝒙 yang kemudian menghitung skor komponen utama Q dari nilai 
eigen dan vektor eigen yang terbentuk. Variabel 𝑄5, 𝑄0, . . . , 𝑄õ 
merupakan komponen utama MCD dari 𝑿. 
 Dari komponen utama MCD tersebut kemudian dilakukan 
langkah menghitung nilai duga koefisien regresi komponen utama Q 
menggunakan penduga MM. Penduga MM diperoleh dengan 
persamaan (2.31) sebagai berikut. 
𝛽|ÏÏ = 𝑚𝑖𝑛 ∑ 𝜌 â
Tm
ÞÝ




ä           (2.31) 
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Fungsi pembobot pada regresi robust estimasi-MM yang sering 
digunakan adalah fungsi pembobot Tukey Bisquare. Kriteria fungsi 
pembobot Tuker Bisquare adalah sebagai berikut. 







, |𝑢𝑖| < 1,547
0,                         |𝑢𝑖| ≥ 1,547 
 




 Menurut Yohai (1987), pilihan estimasi-MM untuk 𝜎Â adalah 
skala 𝜎Â  dari estimasi-S pada iterasi ke-n yang bersifat tetap. Menurut 
Montgomery dan Peck (1992), estimasi parameter pada regresi robust 
estimasi-MM dilakukan dengan estimasi Iteratively Reweighted Least 
Square (IRLS). Iterasi ini membutuhkan proses iterasi dimana nilai 𝑤𝑖 
akan berubah nilainya di setiap iterasi. Persamaan dalam bentuk 
matriks estimasi-MM pada RKU robust MCD-MM menggunakan 
IRLS diperoleh dengan rumus seperti pada persamaan (2.32) sebagai 
berikut :  
𝑸#𝑾𝑸𝜷 = 𝑸#𝑾𝒀                              (2.32) 
dimana W adalah matriks diagonal berukuran 𝑛 × 𝑛 dengan elemen 
diagonalnya merupakan elemen pembobot IRLS metode MM. Jadi, 
pendugaan parameter RKU robust MCD-MM ditunjukkan pada 
persamaan (2.33) sebagai berikut.  
𝜷 = (𝑸#𝑾𝑸)d𝟏(𝑸#𝑾𝒀)                        (2.33) 
dimana : 
𝑸 = Komponen utama MCD 
𝑾 = Pembobot IRLS metode MM 
2.15. Ukuran Kebaikan Penduga 
2.15.1. Bias 
Menurut Wulandari dkk. (2010), bias penduga dari suatu 
parameter pada simulasi data didefinisikan sebagai jumlah selisih dari 
penduga parameter pada data yang terdapat pencilan dengan penduga 
parameter pada data yang tanpa pencilan, dibagi dengan banyaknya 
perulangan. Semakin kecil nilai bias, maka hasil pendugaan suatu 
parameter semakin baik. Bias dinotasikan sebagai berikut : 
𝐵𝑖𝑎𝑠u𝛽| v = 5
Ï
∑ þ𝛽|H




dengan 𝛽| (?) adalah koefisien regresi untuk data tanpa pencilan, dan 
𝛽|H
(À) adalah koefisien regresi untuk data yang telah diberi kontaminasi 
pencilan, sedangkan m adalah banyak pengulangan.  
2.15.2. Mean Square Error (MSE)  
Mean Square Error (MSE) adalah salah satu pengukuran 
kesalahan yang popular dan mudah digunakan. Menurut Wulandari 
dkk. (2010), MSE penduga pada simulasi data adalah jumlah selisih 
kuadrat dari penduga parameter pada data yang terdapat pencilan 
dengan penduga parameter pada data yang tanpa pencilan, dibagi 







Ht5                   (2.35) 
dengan 𝛽| (?) adalah koefisien regresi untuk data tanpa pencilan, dan 
𝛽|H
(À) adalah koefisien regresi untuk data yang telah diberi kontaminasi 
pencilan, sedangkan m adalah banyak pengulangan.  
2.16. Efisiensi Relatif 
 Dua buah penduga yang diperoleh dari metode RKU klasik 
dan RKU robust perlu dibandingkan menggunakan suatu ukuran agar 
dapat diketahui penduga mana yang lebih efisien untuk digunakan 
yang menggunakan efisiensi relatif. Efisiensi dari dua buah penduga, 
𝛽|h´ÿ º!SÓÀQ relatif terhadap 𝛽|h´ÿ <URÀH< (Wackerly, dkk., 2008) dapat 
didefinisikan pada persamaan (2.32).  
𝑒𝑓𝑓(𝛽|h´ÿ º!SÓÀQ, 𝛽|h´ÿ <URÀH<) =
"uü#$% &'¿¾m&v
"uü#$% ()*+¾,v
          (2.36) 
Jika 𝑒𝑓𝑓 > 1 maka dapat dikatakan bahwa 𝛽|h´ÿ º!SÓÀQ adalah 
penduga yang tak bias yang lebih efisien karena memiliki ragam yang 
lebih kecil dari 𝛽|h´ÿ <URÀH<. Jika 𝑒𝑓𝑓 < 1 maka dapat dikatakan bahwa 
𝛽|h´ÿ <URÀH< adalah penduga yang tak bias yang lebih efisien karena 
memiliki ragam yang lebih kecil dari 𝛽|h´ÿ º!SÓÀQ.  
2.17. Penelitian Terdahulu 
 Pada penelitian sebelumnya telah dilakukan penelitian yang 
menggunakan analisis komponen utama robust dan analisis regresi 
robust untuk menangani kasus multikolinieritas dan pencilan pada 
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data. Penelitian terdahulu yang melibatkan metode robust disajikan 
pada Tabel 2.3 dan Gambar 2.1. 
Tabel 2.3. Penelitian Terdahulu 
No. Penulis (Tahun) Hasil Penelitian 
1. Sujatmiko, dkk. (2005) 
Penelitian ini dilakukan dengan tujuan 
membandingkan metode analisis 
komponen utama klasik dengan 
analisis komponen utama robust 
metode MVE dan MCD. Pada 
penelitian ini didapatkan hasil bahwa 
analisis komponen utama robust 
metode MCD memberikan hasil yang 
lebih robust dibandingkan dengan dua 
metode lainnya, karena memberikan 
hasil yang lebih stabil dilihat dilihat 
dari proporsi variabilitas yang dapat 
diterangkan oleh tiga komponen utama 
dan berdasarkan MSE nilai eigen. 
2. Iswarini (2011) 
Penelitian ini dilakukan dengan tujuan 
untuk membandingkan metode regresi 
robust penduga Least Median Square 
(LMS) dengan penduga MM. Pada 
penelitian ini didapatkan hasil bahwa 
penduga MM menghasilkan koefisien 
determinasi terkoreksi dan breakdown 
value yang lebih tinggi dari penduga 
LMS sehingga dapat disimpulkan 
bahwa penduga MM lebih baik 
digunakan untuk menduga parameter 
regresi linier berganda pada data yang 
mengandung banyak pencilan 
berpengaruh daripada penduga LMS.  
3. Candrawati (2013) 
Penelitian ini dilakukan dengan tujuan 
untuk membandingkan regresi robust 
penduga MM dengan penduga Least 
Trimmed Square (LTS). Pada 
penelitian ini didapatkan hasil bahwa 
penduga LTS memiliki nilai koefisien 




tinggi daripada penduga MM sehingga 
dapat disimpulkan bahwa penduga 
LTS lebih baik digunakan untuk 
menduga parameter regresi linier 
berganda pada data yang mengandung 
banyak pencilan berpengaruh daripada 
penduga MM. 
4. Larasati, dkk. (2020) 
Penelitian ini dilakukan dengan tujuan 
untuk membandingkan regresi 
komponen utama robust metode 
MCD-LTS dengan regresi komponen 
utama klasik pada data yang 
mengandung multikolinieritas dengan 
berbagai ukuran sampel dan 
persentase tingkat pencilan. Pada 
penelitian ini didapatkan hasil bahwa 
RKU robust metode MCD-LTS lebih 
baik daripada RKU klasik dilihat dari 
nilai bias dan MSE yang lebih kecil. 
Pada hasil simulasi diperoleh bahwa 
semakin besar ukuran sampel dan 
semakin besar persentase tingkat 
pencilan maka rata-rata bias dan MSE 
RKU klasik semakin besar.  
5. Wulandari, dkk. (2010) 
Penelitian ini dilakukan dengan tujuan 
untuk membandingkan regresi 
komponen utama robust metode 
MCD-LMS, MCD-LTS, MVE-LMS, 
dan MVE-LTS. Pada penelitian ini 
didapatkan hasil bahwa MCD-LMS 
memberikan hasil yang lebih baik 
dibandingkan dengan metode MCD-
LTS, MVE-LMS, dan MVE-LTS 
dikarenakan perbandingan nilai bias 
dan MSE pada metode MCD-LMS 
lebih kecil dibandingkan dengan 
ketiga kombinasi metode lainnya.  
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 Diagram orisinalitas penelitian berdasarkan penelitian 
terdahulu untuk penelitian ini disajikan pada Gambar 2.1. 
 









3.1. Sumber Data 
 Data yang digunakan dalam penelitian ini adalah data 
simulasi. Data simulasi yang akan dibangkitkan berjumlah 500 
pengamatan. Pada data simulasi akan dibangkitkan data dengan 
penentuan variabel prediktor sebanyak k = 6 dan pada data bangkitan 
akan dikontaminasi dengan pencilan dan kolinieritas. Persentase 
pencilan yang digunakan diambil sebanyak 5 tingkatan yaitu 5%, 10%, 
15%, 20%, dan 25% (Larasati dkk., 2020). Menurut Larasati dkk. 
(2020) pencilan optimal yang dapat digunakan akan dibangkitkan dari 
distribusi normal dengan rata-rata 50 dan simpangan baku sebesar 
0,05 yaitu 𝜀∗ = 𝑁(50, (0,05)0). Tabel 3.1. berikut merupakan 
tabulasi kriteria data simulasi yang digunakan.  
Tabel 3.1. Banyak pencilan, ukuran sampel (n), dan tingkat pencilan 









500 0.99 5% 5% × 500 = 25 
500 0.99 10% 10% × 500 = 50 
500 0.99 15% 15% × 500 = 75 
500 0.99 20% 20% × 500 = 100 
500 0.99 25% 25% × 500 = 125 
 Untuk mendapatkan kontaminasi data kolinieritas pada setiap 
himpunan data, maka 𝑋H< akan dibangkitkan menggunakan simulasi 
Monte Carlo dengan persamaan sebagai berikut (McDonald & 
Galarneau, 1975) :  
𝑋Hg = (1 − 𝜌0)
5
0 𝑥Hg + 𝜌 𝑥Hg 
dimana, 𝑖 = 1,2, . . . , 𝑛  dan 𝑗 = 1,2, . . . , 𝑘  
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Data  𝑥H5,  𝑥H0,  𝑥H¬, . . . ,  𝑥H(<¨5) merupakan data yang dibangkitkan 
dengan sebaran normal 𝑁(0,1) dan 𝜌 ditentukan sehingga korelasi 
antar variabel prediktor dirumuskan dengan  𝜌0. Nilai 𝜌 ditentukan 
sebesar 0,99 yang mengindikasikan variabel satu dengan yang lain 
berkorelasi tinggi.  
 Variabel respon (Y) untuk setiap k variabel prediktor diperoleh 
berdasarkan model regresi 𝒀 = 𝑿𝜷 + 𝜺 dimana 𝛽 adalah  𝛽H,g = 1 ; 
untuk i = j, dan 0 selainnya. Galat model regresi  𝜀 dibangkitkan dari 
sebaran normal 𝑁(0,1) sehingga Y adalah kombinasi linier dari k 
variabel prediktor dengan galat pada persamaan berikut (Larasati dkk., 
2020) : 
𝑌H = 𝛽? +  𝛽5𝑋5H + ⋯ + 𝛽õ𝑋õH + 𝜀H 
3.2. Proses Pembangkitan Data 
 Langkah-langkah dalam membangkitkan data dengan satu 
variabel respon dengan skala rasio adalah sebagai berikut : 
1. Membangkitkan data untuk setiap variabel prediktor sebanyak 
500 pengamatan dengan sebaran normal 𝑁(0,1) 
menggunakan simulasi Monte Carlo dengan kontaminasi 𝜌 
sebesar 0,99 untuk mendapatkan variabel prediktor dengan 
multikolinieritas dan membangkitkan galat 𝜀 dengan sebaran 
normal 𝑁(0,1). Pembangkitan variabel prediktor digunakan 
persamaan : 
𝑋Hg = (1 − 𝜌0)
5
0 𝑥Hg + 𝜌 𝑥Hg 
2. Membuat variabel respon menggunakan variabel prediktor 
dan galat yang telah dibangkitkan dengan persamaan :  
𝑌H = 𝛽? +  𝛽5𝑋5H + ⋯ + 𝛽õ𝑋õH + 𝜀H 
3. Membentuk data frame yang terdiri dari variabel respon dan 
variabel prediktor yang dihasilkan pada langkah 1 sampai 2. 
Data ini merupakan data awal yang belum terkontaminasi 
pencilan dan akan digunakan untuk analisis regresi komponen 
utama klasik.  
4. Membangkitkan matriks pencilan dari distribusi normal 
𝑁(50, (0,05)0) dengan jumlah pengamatan sebanyak tingkat 
pencilan yaitu 5%, 10%, 15%, 20%, dan 25% kali pengamatan 
n = 500. Tingkatan pencilan yang dipilih optimal untuk 




pengaruh berbeda untuk ketegaran metode robust yang dilihat 
melalui nilai MSE dan bias (Larasati dkk., 2020). 
5. Menambahkan matriks pencilan pada matriks awal dengan 
cara menambahkan setiap tingkatan pencilan kepada matriks 
awal sehingga akan dihasilkan lima matriks kontaminasi. 
6. Menyimpan seluruh matriks yang telah terkontaminasi 
pencilan yang nantinya akan digunakan sebagai data untuk 
analisis regresi komponen utama robust.  
3.3. Metode Analisis Data 
 Penelitian ini dilakukan dengan menggunakan studi literatur 
secara sistematis yang diperoleh dari buku teks penunjang, jurnal, dan 
internet sebagai pedoman dan kemudian melakukan simulasi sebagai 
aplikasi untuk penerapan teori menggunakan software Rstudio 4.0.3. 
Metode analisis data yang digunakan pada penelitian ini adalah 
kombinasi antara analisis komponen utama menggunakan metode 
Minimum Covariance Determinant (MCD) dan regresi robust 
estimasi-MM  (Method of Moment). Pada penelitian dilakukan analisis 
data awal menggunakan analisis regresi komponen utama klasik untuk 
digunakan sebagai pembanding dengan metode analisis regresi 
komponen utama robust.  
 Langkah-langkah analisis data dengan data simulasi dalam 
penelitian ini adalah sebagai berikut :  
1. Membangkitkan data dalam bentuk matriks untuk variabel 
prediktor yang terkontaminasi multikolinieritas dan variabel 
respon. 
2. Melakukan analisis regresi linier berganda untuk 
mendapatkan standar eror penduga parameter 𝑠𝑒 â𝛽|g
(À)ä. 
3. Melakukan analisis regresi komponen utama klasik dengan 
langkah-langkah sebagai berikut :  
a. Menghitung matriks kovarians dari variabel asal (X). 
b. Menghitung nilai ciri 𝜆H dan vektor ciri 𝑎H dari matriks 
kovarian. 
c. Menghitung skor komponen utama Q seperti pada 
persamaan (2.8). 




e. Menghitung nilai duga koefisien reresi komponen utama 
berdasarkan komponen yang terpilih dengan metode OLS 
seperti pada persamaan (2.7), simpan sebagai 𝛽|g
(?). 
4. Membangkitkan matriks pencilan dari distribusi normal 
𝑁(50, (0,05)0) sehingga diperoleh matriks kontaminasi. 
Elemen dari matriks kontaminasi adalah nol kecuali untuk 
beberapa elemen yang dijadikan pencilan. 
5. Menambahkan matriks pencilan pada matriks awal di langkah 
1.  
6. Melakukan regresi komponen utama klasik seperti langkah 2 
pada data yang telah terkontaminasi pencilan. 
7. Menyimpan nilai 𝛽|g
(À) dan 𝑠𝑒 â𝛽|g
(À)ä pada regresi komponen 
utama klasik di langkah 5. 
8. Melakukan analisis komponen utama robust dengan langkah 
sebagai berikut : 
a. Menghitung matriks kovarians MCD seperti pada 
persamaan (2.22). 
b. Menghitung nilai ciri 𝜆H dan vektor ciri 𝑎H dari matriks 
kovarian. 
c. Menghitung skor komponen utama Q seperti pada 
persamaan (2.8). 
d. Memilih komponen utama yang memiliki nilai ciri lebih 
dari 1.  
9. Menghitung nilai duga koefisien regresi komponen utama 
berdasarkan komponen yang terpilih dengan estimasi-MM 
seperti pada persamaan (2.26). 
10. Menyimpan nilai 𝛽|g
(À) dan 𝑠𝑒 â𝛽|g
(À)ä pada regresi komponen 
utama robust. 
11. Mengulangi langkah 3 sampai 9 sebanyak 1000 kali untuk 
seluruh kombinasi tingkat pencilan pada ukuran data. 
12. Menghitung nilai bias seperti pada persamaan (2.30) dan MSE 
seperti pada persamaan (2.31) dari RKU Klasik dan RKU 
robust dengan m = 1000. 
13. Membandingkan regresi komponen utama robust dengan 
regresi komponen utama klasik berdasarkan nilai rata-rata 
bias, MSE, dan standar eror koefisien parameter regresi dari 




3.4.  Diagram Alir 
 Diagram alir merupakan gambaran secara grafik yang 
menyatakan arah dan alur analisis data. Diagram alir digunakan untuk 
memudahkan dan membantu peneliti untuk memecahkan masalah dan 
analisis data pada penelitian. Diagram alir dari penelitian ini 






























HASIL DAN PEMBAHASAN 
 
4.1. Pemodelan Analisis Regresi Linier Berganda 
 Langkah pertama dalam analisis regresi linier berganda adalah 
melakukan pemodelan analisis regresi linier berganda. Pemodelan 
dilakukan untuk seluruh kombinasi data simulasi. Berdasarkan hasil 
analisis, model regresi linier berganda untuk seluruh kombinasi data 
simulasi disajikan pada persamaan sebagai berikut.  
Model 1. Model Regresi Linier Berganda pada Data Kontaminasi 
Multikolinieritas dengan Pencilan 5% 
𝑌. = 1,0118 + 0,9814𝑋50 +  1,0352𝑋00 + 1,0026𝑋¬0 + 1,0164𝑋ó0 + 1,0195𝑋ô0 + 0,9477𝑋õ0 
Model 2. Model Regresi Linier Berganda pada Data Kontaminasi 
Multikolinieritas dengan Pencilan 10% 
𝑌. = 0,9937 + 0,9818𝑋50 +  1,0326𝑋00 + 1,0045𝑋¬0 + 1,0185𝑋ó0 + 1,0207𝑋ô0 + 0,9470𝑋õ0 
Model 3. Model Regresi Linier Berganda pada Data Kontaminasi 
Multikolinieritas dengan Pencilan 15% 
𝑌. = 0,9876 + 0,9791𝑋50 +  1,0356𝑋00 + 1,0019𝑋¬0 + 1,0186𝑋ó0 + 1,0208𝑋ô0 + 0,9481𝑋õ0 
Model 4. Model Regresi Linier Berganda pada Data Kontaminasi 
Multikolinieritas dengan Pencilan 20% 
𝑌. = 0,9943 + 0,9805𝑋50 +  1,0362𝑋00 + 1,0025𝑋¬0 + 1,0182𝑋ó0 + 1,0190𝑋ô0 + 0,9461𝑋õ0 
Model 5. Model Regresi Linier Berganda pada Data Kontaminasi 
Multikolinieritas dengan Pencilan 25% 
𝑌. = 0,9791 + 0,9833𝑋50 +  1,0371𝑋00 + 1,0021𝑋¬0 + 1,0158𝑋ó0 + 1,0188𝑋ô0 + 0,9461𝑋õ0 
 Berdasarkan pemodelan yang didapatkan, pemodelan regresi 
linier berganda untuk seluruh kombinasi data simulasi akan digunakan 
untuk menguji asumsi klasik regresi linier.  
4.2. Pengujian Asumsi Klasik Regresi Linier 
 Pengujian asumsi klasik regresi linier dilakukan pada setiap 
kombinasi tingkat pencilan dan ukuran sampel sehingga akan 
didapatkan lima kombinasi yang akan dilakukan pengujian asumsi 
klasik regresi linier. Pada penelitian ini dilakukan pengujian asumsi 
normalitas, non-multikolinieritas, dan homoskedastisitas. Pengujian 
asumsi autokorelasi tidak dilakukan dikarenakan data simulasi 
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merupakan data cross section yang tidak memerlukan asumsi 
autokorelasi. 
4.2.1. Pengujian Normalitas Sisaan 
 Pengujian normalitas sisaan pada data yang telah 
dibangkitkan dilakukan untuk mengetahui apakah data mengandung 
pencilan sehingga harus diduga dengan menggunakan regresi 
komponen utama robust. Pada penelitian ini, digunakan uji 
Kolmogorov-Smirnov untuk menguji normalitas sisaan. Tabel 4.1 
merupakan hasil pengujian normalitas sesuai dengan rumus pada 
persamaan (2.2) menggunakan Software Rstudio 4.0.3 pada berbagai 
kombinasi tingkat pencilan dengan ukuran sampel menggunakan uji 
Kolmogorov-Smirnov. 




Uji KS Nilai-p 
Taraf 
Nyata (𝛼) Keputusan 
5% 0,4577 0,0000 0,05 Tolak 𝐻? 
10% 0,4763 0,0000 0,05 Tolak 𝐻? 
15% 0,4940 0,0000 0,05 Tolak 𝐻? 
20% 0,5100 0,0000 0,05 Tolak 𝐻? 
25% 0,5357 0,0000 0,05 Tolak 𝐻? 
 Berdasarkan Tabel 4.1, dengan menggunakan taraf nyata 
sebesar 5% didapatkan bahwa seluruh sisaan untuk lima kombinasi 
data memiliki nilai-p yang kurang dari taraf nyata 5% sehingga 𝐻? 
dapat ditolak. Dari hasil tersebut dapat disimpulkan bahwa sisaan 
model regresi pada seluruh tingkat pencilan tidak berdistribusi normal. 
Oleh karena itu, dibutuhkan pendeteksian lebih lanjur mengenai 
pencilan pada setiap kombinasi data.  
4.2.2. Pengujian Non-Multikolinieritas  
 Pengujian non-multikolinieritas pada penelitian ini bertujuan 
untuk mengetahui apakah terdapat korelasi antar variabel prediktor 
sehingga dapat dilakukan analisis lebih lanjut apakah dilakukan 
analisis komponen utama atau tidak. Pengujian multikolinieritas dapat 
dilihat melalui nilai VIF yang digunakan untuk mendeteksi adanya 
multikolinieritas. Berdasarkan persamaan (2.4) didapatkan nilai VIF 





Tabel 4.2. Nilai VIF Uji Multikolinieritas 
Variabel Nilai VIF Tingkat Pencilan 
5% 10% 15% 20% 25% 
𝑋5 86,9656 164,1843 233,5142 291,1806 340,5903 
𝑋0 88,2134 164,8732 230,8856 291,8514 338,9678 
𝑋¬ 82,7164 155,2800 220,8343 277,2635 324,1904 
𝑋ó 86,1574 162,2370 229,6771 287,9708 336,4035 
𝑋ô 78,6022 148,1733 210,3357 264,4539 309,3013 
𝑋õ 81,3107 153,4069 217,2044 274,4057 319,5634 
 Berdasarkan Tabel 4.2, didapatkan hasil bahwa seluruh 
variabel prediktor pada seluruh kombinasi data memiliki nilai VIF 
yang lebih dari 10 sehingga dapat disimpulkan bahwa terdapat 
multikolinieritas pada model. Oleh karena itu, perlu dilakukan 
penanganan menggunakan analisis komponen utama untuk variabel 
prediktor pada model regresi.  
4.1.3. Pengujian Homoskedastisitas 
 Pengujian homoskedastisitas pada penelitian ini bertujuan 
untuk melihat apakahvariansdari sisaan untuk semua pengamatan dari 
seluruh kombinasi model regresi adalah sama atau tidak. Pada 
penelitian ini, digunakan uji Breusch-Pagan. Tabel 4.3 merupakan 
hasil pengujian homoskedastisitas sesuai dengan rumus pada 
persamaan (2.5) menggunakan Software Rstudio 4.0.3 pada berbagai 
kombinasi tingkat pencilan dengan ukuran sampel menggunakan uji 
Breusch-Pagan. 





Nilai-p Taraf nyata 
(𝛼)  
Keputusan 
5% 6,8515 0,3348 0,05 Terima 𝐻? 
10% 8,9680 0,1754 0,05 Terima 𝐻? 
15% 9,4459 0,1500 0,05 Terima 𝐻? 
20% 8,8941 0,1796 0,05 Terima 𝐻? 
25% 8,5772 0,1988 0,05 Terima 𝐻? 
 42 
 
 Berdasarkan Tabel 4.3, dengan menggunakan taraf nyata 
sebesar 5% didapatkan hasil bahwa untuk seluruh kombinasi data 
menghasilkan nilai-p yang lebih dari taraf nyata 5% sehingga 𝐻? dapat 
diterima.  Dari hasil tersebut dapat disimpulkan bahwavariansdari 
sisaan model regresi pada seluruh tingkat pencilan sama (homogen).  
4.3. Pendeteksian Pencilan 
 Data yang digunakan pada penelitian ini adalah data simulasi 
dengan multikolinieritas dengan lima tingkatan pencilan yaitu 5%, 
10%, 15%, 20%, dan 25% pada variabel prediktor dan variabel respon.  
4.3.1. Pendeteksian Pencilan Pada Variabel Prediktor 
 Berdasarkan data simulasi sebanyak 500 pengamatan dengan 
pengulangan sebanyak 1000 kali, dilakukan pendeteksian pencilan 
pada variabel prediktor yang mengandung lima tingkatan pencilan. 
Pendeteksian pencilan pada variabel prediktor digunakan nilai 
Leverage yang akan dibandingkan dengan nilai cut-off. Nilai leverage 
dan nilai cut-off dihitung menggunakan rumus pada persamaan (2.13) 
dan (2.14) menggunakan Software Rstudio 4.0.3. Berdasarkan 
perhitungan didapatkan nilai cut-off sebesar 0,028. Gambar 4.1 
merupakan plot perbandingan nilai Leverage dengan nilai cut-off 
untuk seluruh kombinasi data.  
 
 





(c)                                                       (d) 
 
(e) 
Gambar 4.1.  Plot Perbandingan Nilai Leverage dan Nilai Cut-off  
Tingkat Pencilan 5% (a), 10% (b), 15% (c), 20% (d), dan 25% (e) 
 Berdasarkan Gambar 4.1, dapat dilihat bahwa terdapat nilai 
leverage dari pengamatan yang lebih dari nilai cut-off. Pada Gambar 
4.1 dapat dilihat pula bahwa seiring bertambahnya presentase tingkat 
pencilan pada data, semakin banyak pencilan yang terdeteksi pada 
model sesuai dengan presentase tingkat pencilan yang ditandai dengan 
nilai leverage lebih dari nilai cut-off. Pencilan yang terdeteksi terletak 
pada pengamatan urutan awal, hal ini sesuai dengan proses 
pembangkitan pencilan pada data dimana pencilan diletakkan pada 
urutan awal salah satu variabel prediktor dengan jumlah pencilan 
sesuai dengan persentase tingkatan pencilan pada data. Pada data 
dengan persentase pencilan sebanyak 5% dari seluruh jumlah 
pengamatan, maka pencilan yang terdeteksi akan terletak pada urutan 
awal pengamatan sebanyak 25 pencilan. Hal tersebut juga terdeteksi 
pada kombinasi lainnya yaitu terdapat pencilan sebanyak 50, 75, 100, 
dan 125 pada data dengan persentase pencilan 10%, 15%, 20,% dan 
25%. Jumlah pencilan pada model dengan nilai leverage sesuai 
dengan persentase tingkat pencilan yang dibangkitkan telah terlampir 
pada Lampiran 15 dan Lampiran 16.  
 Dari hasil pendeteksian menggunakan nilai leverage 
didapatkan bahwa untuk seluruh kombinasi data terdapat pencilan 
pada variabel prediktor. Pencilan yang terdapat pada variabel 
prediktor ini merupakan bad leverage points yang  akan berpengaruh 
pada signifikansi estimasi parameter regresi pada intersep maupun 
slope. Jika pencilan tersebut tidak diatasi maka pendugaan parameter 
yang dihasilkan akan bias dan tidak valid jika diinterpretasikan.  
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4.3.2. Pendeteksian Pencilan Pada Variabel Respon 
 Pendeteksian pencilan pada variabel respon dilakukan 
menggunakan deteksi TRES. Nilai TRES dihitung berdasarkan 
persamaan (2.17) yang dibandingkan dengan nilai tabel t sebesar 
𝑡(?,?0ô;ó25) = 1,9648. Gambar 4.2 merupakan plot perbandingan nilai 
TRES dengan nilai tabel t untuk seluruh kombinasi data.  
 
 
(a)                                                       (b) 
 
(c)                                                       (d) 
 
(e) 
Gambar 4.2. Plot Perbandingan Nilai TRES dan Tabel t pada Tingkat 




 Berdasarkan Gambar 4.2, dapat dilihat bahwa terdapat 
pencilan pada variabel respon yang ditunjukkan melalui nilai TRES 
yang lebih besar dari pada nilai tabel t. Seiring bertambahnya 
persentase tingkat pencilan pada data, maka pencilan yang terdapat 
pada variabel respon juga akan meningkat sesuai dengan presentase 
tingkat pencilan tersebut. Pencilan yang terdeteksi pada variabel 
respon terletak pada urutan awal pengamatan sesuai dengan 
pembangkitan data simulasi dengan pencilan yaitu pencilan 
dibangkitkan dan diletakkan pada urutan awal pengamatan dari 
keseluruhan data. Pada data dengan tingkat persentase pencilan 5%, 
pencilan yang terdeteksi pada variabel respon akan terletak pada 
urutan 25 pengamatan awal pada keseluruhan data. Hal tersebut juga 
terdeteksi pada data kombinasi lainnya yaitu terdapat pencilan yang 
terdeteksi pada urutan 50, 75, 100, dan 125 pengamatan awal pada 
keseluruhan data dengan persentase pencilan 10%, 15%, 20,% dan 
25%. Nilai TRES dan hasil deteksi TRES secara keseluruhan dapat 
dilihat pada Lampiran 17 dan Lampiran 18.  
 Dari hasil pendeteksian menggunakan nilai TRES didapatkan 
bahwa untuk seluruh kombinasi data terdapat pencilan pada variabel 
respon. Pencilan yang terdapat pada variabel prediktor ini merupakan 
vertical outliers yang  akan berpengaruh pada signifikansi estimasi 
parameter regresi pada intersep. Jika pencilan tersebut tidak diatasi 
maka pendugaan parameter yang dihasilkan akan bias dan tidak valid 
jika diinterpretasikan. Oleh karena pada variabel prediktor dan respon 
terdeteksi adanya pencilan, maka diperlukan pendeteksian 
pengamatan yang berpengaruh untuk melihat apakah pencilan tersebut 
benar-benar berpengaruh besar terhadap pendugaan parameter regresi 
pada model.   
4.4. Pendeteksian Pengamatan Berpengaruh 
 Pendeteksian pengamatan berpengaruh pada penelitian ini 
digunakan untuk melihat pengamatan yang tergolong pencilan 
memiliki pengaruh besar terhadap perubahan dari persamaan regresi 
apabila pengamatan ke-i dihilangkan dari himpunan data. Pengujian 
yang digunakan untuk mendeteksi pengamatan berpengaruh pada 
penelitian ini adalah Cook's Distance. Nilai Cook's Distance dihitung 
berdasarkan persamaan (2.20) menggunakan software Rstudio 4.0.3 
dan kemudian dibandingkan dengan Tabel F sebesar 𝐹?,?ô;3,ó2¬ = 
 46 
 
2,3132. Gambar 4.3 merupakan plot perbandingan nilai Cook's 
Distance dengan nilai tabel F untuk seluruh kombinasi data.  
 
 
(a)                                                       (b) 
 
(c)                                                       (d) 
 
(e) 
Gambar 4.3. Plot Perbandingan Nilai Cook's Distance dan Tabel F 
Tingkat Pencilan 5% (a), 10% (b), 15% (c), 20% (d), dan 25% (e) 
 Berdasarkan Gambar 4.3, terdapat pengamatan dengan nilai 
Cook's Distance yang lebih dari tabel F. Hal ini menunjukkan bahwa 
pengamatan-pengamatan tersebut tergolong pencilan yang 
berpengaruh terhadap seluruh koefisien regresi karena berpengaruh 




pengamatan berpengaruh tersebut jumlahnya bertambah seiring 
dengan besarnya persentase tingkat pencilan yang dibangkitkan pada 
data. Sama halnya dengan pendeteksian TRES dan Leverage 
sebelumnya, pengamatan berpengaruh terletak pada urutan 25, 50, 75, 
100, dan 125 awal dari keseluruhan data sesuai dengan kombinasi data 
dengan tingkat pencilan 5%, 10%, 15%, 20%, dan 25%.  
 Dari hasil pendeteksian pencilan pada variabel prediktor, 
variabel respon, dan pengamatan berpengaruh dapat disimpulkan 
bahwa pada data simulasi terdeteksi pencilan yang jika dilakukan 
analisis regresi akan menimbulkan permasalahan pada pendugaan 
parameter regresi sehingga perlu dilakukan penanganan menggunakan 
metode yang robust terhadap pencilan. Pada data penelitian ini tidak 
hanya terdeteksi pencilan pada variabel prediktor dan respon, namun 
juga terdapat multikolinieritas pada variabel prediktor. Untuk 
penanganan pencilan dan multikolinieritas pada variabel prediktor 
pada penelitian ini digunakan metode analisis komponen utama robust 
MCD dan untuk menangani pencilan pada variabel respon digunakan 
metode regresi robust menggunakan metode MM. Sehingga pada 
penelitian ini digunakan analisis regresi komponen utama robust 
metode MCD-MM.  
4.5. Analisis Regresi Komponen Utama  
 Pada analisis regresi komponen utama, langkah pertama yaitu 
melakukan analisis komponen utama pada variabel prediktor dan 
selanjutnya dilakukan analisis regresi berdasarkan komponen utama 
yang terpilih. Pada sub-bab ini akan dibahas mengenai analisis RKU 
klasik dan RKU robust MCD-MM pada data simulasi yang telah 
terkontaminasi pencilan dan multikolinieritas.  
4.5.1.  Analisis Komponen Utama  
 Analisis komponen utama digunakan untuk menangani 
multikolinieiritas pada analisis RKU. Langkah pertama dalam analisis 
komponen utama adalah menentukan matriks varians kovarian. 
Matriks varians kovarians digunakan jika unit satuan data sama dan 
digunakan untuk mendapatkan nilai eigen dan vektor eigen. 
Berdasarkan hasil analisis, nilai matriksvarianspada RKU klasik 
memiliki nilai yang lebih besar daripada RKU robust MCD-MM, hal 
ini dikarenakan kovarians yang digunakan pada RKU robust 
menggunakan metode MCD yang meminimumkan determinan dari 
matriks varians kovarians sehingga komponen matriksnya memiliki 
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nilai yang lebih kecil. Selain itu, komponen matriks varians kovarians 
yang lebih kecil menunjukkan bahwa metode MCD telah menangani 
pencilan pada variabel prediktor, dilihat dari nilai varians dan 
kovarians antar variabel yang kecil. Nilai matriks varians kovarians 
untuk RKU Klasik dan RKU Robust dapat dilihat pada Lampiran 15.  
 Matriks varians kovarians yang terbentuk, kemudian 
digunakan untuk mendapatkan nilai eigen dan vektor eigen. Pada 
analisis komponen utama, terdapat kumulatif proporsi keragaman total 
yaitu seberapa besar komponen utama yang terbentuk dapat 
menjelaskan keragaman data. Nilai kumulatif proporsi keragaman 
total didapatkan dari jumlah kumulatif proporsi varians dari setiap 
komponen yang terbentuk. Tabel 4.4 berikut merupakan nilai eigen 
yang terbentuk dengan kumulatif proporsi keragaman total.  
Tabel 4.4. Nilai Eigen dan Kumulatif Proporsi Keragaman Total 
Pencilan 










(𝜌 = 0,99) 
714,4295 0,9917 1,1813 0,1956 
1,3487 0,9935 1,1374 0,3837 
1,2740 0,9953 0,9950 0,5482 
1,1850 0,9970 0,9593 0,7068 
1,1447 0,9985 0,9145 0,8580 
1,0510 1,0000 0,8587 1,0000 
10% 
(𝜌 = 0,99) 
1352,2536 0,9956 1,1656 0,1943 
1,3477 0,9966 1,1308 0,3828 
1,2767 0,9975 0,9901 0,5479 
1,1909 0,9984 0,9562 0,7073 
1,1415 0,9992 0,9140 0,8957 
1,0568 1,0000 0,8416 1,0000 
15% 
(𝜌 = 0,99) 
1918,4853 0,9969 1,1291 0,1892 
1,3482 0,9976 1,0984 0,3732 
1,2749 0,9982 0,9914 0,5393 
1,1866 0,9989 0,9660 0,7012 
1,1460 0,9994 0,9242 0,8560 
1,0595 1,0000 0,8595 1,0000 
20% 
(𝜌 = 0,99) 
2409,1928 0,9975 1,1563 0,1901 














1,2726 0,9986 1,0447 0,5419 
1,1868 0,9991 0,9688 0,7012 
1,1430 0,9996 0,9540 0,8580 
1,0581 1,0000 0,8637 1,0000 
25% 
(𝜌 = 0,99) 
2817,4104 0,9979 1,0998 0,1841 
1,3501 0,9984 1,0839 0,3656 
1,2737 0,9988 1,0361 0,5391 
1,1880 0,9992 0,9662 0,7009 
1,1481 0,9996 0,9422 0,8586 
1,0577 1,0000 0,8444 1,0000 
Scree plot dari nilai eigen komponen utama untuk RKU klasik dan 
RKU robust MCD-MM disajikan pada Gambar 4.4. berikut. 
 





   
 
(b) 
Gambar 4.4. Scree Plot Nilai Eigen pada RKU Klasik (a), RKU 
Robust MCD-MM (b) 
 Berdasarkan Tabel 4.4 dan Gambar 4.4 dapat dilihat bahwa 
nilai eigen untuk seluruh tingkat pencilan dengan multikolinieritas 
pada RKU klasik bernilai lebih dari satu, sedangkan pada RKU robust 
MCD-MM untuk tingkat pencilan 5%, 10%, dan 15% memiliki nilai 
eigen yang lebih dari satu pada komponen utama satu dan dua, untuk 
tingkat pencilan 20% dan 25% memiliki nilai eigen yang lebih dari 
satu pada komponen utama satu, dua, dan tiga. Pada RKU klasik, dapat 
dilihat bahwa nilai eigen komponen utama yang pertama sangatlah 
besar dibandingkan dengan lima komponen lainnya. Hal ini 
dikarenakan terdapat pencilan pada variabel prediktor pertama pada 
data simulasi yang menyebabkan komponen matriks varians kovarians 
untuk variabel prediktor pertama bernilai besar sehingga nilai eigen 
yang didapatkan juga sangat besar. Jika dilihat dari kumulatif proporsi 
keragaman total, komponen pertama telah dapat menjelaskan lebih 
dari 90% keragaman data, namun jika dilanjutkan pada analisis regresi 
tanpa penanganan pencilan pada variabel prediktornya akan 
menyebabkan pendugaan koefisien parameter regresi bias dan menjadi 
tidak valid.  Pada RKU robust MCD-MM, dapat dilihat bahwa nilai 
eigen pada seluruh komponen bernilai satu dan berada pada rentang 




utama seimbang. Hal ini dikarenakan penanganan pencilan 
menggunakan metode MCD yaitu meminimumkan determinan 
matriks varians kovarians sehingga nilai eigen yang dihasilkan tidak 
terlalu besar dan komponan utama yang dihasilkan telah terbebas dari 
pencilan. Metode MCD pada penelitian ini tidak hanya mengatasi 
multikolinieritas namun juga pencilan pada variabel prediktor.  
 Pemilihan komponen utama didasarkan pada proporsi 
kumulatif kergaman total. Batas proporsi kumulatif keragaman total 
ditetapkan 80% sehingga komponen utama yang proporsi kumulatif 
keragaman totalnya lebih dari 80% maka akan digunakan untuk 
analisis regresi komponen utama. Nilai eigen pada komponen utama 
kemudian digunakan entuk mendapat vektor eigen dari komponen 
utama terpilih. Vektor eigen yang terbentuk digunakan untuk 
mendapatkan komponen utama yang akan digunakan pada analisis 
regresi komponen utama. Tabel 4.5 berikut merupakan komponen 
utama yang terpilih berdasarkan proporsi kumulatif keragaman total. 
Tabel 4.5. Hasil Pemilihan Komponen Utama (Q) 
Pencilan Komponen Utama Terpilih RKU Klasik RKU Robust MCD-MM 
5% (𝜌 = 0,99) Komponen Utama 1 
Komponen Utama 
1,2,3,4,5 
10% (𝜌 = 0,99) Komponen Utama 1 
Komponen Utama 
1,2,3,4,5 
15% (𝜌 = 0,99) Komponen Utama 1 
Komponen Utama 
1,2,3,4,5 
20% (𝜌 = 0,99) Komponen Utama 1 
Komponen Utama 
1,2,3,4,5 
25% (𝜌 = 0,99) Komponen Utama 1 
Komponen Utama 
1,2,3,4,5 
 Berdasarkan Tabel 4.5 dapat dilihat bahwa komponen utama 
yang digunakan untuk RKU Klasik adalah komponen utama pertama 
dan untuk RKU Robust MCD-MM adalah komponen 1,2,3,4, dan 5. 
Berdasarkan nilai komponen utama yang terbentuk, model komponen 
utama yang terbentuk yaitu sebagai berikut. 
Model 1. Model Komponen Utama Klasik (Pencilan 5%) 
𝑄H = −0,4067𝑋5H − 0,4122𝑋0H − 0,4085𝑋¬H − 0,4078𝑋óH − 0,4072𝑋ôH − 0,4071𝑋õH 
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Model 2. Model Komponen Utama Klasik (Pencilan 10%) 
𝑄H = −0,4081𝑋5H − 0,4108𝑋0H − 0,4076𝑋¬H − 4072𝑋óH − 4076𝑋ôH − 0,4082𝑋õH 
Model 3. Model Komponen Utama Klasik (Pencilan 15%) 
𝑄H = −0,4085𝑋5H − 0,4095𝑋0H − 0,4084𝑋¬H − 0,4078𝑋óH − 0,4079𝑋ôH − 0,4078𝑋õH 
Model 4. Model Komponen Utama Klasik (Pencilan 20%) 
𝑄H = −0,4076𝑋5H − 0,4098𝑋0H − 0,4086𝑋¬H − 0,4069𝑋óH − 0,4081𝑋ôH − 0,4086𝑋õH 
Model 5. Model Komponen Utama RKU Klasik (Pencilan 25%) 
𝑄H = −0,4072𝑋5H − 0,4092𝑋0H − 0,4085𝑋¬H − 0,4080𝑋óH − 0,4082𝑋ôH − 0,4084𝑋õH 
Model 6. Model Komponen Utama RKU Robust MCD-MM (Pencilan 
5%) 
𝑄5H = −0,2396𝑋5H − 0,5097𝑋0H + 0,5761𝑋¬H + 0,2667𝑋óH − 0,1141𝑋ôH + 0,5165𝑋õH 
𝑄0H = 0,5976𝑋5H − 0,0710𝑋0H − 0,2778𝑋¬H + 0,4435𝑋óH − 0,5819𝑋ôH + 0,15938𝑋õH 
𝑄¬H = −0,4050𝑋5H + 0,7751𝑋0H + 0,1125𝑋¬H + 0,2299𝑋óH − 0,3170𝑋ôH + 0,2631𝑋õH 
𝑄óH = −0,0685𝑋5H + 0,0222𝑋0H − 0,3309𝑋¬H + 0,6729𝑋óH + 0,6396𝑋ôH + 0,1531𝑋õH 
𝑄ôH = −0,0871𝑋5H − 0,0295𝑋0H − 0,5639𝑋¬H + 0,0321𝑋óH − 0,3522𝑋ôH − 0,1220𝑋õH 
Model 7. Model Komponen Utama RKU Robust MCD-MM (Pencilan 
10%) 
𝑄5H = −0,5330𝑋5H − 0,3869𝑋0H + 0,6275𝑋¬H − 0,0570𝑋óH + 0,2330𝑋ôH + 0,3390𝑋õH 
𝑄0H = 0,3654𝑋5H − 0,2597𝑋0H + 0,0507𝑋¬H + 0,4873𝑋óH − 0,0564𝑋ôH + 0,4903𝑋õH 
𝑄¬H = −0,4426𝑋5H + 0,6377𝑋0H − 0,1332𝑋¬H + 0,5971𝑋óH + 0,0489𝑋ôH + 0,1444𝑋õH 
𝑄óH = −0,1552𝑋5H + 0,4388𝑋0H + 0,4208𝑋¬H − 0,4356𝑋óH − 0,6454𝑋ôH − 0,0056𝑋õH 
𝑄ôH = 0,0045𝑋5H + 0,1643𝑋0H − 0,3455𝑋¬H − 0,4538𝑋óH + 0,1845𝑋ôH + 0,7833𝑋õH 
Model 8. RKU Robust MCD-MM (Pencilan 15%) 
𝑄5H = −0,6591𝑋5H − 0,0992𝑋0H + 0,4736𝑋¬H − 0,2530𝑋óH + 0,5156𝑋ôH − 0,0402𝑋õH 
𝑄0H = −0,1188𝑋5H + 0,3403𝑋0H − 0,3811𝑋¬H − 0,5085𝑋óH + 0,2690𝑋ôH − 0,6276𝑋õH 
𝑄¬H = −0,2080𝑋5H + 0,6089𝑋0H + 0,4501𝑋¬H + 0,0995𝑋óH − 0,5363𝑋ôH − 0,2930𝑋õH 
𝑄óH = 0,2942𝑋5H − 0,4594𝑋0H + 0,3869𝑋¬H − 0,6315𝑋óH − 0,3838𝑋ôH − 0,0812𝑋õH 
𝑄ôH = −0,0400𝑋5H + 0,4689𝑋0H − 0,1234𝑋¬H − 0,5034𝑋óH − 0,0387𝑋ôH + 0,7129𝑋õH 
Model 9. RKU Robust MCD-MM (Pencilan 20%) 




𝑄0H = 0,3009𝑋5H + 0,3773𝑋0H − 0,5988𝑋¬H − 0,3180𝑋óH + 0,2372𝑋ôH − 0,5011𝑋õH 
𝑄¬H = −0,4216𝑋5H + 0,7384𝑋0H + 0,3670𝑋¬H + 0,0007𝑋óH − 0,2647𝑋ôH − 0,2649𝑋õH 
𝑄óH = −0,2971𝑋5H + 0,3861𝑋0H − 0,4868𝑋¬H + 0,1592𝑋óH + 0,1879𝑋ôH + 0,6819𝑋õH 
𝑄ôH = 0,2517𝑋5H + 0,1110𝑋0H + 0,1408𝑋¬H − 0,7927𝑋óH − 0,3165𝑋ôH + 0,4200𝑋õH 
Model 10. RKU Robust MCD-MM (Pencilan 25%) 
𝑄5H = −0,6885𝑋5H − 0,1029+ 0,6298𝑋¬H − 0,1103𝑋óH + 0,1653𝑋ôH + 0,2863𝑋õH 
𝑄0H = −0,1667𝑋5H + 0,0797𝑋0H − 0,2398𝑋¬H − 0,5862𝑋óH + 0,6147𝑋ôH − 0,4324𝑋õH 
𝑄¬H = 0,3137𝑋5H − 0,8584𝑋0H − 0,0158𝑋¬H − 0,1547𝑋óH + 0,2433𝑋ôH + 0,2852𝑋õH 
𝑄óH = 0,2925𝑋5H − 0,0310𝑋0H + 0,4689𝑋¬H − 0,5991𝑋óH − 0,5043𝑋ôH − 0,2834𝑋õH 
𝑄ôH = 0,0267𝑋5H + 0,3186𝑋0H − 0,3065𝑋¬H − 0,4986𝑋óH − 0,1108𝑋ôH + 0,7369𝑋õH 
 Berdasarkan model komponen utama yang terbentuk, 
kemudian dilakukan analisis regresi komponen utama dengan 
meregresikan nilai Q yang terbentuk dari model komponen utama 
terhadap variabel respon. 
4.5.2. Analisis Regresi  
 Setelah didapatkan komponen utama, maka dilakukan analisis 
regresi komponen utama yaitu meregresikan komponen utama yang 
terbentuk terhadap variabel respon data simulasi. Model regresi 
komponen utama dengan hasil pendugaan parameter awal diberikan 
sebagai berikut. 
Model 1. RKU Klasik (Pencilan 5%) 
𝑌. = 2,3167 − 2,4502𝑄.  
Model 2. RKU Klasik (Pencilan 10%) 
𝑌. = 6,6300 − 2,4526𝑄.  
Model 3. RKU Klasik (Pencilan 15%) 
𝑌. = 11,4238 − 2,4512𝑄.  
Model 4. RKU Klasik (Pencilan 20%) 
𝑌. = 14,2263 − 2,4505𝑄.  
Model 5. RKU Klasik (Pencilan 25%) 
𝑌. = 16,0094 − 2,4508𝑄.  
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Model 6. RKU Robust MCD-MM (Pencilan 5%) 
𝑌. = 1,0145 + 0,4373𝑄5.0 + 0,3073𝑄0.0 + 0,3632𝑄¬.0 − 0,3473𝑄ó.0 − 0,0600𝑄ô.0  
Model 7. RKU Robust MCD-MM (Pencilan 10%) 
𝑌. = 0,9976 + 0,3056𝑄5.0 + 0,3890𝑄0.0 + 1,1044𝑄¬.0 − 0,3940𝑄ó.0 − 0,6067𝑄ô.0  
Model 8. RKU Robust MCD-MM (Pencilan 15%) 
𝑌. =  0,9932 − 0,1717𝑄5.0 + 0,7032𝑄0.0 + 0,2900𝑄¬.0 + 0,7938𝑄ó.0 − 0,0872𝑄ô.0  
Model 9. RKU Robust MCD-MM (Pencilan 20%) 
𝑌. = 0,9995 − 0,2783𝑄5.0 − 0,4018𝑄0.0 + 0,6187𝑄¬.0 + 0,3406𝑄ó.0 − 0,7099𝑄ô.0  
Model 10. RKU Robust MCD-MM (Pencilan 25%) 
𝑌. =  0,9830 + 0,6693𝑄5.0 + 0,1858𝑄0.0 − 0,1210𝑄¬.0 − 0,7006𝑄ó.0 + 0,0368𝑄ô.0  
 Berdasarkan model yang terbentuk, model masih dalam 
bentuk regresi dengan koefisien komponen utama sehingga perlu 
disubtitusi kembali kedalam model regresi komponen utama. Hasil 
pendugaan koefisien parameter RKU dan signifikansi parameter 
disajikan pada Tabel 4.6. 
Tabel 4.6. Pendugaan Parameter Regresi Komponen Utama 
RKU Klasik 
𝛽 Pencilan 5% 10% 15% 20% 25% 
𝛽? 2,3167*** 6,6300*** 11,4238*** 14,2263*** 16,0094*** 
𝛽5 0,9967*** 1,0005*** 1,0010 *** 0,9989*** 0,9998*** 
𝛽0 1,0102 1,0070 1,0038 1,0041 1,0029 
𝛽¬ 1,0012 0,9993 1,0112 1,0010 1,0011 
𝛽ó 0,9994 0,9982 0,9986 0,9972 0,9999 
𝛽ô 0,9980 0,9994 0,9999 0,9998 1,0005 
𝛽õ 0,9976 1,0008 0,9995 1,0014 1,0008 
RKU Robust MCD-MM 
𝛽 Pencilan 5% 10% 15% 20% 25% 
𝛽?  1,1015***  0,9976***  0,9932***  0,9995***  0,9830*** 
𝛽5 -0,3056*** -0,2853*** -0,2776*** -0,3667*** -0,3563*** 
𝛽0  0,0098***  0,5716*** -0,0402***  0,3453***  0,1840*** 
𝛽¬  0,0639*** -0,0980***  0,0429***  0,0132***  0,0320*** 
𝛽ó  0,4812***  0,6423***  0,9879***  0,8589***  0,7276*** 
𝛽ô -0,1801***  0,1748***  0,1646*** -0,0307*** -0,0924*** 




Keterangan : *   = Signifikan pada taraf nyata 10% 
         **   = Signifikan pada taraf nyata 5% 
         *** = Signifikan pada taraf nyata 1%  
 Berdasarkan pendugaan parameter yang terbentuk pada Tabel 
4.6, model regresi komponen utama akhir diberikan sebagai berikut : 
Model 1. Model RKU Klasik (Pencilan 5%) 
𝑌. = 2,3167 + 0,9967𝑋50 +  1,0102𝑋00 + 1,0012𝑋¬0 + 0,9994𝑋ó0 + 0,9980𝑋ô0 + 0,9976𝑋õ0 
Model 2. Model RKU Klasik (Pencilan 10%) 
𝑌. = 6,6300 + 1,0005𝑋50 +  1,0070𝑋00 + 0,9993𝑋¬0 + 0,9982𝑋ó0 + 0,9994𝑋ô0 + 1,0008𝑋õ0 
Model 3. Model RKU Klasik (Pencilan 15%) 
𝑌. = 11,4238 + 1,0010𝑋50 +  1,0038𝑋00 + 1,0112𝑋¬0 + 0,9986𝑋ó0 + 0,9999𝑋ô0 + 0,9995𝑋õ0  
Model 4. Model RKU Klasik (Pencilan 20%) 
𝑌. = 14,2263 + 0,9989𝑋50 +  1,0041𝑋00 + 1,0010𝑋¬0 + 0,9972𝑋ó0 + 0,9998𝑋ô0 + 1,0014𝑋õ0  
Model 5. Model RKU Klasik (Pencilan 25%) 
𝑌. = 16,0094 + 0,9998𝑋50 +  1,0029𝑋00 + 1,0011𝑋¬0 + 0,9999𝑋ó0 + 1,0005𝑋ô0 + 1,0008𝑋õ0  
Model 6. Model RKU Robust MCD-MM (Pencilan 5%) 
𝑌. = 1,1015 − 0,3056𝑋50 +  0,0098𝑋00 + 0,0639𝑋¬0 + 0,4812𝑋ó0 − 0,1801𝑋ô0 + 0,4248𝑋õ0 
Model 7. Model RKU Robust MCD-MM (Pencilan 10%) 
𝑌. = 0,9976 − 0,2853𝑋50 +  0,5716𝑋00 − 0,0980𝑋¬0 + 0,6423𝑋ó0 + 0,1748𝑋ô0 + 1,0605𝑋õ0 
Model 8. Model RKU Robust MCD-MM (Pencilan 15%) 
𝑌. = 0,9932 − 0,2776𝑋50 − 0,0402𝑋00 + 0,0429𝑋¬0 + 0,9879𝑋ó0 + 0,1646𝑋ô0+ 0,4027𝑋õ0 
Model 9. Model RKU Robust MCD-MM (Pencilan 20%) 
𝑌. = 0,9995 − 0,3667𝑋50 +  0,3453𝑋00 + 0,0132𝑋¬0 + 0,8589𝑋ó0 − 0,0307𝑋ô0 + 0,4990𝑋õ0 
Model 10. Model RKU Robust MCD-MM (Pencilan 25%) 
𝑌. = 0,9830 − 0,3563𝑋50 +  0,1840𝑋00 + 0,0320𝑋¬0 + 0,7276𝑋ó0 − 0,0924𝑋ô0 + 0,5380𝑋õ0 
 Perbandingan koefisien parameter regresi RKU klasik dan 
RKU Robust MCD-MM pada setiap tingkat pencilan disajikan pada 
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Gambar 4.5. Perbandingan Koefisien Parameter Regresi  
𝛽? (a), 𝛽5 (b), 𝛽0 (c), 𝛽¬ (d), 𝛽ó (e), 𝛽ô (f), 𝛽õ (g) 
 Berdasarkan hasil pendugaan parameter regresi pada Tabel 
4.6 dapat dilihat bahwa koefisien 𝛽? (intersep) pada RKU Klasik 
bernilai sangat besar dibandingkan dengan RKU Robust MCD-MM. 
Selain itu, koefisien slope pada RKU Klasik juga mayoritas bernilai 
lebih besar daripada koefisien slope pada RKU Robust MCD-MM. 
Hal ini disebabkan pencilan pada data dengan metode RKU Klasik 
yang tidak ditangani. Pencilan pada data terdapat pada kedua variabel 
yaitu variabel prediktor dan respon sehingga pencilan pada data 
merupakan bad leverage points yang berpengaruh pada pendugaan 
parameter slope maupun intersep. Pada RKU Robust MCD-MM, 
didapat penduga parameter slope maupun intersep bernilai lebih kecil 
dari RKU Klasik. Hal ini dikarenakan metode MCD yang mengatasi 
pencilan pada variabel prediktor dan metode MM yang mengatasi 
pencilan pada variabel responnya.   
 Pada RKU klasik, untuk data pada seluruh tingkat pencilan 
hanya satu parameter regresi pada variabel prediktor yang signifikan 
pada taraf nyata 1%,5%, dan 10% yaitu 𝛽5 . Hal ini menunjukkan 
bahwa hanya terdapat satu variabel prediktor yang mpengaruhi 
variabel respon secara signifikan yaitu 𝑋5. Sedangkan pada RKU 
Robust MCD-MM, untuk data pada seluruh tingkat pencilan, seluruh 
parameter regresi signifikan pada taraf nyata 1%, 5%, dan 10% 
sehingga menunjukkan bahwa seluruh variabel prediktor 
mempengaruhi variabel respon secara signifikan. Hal ini merupakan 
akibat dari model regresi yang dibentuk adalah model yang cocok dan 
tidak terdapat pencilan dan multikolinieritas pada data. Untuk melihat 
lebih lanjut mengenai perbandingan kemampuan variabel prediktor 
dalam menjelaskan keragaman variabel respon, maka digunakan nilai 
koefisien determinasi (𝑅0) yang disajikan pada Tabel 4.7. 
Tabel 4.7. Koefisien Determinasi 
Pencilan Koefisien Determinasi 
RKU Klasik RKU Robust MCD-MM 
5% 0,3149 0,9998 
10% 0,2425 0,9879 
15% 0,1844 0,9813 
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Pencilan Koefisien Determinasi 
RKU Klasik RKU Robust MCD-MM 
20% 0,1488 0,9785 
25% 0,0880 0,9732 
 Perbandingan koefisien determinasi RKU klasik dan RKU 
Robust MCD-MM pada setiap tingkat pencilan disajikan pada Gambar 
4.6.  
 
Gambar 4.6. Perbandingan Koefisien Determinasi  
 Berdasarkan nilai koefisien determinasi pada Tabel 4.7 dan 
Gambar 4.6, dapat dilihat bahwa koefisien determinasi mengalami 
penurunan jika tingkat pencilan pada suatu data meningkat. Koefisien 
determinasi pada RKU klasik lebih kecil daripada RKU Robust MCD-
MM. Hal ini dikarenakan terdapat pencilan yang belum teratasi pada 
data sehingga model yang dihasilkan tidak valid dan kurang baik. Nilai 
koefisien determinasi pada RKU Robust MCD-MM menunjukkan 
bahwa pemodelan yang tepat dan memenuhi asumsi akan 
menghasilkan model yang baik dimana variabel prediktor akan 
mampu menjelaskan keragaman variabel respon dalam jumlah besar 
secara valid dan dapat dipercaya.  
4.6. Perbandingan Standar Eror Penduga Parameter Regresi 
 Standar eror penduga parameter regresi dapat digunakan 
untuk melihat efek dari multikolinieritas. Multikolinieritas pada 
variabel prediktor akan menyebabkan varians dari parameter regresi 
bernilai sangat besar sehingga standar eror koefisien parameter regresi 




pada data simulasi dengan multikolinieritas menggunakan analisis 
regresi linier berganda akan dibandingkan dengan koefisien parameter 
regresi pada data simulasi dengan pencilan dan multikolinieritas 
menggunakan RKU Klasik dan RKU robust MCD-MM. Hasil nilai 
standar eror koefisien parameter regresi untuk seluruh metode  
disajikan pada Tabel 4.8 dan Tabel 4.9.  
Tabel 4.8. Standar Eror Penduga Parameter Regresi Linier Berganda 
Analisis Regresi Linier Berganda 
Parameter Koefisien 𝑆𝑒(𝛽) 
𝛽?   1,0200 0,0506 
𝛽5 0,7008 0,3560 
𝛽0 1,1765 0,3483 
𝛽¬ 0,8972 0,3405 
𝛽ó 1,0123 0,3409 
𝛽ô 1,0209 0,3390 
𝛽õ 1,1010 0,7112 
 Tabel 4.8 menunjukkan nilai standar eror parameter regresi 
linier berganda dari data simulasi dengan multikolinieritas tanpa 
kontaminasi pencilan. Berdasarkan nilai standar eror penduga 
parameter untuk regresi linier berganda pada tabel 4.8 dapat dilihat 
bahwa nilai standar eror penduga parameter regresi bernilai kurang 
dari satu dan standar eror penduga parameter pada variabel prediktor 
bernilai cukup besar. Standar eror penduga parameter regresi linier 
berganda akan dibandingkan dengan standar eror penduga parameter 
RKU Klasik dan RKU Robust MCD-MM. Perbandingan standar eror 





Tabel 4.9. Standar Eror Penduga Parameter RKU Klasik dan RKU 
Robust MCD-MM 
Pencilan Parameter 
𝑆𝑒(𝛽) RKU Robust MCD-MM 
RKU Klasik RKU Robust MCD-MM 
5% 
𝛽? 0,0449 0,0422 
𝛽5 0,0406 0,0017 
𝛽0 0,0398 0,0378 
𝛽¬ 0,0410 0,0404 
𝛽ó 0,0425 0,0409 
𝛽ô 0,0432 0,0428 
𝛽õ 0,0451 0,0201 
10% 
𝛽? 0,0459 0,0434 
𝛽5 0,0413 0,0013 
𝛽0 0,0398 0,0401 
𝛽¬ 0,0408 0,0407 
𝛽ó 0,0423 0,0411 
𝛽ô 0,0432 0,0430 
𝛽õ 0,0449 0,0206 
15% 
𝛽? 0,0445 0,0413 





𝑆𝑒(𝛽) RKU Robust MCD-MM 
RKU Klasik RKU Robust MCD-MM 
𝛽0 0,0397 0,0381 
𝛽¬ 0,0409 0,0409 
𝛽ó 0,0424 0,0421 
𝛽ô 0,04311 0,0429 
𝛽õ 0,0448 0,0220 
20% 
𝛽? 0,0503 0,0473 
𝛽5 0,0414 0,0011 
𝛽0 0,0398 0,0391 
𝛽¬ 0,0410 0,0408 
𝛽ó 0,0424 0,0412 
𝛽ô 0,0433 0,0431 
𝛽õ 0,0449 0,0158 
25% 
𝛽? 0,0505 0,0472 
𝛽5 0,0430 0,0087 
𝛽0 0,0399 0,0379 
𝛽¬ 0,0450 0,0446 




𝑆𝑒(𝛽) RKU Robust MCD-MM 
RKU Klasik RKU Robust MCD-MM 
𝛽ô 0,0436 0,0428 
𝛽õ 0,0158 0,0173 
 Perbandingan nilai standar eror penduga parameter regresi 
linier berganda dengan RKU Klasik dan RKU Robust MCD-MM 
disajikan pada Gambar 4.7. 
   
(a)                                               (b) 
   






Gambar 4.7. Perbandingan Standar Eror Penduga Parameter Regresi 
pada Pencilan 5% (a), 10% (b), 15% (c), 20% (d), dan 25% (e) 
 Gambar 4.7 merupakan perbandingan nilai standar eror 
koefisien parameter regresi linier berganda dengan RKU Klasik dan 
RKU Robust pada seluruh tingkatan pencilan. Dalam penelitian ini 
standar eror penduga parameter regresi linier berganda dibandingkan 
pada setiap kombinasi data simulasi pada RKU klasik dan RKU robust 
MCD-MM. Berdasarkan nilai standar eror pada Tabel 4.8, Tabel 4.9,  
dan Gambar  4.7 dapat dilihat bahwa standar eror penduga parameter 
regresi linier berganda lebih besar daripada standar eror penduga 
parameter RKU klasik dan RKU robust MCD-MM. Hal tersebut 
menunjukkan bahwa multikolinieritas pada model mempengaruhi 
varians dan standar eror penduga parameter regresi menjadi lebih 
besar. Varians dan standar eror yang lebih besar akan menyebabkan 
selang kepercayaan penduga parameter regresi akan semakin besar 
pula sehingga peluang untuk menerima hipotesis nol akan lebih besar. 
Sedangkan standar eror penduga parameter RKU klasik dan RKU 
robust MCD-MM bernilai lebih kecil dikarenakan terdapat proses 
analisis komponen utama didalamnya yang mengatasi 
multikolinieritas pada variabel prediktor. Selisih standar eror pada 
RKU klasik dan RKU robust MCD-MM tidak begitu besar, namun 
RKU robust MCD-MM memiliki standar eror penduga parameter 
regresi yang relatif lebih kecil daripada standar eror penduga 
parameter RKU. Hal tersebut disebabkan efek penanganan pencilan 
pada variabel prediktor oleh metode MCD dan pencilan pada variabel 
respon oleh metode MM.  
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4.7. Perbandingan Efisiensi Relatif 
 Ukuran kebaikan untuk penduga regresi robust dapat dilihat 
melalui efisiensi. RKU klasik dan RKU Robust MCD-MM akan 
dibandingkan melalui nilai efisiensi relatif. Hasil efisiensi relatif untuk 
penduga koefisien regresi pada RKU Robust MCD-MM terhadap 
RKU Klasik disajikan pada Tabel 4.10. 
Tabel 4.10. Efisiensi Relatif 
 𝛽g  











𝛽? 1.1321 1.1185 1.1610 1.1309 1.1447 
𝛽5 570.3668 1009.2840 1521.0000 2116.0000 24.4286 
𝛽0 1.1086 0.9851 1.0858 1.0361 1.1083 
𝛽¬ 1.0299 1.0049 1.0000 1.0098 1.0180 
𝛽ó 1.0798 1.0592 1.0143 1.0591 0.7012 
𝛽ô 1.0188 1.0093 1.0098 1.0093 1.0377 
𝛽õ 5.0346 4.7507 4.1468 8.0757 0.8341 
 Berdasarkan Tabel 4.10, dapat dilihat bahwa seluruh nilai 
efisiensi RKU robust MCD-MM terhadap RKU klasik bernilai lebih 
dari 1, hal ini menunjukkan bahwa RKU robust MCD-MM memiliki 
penduga yang tak bias yang lebih efisien karena memiliki ragam yang 
lebih kecil dari RKU klasik yang dihasilkan dari pendugaan parameter 
menggunakan estimasi MM. Efisiensi relatif pada  
𝛽5 untuk seluruh tingkat pencilan bernilai sangat besar, hal ini 
dikarenakan RKU robust MCD-MM mengatasi pencilan pada data 
sehingga ragam dari penduga parameter RKU robust MCD-MM 
bernilai sangat kecil jika dibandingkan dengan RKU klasik. 
4.8. Perbandingan Nilai Bias dan MSE 
 Ukuran kebaikan penduga regresi dapat dilihat menggunakan 
nilai bias dan MSE. Nilai bias dan MSE dari analisis regresi komponen 
utama robust akan dibandingkan dengan analisis regresi komponen 
utama klasik untuk melihat apakah metode robust lebih baik 
digunakan saat data terdeteksi adanya pencilan. Hasil rata-rata bias 
dan MSE untuk pendugaan koefisien regresi komponen utama 





















5% 2,4999 0,0101 6,2499 0,0320 
10% 5,0000 0,0104 25,0002 0,0485 
15% 7,5000 0,0129 56,2502 0,0797 
20% 9,9990 0,0163 99,9998 0,1002 
25% 12,5001 0,0181 156,2516 0,1798 
 Plot dari rata-rata bias dan MSE untuk pendugaan parameter 
regresi komponen utama klasik dan robust disajikan pada Gambar 4.8. 
 
(a)                                                       (b) 
Gambar 4.8. Grafik Rata-Rata Bias  dan MSE 
 Berdasarkan Tabel 4.11 dan Gambar 4.8, dapat dilihat bahwa 
rata-rata bias dan MSE dari data yang mengandung pencilan 5%, 10%, 
15%, 20%, 25% pada regresi komponen utama klasik lebih besar dari  
regresi komponen utama robust metode MCD-MM dimana rata-rata 
bias dan MSE pada regresi komponen utama klasik bernilai lebih dari 
1. Pada kedua metode, terlihat bahwa setiap penambahan persentase 
tingkat pencilan pada ukuran sampel maka akan terjadi peningkatan 
rata-rata bias dan MSE. Hal ini menandakan bahwa semakin banyak 
pencilan yang terdapat pada suatu data maka akan lebih besar pula bias 
dan MSE yang dihasilkan. Besarnya nilai bias dan MSE tersebut 
menandakan bahwa ketepatan dan keakuratan pendugaan parameter 
buruk dan varians error pada model sangatlah beragam atau tidak 
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homogen. Nilai bias dan MSE yang tinggi menunjukkan penduga 
parameter yang dihasilkan tidak efisien dan tidak akurat.  
 Rata-rata bias dan MSE pada regresi komponen utama robust 
metode MCD-MM bernilai kecil dan mendekati 0 sehingga metode 
tersebut merupakan metode yang robust terhadap pencilan. Hal itu 
dikarenakan metode MCD menangani pencilan dan multikolinieritas 
pada variabel prediktor sementara metode MM menangani pencilan 
pada variabel respon. Kombinasi dari dua metode robust tersebut lebih 
baik dan merupakan metode yang efektif dan efisien daripada regresi 
komponen utama klasik sehingga dapat digunakan untuk pemodelan 

































KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan 
 Berdasarkan hasil analisis dan pembahasan, maka diperoleh 
kesimpulan sebagai berikut :  
1. Semakin tinggi persentase pencilan dalam satu ukuran sampel, 
maka rata-rata bias dan MSE dari metode regresi komponen utama 
akan naik secara konstan. Rata-rata bias dan MSE untuk kedua 
metode, menunjukkan bahwa regresi komponen utama robust 
MCD-MM lebih efektif dan efisien dalam mengatasi masalah 
multikolinieritas dan pencilan pada data dibandingkan dengan 
regresi komponen utama klasik. Hal ini menunjukkan bahwa 
metode regresi komponen utama robust metode MCD-MM 
merupakan metode yang kekar tehadap pencilan, sedangkan 
metode RKU klasik sangat sensitif terhadap pencilan.  
2. RKU robust MCD-MM dapat mengatasi multikolinieritas lebih 
baik daripada RKU klasik dan regresi linier berganda yang 
dibuktikan dengan nilai standar eror penduga parameter regresi 
pada RKU robust MCD-MM lebih kecil dari standar eror penduga 
parameter regresi pada RKU klasik dan regresi linier berganda. 
Selain itu, berdasarkan nilai efisiensi relatif, RKU robust MCD-
MM lebih efisien dibandingkan RKU klasik dilihat dari nilai 
efisiensi relatif yang bernilai lebih dari 1.  
5.2. Saran 
  Saran yang dapat diberikan penulis kepada pembaca setelah 
penelitian ini yaitu : 
1. Dalam penelitian ini hanya digunakan besar persentase 
(banyaknya pencilan) sebagai kriteria pencilan pada data. Bagi 
penelitian selanjutnya, dapat digunakan kriteria besar 
penyimpangan pencilan untuk mengetahui efek dari besar 
penyimpangan tersebut dan melihat efektifitas metode robust 
dalam mengatasi pencilan tersebut.    
2. Dalam penelitian ini hanya digunakan satu tingkatan kolinieritas 
dan satu tingkatan jumlah sampel. Bagi penelitian selanjutnya, 
dapat digunakan berbagai tingkatan nilai korelasi dan berbagai 
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tingkatan sampel pada analisis regresi komponen utama robust 
untuk melihat pengaruh ukuran korelasi dan ukuran sampel pada 
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Lampiran 1. Data Simulasi Penelitian  
 
No Y X1 X2 X3 X4 X5 X6 
1 -4.253 -0.988 -0.750 -0.954 -0.966 -0.734 -1.021 
2 -4.554 -0.700 -0.420 -0.821 -0.891 -0.855 -0.830 
3 7.607 1.101 1.137 0.796 1.055 0.810 1.101 
4 -5.088 -1.278 -1.081 -0.886 -1.041 -1.135 -1.288 
5 -3.293 -0.913 -0.927 -0.692 -0.995 -1.003 -1.039 
6 4.559 0.377 0.361 0.349 0.191 0.211 0.382 
7 7.300 0.748 0.750 0.661 0.856 0.735 0.874 
8 0.582 -0.125 -0.015 -0.172 -0.033 0.005 -0.200 
9 4.757 0.318 0.689 0.811 0.632 0.599 0.750 
10 10.076 1.151 1.257 1.420 1.790 1.520 1.602 
11 1.037 0.246 0.260 0.282 0.282 0.279 0.292 
12 -10.934 -2.088 -2.166 -2.255 -2.542 -2.037 -2.577 
13 0.847 -0.025 0.110 -0.131 0.118 0.083 -0.022 
14 -0.955 -0.296 -0.075 -0.488 -0.372 -0.404 -0.471 
15 -7.263 -1.420 -1.476 -1.432 -1.175 -1.511 -1.697 
16 2.516 0.201 0.331 0.044 -0.040 0.113 0.185 
17 0.112 0.164 0.304 0.002 -0.116 -0.090 0.085 
18 -1.700 -0.343 0.098 -0.151 -0.146 -0.199 -0.204 
19 -1.887 -0.831 -0.562 -0.745 -0.700 -0.825 -0.667 
20 0.175 -0.310 -0.130 -0.046 -0.150 -0.122 -0.176 
21 7.560 0.964 0.779 1.119 1.017 1.009 1.074 
22 7.948 1.260 1.375 1.424 1.243 1.350 1.549 
23 0.123 -0.206 -0.179 -0.317 -0.210 -0.460 -0.165 
24 -6.140 -1.200 -1.042 -0.985 -1.035 -1.178 -1.319 
25 -0.142 -0.073 -0.246 -0.181 -0.246 -0.248 -0.151 
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Lampiran 1. Data Simulasi Penelitian (lanjutan) 
 
No Y X1 X2 X3 X4 X5 X6 
26 -1.442 -0.532 -0.628 -0.520 -0.443 -0.501 -0.598 
27 11.984 1.673 1.893 2.012 1.804 1.749 2.234 
28 1.013 0.286 0.341 -0.071 0.354 -0.038 0.096 
29 5.486 0.787 0.929 0.880 0.646 0.683 0.778 
30 0.945 -0.084 0.130 0.059 0.024 0.047 0.067 
 ⋮  ⋮    ⋮   ⋮  ⋮   ⋮   ⋮    ⋮ 
481 3.475 0.780 0.584 0.482 0.444 0.528 0.735 
482 1.595 -0.076 0.160 0.248 0.133 0.233 0.187 
483 -3.961 -0.416 -0.559 -0.870 -0.759 -0.719 -0.678 
484 0.440 -0.409 -0.292 -0.561 -0.445 -0.449 -0.484 
485 9.402 1.452 1.462 1.513 1.332 1.464 1.774 
486 -3.092 -0.617 -0.492 -0.658 -0.828 -1.093 -0.902 
487 -4.907 -0.855 -0.827 -0.452 -0.592 -1.225 -0.903 
488 -7.482 -1.299 -1.710 -1.178 -1.459 -1.350 -1.598 
489 -3.114 -0.748 -0.693 -0.522 -0.625 -0.484 -0.659 
490 6.313 0.781 0.882 0.782 0.699 0.867 0.983 
491 4.041 0.865 0.863 1.058 0.855 0.759 0.855 
492 1.390 -0.088 -0.355 -0.055 -0.326 0.059 -0.166 
493 3.865 0.495 0.483 0.382 0.338 0.198 0.465 
494 7.772 1.032 1.294 1.112 1.358 1.171 1.392 
495 14.943 2.014 2.108 2.136 2.029 2.207 2.313 
496 8.339 0.704 1.071 1.252 1.092 0.868 1.116 
497 0.473 0.008 -0.093 0.026 0.089 -0.150 -0.066 
498 5.428 0.799 0.884 0.738 0.912 0.601 1.003 
499 1.390 -0.052 0.101 -0.036 0.090 -0.019 0.017 





















for (i in 1:6) { 
  for (j in 1:500) { 
    z[j, i]<-rnorm(1,0,1) 





































































































Lampiran 3. Source Code dalam RKU Klasik Data Simulasi Awal 
 







































Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi  
 
#PERHITUNGAN RKU Klasik dan RKU Robust (Data 
Kontaminasi) 
#Pencilan 5% Data  
k=1000 
RKU_Lima=function (X_f5,Y_f5,k) { 
  Output=list() 
  for(i in 1:k) { 
    aO_1=rnorm(25,50,0.05) 
    aO_2=rep(0,25) 
    aO_3=rep(0,25) 
    aO_4=rep(0,25) 
    aO_5=rep(0,25) 
    aO_6=rep(0,25) 
    aO_a=cbind(aO_1,aO_2,aO_3,aO_4,aO_5,aO_6) 
    aO_at=t(aO_a) 
    at_1=rep(0,475) 
    at_2=rep(0,475) 
    at_3=rep(0,475) 
    at_4=rep(0,475) 
    at_5=rep(0,475) 
    at_6=rep(0,475) 
    at_a=cbind(at_1,at_2,at_3,at_4,at_5,at_6) 
    at_at=t(at_a) 
    aO_f=cbind(aO_at,at_at) 
    aO_ft=cbind(t(aO_f)) 
    X_f5=X_0+aO_ft 
    a=rep(1,500) 
    a_1=cbind(a) 
    
Y_f5=a_1+X_f5[,1]+X_f5[,2]+X_f5[,3]+X_f5[,4]+X_f5
[,5]+X_f5[,6]+cgalat 





Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    #Regresi Komponen Utama Klasik 
     AKU5=prcomp(X_f5) 
    Kov5<-cov(X_f5) 
    eigenf5=eigen(cov(X_f5)) 
    H_AKU5<-summary(AKU5) 





    R_AKU5=lm(Y_f5~PC15) 
    HR_AKU5<-summary(R_AKU5) 
    fviz_eig(AKU5, addlabels = "TRUE") 
    get_eig(AKU5) 
    #Regresi Komponen Utama Robust 








    R5<-prcomp.robust(X_f5,robust="MCD") 
    MCD5=covMcd(X_f5) 
    KovMCD5<-MCD5$cov 












Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 






















    PC5<-
cbind(P5_PC1,P5_PC2,P5_PC3,P5_PC4,P5_PC5) 
    RRPCA5<-
lmrob(Y_f5~PC5,data=Data_MCD5,method="MM") 
    Model_RRPCA5<-summary(RRPCA5) 
    fviz_eig(R55, addlabels = "TRUE") 










Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
#Hasil 
    Hasil5=list("Penduga Parameter RKU 






    i=paste("iterasi",i) 
    Output[[i]]=Hasil5 
  } 
  return(Output) 
} 
Output5<-RKU_Lima(X_f5,Y_f5,k)  
#Pencilan 10% Data 
k=1000 
RKU_Sepuluh=function (X_f10,Y_f10,k) { 
  Output=list() 
  for(i in 1:k) { 
    bO_1=rnorm(50,50,0.05) 
    bO_2=rep(0,50) 
    bO_3=rep(0,50) 
    bO_4=rep(0,50) 
    bO_5=rep(0,50) 
    bO_6=rep(0,50) 
    bO_a=cbind(bO_1,bO_2,bO_3,bO_4,bO_5,bO_6) 
    bO_at=t(bO_a) 
    bt_1=rep(0,450) 
    bt_2=rep(0,450) 
    bt_3=rep(0,450) 
    bt_4=rep(0,450) 
    bt_5=rep(0,450) 
    bt_6=rep(0,450)    
    bt_a=cbind(bt_1,bt_2,bt_3,bt_4,bt_5,bt_6) 




Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    bO_f=cbind(bO_at,bt_at) 
    bO_ft=cbind(t(bO_f)) 
    X_f10=X_0+bO_ft 
    a=rep(1,500) 
    a_1=cbind(a) 
      
Y_f10=a_1+X_f10[,1]+X_f10[,2]+X_f10[,3]+X_f10[,4]
+X_f10[,5]+X_f10[,6]+cgalat 
    Data_Sepuluh=cbind(Y_f10,X_f10) 
    #Regresi Komponen Utama Klasik 
    AKU10=prcomp(X_f10) 
    eigenf10=eigen(cov(X_f10)) 
    Kov10<-cov(X_f10) 
    H_AKU10<-summary(AKU10) 





    R_AKU10=lm(Y_f10~PC110) 
HR_AKU10<-summary(R_AKU10) 
    #Regresi Komponen Utama Robust 








    R10<-prcomp.robust(X_f10,robust="MCD") 
    MCD10=covMcd(X_f10) 
    KovMCD10<-MCD10$cov 
    eigenR10<-eigen(KovMCD10) 
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Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 





































Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
#Hasil 
    Hasil10=list("Penduga Parameter RKU 






    i=paste("iterasi",i) 
    Output[[i]]=Hasil10 
  } 





RKU_LB=function (X_f15,Y_f15,k) { 
  Output=list() 
  for(i in 1:k) { 
    cO_1=rnorm(75,50,0.05) 
    cO_2=rep(0,75) 
    cO_3=rep(0,75) 
    cO_4=rep(0,75) 
    cO_5=rep(0,75) 
    cO_6=rep(0,75) 
    cO_a=cbind(cO_1,cO_2,cO_3,cO_4,cO_5,cO_6) 
    cO_at=t(cO_a) 
    ct_1=rep(0,425) 
    ct_2=rep(0,425) 
    ct_3=rep(0,425) 
    ct_4=rep(0,425) 
    ct_5=rep(0,425) 
    ct_6=rep(0,425) 
    ct_a=cbind(ct_1,ct_2,ct_3,ct_4,ct_5,ct_6) 
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Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    ct_at=t(ct_a) 
    cO_f=cbind(cO_at,ct_at) 
    cO_ft=cbind(t(cO_f)) 
    X_f15=X_0+cO_ft 
    a=rep(1,500) 
    a_1=cbind(a) 
    
Y_f15=a_1+X_f15[,1]+X_f15[,2]+X_f15[,3]+X_f15[,4]
+X_f15[,5]+X_f15[,6]+cgalat 
    Data_LB=cbind(Y_f15,X_f15) 
    #Regresi Komponen Utama Klasik 
    AKU15=prcomp(X_f15) 
    eigenf15=eigen(cov(X_f15)) 
    Kov15<-cov(X_f15) 
    H_AKU15<-summary(AKU15) 




_f15[,5]+AKU15$rotation[6,1]*X_f15[,6])   
    R_AKU15=lm(Y_f15~PC115) 
    HR_AKU15<-summary(R_AKU15) 
    #Regresi Komponen Utama Robust 








    R15<-prcomp.robust(X_f15,robust="MCD") 
    MCD15=covMcd(X_f15) 
    KovMCD15<-MCD15$cov 




Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 

























    PC15<-
cbind(P15_PC1,P15_PC2,P15_PC3,P15_PC4,P15_PC5) 
    RRPCA15<-
lmrob(Y_f15~PC15,data=Data_MCD15,method="MM") 






Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    #Hasil 
    Hasil15=list("Penduga Parameter RKU 






    i=paste("iterasi",i) 
    Output[[i]]=Hasil15 
  } 





RKU_DP=function (X_f20,Y_f20,k) { 
  Output=list() 
  for(i in 1:k) { 
    dO_1=rnorm(100,50,0.05) 
    dO_2=rep(0,100) 
    dO_3=rep(0,100) 
    dO_4=rep(0,100) 
    dO_5=rep(0,100) 
    dO_6=rep(0,100) 
    dO_a=cbind(dO_1,dO_2,dO_3,dO_4,dO_5,dO_6) 
    dO_at=t(dO_a) 
    dt_1=rep(0,400) 
    dt_2=rep(0,400) 
    dt_3=rep(0,400) 
    dt_4=rep(0,400) 
    dt_5=rep(0,400) 
    dt_6=rep(0,400) 
    dt_a=cbind(dt_1,dt_2,dt_3,dt_4,dt_5,dt_6) 




Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    dO_f=cbind(dO_at,dt_at) 
    dO_ft=cbind(t(dO_f)) 
    X_f20=X_0+dO_ft 
    a=rep(1,500) 
    a_1=cbind(a) 
Y_f20=a_1+X_f20[,1]+X_f20[,2]+X_f20[,3]+X_f20[,4]
+X_f20[,5]+X_f20[,6]+cgalat 
    Data_DP=cbind(Y_f20,X_f20) 
    #Regresi Komponen Utama Klasik 
    AKU20=prcomp(X_f20) 
    eigenf20=eigen(cov(X_f20)) 
    Kov20<-cov(X_f20) 
    H_AKU20<-summary(AKU20) 





    R_AKU20=lm(Y_f20~PC120) 
    HR_AKU20<-summary(R_AKU20) 








    R20<-prcomp.robust(X_f20,robust="MCD") 
    MCD20=covMcd(X_f20) 
    KovMCD20<-MCD20$cov 




Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 

























    PC20<-
cbind(P20_PC1,P20_PC2,P20_PC3,P20_PC4,P20_PC5) 
    RRPCA20<-
lmrob(Y_f20~PC20,data=Data_MCD20,method="MM") 








Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    #Hasil 
    Hasil20=list("Penduga Parameter RKU 






    i=paste("iterasi",i) 
    Output[[i]]=Hasil20 
  } 





RKU_DL=function (X_f25,Y_f25,k) { 
  Output=list() 
  for(i in 1:k) { 
    eO_1=rnorm(125,50,0.05) 
    eO_2=rep(0,125) 
    eO_3=rep(0,125) 
    eO_4=rep(0,125) 
    eO_5=rep(0,125) 
    eO_6=rep(0,125) 
    eO_a=cbind(eO_1,eO_2,eO_3,eO_4,eO_5,eO_6) 
    eO_at=t(eO_a) 
    et_1=rep(0,375) 
    et_2=rep(0,375) 
    et_3=rep(0,375) 
    et_4=rep(0,375) 
    et_5=rep(0,375) 
    et_6=rep(0,375) 
    et_a=cbind(et_1,et_2,et_3,et_4,et_5,et_6) 
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Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    et_at=t(et_a) 
    eO_f=cbind(eO_at,et_at) 
    eO_ft=cbind(t(eO_f)) 
    X_f25=X_0+eO_ft 
    
Y_f25=a_1+X_f25[,1]+X_f25[,2]+X_f25[,3]+X_f25[,4]
+X_f25[,5]+X_f25[,6]+cgalat 
    Data_DL=cbind(Y_f25,X_f25) 
    #Regresi Komponen Utama Klasik 
    AKU25=prcomp(X_f25) 
    eigenf25=eigen(cov(X_f25)) 
    Kov25<-cov(X_f25) 
    H_AKU25<-summary(AKU25) 





    R_AKU25=lm(Y_f25~PC125) 
    HR_AKU25<-summary(R_AKU25) 








    R25<-prcomp.robust(X_f25,robust="MCD") 
    MCD25=covMcd(X_f25) 
    KovMCD25<-MCD25$cov 







Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 

























    PC25<-
cbind(P25_PC1,P25_PC2,P25_PC3,P25_PC4,P25_PC5) 
    RRPCA25<-
lmrob(Y_f25~PC25,data=Data_MCD25,method="MM") 







Lampiran 4. Source Code dalam Analisis RKU Klasik dan RKU 
Robust Pada Data Kontaminasi (lanjutan) 
 
    #Hasil 
    Hasil25=list("Penduga Parameter RKU 






    i=paste("iterasi",i) 
    Output[[i]]=Hasil25 
  } 


























Lampiran 5. Source Code dalam Model Regresi Linier Berganda Pada 































Lampiran 5. Source Code dalam Model Regresi Linier Berganda Pada 





































Lampiran 6. Source Code dalam Pengujian Normalitas Sisaan Model 





































Lampiran 7. Source Code dalam Pengujian Multikolinieritas Sisaan 
Model dengan Pencilan dan Multikolinieritas Antar 
Variabel 
 




































Lampiran 8. Source Code dalam Pengujian Non-Autokorelasi pada 






































Lampiran 9. Source Code dalam Pengujian Homoskedastisitas pada 







































Lampiran 10. Source Code dalam Pendeteksian Pencilan dengan 
Leverage Test  Pada Variabel Prediktor 
 
#Pendeteksian Pencilan  






for (i in 1:n) 
{ 
  if (Hii5[i]>Cutoff5[i]) 
{DeteksiPencilanLevValue5[i]=1} 
  h15=Residual5 













for (i in 1:n) 
{ 









Lampiran 10. Source Code dalam Pendeteksian Pencilan dengan 
Leverage Test  Pada Variabel Prediktor (lanjutan) 
 
  h110=Residual10 














for (i in 1:n) 
{ 
  if (Hii15[i]>Cutoff15[i]) 
{DeteksiPencilanLevValue15[i]=1} 
  h115=Residual15 

















Lampiran 10. Source Code dalam Pendeteksian Pencilan dengan 







for (i in 1:n) 
{ 
  if (Hii20[i]>Cutoff20[i]) 
{DeteksiPencilanLevValue20[i]=1} 
  h120=Residual20 














for (i in 1:n) 
{ 
  if (Hii25[i]>Cutoff25[i]) 
{DeteksiPencilanLevValue25[i]=1} 
  h125=Residual25 







Lampiran 10. Source Code dalam Pendeteksian Pencilan dengan 








































Lampiran 11. Source Code dalam Pendeteksian Pencilan dengan TRES  
Pada Variabel Respon 
 
#TRES untuk Y  




for (i in 1:n) { 




for(i in 1:n) { 
  AbsTres5=abs(TRES5) 
  if(AbsTres5[i]>thit)  







for (i in 1:n) { 




for(i in 1:n) { 
  AbsTres10=abs(TRES10) 
  if(AbsTres10[i]>thit)  








Lampiran 11. Source Code dalam Pendeteksian Pencilan dengan TRES  





for (i in 1:n) { 




for(i in 1:n) { 
  AbsTres15=abs(TRES15) 
  if(AbsTres15[i]>thit)  







for (i in 1:n) { 




for(i in 1:n) { 
  AbsTres20=abs(TRES20) 
  if(AbsTres20[i]>thit)  











Lampiran 11. Source Code dalam Pendeteksian Pencilan dengan TRES  
Pada Variabel Respon (lanjutan) 
 
for (i in 1:n) { 




for(i in 1:n) { 
  AbsTres25=abs(TRES25) 
  if(AbsTres25[i]>thit)  




























Lampiran 12. Source Code dalam Pendeteksian Pencilan Berpengaruh 
dengan Deteksi Cook 
 
#Deteksi Cook 












for (i in 1:n) { 
  if (dc5[i]>Fhit) { 
    DeteksiCook5[i]=1 













for (i in 1:n) { 
  if (dc10[i]>Fhit) { 






Lampiran 12. Source Code dalam Pendeteksian Pencilan Berpengaruh 















for (i in 1:n) { 
  if (dc15[i]>Fhit) { 
    DeteksiCook15[i]=1 













for (i in 1:n) { 
  if (dc20[i]>Fhit) { 
    DeteksiCook20[i]=1 




Lampiran 12. Source Code dalam Pendeteksian Pencilan Berpengaruh 














for (i in 1:n) { 
  if (dc25[i]>Fhit) { 
    DeteksiCook25[i]=1 






















Lampiran 13. Source Code dalam Perhitungan Bias Pada RKU Klasik 
dan RKU Robust 
 
#PERHITUNGAN BIAS 







for (i in 1:1000) { 
  jumlahB5[i]=abs(Output5[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1]) 
  jumlahB10[i]=abs(Output10[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1]) 
  jumlahB15[i]=abs(Output15[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1]) 
  jumlahB20[i]=abs(Output20[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1]) 
  jumlahB25[i]=abs(Output25[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1]) 












Lampiran 13. Source Code dalam Perhitungan Bias Pada RKU Klasik 
dan RKU Robust (lanjutan) 
 
Bias_RKUKlasik 






for (i in 1:1000) { 
  jumlahBR5=abs(Output5[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1]) 
  jumlahBR10=abs(Output10[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1]) 
  jumlahBR15=abs(Output15[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1]) 
  jumlahBR20=abs(Output20[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1]) 

















Lampiran 14. Source Code dalam Perhitungan MSE Pada RKU Klasik 
dan RKU Robust 
 
#PERHITUNGAN MSE 







for (i in 1:1000) { 
  jumlahM5[i]=(Output5[[i]][2]$`Penduga Parameter 
RKU Klasik`[,1]-HR_AKUawal$coefficients[,1])**2 
  jumlahM10[i]=(Output10[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1])**2 
  jumlahM15[i]=(Output15[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1])**2 
  jumlahM20[i]=(Output20[[i]][2]$`Penduga 
Parameter RKU Klasik`[,1]-
HR_AKUawal$coefficients[,1])**2 
















Lampiran 14. Source Code dalam Perhitungan MSE Pada RKU Klasik 
dan RKU Robust (lanjutan) 
 
MSE_RKUKlasik 







for (i in 1:1000) { 
  jumlahMR5[i]=(Output5[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1])**2 
  jumlahMR10[i]=(Output10[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1])**2 
  jumlahMR15[i]=(Output15[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1])**2 
  jumlahMR20[i]=(Output20[[i]][3]$`Penduga 
Parameter RKU Robust`[,1]-
HR_AKUawal$coefficients[,1])**2 

















Lampiran 15. Matriks Varians Kovarians RKU Klasik dan RKU 
Robust MCD-MM 
 
Matriks Varians Kovarians RKU Klasik (Pencilan 5%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 119,1314 119,6651 118,4507 118,3197 118,1002 118,10340 
𝑋0 119,6651 122,3572 120,0882 119,8784 119,7339 119,6139 
𝑋¬ 118,4507 120,0882 120,2415 118,8309 118,6315 118,6481 
𝑋ó 118,3197 119,8748 118,8309 119,7757 118,4114 118,4163 
𝑋ô 118,1002 119,7339 118,6315 118,4114 119,5279 118,2085 
𝑋õ 118,0340 119,6139 118,6481 118,4163 118,2085 119,3990 
Matriks Varians Kovarians RKU Klasik (Pencilan 10%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 226,1959 226,5770 224,7105 224,5281 224,7508 225,0417 
𝑋0 226,5770 229,1185 226,1973 225,9322 226,2353 226,4708 
𝑋¬ 224,7105 226,1973 225,6979 224,2377 224,4790 224,8494 
𝑋ó 224,5281 225,9322 224,2377 225,1305 224,2065 224,5712 
𝑋ô 224,7508 226,2353 224,4790 224,2065 225,7690 224,8064 
𝑋õ 225,0417 226,4708 224,8494 224,5712 224,8064 226,3522 
Matriks Varians Kovarians RKU Klasik (Pencilan 15%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 321,1566 320,8393 319,8605 319,1185 319,4807 319,3565 
𝑋0 320,8393 322,6813 320,6459 319,8231 320,2632 320,0825 
𝑋¬ 319,8605 320,6459 321,0360 319,0139 319,3989 319,3521 
𝑋ó 319,1185 319,8231 319,0139 319,3492 318,5635 318,5085 
𝑋ô 319,4807 320,2632 319,3989 318,5635 320,2627 318,8824 
𝑋õ 319,3565 320,0825 319,3521 318,5085 318,8824 320,0146 
Matriks Varians Kovarians RKU Klasik (Pencilan 20%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 401,3038 402,3195 400,9261 399,4760 400,4779 401,0896 
𝑋0 402,3195 405,4950 403,0510 401,5182 402,5962 403,1570 
𝑋¬ 400,9261 403,0510 403,0245 400,2959 401,3181 402,0086 
𝑋ó 399,4760 401,5182 400,2959 399,9268 399,7789 400,4596 
𝑋ô 400,4779 402,5962 401,3181 399,7789 402,1120 401,4720 
𝑋õ 401,0896 403,1570 402,0086 400,4596 401,4720 403,3379 
Matriks Varians Kovarians RKU Klasik (Pencilan 25%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 468,1005 469,3695 468,3475 467,9188 468,1104 468,2469 
𝑋0 469,3695 472,7994 470,7228 470,2153 470,4833 470,5655 
𝑋¬ 468,3475 470,7228 471,0682 469,3958 469,5781 469,7916 
𝑋ó 467,9188 470,2153 469,3958 470,0161 469,0590 469,2632 
𝑋ô 468,1104 470,4833 469,5781 469,0590 470,5838 469,4669 





Lampiran 15. Matriks Varians Kovarians RKU Klasik dan RKU 
Robust MCD-MM 
 
Matriks Varians Kovarians RKU Robust MCD-MM (Pencilan 5%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 1,1628 0,0110 0,1164 0,0325 -0,1032 -0,0314 
𝑋0 0,0110 1,1585 -0,0967 -0,0368 -0,0189 -0,0810 
𝑋¬ -0,1164 -0,0967 1,3231 0,0058 -0,0167 0,0827 
𝑋ó 0,0325 -0,0368 0,0058 1,2567 -0,0660 0,0789 
𝑋ô -0,1032 -0,0189 -0,0167 -0,0660 1,3465 -0,0536 
𝑋õ -0,0314 -0,0810 0,0827 0,0789 -0,0536 1,3650 
Matriks Varians Kovarians RKU Robust MCD-MM (Pencilan 10%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 1,2630 -0,0247 -0,1131 0,0235 -0,1175 -0,0265 
𝑋0 -0,0247 1,2765 -0,0092 -0,0313 -0,0085 -0,0450 
𝑋¬ -0,1131 -0,0092 1,3668 -0,0000 0,0071 0,0758 
𝑋ó 0,0235 -0,0313 -0,0000 1,3164 -0,0603 0,0781 
𝑋ô -0,1175 -0,0085 0,0071 0,0603 1,4202 -0,0523 
𝑋õ -0,0265 -0,0450 0,0758 0,0781 -0,0523 1,3910 
Matriks Varians Kovarians RKU Robust MCD-MM (Pencilan 15%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 1,2821 -0,0224 -0,1415 0,0144 -0,1091 -0,0178 
𝑋0 -0,0224 1,4024 -0,0278 -0,0045 -0,0372 -0,0670 
𝑋¬ -0,1415 -0,0278 1,4905 -0,0035 -0,0124 0,0441 
𝑋ó 0,0144 -0,0045 -0,0035 1,4157 -0,0741 0,0761 
𝑋ô -0,1091 -0,0372 -0,0124 -0,0741 1,5014 -0,0338 
𝑋õ -0,0178 -0,0670 0,0441 0,0761 -0,0338 1,4813 
Matriks Varians Kovarians RKU Robust MCD-MM (Pencilan 20%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 1,1429 -0,0480 -0,1338 0,0410 -0,1147 -0,0292 
𝑋0 -0,0480 1,4455 -0,0460 -0,0280 -0,0776 -0,0759 
𝑋¬ -0,1338 -0,0460 1,1586 0,0116 -0,0137 0,0312 
𝑋ó 0,0410 0,0280 0,0116 1,4957 -0,1074 0,0546 
𝑋ô -0,1147 -0,0776 -0,0137 -0,1074 1,5217 -0,0640 
𝑋õ -0,0292 -0,0759 0,0312 ,0546 -0,0640 1,5476 
Matriks Varians Kovarians RKU Robust MCD-MM (Pencilan 25%) 
 𝑋5 𝑋0 𝑋¬ 𝑋ó 𝑋ô 𝑋õ 
𝑋5 1,1472 -0,0580 -0,1388 0,0184 -0,0882 -0,0437 
𝑋0 -0,0580 1,4916 -0,0372 0,0094 -0,0670 -0,0509 
𝑋¬ -0,1388 -0,0372 1,7400 -0,0179 -0,0447 0,0784 
𝑋ó 0,0184 0,0094 -0,0179 1,6069 -0,0757 0,0547 
𝑋ô -0,0882 -0,0670 0,0447 -0,0757 1,6265 -0,0850 











Klasik RKU Robust MCD-MM 
 𝑄5 𝑄5 𝑄0 𝑄¬ 𝑄ó 𝑄ô 
5% 
-0,4067 -0,2396 0,5976 -0,4050 -0,0685 -0,0871 
-0,4122 -0,5097 -0,0710 0,7751 0,0222 -0,0295 
-0,4085 0,5761 -0,2778 0,1125 -0,3309 -0,5639 
-0,4078 0,2667 0,4435 0,2299 0,6729 0,0321 
-0,4072 -0,1141 -0,5819 -0,3170 0,6396 -0,3522 
-0,4071 0,5165 0,15938 0,2631 0,1531 -0,1220 
10% 
-0,4081 -0,5330 0,3654 -0,4426 -0,1552 0,0045 
-0,4108 -0,3869 -0,2597 0,6377 0,4388 0,1643 
-0,4076 0,6275 0,0507 -0,1332 0,4208 -0,3455 
-0,4072 -0,0570 0,4873 0,5971 -0,4356 -0,4538 
-0,4076 0,2330 -0,0564 0,0489 -0,6454 0,1845 
-0,4082 0,3390 0,4903 0,1444 -0,0056 0,7833 
15% 
-0,4085 -0,6591 -0,1188 -0,2080 0,2942 -0,0400 
-0,4095 -0,0992 0,3403 0,6089 -0,4594 0,4689 
-0,4084 0,4736 -0,3811 0,4501 0,3869 -0,1234 
-0,4078 -0,2530 -0,5085 0,0995 -0,6315 -0,5034 
-0,4079 0,5156 0,2690 -0,5363 -0,3838 -0,0387 














Klasik RKU Robust MCD-MM 
 𝑄5 𝑄5 𝑄0 𝑄¬ 𝑄ó 𝑄ô 
20% 
-0,4076 -0,5328 0,3009 -0,4216 -0,2971 0,2517 
-0,4098 -0,1848 0,3773 0,7384 0,3861 0,1110 
-0,4085 0,1809 -0,5988 0,3670 -0,4868 0,1408 
-0,4069 -0,4625 -0,3180 0,0007 0,1592 -0,7927 
-0,4081 0,6560 0,2372 -0,2647 0,1879 -0,3165 
-0,4086 -0,0712 -0,5011 -0,2649 0,6819 0,4200 
25% 
-0,4072 -0,6885 -0,1667 0,3137 0,2925 0,0267 
-0,4092 -0,1029 0,0797 -0,8584 -0,0310 0,3186 
-0,4085 0,6298 -0,2398 -0,0158 0,4689 -0,3065 
-0,4080 -0,1103 -0,5862 -0,1547 -0,5991 -0,4986 
-0,4082 0,1653 0,6147 0,2433 -0,5043 -0,1108 
-0,4084 0,2863 -0,4324 0,2852 -0,2834 0,7369 
 
