Abstract-The data delivery mechanisms used for the many-tomany multicast applications have been based on two extreme approaches: a single shared tree and source rooted trees. These two approaches complement each other in terms of performance, protocol overhead and robustness. In this paper, we propose and evaluate a multiple shared trees protocol for application layer multicasting. The protocol constructs an application layer overlay with m data delivery trees, where m > 1 and m << the number of data sources. Our simulation results reveal that the multiple shared trees design is a promising application layer overlay construction technique.
INTRODUCTION
Multicast provides an efficient delivery service for multiparty communications. In general, multicast applications can be classified as either one-to-many or many-to-many services. The one-to-many service model refers to single-sender applications such as streaming media from a well-known server. The many-to-many model is for multi-sender applications such as video conferencing and multi-party network games where all members are potential data sources. We are interested in providing efficient multicast delivery mechanisms for large-scale many-to-many applications.
Conventional approaches for the many-to-many model have concentrated on two extreme cases: i.) single shared tree; and ii.) source rooted trees. Approaches such as Core-based Tree (CBT) [1] use a single bi-directional tree to distribute the multicast data. On the other hand, protocols like DVMRP [2] use separate trees rooted at each data source for multicasting. These two approaches are complementary in terms of performance, protocol overhead and robustness (see Fig. 1 ). In this paper, we propose an intermediate design that uses m trees for N sources, where m > 1 and m << N, to bridge the gap between the two extreme approaches. In our proposed design, each of the m trees is used as a bi-directional shared tree for data delivery. When a member wishes to transmit data, it chooses one of the trees and delivers data over the selected tree.
Due to the lack of a globally deployed network layer multicast infrastructure, we consider an application layer multicast (ALM) approach. In particular, we have devised an ALM protocol that constructs multiple trees and utilises these trees for data delivery. In ALM, all multicast related tasks such as group membership management and packet replication are handled by the end systems. The end systems self organise into a logical overlay network, and multicast data using the overlay edges which are unicast tunnels. Consequently, ALM bypasses the need to modify the network infrastructure, thus enabling rapid deployment of multicast services in the Internet. Unfortunately, working at the application layer imposes several additional challenges compared with network layer solutions:
• Quality of data delivery. As packets are delivered over unicast tunnels from one end system to another end system, there will be redundant traffic on some network layer links and prolonged end-to-end latency [3] .
• Limited topology information. Unlike network routers, end systems have either limited or no underlying topology information, which is the key to building efficient overlays.
• Heterogeneity. End systems have different processing power and interface bandwidth, which results in a mixture of fan-out values. The fan-out of a node is the number of outbound interfaces that the node can support.
• Robustness. End systems are more susceptible to problems like system failure.
In addition, an ALM protocol also needs to be scalable to handle potential growth in the user population. Our proposed solution considers a mesh overlay which has redundant paths between the members to provide robustness. The protocol is suitable for a heterogeneous network as each member can be assigned a different fan-out value based on its transmission capability. Unlike existing mesh-based ALM solutions (e.g. Narada [3] ), our protocol uses much less control traffic. By using simulations, we show that the proposal can achieve better or similar performance when compared with some existing ALM protocols, i.e. Narada [3] , HMTP [4] and NICE [5] , and incurs reasonably small protocol overhead.
The rest of the paper is structured as follows. In the next section, we provide a brief discussion of related work. Section III gives an overview of the multiple shared trees design. Section IV discusses and presents our protocol. We evaluate the protocol in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
Recent years have seen an explosive growth of ALM protocols (e.g. [3] [4] [5] [6] [7] [8] ). These protocols have inherited the single shared tree or source rooted trees approach from network layer multicasting. For example, tree-based protocols like Yoid [9] and HMTP [4] use the single shared tree approach while meshbased protocols like Narada [3] use the source rooted trees approach. The main advantages of tree-based ALM solutions are simplicity and scalability. However, they are more fragile than mesh-based solutions, and result in longer end-to-end delay as all data must pass through the tree's root. On the other hand, the mesh structure needs a dynamic routing mechanism in order to achieve loop-free data delivery. This often constrains the scalability of a mesh-based protocol. Narada, for example, has been considered for small-scale applications only.
TMesh [10] improves upon the delay performance of single shared tree overlays by inserting shortcut links into the topology. TMesh is most useful for multicast sessions with a small number of active senders as it imposes little overhead on top of the tree management protocol. However, it needs a dynamic routing protocol as the number of active senders increase. Our proposed solution reduces the routing overhead for large-scale multicast session with arbitrary number of active senders. Furthermore, it is possible to incorporate TMesh overlay optimisation techniques into our proposal.
NICE [5] is another ALM protocol that uses source rooted trees. It constructs a multiple level cluster hierarchy to achieve scalability. In the hierarchy, a cluster head may have to serve as many as O(Klogn) members, where n is the group size and K is the maximum cluster size. In addition, a cluster head needs to be the centre of its cluster in a graph theoretical sense. These constrain the usefulness of this protocol in a heterogeneous environment.
There are several ALM protocols that use structural topologies such as Delaunay triangulation (e.g. [6] ) and distributed hash tables (e.g. [7] ) to achieve scalability for largescale applications. Such topologies employ addressing schemes which provide scalable and robust data distribution without the need for a traditional routing protocol. However, these advantages come with the price of added difficulties in achieving a tree-wide optimisation [10] . While several recent works (e.g. [11] ) began to investigate the use of locality properties of structural overlays to improve their delay performance, it is still unclear whether structured overlays can support the optimisation of arbitrary application-specific metrics.
Recent work [13] , examines the potential of using multiple shared trees in network layer multicast. The main difference between their work and ours is that they assume the data delivery trees are readily available while we need to construct the trees from scratch. They also assume a complete knowledge of the network topology, and thus, propose a centralised algorithm to select and place the trees' roots in the network.
However, as end systems have limited topology knowledge, we designed a distributed root selection protocol that uses only local information available at each member.
III. OVERVIEW OF THE MULTIPLE SHARED TREES DESIGN

A. Assumptions
In this paper, we consider a peer-to-peer application layer multicast architecture. In particular, we assume that all end hosts that wish to participate in a multicast session must join the overlay before they can send and receive data for that session. In addition, we assume that each member has limited interface bandwidth, which constrains the fan-out of the data delivery trees.
B. The Model and an Example
In our multiple shared trees model, m members are chosen as the roots of the delivery trees. For reception, all members attach themselves to each of the trees rooted at the m nodes. These trees are used as bi-directional shared trees for data delivery. Specifically, when a member wishes to multicast data, it selects one of the trees and transmits the data by flooding the selected tree. We use a two-step approach to construct the delivery trees. First, a connected mesh is formed among the group members. Then, a routing mechanism is used to derive the desired delivery trees. Fig. 2 illustrates the working of the multiple shared trees approach. Fig. 2 (a) shows the initial overlay mesh topology. Assume that there are two shared trees rooted at r 1 and r 2 respectively (see Fig. 2 
A. Constructing the Overlay
The delivery trees are constructed in a mesh-first manner: members first construct a connected mesh among themselves, the data delivery trees are then derived from the mesh using a routing protocol.
Similar to Narada, we use a path-vector version of DVMRP [3] as our routing mechanism. However, as we are only interested in building a small number of trees, we exploit an inherent feature of the routing protocol to reduce the protocol overhead. In the routing protocol, each member periodically exchanges its routing table with its neighbours. The routing table contains the cost to each destination known to the sender. In Narada, each group member keeps information on the cost to all n-1 members. Our protocol only keeps information on the cost to the roots of the m shared trees. The message overhead per member is therefore reduced from O(n) to O(m).
In addition, the Narada protocol requires all members to be involved in the group membership management process. In particular, each member is tagged with a sequence number which is piggybacked on the routing update. Each member maintains a list of known members and their corresponding sequence numbers to detect node failure and mesh partition. Owing to this, a topology change due to the leaving or failure of any member needs to be propagated to all other group members. On the other hand, in our proposal, each member only needs to exchange periodical keep-alive messages with its direct mesh neighbours to detect an abrupt failure of a node. By using a simpler partition detection and recovery mechanism (See Section IV.A.3), our protocol does not require each member to know all other members. Consequently, changes in the routing information due to the leaving or failure of a nonroot member need to be propagated only to the members that are affected. This reduces the average failure recovery time of the protocol.
In the following sub-sections, we describe the procedures for member join, leave or failure, partition detection and recovery, and tree's root selection. Overlay improvement and the data forwarding algorithm are covered in Section IV.B and IV.C respectively.
1) Member Join
The protocol assumes that there exists a well-known Rendezvous Point (RP) as the bootstrapping entity for all new members. When a newcomer wishes to join a group, it first contacts the RP to obtain a list of existing members. It then randomly makes peering relationships to some of these members. This results in an initially un-optimised random mesh. In the protocol, the first member that joins the overlay will be designated as lead root by the RP. It will act as the first tree root and will initiate the creation of new roots. If the lead root leaves or fails, the existing root with the smallest IP address is selected to replace it.
Once a member is attached to the overlay, it begins to exchange periodical refresh and routing messages with its mesh neighbours. The refresh period is configured to a smaller value compared to the routing update so as to improve the response time of the protocol under abrupt failure of nodes while keeping the message overhead small.
2) Member Leave and Failure
When a member leaves a session, it notifies its neighbours. It is the responsibility of the neighbours of a failed node to detect the failure. In both cases, the routing protocol will be triggered to disseminate the routes changed. The routing information exchanged contains the origin (i.e. the failed or leaving node) and reason for the change (e.g. node leaving or failure) to improve the routing convergence of the path-vector protocol [14] .
3) Partition Detection and Recovery
Our protocol adopts a simple partition detection strategy. In particular, the lead root periodically generates heartbeat messages down its delivery tree. Since each member is attached to all the delivery trees, all members will receive the heartbeat messages. When a member stops receiving the heartbeat message from the lead root for an extended period, T partition , it probes the lead root and tries to establish a new link to it.
4) Selecting Roots of the Trees
Our protocol begins with a single tree (rooted at the lead root), and increases the number of trees gradually up to a configured maximum value. Periodically, the lead root initiates a new root discovery process to find and add a new root to the overlay.
In the new root discovery process, the lead root sends p copies of discovery messages down its delivery tree. The message contains a configurable parameter h which specifies the minimum overlay hop distance from a node to its nearest root. When a member receives such message, it compares h with the hop count to its nearest root. If the hop count is larger than h, the node sends a reply message that contains a copy of its routing table to the lead root. Otherwise, the message is randomly forwarded to one of the tree children with respect to the lead root's delivery tree. The message is also tagged with a time-to-live (TTL) field which is decremented at each hop to avoid endless circulation of the message due to a potential transient routing loop. The message is discarded when its TTL value reach zero. In our current investigation, we set p = 8 and h = 3 for group sizes ranging from 50 to 250.
The lead root selects a new root based on the routing information contained in the reply messages. In particular, it selects a node that has the maximum distance to its nearest root so as to maximise the distance among the roots. The lead root then informs the selected node, which will begin to advertise itself in the routing update.
In the future, we plan to incorporate more information into the root selection process, in particular, the fan-out of potential root nodes and the distribution of the active senders. This will help to determine a suitable number of well-configured trees.
B. Improving the Overlay
Due to the dynamics of both the underlying network and the group membership, the constructed overlay can easily become sub-optimal. In order to maintain and improve the data delivery quality, the overlay needs to be reconfigured from time to time. Currently, we use a refinement technique adapted from Narada to improve the overlay by adding a new mesh link if it improves the performance and deleting an existing link if it is no longer useful. Each overlay link is associated with a distance value, which is half of the round trip delay between the two members. The optimisation objective is to minimise the end-to-end data delivery latency.
The technique requires each member to periodically probe a randomly selected mesh member. In the technique, when a member i probes a member j, j returns to i a copy of its routing table. i then computes the expected performance gain if a link to j is added. The performance gain is computed based on the improvement in the latency from i to all destinations (i.e. tree roots) in the routing table. The link is added if the gain exceeds a given threshold. We also include a new link if it reduces the smallest distance from i to one of the roots.
To drop a link, a node periodically computes the consensus cost for each of the mesh links incident to it. The consensus cost of a link is defined as the larger of the number of times that the link is used to forward data by each incident node [3] . A link is dropped only if its consensus cost is lower than a given threshold. In our current implementation, all nodes use the same link addition and drop functions.
C. Data Forwarding Algorithm
A member that wishes to transmit data needs to select one of the m trees on which to deliver its data packets. In our current investigation, a source member always selects a tree whose root is nearest to the source member.
We now discuss the data forwarding mechanism. The first requirement is that each packet needs to carry the identity of the root of the selected tree (hereafter referred to as root_id). Secondly, we modify the well-known RPF algorithm [15] so as to derive bi-directional shared trees rather than unidirectional source rooted trees. Fig. 3 depicts the modified RPF algorithm. In the algorithm, the functions Routing[] and BroadcastRouting[] can be constructed during the running of the routing protocol without additional protocol overhead [2] . [15] V. PERFORMANCE EVALUATION We use a custom written packet-level event-driven simulator to evaluate our proposed design. The GT-ITM topology generator [16] is used to generate a Transit-Stub topology with 2050 routers and 6688 links. In the topology, there are 5 transit domains with 10 routers each. Each transit router is attached with 4 stub domains, each with 10 routers. For all experiments, each member is randomly attached to one of the routers. As we are interested in the many-to-many service model, we assume that all members are data sources. For each simulation scenario, we conduct 20 independent runs and report the average results.
To evaluate the potential of our proposal, we compared it against three distinctive ALM protocols: i.) Narada -a meshbased source rooted trees protocol; ii.) HMTP -a single shared tree protocol; and iii.) NICE -a hierarchical source rooted trees protocol. In the following discussions, we refer to our protocol as MSTP for brevity. We set the maximum allowable fan-out of each member in Narada, HMTP and MSTP to 9. For NICE, we set the maximum cluster size to 8. We also set the maximum number of delivery trees in MSTP to 10, unless specified otherwise.
The simulation experiments are aimed to study: i.) quality of the data delivery trees; ii.) protocol overhead; and iii.) effects of the number of trees used.
A. Quality of Data Delivery Trees
ALM techniques often result in redundant traffic and longer end-to-end delay [3] . We judge the delay performance using two relative delay penalties defined with respect to the network layer multicast: Fig. 4 and 5 show the RMP and RAP performance of various protocols. We can observe that Narada has the best delay performance while HMTP has the worst. The results also indicate that the multiple shared trees approach indeed improves the delay performance over the single shared tree approach, i.e. HMTP. Compared to NICE, MSTP has lower RMP values while the RAP values are higher. This is because NICE constructs its overlay as a multi-level cluster hierarchy, and each cluster head serves all clusters below it. The downside to this is that some of the cluster heads may need to serve as many as O(Klog n) members. In the experiments, for the group sizes we considered (50-250), the maximum fan-out values required by NICE range from 12 to 18; the maximum fan-out value of other protocols is equal to 9.
We measure the link stress to study the additional data traffic imposed by the protocols. Link stress is defined as the number of identical packets that are carried over a physical link. Fig. 6 shows that MSTP incurs smaller stress values compared to Narada and NICE. The small stress values observed for HMTP are expected as the protocol is designed to achieve a low cost delivery tree. 
B. Protocol Overhead
We measured the protocol overhead as the size of control messages sent and received per member during the simulations. Table 1 depicts the results.
From the table, it is clear that the single shared tree approach (i.e. HMTP) has the smallest and the source-rooted trees approach (i.e. Narada) has the largest protocol overhead. By using only a small number of trees, MSTP requires a smaller control overhead than Narada, and is comparable to NICE, which is also designed for large-scale applications.
C. Effects of the Number of Trees
A natural question in the multiple shared trees approach is: how many trees are needed? We investigate this by varying the number of trees for a group size of 250. For the setting of h=3 (see Section IV.A.4), the maximum number of trees constructed by MSTP for this group size was found to be 20. Table 2 shows the performance of MSTP with increasing number of trees used. From the table, it is clear that the control overhead increases and the delay performance improves with an increasing number of trees used, as expected. Together with previous results, we can observe that by using a relatively small number of trees (i.e. 10-20), MSTP can achieve a much better delay performance compared to the single shared tree approach (e.g. HMTP), while maintaining small protocol overhead.
VI. CONCLUSIONS
This paper describes the design and evaluation of a multiple shared trees approach for application layer multicasting. We devise a self-organising protocol which is robust and is suitable for a heterogeneous working environment where each member may have different transmission capabilities. Using simulations, we show that the protocol offers a well-balanced solution that is better than or comparable to existing protocols like HMTP, Narada and NICE in terms of data delivery quality, whilst incurring a reasonably small protocol overhead. In the future, we will investigate other potential optimisation techniques that can be applied on our proposed system. 
