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Abstract
Brookhaven National Laboratory AGS Experiment S71 (ES71) has carried out a search for 
the very rare, GIM and helicity suppressed decay of the long-lived neutral kaon into an 
electron-positron pair. This decay is predicted within the Standard Model to occur with 
a branching ratio of (9.0 ±  0.4) x 10-12. Data were taken during the 1995 and 1996 AGS 
HEP running periods on the B5 beamline. A signal of (4 ±  2) A'£ —)• e+e~ events is seen 
with a physics background expectation of 0.2 events. The ratio of the partial decay widths 
r(A £  —> e+e_ )/r(A £  —*• is determined to be (I.SIqJ  ^  0-2) x 10~3. Using the
Particle Data Group value for the branching fraction of A"£ —> pfiyT  this corresponds to a 
branching fraction of B(A'£ e+e“ ) =  (9.41U) x 10-12. This result represents the lowest
braching fraction ever measured in particle physics.
xii
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Chapter 1
Introduction
The goals of Brookhaven National Laboratory AGS Experiment S71 (E871) [1 , 2, 
3] are to measure A' 9 — y n +n~ and search for A 9 — y /i±e=F and A-9 — y e+e~with 
a single event sensitivity of 10-12. ES71 is an upgrade of Brookhaven AGS E791 (see, 
for example, [4]). Of the decay modes studied, only A' 9 — y has previously been
observed. The measured branching ratio for A' 9 — y is (7.2 ±0.5) x 10- 9  [5j. A-9 — y 
ft^e^ is forbidden by the Standard Model of Electroweak Interactions since it violates the 
conservation of separate lepton family numbers. A' 9 — y e+e- is predicted by the Standard 
Model but has not previously been observed. The previous upper limits on A' 9 — y e+e~ are 
listed in Table 1.1. E871 is the first experiment sensitive enough to observe A' 9 — y e+e~ 
if it occurs at the predicted branching ratio of roughly 9 x 10-12.
By itself, the prediction of A' 9 — y e+e~ does not warrant the search for the decay. 
The physics involved, presented in Chapter 2, is the lower-lepton-mass analogue of the 
physics of AT9 — y ii+n~ ■ The prediction of A' 9 — y e+e-  in a previously unexplored 
sensitivity regime increases the physics interest in searching for the decay channel. There 
are two possible outcomes from searching in the unexplored sensitivity region:
o
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3Experiment Year Published Candidates Upper Limit
BNL-E791 [6] 1993
KEK-137 [7] 1995
BNL-780 [8 ] 1988
0
1
c
<  4.1 x 10~u  (90% C.L.)
<  1.6 x 10" 10 (90% C.L.) 
< 1.2 x lO" 9 (90% C.L.)
Table 1.1: Recent A' 9 — > e+e experiments.
• a Standard Model prediction is confirmed at an unprecedented level, or
• our understanding of the Standard Model is challenged through a disagreement at the 
new level of sensitivity.
E871 was proposed in 1990 [2] and approved in 1991 for 5,600 hours of high intensity 
24 GeV/c proton beam from the AGS. There were "proof-of-concept" beam plug engineer­
ing runs dining the 1991-1992 AGS running periods. Construction on ES71 began in the 
summer of 1992. Physics data was taken dining the 1995 and 1996 AGS runs. Analysis of 
the data began, in earnest, after the 1996 run.
The A 9 — y e+e~ analysis was carried out using the “blind analysis” paradigm. 
All data cuts were required to be set prior to looking at the signal region. This procedure 
was used to prevent biases from slipping into the analysis. The background analysis was 
complete and the collaboration looked into the A' 9 — > e+e~ signzil region on December 
10, 1997. Four events are seen in this region with a background expectation of 0.2 events. 
Thus, ES71 has observed the first unambiguous A 9 — > e+e“ signal.
This work presents the theoretical predictions, the experimental technique and the 
various analysis techniques used to make the first observation of the very rare decay A' 9 — >
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Chapter 2
Theoretical M otivation
2.1 Flavor Changing Currents
2 .1 .1  F irst Order D iagram s
Two first order kaon decays are illustrated in Figure 2.1. The first proceeds by a 
strangeness-changing charged current; the second by a strangeness-changing neutral current. 
The charged current decay K + — > is the dominant decay mode for the positively
charged kaon. By analogy, one would expect the first order strangeness-changing neutral 
current reaction K° — > to be one of the dominant modes for the neutral kaon. This
is not the case; this decay mode is highly suppressed with a branching ratio of ~  7 x 10-9 .
In an attempt to explain the differences between the observed rates, Cabibbo in 1963 
[9] proposed a  mixing of strangeness-conserving and strangeness-changing currents. The 
weak currents axe weighted by cos#c or sin#c for strangeness-conserving and strangeness- 
changing currents, respectively. The parameter 8C, the Cabibbo angle, must be determined 
experimentally. Correspondingly in the quark sector, the strong eigenstates (u,d) are mixed 
to become the weak eigenstates (u , d cos 8c + s sin 8C). The general form of the weak charged
4
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Figure 2.1: Allowed (a) and forbidden (b) first order kaon decays.
aoad neutral currents can then be written as
(2 .1)
and
J??c = (d cos 6C +  sin 9C) 7 ^ (1  — 75  ){d cos 6C +  .s sin 6C). (2.2)
The flavor-changing charged current transitions have amplitudes proportional to sin 0C.
As seen from equation 2.2, flavor-changing neutral current (FCNC) decays such as 
that shown in Figure 2 .1 (b) proceed proportionally with cos0csin#c. With the measured 
rate of K £ — > pi+(i~ found to be suppressed by eight orders of magnitude, some theoretical 
adjustment must be made. In 1970, Glashow, Iliopoulis and Maiani (GIM) [10] solved this 
puzzle by proposing a  fourth quark. This new “up” type quark, named charm, completes 
the second quark doublet. The mixing of strong eigenstates into weak eigenstates can then 
be represented as
/  \  f
cos 6C sin 0C 
 ^ — sin 6C cos &c J
where primes denote the weak eigenstates. The charm term, proportional to — cos0csin0c, 
is added to the first order FCNC amplitude, exactly cancelling out the up-doublet term. In 
this two-quark doublet model, first-order flavor changing neutral currents are forbidden.
(  d ' \
\  s / \  s /
(2.3)
R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .
The mixing of down type quarks can be written in a more general form as
d-i =  ^  Vijdj. (2.4)
j
where the mixing matrix V  is unitary. For N  quark families, the neutral transitions become 
[11]
N  N
Y . M  =  E  d iV p jkdk 
*
N  _
= Y A & -
(2.5)
Therefore, to first order, no neutral, flavor-changing transitions can exist for any number 
of quark doublets.
2.1 .2  C abibbo-K obayashi-M askaw a M atrix
The three quark families observed experimentally are
\
and
\ b /
The third doublet contains the recently discovered top quark [12,13] and the bottom quark. 
The quark mixing matrix for three families was defined in 1973 by Kobayashi and Maskawa 
[14]. This matrix, known a1' the Cabibbo-Kobayashi-Maskawa matrix or CKM matrix, can 
be written in a general form as
f t '
\ b' i
Vud Vus but
Vcd Vcs Vd,
Vtd Vts Vtb
s
\ b )
(2 .6)
The diagonal elements, especially V^, are near unity with the off-diagonal elements in the 
t row and b column near zero [5].
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For an N  x N  unitary matrix, there are
iV2 -  (2JV -  1 ) (2.7)
real parameters. If the matrix is orthogonal, the number of real parameters reduces to
(2 .8)
Combining equations 2.7 and 2.S gives
- ( N  — 1)(N  — 2 ) (2.9)
residual phase factors [11]. For the 3 x 3  CKM matrix, there are three real parameters and 
one remaining phase. A non-zero phase gives rise to the breaking of C P  invariance for weak 
interactions [5].
There is a useful approximation known as the Wolfenstein parameterization [15], 
in which the matrix elements are expanded in powers of the Cabibbo angle, A. In this 
approximation the cross-family terms are [5],
V'us ~  A
Vub ~  A3A(p -  277)
Vcb ~  A2 A
Vtd ~  A3(l — p — ir]).
The three real parameters are A, A, and p with the phase 77. The full CKM matrix becomes
(  1 -  iA2 A A3A(p -  it]) ^
-A  1 -  U 2 A2A
 ^ A3A(1 — p — irj) — A2A 1 j
This parameterization is particularly useful in the study of kaon and b physics.
(2.10)
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2 .1 .3  Second O rder D iagram s
The same mechanism that provides for the complete cancellation of first order flavor 
changing neutral currents provides a high degree of suppression of higher order processes. 
This discussion will concentrate on the second-order weak diagrams for A° — > £+£~.
Three second-order diagrams for the process A'£ — ► £+£~are shown in Figure 2.2. 
The GIM suppression enters through the internal quark loops in all three diagrams. It is 
illustrative to look again only at the first two quark doublets. The u propagator enters 
with a term proportioned to the mass of the up quark and cos6csin0c. The c term is 
proportional to the mass of the charm quark and — cos 9C sin 9C. Were it not for the mass 
difference between the up and charm quarks, the internal quark loops in the diagiaim> in 
Figure 2.2 would completely cancel out.
When all three quark doublets are considered, the part of the amplitude due to the 
internal quark propagators is proportional to [16]
(2.11)
where the r?,-s are QCD correction factors near unity. If these factors and the mass functions 
were not present, the sum of the CKM elements would be exactly zero. This can be seen 
using a unitarity argument. If one uses the requirement that V^V  =  1 and the off-diagonal 
term (VtV)o,i, it can be seen that the sum over CKM elements in equation 2.11 is
(V*V)2,i =  V*sVud + V*sVcd + V’ Vtd 
=  0
Again, the diagrams in Figure 2.2 are suppressed and not forbidden owing to the mass 
differences between the three 2e/3 quarks.
Re Y ,  9 i V * V i d C
i=u,c,£
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W +
(b)
d
u , c, t
W ~
Figure 2.2: GIM suppressed second order diagrams for I \ aL — > C+t
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2.2 Theoretical Am plitudes for Dilepton Decays
It has been shown so far that the lowest order non-vanishing diagrams for A'£ — > 
£+C~ are second order. The diagrams in Figure 2 .2  are off the mass shell and, because of 
the mass of the mediating bosons, short distance. There are other processes that contribute 
strongly to the decay amplitude, A. In general, one can write the decay amplitude as a  sum 
of the dispersive and absorptive parts. This can be further expanded as
A  — (A d isp ,w e a k  “b A d is p ,ld ) "b i ( ,A abs,weak "b A ab s,ld )i (2.12)
where weak and Id refer to contributions from weak interaction and long distance diagrams 
respectively. There are no weak diagrams on the mass shell so A abs,weak =  0. The general 
form of the amplitude can then be simplified to
A  = (Aweak "b Aid) "b iA abs• (2.13)
The branching ratio can be written as | i |2 and therefore
b(k°l  — > e+n  = M * sp |2 +  M a6s|2
or
B(Kl  — ► i+n  =  I Aweak +  Aid\2 +  i ^ a6s|2. (2.14)
2.2 .1  A bsorp tive C on trib u tion s to  A
In the Standard Model, the diagram in Figure 2.3 is considered to be the dominant 
process for the Jv£ — > l+i~ decay. The dark circle in the diagram contains any number of 
strong and weak processes. As will be seen in the calculation of this diagram’s contribution, 
knowing which specific processes lead to the two photons is not required. With two on-shell
photons as an intermediate state, it is the primary diagram of the absorptive contribution
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Figure 2.3: I\°  — > £+£~ ' via a two real photon intermediate state. 
Ratio QED bound
1.19X10-
5.32 x i o - 9£(A“—>77)
Table 2.1: QED predictions for 2?(A’£ -> 7 7  —> l+l~ )/B (I\^  — > 7 7 ) .
to the decay amplitude. The diagram, known as the unitarity diagram, can be calculated 
solely from QED. Sehgal’s prediction for the branching ratio of this process is [17]
B(Kl  -7  77 -> l+n  =  B(Kl  ^  77) X y  J  ( in  j ± | ) 2 (2.15)
where a  is the QED fine structure constant and
(2.16)
The ratios B(K °  —> 7 7  - >  l+l~ )/B (K °  — y 7 7 ) calculated from equation 2.15 are listed in 
Table 2.1.
There are no diagrams which are expected to interfere with the unitarity diagram. 
The branching ratio in equation 2.15 can then be taken as a lower limit for the decay 
K l  — y £+£~. known as the unitarity bound. With the A 9 — > 7 7  branching ratio of 
(5.92 ±  0.15) x  10-4  [5] and the ratios B(K ° -y 7 7  -y l+l~ )/B (K °  — y 7 7 ) in Table 2.1,
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the unitarity bounds for K °  — > and A 9 — > e+e“ become
B {K QL 7 7  -> V+V~) =  (7-04 ±  0.18) x 10“ 9 (2.17)
and
B (K 'l -> 77 -> e+e") =  (3.15 ±  0.0S) x 10-12. (2.18)
We note that the A'9 — > e+e-  unitarity bound is within reach of the proposed single event 
sensitivity of E871.
2.2 .2  H elic ity  Su ppression
Even though more phase space is available for the A 9 to decay into sin electron- 
positron pair, the unitarity bound for the dielectron decay is several orders of magnitude 
lower than that of the dimuon decay. The reason for this, of course, is helicity suppression. 
Because the AT9 has spin zero, angular momentum conservation requires one of the outgoing 
leptons to be in the “wrong” helicity state. This configuration is strictly forbidden for 
massless particles like Standard Model neutrinos. For massive particles, the probability of 
a helicity change scales as mr.
Thus, one would expect a  ratio of the dilepton branching fractions to be roughly
2
=  2.3 x 1(T5. (2.19)
However, the actual ratio,
-» 77 -»■ V+V~)
is larger by more than an order of magnitude than what one expects from basic helicity 
suppression. The logarithm in equation 2.15 causes the enhancement compared to the 
ratio 2.19. This term is divergent as the lepton mass approaches zero causing the breakdown 
of the simple helicity argument.
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2.2 .3  D ispersive C ontribution s to  A
The calculation of the total 1 .4 ^  |2 is not as straightforward as the calculation of the 
absorptive part of the amplitude. For A' 9 — > n+fi~, the only dilepton mode experimentally 
observed prior to ES71, the measured branching ratio, (7.2 ±  0.5) x 10- 9  [5], is close to the 
unitarity bound, equation 2.17. Therefore the dispersive part of the amplitude may be 
small compared to the unitarity diagram. The two parts of the dispersive amplitude will 
be discussed below.
Weak Contributions
It was shown in Section 2.1 that the first non-vanishing weak diagrams for A' 9 — > 
i +£.~ are second order. The weak contribution to the branching ratio can be written as[16]
O'
l^eafcl2 =  B {K + -» r (A +)
(2 .21)
\ 4 ~ 2 sin4 B\\- J (i — m |/m 2;)- |h"us|“
where a  is the fine structure constant, 6w is the Weinberg angle, r { I \+) (t(A”9)) is the 
lifetime of the A'+ (A'9) meson, rji is a  QCD correction factor for quark i, X{ = (mq/ m ~w) 
and
(2.22)
The function C(xi) contains the quark mass dependence discussed in section 2.1.3. Because 
the mass of the up quark is so small compared to the masses of the charm and top quarks, 
the u term in the sum can be neglected. The QCD correction factors can be absorbed into 
the C{xi) functions. These corrected functions are denoted Cc(xc) and Ct(xt). Expanding 
the sum in eq. 2.21 in the Wolfenstein parameterization and dividing through by A5.42Ct(rt)
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Figure 2-4-' The diagram for Aid- A'° — > £+£ via a two virtual photon intermediate state. 
one gets
H — P =  B {K + -> ( r 4 r r )  ^ 4i/ (A ) \^ 47r-sm 9w J (l — mifm~K)~
w \ 8 l 4 | / " W  m 2  ( 1  , ( 1  ~  ”  t n  m \xA A \Ct (xt)\ ^1 X i i i dt{xt) j  ■ (2-23)
The charm contribution above is non-neghgible [4] even though the top quark mass is over 
two orders of magnitude greater than the charm quark mass [5].
The branching ratio’s dependence on p can be seen explicitly in equation 2.23. If 
A u  is sufficiently well understood and there is a high precision experimental measurement 
of the respective branching ratios then A'° — > £+ £~  decays can imply limits on the CKM 
parameter p (see [4] for an example). With a proposed single event sensitivity of 10-12, 
ES71 should be able to do this for A'° — > p+p~ but with a unitarity bound of 3.15 x 10-1 2  
it is unlikely that A'£ — > e+e~ can be used in the same way.
Long Distance Contributions to A
The long distance contributions to \Adisp\2 arise through the diagram in Figure 2.4. 
This diagram is the same as the unitarity diagram except that the two photons in the 
intermediate state are virtual. Unlike the case of the unitarity diagram, the processes 
leading to the intermediate state cannot be ignored. As a further complication, these are
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(c)
Figure 2.5: Model dependent diagrams contributing to the Jv'7 7 * vertex. The first two are 
from Bergstrom, Masso and Singer [18]; The final diagram was suggested by Ko [19].
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C
(a)
(b)
Figure 2.6: x P T  diagrams for Am in the large N c  limit. The bottom diagram is used in 
the calculation of the counter-terms.
long distance processes that cannot be described using perturbative QCD. The remaining 
options are to describe the processes using lattice gauge QCD or to use an effective theory. 
Since there axe currently no lattice gauge QCD solutions for this problem, the only viable 
possibility is to use an effective theory.
Different vector-meson dominance models have been tried in the past (see [IS] and 
[19]) to calculate Aid- These models, using the diagrams shown in Figure 2.5, attempt to 
understand the A'7 7 * vertex (using, for example, K \  — > e+e- 7 ) and then extrapolate to 
the iv7 *7 * vertex. There axe many problems associated with this approach and it has been 
shown to have limited, non-definitive predictive power [2 0 , 2 1 , and references therein].
A more promising method involves the use of “Chiral Perturbation Theory”, yPT  
(see [22] for an introduction). The constraints of the effective theory axe not enough for the 
long-distance portion of the amplitude to be calculated in a model-independent way [23,
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and references therein]. There have been two recent attempts, [24, 23], to calculate the long 
distance portion of the A'° — t pL+fi~ amplitude. Fortunately, the model-dependencies of 
these calculations are largely irrelevant for the A'° — > e+e~ case.
G. Valencia [24] carried out the calculation A u  at 0 (p6) in X-PT. He finds that the 
A'£ — t e+e~ amplitude is insensitive to the choice of the model-dependent counter-terms. 
His prediction for the A'° — > e+e~ branching ratio is
B {K ql — ► e+e“ ) =  (9.0 ±  0.5) x 10-12. (2.24)
D. Gomez Dumm and A. Pich [23] worked in the large N c  symmetry limit of \P T  using 
the diagrams shown in Figure 2.6. Their prediction for the A'° — > e+e“ branching fraction 
is
B(I<1 — > e+e") =  (S.5 ±  0.4) x 10-12. (2.25)
Both calculations feature logarithmic dependences on the lepton mass. This leads to the 
enhancement of the real, long-distance portion of the A'£ — > e+e- branching ratio by over 
a factor of 100 relative to the V  — A  suppression discussed in Section 2.2.2.
2.3 Radiative Corrections
The nature of electrons leads to some interesting experimental challenges. Either 
electron in the dielectron pair can radiate away a photon leading to a decrease in the ee 
invariant mass and an increase in the decay transverse momentum. The process of one 
or both of the electrons radiating a  photon is known as “inner bremsstrahlung” or, more 
compactly, IB.
As was previously discussed, the dominant diagram for the A'£ — > e+e“ decay 
involves a two-photon intermediate state. The photons can be either on the mass-shell 
or virtual. Bergstrom [25] recommends, for purposes of calculating radiative corrections,
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(a) (b)
Figure 2.7: Approximation used in the calculation of the inner bremsstrahlung amplitude 
for  A'£ — e+e~. The structure (including the form, factor in the blob) of the radiative 
decay shown in (a) is approximated, (b). as a point-like 7 5 coupling of the dielectron pair 
to the parent A'£.
o+ o+
(a) (b) (c)
Figure 2.8: First order radiative corrections to the lowest order A'£ - 
(Figure 2.7b). Diagram, (c) is used in the renormalization of diagrams (a) and (b).
e+e diagram
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representing the inner details of the radiative diagram Figure 2.7a as a point 5 7 s coupling, 
Figure 2.7b. This approximation is allowed since, to lowest order, the IB calculation does 
not depend on the detailed structure of the vertex. To lowest order, Bergstrom uses the 
diagrams in Figure 2 .8  to calculate the IB amplitude. The diagram in Figure 2.8c is used 
to remove divergences introduced by the diagrams in Figure 2.8a,b. The differential IB 
distribution for the first two diagrams is
1 dTbrems _  1 a f s 2 +  m4K f l  + v \  2 mrKsv
T°+ _ ds
± ^ lo g ( l ± £ ) _ ^  , (, 26)
l ' - s  u  - v )  mi- — s
where the Mandelstam parameter s =  (p+ + p - ) “ and v =  yj 1 — 4rrij/s.
If dielectron pairs are detected only when the square of the ee-invariant mass is 
greater than (1 — <5)Mj--, equation 2.26 can be integrated up to that point to determine 
the fraction of real dielectron decays which are missed. This integral is determined by 
Bergstrom [25] to be
f ( l —S)Mjc ^pbrems
-ds—  rr “+c_ J4ml ds
= f  {2>«SW (log ( f ^ )  + 0  + ( |  -  M) teg
+ T ~ T ~ 2S + 0 { ^ ' ' 62) } ’ (2'27)
where vo = \J 1 — 4rn^/M ^. For the discovery ellipse (see Section 8 .1 ) analysis, a lower 
mass limit of 0.49374 GeV/c2 is used. The fraction of J\j? — t e+e~ events lost according 
to equation 2.27 is 19.9% (5 =  0.016).
In order to obtain the total radiative correction, the virtual correction of Figure 2 .8 c, 
rvin/r°+£_, must be added to rbrems/r°+e_. To lowest order, the total radiative correction 
becomes [25]
r brems +  r virt Q f 3  f l - VQ\  9  /  m2 \  1 „  _
= d 2 lo4 iT ^ ) +4+0(M|jr (2 -28)
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Chapter 3
The E871 Detector
3.1 Overview
If ES71 is to reach the proposed single event sensitivity of 10-12, the target and 
detector system must:
• maximize the production of A'0;
• minimize the source size of the K° production;
• maximize the acceptance of the signal A'£ decays;
• minimize the acceptance of the background I\°L decays;
• precisely determine track momentum and vertex properties;
• provide a mechanism to differentiate between muons from A'° decays and muons from 
pion decays;
• minimize particle mis-identification.
20
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Each of the first two pairs of criteria are somewhat contradictory and provide interesting 
design trade-offs. Maximizing the production of kaons entails placing a  high Z  material 
in a  very high intensity beam of hadrons of sufficient energy to accomplish associated 
production and to provide a large enough Lorentz boost to differentiate between K ^'s  
and K g’ s. The location of the production must be spatially minimized so that background- 
particle production can be differentiated from primary kaon production. This requires that 
the material surrounding the target be minimized. Since a high Z  material in a high intensity 
beam gets very hot, the minimization of surrounding material provides a heat-transfer 
challenge. The solution to this problem will be discussed in Section 3.4. The solution to 
the second apparently contradictory pair of design goals is discussed in Section 3.2.
The final three design goals can be summarized as the minimization of the prob­
ability of mismeasurement. This is accomplished in ES71 through systems of redundant 
measurements. Particle momentum is determined by two independent spectrometers and 
both electron and muon identification is done by two separate detector subsystems. Redun­
dant momentum measurements and the redundant muon identification systems are used to 
separate muons from kaon decays from muons from pion decays.
A schematic overview of E871 is shown in Figure 3.1. The platinum production target 
is located at the origin of the ES71 coordinate system. Immediately following the target is 
a dipole pitching magnet to remove any charged particles from the secondary beam. Lead 
foils between the pole pieces convert photons to pairs of electrons which are then removed 
from the beam. The first precision collimator is at the downstream (positive z) end of the 
sweeping magnet. At the end of the series of collimators is another dipole sweeping magnet 
to remove any charged particles from decays or interactions of the neutral beam with the 
brass collimators. The E871 vacuum decay tank follows the downstream sweeping dipole. 
All of the kaon decays that are accepted by E871 take place in this 12 meter long tank.
R ep ro d u ced  with p erm issio n  o f th e  cop yrigh t ow n er. F urther reproduction  prohibited w ithout p erm issio n .
BNL Experiment 871 - The Search for K°-> jie
i
j _  Kaon Production Target
Sweeping
Magnets
Precision /  P 
Collimators \  U
Evacuated
Decay
VolumeShielding
Neutral j— —
Beam Dump
Trigger
S c in t i l l a to r s
Straw Chambers 1 & 2 
Magnet (Ap j_= -440 MeV) 
Straw Chambers 3 & 4 
Magnet (APj_= +220 M eV)
Drift Chambers 5 & 6
Cerenkov
Lead Glass 
■j Calorimeter
Muon
Hodoscope
Mucn
Rangefinder
Figure 3.1: E871 detector schematic
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Following the thin Kevlar+Mylar vacuum window downstream of the decay volume 
is the first of the straw tracking chambers. Position measurements axe made in the two 
dimensions transverse to the beam (~) axis. The first spectrometer magnet, the 96D40, 
follows a second straw tracking ch; mber. The field direction is used to define the remaining 
views of the ES71 coordinate system. The view transverse to the beam axis and to the 
magnetic field is defined as the x-dimension: the y-dimension is in the direction of the 
field. Inside the 96D40 is the unique element of E871: the neutral beam stop known as 
the “beam plug”. Following the 96D40 is the third straw chamber. This straw chamber 
has wires measuring only position within the bending plane. The final straw chamber 
provides measurements in both views and precedes the second spectrometer magnet, the 
100D40. Following the 100D40 cure two hexagonal-cell drift chambers with measuring planes 
in both views. The two magnets and six tracking chambers make up the two independent 
spectrometers.
Once the two momentum measurements have been made, more material intensive 
detector systems can be used. The trigger and particle identification section of the E871 
detector starts with the first of two planes of thin, finely segmented scintillator counters. 
These are used to provide the initial event trigger and define the event start time, to- 
Between the scintillator planes is a hydrogen gas Cerenkov counter used as an electron 
trigger. Downstream of the trigger scintillation counters is the lead glass calorimeter. The 
calorimeter is divided into two sections to provide information on the shape of the electro­
magnetic showers. Roughly 30 cm of steel follow the lead glass. The purpose of the steel is to 
filter out surviving hadrons upstream of the muon identification system. Muon identification 
is done with two counters: fast scintillators used to provide a muon trigger and 52 planes 
of proportional tube counters. This combination of the two systems provides muon range 
information with 5% segmentation.
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Decay Pj-
Decay Mode Fraction (MeV/c)
A£ — > it+tT tP  (12.56 ±0.20)% 133
A '£— > (27.17 ±0.25)% 216
A£ — ► - ±e^z/ (38.78 ±  0.27)% 229
A'£ — ► 7T+JT- (2.067 ±  0.035) x 10' 3 206
I<°L — > /x+p- 225
A'£ —* e+e“ 249
AT£ — 5- p ±e* 23S
Table 3.1: K l  Decay modes and decay transverse momentum. Values taken from [5]
3.2 Decay Kinem atics
ES71 is dedicated to searching for, or studying, four rare decay modes of the long- 
lived neutral kaon. All four, A£ — > , A'£ — > p +p~, K l  — > e+e“ and Jy£ — >
- +tr~, axe two-body decays with well defined kinematics. The dominant A'£ decay modes 
are three-body decays in which the kinematics of the two charged tracks are less well defined. 
The three primary charged A'£ decay modes and the four of interest are shown in Table 3.1. 
It can be seen in Table 3.1 that the decay transverse momentum for the four decays of 
interest range from 206 MeV/c to 249 MeV/c. Even though the endpoints of the two semi- 
leptonic decays are within this range, the neutrinos rarely carry away so little energy as to 
put the p r  of the two charged tracks in this region. The difference between the p r  of the 
dominant modes and the modes of interest can be used to maximize the acceptance of the 
four two-body decays and to minimize the acceptance of the dominant (E871 background) 
decays.
ES71 takes advantage of the decay kinematics by setting the magnet p r  kicks such 
that tracks from the four two-body decays will be bent parallel to the beam axis. The 
upstream magnet, the 96D40, is set to give a -440 MeV/c p r  kick while the downstream 
100D40 gives the particles a p r  kick of 220 MeV/c so that the net kick is 220 MeV/c. The 
fact that the tracks are nearly parallel to the beam axis allows ES71 to reject most of the
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decays from the dominant modes with an early trigger level. The way in which this is done 
will be discussed further in Section 4.4.
In most neutral-beam experiments, the residual beam would be stopped at a beam 
stop well downstream of any active detector elements. However, if the particles of interest to 
E871 have trajectories parallel to the beam axis after both spectrometer magnets, something 
must be done with the residual neutral beam at the upstream end of the spectrometer so 
that it does not interfere with the downstream trigger and particle identification detectors. 
These considerations led to the design of the beam plug in the first spectrometer magnet. 
The beam plug will be discussed in Section 3.6.
3.3 Prim ary Proton Beam
Dining high energy physics running periods, the Alternating Gradient Synchrotron 
(AGS) provides multiple beam-lines with a 24 GeV/c proton beam. The proton beam is 
extracted to the various beam-lines in “slow extracted beam” (SEB) mode (see [26] for more 
information). In this mode, the proton beam is extracted over pulse time t of a total cycle 
time T. For most of the E871 running period, the beam pulse time was 1.2 seconds and 
the cycle time was 3.6 seconds. With the addition of the Booster, the AGS was able to 
extract in excess of 60 trillion protons per pulse (Tppp or Tp). The typical intensity down 
the ES71 beam-fine (B5-line) was 15 Tppp.
3.4 Target
Fabrication of a  kaon-production target for an experiment like E871 is a non-trivial 
task. The production of neutral kaons should be maximized while the spread in position 
of the production should be minimized. Along with maximizing the production comes
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maximizing the proton intensity. High proton intensity means a large amount of energy is 
deposited in the target. This leads to the problem of cooling the target without increasing 
background production. Two similar target designs were used in E871. In both designs, the 
kaon production material was a platinum bar brazed to a water-cooled beryllium heat sink. 
The dimensions of the 1995 target were 0.315 cm wide by 0.254 cm high by 12.7 cm long. 
The 1996 target1 had the same width and height but was 15 cm long. In an attempt to 
counter the .Sects of thermal expansion, the Pt had five slices in the 1995 target design and 
fifteen slices in the 1996 design. The target material sat on a Be stem atop the water-cooled 
Be heat sink. The stem was 0.483 cm wide and 0.953 cm high in the 1995 design. The 
stem width was increased in the 1996 design to 0.724 cm: the height was the same since the 
vertical target position had to remain the same. During the installation of thermocouples 
on the 1996 target, the third segment was jarred loose.
The target is at an angle of 3.75 degrees to the primary proton beam. This angle 
was chosen to maximize the kaon production and to minimize neutron production. See [27] 
for a more detailed discussion.
3.5 Beam -line
Immediately following the target is a pitching magnet, B5P4, which sweeps all 
charged particles from the outgoing beam into a beam dump. Inside this magnet, a se­
ries of eighteen 5 mm thick lead foils are used to convert outgoing photons (e.g. from 
prompt 7T° decays) to electron-positron pairs that can then be swept out of the beam.
At the downstream end of the first sweeping magnet is the first of the precision brass
collimators. This collimator and the two others that follow define the neutral beam to have
lrThe 1996 target was not installed until part of the way through the 1996 running period. A second 
target of the 1995 design was used until the new target was ready.
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a solid angle of 100 fisr. The aspect ratio of the neutral beam is 1:5.
The purpose of the second pitching magnet is to remove charged particles produced 
off of the collimator and from short-lived K§ decays. Downstream of this magnet is the 
start of the “vacuum decay tank”. All kaon decays that are accepted occur in this region. 
The pressure in the decay tank is roughly 10 /umHg.
At the downstream end of the decay tank is a thin Kevlar+Mylar window. The 
Kevlar provides the window strength while the Mylar provides the vacuum seal. The Mylar 
thickness was 0.127 mm during both the 1995 and 1996 running period. The Kevlar window 
in 1995 was 0.381 mm thick in 1995 and 0.432 mm thick in 1996. The Kevlar thickness was 
increased between years after the 1995 windowr ruptured at the end of the 1995 running 
period.
Between each tracking station and in the center of the two spectrometer magnets 
are helium-filled bags. Helium is used as to reduce the multiple Coulomb scattering lengths 
of the un-instrumented regions of the spectrometer. Even with the thin windows on the 
bags, the scattering lengths are still less than they would be in air [28].
3.6 Beam  Plug
One unique aspect of ES71 is the placement of a compact beam stop in the upstream 
spectrometer magnet. The purpose of the beam plug is to stop the neutral beam well 
upstream in the spectrometer and thus reduce rates in the downstream trigger and particle 
identification detectors. The unusual nature of this placement is that the neutrons and 
remaining undecayed kaons, upon striking hard material, generate many secondary particles. 
Controlling these secondaries and keeping the rates in the tracking chambers as low as 
possible provided difficult engineering challenges when the plug was designed. The design, 
evaluation and implementation of the beam plug is discussed in [27].
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Figure 3.2: An X Z  sectional view of the beam plug.
The beam plug, shown in Figure 3.2, has an opening at the upstream end for the 
neutral beam. The plug reaches a maximum x  thickness at the middle (waist) before 
narrowing again at the downstream end. The core of the plug is made of tungsten. Tungsten 
is used because it is very high-Z and very dense. The density causes W  to moderate the 
secondary particles generated in the interactions with high-energy neutrons. Surrounding 
the tungsten core are various materials that stop secondary charged particles, moderate 
neutrons that are only slowed by the W-core, capture the moderated (thermalized) neutrons, 
and provide shielding for the 7 ’s released by the capture of the neutrons.
A prototype lead plug was studied at the end of the 1990 E791 running period. The 
results are discussed in [29]. More substantial test were done during the 1991 AGS running 
period to test the feasibility of various designs for the E871 plug. The plug design was 
finalized after tests rim during the 1992 run. See [27] the details on the results of the 1991 
and 1992 test runs.
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Figure 3.3: Layout of the straw (above) and conventional, hexagonal-cell (below) drift cham­
bers.
3.7 Spectrometer
The ES71 detector contains two independent magnetic spectrometers. Two spec­
trometers are used to minimize undetected tracking mistakes and to provide an additional 
region where daughter particles from pion decays can be differentiated from particles origi­
nating in the original kaon decays. The spectrometer consists of two arms with six tracking 
stations per arm. The front four tracking stations use straw drift chamber technology while 
the back two stations are conventional hexagonal cell drift chambers.
3-7.1 Straw  C ham bers
Straw drift chambers (SDCs) are used in the front four tracking stations. Stations 
1,2, and 4 have straw drift tubes measuring the dimension transverse to the magnetic 
field (x-view) and the dimension parallel to the field (y-view). The chambers in the third
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Tracking Station Straws/side
Planes 1 822
Planes 2 860
Planes 3 550
Planes 4 994
Total 6452
Table 3.2: Number of straw tubes used in each tracking stations. The individual plane totals 
are for only one side. [30]
tracking station only have measurement planes for the x-view. The x-measuring planes 
have three close-pack layers of straw tubes while the y measuring view only has two layers, 
as illustrated in the top portion of Figure 3.3. The additional redundancy in the x-view is 
used to increase the likelihood of the correct resolution of track ambiguities.
The 5 mm diameter straw drift tubes axe constructed from Mylar tubes coated with 
100 nm of copper [30]. The Mylar walls are 25 ym  thick held together with 4 ym  thick 
adhesive. The anode wire is a 20ym  diameter gold-plated tungsten wire. A drift gas of 
50%-50% CF4 — CiHe at atmospheric pressure is used. This gas has a drift velocity in 
excess of 100 y m /n s  leading to a maximum drift time of 25 ns. The operating, in-spill high 
voltage is 1950 V; the voltage is ramped down to 1850 V out of spill. There are a total of 
6452 straw tubes used in eight chambers. The plane-by-plane totals are listed in Table 3.2.
The straw planes are read out on the chamber by amplifier-discriminator circuits. 
The discriminator thresholds are set to roughly 1.5 yA. The outputs of the discriminators 
are 30 ns long pulses that, after transport over 32-channel wide low-loss cables, are input 
to 6-bit TDCs with a 1.75 ns least count (see Section 4.3.2).
3 .7 .2  D rift C ham bers
The last two tracking stations use conventional, hexagonal-cell drift chambers. The 
cell size is 1 cm. The wire layout is shown if the lower portion of Figure 3.3. Like the
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straw tracking chambers, the drift chambers have three cells per plane in the x-measuring 
view and two cells per plane in the y-measuring view. The drift chambers are at a slight 
angle with respect to the experiment’s yc-plane. This is done so that track ambiguities can 
still be resolved for tracks that are parallel with the beam axis. The dimensions and wire 
counts of all four drift chambers are identical. This can be done since the tracks for the 
decays that axe of interest to E871 should be parallel to the beam line by this point in the 
spectrometer. The sense wires used axe 20 ym gold-coated tungsten wire. There are 288 
x-measuring sense wires and 320 y-measuring wires per plane. 109 ym diameter aluminum 
wires axe used as the field and guard wires. The gas used is a  49%-49%-2% mixture of 
argon-ethane and ethanol.
Individual drift chamber channels are read out through amplifier-discriminator cir­
cuits. The digital outputs from 32-channels of discriminators axe input to the 2.5 ns least- 
count TDCs (see Section 4.3.2). The larger least-count TDCs are used because of the slower 
drift time of Ar-Ethane.
3 .7 .3  M agnetic  F ield s
The E871 double spectromenter design uses two dipole magnets to provide an overall 
net transverse momentum kick of —202 MeV/c. The magnetic field of upstream magnet, 
the 96D40, provides a pr-kick of —41S MeV/c in the xr-plane of the experiment. The 
downstream magnet, the 100D40, provides a pp-kick of +216 MeV/c in the xx-plane.
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193module number 
module name
TYRT2RT1R
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(1.653 X 0.032 x 0.005 m)
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(1.009 x 0.030 x 0.005 m)
Figure 3-4: Layout of the trigger scintillation counters (TSCs).
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3.8 Trigger and Particle Identification Subsystem s
3.8.1 Trigger S c in tilla tion  C ounters
E871 uses two banks of plastic scintillation counters in the lowest level event trigger 
(LevelO, see Section 4.4). These banks of counters are known as the “Trigger Scintillation 
Counter” or TSCs. The first bank is located immediately downstream of the sixth tracking 
station and the second after the Cerenkov counter. The separation between the two banks 
of counters is 2.75 m. Figure 3.4 shows the layout and dimensions of both banks of counters. 
The first TSC bank uses only x-measuring scintillators. These scintillator bars are 5 mm 
thick and 32 mm wide. There are Hamamatsu R1398 photomultiplier tubes on both ends 
of the 1.653 m long bars. There are 32 counters on each .re. The second TSC bank has 
both x- and y-measuring counters. The y counters only have one photomultiplier on the 
outside end of the bar and have a slightly reduced width of 30 mm. There is no room on 
the inside edge of the TSC2 bank for a second PMT. There are 32 x and 64 y counters.
The x-measuring scintillator counters are 32 mm wide. However, there is a transverse 
offset between adjacent bars so that the center-to-center separation between counters is 
only 27.5 mm. This overlap eliminates inactive area that would be there if the counters sat 
edge-to-edge. The transverse offset is accomplished through the use of rohacel pads. The 
y-measuring banks also feature the transverse offset and counter overlap even though the 
counters are only 30 mm wide.
The TSC signals are sent to the LeCroy 4413 CAMAC ECL discriminators. The 
output from the discriminators is sent both to the trigger logic and to “Fast TDCs” (see 
Section 4.3.2).
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Figure 3.5: Perspective view of the Cerenkov counter.
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3.8 .2  C erenkov C ounter
Through the spectrometer and the first layer of scintillator planes, the response of the 
various detectors to charged particles has been coupled either to the particle momentum or 
its energy. In order to distinguish among particles of differing masses but identical momenta, 
a threshold Cerenkov detector is used.
Cerenkov radiation occurs when a charged particle traversing a medium exceeds the 
local speed of light in that medium. If 8 =  v/c  and the index of refraction for a given 
material is n =  c/c]ocaj, where ciocai is the speed of light in the local medium, a cone of 
Cerenkov radiation is emitted when v > ciOCai or (3 > 1/n.
The differential number of photons produced at a given wavelength, A, in a detector 
of length L is
dN  _  9_ r sin2 (o—  - 2 . ,a L — , (3.1)
where 6C is the angle of the Cerenkov radiation with respect to the charged particle’s mo­
mentum direction. This angle is given by
sin2 ec = l -  — ^ . (3.2)
p~n-i
The wavelength dependence of equation 3.1 demonstrates why it is desirable to be able to 
detect short wavelengths. The number of photoelectrons detected by a photo-multiplier 
tube can be approximated to [31]
Np,e «  LNo < sin2 0C > , (3.3)
where N q is [5]
a 2 C
Ao =  - j  /  ecoiiedetdE. (3.4)rem e(r J
For a 3 GeV/c electron traversing the E871 Cerenkov counter, Y. Kuang determined [31]
Np.e «  S. (3.5)
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The Cerenkov counter in E871, pictured in Figure 3.5 uses H2 gas at a pressure of 
3 inches of water above atmosphere as the medium. The total volume of H2 is 640 ft3. 
The index of refraction for the hydrogen gas at atmospheric pressure is n = 1.00014. The 
Cerenkov thresholds for electrons, muons, and pions in this medium are 0.031 GeV/c,
6.3 GeV/c, and 8.3 GeV/ c respectively. Since E871 effectively has no acceptance for particles 
with momentum below 1 GeV/ c, every accepted electron should yield a detectable number 
of photons.
The Cerenkov cones are detected by one of 32 mirror-photomultiplier tube combina­
tions, known as cells. There are eight columns of mirror-PMT pairs located in the direction 
orthogonal to the nominal spectrometer magnetic field and four rows of mirror-PMT pairs 
parallel to the field. A sheet of 0.0381 mm black Tedlar separates the beam-left and right 
halves of the counter. The front window is a double window: 0.0381 mm Tedlar to keep the 
counter light-tight and 0.127 mm Mylar window to provide the gas seal. The rear window 
is made of a  thin, 1.6 mm piece of aluminum plate. A thin window is used in the front 
to minimize the probability of a knock-on electron above Cerenkov threshold producing 
enough photons in the H2 to appear as a signal.
Two sizes of mirrors are used in the Cerenkov counter. Larger mirrors, 0.25S x 0.4657 
m, are used in the columns of inner and outer mirror on each side. The smaller mirrors, 
0.2305 x 0.4657 m, are used on the middle two mirror columns on each side. The radius 
of curvature of the mirror blanks is 2.9 m. The mirror coating of 20 nm of aluminum is 
reflective down to 300 nm. 1.5 nm of MgF protect the hydroscopic reflective coating from 
atmospheric humidity. Each mirror is epoxied to a rohacell pad with three set screws on 
the opposite side that are used for mounting to the counter mirror mounting board and for 
fine focusing adjustments.
The photomultiplier tubes used are 5 inch Burle SS54s. These tubes are responsive
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Figure 3.6: Photomultiplier tube base for the Burle 8854 tubes used on the Cerenkov counter.
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Figure 3.7; Cerenkov photomultiplier tube assembly.
to wavelengths as low as 220 nm with a maximum response at 3S5 nm[32]. The tube is a 
14-stage QUANTACON type tube with single photo-electron response and high quantum 
efficiency. The photocathode is kept at ground potential since the face of the phototube sits 
in the H2 gas. The tube base voltage divider used on these tubes is shown in Figure 3.6. It 
was designed to eliminate rate dependent shifts of pulse height up to 1 MHz.
The PMTs are mounted within iron and Co-Netic mu-metal shields to protect them 
from the residual magnetic field of the spectrometer. This shielding arrangement is shown 
in Figure 3.7. A gas-tight seal is made between the phototube and the Fe shield known as 
the “PMT adapter”. The reason for this is two-fold. First, the gas-tight seal keeps the H2 
gas in the main part of the counter and away from connections at high voltage. Second, 
the thick Fe adapter provides extra magnetic shielding around the crucial photocathode-to- 
first-dynode part of the PMT dynode chain. The PMT adapter also provides a flange for 
mounting the phototube assembly to the counter. The phototube and adapter assembly are 
then surrounded by a Co-Netic mu-metal shield. A large Fe pipe is then mounted outside 
of the entire assembly (not shown in Figure 3.7). This outer pipe is the first and most
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effective piece of PMT magnetic shielding. Feedthroughs are provided for high voltage and 
signal cables as well as for nitrogen gas to flush away any hydrogen leaking through the 
PMT-adapter seal and any helium from the spectrometer helium bags. The former is a 
safety concern while the latter is a  threat to PMT life.
There are additional pieces of the phototube assembly on the inside of the Cerenkov 
counter. An additional layer of Co-Netic mu-metal provides a  final layer of magnetic shield­
ing around the photocathode to first dynode region. Beyond the face of the PMT, the shield 
flares out into a cone. Reflective Al-coated Mylar is attached to the inner surface of this 
cone to redirect photons towards the tube face.
3.8.3 Lead G lass C alorim eter
The Lead Glass (PbG) electro-magnetic calorimeter provides the second level of 
electron identification for E871. The comparison of the energy deposited to the particle 
momentum and the shape of the electro-magnetic shower allow the positive determination 
of electrons. A perspective view of the PbG is shown in Figure 3.8. The calorimeter is 
longitudinally separated into two layers: the converter and the back blocks. The converter 
blocks have a radiation length of 3.5 and the radiation length of the back blocks is 10.5 for 
a calorimeter total of 14X0- The 36 converter block dimensions axe 109 x 900 x 100 mm. 
These blocks are arranged so the converter is two blocks high and IS blocks wide. There are 
168 back blocks with dimensions of 153 x 153 x 322 mm. The back blocks are arranged so 
that there is a y-view segmentation of 12 blocks and an x-view segmentation of 14 blocks. 
The entire assembly is enclosed in a light-tight, air-conditioned hut. For electrons, the 
measured energy resolution of the PbG is a[E  = 0.015 -I- 0.062/y /E (GeV).
There are two outputs on every PbG channel. One is unamplified and the other is 
amplified with a  gain of roughly 30. The 408 signal outputs are input to FADC channels (see
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Figure 3.8: Perspective of the Lead Glass (PbG) calorimeter.
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Figure 3.9: Layout of the muon hodoscope.
Section 4.3.1). The unamplified channel is typically sufficient for electrons. The amplified 
channel allows the measurement of the energy deposited by pions or muons (behaving as 
minimum-ionizing-particles).
3.8 .4  M uon H od oscop e
The muon hodoscope (MHO) is the first of the two E871 muon detection systems. 
The MHO follows a 30.48 cm (12 inches) thick piece of steel acting as a  hadron filter. 
The MHO provides the Level 1 muon trigger and is the only muon detector with timing
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information. There are six muon hodoscope planes, denoted X0,l,2 and YO.1,2. T
The XO and YO planes are used for muon identification in the Level 1 trigger. The 
planes are constructed using Bicron scintillators that spatially match the TSCs. There are 
18 scintillator bars in the XO plane. Each XO bar has a  Phillips XP2262 photomultiplier tube 
on each end. The YO plane consists of 18 half-plane width bars with PMTs on only one end 
per bar. These planes sit at a muon depth of roughly 1 GeV/c. The XI plane is upstream 
of the XO and YO trigger planes. XI is positioned so that muons with a momentum of at 
least 0.75 GeV/c will reach the plane. This plane contains eleven vertical bars with PMTs 
at both ends. The 14 scintillator bars of the Y1 plane is positioned at a muon momentum 
range of 1.5 GeV/c. The X2 plane is farther downstream at a range of 2.8 GeV/c. X2 
also has 11 bars that axe instrumented at both ends. The final MHO plane is Y2. This 
plane is positioned at a muon momentum range of 5.S GeV/c. Like Yl, Y2 consists of 14 
bars that axe only instrumented at one end. The bars axe pictured in Figure 3.9. For more 
information the muon hodoscope, see [33] and [34].
Signals from all of the MHO planes go to LeCroy 4413 discriminators prior to the 
FTDCs (see Section 4.3.2). The discriminator outputs from the XO and YO planes axe 
split for use in the Level 1 trigger. Prior to the LeCroy discriminators, the XI outputs axe 
split with one portion of the signal providing the input to FADCs. The energy deposition 
information from this plane can be used to discriminate between pions that punch-through 
the steel filter and minimum-ionizing muons.
3 .8 .5  M u on  R angefinder
The second part of the muon identification system, the muon rangefinder, or MRG, 
provides an effective third momentum measurement. The principle of the MRG is relatively 
simple: muons, behaving as minimum-ionizing particles over the energy range of interest,
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18.75 cm
Figure 3.10: The cross sectional view of a muon rangefinder extrusion. The two small 
circles in the center o f each cell represent the active wires. Twelve extrusions make up an 
x-measuring plane; sixteen make up a y-measuring plane.
have a predictable dE/ds  in the absorber planes. By knowing the energy loss and observing 
the distance traveled in the MRG by the putative muon, one can make a third measurement 
of the track momentum. In principle, muon identification is made when the momentum 
corresponding to the range in the MRG is the same as that based on the spectrometer- 
measured momentum.
E871 implements the muon rangefinder through a combination of thick sheets of 
absorber and of planes of proportional tube counters. The proportional tube counters are 
placed between the absorbers so that the Sp/p between counter planes is roughly 5 percent. 
The measuring planes are constructed from a series of extruded aluminum panels (also 
known as extrusions), shown in Figure 3.10, 18.75cm long by 1.42cm deep. Each extrusion 
has eight cells with two sense/field wires per cell. The wires in each cell are under a positive 
potential. Each cell is filled with a  49/49/2 mixture of argon, ethane and ethanol; Ar is 
the source gas and ethane is the quench gas. The 1:1 Ar/ethane mixture passes through 
a  bubbler filled with chilled ethanol. The vapor pressure of the liquid ethanol is such that 
the output gas is 49/49/2 Ar/ethane/Et-OH. The ethanol is added to provide in situ wire 
cleaning. The extrusion cells are shaped as 30-degree trapezoids in order to decrease the 
probability of particles going through cell walls without passing through the active portion 
of any cell.
The edge angles of the extrusions also aid in the mechanical stability of the MRG 
planes, made of 12 (x-measuring) or 16 (y-measuring) extrusions. An x-measuring plane
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Figure 3.11: Schematic overview of an x-measuring muon rangefinder module or plane.
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is shown in Figure 3.11. The active area of the x  and y planes is 225cm x 305cm. At one 
end of both the x  and y-measuring planes are the connections for the electronics and the 
gas. There are 26 x-measuring planes and 26 y-measuring planes in the muon rangefinder 
system.
Three types of absorber material are used in the MRG. Steel is used in the front 
section. In order to maintain 5p/p «  5%, differing thicknesses of steel are used: 5.08 cm 
(2 in), 7.62 cm (3.0 in) and 10.16 cm (4 in). Downstream of the section of steel absorber, 
7.62 cm (3 in) thick planes of Carerra marble are used as the absorber. For the farthest 
downstream section, the absorber consists of several 5.0S cm (2 in) thick planes of aluminum.
The stopping momentum by plane is shown in Table 3.3. The range of stopping 
momentum from less than 1 GeV/c to over 10 GeV/c covers the entire range of acceptance. 
Notice that the Sp/p shown in Table 3.3 are, at times, greater than 5%. The “true 5%” 
detector is the combination of the mu^n hodoscope and the muon rangefinder.
Pulses from all of the cells of a given extrusion are OR’ed together after the signal 
amplification. The OR of the eight-channels is output as a 200 ns-wide ECL signal. These 
signals are the input of 96-bit coincidence latches (see Section 4.3.3) since only hit/no-hit 
information is required. There are 728 MRG channels that are read out into the data stream 
with every event.
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plane momentum plane momentum
1 0.978 GeV/c
2 1.043 GeV/c
3 1.114 GeV/c
4 1.114 GeV/c
5 1.183 GeV/c
6 1.267 GeV/c
7 1.267 GeV/c
8 1.316 GeV/c
9 1.406 GeV/c
10 1.459 GeV/c
11 1.528 GeV/c
12 1.645 GeV/c
13 1.785 GeV/c
14 1 .SS8 GeV/c
15 1.990 GeV/c
16 2.093 GeV/c
17 2.192 GeV/c
IS 2.310 GeV/c
19 2.421 GeV/c
20 2.574 GeV/c
21 2.698 GeV/c
2 2 2.S75 GeV/c
23 3.012 GeV/c
24 3.207 GeV/c
25 3.492 GeV/c
26 3.492 GeV/c
27 3.659 GeV/c
2 S 3.851 GeV/c
29 4.022 GeV/c
30 4.239 GeV/c
31 4.406 GeV/c
32 4.669 GeV/c
33 4.894 GeV/c
34 5.138 GeV/c
35 5.370 GeV/c
36 5.635 GeV/c
37 5.931 GeV/c
3S 6.157 GeV/c
39 6.500 GeV/c
40 6.915 GeV/c
41 7.431 GeV/c
42 7.766 GeV/c
43 S.191 GeV/c
44 8.54S GeV/c
45 8.865 GeV/c
46 9.200 GeV/c
47 9.370 GeV/c
48 9.541 GeV/c
49 9.720 GeV/c
50 9.893 GeV/c
51 10.070 GeV/c
52 10.25S GeV/c
Table 3.3: Muon rangefinder stopping momentum by plane.
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Chapter 4
The Data Acquisition System
4.1 Overview
In a rare-decay experiment a large number of particle decays must be processed at 
a very high rate. This is especially true of E871 with its goal of reaching a single event 
sensitivity of 10-1 2  in several months of run time. Also, in order to analyze the data within 
a reasonable period of time, it is preferable to reduce the throughput of data with a selective 
triggering scheme. This chapter will describe how these goals are accomplished in E871. 
The E871 data acquisition system (DAQ) has the following features:
•  Multi-level hardware triggering system.
• “Flash” digitization of detector signals within 200 ns.
• Buffered front end electronics to speed re-enabling time.
• Suppression of unhit channels.
• A highly parallel and pipelined custom readout system.
• Dual port memory boards connected to eight online SGI processors.
47
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• Kinematic constraints imposed through an online software trigger.
• Data uploaded over a dedicated Ethernet to the main DAQ computer and then to 
tape.
A schematic overview of the system is given in Figure 4.1. Overall, the DAQ system can 
handle input rates greater than one million events/s while keeping the rate to tape on the 
order of a few hundred events/s. This chapter will describe the various components of the 
DAQ.
4.2 Readout Architecture
The ES71 readout architecture, known as fa st er bu s , is a custom-designed parallel 
pipelined system capable of transferring up to 250 Megabytes/s into dual port memory 
modules. The system consists of a  readout supervisor, control modules, front-end data 
modules and VME dual port memory modules. Each of these will be discussed below. The 
reader is referred to [35] and [36] for details not provided below.
4.2 .1  FASTERBUS O verview
The fa st er bu s  readout system has four primary features that provide the necessary 
high performance. First, all digitization is completed in 200 ns (“flash digitizing”). Second, 
all data modules have an extra set of latches where events can be quickly moved after 
digitization to allow another event into the front end of the data module. Third, a parallel 
pipelined dataway from the data modules to the dual port memory (DPM) is incorporated. 
The fourth feature is the dual port memory modules residing in the eight VME crates 
with the SGI V35 computers. With the front-end crates connected to the DPM through 
17-pair cables, the total system bandwidth can be as high as a 0.5 Gigabytes per second.
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Figure 4-1' Schematic overview of the E871 data acquisition system.
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Figure 4-2: Generic data word bit assignments
E871 utilizes the master-slave capabilities of the data crates to reduce the number of DPM 
modules required. The bandwidth is thereby reduced to roughly 250 Megabytes/sec. The 
logical layout of the readout hardware and the data flow are illustrated in Figure 4.1.
The Readout Supervisor (RS) is the brain of the readout system. The state machine, 
consisting of nine CAMAC modules, has control connections with the trigger system, the 
data crates, the dual port memory modules and the host computer. Based on its inputs, it 
sends control signals that range from notifying the data modules that an event has passed 
the LI hardware trigger to notifying the online SGI processors that their memory buffers are 
full and that the software trigger should be nm. The data crates have a total of IS stations; 
16 are for data modules, one for the crate scanner and one for powering a control signal 
fanout which does not communicate with the data or control lines on the backplane. The 
station for the crate scanner is in the middle of the crate to minimize the signal propagation 
time on the backplane. The crate scanner provides control information to the data modules 
over the crate backplane. Data are passed from data modules over the backplane to the 
crate scanner where they are fanned out to the DPM in each of the eight VME crates. 
The data words from the data modules cure 12 bits, consisting of the digitized data and 
subaddress information. The crate scanner adds the final four high order bits containing 
the station information. A diagram of this data word format is shown in Figure 4.2. The 
host IBM computer sends CAMAC commands to the RS over an IEEE 488 GPIB bus 
and communicates with the online processors via a dedicated 10 Megabit/s IEEE 802.3
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Figure 4-3: Schematic overview of the pipelined readout.
Ethernet subnet. There is no direct communication between the host computer and the 
crate scanners.
The data module-crate scanner-DPM system provides three sets of pipeline registers 
for the detector data, as illustrated in Figure 4.3. The first pipeline registers are on the data 
modules. These registers are 12 bits wide. The second registers are on the crate scanners 
and, with the addition of the station information, are 16 bits wide. The third pipeline 
registers are on the DPM modules. These too are 16 bits wide. The RS sends the strobes, 
labeled rdclks and w rtclk s  in Figure 4.3, timed such that the registers are clocked in 
the order third, second and first on the same pulse.
4 .2 .2  D ata  M odules
A generic data module is shown in Figure 4.4. The primary blocks of the module 
are: the digitization circuit, the Stage 1 latch and hit flip-flops, the Stage 2 latch and hit 
flip-flops, and the first pipeline register. In all of the front-end data modules (ADCs, TDCs 
and latches), the digitization is done within 200 ns (“Flash digitizing”) of the GATE closing 
(on ADCs), the STOP (on TDCs) or the STROBE end (on latches). Once this is done, the
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Figure 4-4: Block diagram of a generic FASTERBUS data module.
digitized data reside in the Stage 1 latches. The hit channels then have their Stage 1 hit 
flip-flop (FF) set. If Stage 2 is free, the data are quickly shifted to the Stage 2; otherwise 
the event waits in Stage 1 until the readout of the event in Stage 2 is complete. If at least 
one of the Stage 2 FFs is set, the station’s h i t  line is asserted, notifying the crate scanner 
that the module has data to be read out. The Stage 1 /2  hit FFs provide the mechanism 
for the sparse data scan; only those channels with their Stage 2  hit FF set are affected by 
the next step (the latch modules are an exception; see Section 4.3.3). When the module 
receives a RD C LK , data, starting at the lowest hit channel, are shifted across an interned bus 
to the first pipeline register (see Figure 4.3). When this happens, the channel subaddress 
information is appended to the data bits bringing the word size up to 12 bits. On successive 
R D C L K s, the data word in the first pipeline register is moved across the crate backplane to 
the second pipeline register on the crate scanner and the next lowest channel is shifted to 
the first pipeline register. Once all hit channels in a module have been read out, the h i t  
line is deasserted.
4 .2 .3  C rate Scanners
The crate scanners manage the data flow from the data modules to the DPM; receive 
control information from and provide status information to the readout supervisor; and
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fine event number m /s region no. region word count
FE3 FE2 FE1 FEO M/S R01 R00 08 07 06 05 04 03 0 2 01 0 0
15 14 13 12 11 10 09 08 07 06 05 04 03 0 2 01 0 0
Figure 4-5: Region word bit assignments
perform other specialized tasks. Many details of crate scanner operation will be presented 
as it provides a good illustration of the event readout cycle.
After a valid Ll trigger has arrived and a hit line in at least one of the data modules is 
asserted, the crate scanner notifies the RS that there are data in the crate. This notification 
is done by asserting the CRINFO (CRate INFO) line. CRINFO remains asserted until all data 
in a crate have been read out. The RS sends out a series of RDCLK pulses until the OR of 
the CRINFO lines from all crates is low.
When the r d clk s  arrive, the priority select circuitry on the crate scanner enables 
the readout of the lowest station number with its hit line asserted. The RDCLKs clock the 
12-bit wide data from the station data module’s first pipeline register across the data lines 
on the backplane into the second pipeline register on the crate scanner. The four-bit slot 
number is added to the 12 bits from the module at this point. On the next r d c lk , the 
data word in the second pipeline register is clocked to the third pipeline register, the DPM. 
The crate scanner asserts an enable on the 17th pair of the cable to the DPM when a valid 
data word is present on the cable.
When ail of the data words from a station have been clocked to the second pipeline 
register, that station deasserts its hit  line. The crate scanner priority select circuit then 
selects the next station with a  hit. If this process causes a crate region boundary to be 
crossed , set by DIP switches on the scanner, the crate scanner generates a region word.
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Figure 4-6: Crate word bit assignments
This word, illustrated in Figure 4.5, is placed in the second pipeline register instead of the 
next word from a data module. The region word contains an exclusive count of the words 
sent from that region (RWC), the region number, a single bit specifying whether the crate 
is a master or a slave, and the “fine event number". The fine event number, sent from the 
RS, is the lowest four bits of the readout supervisor event number. These four bits axe used 
as a data integrity diagnostic tool. After all of the data module slots have been read out, 
the crate scanner generates a final region word and then a crate word. The crate word, 
seen in Figure 4.6, contains the crate identification number, set in DIP switches, and the 
exclusive crate word count (CWC). The CWC contains the sum of all of the RWCs and the 
total number of region words; the CWC does not include the crate word. Once the crate 
word has been clocked into the third pipeline register on the DPM, the crate’s C R IN FO  line 
is deasserted. Since there may be other crates that are still being read out, the enable line 
on the memory cable is deasserted so the filling of the crate’s memory port will stop.
As was mentioned earlier, the FASTERBUS readout system has master/slave capabil­
ities. These are implemented in the crate scanners. In a master/slave pair, only the master 
crate scanner communicates with the readout supervisor. The master scanner then sends 
those signals to the slave scanner. Dining an event readout cycle, the master crate is read 
out first. After that is done, the readout of the slave is enabled. The slave readout will 
proceed as described above with the following exceptions. Data words go from the slave
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second pipeline register to the master second pipeline register before being clocked into the 
DPM port. Instead of asserting CRINFO  and the enable line to the DPM, the slave crate 
asserts the 17th pair of the “to master” cable, the equivalent of the memory cable, when 
there are valid data words in the slave crate. The final exception is that the master/slave 
bit is set in the slave region words.
The crate scanners maintain a count of the number of words clocked into their 
DPM port on the active online processor. When this counter overflows a value set by DIP 
switches, the crate scanner sends the readout supervisor a FU LM EM  signal. This signal tells 
the RS that the memory port is full. The RS then sends the s t a r t  signal to the selected 
processor, does a priority select to find the next available processor, enables the memory on 
that processor, and notifies all crate scanners to zero their memory count. In master/slave 
pairs, the master scanner maintains this counter for both crates since they go into the same 
DPM port. On E871, only the master MRG latch crate has its f u l m e m  set to a restrictive 
value. The reason for this will be given below.
There is a final vital function of the crate scanners: they provide the specialized 
waveforms or signals required for different data modules. In the wire chamber TDC crates, 
the scanners generate the appropriate clocks for the six-bit TDCs. These clocks axe sent 
to the data modules over coaxial cables. The other signals generated axe sent over the 
backplane. These include gates for TDCs and a signal that causes all ADC channels to be 
read out during pedestal tests.
4 .2 .4  R ead ou t Supervisor
Some of the many functions of the readout supervisor in the pipeline part of the 
event readout cycle were described in the last section. Those functions are only part of the 
job of the RS. In fact, they do not cover the most important job of the RS: minimizing the
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deadtime of the experiment. An overview of how this is accomplished will now be given. 
The reader is referred to [35] for more details.
The readout supervisor notifies Level 1 to activate the deadtime circuit for the ex­
periment by asserting a  line known as rsb u sy . The goal of the RS design and programming 
is to minimize the time that this line is asserted, r s b u s y  is set as soon as a Level 1 trigger 
arrives. It must remain asserted until the system is ready for another trigger; i.e., RSBUSY 
must be set as long as the Stage 1 is full. The initial logic for the RS was designed for an 
event’s Level 2 decision to arrive while the event is in either Stage 1 or Stage 2. The Level 2 
trigger was installed but never used in E791 and was not installed in ES71. Under these 
conditions, the RS always saw a Level 2 pass for the event in Stage 2 .
The readout supervisor has two ways to clear Stage 1: SHIFT and ABORT. ABORT 
clears the Stage 1 FF’s and shift moves the event in Stage 1 to Stage 2. With all events 
“passing” the non-existent Level 2, the only time abort is used is when Stage 1 needs to 
be cleared at the beginning of a run. The RS uses shift  to clear Stage 1 for all other cases 
on E871. Without Level 2, the RS accomplishes the goal of keeping the experiment alive 
(rsbusy  low) by SHiFTing events from Stage 1 to Stage 2 as quickly as possible and then 
reading out the events in Stage 2 . With this arrangement, readout-induced deadtime was 
less than a percent.
The readout supervisor keeps the list of available Level 3 processors. The lowest 
numbered available processor is always selected. This processor will remain selected until 
either a crate sends the RS its fulmem  signal or the RS receives the end-of-spill signal 
(eo s). The sta rt  signal is then sent to the selected processor. Processors are marked as 
available by the host computer via CAMAC commands. These commands are initiated 
after the Level 3 processing and event building are done and the processor’s raw data buffer 
has been uploaded to the host computer.
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The RS also maintains three counters for event identification and performance diag­
nostics. The first of these is the 12-bit spill counter. This counter is reset at the beginning 
of every nm  and incremented when the RS receives the begin-of-spill (b o s ) signal. The 
next is the 20-bit event counter. This is incremented with each Level 1 trigger and is reset 
at the b o s . The final counter is the 24-bit time counter. This is incremented by cycles of 
a 10-MHz oscillator and is also reset at the BOS. When a Level 1 trigger arrives, the time 
counter is latched and held for 250 ns. This feature allows the event time within the spill to 
be read out but still maintain the time of the trigger instead of the time the event is read 
out. All three of these counters are placed in the data stream using pass-through latch data 
modules.
Communication between the host computer and the readout supervisor is done using 
CAMAC commands. Very few types of commands are ever sent. The host computer loads 
the RS RAM-resident program and tests the RS through CAMAC communication. These 
two procedures, of course, are not done during data talcing. Data talcing is started and 
stopped when the host computer tells the RS to accept triggers or to stop accepting triggers. 
These commands are normally done by shift persons. The most common command given to 
the RS by the host computer was discussed above; namely, notifying the RS that a  processor 
is, once again, ready for more data.
4.3 Front End Electronics
The generic front end data module was discussed in Section 4.2.2. The first block in 
the block diagram of the generic module (Figure 4.4) was said to provide flash digitization 
within 200 ns. While that description was sufficient at the time, it did not do justice to 
ESTl’s front end electronics effort. The types of front end data modules used are discussed 
below.
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4 .3 .1  A D C s
The 12-channel, S-bit Analog-to-Digital Converters [37] are used to digitize the 
charge from the lead glass detector, the Cerenkov counter and the front muon hodoscope 
plane. The ADC circuit is bilinear. For small pulses, each count is 150 femtoCoulomb; each 
count is 470 femtoCoulomb for larger pulses. Each channel is digitized by its own Sony 
CX20052A 20 MHz flash ADC chip. The output from the chip is eight bits wide and is 
produced within 200 ns from the close of the common gate. These ADC chip outputs form 
the stage 1 latches. The modules use sparse data scan to read out only hit channels.
4 .3 .2  T D C s
There are two primary types of time-to-digital convertors (TDCs) used in ES71. The 
different sub-detectors with timing information recorded have different requirements. The 
“phototube” detectors (the TSCs, Cerenkov and the muon hodoscope) require a small least 
count but do not need a large dynamical range. The wire chambers do not need the precision 
timing of the PMT detectors. However, the wire chamber TDCs require a relatively large 
dynamical range.
W ire Chamber TDCs
The time response of the gases and the cell width of the tracking chambers define 
the requirements for the wire chamber TDCs. The original, E791, version of the 32-channel, 
six bit TDCs has a 2.5 ns least count and a dynamical range of 160 ns. These are used to 
record the drift chamber times. The faster gas and smaller cell size of the straw tracking 
chambers required a version with 1.25 ns least count and a dynamical range of 80 ns.
Both versions of the wire chamber TDCs are all digital. Each module has a  6-bit 
gray code clock that is driven by oscillator signals from the crate scanner. The signal arrives
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at one of the 32 channels, and the instantaneous time on the gray code clock is recorded. 
The flip-flops used to record the time are stage 1 latches for a  given channel. Sparse data 
readout is used for these modules.
Fast TD Cs
The 16-channel, 8-bit Fast TDCs (FTDCs) are used on the phototube detectors that 
require precision timing. The FTDCs have a least count of 200 ps and a range of 50 ns. 
It is a more traditional type of TDC in that these are analog modules with the same Sony 
eight bit flash ADC chip used on the ADCs to measure the voltage across a capacitor that 
is charged by a constant current source. The “start” signal is common to the 16 channels on 
the board. The charging of the capacitor on a given channel stops when the signal arrives. 
Like all the ES71 readout electronics, the time is digitized within 200 ns. Only hit channels 
are read out.
4.3 .3  96-b it C oincidence Latch M odules
The only information required from a single muon rangefinder extrusion is a one 
or a zero; hit or no-hit. This single bit per channel is recorded by the 96-bit coincidence 
latch modules. These modules are separated into three 32-channel wide connectors. Each 
connector has its own strobe. The channel inputs are differential ECL signals. An ECL 
level on a channel in coincidence with the strobe is recorded as a “1” or a “0 ” and is clocked 
into the stage 1 latches. From there the data path is the same as those of the other types 
of data modules with one exception. Every channel from the latch modules is read out 
with every event. All 96 channels are stored in nine data words; three for each 32-channel 
connector. This storage efficiency can be achieved because each channel requires only a 
single data bit.
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Figure 4• 7: Overview of the Level 0 and Level 1 trigger system. Notice the allowed deviation 
between the hits in TSCl and TSC2 (Parallel Level 0) and the spatial correlation between 
the MHO and Cerenkov hits and the TSCl hits.
4.4 Level 0 Trigger
The Level 0 trigger (L0) is the lowest trigger level on ES71. The L0 trigger has 
two levels itself: the non-parallel L0 (NPLO) and the parallel LO trigger. The non-parallel 
LO trigger requires coincident hits in all the layers of the TSCs. During nominal running 
conditions, the NPLO trigger had rates around one million triggers per second.
To reduce the rate at the input to the Level 1 trigger, ES71 takes advantage of the 
kinematics described in Section 3.2 through the tuning of the magnetic fields. As described 
in the last chapter, the tracks from the two-body decays of interest to E871 are roughly 
parallel to the beam axis at the downstream end of the spectrometer. The parallel LO trigger
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requires that the coincident hits from the NPLO trigger form roads from TSCl to TSC2 
with the magnitude of the deviation less than two scintillator widths. This is illustrated 
in Figure 4.7. The deviation of two scintillator widths corresponds to an angular deviation 
of ±31 mrad. The parallel LO trigger reduces the trigger rate by roughly a factor of four. 
In nominal rim conditions, the output rate of the parallel LO trigger was approximately 
250 kiloHertz.
4.5 Level 1 Trigger
The output from the parallel LO trigger was greater than 100 kHz at the nominal 
running intensity. This rate is still too high for the software trigger let alone for upload 
to tape. Since ES71 is looking for specific processes, requirements are placed on particle 
identification detectors in the trigger level, Level 1 (LI).
The L l trigger imposes stream-dependent particle identification requirements on the 
events. For electron-side triggers, a Cerenkov hit with a charge over threshold is required 
to have a  spatial and temporal match with the TSC counters that formed the parallel LO 
trigger. The muon hodoscope hits are required for muon-side triggers. These requirements 
are shown in Figure 4.7. The capability to impose tracking chamber requirements was built 
into the trigger but was not used during production data taking.
There are five physics Ll triggers: e/z, ne, fj/j,, ee, and minimum bias. The convention 
used is that the first particle fisted corresponds to the beam-left side. Minimum bias triggers 
only have LO and, if used, tracking chamber requirements imposed. The minimum bias 
triggers were prescaled by a factor of 1,000. There are other calibration and/or test triggers 
that occur during each AGS cycle. These include 50 Hz, ADC pedestal, PbG flasher, PbG 
reference tube, heavily-prescaled L0, and heavily-prescaled non-parallel L0 triggers. The 
total Level 1 output rate was about 10 kiloHertz during normal run conditions.
R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .
62
DataReady Client   DataUp Server
Poll For START 
From RS
f '  
l >
1 Raw Event Buffer 1
Poll for DataUp 
RPC Request
l Shared Memory Segment 1
1 L____ 3,
♦
* Fill RPC Reply 
StructureRun L3 Trigger
-------- X ' r ->
\  J i
Build Events ! *
♦
1 1 1 *• ->1 Buffer Size Message Q ueue------ Send Reply
DataReady RPC (Data Buffer)
Dispatcher
 1 Run Control MQ 'c------c -
Run Size FIFO
Urgent Condition FIFO
\c >Scaler SHM Scaler R/OIf EOS -> Slow Controls
DataUp RPC
Notify Readout Supervisor
Write Data to Disk
Poll For DataReady Request
DAQ
Control
GUI
Xacq
Figure 4-8: Schematic overview of control/upload client/server system.
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4.6 Level 3 Trigger and Event Building
During data taking, each of the eight SGI processors has a process running which 
polls for the sta rt  signal and, upon receipt, applies the Level 3 filter, builds the events and 
starts the upload procedure. The schematic overview of this process is illustrated in the 
upper left quadrant of Figure 4.S. In preparation for the upload procedure, the raw event 
data buffer is attached to a large segment of shared memory. The implications of this will 
be discussed in Section 4.7.
When the sta r t  signal is received from the RS, the event filtering and building 
starts with a check on data integrity. All columns of the DPM are checked to verify that 
all data crates are present. If this is not the case, processing stops on this buffer of data, a 
debug data structure is built with the first thousand words in the DPM and this is uploaded 
instead of the raw event buffer. Otherwise the Level 3 filter is applied.
The Level 3 (L3) filter does a  simple reconstruction and places requirements on 
event kinematic quantities. A clustering pattern recognition is done starting from SDC1 
and moving downstream. The momentum of each track is calculated, in 1995, using only 
the pp-picks of the magnets. In 1996, a B dl table is used for the momentum calculations. 
Once one track is found in each arm of the spectrometer, the tracks are projected back into 
the vacuum decay tank and the vertex position, defined as the point where the distance 
between the two tracks is a minimum, is found. The distance between the tracks at the 
vertex , known as the vertex distance o f closest approach or vertex doca, is required to be 
less than 0.5m. The vertex transverse momentum, pr, and the mode-dependent invariant 
mass are calculated. The vertex p r  is required to be less them 60 MeV/c for the event 
to pass the L3 filter. The invariant mass is required to be greater than 0.465 GeV/c2. 
Events that pass the L3 filter are fully extracted from the DPM and have an event header 
containing, among other information, the run, spill and event numbers. The event header
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and data axe appended to the raw event data buffer.
Events with pe, e/i and fifi L l trigger bits set were removed from the data stream if 
they fail the L3 filter. The kinematic quantities were computed for ee events. During most 
of the 1995 data taking period, ee events that failed the mass and pr  cuts were removed 
from the data stream as well. When it was determined late in the 1995 rim that E871 
could use lower mass ee events to attempt a high mass measurement of the A'° — > e+e- 7  
branching ratio, the mass and pr  cuts were removed. These cuts were not applied during 
the 1996 run. Minimum bias events were subject only to the data integrity parts of the 
L3 filter. The r invariant mass was calculated for minimum bias events and those events 
with M -- >  0.465 GeV/<r had a bit set designating them as putative ~~ events; no events 
were ever cut for failing a tttt invariant mass cut.
After all the events in the DPM have been processed, the size of the raw event buffer 
is placed in a message queue. The message queue is a UNIX interprocess communication 
object with a behavior similar to a FIFO. The buffer size is placed in the message queue so 
that it can be accessed by the data upload processes.
The number of events per DPM was tuned using a discrete event simulation of the 
system. The simulation showed, and experience bore out, that each spill should use at most 
half the available processors. This gives each processor over one spill length to process the 
data and upload it to the RS/6000. To accomplish this, the depth of the DPMs were set to 
roughly 3000 events. This allowed a  maximum Ll trigger rate of 12,000 events/spill.
4.7 D ata Upload and Control Subsystem
After a  buffer full of events has been processed through the Level 3 trigger and 
those passing events have been copied to the output buffer, they axe uploaded over a ded­
icated Ethernet line to the main data acquisition computer. This section will describe the
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procedure.
4.7 .1  O verview
As has been already discussed in this chapter, the output rate from Level 3 is on the 
order of a couple hundred events per spill. With an average event size of roughly 1300 bytes, 
about 260 KB of data are uploaded per spill. This is well within the maintainable bandwidth 
of 10 M bit/s IEEE 802.3 Ethernet. The upload software is built on the Sun Microsystems 
Remote Procedure Call (RPC) library for the TCP/IP networking suite. The RPC library 
contains a  set of high level Client/Server routines which hides the UNIX socket details from 
the programmer.
The data upload subsystem uses two client/server pairs. The first pair, referred to as 
the DATAREADY pair, has the clients on the SGIs and the server on the RS/6000. The DATAUP 
client/server pair has a server on each of the SGIs and the single client on the RS/6000. 
The DATAREADY client procedure is executed after the Level 3 filter has been applied to an 
event buffer to let the host computer know that an output buffer is ready to be uploaded. 
The DATAUP procedure does the actual data upload. Both procedures will be explained in 
greater detail below. See [3S] for an overview of the whole system.
4.7 .2  D A T A R E A D Y
The DATAREADY client is the  last part of the process on the online processors which 
polls for the  s t a r t  signal and applies the Level 3 trigger. Once the  events th a t pass the 
trigger have been copied to the  raw event da ta  buffer, the DATAREADY client sends an  upload 
request to  the server (dispatcher) running on the host RS/6000. T he only client-supplied 
inform ation passed to  the  server in the  RPC packet is the identification of the  client machine.
The DATAREADY server is contained in the dispatcher process running on the RS/6000.
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Once the dispatcher receives the RPC upload request, its role shifts from DATAREADY server 
to DATAUP client. When the upload is complete, the dispatcher, once again in the role of 
DATAREADY server, notifies the client on the requesting machine that the buffer has been 
successfully uploaded. The DATAREADY client then goes back to polling for s t a r t s .
4 .7 .3  D A T A U P
The DATAUP client portion of the dispatcher is activated when a processor has notified 
the dispatcher that it is ready to be uploaded. A DATAUP RPC is made to the DATAUP server 
running on the requesting processor. The server extracts the buffer size from the “buffer 
size message queue” and copies the raw event data buffer from the shared memory into the 
DATAUP reply data structure. An entire buffer of roughly 3000 events can be placed in a 
single structure since the RPC internals break the data structure into smaller TCP packets. 
The upload data structure is then sent over the Ethernet to the dispatcher. The dispatcher 
then writes the data to disk and places the current run size in the “Run Size FIFO” (for 
retrieval by the user interface). Once the data has been uploaded, the requesting DATAREADY 
client is notified so it may go back to polling for more data. The dispatcher then notifies 
the readout supervisor that the just-uploaded processor is ready for more data. If there is 
scalar information available, it is appended to the data file on disk prior to polling for more 
DATAREADY upload requests.
4 .7 .4  O ther C ontrol Issues
The dispatcher has many other functions than those described above. All communi­
cation with the readout supervisor is done through this process. This includes initializing, 
starting and pausing the readout supervisor’s acceptance of level 1 triggers. Because of 
the communication with the readout supervisor, all rim control must be done through the
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dispatcher. The user interface notifies the dispatcher through UNIX signals when the user 
wants the run condition to change. The dispatcher will also end a run and increment the 
run number when the size of the current data file exceeds a preset limit, nominally 200 MB.
The dispatcher also communicates with the scaler readout process. The scaler read­
out process handles all communication with the scaler CAMAC crate, including some min­
imal communication with the level 1 hardware. The primary role of the scaler process is to 
read out the spill scaler information and the urgent information input register at the end of 
every spill. The uploaded scaler information is placed in a shared memory segment where 
the dispatcher can access it. The dispatcher and the scaler readout process communicate 
through a shared memory status word. The scaler process uses this to notify the dispatcher 
when the end of spill occurs and when urgent information (such as high voltage trips) is 
available. The dispatcher notifies the scaler process of events such as the start or end of a 
run, when the rim has been paused (scaler readout is also paused) and when scaler readout 
should resume.
4.8 Tape Subsystem
The E871 collaboration decided in 1993 to use the then emerging technology of 
4mm DDS-formatted Digital Audio Tapes (DAT) as the online storage media. DAT tapes 
were chosen over the more commonly used 8 mm tapes because the DAT tapes have greater 
reliability and fast seek times. As both technologies are helical scan, they suffer from 
the same problem: helical scan tapes have long stop/start and positioning times. These 
concerns were the motivating factors behind the tape subsystem software design.
Instead of writing the uploaded data straight to tape, the availability of large capacity 
hard drives made it possible for E871 to buffer the data on disk until a full tape’s worth 
of data had been uploaded. When a full tape worth of data had been uploaded, the user
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interface notified a standalone process that a tape needed to be written. A list is created by 
the user interface that contains the files on the tape. The standalone tape daemon, taped, 
writes the list of files to the tape using a raw sequential write. Once all the files are on the 
tape, a final list is written to the end of the tape containing the files that were copied to 
the tape. This final procedure is done to provide a method of error detection. The final list 
is also stored on the RS/6000. If there was an error in the tape write, the files that did not 
make it to the tape are appended to the tail of the next series of runs that will go to tape.
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Chapter 5
E871 Offline Analysis
5.1 M onte Carlo
The E871 Monte Carlo uses the same procedures and algorithms as E791. The 
reader is referred to [39, 40 , 41, and references therein] for the detailed description of the 
algorithm. The primary difference between the two is in the multiple Coulomb scattering 
lengths. The calculation of the E871 spectrometer scattering lengths is discussed below.
5.1 .1  M u ltip le  C oulom b Scattering
The offline system is set up to calculate multiple Coulomb scattering from material 
at an aperture and before an aperture. For material at an aperture, only the track slopes 
axe smeared while for material before an aperture, both slopes and positions axe smeared. 
The before scattering lengths are intended for extended media while the at numbers are 
intended for thin membranes (e.g., Mylar windows).
The material “a t” the apertures is determined by the following formulae:
Ayw =  Av-acuum window "F mil pe (5-1)
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Aperture “Before” Aperture “At” Aperture 
Name_______X/ Xp________________ X/ Xp
Vacuum Window 0. 0.00117
Straw Chamber 1 0.0000322 0.00226
Straw Chamber 2 0.000195 0.00226
96D40 Magnet 0.000318 0.00000
Straw Chamber 3 0.000246 0.00146
Straw Chamber 4 0.0000S69 0.00232
100D40 Magnet 0.000230 0.00000
Drift Chamber 5 0.000226 0.00180
Drift Chamber 6 0.000219 0.00169
Table 5.1: E871 1995 Spectrometer Radiation Lengths. See text for description of “before” 
and “at~ aperture definitions.
(5.2)
(5.3)
(5.4)
(5.5)
(5.6)
(5.7)
(5.8)
(5.9)
In these formulae, pe is polyethylene and pu is polyurethane. The radiation length of the 
material between aperture n — 1 and n is
!X7 _  (Zn ~ Zn - l ) P U e  f r n n \
-vap n between — v
A 0 H c
Details of the calculations of these quantities are given in [28]. The reader is referred there 
for additional details.
A7s d c i A*5 straws 4- --^window 4" A*i mil pe 4" A l.o  mil pu
A’s d C2 = A  5 straws 4" 2A'window 4" A*j 5  mji pu 4" A 1 mil pe
-Vg6D40 = 0
ArSDC3 = A 3  straws 4" 2 A wjndow +  A j  mj] pe +  A  1 .5  mil pu
•N'sDC4 = A~5 straws 4" 2 A w;nc)ow +  2 A*i_5 mjl pU
A’l00D40 = 0
ArDC5 = A d C 4* A*i .5 mil pU +  A 'l mii pe
A 'dC 6 = A'DC 4" A i  mil pe-
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5.2 Pattern Recognition
The pattern recognition portion of the E871 offline analysis package confronts the 
difficult task of initial track reconstruction and determination of kinematic quantities. Even 
in ideal cases, this is not an easy task. The tracking chamber multiplicities that come from 
running an experiment at E871 intensities makes the task of pattern recognition even more 
cumbersome. The following description is not meant to be complete. It is only meant to 
provide an overview of a complex program. The reader is referred to [42] for more details.
The first patrec task is to determine an initial guess of the event time. This initial 
event time is used primarily to reduce the trigger jitter that can be of the order of a couple 
nanoseconds. This time is determined by using the time sums from good x-view triplets and 
good y-view doublets to determine a global offset. This procedure obviously leaves much to 
be desired yet the initial time offset does not require the same resolution as the fincil patrec 
event time.
Once an initial event time has been determined, pattern recognition proceeds to 
find ‘‘clusters'7 in the 11 chamber planes per arm. With some allowances for missing wires, 
clusters axe essentially defined as continuous hit wires. In the ideal case, clusters would be 
x-view triplets or y-view doublets. However, in practice, the cluster size can be as small as 
one wire in a y-measuring plane or two wires in an x-measuring plane and can get very large 
in either view. Dead wires or inefficient wires can lead to small cluster sizes while electronics 
crosstalk, 5-rays or extra charged particles can cause the clusters to appear rather large.
Once clusters have been found, patrec searches for two-dimensional proto-tracks 
connecting the clusters. The search algorithm starts at DC6 and goes to the front of the 
spectrometer. The primary reason for the search starting in back is the significantly lower 
occupancy in the back wire chambers versus the front two chambers. The end results of 
this procedure are lists of two-dimensional cluster sets for both the x and y views.
R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm ission .
As discussed above, clusters can include large groups of wires. In order to calculate 
track and event kinematic quantities, the larger sets of wires in each cluster of a cluster set
The determination of segments works on the assumption that the proto-track angle at 
a wire chamber plane determined using segment set information does not change appreciably 
from the angle found at the cluster set level. With the track angle, the distance of closest 
approach (doca) between the putative track and the wires can be determined. This doca is
where N w is the number of wires (typically 3 for a x-view and 2 for a y-view) and is 
the wire resolution of the zth wire in the sum. If all the resolution effects were Gaussian 
and single channel efficiencies and noise were not issues, varying the track position and
In fact, this works 90-95% of the time. Unfortunately, when the above procedure fails, a
the putative track on the wrong side of a single wire can lead to a position error of up to 
0 .5  cm in the straw chambers and 1 cm in the drift chambers. Position mistakes of that 
order can lead to mis-measurements in the track momentum large enough to cause tracks 
to fail track quality requirements (discussed below). The solution employed involves the 
construction of a pattern recognition “score’’. This score bears a striking similarity to a 
negative-log-likelihood. The score takes into account the local x2 as well as the probability 
of a  hit being a noise hit or a missing hit being due to an inefficient wire. The solution with 
the lowest score is taken as the track position. If the score between two hypotheses is less
must be reduced to only the wires hit as the track passed through. The smaller set of wires 
is called a segment and the set of segments reduced from a cluster set is known as a  segment
set.
compared to the drift distance of each wire, <5;, to determine the local x2-
(5.11)
the wire sets to minimize equation 5.11 would determine the best (actual) track position.
different (wrong) track position can be the one that minimizes the x2- Simply positioning
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than 4 (roughly e- 4  less probable than the preferred hypothesis), the secondary hypothesis 
is kept as an “alternate ambiguity”. Up to three such hypotheses can be kept.
With all of the segments found in both the x  and the y-views, two-dimensional x  
and y tracks axe constructed. Simple “deghosting”, distinguishing between two similar track 
choices, is done at this tracking level. Obviously poor track choices are discarded. The poor 
choices are determined in the a;-view by looking at the two-dimensional momentum match. 
In the y-view, the determination of bad two-dimensional tracks is done by looking at the 
projected y positions in the center of each magnet.
After all the two-dimensional tracks have been found, the x  and y proto-tracks are 
paired into three-dimensional tracks. The momentum of each track is determined using the 
front and the back spectrometer. If the difference between the two is large (greater than 
1 0%), the track is discarded as either a poor track or a “ghost” of the real track.
The intersection of tracks from each side of the spectrometer are determined. The 
point where the two tracks have their distance of closest approach is chosen to as the vertex. 
All of the vertices in a given event are sorted in ascending order of the vertex doca. Based 
on the best vertex, an event time, or To, is determined.
5.3 Track F itting
ES71 uses two track and vertex fitters. One (known as FT) does a true mathematical 
fit to the tracks and vertices while the other (known as QT) does an iterative fit. Only QT 
kinematic quantities are used later in this work.
5.3 .1  Q T Itera tive  F itter
The QT fitter does not fit tracks and vertices in the traditional sense. Rather it 
iteratively determines track parameters separately for the front and back spectrometer; i.e.,
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QT starts with the pattern recognition position and three direction cosines at chamber 1 
(6 ) and the pattern recognition front (back) momentum. QT then iteratively swims the 
track forward (backward) to chamber 2 (5) and then chamber 3 (4), adjusting the track 
parameters in each iteration until the fit positions at each chamber match the average hit 
positions to within 10 pm. The QT fit tracks are constrained to go through the hits in 
each chamber, with the exception of the y-view in chamber 4. The motivation for doing an 
iterative determination of track parameters instead of a true mathematical fit is based on 
the following observations: [43]
• essentially all information on a particle’s direction at the vertex is determined by the 
particle’s position at the first two chambers,
•  multiple Coulomb scattering dominates the uncertainties in the momentum determi­
nation.
Once the front and back iterations, described above, are complete for all the combi­
nations of the pattern recognition alternate solutions, the front and back track sections are 
matched at in the middle region of the spectrometer. Comparisons are done between the 
front and back momentum, the x  and y (projected) positions at the third tracking station, 
the x  and y angles at both the third and fourth tracking station, and the y positions at the 
fourth tracking station. The squares of these deviations, listed in Table 5.2. are divided by 
the square of the appropriate errors to form the components of the QT x2- The solution 
sets (or alternate hypothesis sets) are sorted in order of descending reduced x2-
After all the tracks are fit, the tracks from each side are projected back into the 
vacuum tank. Similar to the pattern recognition procedure, the distance of closest approach 
between the two tracks is taken as the vertex position. A vertex x2 is then defined as
x" =  7:------- _ , S , v  , ,  v  (5-12)
(-SDC1 ~v) [ c r e L  +  <rg R )
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view d.o.f
X 8x3,69*3
y Sy3,S9y3,6yi
Table 5.2: Degrees of freedom used in the QT fitter x2-
where <75’s are the angular resolutions due to multiple Coulomb scattering. If the event has 
multiple vertices, the vertices are sorted by a figure-of-merit, / ,  defined as
f  = XZ + w* (Xl + Xr )i (5.13)
where w is the weight, chosen empirically, and the ,\2's are the reduced QT track x2-
5.3.2 F T  E ven t F itt in g
The FT mathematical fitter is described in design, implementation and certification 
documents [44, 45]. The reader interested in the FT fitting package is referred to these 
documents.
5.4 Electron Identification
The hardware for the electron identification detectors, the Cerenkov counter and the 
lead glass calorimeter, was discussed in Chapter 3. The method of determining whether or 
not tracks are electrons will be presented in this section.
In order for a track to be called an electron by the Cerenkov counter, there must 
be a good hit that matches with the track both spatially and temporally. The track is 
projected into the Cerenkov and the simulated hits from a theoretical cone are compared 
with the real hits in the events. If the simulated hits match with the real hits, the space
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Figure 5.1: Lead glass converter fraction versus E /p.
match requirement is satisfied. The time match requirement is applied by requiring that 
the magnitude of the corrected PMT time (ie. after subtraction of the event To) is less than 
4 ns.
The lead glass electron identification [46] is done by looking at the electromagnetic 
shower shape and the energy deposited over track momentum. Electrons should deposit 
energy roughly equal to their mass in the lead glass while pions or muons have a much 
lower E/p. The fraction of energy deposited in the converter is an indicator of the EM 
shower shape. The determination of whether or not a track is a “good” lead glass electron 
is made by applying the contour cut seen in Figure 5.1.
■ Muons 
*■ Pions 
•  Electrons
■ i . . .  i
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Chapter 6
Data Reduction
6.1 P assl
The first step in reducing the combined 1995 and 1996 data set was to do produc­
tion track reconstruction with wide cuts on kinematic quantities. This production analysis, 
known as passl, was run between August and October, 1996 on the Stanford Linear Ac­
celerator Center (SLAC) computer farm. An earlier attempt was made to rim passl on 
the 1995 data set in Fall, 1995. It was determined that because of improvements made to 
pattern recognition and the realization of some mistakes found in the passl code, passl of 
the 1995 data needed to be rerun.
The passl data flow for physics events is shown in Figure 6.1. The processing of an 
event depends on its Level 1 and Level 3 trigger bits. Events with one of the four dilepton L3 
trigger bits set axe not subject to an additional prescale. Minimum bias triggers are treated 
in two separate ways. Every other minbias event is assigned to the “two-body minbias” or 
7T7r data stream. This data stream is subject to tests on the A'£ — > 7r+ 7r“ mass hypothesis 
and is used for normalization. Every thirtieth minbias event is assigned to the “semileptonic
77
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ee
PID0.470 < M k  < 30.0GeV/c2
30 5000
Prescale
0C <  4.5 mr 
OR
Pt  < 40MeV/c
Output Stream
Do Pattern Recognition
efi L3ee
Physics Events 
Limb Raw npll npmb npLO Llee
Figure 6.1: Passl data flow for physics events.
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Data Stream Raw Passl Total
L3££’.Llee 1 1 1
7T7T MB 100 0 2 2 0 0 0
semileptonic MB 1 00 0 30 30000
np££' 5000 1 5000
npmb 25000 1 25000
np Level 0 60000 7 420000
Raw 5000 5000
Table 6.1: Event prescales after passl.
minbias" stream. This stream is not subject to any mass hypothesis test. Instead, it is used 
for studying detector efficiencies. Every 5000th physics event is kept regardless of trigger 
type. This stream is referred to as the “raw data stream”. Non-parallel Level 0 triggers 
are prescaled by an additional factor of 7. Non-parallel Ll triggers, npi t  and npmb, are 
not prescaled further because almost all of the non-parallel triggers are Level 0’s. The 
non-parallel triggers are kept for trigger efficiency studies. Total event prescales after passl 
are shown in Table 6.1. Level 1 ee events that did not pass the Level 3 kinematic cuts are 
treated differently from all other streams in passl. These events are not prescaled or tested 
on the I\°  — > e+e-  mass hypothesis but are subject to the ee particle identification cuts 
discussed below. The Llee stream is also known since the ee'y data stream as these events 
are used in K QL — > e+e- 7  studies. All physics events are subject to pattern recognition 
and those that fail are removed from further processing. The exceptions are the raw data 
stream and non-parallel events. These events are not required to pass PATREC.
After tracks and vertices have been reconstructed, Level 3 ep, pe, ee and pp  events 
and tttt events are required to have at least one vertex that passes both of the following 
kinematic cuts:
• either the vertex collinearity angle, 6C, (the angle between the momentum sum and 
the vector pointing from the target to the vertex) is less than 4.5 mr or the vertex 
transverse momentum is less than 40 MeV/c, and
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• the mode-dependent invariant mass is between 0.470 GeV/c2 and 30.0 GeV/c2.
There are no cuts on invariant mass, collinearity angle or transverse momentum on events 
in the Level 1 ee stream. However, these events are required to pass pattern recognition 
and have at least one vertex for which both tracks pass the following very loose electron 
identification cuts:
• track-associated Cerenkov time within ±7 ns of zero,
• track-associated lead glass E /p  greater than 0.5.
There axe no kinematic requirements placed on semileptonic minbias events.
Calibration and pathological events, not shown in Figure 6.1, are also written to the 
passl output tapes. The pathological events include both those with physics and calibration 
Level 1 trigger bits set and those with missing crates. Because the Level 3 filter has a 
requirement that all data crates are present, there are no missing crate events in either the 
1995 or the 1996 data sets.
A total of S470 runs was successfully processed through passl. In the combined 
data set, there were 31 runs that could not be extracted from their 4mm tape. There were 
another 14 runs that could not be processed owing to data format errors.
The number of events in the passl output streams is shown in Table 6.2. As can be
seen, there are still roughly 193 million events to be processed. Because track fitting is a
CPU intensive and time consuming process, it was decided that another data reduction pass 
was in order prior to doing production track and vertex fitting. This second production, 
pass2 , will be discussed in the next section.
R ep ro d u ced  with p erm issio n  o f  th e  copyrigh t ow ner. Further reproduction  prohibited w ithout p erm issio n .
81
Stream Number of Events
raw 189,102
semileptonic MB 3,520,291
physics+calibration 11,549
missing crate 0
ep 33,555,877
pe 33,952,775
ee 654,510
pp 79,364,7S7
tt~ without L3 14,355,713
7T7T with L3 2,700,734
ee7 24,222,631
npLO 27S,796
npmb 32,722
np£C 170,562
Total 193,010,490
Table 6.2: Passl output stream statistics.
6.2 Pass 2
The goal of the second-stage production analysis, pass2, was to reduce further the 
post-passl dataset through tighter cuts on track and vertex kinematic quality and the 
imposition of loose particle identification cuts. The choice of running production particle 
identification prior to track fitting was made due to the large number of events in the passl 
dataset. Pass2 was initially run on the SLAC computer farm in January, 1997. Due to 
inefficiencies in the version of pattern recognition used, pass2 was later rerun in August 1997 
as the initial stage of Pass3. The procedure described below applies to both the January 
and August productions.
Pass2 followed the same procedure as passl up to the pattern recognition stage with 
two exceptions. First, there were no additional pass2 prescales. Second, ADC pedestal and 
laser/reference photmultiplier tube running averages were associated with each event. The 
raw pedestal and laser/reference PMT events, as well as other calibration events, were then 
removed from the data stream. Spill scaler events remained in the data stream.
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Pattern recognition “deghosting” parameters were tightened in pass2. Two dimen­
sional prototracks were required to satisfy (pfr0nt—Pback)/Pavg <  0.10. This same momentum 
match requirement was also applied to all three-dimensional tracks prior to vertex finding. 
These cuts removed between 9 and 15 percent of the events, depending on the analysis 
stream. The vertex kinematic requirements were also tightened on the two-body event 
streams (pe, ep, pp, ee and tttt). Vertices were required to pass a transverse momentum cut 
of Pt  < 0.030GeV/c. The lower invariant mass cut of M  > 0.470GeV/c2 was the same as in 
passl; the high mass cut was removed. Events that did not have at least one vertex passing 
the above cuts were removed from further processing. These cuts substantially reduced the 
number of events in all of the two-body data streams.
Vertices from pe, pp and ee'y1 that pass the pattern recognition and kinematic cuts 
were then subject to track counter association and stream-dependent particle identification 
cuts. The first of these required tracks to meet loose space-match criteria in the TSCs. 
Electron side tracks were subject to the following cuts:
• track associated Cerenkov time within ±10ns;
• lead glass Etot/p  > 0-5.
Both of these cuts are wider than those imposed on the Llee stream in passl. The lead glass 
algorithm was changed for pass2  so that energy deposited in all surrounding blocks, instead 
of just from those blocks that are nearest neighbors of the track-incident block, was added. 
Muon side tracks were required to pass only a MHO “possible” cut or a MRG “possible” 
muon cut. The muon requirement was an or to minimize the risk that good events would
be lost due to coupled inefficiencies.
1ee7 -stream events are Ll ee triggers that did not meet the L3 ee mass and P t  criteria. These events 
were defined as “L lee” for passl.
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6.3 Pass 3
The third stage production analysis of the ES71 data was to fit the data and make 
cuts on the fit event kinematics. Since track and vertex fitting is a time consuming task, 
the pass2 cuts were made on the input data to reduce the number of tracks to be fit. The 
input data set to pass3 was the passl output. Since pass2  needed to be rim again, pass2  
data cuts were applied at the input to pass3.
To reduce systematic uncertainties, only tracks associated with those vertices that 
fulfilled the pass2  criteria were fit. Events were fit using both the QT and FT fitters. Pass3 
cuts were then applied before the events, including the raw data, pattern recognition and 
fitting (FT and QT) commons were written out. Because of the increase in mass resolution 
gained by using fit quantities, the mode-dependent invariant mass cut was tightened to 
M  > 0.475 GeV/c2.
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K '£ — > e + e ~  Analysis
7.1 Overview
Once the Pass 3 production analysis was complete, individual data summary tapes 
(DSTs) were created for each analysis stream. The A'£ — > e+e~ analysis then followed 
the “blind analysis” paradigm; i.e., all analysis cuts axe to be determined and frozen prior 
to looking in the data stream signal region. Since the signal region was not known at DST 
creation time, a much larger region than the eventual signal region was excluded from the 
background analysis. The following region was excluded
pi- < 100MeV2/<r
(7.1)
490 MeV/c2 < Mee < 505 MeV/c2.
This region and the distribution of data in p^  vs Mee space is shown in Figure 7.1. There 
were 2249 events in the background data sample with 951 having an ee invariant mass 
greater than 475 MeV/c2. The DSTs were created by storing a  given event if any of the 
vertices had a mass greater than 475 MeV/c2. The discrepancy between the unrestricted 
sample size and the sample size with a mass that would pass the Pass 3 cuts is due to this
84
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Figure 7.1: p^ vs Mee for the — > e+e~ DST. Notice the exclusion region surrounding 
the kaon mass in both pj- and Mee.
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Applied to each track:
Within fiducial volume 
Cerenkov space and time match 
Lead Glass electron ID 
Trigger counter space/time match 
track reduced x2 < 40. 
trig counter time - chamber time| < 2.5 ns 
trig counter time - Cerenkov time| <  3.0 ns
<  35 mR -  reimposing trigger requirement
vertex z >  9.75 m 
vertex |#x| <  2.5 mR 
vertex \6y\ <  10 mR 
vertex x2 <  30.
|vertex doca| <  15 mm 
I^ tscI < ns 
I^ cerI < 3.0 ns
Iggf I < °'55
No stubs
No discrete extra tracks
Pass both fitters with consistent results
Table 7.1: — > e+e~ analysis cuts
multiple vertex effect.
The events in the background DST were studied in great detail in order to deter­
mine the K \  — *■ e+e“ analysis cuts. The various event quality, time, energy and kinematic 
distributions were compared to Monte Carlo data and relevant known event samples. After 
studying these events, the K° — > e+e~ analysis cuts were designed to remove poor quality 
events, backgrounds due to mis-identification, and physics backgrounds. The general cat­
egory of poor quality events includes off-axis A'°’s, poorly-reconstructed tracks or events, 
and accidental tracks. Event mis-identification can originate with K ej  events in which the 
two charged tracks are near the kinematical end-point. Physics backgrounds come from 
kaon decays in which there are two real electron tracks. Those that affect the E871 analysis
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Cut e data stream
Fiducial Volume 0.9991 ±  .0002 7T7T data
6X and 6y 0.9919 ±  .0006 7T7T data
vertex x 2 and vertex doca 0.9938 ±  .0005 tttt data
Track reduced x2 0.9842 ±  .0014 e data
extra track 0.9762 ±  .0010 tttt data
Trig Scint space/time 0.9560 ±  .0024 e data
Cerenkov space/time 0.9513 ±  .0025 e data
Lead Glass e ID 0.9850 ±  .0014 e data
Strsc 0.9899 ±  .0006 tttt data
StcER 0.996 ±  .003 high p Ke3s
St Trig-Scint/Chamber 0.9961 ±  .0008 \ip data
St Trig-Scint/Cerenkov 0.9974 ±  .0006 e data
Momentum asymmetry 0.9635 ±  .0029 MC ee
Stub 0.938 ±  .003 pp. data
Total Efficiency : 0.750 ±  0.005
Table 7.2: A'° — > e+e cut efficiencies, e, and the method for determining the cut efficiency. 
Strongly correlated cuts are grouped together.
are Aj? — > e+e- 7  and A'£ — > e+e~e+e~.
The A'£ — > e+e~ analysis cuts used are listed in Table 7.1. The details of the 
non-trivial individual cuts will be discussed below. The measured efficiencies for the cuts 
are listed in Table 7.2. Some cuts in Table 7.1 do not have efficiencies list in Table 7.2. The 
“efficiencies" of these cuts are folded into decay mode acceptances.
7.2 Fiducial Volume Requirements
Fiducial volume requirements were straight forward to impose on the data since 
one generally knows the locations of the active portions of the detector. For E871, the 
most obvious of these require that tracks must hit active detector elements and miss hard 
material. Included in these cuts should be requirements that decay vertices originate in the 
neutral beam inside the vacuum decay tank.
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Figure 7.2: Vertex distance from the target along the beam axis for events in the ee back­
ground DST.
7.2 .1  M ateria l C uts
For precision measurements of track and event kinematics, it is necessary that the 
charged particles not strike any of the hard material surrounding the active portions of the 
spectrometer. This is, of course, an obvious requirement. It is complicated, however, by 
the presence of the beam plug in the upstream magnet. The positions of the magnet edges, 
the beam plug, the vacuum window frame, and other hard material were determined by A. 
Milder [47] by studying the edges of position distributions for good K°L — J- tt+tt-  events. 
There are very few events that are removed by this requirement. The efficiency of this 
requirement is accounted for in the acceptance ratios.
7.2 .2  V ertex  R equirem ents
The distribution for the longitudinal distance from the target to the event vertex, 
zv, in the ee background sample is shown in Figure 7.2. The most obvious feature of 
the distribution is the large spike at low zv. The region of the spike, corresponding to 
the upstream end of the vacuum decay tank, contains the fringe field of the downstream
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Figure 7.3: Vertex 9X (left) and Qy (right) for A‘£ — ?• 7r+7r-  and A'£ — > e+e~ background 
samples. The distributions for A’£ — > Ti+-~  are the solid histograms; the A£ — > e+e-  
background sample distributions are the discrete points. The areas of the A’£ — > 7r+7r~ 
distributions are normalized to be the same as the A’£ — > e+e~ background sample distri­
butions.
sweeping magnet. This fringe field increases the opening angle between the two charged 
particle tracks. The increase of the opening angle causes a proportional increase in the 
invariant mass of the vertex. If the mass is increased enough, the event will falsely pass the 
ee-stream kinematic cuts and make it into the ee DST.
Figure 7.2 shows the fringe field region ending between a zv of 9.5 meters and 9.75 
meters. To ensure the removal of this category of events, the longitudinal vertex position 
is constrained to be
zv > 9.75m. (7.2)
No efficiency is quoted for this requirement since it affects the acceptance of all A'£ modes 
in the same way.
As discussed in Section 3.5, the neutral beam is collimated to have a divergence of 
5.0 mrad in the x-dimension and 20 mrad in y. All accepted kaon decays should originate
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from this region. The measured divergences of an event axe
0X = x-,’-~- tst
(7.3)
Z) __ V v -y te x«  —  - — - —
J  ~t»_ - tg t
where (xtgt,ytgt,~tgt) is the target position and (xv.y v,z v) is the vertex position.
Figure 7.3 shows the Qx and 6y distributions for events in the ee background sample 
and for real K \  — > events. The ~~ events are distributed in a way that matches
what one expects based on the configuration of the collimators. However, many of the ee 
background events do not fall within nominal collimator values. To match the beamline, 
events are required to have vertex divergences of
—2.5 <  0X < 2.5 mrad
(7.4)
—10 .0  <  6y < 1 0 .0  mrad.
These cuts primarily remove off-axis I\ £ decays and mis-reconstructions. The efficiency of 
both requirements, measured using good K°  — > tt+tt-  events, is (99.19 ±  0.06)%.
7.3 Vertex and Track Quality Requirements
Requirements are placed on the vertex quality to remove poor event reconstructions 
and vertices containing accidental tracks. There are two vertex quality figures-of-merit: the 
vertex distance-of-closest-approach (doca) and the vertex x2. The vertex x2 is derived from 
the vertex doca with correction factors to remove the vertex doca’s dependence on vertex 
position (angular resolution effects) and momentum (multiple scattering in the vacuum 
window and first tracking chamber). Thus the x2 cut is more powerful. The distributions 
for the two quantities can be seen in Figure 7.4.
The x 2 cut requires
XI < 30. (7.5)
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Figure 7.4: Vertex x 2 and vertex doca for A'£ — > ~+~~ (solid histograms) and events in 
the A"£ — t e+e~ (points) background DST. The A'£ — > 7r+~-  histograms are normalized 
so that the integral is the same as that of the ee-background histograms.
This value is "well out into the “non-Gaussian tails” of the x 2 distribution, shown in Fig­
ure 7.4. This cut, combined with the vertex doca cut
|(J„| <  0.015 meters, (7.6)
has an efficiency of 0.9938 ±  0.0005, measured using A'£ — > tt+tt-  data. The vertex doca 
cut is imposed to minimize the chances of low-momentum tracks from two different vertices 
(for instance, accidentals) slipping through the vertex x2 cut.
Requirements are placed on reduced track x 2 t 0  removed events with poorly recon­
structed tracks. Errors in track positions, angles, or momenta can have low M ee events
appear at or near the kaon mass. The y2/d.o.f. distributions for beam left and beam right
tracks are shown in Figure 7.5. The left and right \ 2 requirements are
Xtrack! d -0 - f  <  40. (7.7)
This cut is also placed well past where the Gaussian tail stops and non-Gaussian effects 
and mis-measurements dominate. The efficiency for the cuts is 0.9S42± 0.0014 as measured 
with well identified electrons from A' e3 decays.
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Figure 7.5: Left and right side track x '/d .o .f. distributions for K e3 electrons (solid his­
tograms) and for events in the — > e+e~ background DST. The single electron distri­
butions are normalized so that the area is the same as the integral of the K® — > e+e~ 
background sample distributions. Notice the distributions match except for the large number 
of events with x /d .o . f  >  50 in the ee DST.
7.4 Track-Counter Association and Particle Identification
TSC track-counter association and Cerenkov and lead glass particle identification 
requirements are imposed on the data. The TSC track-counter association requires time 
and space matches between the track and the three TSC modules per side. It also reimposes 
the L0 parallelism requirement. The overall efficiency for this cut is (95.60 ±  0.24)%. This 
is measured with well-identified electrons from K ez decays.
The Cerenkov particle identification requirements impose a corrected time cut of 
±4 ns and a space match requirement. The total L * R  efficiency for this requirement is 
(95.13±0.25)%. This is measured by requiring a pion on one side and good lead glass particle 
identification on the side being measured. Lead glass particle identification requirements, 
described in [46], are also imposed. The efficiency, measured in the analogous way to the 
Cerenkov efficiency, is (98.50 ±  0.14)%.
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Figure 7.6: Left and Right TSC-spectrometer track time differences for K ez electrons (solid 
histograms) and for events in the J\£ — > e+e~ background DST. For each histogram, the 
integrals of the distributions are normalized to be equal.
7.5 Timing Requirements
Four timing requirements axe imposed on the data. Two of these cut on left-right 
time differences while the other two cut on the differences between the times calculated 
for different detector systems. The rationale for all four of these cuts is that they remove 
accidentals.
The left-right time difference cuts axe on the trigger scintillator track time difference 
and Cerenkov hit time differences. The TSC track time difference cut is set tight at ±1.75 ns. 
For K°l — > 7r+7r- events with good track-counter associated hits in the TSCs, this cut is 
(9S.99 ±  0.06)% efficient. This cut provides a very effective way of removing background 
with 236/951 events in the ee-DST failing. The Cerenkov time difference cut is set at ±3.0 
ns. This cut is imposed as a “safety cut"; a cut whose purpose is to protect against the 
unknown that may be lurking in the exclusion box. The efficiency for this cut, (99.6±0.3)% 
is measured using well identified, high momentum K e3 decays.
The other two timing requirements axe imposed on the individual track time differ-
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Figure 7.7: Left and Right TSC-Cerenkov timing differences for K e3 electrons (solid his­
tograms) and for events in the A'j? — >• e+e~ background DST. For each histogram, the 
integrals of the distributions are normalized to be equal.
ences between detector systems. The cut on the difference between the spectrometer track 
time and the trigger scintillator track time ensures that the track found in the spectrometer 
is the same as the one that fired L0 trigger. The distribution for this quantity is shown 
in Figure 7.6. The cut is placed at ±2.5 ns and has an efficiency, measured with good 
► events, of (99.61 ±  0.08)%. The cut on the difference between the TSC and 
the Cerenkov times, set at ±3.0 ns, ensures that the tracks that satisfy the L0 trigger also 
satisfy the LI trigger. This distribution is shown in Figure 7.7. The efficiency for this cut, 
measured with well-identified electrons from K ez events, is (99.74 ±  0.06)%.
7.6 M omentum A sym m etry Cut
The analysis requirement on the momentum asymmetry is much less obvious than 
that of cuts on track or vertex quality. The momentum asymmetry, Ap,defined as
(PL ~ P r )
A p  (p l + p r V
(7.8)
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Figure 7.8: Momentum asymmetry distribution for both the ee DST and /v£ — > e+e~ 
Monte Carlo. The two distributions have been normalized so that the integrals are the same 
in the region with asymmetry of -0.5 to 0.5.
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can be used to reject the semi-leptonic background. The reason is based on the “leading 
pion” argument [48]. Mis-identifying a pion from a semi-leptonic decay will have the least 
effect on the invariant mass when the pion is stiff. When the neutrino in the semi-leptonic 
decay carries very little energy, the pion and the electron have roughly the same four- 
momentum in the center-of-mass frame. In that case, for the pion to be stiff relative to the 
electron, its direction must be close to the direction of the Lorentz boost. This leads to a 
high momentum asymmetry measured in the lab frame.
The distribution of Ap is shown in Figure 7.8. The data and Monte Carlo histograms 
match for values of Ap < 0.5. While a cut on \Ap\ < 0.5 might lead to the highest rejection 
of semi-leptonic decays, it also leads to a high A'£ — > e+e-  detection inefficiency. A 
compromise between rejection and efficiency is reached at the cut value of
|.4P[ < 0.55. (7.9)
The Monte Carlo A'£ — > e+e~ efficiency for this cut value is 0.9635 ±  0.0029.
7.7 Other Analysis Cuts
There are three additional cuts listed in Table 7.1 that have not yet been discussed. 
The “stub” cut will be discussed when physics backgrounds are addressed. The two other 
cuts are the “extra track” cut and the “consistent fitter results” cut. The extra track cut is 
imposed to remove accidentals while the fitter requirements are imposed for safety reasons.
Outputs from pattern recognition typically contain many extra tracks in the track 
bank. Often, the differences between two tracks results from a  segment choice in one view 
of a tracking station. There is no reason to remove events that have this feature. The extra 
track cut removes events if there are separate x  and y view two-dimensional tracks that 
do not share any segments with the primary track. This cut allows events with physically
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Mode Branching Ratio
K% — »• e+e- 7  (9.1 ±0.5) x 10"b
K ql — ¥ e+e"e+e“ (4.1 ±  0.8) x 10" 8
Table 7.3: — > e+e-  physics background modes.[5]
separate tracks to be removed without removing those events that have only one real track 
on each side with one of the real tracks identified as several pattern recognition tracks. The 
efficiency of this cut is (97.62 ±  0.10)% measured with A'° — > tt+-~  data.
The “consistent fitter result” cut requires that both QT and FT fit the event. Both 
fitters are further required to agree within 4 MeV/c2 in mass and 60 MeV2/<r in p f .
7.8 Physics Backgrounds and Stub Cuts
W ith all of the cuts listed in Table 7.1 except the “stub” cut applied, there are 
156 events remaining in the ee background sample. The distribution of these events in 
p^-vs-mass space is shown in Figure 7.9. Notice the difference between this distribution 
and the same distribution prior to event quality cuts (Figure 7.1). All of the events above 
the exclusion box have been removed, leaving only those at lower mass and increasing p f.  
Since the K e3 endpoint (mis-identified as A'£ — > e+e- ) is roughly 20 MeV/c2 lower than 
the kaon mass, these events must come from a different physical process.
There are two decay modes which have (at least) two real electrons in the final state 
with a dielectron mass near the kaon mass and a branching ratio large enough to be observed 
by E871: K °  — > e+e~'y and A° — > e+e~e+e~. The branching ratios for these modes are 
listed in Table 7.3. The only way for A'° — > e+e- 7  to have a dielectron invariant mass 
near the kaon mass is for the photon to be very soft. This comer of the Dalitz plot is greatly 
suppressed. The effective branching ratio for ee-y with M ee > 480 MeV/c2 is on the order 
10-11. The photon energy in the A° — > e+e~-y decays of interest is too low to be detected
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Figure 7.9: pj- vs Mee distribution after all event quality cuts have been applied. 156 events 
remain. The backgrounds shown are Monte Carlo distributions of iv£ — > e+e~'y and 
A’£ — > e+e~ e+e~ events.
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in the lead glass.
The other background mode, A'° — > e+e- e+ e“ , presents are different problem. 
This decay proceeds through a kaon decay into two virtual photons, each of which pair 
produces, see [49] and [50]. With a branching ratio of O(10-8 ), the probabilities are very- 
low for one of the virtual photons to have a mass near the kaon mass. However, since all the 
daughters axe electrons, an electron from one low-mass 7 * can be detected with a positron 
from the other, low-mass 7* to form a good e+ e~ pair with a high invariant mass. This 
happens when each virtual photon has a high asymmetry. The net, post-Lorentz boost 
effect is to have two relatively stiff tracks that reconstruct to a  vertex with a mass near the 
kaon mass and two very soft tracks.
Monte Carlo studies have been done of both event types. Both give contributions in 
the p^-vs-mass region in which the 156 ee background events axe located. These distribu­
tions can be seen in the background distributions shown in Figure 7.9. The AT£ — > e+e“ 7  
decays axe typically at highex p f  for given mass than axe the K \  — > e+e~e+e~ decays.
Attempts wexe made to determine the fraction of each channel in the remaining 
156 events. The rough fractions were 2/3 A'£ — > e+e- e+e-  and 1/3 AT£ — > e+e“ 7- 
Extrapolating these distributions into the exclusion region suggested that there would be 
between 5 and 10 K°  — > e+e~e+e~ events with an invariant mass above 490 MeV/c2. 
The extrapolation for A° — > e+e_7 suggested about 1 event in the exclusion region. The 
number of A'£ — > e+e~7 events falls off faster than A'° — > e+e~e+e~ as Mee approaches 
the kaon mass since high mass ee7  events are Dalitz suppressed.
Visual studies of the K \  — \ e+e~e+e~ Monte Carlo events showed that the two 
additional soft tracks can leave “stub” tracks in the first two chambers. These extra electrons 
do not make it past the first magnet because they are (1 ) very low momentum and (2 ) 
typically outbends. Comparisons with the remaining data events showed that many of the
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events have in-time segments that are very similar to those in the A'£ — >• e+e- e+e-  Monte 
Carlo. Based on these visual studies, a program was initiated to detect the soft electron 
track stubs.
The stub detection procedure looks for in-time segments in at least three of the four 
front views per side. The pattern recognition score cuts are large (score < 8) in this initial 
step. The combinatorics of all four views of segments are combined and projected back to the 
event vertex. A stub-to-vertex doca requirement of 30 cm is imposed on these proto-stubs. 
The doca is allowed to be large to take into account the possibly large Coulomb scatters of 
the low momentum electrons and the coupling of the soft electrons to the residual magnetic 
field. Tighter score cuts are then imposed on the per-view average of 6 in the a:-view and 4 
in the y-view. The tuning of the above parameters was done using the A£ — > e+e~e+e~ 
Monte Carlo data and good A’£ — > P+P~ events. The former was used to determine our 
detection efficiency and the latter to determine the fraction of good events that are rejected 
for having a stub.
An example of the x-view of a stub track can be seen in Figure 7.10. Notice the 
small transverse distance from the stub hits to the track hits. This is characteristic of stubs. 
The opening angle between the primary track and the stub on the same side is typically 
small. Also notice the outbending between the first and second chamber. The residual field 
in this region is small (pp-kick of a few MeV/c) but is enough to affect the low momentum 
stubs.
The fraction of Monte Carlo Ar£ — > e+e"e+e_ events with detected stubs vs Mee 
is shown in Figure 7.11. The efficiency of the stub cut is (93.8 ±  0.3)% as measured with 
good A'£ — > p+p~ events.
When the stub cuts are applied to the ee-DST, the 156 events remaining with 
M ee > 475 MeV/c2 are reduced to 53. The p f  vs Mec distribution for these events and
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Figure 7.10: X-vievi of a data event with a stub.
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Figure 7.12: Px vs Mee distribution after stub cuts have been applied. Only 53 data events 
remain. The Monte Carlo J\° — )■ e+e- 7  and — > e+e~e+e~ distributions are also 
shown. The Mee projection of these data is shown in the inset.
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the projection onto Mee axe shown in Figure 7.12. The integrated number of background 
events expected in the proposed signal region (see Section 8.1) is 0.2.
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Chapter 8
Analysis Results
8.1 Definition of the Signed Region
With the analysis cuts set, the final procedure required in the blind analysis paradigm 
is the definition of the signal region. This “blind” procedure insures that the signal region 
is not chosen simply to accept or reject a given event. The signed region is always defined 
as a sub-set of the exclusion region.
For — > e+e- , the choice of the signal region is driven by the competing concerns
of minimizing the loss of signal due to the — > e+e-  radiative tail and minimizing the
number of projected background events in the signal region. Based on the shape of the 
Monte Carlo signal in pj-vs-M ee space, shown in Figure 8.1, an elliptical signal region was 
chosen. Studies were done to determine the optimum size for the ellipse. The general 
formula for an elliptical signal region is
(8.Da- tr
where a and b are the ellipse half-widths in mass and respectively. The signal loss due to 
internal bremsstrahlung and the background expectation was calculated for five mass half-
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Figure 8.1: Monte Carlo pj. vs M ee distribution, including radiative tails. The ellipse shown 
is the chosen signal ellipse.
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Lower mass 
(MeV/c2)
max pj- 
(MeVVc2)
signal
acceptance
background
estimation
493. 49 0.76 0.25
64 0.77 0.31
81 0.78 0.31
493.42 49 0.75 0 .2 1
64 0.76 0 .2 2
SI 0.76 0.25
493.67 49 0.74 0.18
64 0.75 0 .2 1
81 0.75 0.23
493.74 49 0.74 0.18
64 0.75 0.19
SI 0.75 0 .2 1
494. 49 0.73 0.17
64 0.74 0.19
81 0.74 0.19
Table 8.1: Signal acceptances and background estimates for various signal ellipses. A lower 
mass limit of 4 9 3 .4 2  MeV/c2 corresponds to 2 .5 ctib while 4 9 3 .7 4  MeV/c2 is 2.5<7noiB -
widths and three p^half-widths. The scanned mass and values and the signal acceptances 
and background estimations are shown in Table 8.1. The two physically motivated lower 
mass ranges (493.74M6V/C2 and 493.42MeV/cr) correspond respectively to a mass width 
of 2.5 a for Monte Carlo mass distributions made without and with inner bremsstrahlung 
effects taken into account. The signal region chosen corresponds to a mass width of 2.5 a 
(without radiative tails) and a maximum pj- of 64 MeV2 /cr. The equation for the signed 
ellipse is then
{.Mk — M ee)2 {JPW
(.Mk  -  493.74 MeV/c2 )2 (64 MeV2 / ^ ) 2 K ‘
8.2 Signal Determ ination and Characterization
With the signal (discovery) ellipse set, all of the requirements for the blind analysis 
were satisfied. The next step was to “open the box”. This was done on December 10,
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Figure 8.2: p? vs M ee after all cuts have been applied. There are four events in the signal 
ellipse. The projection onto the mass axis is shown in the overlay. The projected physics 
backgrounds are also shown in the overlay. There are a total of 58 events with M ee > 
475 MeV/c2
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Event Date Mee pj-
11911.18.644 February 7, 1995 497.8 MeV/ cr 8.0 MeV2/<r
13436.115.7878 March 9, 1995 494.7 MeV/c2 2.3 MeV2/cr
21842.153.1001 May 4, 1996 496.9 MeV/c2 6.0 MeV2/<r
24057.124.4261 June 20, 1996 496.2 MeV/c2 18.0 MeV2/ ^
Table 8.2: A'£ — )• e+e-  candidate event identification. M ee and pj-. The event identifica­
tion consists of the run. spill and event number in the spill.
Event P K
(GeV/c)
pl- pr
PL+PR 9X
(mrad)
6y
(mrad) (m)
x i sv
(mm)
To
(ns)
11911.18.644 4.64 0.50 0.07 2 .1 17.S 0.31 1.7 2.04
13436.115.7S7S 4.31 0.15 -0.09 -2 .2 18.3 0.83 1.8 3.36
21842.153.1001 7.82 0.49 -1.77 -6.3 13.2 0 .0 2 0 .6 2.27
24057.124.4261 3.94 0.23 0 .1S -8.3 18.0 0.06 0 .6 2.24
Table 8.3: A'j? — > e+e candidate event vertex and event wide characteristics. Tq denotes 
the event start time.
1997. The pf-vs-M ee plot after all cuts have been applied to the complete A'° — > e+e~ 
data stream is shown in Figure S.2. There are four events in the “discovery” signal region. 
There is also one additional event at the lower edge of the larger exclusion region. This 
brings the total number of events above an invariant mass of 475 MeV/c2 to 58. Event 
display pictures of the four A'° — > e+e~ candidates are shown in Figures 8.3-S.6. The 
event identifiers, Mee and pj- for these events are listed in Table 8.2. The vertex, tracking 
and particle identification information is listed in Tables 8.3, S.4 and 8.5 respectively.
None of the four candidate events is near the edges of any of the event requirements. 
Two of the events do have high asymmetry but the values are still in a high occupancy 
region of the asymmetry distribution. Event 24057.124.4261 has a greater than 1 ns TSC 
time difference due to the beam left TSC hits (as compared to the tracking and Cerenkov 
times) but the difference is still within the expected deviation. Visual inspection of the 
events confirms that no stub candidates in these events were missed by the stub-finding 
algorithm.
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event side
P
(GeV)
track
Pf/Pb
track
O
11911.18.644 L 1.16 1.0038 1.76
R 3.54 0.9881 0.80
13436.115.7878 L 2.48 1 .0 0 2 2 0.69
R 1.85 1 .0 0 2 0 0 .2 2
21S42.153.1001 L 5.S4 0.9960 0.34
R 2 .0 0 1.0044 0.35
24057.124.4261 L 2.45 0.9962 0.31
R 1.53 0.9972 0.23
Table 8.4-' Track kinematic and reconstruction characteristics for the four K \  
candidate events.
event side
*DC
(ns)
*TSC
(ns)
CER
pe
*CER
(ns)
PbG
E c /E t
PbG
E /p
11911.18.644 L -0.71 0.06 8.56 0.27 0.327 1.014
R 0.44 -0.49 6.23 -0.34 0.127 1.003
13436.115.7878 L 0.25 0.07 7.89 0.34 0.314 1 .0 2 1
R -0 .1 0 -0.03 6.03 0.31 0.223 0.984
21S42.153.1001 L 0.46 0.37 4.22 0.64 0.269 1.046
R -1.05 0.56 2.52 0 .6 8 0.247 1.058
24057.124.4261 L 0.24 -0 .8 8 4.59 0.94 0.261 0.927
R -0.19 0.59 6.47 0.49 0.287 0.933
Table 8.5: Timing and particle identification characteristics for the four 
candidates.
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Figure 8.7: Cerenkov time for the four — > e+e candidate events. The histograms are
of the Cerenkov time distributions from I \ez electrons.
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Figure 8.8: Cerenkov charge in photoelectrons for the four K f  — > e+e candidate events. 
The histograms are of the Cerenkov charge distributions from K ez electrons.
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None of the four candidates occurred during runs in which there were known mag­
netic field, vacuum pump or other detector system problems. The average Hall probe values 
for these runs are consistent with the range of values over the entire run period. In addition, 
the average K ° — > - +tt-  masses measured by pattern recognition and by fitting are within 
the expected and accepted deviation from the kaon mass. This latter information is further 
evidence that the magnetic fields were within the range of nominal values and that the rest 
of the detector was operating as expected.
There is no indication that the two tracks seen in each of the four candidate events 
are anything other than good, well-fit electrons that form a well-fit vertex. In order to 
calculate a branching fraction for K° — ?■ e+e-  the probability that the candidate events 
are A'£ — > e+e~ decays must be evaluated in pf-vs-Mee space. In order to do this, an 
unbinned maximum likelihood fit is employed. Before the fit can be done, a normalization 
should be chosen so that the output from the maximum likelihood fit will be a ratio of 
partial decay widths. The normalization and the fit procedure are discussed below.
8.3 M aximum Likelihood Fit
8.3.1 P roced ure
The possibility that physics background events enter the signal ellipse necessitates 
the use of a  procedure to separate the background from the signal. Given the very low 
statistics (58 events with Mee > 475 MeV/c2), a simple background parameterization and 
subtraction is not possible. A binned maximum likelihood method suffers from similar low 
statistics problems. The method chosen by the E871 collaboration to determine the signal 
and background contributions is an “unbinned maximum likelihood” fit. The fit is done in
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the two-dimensional pf-vs-mass space. The limits on the mass range of
480 < Mee <  505 MeV/c2
and on p^ of
Pj- < 400MeV2/c2
are imposed to avoid the semi-leptonic endpoint. The upper mass limit has no effect since 
there are no events on the upper mass side of the signal ellipse.
In the fit procedure, the probability of the zth data point being A° — > e+e“ , 
A'° — > e+e“ 7 , and A£ — > e+e- e+e_ is calculated by building a box in p^-M ee space of 
area q, ( X ), where X  is the event type, and counting the fraction of Monte Carlo events of 
type X  in the box. A schematic of this procedure is shown in Figure 8.9. The probability 
that the ith  event is of type X  is
p . m  =  T O  i *  £*  W
> N (X ) oh(X) T(M ) A m  eM k(M ) ’ 1 ^
where N (X )  is the total number of events of type X  in the fit region, agt is the area of 
the fit region, r(X ) is the partial-width of the decay type X  in the fit region, M  is the 
normalization event type, T(M) is the partial-width of the normalization decay, A x  is the 
acceptance of events type X , e(X) is the detection efficiency of event type X  and k(X) 
accounts for various multiplicative factors, such as losses due to radiative corrections. The 
function to be minimized. / ,  is the negative log likelihood computed as
A ^ d a ta
/  =  -  ^  log {Pi{ee) +  Pi(ee7 ) +  Pi(eeee)). (S.4)
f= i
This function is minimized by MINUIT (MIGRAD minimization) [51] by varying the 
ratios T(A"£ — > e+e~)/T{M) and T(K°L e+e~e+e-)/T{M ). The ratio r(A £  — > 
e+e~ni)/T{M ) is fixed by the constraint
^  A*events > =  N m x (P(ee) + P(ee7 ) P(eeee)) =  ATdata, (8.5)
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Figure 8.9: Unbinned maximum likelihood fit
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where < Advents >  is the expected number of events and the P (X )'s  are the same as in 
equation S.3 with N i ( X ) =  A'(A") and .4;(A) =  Afit . Once MINUIT completes the fit, 
possible asymmetric errors are calculated with MINOS [51].
8.3.2 N orm aliza tion  Sam ple and Efficiency R atios
The “standard” normalization channel for neutral kaon experiments is the CP- 
violating decay A'£ — ¥ - +-~ . Although ES71 will also use a A'£ — ¥ tt+" “ normalization 
in the final determination of the A'£ — ¥ e+e~ branching ratio, the work explained here 
uses A'£ — ¥ as the normalization decay. As described in Chapter 2, the ratio
of r(A'° — ¥ e+e“ ) to T(A£ — ¥ M+M_) is a theoretically interesting number. There 
are also a number of effects that must be considered in a  A'j? — ¥ ~+t:~ normalization 
process that can be ignored when normalizing to J\£ — ¥ n +n~ (see [4], for example). 
Also, with a signal statistical error that cannot be smaller than 50%, the statistical er­
ror on the normalization sample adds little in quadrature to the measured error on the 
branching ratio. ES71 has recorded the largest sample of A'£ — ¥ ii+p r  events, making a 
T(A'£ — ¥ e+e“ )/r (A °  — ¥ measurement possible.
The factors that must be known in order to do a proper normalization are:
• number of A° — ¥ events;
• ratio of the acceptances;
• efficiency ratios for the common non-particle identification cuts;
• efficiency ratios for the non-shared cuts;
• the ratio of the particle identification efficiencies;
• the ratio of the L l and L3 trigger efficiencies;
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• the expected A'° — > e+e“ event loss outside of the fit region.
In order to minimize the deviation of the ratio of the non-particle identification cut efficien­
cies from unity, the cut values are the same for all of the common cuts. The only non-PID 
cut applied to the A'° — > e+e~ sample that is not applied to the dimuon sample is the 
ee-analysis stream momentum asymmetry- cut.
The number of A'° — > P+P~ events is determined by applying the K \  — > e+e~ 
analysis cuts to the dimuon data sample. Muon identification requirements axe also imposed 
on the dimuon stream. A pj- cut of 64 MeV/c is applied and the events in the mass region
above 493 MeV/c2 are fit to a Gaussian signal peak and a decaying exponential background.
The number of events in the signal peak is then obtained by integrating the Gaussian signal. 
The mass distribution and fit quantities are shown in Figure 8.10. The integrated number 
of K \  — >• p +p~ events is [52]
NMI1 = (5450 ±  100) events. (S.6 )
The ratio of the acceptances is determined by comparing the number of accepted 
Monte Carlo events to the number generated. Both the geometrical and kinematic accep­
tances are measured using this technique. Also factored into the acceptance determination 
is the mode-dependent acceptance of the parallelism trigger. This factor provides the largest 
effect and is due to the tuning of the magnetic fields. The net transverse momentum kick 
of the magnets was set to roughly -220 MeV/c. The maximum decay p r  of 7v° — ? p +p~ 
decay is 227 MeV/c2 while the maximum for A'£ — > e+e-  is 249 MeV/c. Thus, the tracks 
from A'° — > p +p~ decays are more likely to satisfy the parallelism requirements than are 
those from A'£ — > e+e~ decays. The ratio of acceptances determined with this technique 
is
=  0.64. (8.7)
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Figure 8.10: A’£ — > (i+(j.~ normalization sample mass distribution.
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Mean 0.4949 I
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X 2 / n d f 24.54 / 17“
PI 751.6 -
P2 0.4979 .
P3 0.1447E-02-
P4 51.17 -
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Cut Cancellation
Exact cancellation 
Exact cancellation 
Possible systematic 
Possible systematic 
Exact cancellation 
Exact cancellation 
Possible systematic 
Possible systematic 
Possible systematic 
Exact cancellation 
Exact cancellation 
Possible systematic 
Possible systematic
Bad vac runs
Neutral beam definition cuts 
Vertex quality cuts 
TSC left/right time difference 
Stub removal cuts 
Extra track removal 
QT track chi*2 requirement 
TSC Good LO requirement 
TSC track time - DC trk time 
Req. tracks in fiducial volume 
Reimposing parallelism 
Level 1 trigger efficiency 
Level 3 trigger efficiency
effect
effect
effect
effect
effect
effect
effect
Table 8.6: Efficiency factors that should (largely) cancel in the ratio of £eej
Cut Efficiency How measured
CER e ID eff left 0.9791 ±  0.0016 e data
right 0.9716 ±  0.0019 e data
PbG e ID eff left 0.9922 ±  0.0010 e data
right 0.9927 ±  0.0010 e data
TSC time - CER time left 0.99S9 ±  0.0004 e data
right 0.9985 ±  0.0005 e data
CER left-right time diff 0.996 ±  0.003 high p I\e3s
Momentum asymmetry 0.9635 ±  0.0029 MC ee
Total efficiency: 0.S96S ±  .0047
Table 8.7: Efficiency factors that only affect see.
Cut Efficiency How measured
MHO ID left 0.99 /vM3 muons
right 0.99 K^z muons
MRG ID left 0.9S K^z muons
right 0.98 K^z muons
Total efficiency: 0.94
Table 8.8: Efficiency factors that only affect ^  [52] .
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One can define the ratio of the individual stream efficiencies as
EC c1^ee . .  '-ee
E E p  E‘t/x/i
where efe/ £ ^  contain the efficiencies that should either exactly (or largely) cancel and 
s'x  contains the efficiencies that only apply to the X  data stream. The efficiency factors 
for ee and pp that are currently taken to largely cancel axe fisted in Table 8 .6 . With an 
assumed r ee/ ^  =  1 for these cuts, any possible (but as yet unmeasured) deviation from 
this assumption must be taken into account as a systematic uncertainty. Efficiencies from 
cuts that can only affect £ee axe listed in Table 8.7. Those that can only affect axe fisted 
in Table 8 .8 . With the e c  ratio equal to one, the ratio of the ee to pp stream efficiencies is
~  f k  =  0.957. (8.9)
sw  £mi
The relative acceptances and efficiencies of the A'j? — > e+e ~ j  and A'£ — > e+e- e+e“ 
modes need not be determined to the same precision as A'£ — > e+e~. MINUIT will absorb 
any mis-measurements of A x /A ^ ^ -  or of the efficiencies into the branching fraction. As 
long as the shapes of the A'£ — > eTe“ 7  and A'£ — > e+e~e+e~ distributions in p^-vs-mass 
space axe correct, the normalizations axe irrelevent (at least until one wants to measure the 
A'£ — > e+e“ 7 or A'£ — > e+e~e+e~ branching ratios). The efficiency ratios for the back­
ground modes are taken to be unity and the acceptance ratios need only be approximately 
correct. The acceptance ratios used axe -4ee7 /Aw  =  O.SS and -4ecee/-4 ^  =  5.4 x 10-3 .
The only undefined factors in equation 8.3 axe the kx Js. The only k  that is differ­
ent from unity is kee. This multiplier is used to account for the signal loss due to inner 
bremsstrahlung for M ee < 480 MeV/c2. Prom equation 2.27, the signal loss is found to be 
1 1% yielding kee =  0.89.
x -fs-, (8 .8 )
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Event type MC events passing all cuts
A'£ — > e+e~ 26,961
I<°L — > e+e" 7 29,557
A'£ — e+e- e+e- 3S10
Table 8.9: Monte Carlo statistics used in maximum likelihood fit
8.3 .3  M onte C arlo Inpu t
A significant amount of Monte Carlo data that passes all the ee analysis cuts is 
needed in order that the results from the maximum likelihood fit be less sensitive to stochas­
tic variations in the Monte Carlo spectrum. This requirement is not a problem for the 
A£ — > e+e-  or A£ — > e+e~ 7  Monte Carlos but is for the A'£ — ?• e+e~e+e~ Monte 
Carlo generation. There are two effects conspiring in the A'£ — > e+e~e+e~ case. The first 
is caused by the way eeee events axe accepted; there is not a particular corner of the Dalitz 
plot than can be used. A large amount of CPU time is required to get minimal statistics. 
The second effect is the stub detection efficiency; roughly 70% of the A'£ — > e+e"e+e~ 
Monte Carlo events have detectable stubs. The numbers of Monte Carlo events from the 
three event types, ee, eey and eeee, are listed in Table S.9.
8 .3 .4  F it R esu lts  and  A'£ — > e+e~ B ranching R a tio
With all the factors in equation 8.3 determined, equation 8.4 is minimized using MI- 
NUIT. The MIGRAD minimization finds the value of T(A'£ — > e+e- )/r(A '£ — > n+n~) =  
(1.3 ±0.7) x 10-3 . The likelihood function, seen in Figure 8.11, is not symmetric about the 
central value. MINOS is run to determine the asymmetric error values. The fit result is 
then
riSHZ-) =  ( L 3 l S I )  x  1 0 " ’  ( 8 ' 1 0 )
Reproduced  w ith p erm iss io n  o f  th e  copyrigh t ow n er. Further reproduction  prohibited w ithout p erm issio n .
125
135
134
133
132
131
S  130
129
128
127
126
125
0.15 0.25 0.3 0.350.05 0.1 020 0.4
r(ee)/T(nn) * 1°
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where the errors are purely statistical. For this preliminary result, the E871 collaboration 
is assuming a roughly 15% systematic error. The official preliminary result is
r^ |n ^ -r(1-3lsl±0-2)xl0~3- ( 8 ' n )
To obtain an absolute branching fraction, equation 8.11 is multiplied by the Particle Data 
Group value of B (K QL — >■ n +fj.~) = (7.2 ±  0.5) x 10- 9  [5]. The preliminary value for the 
branching ratio for A’£ — > e+e~ is then
B(K°l  — ► e+e") =  (9 .4 i^ )  x 10“ 12. (S.12)
The corresponding number of A"£ — > e+e~ events determined by the maximum 
likelihood fit is
Nee =  4 ±  2 events. (S. 13)
The fit numbers of A"£ — > e+e~e+e~ and A'£ — > e+e- 7  events are N eeee =  (4 ±  6 ) events 
and A*ee7 =  (23 ±  6 ) events, respectively. The large error on Neeee is due to the poor Monte 
Carlo statistics in the fit region. The fit number of background events in the signal region 
is N b  =  (0.1S ±  0.14) events. The Poisson probability that a background of 0.1S events 
fluctuates up to 4 events is Pb =  4 x 10~5.
8.4 Future Prospects
E871 completed data taking in 1996 so there will be no further improvements in the 
B(K°l — '? e+e~) statistical error until the next generation of rare kaon experiments. One 
of the possible future experiments is “KAMI”, or “Kaons At the Main Injector” , [53]. The 
KAMI “Expression of Interest” proposes a single event sensitivity between 10“ 13 and 10-14. 
If they are able to achieve those sensitivities and are also able to reject background decays, 
KAMI could be able to distinguish between the dispersive and absorptive contributions to 
the partied decay width.
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8.5 Conclusions
ES71 has unambiguously observed a signal of (4±2) A° — > e+e~ events. This is the 
first observation of this very rare decay mode. The absolute branching fraction measured is 
■B(A'£ — > e+e~) =  x 10“ 12. A'£ — > e+e~ is now the rarest decay mode observed.
The measured branching ratio is consistent both with chiral perturbation theory 
predictions for the real, long distance portion of the decay amplitude [24, 23] and, at the 
1.4a level, with the unitarity bound. No short-distance physics can be extracted from the 
current measurement.
8.6 Collaborative effort and Individual Contributions
The entirety of the work presented here is the result of the collective effort of all 
members of the ES71 collaboration. However this work is a doctoral dissertation used to 
show individual effort and achievement. It has therefore been suggested to me that it would 
be most appropriate to point out my contributions.
During the construction of E871, I was involved in the refurbishment of the Muon 
Rangefinder and the construction of the Cerenkov counter. My primary focus was on the 
full software design cycle for the data upload portion of the data acquisition system. This 
effort led me to write the tape subsystem and the graphical user interface to control the 
DAQ. During run periods, my responsibilities included responsibilities as part of the on-site 
support for all of the DAQ, the MRG and the Cerenkov counter.
During the offline analysis development period, my primary role was the continued 
development and certification of the QT kinematic fitting package. As part of this, I was 
involved in the final tuning and certification of the pattern recognition software. For the 
production analyses, I -wrote the production control software and, along with others, ensured
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that the productions continued to run.
Unlike much of the experiment, the — > e re~ analysis relied strongly on indi­
vidual effort. With few exceptions, the cuts and cut values described in this document were 
set by me. I also had a leading role in the development and tuning of the “stub” algorithm 
and parameters.
None of the above should diminish, in any way, the involvement of E871 collabo­
rators. Graduate students on small, fixed-target experiments have the opportunity (and 
responsibility) to be involved in nearly all aspects on the experiment from design and con­
struction to the fined analyses. The outcome is the ability to become a “jack-of-all-trades” 
while becoming a master at quite a few.
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