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l. IIiTRODUCCION 
El propósilo de esle artículo es describir los delalles 
técnicos asociados con la estimación y uso de Vectores Aulorregresivos 
(VAR). Un Vector Autorregresivo es un sistema lineal de ecuaciones 
estocásticas en diferencias que para todo t puede escribirse de la 
forma 
donde 
[1 - B(L») Y(l) = D(l) + « l) 
Y(l) es n x 1 
B(L) 
tu 
t 
s=l 
B s 
B es nxn. s s 
1, . . . t m 
L es el operador de re lardos 
D(t) es un vector nxl de componentes delerminísticos 
« l) es nX1, ruido blanco con E
l
« l) = O, E
l
« l)« l)' = t 
(1) 
E
t 
representa expectativas basadas en la información 
disponible al principio de l período l. 
Los n\odelos VAR fueron originalmente propuestos por Sims 
(1980) como allernativa melodoló&ica a la 
convencional
1 
El objelivo fundamenlal 
modelización econométrica 
de la propuesta era 
proporcionar una estrategia de modelización que al evitar la generosa 
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2. ESTlKACION BAYESIAHA DE UN VECTOR AUTORREGRESIVO 
Por gozar de amplia familiaridad, es conveniente utilizar 
la notación del análisis de regresión convencional en el análisis que 
sigue. En concreto, si permitimos que los parámetros del modelo sean 
función del tiempo, (1) puede reescribirse como 
donde 
y(t) X(t)l3(t) + .(t) 
X(t) 
. 
. 
Xn(t)· 
X.(t)· = (y(t-l)· .... y(t-m)' Q(t)·) 
1 
i 1 . . . . f n 
(2) 
La dimensión de X. (t)· es lxk. k = mn+d. y la de X(t) nxkn. El 
1 
subvector a.(t), i l • . . .  n, contiene superpuestas las filas 
1 
i-ésimas de las matrices de coeficientes B (t). s =1 • . . .  , m y S(t). s 
De acuerdo con (2), la completa especificación de las 
propiedades estocásticas de y(t) condicionado en X(t) exige explicitar 
las de IHt) y dt). Nuestros supuestos serán los siguientes para 
todo t 
i) l3(t) A¡3(t-l) + u(t). A es knxkn 
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ii) 1¡3(l-l) IX(l») - VdÍ(l-l), Q(l-l» 
iii) lu(l)IX(l») - V(O, .) 
iv) 1« l)IX(l), ¡3(l») - V(O, E) 
v) u(l), « l) y ¡3(l-l) independienles 
Estos supuestos permiten que el análisis transcurra en un marco 
gaussiano. Obsérvese que el modelo (1) se obtiene como caso particular 
cuando A = 1 Y • = o. 
Desde una perspectiva bayesiana, el problema de estimación 
es oblener la dislribución de 1¡3(l)IX(l), Y(l») parliendo de la 
dislribución de 1¡3(l)IX(l») y la nueva información incorporada en 
el vector de observaciones y(t). Una estrategia adecuada es obtener en 
un primer paso la dislribución conjunla de ¡3(l) e Y(l) condicionada 
en X(t) para proceder a continuaci6n a condicionar en y(t). En 
concreto, combinando (2) y iv) obtenemos 
IY(l)IX(l), ¡3(l») - N(X(l)¡3(l), E) 
y combinando los supuestos i), ii), iii} Y v) 
donde 
1¡3(l)IX(l») - N(¡3*(l), Q*(l» 
� 
¡3*(l) = A¡3(l-l) 
Q*(l) AQ(l-l)A' + • 
(3) 
(4) 
De acuerdo con las reglas de probabilidad usuales, la 
función de densidad conjunla de ¡3(l) e Y(l) condicionada en X(l) es 
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el producto de las densidades en (3) y 
·densidad es la normal multivariante, 
(4) ° Para constatar que tal 
obsérvese que Ya E R
o+kn 
d °bo 
2 
po emos escr1 1[" 
a' (y(t)j 
!3(t) 
a'1 y(t) + a'2 !3(t) 
a'1[X(t) !3(t) + « t») + a'2 !3(t) 
= [a'1 X(t) + a'2) !3(t) + a'l « t) (5) 
donde (2) Y la partición apropiada de a en al' tlxl, y a2, nkxl, 
han sido utilizadas. Los supuestos i)-v) garantizan que, condicionando 
en X(l) t (5) es una combinación lineal de normales independientes y, 
por tanto, normal; lo que prueba que [y(t) !3(t») tiene una 
distribución normal multivarianle. Su caracterización se obtiene 
fácilmente combinando (2) y (4); en concreto, se tiene 
[y(t) 
!3(t) 
(X(t)!3*(t») 
,
(X(t)Q*(t)�(t)' + t 
!3*(t) ) Q*(t)X(t)' 
X(t)Q*(t») 
Q*(t) 
(6) 
y a partir de (6) la obtención de la distribución buscada es directa: 
donde 
[!3(t) I X(t), y(t») - N(�(t), Q(l» 
�(t) !3*(t) + Q*(t)X(t)'H[y(t) - X(t)I3*(t») 
Q(t) Q*(t) - Q*(t)X(t)'H X(t)Q*(t) 
-1 
H [X(t)Q*(t)X(t)' + t) 
(7) 
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La información a priori 
La estimación se completa cuando se han procesado todas las 
observaciones mueslrales de acuerdo con las ecuaciones de 
actualización explicitadas en (7). Obviamente. llevar a término el 
proceso requiere especificar A, � Y t, así como la distribución 
(4) para t=l, distribución que debe ser interpretada como condicional 
en la historia premuestral. 
Como ya se ha mencionado, un principio básico de la 
metodología VAR es evitar a priori exclusiones injustificadas de 
variables. Una especificación de (4) en t=l que sin ser controvertida 
desde el punto de vista económico sirve a este propósito es la 
siguiente: 
Ii'\(l)' = (O • • • • •  Ti' O • • . •  O) i=I, . .. , n  
donde T. ocupa la posición i-ésima y representa la media a priori 1 
del coeficiente del primer retardo de la variable dependiente en la 
ecuación i. Para Q*(l) se especifica una estructura diagonal con 
elementos dados por 
2 
<1 • •  1J 
(s) i = 1, . . .  , n;i j; s 1, . . .  , m 
2 
<1ij (s) = (
Tn+i T2n+i) s 
'1:n+1 "(3n+1 el <i 
i 
i = 1, ... n; i .J; j, s 1, . . .  , m  
1, .. . , ni h 1, . . •  d 
donde i representa ecuación, j variable endógena, s retardo y h 
variable determinística. T • n+l 
controla el grado global de 
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incertidumbre con que se incorpora la informaci6n a priori en el 
modelo; mientras que 
el tamaño relativo de 
"[2n+i 
y 't3n+i 
las varianzas 
controlan, respectivamente, 
de los coeficientes de los 
retardos de variables endógenas distintas de i y de los coeficientes 
de las variables delerministicas. con respecto a la varianza de los 
coeficientes de los retardos de la variable dependiente en i. La 
división por s aumenla el peso recibido por los relardos recientes, y 
la introducción de o (elementos de la diagonal de r) sirve 
• 
como punto de referencia para evaluar el grado de incertidumbre 
introducida, al tiempo que permite corregir la información a priori en 
función de las unidades de medida de las distintas variables. 
La introducción de coeficientes que dependen del tiempo 
tiene como objetivo capturar posibles no linearidades en el vector 
estocástico modelado. Una est.ructura diagonal para A y • simplifica 
el modelo y es adecuada para tal propósito. En concreto, especificamos 
A. diag (�4n+i) 1 i 1, ... , n 
" = diag (JI' ... , J ) Q*(l) n 
J. diag (�5n+i) i 
= 1, . .. , n 1 
Por lo que respecta a r, puede, por supuesto, 
parametrizarse, aunque es usual en las aplicaciones comenzar con una 
estimación obtenida a partir de modelos autorregresivos univariantes 
de cada una de las variables endógenas del sistema. 
Para completar la especificación de la información a priori 
sólo resta asignar valores a los componentes del vector 
T'=(T
1
···, T6n>. Tal asignación puede realizarse mediante un 
proceso más o menos elaborado de búsqueda guiada por algún criterio de 
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bondad de ajuste. Sin embargo, una información a priori estandar y 
adecuada a los propósitos de la metodología VAR es la siguiente 
T. 1 
1 
i 1, . .. , n 
T. . 1  
1 
i n+1, .. . , 2n 
T. .5 
1 
i 2 n+1, . . .  , 4n 
. 99 i = 4n+1, .. . , 5n 
. 5  i = 5n+1, .. . , 6n 
Esta especificación prima los retardos de la variable dependiente 
sobre los de las demás variables, y entre los 
dependiente prima el primer retardo sobre el 
retardos de la variable 
3 
resto . Con respee to a 
la ley de movimiento de los coeficientes, se especifica algo cercano 
al paseo aleatorio con un término de error cuya variabilidad es 
�ensiblemente 
f· · t 
4 
coe 1C1en es . 
inferior a la int['oducida para los propios 
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3. USOS DE UN VECTOR AUTORREGRESIVO 
Una vez estimado, el uso que puede hacerse de un modelo VAR 
es el usual de un modelo econométrico. Existen. sin embargo, dos 
ejercicios típicos que suelen realizarse con este tipo de modelos que 
son útiles para el análisis de las interacciones dinámicas que 
caracterizan al sistema estimado. El primero es la simulación de los 
efectos de ShOCKS a las distintas perturbaciones aleatorias del 
sistema: el cómputo de la denominada función impulso-respuesta. El 
segundo es la descon�osición de la varianza del error de predicción en 
componentes asociados a las distintas perturbaciones. 
La Función Impulso-Respuesta 
Esta función es simplemente la representación de medias 
móviles asociada con el modelo estimado, y se obtiene invirtiendo el 
operador autorregresivo. En concreto, si definimos
5 
[I_B(L»)-
l 
K(L) = s 
s=O 
a partir de (1) podemos escribir 
y(t) - K(L)D(t) 
., 
I 
s=O 
K dt-s) s (8) 
expresión en la que puede apreciarse que la respuesta del componente 
no delerminístico de y. (t), i=1, ... ,n, a un shock de una unidad q 
1 
periodos antes en la perturbación c. , j =1, ... ,n, viene dada por el 
J 
elemento K (i,j). Está claro, por tanto, que (8) dibuja la respuesta 
q 
del sistema a shocks en los componentes del vector de perturbaciones 
< • 
� 12� 
Un algoritmo sencillo para obtener la sucesión de matrices 
H a partir del operador autorregresivo es el siguiente. Para un 
s 
modelo de orden m evalúese 
Y(-l) = = Y(-m) o 
y 
dO) • (O, ... , 1, O, ... 0) 
dI) d2) O 
donde el 1 del vector E: (O)' ocupa la i-ésima columna. Entonces el 
vector Y(q) dado por 
Y(q) 
m 
E 
s=l 
B Y(q-s) + «q). 
s 
es la i-ésima columna de H . 
q 
q=O,l, ... 
Descomposición de la Varianza del Error de Predicción 
Considérese el problema de predicir el vector Y(l+K), K�O, 
al principio del período t. Esta predicción se obtiene observando en 
primer lugar que a partir de (8) podemos escribir 
Y(t+K) K(L)D(t+K) + KO«t+K) + K1«t+K-l) + ... 
... + �«t) + �
+l
«t-l) + ... (9) 
Tomando entonces expectativas a ambos lados de (9) en base a la 
info�ción disponible al principio del período t obtenemos 
EtY(t+K) = K(L)D(t+K) + �+l«t-l) + �+2«t-
2) + . . .  (10) 
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puesto que la predicción del componenle delerminístico es perfecta, y 
E
t
«t+K) = O para �O. 
Combinando (9) Y (10) se obtiene el error cometido al 
predecir K periodos hacia adelante el vector Y. En concreto, se obtiene 
K 
I 
s=O 
K «t+K-s) s 
variable aleatoria cuya varianza viene dada por 
K 
I 
s=O 
K IK' s s 
(11) 
(12) 
El ejercicio de descomposición de varianza consiste en 
descomponer (12) en componentes que permitan aislar el porcentaje de 
variabilidad de Y. explicado por E .  i,j=l, . . .  , n, para distintos 1 J 
horizontes prediclivos. Tal descomposición se obtiene con relativa 
facilidad en el caso en que los componentes del vector de 
perturbaciones E son ortogonales. En concreto, supongamos que lo son 
y volvamos a la expresión (11), el error de predicción con horizonte 
K. Definamos a partir de (11) el siguiente conjunto de vectores 
P. 
1 
K 
I 
s=O 
K R. «t+K-s) s 1 i 1, . . . , n 
donde R. , nxn, contiene ceros en todas sus entradas excepto en la 
1 
posición i-ésima de la diagonal principal que contiene un uno. La 
conveniencia de definir los vectores P. se hace evidente cuando se 
1 
observa que cada uno de ellos involucra exclusívamente a los 
componentes i-ésimos de los vectores de perturbaciones c(t+K-s), 
s=O, . .. , K, los 
Además, R. es 
1 
únicos capturados 
idempotente, y K R. s 1 
por el 
captura 
la matriz K , 
s por lo que podemos escribir 
producto R. dt+K-s). 
1 
la columna i-ésima de 
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K n K 
E K dt+K-5) E E K R.dt+K-5) 
5=0 5 i=l 5=0 s 1 
n K 
E E K R. R. c(t+K-5) 
i=l 5=0 5 1 1  
n 
E P. (13) 
i=l 1 
Es decir, hemos expresado el error de predicción como la suma de n 
componentes ortogonales. A partir de (13) es evidente que 
K 
Val" [ E 
5=0 
K c(t+K-5)] = 5 
n 
E 
i=l 
- P 
Val"(P. ) 1 
por lo que la varianza del error de predicción con horizonte K de la 
variable i-ésima viene dada por elemento P( i, i); Y la proporción de 
esa varianza debida a la perturbación j-ésima por el ratio 
P,(i,i)/P(i,i), i, j = 1, . . .  , n. 
J 
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4. ORTOGONALIZACION DEL VECTOR DE PERTURBACIONES 
Los usos descritos en la sección 3 carecen de un sentido 
claro si el vector de perturbaciones del sistema no es ortogonal, 
puesto que en lal caso no es posible identificar de forma inequívoca 
las fuentes de variabilidad del sistema. El supuesto de ortogonalidad 
sólo ha sido utilizado de forma explícita en la obtención de la 
descomposición de 
que también es 
la varianza del error de predicción, pero es obvio 
necesario p�ra el cómputo de la función 
impulso-respuesta, puesto que no tendría mucho sentido examinar la 
respuesta del sistema a una perturbación aislada si tal perturbación 
ha tendido a producirse en conjunción con otras perturbaciones del 
sistema. 
En general, sin embargo, la matriz de varianzas y 
covarianzas t no es diagonal. Por tanto, una tarea previa a la 
utilización del modelo debe ser la obtención a partir de E de un 
nuevo vector de perturbaciones cuyos componentes si sean ortogonales. 
Esta es la larea a la que hace referencia el término "ortogonalización 
del vector de perturbaciones", y consiste simplemente en distribuir la 
responsabilidad de las correlaciones reflejadas en I entre los 
distintos componentes del vector de perturbaciones E .  
El objetivo de esta sección es describir un método general 
de ortogonalización poniendo especial énfasis en la conexión entre el 
modelo originalmente estimado y el obtenido una vez incorporado el 
vector de perturbaciones ortogonales. La intención al hacer explícita 
esta conexión es clarificar que el modelo obtenido una vez realizada 
la ortogona 1 izac ión no es una f orilla reduc ida, s ino una forma 
estructural; y que, por tanto, el proceso de ortogonalización es de 
hecho una forma de identificación. 
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Ortogonalización e Identificación 
El método de identificación que pasamos a describir 
comienza postulando un modelo lineal en el que el vector de 
observables Y( t) es determinado por los valores corrientes y 
retardados de un vector n-dimensional de perturbaciones v. Los 
componentes de v son fuentes primarias de variación. interpretables 
y ortogonales (serial y contemporáneamente) cuya identificación 
pretendemos. En concreto. escribirnos 
donde 
Y(l) - d(l) = A(L)v(l) 
A(L) I 
s=O 
A es roen 
s 
del) es un vector nxl de componentes determiníslicos 
(14) 
v(l) es nx1, ruido blanco con E v(l)=O, E v(l)v(l)'=I , diagonal. 
l l v 
y por conveniencia notacional hemos suprimido el índice temporal de la 
sucesión de matrices A . 
s 
Definiendo G(L) -1 _ A(L) , a  parlir de (14) oblenemos 
expresión 
existirá 
G(L)Y(l) - G(L)d(l) v(l) 
que tiene la forma usual de un 
-1 
siempre que AO exista. Además, 
debe 
(15) 
modelo estructural. G(L) 
por definición de G(L), 
-1 cumplirse que GO =AO. 
se tiene que GOAO=I, por lo que 
Como consecuencia, si prenrultiplicamos 
obtenelnos 
ambos lados de (15) 
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y(t) = B(L)y(t) + D(t) + « t) 
donde 
B = - A G s�1 s O s 
D(t) = AOIG(L)d(t)] 
que es la forma reducida (1). 
(16) 
Está claro, por tanto, que una vez obtenido el operador 
aulorregresivo, D(L), la identificación del modelo (14) requiere 
s61amente conocer AO y Iv' pueslo que, de acuerdo con (16), 
G = - A-
1 
B 1 
S O S 
s� 
-1 y. por definición, GO=AO ' Además, la secuencia G determina s 
univocamente la secuencia A . 
s 
La relación postulada en (16) entre los vectores de 
perturbaciones 
se tiene que 
y " 
«t) A
O 
,,(t) 
o 
,,(t) 
y por tanto 
pennite estimar y t . 
" 
En concreto, 
(17) 
o 
G IG' = r 
O O v 
-18 -
(18) 
El siguiente procedimiento de estimación en dos etapas puede entonces 
aplicarse: 
a) Estímese el operador autorregresivo B(L) y el componente 
delerminíslico O en (16) y constrúyase un estimador consistente de 
I, I. 
b) Usando i: y (18) obléngase estimadores máximo-verosímiles de AO 
y r . 
v 
La función de verosimilitud para el problema de estimación 
en b) es la distribución conjunta de los vectores de perturbaciones 
dl) , t=l, . . . •  T (T es el tamaño muestral), 
constantes, es 
T 
! loglrl - 1 r .(l)' r-l .(l) 
2 2 l=l 
que, ignorando 
y que utilizando (18) y sustiluyendo dl) por su estimación mueslral 
puede manipularse para obtener 
(19) 
exp['esión que debe maximizarse con respecto a Ao y r 
v 
sujeta a 
la restricción 
r (20) 
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El problema puede reescribirse si se observa que, dada la 
restricción (20), el segundo término en (19) se convierte en -nT/2. 
Por tanto, el problema a resolver es maximizar 
n 
1 I 2 . 1 J= 
log I (j,j) 
" 
con respecto a A
O 
y I
v
(j,j), j�l, . . .  ,n, y sujeto a (20). 
Conviene no lar que para que el problema de maximización 
planteado esté bien definido es condición necesaria que el número de 
parámetros distintos de cero en el lado derecho de (20) no 
número de valores distintos de la matriz I, es decir 
supere el 
2 
(n +n)/2. 
También conviene mencionar que los estimadores surgidos de este 
problema de maximización serán asintóticamenle equivalentes a los que 
se obtendrían si I fuera conocida, ya que la matriz de información 
asociada al problema definido es diagonal por bloques (Durbin, 1970). 
El esquema de ortogonalización utilizado en las primeras 
aplicaciones de la metodología VAR era el denominado esquema de 
Choleski (Sims, 1980). Este esquema especifica una matriz AO 
triangular inferior con unos en la diagonal principal. En este caso, 
la solución al problema de maximización es inmediata, puesto que con 
I diagonal existe 
v 
positiva definida 
solución de (20) es 
mayor realismo, el 
cadena de Wold que 
estructuras para A
O 
una única manera de 
en la forma 
única. En general, sin 
expresar una matriz 
por lo 
embargo, en 
que la 
aras de un 
analista encuentra conveniente aparlarse de la 
implica el esquema de Choleski especificando 
distintas de la triangular (Ballabriga, 1988; 
Bernake, 1986; Sims, 1986, 1987). 
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5. APLICACION 
A modo de ilustración, esta sección presenta alguno de los 
resultados obtenidos en una aplicación de la metodología VAR a la 
economía española (Ballabriga, 1988). 
El objetivo principal de la aplicación era intentar evaluar 
la importancia de las perturbaciones internacionales como fuente de 
fluctuaciones para la economía española durante el período 1969-1984. 
Con tal fin, las técnicas descritas en las secciones anteriores fueron 
aplicadas a un conjunto de 18 variables (7 de ellas internacionales) 
que caracterizaban las condiciones económicas en España y en el reto 
del nrundo durante el período estudiado. Las variables utilizadas y el 
esquema de orlogonalización estimado se presentan en el CUadro 1 t el 
-1 
esquema escrito en la forma Ao €=U y con los nombres de las 
variables representando componentes del vector de perturbaciones € .  
Se estiman 70 de 
que corno máximo podrían 
los (182-18)/2=153 
• 
6 
estunarse El 
parámetros de 
esquema no es 
ambicioso en términos de identificación en el sentido de que persigue 
la identificación de bloques de comportamiento más que de ecuaciones 
individuales de comportamiento. La estrategia seguida es intentar 
aislar las fuentes de variabilidad asociadas a determinados sectores y 
mercados. En concreto, se trata de identificar nueve bloques de 
comportamiento agrupados en el CUadro 1 en el siguiente orden: 
consumo-producción nacional, mercado de trabajo nacional, sector 
gubernamental nacional, mercado de dinero nacional, tipo de cambio 
nacional, consumo-producción internacional, sector gubernamental 
internacional t mercado de dinero internacional y comportamiento de los 
precios energéticos. Todos los bloques están triangularizados excepto 
los del mercado de dinero y el del tipo de cambio nacional. 
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El cómputo de la descomposici6n de varianza y de la función 
impulso-respuesta asociadas al sistema estimado sugirió, entre otras, 
dos conclusiones interesantes. En primer lugar, el dominio de las 
perturbaciones domésticas como fuente de fluctuaciones para la 
economía española duranle el período 1969-1984. En segundo lugar. la 
preponderancia de los flujos reales sobre los financieros como 
mecanismo de transmisión de las perturbaciones internacionales. En 
concreto, las perturbaciones internacionales más efectivas eran 
aquellas que tenían un efecto claro sobre el nivel de exportaciones 
españolas. 
El CUadro 2 y la figura 1 contienen, respectivamente, la 
proporción de la varianza del error de predicción de las variables 
nacionales explicada por la variabilidad de las exportaciones y la 
respuesta de las mismas variables a un shock de una desviación típica 
a las exportaciones . Ambos cálculos sugieren las mismas interacciones 
dinámicas, interacciones que a la luz del esquema de ortogonalización 
presentado en el Cuadro 1 admiten la siguiente interpretación: 
Un aumento de las exportaciones incentiva la producción y 
genera un aumento de las importaciones . la oferta monetaria responde 
contemporáneamente al mayor nivel de actividad provocando un ligero 
incremento de la cantidad de dinero y el correspondiente descenso del 
tipo de interés, lo que puede estar proporcionando parte del incentivo 
para el incremento de la producción. Los precios experimentan un 
ligero incremento con el paso del tiempo. El gasto público muestra un 
comportamiento contraciclico, descendiendo ligeramente en respuesta al 
incrrunenlo de la producción. Las fuerzas de signo opuesto que afectan 
al valor de la moneda nacional (exportaciones, importaciones y tipo de 
interés) parecen compensarse dejando el tipo de cambio prácticamente 
inafectado. Ni la tasa de desempleo ni el salario nominal son 
afectados de una forma clara a lo largo del proceso. 
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Obsérvese que todos los efectos presentados en el Cuadro 2 
y la Figura 1 son muy persistentes y significativos, como muestran las 
desviaciones típicas que los acompañan. Estas desviaciones fueron 
calculadas mediante un ejercicio de Honlecarlo utilizando la 
distribución g posteriori del operador autorregresivo. El método de 
Monlecarlo es la única vía practicable para este cálculo dada la 
relación altamente no lineal que existe entre las representaciones 
autorregresiva y de medias móviles. 
- 2 3 -
N o t a s 
l. Aquella cuyos origenes están estrechamente ligados a la fundación 
Cowles, allá po� los años 50. 
2. El argumento aplica la siguiente caracterización de la distribución 
normal nwltivarianle: 
Z, pxl, es normal nrultivarianle sí y sólo si Va E RP t a'Z es 
nonnal. 
3. De hecho t esta especificación incorpora el "prestrigio predictivo" 
de los modelos de series temporales univarianles y t entre ellos t el 
del paseo aleato�io. 
4. Esta ley de movimiento intenta reflejar la opinión de que demasiada 
variabilidad en los coeficientes tiende a empeorar los resultados 
obtenidos con el modelo. La experiencia respalda esta opinión. 
S. A partir de aquí suprimimos el índice temporal del operador 
autorregresivo con objeto de simplificar la nolación. Debe 
entenderse que el operador es el obtenido una vez procesadas todas 
las observaciones muestrales. 
6. Los 18 pa�ámet�os �estantes hasta el máximo posible de (18
2
+18) /2 
son los elementos de la diagonal principal de I . 
" 
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CUADRO 1 
Esquema de Ortogonalización 
Los nombres de las variables representan en este cuadro los 
componentes correspondientes del vector de perturbaciones E .  El 
número entre paréntesis es el estadístico t. 
Variables nacionales 
unempl Tasa de Desempleo 
spipi Output 
spcpi Precios 
spwage Salarios Nominales 
sprev Ingresos Públicos 
spexp Gasto Público 
spimp Importaciones 
spxpt Exportaciones 
spml Stock Monetario 
spltr:- Tipo de Interés 
sprexr Tipo de Cambio 
Variabes Internacionales 
wipi 
wcpi 
wr:-ev 
wexp 
wml 
wltr:­
opi 
Output 
Precios 
Ingresos Públicos 
Gasto Público 
Stock Konetar:-io 
Tipo de Inter:-és 
Precios Energéticos 
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spipi = 1. 16sprev + 4. 22spexp - l7. 3spllr + 43. 6sprexr - 9. 7wipi 
spcpi 
(0.54) (1. 39) (-0. 93) (0. 96) (-0. 90) 
-73. 5wcpi + 1. 590pi + ul 
(-0. 71) (0.54) 
0. 037spipi + 0. 099sprev 
(0.14) (0. 82) 
-O. 28sprexr - 0. 16wipi 
(-0. 81) (-0. 57) 
+ 0. 16spexp 
(1. 21) 
+ 2. 52wcpi -
(1. 21) 
- O . 19spllr 
(-0. 91) 
0. 082opi + u2 
(-1. 16) 
spxpt -1. 27spipi - 1. 32spcpi + 0. 089sprev + 0. 15spexp + 1. 45spllr -
(-0.53) (-0. 48) (0. 49) 
-O. l5sprexL� + 2. l3wipi - 0. 68wcpi 
(-0. 26) (1. 10) (-0. 13) 
spimp 3. 47spipi + 2. 9spcpi + O. llsprev 
(2. 46) (1.87) (0.64) 
-0. 59spltr - 1. 6lsprexr - 1. 8wipi 
(-0. 65) (-2. 91) (-1. 26) 
unempl -0. 4lspipi + u5 
(-1. 56) 
spwage -O. 011unemp 1 + 0. 15spcpi + u6 
(-0. 11) (0.24) 
spexp 0. 39unempl - 10. 7spcpi + u7 
(1. 71) (-2. 18) 
(0. 69) 
+ O. l1opi + 
(0. 47) 
+ 0. 014spexp 
(0. 08) 
+ 11. 7wcpi 
(2. 47) 
sprev 0. 018spipi - 1. 99spcpi + 0. 46spexp + u8 
(0. 03) (-0. 84) (1. 24) 
spml -O. 32spllr + v9 
(-2. 42) 
(1. 31) 
u3 
- 0. 43spxpl -
(-1. 24) 
- 0. 36opi + u4 
(-1. 92) 
spltr = -1. 04spipi - 0. 33spcpi + 0. 74spml - 0. 18sprexr + 0. 27wllr + uI0 
(-3. 60) (-0. 43) (1. 94) (-0. 74) (1. 91) 
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sprexr -2.0spin� + 0.77spxpt + 0. 39spltr + 9.6wcpi + VII 
wipi 
wcpi 
wexp 
wrev 
wml � 
wltr 
(-2.11) (1.16) (0.68) (1.78) 
-3.89wrev + 34. 8wexp + 10.0wltr + 0. 76opi + v12 
(-0.55) (1.62) (1.43) (1.57) 
0.045wipi - 0. 046wrev + 0.035wexp - 0.018wltr + O.017opi 
(1. 34) (-2.15) (1. 64) (-1.04) (4.42) 
-32.1wipi - 66.4wcpi + v14 
(-2.26) (-1.92) 
-0. 056wipi + 3. 39wcpi + 0.24wexp + vIS 
(-0.23) (1. 61) (0.93) 
0. 38wipi + 9.31wcpi - 1. 6wllr + v16 
(1.27) (2.45) (3.92) 
195.1wml + v17 
(1. O) 
+ v13 
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CUADRO 2 
Descomposición de Varianza 
Los números en las columnas representan la proporción media de la 
varianza del error de predicción en las variables nacionales explicada por la 
variabilidad de las exportaciones para horizontes temporales de predicción de 
1� 4. 8. 12 Y 24 trimestres. La desviación tipica se da entre paréntesis. 
UNEMPL 
SPIPI 
SPCPI 
SPWAGE 
SPREV 
SPEXP 
0.5 
0.5(0.09) 
0.6(0.2) 
0.6(0.4) 
0.9(0.9) 
14.7 
14.1(0.8) 
14.5(2.0) 
14.2(3.1) 
12.6(5.7) 
0.5 
0.7(0,3) 
1. 2(1.1) 
1.9(1.9) 
4.1(4.4) 
0.0 
0.01(0.02) 
0.08(0.09) 
0.1(0.2) 
0.1(0.8) 
0.4 
0.4(0.06) 
0.4(0.1) 
0.5(0.2) 
0.7(0.6) 
1.3 
1.3(0.1) 
1.4(0.3) 
0.5(0.6) 
1.1(1.4) 
SPIMP 
SPXPT 
SPK1 
SPLTR 
SPREXR 
14.0 
14.0(0.5) 
13.9(1.2) 
13.9(1.9) 
13.2(3.9) 
56.5 
56.4(0.55 
56.1(1.3) 
55.1(2.1) 
52.8(4.7) 
1.9 
1.8(0.5) 
2.0(1.2) 
2.3(1.9) 
3.5(4.0) 
8.9 
8.9(0.6) 
8.8(1.5) 
8.8(2.3) 
8.1(4.6) 
0.5 
0.6(0.1) 
0.6(0.3) 
0.1(0.6) 
1.3(1.5) 
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FIGURA 1 
Impulso-Respuesta 
Cada gráfico contiene la respuesta media (medida en 
desviaciones típicas) de la variable correspondiente a un shock de una 
desviaeión típica en las exportaciones. La respuesta se da para un 
horizonte temporal de 24 trimestres, acompañada de una banda de 
más/menos una desviación típica. 
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