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Abstract—
Nowadays, there is an intense research activity in
designing systems that operate in real life, physical
environments. This research is spanned by various ar-
eas in computer science and engineering: embedded
systems, reactive systems, wireless communications,
hybrid systems, stochastic processes, etc. A severe
limitation in the development of these systems is due
to the mathematical foundation and complexity of
the physical environment. Often, the physical envi-
ronment is continuous and uncertain, and modelled
in terms of continuous stochastic processes. These
mathematics are quite different from the underlying
mathematics of discrete controllers based on logic
and algebra. In this paper, we propose a specification
formalism called stochastic functional logic based
on algebraic framework. This axiomatises and ab-
stracts away advanced structures from functional and
stochastic analysis. The definition of the logic mimics
the practice in applied mathematics. This logic is inte-
grated with a probabilistic process algebra to provide
a specification framework for embedded systems. The
integration mechanism is based on partial ordered
sets. Moreover, we construct an energy integral to
every stochastic functional logic specification. In this
way, we combine the power of formal specification
and stochastic analysis for the software development
of embedded systems.
I. INTRODUCTION
In this paper, we further investigate this issue for em-
bedded controllers operating in a continuous and uncertain
environment. Concretely, in this paper, we present three
major contributions:
1) A new logic, called stochastic functional logic (SFL
for short), for specification of systems with stochastic
features. This logic is added to Z [15], in order to
allow the engineers use the traditional mathematical
notations in the form of a specification language.
2) An integration between the above language and a
probabilistic process algebra. The integrated language
can be used to describe the operations of the discrete
controller in its continuous environment.
3) A formalization, called energy space, of a the energy
integral, which is a very powerful tool of stochastic
analysis. This algebraic formalization is used to con-
struct, for every SFL specification, an energy integral.
The last contribution is a very difficult entreprise and it
constitutes the driving goal of the mathematical develop-
ments we present in the following. It bridges formal methods
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and stochastic analysis in a new manner for building a
robust foundation for software development of distributed
embedded controllers with stochastic features.
The paper is structured as follows. In the section 3 we
introduce the main mathematical notations and concepts. In
section 4 we define the modelling languages: for the discrete
embedded controllers (a probabilistic process algebra) and
for their physical environments (a new logic, called the
stochastic functional logic). In the following section we show
how these languages can be integrated using an algebraic
model of embedded systems. Some tools of stochastic anal-
ysis, like the energy integral, are added to the framework in
section 6. In the final section we draw some conclusions and
discuss related and future work.
II. MOTIVATION
The explosive growth in microelectronics, biomedical im-
plants, and ubiquitous computing raises challenges to formal
methods that would have been hard to consider seriously
a decade ago. Microprocessor, sensor networks and various
controllers function now in the most unexpected physical en-
vironments. In medicine, there are electronic implants in the
most sensitive parts of the human body like heart and brain.
The bottom of the sea and the very remote windmills are
monitored by sensor networks exhibiting complex behaviors
like adaptivity, self-management, etc. If we considered wire-
less communications, robotics and the classical applications
of hybrid systems (chemical industry, automotive systems,
power and nuclear plants), this list would be even longer.
A major characteristic of these systems is that they operate
in a physical continuous environment, and the interaction
with this environment can be complex. Traditionally, this
class of applications has been associated with embedded
systems. The research in embedded systems has focused
mainly on real time constraints and resource limitations. The
continuous dynamics of the environment has very peculiar
features like nonlinearity, uncertainty, etc. Usually, these
have been abstracted away by drastic discretizations: the
environment evolution is measured using a finite set of
sensors. The real values of these parameters were the only
continuous aspects considered in the design of an embedded
controller. In control engineering and hybrid systems, there
are cases when the continuous aspects are fully considered in
the form of continuous dynamical systems. However, there
are subtleties regarding their practical use: these dynamical
systems are, in general, designed by humans (engines, cars,
planes, trains, etc). These systems are simpler and less
uncertain than the physical processes from nature and bi-
ological systems. When continuous processes are considered
in their full generality there is little or no use at all of
formal methods (like in gene regulatory networks, control
engineering, bioengineering, etc). In this paper, we address
the issue of constructing a semantic framework that bridges
the formal methods and the (stochastic) continuous physical
models. The intelligent embedded systems need to meet
the requirements of modern control (prevision, adaptation,
learning, self-management) and critical safety requirements.
To achieve that, they will consider sophisticated environment
representations. The main obstacles in using physical fea-
tures in formal methods are due to the very different nature
of the semantics. The difference between the semantics of
the discrete controller and the continuous environment is
in fact very deep and it acts in multiple dimensions. The
most obvious is the density of trajectories of the environ-
ment behavior. Moreover, if in the deterministic case these
trajectories are uniquely determined by an initial condition,
in the probabilistic case this property is lost. In consequence,
bisimulation looks very different compared with the discrete
case, the reasoning about the set of traces can not be carried
out as in the deterministic case.
III. MATHEMATICAL PRELIMINARIES
A. Concurrency relations and causal posets
A complete lattice is a partially ordered set in which
every subset has a least upper bound and a greatest lower
bound. A conditionally complete lattice is a lattice which
have the property that every non-void bounded subset has a
least upper bound and a greatest lower bound.
We consider a set B and the following relations:
• the concurrency relation: co ⊂ B × B is a symmetric
nonreflexive relation (co ∩ idB = ∅);
• the causal relation li ⊂ B×Bis a nonreflexive relation, i.e.
li∩ idB = ∅; such that the following interrelating properties
holds: co ∩ li = ∅ and co ∪ li = B ×B − idB .
The following properties holds: i) li = li−1; ii) li = B ×
B − co;
The relation lo expresses a notion of locality (even does
not contain any topological or metric information) based on
concurrency and causality alone.
A partial order ≺⊆ B × B is called a causal order iff ≺
∪ = li.
Let ≺ be a causal order. We shall use the notations: i )
4=≺ ∪id|B ; ii ) =≺−1;iii) li =:≺ ∪  ∪id|B
B. Markov models
Let
M = (Ω,F ,Ft, xt, P, Px)
be a strong Markov process. We suppose that the state space
X is a Hausdorff space. The state space will be equipped
with its Borel σ-algebra B(X).
In this paper, we suppose that all the Markov processes
M used satisfy the following hypotheses.
1.M paths are right-continuous with left limits (cadlag
property), i.e. if all the paths t→ xt(ω) are right continuous
functions on [0,+∞) and have left-hand limits on [0, ζ)
almost surely.
2. X is a separable metric space homeomorphic to a Borel
subset of some compact metric space (X is called Lusin
space), equipped with Borel σ-algebra B(X) or shortly B.
Let B(X∆) be the Borel σ-algebra of X∆.
3. The operator semigroup of M maps Bb(X) into itself.
4. The excessive functions of M are right continuous on
trajectories.
Hypotheses 2., 3., 4. mean that M is a Borel process [22].
We have used the following concepts:
• The set Bb(X) or Bb is the lattice of bounded real
measurable functions defined on X .
• The semigroup operator is given by
Ptf(x) = Exf(xt) =
∫
f(y)pt(x, dy), t ≥ 0 (1)
where Ex is the expectation w.r.t. Px and pt(x,A), x ∈ X ,
A ∈ B represent the transition probabilities, i.e. pt(x,A) =
Px(xt ∈ A).
Using the semigroup operator one can define the kernel
operator
V f =
∫ ∞
0
Ptfdt, f ∈ Bb(X) (2)
and then the set of potentials, i.e.
PM = {V f |f ∈ Bb(X); f ≥ 0} (3)
IV. TWO MODELLING LANGUAGES
In modern control engineering (see, for example, the EU
Hybridge project web site [14] for extensive references), the
problems but formulated in a global manner. For example,
engineers and applied mathematicians often use measurable
sets of system trajectories (often of continuum power). The
trajectories themselves are dense and thus it is impossible
to use specifications involving concepts like ‘next state’ and
‘after k steps the system...’. The trajectories form very rich
algebraic and functional structures. System properties are
often defined in terms of possible trajectories using advanced
concepts of topology, functional analysis and probability
theory. In contrast, probabilistic methods in computer science
are based on explicit state changes, where the concept of
next state is fundamental. These methods, from an engi-
neering (whether this is financial, medical or safety critical
systems) point of view, could be characterized as been
local (the vicinity given by the possible next states) or
observational (the system behaviour is given by observing
the state changes). Probabilistic specification and verification
(using model checking) are now mature and rapidly growing.
A severe limitation of these methods is that they are strictly
local (which means a clear underlying transitional structure).
In this section, we propose a logic for specifying properties
of behavioural models (general Markov processes) called the
stochastic functional logic.
A. Stochastic functional logic
We start with a specification language that offers support
for continuous mathematics primitives, like reals, continuous
functions, differentiable or integrable functions. A suitable
language is Z [15], mainly because it preserves the favorite
notations of mathematicians.
1) Syntax: Consider a generic collection of types, called
stochastic types. Each type models a the generator of a
Markov process.
The terms of a given type T are generated by the following
grammar
f := 1| ⊥ |>|ff |f : f |f ◦− c| inf(f, f)| sup(f, f)| < V > f
To each type T we attach two supertyped VT and ET and
the terms of type VT are of the form < V > f with f
ranging the terms of type T . The terms of type ET are of
the form supn∈N pn with p ranging the terms of type VT .
The formulas are defined as equalities or inequalities
between terms. The (in)equalities where the left hand side
term is of type ET are called trace formulas.
A stochastic interpretation is as follows. Given a Markov
processM = (Ω,F ,Ft, xt, Px) as in Section 3, the interpre-
tation of an f ∈ z is a function f : X → R which belongs
to Bb(X). Then
1(x) := 1,∀x ∈ X
⊥ (x) := 0
>(x) := M, where M is a constant large enough
(f  g)(x) := f(x) + g(x)
(f : g)(x) :=
{
f(x)− g(x) , if f(x) ≥ g(x)
0 , otherwise
(f
◦− c)(x) =
{
f(x)− c , if f(x) ≥ c,∀x ∈ X
0 , otherwise
(< V > f)(x) :=
∫
[
∫∞
0
f(xt(ω))dt]Px(dω)
The infimum and supremum are defined pointwise. The
action of V to a formula f is given by
(< V > f)(·) = E·[
∫ ∞
0
f(xt)dt] =
∫ ∞
0
Ptf(·)dt = V f(·)
(4)
• The elements of Bb(X) can be thought of as terms in
a Stochastic functional logic associated to M .
2) Algebraic semantics: A basic space is defined as being
a structure < S,≤,⊥,>, > where:
(S1) < S,≤,⊥,> > is a lattice for which:
• ⊥ the minimal element and > the greatest element;
• the lattice (S\{>},≤|S\{>},⊥) is lower complete and
upper conditionally complete;
• ≤ is called the essential order; we denote by ∨ resp. ∧
the supremum resp. infimum of this lattice;
•⊥ is called the nil action; > is called deadlock;
(S2) (S,,⊥) is a monoid for which:
• s = ⊥ if s s = ⊥ (∀s ∈ S);
• s> = > (∀s ∈ S);
(S3) and the following compatibility axioms holds:
• s (a ∨ b) = (s a) ∨ (s b) (∀a, b, s ∈ S);
• a b = (a ∧ b) (a ∨ b) (∀a, b ∈ S).
The residual of a by b, denoted by a : b, is the greatest
element (if exists) such that b (a : b) ≤ a.
The semantics of a type T of SFL is a basic space ST and
the semantics of a term of type T is an element of ST . The
logical operators , :, inf, sup,⊥,> are interpreted by their
obvious correspondent in a basic space. The semantics of the
logical constant 1 is the neutral of the basic space monoid.
The semantics of trace formulae of type T are elements of
ST satisfying the axioms P1−P8 from section 4.
Two elements a, b ∈ S are called strongly dual, denoted
by a⊥b, if a ∧ b = ⊥. We denote the class of orthogonal
elements of a, by a⊥, i.e. a⊥ =: {s ∈ S; a⊥s}.
Let S be a basic space.
The specific order ≤ is defined by a ≤ b iff (∃c ∈ S)
: b = a c. We denote by ∨ resp. ∧ the supremum resp.
infimum in this order (if they exist).
Proposition 1: Every basic space has the decomposition
property.
Proposition 2: We have ≤⊆≤ (the specific order is
coarser than the essential order).
We define the order topology τ≤ on < S,≤> by putting
(ai)i∈I →
τ≤
a iff ( (ai)i∈I is increasing and dominated and∨
i∈I
ai = a ) or ( (ai)i∈I is decreasing and
∧
i∈I
ai = a
). Analogously can be defined the specific order topology
τ≤on < S,≤>
Proposition 3: The superposition is continuous in the or-
der topology.
Remark 1: The latticeal operations ∨ and ∧ are continu-
ous in the order topology.
The algebraic semantics can be integrated into Z semantics
by shallow embedding: it can be simply specified in Z.
B. Probabilistic process algebra PPA
PPA is a probabilistic extension of a kernel of Lotos
language. The notations has two equivalent semantics, op-
erational and denotational (based on causal ordering).
1) The syntax: Let Act be a finite alphabet and L be the
set of formulas generated by the following grammar:
F ::= 0 | √ | a;F | F +p F | F ||GF.
p ∈ (0, 1) is a probability.
The constants 0 and
√
denote inaction, respectively suc-
cesful termination. a;F is the action prefix. The operators
+, ||G denote, respectively, the choice, parallel composition.
The operator +p is the probabilistic choice: F +p G means
that F or G are executed nondeterministically, F with the
probability p and G with the probability 1− p.
The PPA consists of those formulae that satisfy the ppa
predicate
PPA , {F ∈ L | ppa(F )}
where ppa : L → Bool is defined as:
ppa(0) , true, ppa(√) , true ,
ppa(op F ) , ppa(F ) for op ∈ {a; , \, []}
ppa((F1 ||G F2) , ppa(F1) ∧ ppa(F2)
ppa(F1 +p F2) , ppc(F1 +p F2) ∧ ppa(F1) ∧ ppa(F2)
The predicate ppc : L → Bool is defined by
ppc(B1 +p B2) , (ppc(B1) ∨B1 = τ ;B′1) ∧ (ppc(B2) ∨
B2 = τ ;B
′
2)
ppc(op B) , ppc(B) for op ∈ {\, []}
and ppc is false for all other formulae.
The predicate pc(B) denotes the fact that the formula
B has a probabilistic choice at the component level. The
function pc : L → Bool is defined as follows:
pc(B1 +p B2) , true
pc(B1  B2) , pc(B1) ,
pc(B1||GB2) , pc(B1) ∨ pc(B2) ,
pc(op B) , pc(B) for op ∈ {\, []} .
and pc is false for all other syntactical constructs.
2) The causal order semantics: The poset semantics of
Lotos has been fully explored in [18], where a new type
of causal orders, called bundle event structures, has been
introduced precisely to give semantics for process algebra.
A bundle event structure E [18] is a quadruple (E,#, 7→
, l) with:
(i) E a set of events;
(ii) # ⊆ E × E, the irreflexive and symmetric conflict
relation;
(iii) 7→⊆ P(E)×E, the bundle relation; (iv) l : E → Act,
the action-labelling function;
such that ∀X ⊆ E, e ∈ E: X 7→ e ⇒ (∀e′, e′′ ∈ X : e′ 6=
e′′ ⇒ e′#e′′).
The semantics of PPA is then given in a probabilistic event
structure.
A probabilistic event structure [19] is a tuple (E, d) with
- E an extended bundle event structure (E, , 7→, l)
- d : E → (0, 1) , called the probability function, such
that for all e ∈ E: ∃QE :
(e ∈ Q) ∧ (Q is a cluster) ∧(∑e′∈Q d(e′) = 1)
V. INTEGRATED SPECIFICATION OF EMBEDDED
PROCESSES
Embedded systems work in a real life environment, whose
behaviour is highly unpredictable. In many situations, these
behaviours are governed by stochastic differential equations
that can be changed by discrete events (triggers). These
behaviours are difficult to study by classical mathematical
tools: solutions of stochastic equations are partial system
evolutions, thus we can not derive conclusions on the global
evolutions.
The mechanism used to integrate the specification nota-
tions is essentially observational. It consists of the recording
that an external observer observes the evolutions of the
physical environment, as well as the changes in these evolu-
tions determined by the controller actions. This observation
process can be interpreted in an abstract computational
way (as in the case of event structures, for example) or
strictly physical like in biomedical applications. For example,
consider the case of a cardiac stimulator: the real observer
is the cardiac specialist that effectively records a sequence
of heart activity potentials. These potentials can be easily
specified in SFL and they compose in sequence. When
dangerous potential appear, the stimulator activates electrical
impulses that trigger the firing of excitatory heart potentials.
This sequential evolution is modelled using a li relation. The
change of potential is done in a smooth continuous way.
This continuous change can be modelled either by functional
composition (i.e. we consider a globally defined function) or
by properties imposed on the li relation. With this respect,
the poset approach is very expressive. Continuous changes
are modelled by the density property. Moreover, one can
distinguish degrees of density. An other example is that of a
monitor of patients with brain affections. The brain activity
is monitored the sequence of electrical brain potentials (the
encephalogram). When dangerous potential are uncounted,
the monitor can alert immediately the medical staff or even
can take some emergency actions (like dropping a medicine
in a perfusion). Obviously, there are cases when the physical
process is simultaneously observed by different devices. This
concurrent evolution is modelled by the co relation. The li
and co relations can be pasted into a single order relation
called causal order. In a computationally abstract sense, this
order might be use to give semantics to different kinds
of concurrent systems specified for example using process
algebra or Petri nets. Further advantages for using posets
come from their recent use in formal verification.
The basic ingredients of this framework are the causality
relation, modeled as partial order relations (a ≺ b means
the event a is the cause of b) and an algebraic structure
(called here embedded processes - see Section 3) that can
associated to Markov process in a standard way (see Example
??). Markov processes are abstracted using tools specific to
stochastic analysis, like excessive functions [5] and Dirichlet
forms [16]. Two system evolutions a, b that are causal inde-
pendent (i.e. a ≮ b nor b ≮ a) can take place simultaneously
(true concurrency).
In this section we present the mathematical model of
true concurrent stochastic processes, namely the embedded
processes. We define first event spaces, the mathematical
model of dynamics of the environment recorded by an
embedded system. The elements of an event space are then
decorated with elements of a basic space, a mathematical
frame in which many biological potentials and dynamical
systems can be defined.
An event space is a structure
<M,≺,#, 7→, Act, { >
such that
(M0) < E,#, 7→, Act, { > is a bundle event structure, where
E = {(α, β) ∈ l},
and, if α = (a, b) and β = (b, c), then α 7→ β.
(M1) < M,≺> is a lower complete semi-lattice. The order
≺ is called the causal order. We note by uprise (resp. g) the
infimum (resp. supremum if exists) of this semi-lattice and
(M2) if (αi)i∈I is increasing and dominated in M by α,
α ∈M, then there exists g
i∈I
αi.
The symbol ∗ denotes the environment transitions and the
elements of Act denote the controller transitions.
A probabilistic event space is an event space
<M,≺,#, 7→, Act, {, d >
such that < E,#, 7→, Act, {, d > is a probabilistic event
structure and d is the probability function.
Let D ⊆M.We call D
• dense in order from below (in M) if for any α ∈ M we
have
α = g{γ ∈ D; γ 4 α};
• increasingly dense if the set {γ ∈ D; γ 4 α } is increasing
to α for any α ∈M.
A stochastic embedded process is a three-tuple
<M,S, `, Act, { >,
where
<M,≺,#, 7→, Act, { >
is an event space,
< S,≤,⊥,>, >
is a basic space and
` :M→ S
is an injective isotone labelling function such that, if B =
`(M) then:
(P1) `(αg β) ≥ `(α) ∨ `(β) if αg β exists
(P2) if `(αg β) = ᵀ and γ  αg β then `(γ) = >
(P3) ⊥∈ B
(P4) < B,≤|B,∧ > is a lower complete semi-lattice of
< S,≤>
(P5) B is linearisable;
(P6) (B,,⊥) is a monoid;
(P7) The superposition is continuous in the order topology
on B;
(P8) B has the decomposition property.
The elements of an embedded process are called basic
occurrences and will be denoted by Greek letters: α, β, etc.
Their labels `(α), `(β) are called atomic processes. In the
next we identify these concepts.
Next we investigate the concept of observer.
A continuous observer is a function cob : B → R+ with
the following properties:
(CO1) α ≺ β ⇒ cob(α) ≤ cob(β), (∀α, β ∈ B);
(CO2) cob(β) = supi∈I(cob(βi)) if (βi)i∈I ↑ β;
(CO3) (∀β ∈ B) (∃(βi)i∈I ↑ β) : cob(βi) <∞.
The image of a process under the all continuous observa-
tions will play an important role in the following, especially
in the next section.
The process image is
ImB = {cob : B→ R+; cob is an additive continuous observer}
Remark 2: ImB can be ordered with the usual pointwise
order
cob1 ≤ cob2 ⇔ cob1(β) ≤ cob2(β) (∀β ∈ B).
VI. FORMALISATION OF ENERGY METHODS
The advanced analytical investigation of partial differential
operator and Markov processes made necessary the general-
ization of Hilbert product and norm to, respectively, energy
form and the energy integral [16]. It is an area of Markov
process theory that uses the energy of functionals to study a
Markov process from a quantitative point of view.
In the following, we define the energy of two elements
(thought as generalised processes), present some (the sim-
plest) examples from differential equations and Markov pro-
cesses, and investigate the energy towards the main result, the
theorem, that shows that, for a class of embedded processes
called dissipative, one can associate an energy in canonical
fashion.
The mutual energy E [a, b] of two elements a, b is a map
E : S× S→ R with the following properties:
(EN1) the superposition principle:
E [a b, s] = E [a, s] + E [b, s]
(EN2) the symmetry condition
E [a, b] = E [b, a]
(EN3) E is positive definite
E [s] > 0 if s 6=⊥
where E [s] = E [s, s] is the energy of the element s
(EN4) the weak sector condition
|E [a, b]|2 ≤ E [a, a] · E [b, b]
We consider a very important class of processes, that have
correspondent in physics the dissipative systems (i.e. systems
that evolve in time by increasing the energy).
Definition 1: An embedded process is called dissipative
if ≤|B=≺ .
In this section every process is supposed to be dissipative
and all continuous observers to be additives.
In the following, we show that an embedded dissipative
process can be embedded into an ordered group.
Let A ⊂ S be a set such that < A,≤A> satisfies the
axioms (P3)÷ (P7). Define [A], the group generated by A,
as follows.
1. We introduce on A×A the following equivalence relation
(a, b) ≈ (a′ , b′)⇔ a b′ = a′  b.
2. We shall denote by [A] the quotient space of A× A. For
any a, b ∈ A we denote by (̂a, b) the element of [A] generated
by (a, b).
On [A] the following relations and operations can be
defined:
•⊥′ =: (̂a, a);
•(̂a, b) ′ (̂a′ , b′) =: ̂(a a′ , b b′); (̂a, b) :′ (̂a′ , b′) =:
(̂a, b)′ (̂b′ , a′);
•(̂a, b) ≤′ (̂a′ , b′) if a b′ ≤ a′  b;
•((̂a, b))∗ =: (̂b, a);
•(̂a, b) ≺′ (̂a′ , t′) iff (̂(a, b))∗ ≺ ((a′ , b′))∗;
Proposition 4: The map a → â = (a, 0) is a one-to-
one and ordered-preserving map of A into [A]↑ =: {â ∈
[A]; â ≥⊥}.
We can extend the energy to [S]× [S] by
E [a : b, c : d] = E [a, c] + E [b, d]− E [a, d]− E [b, c].
The elements a, b ∈ S are called dual in energy (noted
a ∈ b⊥E ) if E [a, b] = 0
Lemma 5: For any a, b ∈ [S]
i) E [⊥] = 0; ii) E [a,⊥] = 0;
iii) E [a] > 0 if a 6=⊥; iv) E [a∗] = E [a];
v) E 12 [a b] ≤ E 12 [a] + E 12 [b];
vi) E [a b] + E [a : b] = 2(E [a] + E [b]);
Definition 2: We define the energy metric d : [S]× [S]→
R+ by putting
d(f, g) ={ E 12 [f : g] if f, g ∈ S
E 12 [(u v′) : (v  u′)] if f, g ∈ [S], f = (u, v), g = (u′ , v′)
Remark 3: We can define the energy topology τd on [S]
by putting
(fn)n∈N →
τd
f iff (d(fn, g))n∈N →R 0.
Corollary 6: The energy topology is a Hausdorff topol-
ogy.
Definition 3: We shall note by [S] the completion of [S]
in the energy topology.
Remark 4: The energy E can be extended to [S] by
E [f, g] = lim
n→∞ E [fn, gn] , (f, g ∈ [S]),
where (fn)→ f, (gn)→ g, (fn) ⊂ [S], (gn) ⊂ [S].
Definition 4: An energy space is a structure < [S], E >
such that [S] is an extended space, E : S × S → R is an
energy and
(ES1) [S] = [S];
(ES2) a ∈ b⊥ ⇒ a ∈ b⊥E , (∀a, b ∈ [S]).
The terms energy and energy space have been inspired by
their use in the mathematical modelling [16].
Example 1: Let [S] be the class of all absolute continuous
functions f on (x, y) with f
′ ∈ L2(x, y) and f(x) = f(y) =
0. Define the mutual energy E [f, g] of f and g by
E [f, g] =:
y∫
x
f
′
g
′
dt.
Example 2: Let D ⊂ Rn be Greenean set (with the Green
function G) and let [S′ ] be the class of all Borel measures on
D. The mutual energy E [f, g] of two measures f ′ = µ, g′ =
ν, f
′
, g
′ ∈ [S′ ] is defined by
E ′ [f ′ , g′ ] =:
∫ ∫
G(x, y) dµ(x) dν(y) ;
Remark 5: Denote
f(x) =:
∫
G(x, y) dµ(x) , g(x) =:
∫
G(x, y) dν(y)
There exists resolvents V, W which are in duality (with
respect to a finite measure µ), such that f ∈ ξV , g ∈ ξW
and
E [f, g] = E ′ [f ′ , g′ ].
Definition 5: For any a ∈ [S] we shall call the regular
form of a the element a ∈ B defined by
a =
∧
{β ∈ B; a ≤′ (β,⊥)}
Lemma 7: For any a, b ∈ S
i) a ≤ b if a ≤ b; ii) a b ≤ a b; iii) (a) = a;
iv) (si)i∈I ↑ (s) if (si)i∈I ↑ s;
v) (si)i∈I ↓ (s) if (si)i∈I ↓ s.
Theorem 8: The space of basic occurrences B is a lower
complete lattice in the specific order.
Theorem 9: The structure < [S], E > is an energy space
iff [S] is closed in the energy topology and the energy E is
a latticeal valuation.
Lemma 10: The energy metric is translation invariant.
Proposition 11: The superposition is continuous in the
energy topology.
An embedded process B is called observable if there
exists a map k : B→ ImB such that :
(W1) k[α β] = k[α] + k[β], and
α ≤ β ⇔ k[α] ≤ k[β], (∀α, β ∈ B);
(W2) k[B] is solid and increasingly dense in ImB;
(W3) k[R(α)] = R˜(k[α]), (∀α ∈ B);
A basic intuition behind an observable embedded process
is that its labels could be interpreted as the weak solutions
of a very general classes of stochastic differential operators.
Let C : B× B→ R+ defined by
C[α, β] = k[β](α).
For any observable embedded process B define
Bf =: {β ∈ B; C[β, β] <∞}
For any β ∈ B define Bβ= : {α ∈ Bf ;∃m,n ∈ N, α(m) ≤
β(n)}. Then Bf = ⋃
β∈Bf
Bβ .
Proposition 12: Bf is solid and increasingly dense in B.
Lemma 13: Bf is a basic space if, for any βf ∈ [Bfα] and
α ∈ Bf : C[βf , βf ] ≥ 0
Corollary 14: For any α, β ∈ B
C[α, β] + C[β, α] ≤ C[α, α] + C[β, β]
and C[α, α] = 0⇒ α = ⊥.
Let β ∈ [B′ ], B′ ⊆ B be solid in B with respect to the
specific order and such that C[β] <∞, β = α : α′ , α : α′ ∈
B and (βn)n∈N be the sequence defined by
β1 = β , βn+1 = βn : βn.
Lemma 15: We have C[β] =
∞∑
n=1
C[βn].
Now we can formulate one the most important results of
this paper.
Theorem 16: Let B be an observable embedded process.
Then
< [Bfα], EC >
is an energy space, (∀α ∈ [B]).
The map EC : [S]× [S]→ R defined by
EC [α, β] =: C[α, β]+C[β, α]2
is an energy which will be called the energy associated to
the observable embedded process B.
Therefore, to an integrated specification of an embedded
system (semantically, an observable embedded process) we
can associate an energy space, i.e. the main stochastic
analysis tool [16].
Definition 6: A system is a map Γ : [S]→ [S] such that
(S1) Γ[a b] = Γ[a] Γ[b];
(S2) Γ is continuous in τd;
(S3) there exists m = mΓ ∈ R+ such that
1
m
· E [a] ≤ E [Γa] ≤ m · E [a] , (∀a ∈ [S]);
(S4) Γ[[B]] is dense in [S];
(S5) E [a, b] = E [Γa, b] + E [a,Γb]2 .
Definition 7: For any system Γ we can associate its Γ −
energy EΓ defined by
EΓ[a, b] = E [Γa, b].
Definition 8: For any system Γ define the space
[BΓ] =: {α ∈ [S]; EΓ[α, s] ≥ 0,∀s ∈ [S]↑}
named the extended process associated to system Γ (or the
Γ− extended process).
Theorem 17: The lattice operations ∨ and ∧ are continu-
ous in the Γ− energy topology.
Definition 9: For any s ∈ [S] define the energy-reduite
s∈ [BΓ] as the unique element which satisfy EΓ[s : s, s] = 0.
Proposition 18: We have EΓ[s] ≤ EΓ[s t] , (∀t ∈ [S]↑);
Corollary 19: For any s ∈ [S] we have s = s.
Lemma 20: Any increasing and dominated net is τd
convergent.
Lemma 21: Any decreasing net is τd convergent.
Corollary 22: We have
∧
[S] A ∈ [BΓ] for any A ⊂ [BΓ].
Definition 10: For any set A ⊂ [S] we define its polar A◦
by
A◦ =: {s ∈ A◦; EΓ[a, s] ≤ 0,∀a ∈ A}.
Proposition 23: The energy EΓ is isotone on [BΓ].
Theorem 24: Any Γ − elementary process is uniquely
determined by its energy.
Proposition 25: We have [BΓ] = [S].
For ŝ ∈ [S] let ŝ↑ = ŝ
∨
[S] 0 , ŝ↓ = (⊥ : ŝ)
∨
[S] 0 ,
ŝl = ŝ↑  ŝ↓ .
Proposition 26: For any system Γ the space BΓ =: [BΓ]↑
is an extended process.
Proposition 27: We have α : (α : β) ∈ BΓ , (∀α, β ∈
BΓ).
Define [S]σ =: Kerσ, σS =: Kerσ ∩ S and Γσ =: Γ[S]σ .
The structure < [S]σ, EΓ > is the energetic space associated
to the system Γσ .
Proposition 28: We have
i) Bσ is solid in the Γσ − extended process BΓσ ;
ii) for any β ∈ BΓσ there exists a sequence (βn)n∈N ⊂ Bσ
such that β =
∞⊙
n=1
βn;
iii) for any α ∈ [S]σ such that β ∈ Bσ ⇒ α ∧ β ∈ Bσ we
have α ∈ BΓσ ;
iv) for any β ∈ B and any α ∈ BΓσ we have α ∧β ∈ BΓσ .
Example 3: Let V ⊂ Rn, n ≥ 1, V open, m = dx be
the Lebesgue measure on V and C∞0 (V ) denotes the set
of all infinitely differentiable functions on V with compact
support. Let uij : V → R, 1 ≤ i, j ≤ n, such that
i) uij = uji for all 1 ≤ i, j ≤ n
ii)
∑n
i,j=1 uij(x)ξi, ξj ≥ 0 for all ξi, ..., ξn ∈ R, dx −
a.e.x ∈ U.
iii) uij ∈ L2loc(U, dx), ∂∂xiuij ∈ L2loc(U, dx), 1 ≤ i, j ≤
n, where the derivatives are taken in the sense of Schwartz
distributions.
Define [B] =: C∞0 (V ), [S] =: L2(V ; dx) and the system by
the linear operator Γ on [S]
Γα = −
n∑
i,j=1
∂
∂xi
(uij
∂
∂xj
)α , (α ∈ [B]). (5)
It is necessary to have Γα ∈ [S] for every α ∈ [B] . Define
the energy by
EΓ[α, β] =: E [Γα, β] =
n∑
i,j=1
∫
∂α
∂xi
∂β
∂xj
uijdx , (α, β ∈ [B]).
(6)
Then < E , [B] > is closable on [S]. Since [B] is dense in
[S], its closure is a symmetric closed form on L2(V ; dx) .
Example 4: The Laplacian ∆ is defined on all of
L2(V ; dx) in the sense of Schwartz distributions.Then
Γ =: 12∆ with domain {u ∈ H1,20 (V ) | ∆u ∈ L2(V ; dx)}
is the system corresponding to < E , [B] = H1,20 (V ) > on
[S] = L2(V ; dx).
Example 5: Let m = dx and let ”· ”resp.”· ” denote
Fourier transform, i.e. f(x) = (2pi)−n/2
∫
exp[i < x, y >L2
]f(y)dy, resp. its inverse. Define for 0 < u ≤ 1 : (−∆)uf :=
(|x|2u uˆ) (∈ L2(Rn; dx)); f ∈ C∞0 (Rn) . Then (−∆)u
is a system on [S] =: L2(Rn; dx) with dense basic space
[B] =: C∞0 (Rn) . Define the energy E(u)(−∆)u
E(u)(−∆)u [f, g] =:
1
2
∫
uˆvˆ |x|2u dx ; (f, g ∈ C∞0 (Rn))
where ” ” means complex conjugation. Its closure
< E(u)(−∆)u , [B] =: Hu,2(Rn) > is hence a symmetric closed
form on [S] =: L2(Rn; dx).
VII. CONCLUSIONS
In this paper we have presented an integrated specifi-
cation framework for embedded systems and other classes
of systems functioning in real physical environments (re-
active systems, hybrid systems, etc). We have developed
two specification languages: a Stochastic functional logic
for the physical environment and a probabilistic process
algebra for the concurrent transition system modelling the
embedded controller. The integration mechanism is based
on partially ordered sets and the gluing semantics relies on
abstract algebra. We have investigated extensively this gluing
semantics, creating in this way a semantic foundation for
further developments.
The departing point of the stochastic functional logic is
the fact that the designer of an intelligent controller should
consider the complex behaviours of physical environments.
The methods of embedded system engineering have got very
effective by oversimplifying the continuous dynamics. The
very different nature characterizing mathematical models of
physical processes makes almost impossible the applications
of formal methods to this area. It is not only the complex-
ity of (partial) differential equations and stochastic process
models that makes this area almost unapproachable, but
often also the computational unfeasibility: in many cases
there is no explicit representation of solutions available.
Numerical approximations are very time consuming and
logically inexpressive. The stochastic functional logic is an
attempt of specifying solutions of such models inspired
by control engineering. The key idea is to consider the
largest class of functions having the known properties of
the solutions (for example, functions that are Lebesgue
squared integrable, right continuous, etc). The solutions are
then characterised in this class of elements by axiomatic
means or by advanced functional analysis methods like norm,
Hilbert product, energy form, etc. The energy space we have
introduced in the paper algebraically axiomatises the energy
methods originating from Hilbert and developed over a half
of century in mathematical physics. We have shown that for
a class of systems called dissipative, every model of the
Stochastic functional logic specification of such systems has
canonically associated an energy space (thus a Hilbertian
functional analytic method).
This paper is part of a more general approach to apply-
ing formal methods to the formal development of systems
with continuous features. The energy methods have been
already applied [6] to model check stochastic fluid models
of embedded networked systems. Very general models for
concurrent stochastic continuous (or hybrid) automata and
embedded systems has been developed in a series of papers
comprising [7], [9], [10], [11]. These models has been
already used and verified in formal methods: Alur and co-
workers have partly implemented the model in the Charon
model checker [2], Meseguer and Sharykin implemented the
model in a probabilistic extension of the Maude system [21],
and Koutsoukos and Riley have reported the first steps of
development of a new verification tool [20]. Bisimulation
for stochastic continuous (or hybrid) automata and embedded
systems has been defined and investigated in [8].
A different model of Markov processes with multiforme
time is presented in [1].
The omitted proofs can be found in the research report
[12], available on www1.
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