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ABSTRACT 
This paper studies the block-decoupling problem for injective linear systems 
defined over unique factorization domains, and necessary and sufficient conditions 
for its solvability are obtained using the algebraic properties of transfer matrices. 
Fhrther, it is shown that if the problem is solvable the decoupling can be achieved 
by a biproper compensator and such a compensator can be realized by a regular 
static state feedback. Finally, an example is given to illustrate the results. 
I. INTRODUCTION 
The problem of decoupling by state feedback for multivariable linear 
systems defined over the field of the real numbers was first studied by 
Morgan [13] in 1964, and since then the problem has been continuously 
studied in various more generalized settings. In the beginning, only the 
systems with the same number of inputs and outputs were considered. 
Namely, given such a system the problem of finding a feedback control 
law such that each input completely controls the corresponding output 
without affecting any other output was studied (see, e.g., [3, 4]). This type 
of problem is called 1-1 decoupling in contrast o block decoupling for 
systems having different numbers of inputs and outputs for which the inputs 
as well as the outputs are grouped into the same number of blocks to seek 
decoupling blockwise. The concept of block decoupling was first considered 
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by Wonham and Morse [16] in 1970, and the problem was studied in the 
so-called geometric approach. 
The block decoupling problem was investigated also in a different ap- 
proach. In 1983, Hautus and Heymann [7] used the algebraic approach 
that utilizes various algebraic properties of the transfer matrices of linear 
systems and obtained necessary and sufficient conditions for its solvability. 
On the other hand, for systems defined over rings the 1-1 decoupling 
problem was first investigated in 1984, also in the algebraic approach, by 
Datta and Hautus [2], who succeeded in obtaining its solvability conditions 
for systems over a unique factorization domain. Further, for systems defined 
over a principal ideal domain the block decoupling problem was also studied 
in the geometric approach [8, 12]. Linear systems defined over rings have 
been extensively studied in the last two decades (see, e.g., [1, 14]). Such 
systems are a natural generalization of those over the real number field. For 
instance, systems characterized by parameters, ystems described by time- 
delay differential equations, and systems involving integration operators 
can be described in a unified mathematical form as systems defined over 
rings. 
The purpose of this paper is to investigate the block decoupling problem 
of linear systems over unique factorization domains (UFDs) in the algebraic 
approach. The main reason we focus on this particular class of rings is that 
this class has a number of nice properties uitable for our purpose and 
the class of systems over UFDs seems to be large enough to cover many 
important systems appearing in applications. 
This paper is organized as follows. In Section 2, after introducing ba- 
sic notations and some important properties of linear systems over UFDs, 
the block decoupling problem to be studied is formulated. In Section 3, 
necessary and sufficient conditions for its solvability are obtained, which 
generalize the results of Hautus and Heymann [7] as well as Datta and Hau- 
tus [2]. In Section 4, an example is given to illustrate the results. Finally, 
Chapter 5 gives some concluding remarks, including some future problems 
to be investigated. 
2. PRELIMINARIES AND THE PROBLEM FORMULATION 
Throughout this paper, T¢ denotes a unique factorization domain, TC[z] 
the ring of polynomials of z with coefficients in 7-¢, and TO(z) the field of 
rational functions over TO. The set 7¢(z) ra of all m-tuple column vectors 
with entries in TO(z) is considered to be an TC(z)-linear space. For a set 
{~1,..., ~q} of vectors in the T~-module T~ n, (~1,... ,~q I TO> denotes the 
T~-submodule of T¢n generated by { f l , . . . ,  ~q }. 
A rational function f (z)  c Ti(z) is called proper if it is expressible as 
f (z)  = p(z)/q(z), where p(z), q(z) e 7¢[z], q(z) is a monic polynomial and 
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deg p(z) < deg q(z). Let P denote the set of all proper rational functions 
in 7~(z). A matrix L(z) E pm×m is called biproper or unimodular over "P if 
L(z) -1 E Pm×'L  Then the following lemma holds true. 
LEMMA 2.1 [2, 5]. If ~ is a UFD then P forms also a UFD, and if T~ 
is a field then P becomes a principal ideal domain (PID). 
Now, let A E 7~ nxn, B E 7g ~xm, C E 7~ r×n, and D E 7~ "xm. Then, 
by a system E = (A, B, C, D) over 7~, one means either of the following 
systems: 
(i) a continuous-time linear system of the form 
d Ax(t) + Bu(t) r:  x(t) = 
y(t) = Cx(t) + Du(t), 
(ii) a discrete-time linear system of the form 
f x(t + 1) = Ax(t) + Bu(t) 
E: ~ [ y(t) = Cx(t) + Du(t), 
where u(t) E 7~ m, x(t) E 7~ n, and y(z) E 7~ r are the input, the state, and 
the output of the system, respectively. Clearly, when a continuous-time 
linear system of the form (i) is considered, it is assumed that the time 
derivative dx(t)/dt is defined in a suitable way. 
The transfer matrix of E is given by 
H(z) = C(z I -  A) - IB  + D E prxm.  (2.2) 
Clearly, H(z) is an r x m matrix such that all its entries are proper rationM 
functions of z, i.e., H(z) is a matrix belonging to ,~rxm. Conversely, any 
proper rational matrix H(z) E pr×m has a reachable realization over 7~ 
[1, 14] although this statement does not hold true for a general ring. This 
is one of the main reasons that we focus on linear systems over UFDs in 
this study. Accordingly, any matrix H(z) E p~x,~ is simply called a system 
over  "~. 
For a system E = (A, B, C, D) over n ,  consider a compensator (F(z), 
G(z)) of the form 
u = F(z)x + G(z)v, (2.3) 
where F(z) E proxy, G(z) E pmxm are systems over ~ and v is a new 
input. Then, the transfer matrix of the resulting closed loop system EF, G 
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is given by 
where 
HF, C(z) = H(Z)LF, c(z) e p~xm, (2.4) 
LF, a(z) := (I - F(z)Hs(z))- lG(z) • pm×m (2.5) 
and the matrix Hs(z), called the input/state transfer matrix, is defined to 
be 
Hs(z) := ( z I -  A) - IB  E ?n×m. (2.6) 
DEFINITION 2.7. A compensator (F(z),G(z)) is called 
(i) regular, if G(z) is biproper, 
(ii) a precompensator, if F(z) = O, 
(iii) pure dynamic feedback, if G is static, i.e., a constant matrix over T~, 
and 
(iv) static state feedback, if both F and G are static. 
The regularity defined in (i) above means that all possible output tra- 
jectories that can be produced by the original system can also be produced 
by the closed loop system. 
Now, our block decoupling problem can be stated as follows. 
DEFINITION 2.8. Let H(z) E prxm be a system and r l , . . . , rk  be posi- 
tive integers atisfying rl  +" -+rk  -- r. Then, system H(z) E pr×m is said 
to be ( r l , . . . ,  rk)-decouplable, if there exist positive integers ml , .  •., mk 
satisfying ml +. - -+  mk ---- m and a regular compensator (F(z), G(z)) such 
that HF, G(Z) is a block diagonal matrix of the form 
HF, C(Z) = 
-Hll(z) 0 ] 
0 Hkk (z) 
H~(z) c pr,×m, 
3. BLOCK DECOUPLABIL ITY OF IN JECTIVE SYSTEMS 
OVER UFDS 
First, we say that a transfer matrix H(z) E prxm is injective if H(z) 
~(z) = O, ~(z) E pm, implies ~(z) = 0. Then, the following theorem gives 
necessary and sufficient conditions for an injective system to be block de- 
coupled. 
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THEOREM 3.1. Let H(z) E p~xm be an injective system with a reach- 
able realization E = (A, B, C, D) over 7"4, and let r l , . . .  ,rk be positive 
integers such that rl + . . .  + rk = r. Then the following statements (i)-(iv) 
are equivalent. 
(i) H(z) is (rl,...,rk)-decouplable by a regular static state feedback 
(F, G); 
(ii) H ( z ) is ( r l , . . . , r k ) -decouplable by a regular pure dynamic feedback 
(F(z), G); 
(iii) H(z) is ( r l , . . . ,  rk)-decouplable by a biproper precompensator L(z); 
(iv) for the following partition 
Hl.(Z) 1 
H(z) = [Hk:(z)j , Hi(z) E ~ri×m 
there exist positive integers ml , . . . ,mk(ml  +."  +mk = m) such 
that the image Hi(z)(P ~n) := {Hi(z)~ I ( E 7 ~m} is a free submod- 
ule of pr~ having rank rni, and such that if, for an arbitrary basis 
{e i l , . . . ,  eim~ } of this free submodule, H~(z) is decomposed as 
Hi(z)= [e l ..- M (z) m'xm, 
then the matrix M(z)  defined by 
M(z)  := [Ml(z) T ... Mk(z)T] T E 7 )mx'~ 
is biproper. 
Before proving this theorem, the following theorem is proved. 
THEOREM 3.2. Let the notations be as those given in Theorem 3.1. If 
an injective system H(z) c .pT×m satisfies condition (iv) of Theorem 3.1, 
then 
(i) there exists an (rl . . . .  , rk )-decoupling biproper preeompensator L(z) 
and such an L(z) is given by 
L(z) := M(z)-l; (1) 
(ii) the preeompensator L(z) of (1) is realizable by a regular static state 
feedback; that is, there exists a regular static state feedback (F,G) 
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such that L(z) = LF, c(z).  Furthermore, expanding L(z) -1 into a 
power series of z -  1 as 
L (z ) - '  = Wo + WlZ -1 + W2z -2 + ' " ,  (2) 
such a feedback (F, G) is computed as 
G - - - -  Wo 1, F = Wol[W1W2 " .  Wn][BAB "" A'~-IB] +, (3) 
where [BAB ... An- I  B] + denotes a right-inverse over T~ of matrix 
[BAB ... A'~-IB]. 
Proof. Suppose that condition (iv) of Theorem 3.1 is satisfied, i.e., that 
if Ei := [eil " "  eiml] and H(z) is decomposed as [:1 0] 
H(z) : ".. M(z),  (4) 
Ek 
then M(z)  is biproper. 
Proof of (i): Since H(z)M(z)  -1 is a block diagonal matrix, L(z) := 
M(z)  - I  is a biproper precompensator that decouples H(z) as desired. 
Proof of (ii): First, note from (1) and (4) that [: 0] 
H(z)  = . . .  
Ek 
M(z)  : :  E(z)M(z)  = E(z)L(z) -1. (5) 
It is not difficult o see that H(z) = E(z )L (z ) - i  is a coprime P-factorization 
of H(z) where coprime means that if 
(~) 
E(z)] LE(z)] 
then (~(z) is biproper, or equivalently, unimodular over T ~ (a brief discussion 
about general coprime factorizations is given in [9], and an extended version 
of [9] is in [11]). In fac t , i f  (6) holds, then since both L(z) and (~(z) are 
proper and L(z) = L(z)Q(z) is biproper, Q)(z) must be biproper, showing 
that (5) is coprime. 
Next, define 
J(~) := L E(z)[ L(z) ] ~ v(~+.)×~ '
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and consider a coprime 7~[z]-factorization of J(z) of the form 
J(z) = [E(z)] = [W(z)] 
where V(z), W(z),  and U(z) are some matrices over ~[z] (existence of such 
an 7~[z]-factorization is discussed in [9, 11]). Since W(z) = E(z)U(z) and 
V(z) = L(z)U(z), one has 
H(z) = (E(z)U(z))(L(z)U(z)) -1 = W(z)V(z)  -1. 
Now, it is claimed that H(z) = W(z)V(z)  -1 is a coprime 7~[z]-factorization 
of H(z). To verify this claim, suppose that 
W(z)j [W(z) 
(s) 
Then, since H(z) = E(z)L(z) -1 is a coprime "P-factorization, it follows 
from (7) and (8) that the matrix U(z) is decomposed as U(z) = U(z)Q(z) 
for some U(z) E T~[z] mxm so as to satisfy 
W(z)j = [Z(z)j  LZ(z)j O(z)O(z). 
Thus, this decomposition and (8) give 
1 [0(z) 1 
V(z) I 
W(z)J kW(z)J  
which together with the coprimeness of (7) implies that Q(z) is unimodular 
over 7~[z]. Hence, (8) implies that H(z) = W(z)V(z)  -1 is a coprime 7~[z]- 
factorization. 
Now, since L(z)U(z) = W(z) e T~[z] m×m by (7), one has 
L(z) - IV(z)  = U(z) e T4[z] rn×rn, 
and hence it follows from Theorem 4.a in [10] that u c 74[z] m and H(z)u c 
74[z] r imply that L(z)u E Ti[z] m. Therefore, L(z) is realizable by a regular 
static state feedback [2, 6], and by virtue of (2.5) and (2) such a feedback 
(F, G) is given as a solution of the equation 
n(z) -1 = G- I ( I - FHs(z ) )  = G -1 -G-1FHs(z )  = Wo+WlZ -1 +. . . ,  (9) 
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where Hs(z) := (zI - A ) - IB .  Since L(z) is biproper, W0 is unimodular 
over T~, and further since Hs(z) is strictly proper, it follows from (9) that 
G = Wo -1 and 
FHs(z) = I - Wo- lL(z)  -1. (10) 
Now, expanding both sides of (10) in powers of z -1 yields 
F(Bz  -1 + ABz  -2 +. . . )  = -Wo- l (WlZ  -1 + W2z -2 +. . . ) .  (11) 
Since E = (A, B, C, D) is a reachable realization of H(z) with dimension 
n, (11) is satisfied if and only if the first n teams of both sides of (11) are 
equal, i.e., 
F[BAB ... A~-IB] =-Wol [W~W2 ... W~]. (12) 
Next, since the teachability of E implies that ¢ := [BAB ... An-IB] 
is a surjective homomorphism from ~'~nm to T~ n, consider the standard 
basis {e l , . . . ,  en} of 7~ n and choose a set {Ul,..., Un} C T~ nm such that 
• ui = ei. Then, it is obvious that the matrix [Ul ... un] E 7~ n×~m is a 
right-inverse matrix of [BAB ... An-I  B] E 7~ nm×n. Therefore, (12) gives 
F = -Wol [W1W2 ... Wn][BAB ... A~-IB] + E ~m×n. This verifies the 
expression (3) and thus completes the proof of this theorem. • 
Now, Theorem 3.1 is proved. 
Proof of Theorem 3.1. The implication (i)~(ii) is obvious. The impli- 
cation (iv)=~(i)follows from (ii) of Theorem 3.2. Hence we verify only the 
implications (ii)~(iii) and (iii)~(iv). 
(ii)~(iii): Suppose that H(z) is (r l , . . . , rk)-decouplable by a regular 
pure dynamic feedback (F(z), G); i.e., HF, C(z) = g(z ) ( I - F (z )Hs(z )  ) - lG  
is a block diagonal matrix where G is invertible over T~. Then we claim that 
L(z) := LF, c(z) = (I - F (z )Hs(z ) ) - IG  
is a decoupling biproper precompensator. In fact, since Hs(z) is strictly 
proper, the matrix (I - F(z)Hs(z))  is invertible over T' and hence L(z) is 
proper. Further, since G is invertible over T~, L(z) -  1 = G- 1( i_ F(z)Hs (z)) 
and hence L(z) -1 is also proper. Thus L(z) is a decoupling biproper prec- 
ompensator. 
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(iii)~(iv): Suppose that H(z) is ( r l , . . . ,  rk)-decouplable by a biproper 
precompensator L(z), i.e., 
Hl.(z) ] 
H(z)L(z) = . L(z) = 
LH~'(z) 
"E~(~) 0 ] 
0 Ek (z) 
:: E(z), 
where Ei(z) E pr~xm~ and ml + " .  +ink = m. First, note that 
Hi(z)L(z)=[O E~(z) 0]. 
Since H(z) is injective and L(z) is biproper, it follows that E~(z): 79m~ __~ 
79r, is injective. Hence, if [e~l ... e~m,] := E~(z), then e~],... ,e~m, are lin- 
early independent and the submodule (ei l , . . .  ,e~m, I P} generated by 
eil, • •., eim~ is a free submodule with rank m~ of P"' .  Since L(z) is biproper, 
H~(z)(P m) = H~(z)n(z)(79 m) = E~(z)(P "~) = (ei l , . . .  ,eim~ [P}. There- 
fore Hi(z)(:P m) is a free submodule of P"~ and {ei l , . . . ,  e~m~} is a basis of 
the submodule. Thus, for this choice of basis {e~l,.. . ,  e~m, } for H~(z)(Pm), 
the matrix M(z) is equal to the inverse of L(z), showing that M(z) is 
biproper over 79. 
Finally, it is shown that the basis {e~i, . . . ,e i ,~} of H~(z)(P m) can 
be chosen arbitrarily. First, let {e~i,... ,e~m~} be an arbitrary basis of 
H~(z)(79m). Then, there exists a biproper matrix Ti(z) E pro, x,~ such that 
[e i l , . . . ,  e~m,] = [e~l,... ,eim,]T~(~). Now, defining T(z):= diag{Ti(z), 
Tk(z)}, one has H(z)L(z)T(z) = E(z)T(z) =diag{El(z)T,(z),.. . ,Ek(z) 
Tk(z)}. Therefore, L'(z) := n(z)T(z) is again a decoupling biproper pre- 
compensator. Thus, taking L!(z) as a decoupling biproper precompen- 
sator, repeat he above argument o show that the corresponding matrix 
M'(z) := L'(z) -1 = T(z)- lM(z)  is also biproper. • 
Now, the following theorem gives an alternative solvability condition for 
the 1-1 decoupling problem. 
THEOREM 3,3. Let H(z) E pmx,~ be an injective system having the 
same number of inputs and outputs and wi(z)(i = 1, . . . ,  m) be a greatest 
common divisor ( GCD) over 7 9 of the entries of the ith row in H(z) and 
decompose H(z) as 
H(z) = ... ~(~)*, H(;)* e pm×~.  
~(~)  
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Then, for (1 , . . . ,  1)-decoupling of H(z), condition (iv) of Theorem 3.1 is 
equivalent to H(z)* being biproper. 
Proof. Assume that (iv) of Theorem 3.1 holds. Then the submodule 
generated by the elements hi l (Z) , . . . ,  him(Z) of the ith row of H(z) is a 
principal ideal of :P. If ei(z) denotes a generator of the ideal, ei(z) is a GCD 
of {hi l (z) , . . . ,  him(z)} and is an associate with wi(z) (i.e., wi(z) = ~ei(z), 
for some unit ~ of P). Hence wi(z) can be chosen as a basis of the submodule 
generated by {hil(z), . . . ,  him(z)}. Therefore, H(z)* can be interpreted to 
be the M(z) of condition (iv) in Theorem 3.1. Therefore, by the assumption 
that (iv) of Theorem 3.1 holds, H(z)* is biproper. 
Conversely, assume that H(z)* is biproper. Then, one obtains 
WllZ 0 ] 
H(z)H(z) *-1 = ".. . (3.4) 
win(z) 
Therefore, denoting the (j, i)th element of H(z) *-1 by aji(z),wi(z) is ex- 
pressible as 
Wi(Z) = ali(z)hil(Z) + ' "  + ami(z)him(Z). 
Hence, one obtains the inclusion (hil(Z),...,him(z) 17 )) D_ (wi(z) [ P). 
Since wi(z) is a GCD over :P of {hi l (Z), . . . ,  him(Z)}, it follows that 
(hil(Z), ...,him(Z) l P) C_ (wi(z) l p }. Hence (hil(Z),...,him(Z) ] P) = 
(wi(z) I P); that is, the ideal generated by {hi l (z ) , . . . ,  him(Z)} is principal 
and its generator is wi(z). In terms of module terminologies, the submodule 
generated by {hil(Z),.. . ,  him(Z)} is a free submodule with rank 1 of P and 
wi(z) is a basis of this submodule. Thus, H(z)* corresponds to the M(z) 
of Theorem 3.1 with ml . . . . .  rnm = 1, and since H(z)* is biproper 
by assumption, M(z) is biproper. Finally, since wi(z) is an arbitrary GCD 
of {hi1, . . . ,  him(Z)}, M(z) = H(z)* correponding to any arbitrary basis {W 1(Z),..., Wm(Z)} is biproper. This completes the proof. • 
The above theorem shows that Theorem 3.1 is a generalization of the 
result for the 1-1 decoupling iven by Datta and Hautus [2] to the block 
decoupling. 
Finally, it is shown that Theorem 3.1 is a generalization of the result 
of Hautus and Heymann [7] for systems over R to that for systems over 
UFDs. 
THEOREM 3.5. Let T~ = R, and consider an injective system H(z) E 
-pr×m over R. For positive integers rl, • •., rk satisfying rl + • • " + rk = r, 
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decompose H(z) as 
Hl.(Z) ] 
H(z) = • , 
[ Hk'(z) J
Hi(z) 7) 
and denote by ~)~ the R(z)-subspace generated by the rows of Hi(z) E 7) r~×m 
Then, for ( r l , . . . , rk ) -b lock  decoupling of H(z), condition (iv) of 
Theorem 3.1 is equivalent o the condition that ~21,..., ];k are properly 
independent where properly independent is defined as given in [7]. 
Proof. First we claim that if 7~ = R the following statements (i) and 
(ii) are true. 
(i) The order of each row of Mi(z) in Theorem 3.1 is 0. 
(ii) The row vectors of Mi(z) in Theorem 3.1 form a basis of ~ .  
To prove (i), take Ml(Z) without loss generality, and let us assume that 
the order of the first row [m:l(z) ... mlm(Z)] of Ml(z) is greater than 0. 
Then, [zmll(z) ... Zmlm(Z)] E 7)1×m and H:(z) can be decomposed as 
Hi(z)  = [z- le l le l2 -.. elrnl] [ z- 11(z) .- Z- lm(Z) 
- m11(z) " "  
Hence, each column vector of Hi(z) can be represented as a linear combi- 
nation over 7 ) of {z-le11, e12,.. . ,  elm1 }. Thus the submodule Hi(z)(7) m) 
generated by the column vectors of Hi(z) is included in the submodule 
generated by {z-le11, el2, . . . ,  elm1 }- But since z -1 is not a unit of 7), the 
submodule generated by {z-le11, e12,. . . ,  elm1} is strictly included in the 
submodule generated by {ell, el2, • • •, e lm~ }. This contradicts the fact that 
{e11,  e12 , . . . ,  e lm1} is a basis of Hl(Z)(7)m), showing that (i) is ture. 
Next, statement (ii) is proved. Since the column vectors of E~(z) in 
Theorem 3.1 are 7)-linearly independent, hey are also R(z)-l inearly inde- 
pendent and hence rank Ei(z) = mi. This means that rank Hi(z) = mi and 
the row vectors of Mi(z) form a basis of )2i. 
Now, suppose that condition (iv) of Theorem 3.1 holds. Since M(z) is 
hiproper, it follows from (i) that all the row vectors of M(z) are properly 
independent. Thus, since by (ii) the row vectors of M~(z) constitute a basis 
of Vi (i = 1 , . . . ,  k), V1, •. •, Vk are properly independent. 
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Conversely, suppose that  ]21,.. . ,Vk are properly independent and 
dim(Vi) = ms with ml  + .. .  + mk = m. Since T¢ = / /  is a field, ~ be- 
comes a P ID  and hence every submodule of any free ~-module  is free. 
Thus, Hs(z)(7 ~m) is a free submodule of ~or~ having rank ms. Moreover, it 
can easily be shown that  there exists a biproper matrix Ti(z) c P'~'×'~' 
such that  
Ts(z )Mdz)  = 
where the row vectors of Ms(z)* form a proper basis of Vs. Hence 
"El(Z)Tl(Z) -1 
0 
Hl:(z) ] 
Hk'(z) J
0 
Ek(z)Tk(z) -1 Mk(z)* 
and since ]21,... , Vk are properly independent, he row vectors of 
M(z)* := [Ml(z) *T ... Mk(z)*T] T 
are properly independent. Since Ts(z) is biproper, the column vectors of 
Es(z)Ti(z) -1 constitute a basis of Hs(z)(T'm). Therefore, by (i) the order 
of each row vector of Ms(z)* is 0, and hence M(z)* is biproper. Moreover, 
since 
"Tl(z) 
M(z)* = 
0 
"'. 0 1 
Tk(z) 
M(z) 
and since each Ts(z) is biproper, M(z) is biproper. This completes the proof 
of this theorem. • 
4. AN ILLUSTRATIVE  EXAMPLE 
As an example, we take a time-delay system having two incommensu- 
rable time delays T1, T~ > 0. Defining two delay operators by (asx)(t) := 
x(t - TS) for i = 1, 2, consider the following reachable system E=(A ,  B, C, D) 
defined over a UFD R[~rl, a2]: [0 0 00i] 0 0 0 0 
A= 0 0 0 0 , 
~1+~2 ~-~-1  0 0 
1 O" 1 - -  0" 2 0 0 
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B = I 
0"1 --10-2 
0 1 + o" 2 0 
0 
0 
0 
0.1 a + 0-~0-2 + 0.1 
C = 0.2 -t- 20.10-2 + 20- 2 + 1 
20.1 + o" 2 
--  0"10- 2 --  0-10.2 0-2 G 1 0 
0-3 + 0.120-2 _ 20-a _ 20-2 0-1 + 20.2 1 
20-12 -- 0.10-2 -- 0.2 -- 1 1 0 
I 
O 0 0 
D= 0 0 0 
0-1 0 0.1 
Then, the transfer matr ix  is given to be 
H(z) = 
0"12Z -t- 0"1 0"1 0.12 
Z 2 Z Z 
(0-1 + 0-2)z + 1 0-2 + 1 0-1 + 20-2 
Z 2 Z Z 
0-1z + 1 0.1z + 1 0.1z + 1 
Z Z 2 Z 
and it is easy to show that  H(z) is injective. 
(1) H(z) is not (1, 1, 1)-decouplable. 
In fact, GCDs of the rows of H(z) are 0-1/z, 1/z, (0-1z + 1)/z, respec- 
tively, and hence H(z) can be decomposed as 
0._A 
Z 
H(z) = 0 
0 
0 0 
1 
- 0 
Z 
alz + 1 
0 
Z 
alz + 1 
Z 
(al + a2)z + 1 
a2_l +1 a l12a2 - 
Z 
Y 
H(z)*  of Theorem 3.3 
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Now, since the determinant of H (z) * is {a2z 2 - 0.2 (0.1 - a2)z - 2o-2 }/z 2 , this 
is not a unit of P, and hence H(z)* is not biproper. Thus, by Theorem 3.3 
H(z) is not (1, 1, 1)-decouplable. 
(2) E is (2, 1)-block decouplable. 
In fact, bases of Hi(z) and H2(z) are {(el~Z, 1/z) T, (0, O'2/Z) T} and 
(alz + 1)/z, respectively, and hence H(z) can be decomposed as 
H(z )= 
0 0 
fA2 0 
Z 
0 0.1z+ 1 
Z 
0.1z_ ? 1 1 al 
i ~r2 2 
! 1 
Z 
Y 
M(z) of Theorem 3.1 
Since the determinant of M(z) is {z 2 - (0.1 - a2)z - 2}/z 2, this is a unit of 
:P. Therefore, M(z) is biproper. Now, by Theorem 3.1 H(z) is (2, 1)-block 
decouplable. Using Theorem 3.2, a decoupling biproper precompensator 
can be computed as 
1 
L(z) ~"'lvl~zJ-1 = z 2 - (~1 - 0 .2 )z  - 2 
0.2Z 2 -- 2Z --Z 2 ~ GIZ 
Z 2 Z 
--0.2 z2 ~ Z Z 2 -- 0.1Z -- 1 
-(0.1a2-2)z 2 ] 
--al z2 -- 2Z [ .  
(0.~0.~ - 1 )z  ~ - ~ J 
It can be easily checked that this L(z) is realizable by a regular static state 
feedback and hence by Theorem 3.2 the block decoupling regular static 
state feedback (F, G) can be computed as 
a2 -1  2--0.1cr2] 
G ---- W0 --1 -- 1 0 -0.1 , 
-a2 1 0"10" 2 -- 1 
F = 
I--0"22 -- 2 0 .3 -- 0"10. ~ -- 20" 1 n t- 30" 2 0 0 O] 
- (72 o'2-ala~+l 0 0 ~] . 
a 2 + 1 -a  3 + cr10.2 q- a l  -- 20.2 0 0 
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Finally, the resulting transfer matrix HF, G(Z) can be computed to be 
Hf,  a(z) = H(z)L(z )  
= H(z ) ( I -  FH~(z) ) - IG  = a_£2 0 
Z 
0 a lz  + 1 
Z 
showing that HF, G(Z) has actually been decoupled as desired. 
5. CONCLUDING REMARKS 
In this paper, the block decoupling problem of linear systems over unique 
factorization domains was studied in the so-called algebraic approach, which 
utilizes various algebraic properties of the transfer matrices of linear sys- 
tems, and some necessary and sufficient conditions for the problem to be 
solvable were derived, which include as special cases the previous results 
obtained by Hautus and Heymann [7] and Datta and Hautus [2]. Further, 
it was shown that if the problem is solvable the decoupling can be achieved 
by a biproper compensator and such a compensator can be realized by a 
regular static state feedback. 
In showing these conditions, the general factorization theory of transfer 
matrices over unique factorization domains given in [9-11] was used to show 
state feedback realization of a decoupling biproper precompensator. This 
factorization theory has a number of potential applications to further in- 
vestigate various decoupling problems for systems over rings. For instance, 
the stabilizability problem of decoupled systems might be resolved using 
the Pw-factorization [9-11]. Further, the disturbance-rejection problem and 
the simultaneous decoupling and disturbance-rejection problem might be 
adequately treated in the framework of the factorization theory. 
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