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NOTE ON CONVENTIONS 
CHAPTER 0 
NOTE ON CONVENTIONS 
Here we s t a t e a few c o n v e n t i o n s , which vrxll be used 
th rou jh tn i t ; o the r c i e f i n i t i ons w i l l be in t roduced as they become 
n e c e s s a r y , 
0 • 1 • THE SmSOLS fK\ , R AND <£ . 
fbi t {?. and d, w i l l be used to denote the s e t of a l l 
p o s i t i v e i n t e g e r s , the s e t of a l l r e a l numbers and the s e t of 
a l l complex numbers, r e s o e c t i v e l y . 
0 . 2 . SUMMATION CONVENTION 
•iy E f ( n ) , we mean the sum of a l l v a l u e s of f (n) for 
a 
which a < _ n _ < p ; i f p < a , this is zero. Summations are 
over 0, Ij 2,. , when there is no indication to the contrary. 
If ( x. ) = ( XT , Xr), x^.....-.) is a sequence of terms, then by 
CO 
£ X, we mean E x, , and we shall sometimes write as E x, in 
k '^  k=l ^ 
case where no possible confusion can arise. We shall also denote 
sup = sup . lim = lim 
n n=0,l,... ' n n—> <» 
0 . 3 . SEQUENCE SPACES 
L e t s be the space of al l complex sequences 
$ = the set of all f in i te ly non-zero sequences, 
c = j X = ( Xj^ )/ Xj^  > f Gr C a s k > o and 
i' c^ = Jx = ( x . ) / X -> 0 (k . 1 oo) L . 'i 
respect ively be the Danach spaces of bounded, convergent and 
null seauencGs with the usual norm |i x [j = sup ( x - j . 
k20 ^ 
3y V, we ir.ean the space of sequences x = ('^i,) ^'^ 
bounded var ia t ion , that i s , 
V - ^ X : £ ix^ - x^_^\ < c, x^ = 0^  
V is a Banach space with the usual norm 
By Li » '•''s denote the space of a l l absolutely convergent 
s e r i e s , i . e . 
L = jx : E | x . | < oo h with norm jj xiL = S j x. 
: o : 
0.4. SPECIAL SEQUENCES 
Qy ~ (O, 0, 0,1,0....), where 1 occurs only at the 
k spot and zeros elsewhere; and 
e = (1, 1, 1. ) 
0 . 5 . CLASS OF MATRICES 
Let X and Y be two nonempty subsets of the spaces .>, 
Let A = ( a ^ , ) , ( n , k = 1 , 2 , 3 , ) be an i n f i n i t e matrix of r e a l 
or coniplex ru)mber 
and Ax = (A ( x)) w i l l be c a l l e d the A-transform of x, provi ' iod 
the s e r i e s e x i s t s V '>i- . Also 
lim Ax = lim A„( x) 
,., , n 
when it exists. If x € X implies Axe.Y, we say that A 
defines a (matrix) transformation from X into Y and we denote 
it by A : X > Y. By (X,Y) we mean the calss of matrices 
A such that A : X > Y. By (X,Y;P) we denote that subset 
of (X,Y) for which limits or sums are preserved. 
For t y p o g r a p h i c a l convenience we s h a l l use the n o t a t i o n 
a (n ,k ) to denote the e lement a , of the ma t r ix A. 
0 . 6 . CONTIhRJOUS DUAL SPACE 
If X i s a space of complex sequence x = (x. ) , we 
denote the con t inuous dual of X by X , i . e . t he s e t of a l l 
con t inuous l i n e a r f u n c t i o n a l s on X. 
For a Banach space X ; X i s the dual Banach space of 
con t inuous l i n e a r f u n c t i o n a l s on X with 
f i! - sup Ufi^)\ ' l lx l i < i ( ; 
fe X^ i f f | | f 11 < oo; 
| f ( x ) i < i if j l . Ijxll . 
0 . 7 , SUmABILITY DOMAIN 
We denote s . = j x : Ax e sV for the domain of A. 
If A i s r o w - f i n i t e ( i . e . each row of A l i e s in ^>) 
then s, = s . 
C, = •) X : Ax 6 cV i s c a l l e d the convergence domain of A 
0 . 8 . I f f AND V 
By 'iff we mean 'if and only if ; and * \/* stands for 
'for every*, 
INTRODUCTION 
CHAPTER I 
INTRODUCTION 
1.1. In the theory of summability and its application 
one is usually interested in conservative or regular matrices. 
In the present dissertation we present some aspects of the theory 
of matrix transformation. Interest in general theory of matrix 
transformations was, to some extent, stimulated by special results 
in summability theory. It v/as however the celebarated German 
math3matician C. TCEPLITZ (1881-1940) who, in 1911, brought the 
methods of linear space theory to bear on problems connected with 
matrix transformations on sequence spaces. Toeplitz characterized 
all those infinite matrices A = (a„t), n,k = 1,2,3,...., v/hich 
m.ap the space c into itself, leaving the limit of each conver-
gent sequence invariant. 
Presenting definitions and notations that are involved in 
the present work, the authoress proposes to give a brief resume 
of the hitherto obtained results against the background of which 
the problems stuf^ ied in thie present dissertation suggest them-
selves (For details, see [ibj, [l6], [l7j, [l9], [20], [23j, [.Mj , 
[28], [A9] and [38j). 
UnFINITION 1 . 1 . F o r x £ c^ . l e t i i rn , x == l i in (Ax)^, 
t h u s '^MiiiLni! l i in . : C. 1> £ ( o r H^  ) . F i i j a l l y , 
.1 M i a t r i •: 
i s c a l l - d cofiGorvcj t i y e i t CA 3 c ( i . e . Ax 6 c whenevj': 
-A 
an (J r e q u i a r if l i m , x = l i m x . 
The f o l l o w i n g theo rem due to SILViRMAU-TOZPLITZ ( s e e 
i s a c h a r a c t e r i z a t i o n f o r r e g u l a r m a t r i c e s . 
. ; 
THEOREM 1 . 2 . A £ ( c , c , P ) i f f 
( l ) sup E i a^^i < oo 
n k ^nk' 
( i i ) 
nk •i> C ( n > « , k f i x e d ) 
( i i i ) r, a 
nk 1 ( n > oo) . 
There i s a s l i g h t g e n e r a l i z a t i o n of above theorem by 
sOJIMA-SCIHJR which c h a r a c t e r i z e s c o n s e r v a t i v e m a t r i c e s ( s e e [ 
THEOREM 1 . 3 . A £ ( c , c ) i f f 
( i ) sup t i a . I < CO 
n k 
( i i ) for e a c h p , t h e r e e x i s t s 
l i m E a . = a 
n k=p 
1.2. Vve recall the following well known definitions [21 
DEFINITION 1 .4 , C h a r a c t e r i s t i c of a c o n s e r v a t i y e i 
Let A fe (C jC) . Then A i s c a l l e d a c o n s e r v a t i v e 
convergence p r e s e r v i n g ) mat r ix and 
%{k) - l im E a . - £ ( l im a , ) 
n k "*" k n "^ 
i s c a l l e d the c h a r a c t e r i s t i c of A. The numbers l im a , , 
k = 1»2, and l im £ a , are r e f e r r e d to as the char act-
i s t i c numoers of A. 
DEFINITION 1^5. C o - r e g u l a r and Co~null m a t r i c e s . 
Le t A e ( c , c ) . Then A i s c o - r e g u l a r i f and only i f 
'^|.(A) f^ Oj, and A i s c o - n u l l o t h e r w i s e . 
Thus the T o e p l i t z m a t r i c e s form a subse t of the coTi-reouiar 
m a t r i c e s , which in tu rn form a s u b s e t of the c o n s e r v a t i v e m a t r i c e s . 
1 . 3 . The follovving theorem, v^hich was proved by SCHUR in 
1921 , i s d i s t i n g u i s h e d from the p r e v i o u s theorem by the f a c t t h a t 
the c o n d i t i o n on the mat r ix i s of a r a t h e r d i f f e r e n t na tu re 
( s e e [ 3 7 ] , [ 3 9 ] ) . 
DEFINITION 1 .6 . A ma t r ix A i s c a l l e d Schur matr ix or 
c o e r c i v e i f f . Ax e c whenever xfe I 
: 8 : 
THEOREM 1.7. (SCHUR [37]). A€.( i ,c) iff 
( i) lim a^ >, exists for every k, and 
nK 
n 
(ii) Z 1 a j^l converges uniformly in n. 
K 
1.4. In 1948, LORENTZ [l8] introduced a new method of 
summation which assigns a general limit to certain bounded 
sequences. This method is narrowly connected with the limits of 
S. BANACH [4]. The sequences which are summable by this method 
are called almost convergent sequences. 
DEFINITION 1.8. 3anach limit (see [31]). 
A linear functional, L, which satisfies the condition 
L(x^) < P(x^) 
for all bounded sequences (x ), is called Banach limit, where 
1 ^ P(x ) = imf lim sup -^ E x . , 
nj^ , n2,.. •, nj^  j—> « p=l p -" 
k is a positive integer and n, ,n2» ,n, is an arbitrary 
subset of integers. 
A Banach limit, L, satisfies the following conditions: 
(i) L(ax^) - aL(x^), V real a 
( i i ) L(x^+y^) = L(x^) + L ( y ^ ) , 
( i i i ) L( x^^j^) =•- L(x^) , 
( iv) L(e) = 1, 
(v) ^n ^ *^' in = 1 / 2 , . ) , impl ies L(Xr^) 2*-'* 
DEFINITION 1 .9 . ( s e e [ l 8 ] ) . A seauence xfc 1 i i 
s a i d to be almost convergent to t if each Banach l i m i t of ^^ 
i s t . The c l a s s c of a lmost convergent sequences was 
in t roduced by LCuiuNTZ [ l 8 ] , who proved t h a t a seauence x = ( x ) 
i s almost convergen t to t i f and only i f 
X + X . , + + X , , 
n n+1 n+p-1 
l im • 
p—> -^ P 
uni formly in n« 
A convergen t sequence i s a lmost convergent and i t s l i m i t 
and i t s g e n e r a l i z e d l i m i t a re i d e n t i c a l , bu t converse i s not t rue 
in g e n e r a l . 
I t s most remarkable p r o p e r t y i s t h a t most of the comrr-.cnly 
used mat r ix methods con t a in t h i s method. 
1 .5 . Using the concept of a lmost convergence , J . P . /;L\a [ 
i n t roduced a s l i g h t l y more g e n e r a l c a l s s of m a t r i c e s than the 
c o n s e r v a t i v e or r e g u l a r m a t r i c e s . 
m 
DEFINITION 1 .10 . Th© ma t r i x A i s s a id to be almost 
c o n s e r v a t i v e [ l 3 j i f x £ c Impl ies t h a t the A- t rans form of ;: 
i s almost conve rgen t . A i s sa id to be a lmost r e g u l a r i f the 
A-t ransform of x i s almost convergen t to the l i m i t of x for 
each X ^ c , 
King proved the fo l lowing : 
(^  ^ n+p-1 J 
( i} sup I r. - I E a. , I : pGfl^f < <»s n = 0 , 1 , 2 , . = , . . 
I k P i=n J^ J 
THEOREM 1 . 1 1 . (KING [ l 3 ] ) . A 6 ( c , c ) i f and only i f 
( i i ) thi.'ro e x i s t s a. & d.' , k = 0 , 1 , 2 , . . 
^ n 4 p - l 
l im ™ £ ^ i i ' ~ ^u uniformly in n. 
r>—^ CO ^ J = n 
( i i i ) th:^^re e x i s t s a ^ (Z such t h a t 
, n-f p-1 
liiTi -• E :^ a. , = a uniformly in n . 
p — > cK-> • j - - n k -' 
Th? mat r ix A i s a lmost r e g u l a r if and only i f con'iillv.-^s 
( i ) . ( i i ) '-vith a, = 0 for each k and ( i i i ) wi th a = 1 h-^io. 
1 .6 , R e c e n t l y , iZIZHN and LAUSH [8] cons ide red the c l a s s of 
a lmost coe rc ive m a t r i c e s , those fo r which Ax i s almost convergent 
for every bounded sequence x, and gave neces sa ry and s u f f i c i e n t 
c o n d i t i o n s t h a t a ma t r ix be a lmos t coe rc ive as f o l l o w s . 
THEOREM 1 . 1 2 . ( s e e [ 8 ] ) . A C ( £ , c ) i f f . 
C 1 , n + p - l , ^ 
( i ) s u p ^ E - 1 E a.j^i : p 6 i>^  [ < ™, n - C , l , . 
(. k ^ j = n -^  J 
( i i ) t h o r - e x i s t s a , 6 ( L , !< = 0 , 1 , 2 , . . . . . , 
l i m 
p—-> 
n+D~l 
j=n 
i.j^ = a. u n i f o r m l y i n n . 
n+p-1 
( i i i ) l i m E | £ [ a ^ ^ - a . ] / p = 0 u n i f o r m l y in 
p—> oo K; 3=n j k 
1 . 7 . B a n a c h - S t e i n h a u s Theorem ( s e e [ 2 l ] ) , 
I f (An) i s a s equence of bounded l i n e a r o p e r a t o r s each 
d e f i n e d on a 3anach space X i n t o a normed space Y and 
l i m sup ijA ( x ) i i < CO on X, 
n 
n 
then Slip ilAnjI < oo, i.e. the sequence (IJAnJl) of norms is 
bounded. 
THEOREM 1.13. Let X be as in above Theorem and suppose 
(q ) is a sequence of continuous seminorms such that there exist' 
on X 
lim q (x) = q( x) , say. 
n 'n 
Then q is a continuous seminorm of X. 
The following result is somewhat more general than Banach 
Steinhaus theorem. 
: 12 
THEOREM 1.14 . Let X be a second ca t ego ry p-normed 
s p a c e . Suppose F i s a family (q) of lower semicont inuous 
seminorms q such t h a t 
q ( x ) <_ M ( x ) < CO, 
for each x £ X and a l l q a F . Then t h e r e e x i s t s a c o n s t a n t M, 
independent of x and q such t h a t 
1/p 
q ( x ) <. M l l x j l 
for a l l x b X and a l l q G F . 
TFEOREM 1 .15 . UNIFORM BOUNDHDNESS PRDXIPLE (See [ 2 1 ] ) . 
Le t P be a c o l l e c t i o n of r e a l lower semicont inuous 
f u n c t i o n s , p de f ined on the second ca t ego ry m e t r i c space X 
and suppose 
p( x) <. M( x) < oo, each x e X , a l l pe P . 
then the re e x i s t s a sphere s in X and a c o n s t a n t M such 
t h a t 
p( x) <_ h\, each x e S, a l l p e P * 
THEOREM 1 .16 . HAHN BA>JACH THEOREM [ 2 l ] . 
Le t E be a r e a l l i n e a r space and l e t M be a l i n e a r 
subspace of E. Suppose p i s a s u b l i n e a r f u n c t i o n a l defined 
on E and f a l i n e a r f u n c t i o n a l def ined on M such t h a t 
fC'^) i. p( x) for every x 6 M . Then the re i s a l i n e a r func t iona l 
g def ined on H such t h a t g i s an e x t e n s i o n of f 
( i . e . , g( x) = f ( x) for a l l xeM) and g( x) £ p( x) for a l l xsaE, 
1.8 INVARIANT MEANS. Le t a be a mapping of the s e t of 
p o s i t i v e i n t e g e r s i n t o i t s e l f . A con t inuous l i n e a r func t iona l 4' 
on i , the space of r e a l bounded sequences , i s s a i d to be an 
i n v a r i a n t mean or a q-mean i f and only i f 
(1) ^{x) 2 C when the sequence x = (x ) has x > '^  V' n ? 
(2) ({)(e) = 1 , and 
(3) (l)((x^(^))) =4'(x) V X e i ^ . 
For c e r t a i n kinds of mapping a , every i n v a r i a n t mean ({) extends 
the l i m i t f u n c t i o n a l on the space c of r e a l convergen t sequences , 
in the sense t h a t ^'(x) = l im x \f x^c. Consequent ly , c C c 
where c i s the s e t of bounded sequences a l l of whose o-means 
0 
are e q u a l . When a(n) = n+1, the o-means are the c l a s s i c a l Banach 
l i m i t s on ^ and c the s e t of almost convergent sequences . 
1.9« The p r e s e n t d i s s e r t a t i o n has i t s g e n e s i s in an 
: 14 : 
inves t iga t ion of 'mot ion ' , c e r t a in mappings of k\ into i t s e l f , 
and consequent convergence ques t ions . Some of these matters 
have been dea l t by RAIMI [32] by means of techniques based on 
JAFilSON'S study of Banach l i m i t s [ l 2 ] . JARISON'S methods 
requi re ' a su rpr i s ing amount of heavy machinery' [12, p . 8 l ] . In 
con t r a s t , and in keeping with the s p i r i t of the cur ren t energy 
c r i s i s , our machinery is aui te l i g h t weight and simple. 
An attempts is also made to c o l l e c t the work done on 
cha rac t e r i za t ion of i n f i n i t e matr ices involving the sequence 
spaces derived from a~means ( i . e . the general ized Banach l imi t s j 
In Chapter I I , we prove tha t the space c is a F^anach 
space under c e r t a i n norm, and the c lasses ( c , c ) , ( c , c )^ ^^^ 
( -L , c), and ( \.i » c ) of matrices are cha rac te r i zed . In 
'a O J. O 
Chapter I I I , conceijt of absolute a-convergence and strong 
0-ccnvergence is studied ( the spaces of these sequences are 
denoted by v and w^ r e s p e c t i v e l y ) ; and the matrix c lasses 
(v, v^ ) , (v , v^)^g , ( c , w^^) and (v^,w^) are charac te r ized . 
Chapter IV is devoted to study the p roper t i es of the mappings 
a : ^ ——> IN . In the l a s t Chapter, the authoress has l i s too 
some anpi ica i ion or iented r e s u l t s . 
(T- CONSERVATIVE MATRICES 
CHAPTER I I 
O-C0N3ERVATIVE MATRICES 
^ • 1 - DEFItflTIONS AND MCTATIONS. L e t C and l^ _^ ' d 
t he c o r n u u a t e s p a c e s of c and i r e s p e c t i v e l y „ normed. in 
u s u a l v.'ay. I t i s w e l l known t h a t e ach f e e ' has the reox 
s o n l a t ion 
f ( x ) = . l im x) [ f ( e ) - E f ( e . ) ] + E x f(G ) , 
vvnere x -- ( x. ) . Fu i - the rmora , !l fjl i s g i v e n by 
i f ( e ) •" £ f ( e ) i + I ! f ( e J j . 
k=l '^  k = l '^ 
The s e t 4 e , e"", e ' " , , . . . < . . r i s a S c h a u d e r b a s i s f o r c , an 
e v e r y x -- (x , ) 6 C can be w r i t t e n u n i q u e l y as ( s e e [4€)]) 
X = ( l i m x) e + S (X|^ - l i m x)e j^ , 
k 
T h r o u g n o u t t h i s p a p e r we d e a l o n l y w i t h mapp ings a of 
the s e t of p o s i t i v e i n t e g e r s i n t o i t s e l f which a r e o n e - t o - o n e 
P 
and a r e such t h a t o (n) |^  n V p o s i t i v e i n t e g e r s n and p , 
P . t h 
where a (n ) d e n o t e s the p i t e r a t e of t h e mapping a a t n . 
r) 
: 16 : 
For such rnapplni is , o v e r y o-moan e x t e n d s t he l i m i t f u n c t i o n a l on 
c ( see [ 3 2 J ) . 
I f x = ( x ) , s e t TX = ( T X ^ ) = ( X , N ) . I t c a n b e 
^ n ' n ' ^ a{n)' 
shown t h a t [ 3 5 j 
= jx G ^ : l i m t „( x) = L u n i f o r m l y in n , L - a - l i m 
oo ^ mn^ ' ' 
m—> oo 
where 
t ( x ) = (x + T x^ + + r " X ) / ( m + l ) 
rnn^ ^ ^ n n n 
and 
t , = 0 . 
- 1 , n 
A a-mean e x t e n d s the l i m i t f u n c t i o n a l on c in t h e sense 
t h a t (}>( x) = l im x V x & c i f f o has no f i n i t e o r b i t s , i » e . 
V n 2 0 , j 2 1 ( s e e [ 2 6 ] ) , 
J 
a (n ) f n . 
For a p a r t i c u l a r 1-1 mapping a of t he s e t of p o s i t i v e 
i n t e g e r s i n t o i t s e l f , we may g e t a number of i n v a r i a n t m e a n s . 
L e t M d e n o t e th^ s e t of a l l o - m e a n s . We know t h a t when a 
o 
i s the s i i i f t o p e r a t o r then a-mean i s a Banach l i m i t . S i n c e , 
we k[ioWj by ir,x[iu thf !iahn-B<inach Theorem, t h a t XAY) S-.'I oi M 
BdHc'ch l i m i t s i s nonempty, t h e r e f o r e the s e t of t i l l i n v a r i iri"": 
me a n s i s a l so no ne mp t y . 
L..ot. X be a set» Let A be a s c a l a r such t h a t 
*•- .i -^  ^ ^* ^''^' ^^ -'^  ''^  ^2 said to be convex if A(x) -f ( l - / \ j \ ' ; ' : 
v/honever x €: X and y e X. 
' - •2- INTRODUCTION. In 1972, P . SCHAEFuR [35] has cio-m • 
o-cr^ns-;rv3 t ivt?, o - r e q u l a r and o - c o e r c i v e m a t r i c e s which generc-Ii; 
the almost c o r i s e r v a t i v e , a lmost r e g u l a r [ l 3 j ^n(^^ almc^L cooiciv.? 
ind t r ices r e s p e c t i v e l y [ 8 ] . He a l s o gave necessa ry anc suff ic ier , 
convi i t ions to c h a r a c t e r i z e such m a t r i c e s . In t h i s Chapter , wt-
aim to study these c l a s s e s of m a t r i c e s and an a t t empt is el :^ c 
made to give the r e s u l t s of v a r i o u s n a t u r e , e . g . the space cp 
i s a Banach space under c e r t a i n norm, M i s a c losed convex 
s e t and c h a r a c t e r i z a t i o n s f o r (c , c ) - , and ( t , , c^) rnatr ic 
2 , 3 . c-CONSi£fWATIVE AND g~REGULAR MATRICES. A H ma t r i c e 
in t h i s paper are r e a l i n f i n i t e m a t r i c e s . For such matrices. , ti) 
n o t i o n s of being a lmost c o n s e r v a t i v e and almost r e g u l a r car; be 
g e n e r a l i z e d as fo l lows ( s e e [ 3 5 ] ) . 
1 O . 
« 
DEFINITION 2 . 3 . 1 . An i n f i n i t e ma t r ix A i s sa id to be 
a - c o n s e r v a t i v e i f f 
DEFINITION 2 . 3 . 2 . An i n f i n i t e mat r ix A i s sa id to be 
a - r e g u l a r i f f i t i s a - c o n s e r v a t i v e and 
a - l i m Ax = l i m x V x Q c, 
THEOREM 2 . 3 . 3 . The ma t r i x A i s d - c o n s e r v a t i v e i f f 
( L ) liAJl = s u p | E la^^^l j < + «>, 
oo 
( i i ) '3(<)= ^^nk^n=l ^ ^a ^ ° ^ ®^^^ ^' 
oo 
when A i s a - c o n s e r v a t i v e , t he a - l i m i t of Ax i s 
( l i m x) [u - Z Uj^ ] + E Xj^ Uj^  f o r e v e r y x = ( x, ) G c , 
Where u ^ o~ 1 im a and Uj^  = a - l i m 3/)^\ , k = 1 , 2 , . . . . . . . . 
THEOREM 2 . 3 . 4 . The m a t r i x A i s a - r e g u l a r i f an6 on ly i1 
( i) ilA II < + oo. 
( i i ) '^(y)^'^ry ••'•'i't^ '^  C " l i m i t z e r o f o r er^ch k 
( i i i ) a fc c ^ w i t h r r - l i m i t -f 1 . 
PiiQ0£.JiLJIHi0ii5M 2 . 3 . 3 . L e t us f i r s t suppcs^-' - l a c 
cofi:; i t i o r i S ^ i j , ( i . i ) and ( i i i ) h o l d . L e t p be any r:on-n^:^:^y> i,i\ 
intOvj-vr and l e t x e c , V/e have 
P (Ax + TAx + + T^  Ax)/(pH-l) 
P 
y [ a ( n , k ) + a ( a ( n ) , k ) + . , . . +a{a ( n) , k) J x , / ( p '-O 
F o r any p o s i t i v G i n t e g e r n , s e t 
P j 
t,,,^,(x) - r, E a{a ( n ) , k ) x . / ( p + l ) . 
•-'^ ' k - l j ^ : ^ ' ^^  
Then we have 
«' P J 
i t ^ ^ ( x ) | < Z I l a ( 0 ( n ) , k ) i . l x . | / ( p + l ) 
< [ i i x i ! / ( p + i ) ] . [ I £ l a ( 0 ' ( n ) , k ) l j 
j=0 k=l 
< llAil . j l x i l 
s i n c e t ^ i s o b v i o u s l y l i n e a r on c , i t f o l l o w s t h a t t f- c ' pn pn 
and that \\ t ^J\ < HAJI. 
20 ; 
Now, 
«> P J 
t^^(e) = [ 2 E a(a ( n) , k) ]/( p+i) 
pn' k=l j=0 
P "^  j 
[ E £ a(a ( n) , k) ]/(p+l) , 
j O k=l 
so lim t (e) exists uniformly in n and equals u, the a-limit 
p P 
k 
of a, s ince a e c^ . S i m i l a r l y , l im t (e ) = u . , the a - l i m i t 
P 
C 1 2 ^ 
of 3 / , s for each k, uni formly in n . S i n c e r e , e , e , . . . . , ( -
i s a fundamental s e t in c , and sup {\t ( x ) j ) i s f i n i t e for 
P ^^ 
each x e c , i t follov;s t h a t l im t (x) = t (x) e x i s t s for a l l 
p pn ' n ' 
X6 c . Fu r the rn 'o re , 
t^ll < lim inf 
P 
II t p ^ 11 < IIA 11 f o r each n and t ^ e c . 
T h u s , 
t ^ ( x ) = ( l i m x) [ t ^ ( e ) - Z t ie^)] + Z x, t ^ ( e ^ ) 
n n j^ n k '^  " 
= d i m x) [u - E u^] + E Xj^ Uj^ , 
K K 
an e x p r e s s i o n independent of n . Denote t h i s e x p r e s s i o n by L( x ) . 
In o rde r to see t h a t l im "t^ri^^^ ~ L(x) uni formly in n, 
P ^ 
s e t F p ^ ( x ) = t p ^ ( x ) - L ( x ) . Then F p ^ e C , II Fp^lj < 2 i |Al| f o r 
a l l p aiict n , 1 im F ( e ) - C u n i f o r m l y i n n , and 
P ^ 
l i m 
o n 
(e'"^) = 0 un l fo r i i i ly i n n f o r each k. L e t K be an 
a r b i t r . ^ r y p o s i t iv:' in t : ' qc 'T . Then 
i\ k ^' 
X -- ( 1 irr; x) e + Z ( x, - 1 im x)e + E ( x, 
k -1 '"^  k=K+l •' 
or\ 
(x) - ( i i::i x) F ^ ^ ( e ) + i: ( 
on ' k=l 
X, ~ l i m x) F ( e ' ' ) 
k pn ^ ' 
+ t- ( £ (X, - l i m xj e ) 
Dn \ . , . , k 
• - C > - f 
^.n ^> . ^-S -pn k- . ;+l 
l i m x ) e - ) ! < 2 JIAH . sup 
k:>.<+l 
X, -- 1 ir; 
k 
f o r a l l p anu n . 3y f i r s t c h o o s i n g a f i x e d K l a r g e onou 
i t i s e a sy t.o see t h a t -?ach of the t h r e e d i s p l a y e d terms f o r 
F ( x) cai p n iTjade to be u n i f o r m l y smal l in a b s o l u t e va lue 1 
a l l s u f f i c i e n t l y l a r g e p , so 1im F (x) = 0 u n i f o r m l y in n. 
P 
This shows that 
lim (Ax + TAx + 
P 
+ T Ax)/(p+l) = L( x) 
so t h a t A x e c an^i the m a t r i x A i s o - c o n s o r v a t i v e 
•Jonvc?rsel y , suppose t h a t A i s a - c o n s e r v a t i v e . If 
i s any n u l l s e o u ; ' n c e , t hen Ax<cC C. I . I t f o l l o w s from th • 
a oo 
p r o o f of [ I C , t h i o r e m 1 , p . p . 45 and 46j t h a t 11A|[ < + .--5. 
Fwr ' ' l i rr'.f. r^ :' s i n e ? /^  :• = a arv' Ae'^ - a. , N , the o t h e r t.:o 
c o n d i t i o n s a r e n e c e s s a r y f o r ^ - c o n s e r v a t i v e m a t r i c e s . 
PROOF OF THEOREM 2 . 3 . 4 . I f a m a t r i x A s a t i s f i e s tiie 
t h r e e cone i t i ons of the t h e o r e m , t h e n i t i s a o - c o n s e r v a t i v e 
m a t r i x . r o r x fee, t he c - l i m i t of Ax i s L{ x) , v.'hich r e d u c e s 
to l i m X, s i n c e u = 1 and u. = 0 for e a c h k . Hence , A i s 
a c - r e c j \ i l a r m a t r i x . C o n v e r s e l y , i f A i s o ~ r e g u l a r , t h e n n~Ii;n 
Ae = -t-1 - a - l i m a , (3-Iim Ae = 0 = a - l i m 3 / , N , and H A [ j i s 
f i n i t e , a s in t he p r o o f of t heo rem 2 . 3 . 3 . 
2 , 4 . q-COERCIVE MTRICES 
DEFINITION 2 , 4 . 1 . . A matr ix A i s a - c o e r c i v e i f and o n l y 
i f A x g c ^ for a l l x & ^ ( s e e [ 3 5 ] ) . 
U oo 
THEOREM 2 . 4 . 2 . The matr ix A i s cr -coerc ive i f and on ly i f 
( 1 ) l l A J l < + «> 
( 2 ) 3 / , X 6 c^ for e a c h k, and 
Ik) cr 
(3 ) l i m E 1 £ [ a ( o ( n ) , k ) - u , ] ! / ( p + l ) = 0 uni formly 
p k=l j=0 in n, 
where u, = a - l i m a/j^v . In t h i s c a s e , t he c r - l i m i t of Ax is 
E u, X, f o r e v e r y x = ( x, ) e 1 . 
, K K t< CO 
PROOF. L e t us f i r s t assume t h a t t h e m a t r i x A s a t i s f i e s 
c o n d i t i o n s ( l ) , ( 2 ) and ( 3 ) . Fo r any p o s i t i v e i n t e g e r K, 
£ i u . j = Z l i m j E aia ( n) , k) 1/( p+ i ) 
k=l ^ k=l p j=0 
f< P J 
=-- l i m Z \ Z a ( o (n ) ,k) l / ( p + l ) 
p k - l j=0 
P "" 3 
<_ l i m sup I Z | a ( a ( n) , k) j / ( p + l ) 
P j=0 k=l 
< l l A l l . 
CO 
T h i s shows t h a t S | u . j c o n v e r g e s , and t h a t £ ^u^i , ^s 
k - l '^  k ^ '^  
d e f i n e d f o r e v e r y bounded s e q u e n c e x = ( x, ) . 
L e t x be ar\ a r b i t r a r y bounded s e q u e n c e . For e v e r y 
p o s i t i v e i n t e g e r p , 
P 
(Ax + TAx + . . . . . + T A x ) / ( p + i ) - ( Z u , x , ) e 
,^  K K 
( «= p j ; 
- / I {Z [ a (a (n) ,k) - U . ] / ( D + 1 ) ) X . f , 
L k=l j ^ ^ ' ''J 
so 
p 
i | (Ax+TAx + . . . + T A x ) / ( p + l ) - (Z u . x , ) e l | 
k 
C '^ P J } 
= sup . I E ( E [ a ( a (n) ,K) - u, l / ( p + l ) ) x. j > 
f °° P j 
< li X i j . sup J Z I Z [ a ( o ( n ) , k ) - u . ] i / { p + l ) 
n I k=l j=0 ^ 
Le t p > + CO. 3y the u n i f o r m i t y of the l i m i t s in cond i t i on ( 3 ) , 
i t fo l lows t h a t (Ax + TAx + + T P A X ) / ( P + I ) —> (Z u , x , ) e , 
k '< '<' 
and t h a t Ax G O v^ith a - l i m i t Z u, x, . 
k ^ ^^ 
Next, suppose t h a t A i s a o - c o e r c i v e m a t r i x . Then, s ince 
A i s a - c o n s e r v a t i v e , we have c o n d i t i o n s ( l ) and (2) from 
Theorem 2 . 3 . 3 . In o rde r to see t h a t (3) h o l d s , we proceed as in 
[ 8 ] , by f i r s t showing t h a t the l i m i t in q u e s t i o n i s zero for each 
n, and secondly showing t h a t the l i m i t i s uniform in n. 
Thus, suppose t h a t fo r some n, we have 
~ P 3 
l i m sup E \ Z [ a ( a (n ) , k) - U . ] 1 / ( D + 1 ) = N > 0 . 
p k=l j=0 ^ 
Since j}A|j i s f i n i t e , N i s f i n i t e a l s o . We observe t h a t 
s i nce E lu. i < + oo the ma t r ix B = (b , ) , where b , = a , - u, , 
' i c ' ' ^ n k ' ' nk nk k* 
25 
i s a l s o a a - c o e r c i v e m a t r i x . If one s e t s 
^kp = 1 . ^ [ a ( a ^ n ) , k ) - u ^ ] l / ( p - H ) , and E^^ = ?^^^^ , on^ ;. 
can fol low the? c o n s t r u c t i o n in the proof of Theorem 2 .1 in {tl] 
to o b t a i n a bounded sequence whose t ransform by the matr ix 3 
i s not in c . This c o n t r a d i c t i o n shows t h a t the l i m i t in (3) a 
i s zero for every n. 
To show t h a t the convergence i s uniform in n, we invoke 
the fo l lowing lemma, which i s proved in [ 3 4 ] . 
LEMMA. Le t (H(n)) be a coun tab le family of ma t r i ce s 
H(n) = (hp{.(ri)) such t h a t l |H(n ) l i <. M < + «> y n and 
lim h . VH) == 0 V k, uniformly in n. Then lim 1 h An) x, - C 
p p k '^  
uniformly in n \' x ic i iff lim E Ih , 1 = 0 uniformly in n. 
p k P' ' 
P r J We l e t h . { x) = E [a(cr ( n ) , k ) - u . ] / ( p + l ) and l e t H( n) PK . ^ K 
be the ma t r i x ^ ^ Q I J ^ ' ^ ) ) * ^'^ i s easy to see t h a t ! ! H ( n ) | | < _ 2 JiAJl V n 
and t h a t l im h , (n) = 0 \ / k , un i formly in n by c o n d i t i o n ( 2 ) . 
For any xfc ^^ , l im S h , (n) x, = a - l im Ax - S '-'i, '^i,» ^'^^' ^-^^ 
CO p k '^^  '^  k 
l i m i t 'jxi;, ts unir 'onnly in n sines) Ax c . Moreover t h i s l i m i t 
i s zero Gxncc.' 
^ ^ , J n ) X 1 < li x | l . Z i E [ a ( a (n) , k) - u J i / ( p + l ) , 
Thus l i m E l h ^ , ( n ) i = 0 u n i f o r m l y in n , and t h e m a t r i x 
p k P"^  
s a t i s f i e s c o r . ' i i t i o n ( 3 ) . 
THEOREM 2 . 4 . 3 . The c l a s s e s of a - r e g u l a r and a - c o e r c i v e 
m a t r i c e s r,:\ d i s j o i n t . 
PROOF. I f A were a a - r e g u l a r and a a - c o n s e r v a t i v e 
m a t r i x , t h e n a - l i m a / , x = 0 =. u, f o r e v e r y k. The c o n d i t i o n s 
0 -1 im a = + 1 and 
P 
P J 
l i m Z I Z a ( a (n) , k ) | = 0 
P k j=<:' 
a r e i n c o m p i t a b i e , s i n c e 
1 P J 1 P J 
i—T Z Z a ( a ( n ) , k ) [ = [ Z - ^ Z a ( a ( n ) . k ) l 
P^^ j=0 k k P^-^ j O 
1 , P j 
I E r r r 1 E B{a ( n ) , k ) ! . 
Ic P^-^ j=o 
2 . 5 . In t h i s s e c t i o n we g i v e t h e f o l l o w i n g t h e o r e m s . 
THEOREM 2 . 5 . 1 [ 3 ] . c i s a Banach space w i t h 
i U l i = sup I t (x) 1 
m , n 
PROOF. Def ine , for xfcc , 
( 2 . 5 . 1 . 1 ) I! X II = sup I t ^( x) 
t can easily !.•? verified that (2.5.1.1) actually defines a norn 
on c an< 
a a 
i s a nonried l i n e a r space 
I t i s l e f t to show t h a t c i s comple te , t h a t i s , every 
Cauchy sequence in c^ converges to an e lement of c 
,et (x ) ije a Cauchy sequence in c . Then for each i, 
a 
( x . ) i s a Cauchy seoue 
^ lc=l 
nee in R . Hence x. 
-> X. [ s a v ; 
as k t h a t i s l i m x . = x . . Put x = ( x . ) . By the 
k ^ ^ ^ i=l 
definition of norm on c it can be easily proved that 
(x^) x. I t i s only l e f t to shew t h a t x 6 c . 
o 
Since (x ) i s a Cauchy sequence , given &> 0 , the re 
e x i s t s a p o s i t i v e i n t e g e r N ( t ) = N (say) such t h a t for each 
k, r > I ] , 
Hence 
k r 
X -• x II < £ 
sup i t (x^ - x^)l < i 
tn, n 
• 9R 
This gives 
\,n (^ '- '^)l <& 
for each p,n and I<,r > N. Taking limit as r 
we ge t 
(2.5.1.2) |t^^ (x^ - x)! <£ 
for each m,n and k > N. NQW fix k for which the above 
k inequality holds. Since x' , for this fixed k belongs to 
c we qe t 
a 
k-lira t (x ) = L uniformly in n. 
m 
Hence for the given £, , t h e r e e x i s t s a p o s i t i v e i n t e g e r m 
such t h a t 
( 2 . 5 . 1 . 3 ) [ t ^ ^ (x' ' ) - Lj < b 
for m > m and for all n. Hence m is independent of n 
— o o 
but depends upon 6 . Now using (2.5.1.2) and (2.5.1.3) we get 
it (x) - Lj = It (x) - t (x*^ ) + t (x"^ ) - L 
' mn^ ^ ' ' mn mn^ ' mn^ ' 
kM . 1 . / k. 
in^  ' mn^ 
< 26, 
< 1 t (x) - t (x*^)! + 1 t (x*^) - L 
— ' mn ' ' ' mn^ 
; 2 9 
for m > m ancl V n. 
— o 
Hence x £ c and c i s comple te . 
o a '^ 
For a p a r t i c u l a r 1-1 mapping cr, we may g e t a number of 
i n v a r i a n t means. Let M^ denote the s e t of a l l i n v a r i a n t means. 
Then, by Hahn-Banach Theorem, M i s nonempty. We give the fo l lo -
wing r e s u l t due to MISHRA and SATAPATKY [ 2 5 ] . 
THEOREM 2 . 5 . 2 . M i s c l o s e d convex s e t . 
o 
PROOF. F i r s t we w i l l prove t h a t M i s convex. Let C\ 
and (^ 2 el.': J. Le t | = a 5)^ ^ + (1 - a) ^^ ^^^ 0 < a < 1. If 
X 2 ^'> then c l e a r l y $( x) 2 0 as a > 0 , (1 -a ) > 0 , $, ( x) > C 
and (J'2( x) 2 C. 
i ' (e) = a J ^ ( e ) + ( 1 - a ) 
= a . l + (1 -a ) .1 
= 1 
^ ( a x ) = a $(ox) + (1 -a ) $^(c5x) 
= a $^(x) + (1 -a ) $2(><) 
= | ( x ) . 
Hence (| i s a o-mean and ^ & M , 
This proves t h a t M i s a convex s e t . 
a 
Next we will show that M is closed. Let (J ) be a 
sequence in M which converge to ^, that is, 1 im § (x) - '^{x) 
n 
V X 6 l^ . As $^( x) 2 0 V X 2 0 and V n, $(x) > 0 being l i m i t 
of $^( x) 2 0* S i m i l a r l y l i i n ^ ^ ( e ) = § ( e ) and an each § (e) - 1, 
(e) i s a l s o equa l to 1 . 
t . . 
L e t , for x G ^ , c x - x = y and y e t . Thus 
l im 6 (y) = ^ ( y ) . As ^Aox) = 5 (x) V n , 6 ( c 5 x - x ) = 6 ( y ) -
••n "• •'n ' n n n 
Thus ^ (y) = 0 . i-ience J ( 0 x ) = $( x) as ^ i s a l i n e a r func t iona l 
This proves t h a t 0 i s a a-mean and belongs to M . So M is 
•* (5 O 
c l o s e d . 
"his completes the theorem. 
I t i s wel l known t h a t y e c i s e q u i v a l e n t to ( see [ 32 j ) 
y e - ( o x - x : x 
Lc 
wriere I V means the c losed l i n e a r e x t e n s i o n of ^ I . The; 
Lc 
'/.'here 
zero . 
uo 
i s th'3 s e t of a l l bounded sequences o-convergent to 
THEOREM 2 . 5 . 3 [ 2 5 ] . An i n f i n i t e m a t r i x A i s of tho 
type ( c ^ , c^) i f f 
( i ) ilAJl - sup £ |a . I < - , 
n k 
( i i ) (L a , ) e c , 
( l i i ) A(a - I ) & ( i^, c ^ ) , 
whore I i s t he i d e n t i t y o p e r a t o r 
PROOF: S u f f i c i e n c y . From r e l a t i o n 
c = c,, © i e f 
we oe t fo r y fe .^ , 
' a 
( 2 . 5 . 3 . 1 ) y = X + ae 
where x G ir- n^d a = 1 im t (v) uniformly in n. Co mn '^^  ' 
n 
Taking the .'\-transform in relation (2.5.3.1) we get 
Ay = Ax + a.Ae 
(2.5.3.2) or Ay = Ax + a (L a ,) 
k ^^ n=l 
f i cr;; o c: 
I f XG i ^ t h e n A(ox - x) <£ c ^ by ( i i i ) , As A i s 
bounrlod l i n e a r o o e r a t o r on i by ( i ) , we g e t Ac-. C c 
by usincj r e l a t i o n 
y e (nx - X : X G (- ) , ,. 
where i V moans t h e c l o s e d l i n e a r e x t e n s i o n of j I 
CO 
A x 6 , . ^ . By ( i i ) {"L a , ) , € c . Hence from r e l a t i o n ( . 1 . 5 . ul) 
o t, n u n—X o 
.< 
Ay G c and so A &(c , c ) or A is of the tyoe (c , 
Necessity. SuoDOse A(£(c , c ). As ccc 
o cr (J 
A e ( c ^ ^ , c^) = = ^ A £ ( c , c^ ) . 
No "^' n e c e s s i t y of ( l ) f o l l o w s frorr, [Theorem 1 , 3 5 ] , S i n c e e e c^.,; 
Ae e c . T h i s i s e q u i v a l e n t to (£ a ;,) G o ^1.6. t h i s p r o v e s 
"^ k " n=l ^ 
t h e n e c e s s i t y of ( i i ) . For each x e l , o x - x f c . c b e c a u s e 
(|)(ox - x) = 4 ' ( ox ) - 0 ( x ) = 0 V o-means (J). Hence A ( o x - x ) e c ^ 
and t h i s p r o v e s t h e n e c e s s i t y of ( i i i ) and c o m p l e t e s t he t h e o r e m . 
THEOREM 2 . 5 . 4 [ 3 ] - A ( ( ^ , c^) i f f . 
( i ) K. E sup l t ( n , k , m ) l < co, 
n , k, m 
and 
where, \/ n,m >_ 0 
CO 
t,,_(Ax) = Z t ( n , k , m ) x , 
t ( n , k , m ) = -~r I {o ( n ) , k ) . 
PROOF, o u f f i c i e n c y . Suppose t h a t x€z^ , By v i r t u e of 
c o n d i t i o n ( l ) and ( i i ) we see t h a t 
( 2 . 5 . 4 . 1 ) lim Z t ( n , k , m ) x , - Z a, x, , uni formly in n: 
n k -^  k '^  ^ 
i s a l so converges a b s o l u t e l y . Furthermore> 
y t ( n , k , m ) x 
k ^ 
converges a b s o l u t e l y for each m and n . 
For a given ^> 0 , l e t k e FN , such t h a t 
( 2 . 5 . 4 . 2 ) I 1 X i < &- . 
o 
By ( i i ) we can f ind m (r PK] such t h a t 
( 2 . 5 . 4 . 3 ) j E [ t ( n , k , m ) - ai^jx. | < t , 
k<k ^ 
— o 
for all m > m , uniformly in n. Mow, 
.?4 
Z [t(n,k,m)-a, ]x. I <. j Z [ t( n, k,m)-a, ] x, j + £ j t( n, k,m)-a, jl x, j 
<=1 "^  k<k '^  '^  k>k "^  ^ ^ 
< (2k+i)e , 
for all m > m and uniformly in n, by (2.5.4.3), (2.5.4.2; 
and (i). This proves (2.5.4.1) and hence sufficiency. 
Necessity. Condition (ii) follows from the fact that 
e f,. For the necessity of (i), let us define a continuou: 
linear functional B_ ^ on £, by 
m,n 1 ' 
^k 
B^ (^ x) = E t(n,k,m)x. . 
Now, ISm.n^'^^i - ^^^ it(n,k,m)l \\^\\^ 
Whence it follows that 
(2.5.4.4.) liB^^^li < sup lt(n,k,m)l . 
F o r any f i x e d k fe l"bl, d e f i n e x = ( x . ) by 
X . 
1 
• "•'-". 
Then il xlj^ < 1 , and 
^ m , n ^ " ^ ' = l t ( n . k , m ) x j 
2 l t ( n , k . m ) l l i x j i ^ , 
t h a t 
l l 3 ^ ,J1 > sup 1 t ( n ,k ,m) 
u s i n g ( 2 . 5 . 4 . 4 . ) , we have 
' ' ^ m , n ' ' ^ ^^P ^ t ( n , k , m ) ] 
s i nce A e ( L , c ) , we have for any xfe L , 
sup | B ^ n^  ^^  ' "^  ^^P !^ t ( n , k , m ) x . I 
m,n ' m,n k 
< o o . 
Hence, by uniform boundedness principle, we have 
^^P ilB__, „ii = sup |t(n,k,m)! 
m,n "^ '^  m,n,k 
'his completes the proof 
ABSOLUTE <T- CONVERGENCE 
AND STRONG (T- CONVERGENCi: 
CHAPTER I I I 
ABSOLUTE o-CONVERGENCE AND STRONG o-COWERGENCE 
3 . 1 . DEFINITIONS AND NOTATIONS. P u t 
assurriiri- t r . a t t ^( x) -- 0 f o r m = - 1 . A s t r a i g h t forwar' ' ' 
c, 1 c u 1J t i o n '3 ho'.-. r. th a t 
, m 
m l i ^ .t. ^^ ^^ n^ - ^^ "^ -^n-I j(T-Jx„ - T-^'^-x) , (m 2 1 ) ; ( 3 . 1 . 1 ) F^ (x ) = - v - - - > i . l 
'^ '^  X (ra = 0) 
^ n 
DEFINITION. 3 . 1 . 1 [ 2 6 ] . A s e a u e n c e x G (: i s s a i d to be 
— — — — — — — — -" ,y^ 
a b s o l u t e a - c o n v e r g e n t i f f 
( i ) 2 i'"rnn^ •'^ ^ i c o n v e r g e s u n i f o r m l y in n , and 
rn=0 
( i i ) l i m t „( x) , which must e x i s t , s h o u l d t a k e the 
m—> oo 
same v a l u e \/ n. IVe d e n o t e by v , t h e s p a c e of a l l a b s o l u t e l y 
a - c o n v e r g e n t s e q u e n c e s . 
REMARK. The a s s e n t i o n ( i ) i m p l i e s ( t r i v i a l l y ) t h a t 
( t ( x ) ) ( a s a s e q u e n c e i n ^ ) c o n v e r g e s u n i f o r m l y in n: b u t i t 
mn • <x» ^ 
may converge to a d i f f e ren t l im i t for d i f fe ren t value of n. This 
p o i n t did not a r i s e in the o r ig ina l , 'Banach l i m i t ' case in whicti 
a(n) = n+1. In t h i s case i f we assume only t h a t t (x)—> L as 
' mn^  '^  
m > oo for some va lue of n, then we must have t (x) > L 
* mn ' 
as m ^ CO for any other n (but not necessarily uniform in n/ 
60 if, as a special case, we assume uniform convergence, the 
value to /;hich t ( x) converges must be the same V n. This 
need not be so in the general case. As a simple example, 
consider 
o( n) -^  n + 2. 
Consider the senuence (x ) 
n 
0 
'n 
1 
defined by 
( n even); 
( n odd) . 
then for all m > 0 
t (x) = 
mn^ 
(n even); 
(n odd) . 
so t h a t F (x) =G V m j ^ 1 . Thus ( i ) c e r t a i n l y h o l d s , but 
the value of 1 im t ( x) i s 0 for n even and 1 for n 
m — > 00 
odd. That i s why we have supposed a s s e r t i o n ( i i ) . 
I f a(n) = n + 1, v r educes to be the sapce of abso lu te 
almost convergent seqijences [ b j . 
R e c e n t l y , I . J . Maddox [22] def ined s t r o n g l y almost 
convergent sequences by saying t h a t x. -> [ f ] i f f . 
, i+n 
" k = i + l ^ 
-> 0 (n > CO, uni formly in i) 
Obvious ly , the idea of s t r ong almost convergence can be 
gGn':^ral izod, r o p l a c l n q the r.anach l i m i t s by a-means. 
DEFINITION 3 . 1 . 2 . A bounded sequence x = (x, ) i s said 
to be s t r o n g l y o -convergen t to a number L i f f . ( j x , - L 1 ) & c 
with a l i m i t zero ( see [ 2 7 ] ) . 
In t h i s s i t u a t i o n , we say t h a t L i s the s t rong a - l i m i t 
of X. ay w y^ e denote th^ so t cf a l l s t r o n g l y a-convergent 
sequences , and by v;.- . t i ia t the sequences s t r o n g l y a-convergent 
to zero» 
If o i s a t r a n s l a t i o n , v/ = [ f ] ? the space of s t r o n g l y 
almost convergent sequences ( s ee [ 2 2 ] , [ X ^ ] ) . 
3 . 2 . INTRODUCTION. In t h i s Chapte r , we s tudy the ma t r i c e j 
i n v e s t i g a t e d in [ 2 6 , 27]^ and such m a t r i c e s are c a l l e d a b s o l u t e l y 
a - c o n s e r v a t i v e and a b s o l u t e l y o - r e g u l a r m a t r i c e s , e t c . 
An infinite matrix A is said to be absolutely a-conser-
vative iff Ax G v v x e v. A is said to be absolutely 
o 
a - r e g u l a r i f f i t i s a b s o l u t e l y o - c o n s e r v a t i v e and a - l i m Ax =- l ini x 
1/ X G: V. I t i s a l s o q i v e n t h a t v_ i s a Banach space under 
c e r t a i n norm. v.e a l s o c o n s i d e r m a t r i x t r a n s f o r m a t i o n s of the 
c l a s s e s ( c , w^ ) and (v , V'/^ ) • 
3 . 3 . SOME MATRIX TRANSFORMATIONS 
v'.'e n o t e t h a t , i f Ax i s d e f i n e d , t h e n i t fo l lov js from 
e qn . ( 3 . 1 . 1 ) th ci t , V i n to qe r s n , m 2 0 
F^„(Ax) = I a ( n , k , m ) x . , 
mn ,^^y K 
where 
j^{^^l) .^ J j a ( a ( n ) , k ) - a ( a ( n ) , k ) ^ m 2 l ; 
a ( n , k , m ) = 
a ( n , k ) (m<5) 
THtiOREM 3 . 3 . 1 . The matrix A i s absolute ly o-conservative 
if and only if 
( i) there e x i s t s a constant K such t h a t for r = C , l , 2 , . . 
n = 0 , 1 , 2 , 
oo r 
E 1 Z a ( n , k , m ) [ <. K 
m=0 k=0 
40 : 
CO OO 
( i i i ) a = ( E a^.) £ v^ and we take ( i i i ) as 
k=0 ^^ n=C "^ 
including the assertions that the series 
OO 
( i i i ) ' ^^  3p.i< converges for a l l n . 
k=0 
CO 
In t h i s c a s e , the a - l i m i t of Ax i s u l im x, + T. x,u., 
, k . ,. k k 
k — > OO k=<J 
for every x = i^y) ^- v , where u = o- l im a and u. = o-l im a,', -> , 
k = 0 , 1 , 2 , 
THEOREM 3 . 3 . 2 . The mat r ix A i s a b s o l u t e l y o - r e g u l a r 
if and only if 
( i ) con i ' i t i on ( i ) of Theorem 3 , 3 . 1 h o l d s , 
( i i ) ^lu)^'^a "^'^^^ 0 - l i m i t zero for each k, and 
( i i i ) a e v with a - l i m i t + 1 . 
PROOF OF THEOREM 3 . 3 . 1 . Suppose t h a t A i s a b s o l u t e l y 
o- rconservat ive m a t r i x . Pu t 
m=0 
k 
It is clear that for fixed n and k E a x is a continuous 
r O "^ ^ 
l i n e a r f u n c t i o n a l on v . Vv'e are given t h a t , f o r a l l xfev i t 
; 41 : 
t ends to a l i m i t as k J> oo ( f o r f ixed n) and hence by B--irijch 
S t e i n h a u s thoorem, t h i s l i m i t , t h a t i s to say (Ax) i s a l so a 
con t inuous l i n e a r f u n c t i o n a l on v . Hence, f o r f ixed n and 
f ixed ( f i n i t e ) m 
m 
( 3 . 3 . 1 . 1 ) s I F .(Ax)l 
i s a cont inuous seminorm on v . For any given x e v , ( 3 . 3 . 1 . 1 ) i s 
bounded in m,n; hence by ano the r a p p l i c a t i o n of Banach-Steinhaus 
theorem, t h e r e e x i s t s a c o n s t a n t M > 0 such t h a t 
( 3 . 3 . 1 . 2 ) q^(x) <. M 1| x |1 
Apply ( 3 . 3 . 1 . 2 ) wi th x de f ined by 
fl (k 1 r) 
/ 0 (k > r ) . 
Note t h a t , in t h i s c a s e , ji X Ij = 2 . ( i ) must h o l d . 
Since ® »^® •= ^» n e c e s s i t y of ( i i ) and ( i i i ) i s obv ious . 
Conve r se ly , suppose t h a t the c o n d i t i o n s ho ld , and t h a t 
x e v . Vie have def ined v as a subspace of c . Thus, in 
O ' oo ' 
o r d e r to prove t h a t AxGv ; i t i s f i r s t of a l l neces sa ry to prove 
. 42 • 
t h a t Ax e x i s t s and i s bounded. Since the sum ( i ) i s bounded, 
i t fo l lows in p a r t i c u l a r t h a t the term m = 0 i s bounded, t h a t 
i s to say, t h a t 
r 
( 3 . 3 . 1 . 3 ) Z a^. 
k=0 "^ 
i s bounded for a l l n , r . For t h i s and the convergence of ( i i i ) 
fo r f ixed n, the r e s u l t fo l lows e a s i l y . 
INQW, s ince ( i i i ) c o n v e r g e s , i t fo l lows t h a t Z a(n,k,m) 
k=0 
converges V n,m. Fie nee i f we w r i t e 
p(n ,k ,m) = Z a ( n , r , m ) 
r=k 
then p(n ,k ,m) i s de f ined , a l s o for f ixed n,m we have 
( 3 . 3 . 1 . 4 ) p(n ,k ,m) > 0 
as k > oo. Now ( i i i ) g ive us t h a t 
( 3 . 3 . 1 . 5 ) I i j5(n,0,m) 
m=€ 
converges uniformly in n, and (ii) gives us that, for fixed k 
Z |a(n,k,m) 
m=0 
: 43 
converges uniformly in n. Since 
k-1 
p(n,k,m) s» p(n,0,m) - Z a(n»r,m) 
it follows that, for fixed k, 
ee 
(3.3.1.6) E lp(n,k,m)| 
m=0 
converges uniformly in n 
Now 
^mn^Ax) 3 Z^ a(n,k,m)x^ 
» Z Cp(n,k,m) - p(n,k+l,m)]x^ 
k=0 , 
00 
(3 .3 .1 .7 ) » Z p(n,k,m) (x. - x^ , ) 
kO *^  *"-^  
by (3.3.1.4) and the boundedness of (xj^). 
Now (i) and the boundedness of sum (3.3.1.5) show that 
(3.3.1.8) Z |p(n,k,m)| 
m=0 
is bounded V k,n. We can make 
k=k.+l ^ "^  -^  
a r b i t r a r i l y s m a l l by c h o o s i n g k s u f f i c i e n t l y l a r g e . I t 
t h e r e f o r e , f o l l o w s t h a t , g i v e n t > 0 we can choose k so 
t h a t , V n , 
( 3 . 3 . 1 . 9 ) E 1 Z f3(n,k,m) ( X j ^ - x ^ ^ ^ ^ ) ! < <^  
m O k=k +1 
o 
Now since for each k, (3.3.1.6) converges uniformly in n, it 
follows that once k has been chosen we can choose m so that, 
o o ' 
V n 
ra O 
Z I E ^ ( n , k , m ) (xj^ - x , _ , ) j < £ . 
m=m +1 k=C' 
I t f o l l o w s from ( 3 . 3 . 1 . 9 ) t h a t thesame i n e q u a l i t y h o l d s when 
oo oo 
; h e n c e , y n , Z i s rep lacec* by I 
m=m +1 
o 
( 3 . 3 . 1 . 1 0 ) E 1 Z P ( n , k , m ) (x . - x. , ) j < 2fc 
m=m +1 k=0 ^ ^'^ 
o 
t h a t i s 
Thus 
2 l ^ A x ) ! < 2 6 
m=m +1 ^^ 
o 
E iF (Ax) 
,^  ' mn^ ' 
m=0 
4 n 
c o n v e r g e s unifOorri iy. hlence, Ax s a t i s f i e s c o n r i i t i o n ( i ) of 
U e f i n i t i o n " ^ . 1 . 1 ; we s t i l l have to show t h a t i t s a t i s f i e s ( 
of a e f i n i t i o n 3 . 1 . 1 . 
However, i f we show t h a t , V n , 
Lim t „(Ax) = u l i m x,, -+• E x , u , , 
t h i s w i l l shov/ t h a t t he l i m i t on t h e l e f t I s t he sarrte V n . Thus 
t h i s w i l l n o t o n l y c o m p l e t e t h e p r o o f t h a t Ax e v , b u t g i v e 
us the l a s t c l a u s e of t h e t heo rem as w e l l . In o t h e r w o r d s , 
we have to p rove t h a t , V n 
I. t (Ax) = u l i m X, + E x . u , , 
m=0 k—> CO k=0 
s J. n c e 
l i ' ^ , ^mn^ '^ >^^ ^ = I , Pmn ^^' 
r>V y ( 3 . 3 . 1 . 7 ) 
CC CO 
X F (Ax) - Z E p ( n , k , m ) ( x , - x, , ) 
rvM) ' " ' m=C k=0 " ^^"^ 
( 3 . 3 . 1 , 1 1 ) ^ Z (^1, - x.^  i ) S \i{n,k,m) 
k=0 ^ "^ "-^  m=C 
r^O : 
the i n v e r s i o n being i u s t i f i e d by abso lu t e convergence becau; 
of the boundedness of ( 3 . 3 . 1 . 1 0 ) , by ( i i ) and ( i i i ) 
OO CO k ~ l <X) 
Z j B ( n , k , m ) = Z ^ ( n , 0 , m ) - I 2 a ( n , v , m ) 
m=C' m^^' v=C m=C) 
k - 1 
= u - Z u^ 
v=0 
Thus the e x p r e s s i o n on the r i g h t of ( 3 . 3 , 1 . 1 1 ) i s equal to 
OO k — 1 aa 
^ ^ ^ k " ^ k - 1 ^ ^ ^ ~ ^ '^v'' "^  ^ -^^"^ ^k "*" ^ ^k*^k k=0 v=C k—> OO k=0 
PROOF OF THE THEOREM 3.3.2. Proof easily follows from 
the Theorem 3.3.1 by taking u = 1 and u. = 0 V k. 
3.4. Here we give the following theorem from [26]. 
THEOREM 3.4.1. v is a Banach space normed by 
(3.4.1.1) 11 X II = sup E IF (x)|, 
n m=0 '"'^  
PROOF. By uniform convergence, there is an M such that 
z IF ( x ) 1 < 1 
V n ; and having f ixed M, 
: 47 
m=0 
i s bounded because x i s bounded sequence . Hence i| x jj i s 
def i ned. 
I t i s easy to show t h a t v i s a normed l i n e a r space . 
Now, l e t (x'^) be Cauchy sequence in C. The re fo re , 
X > X ( s a y ) . Put x = (x ) , g iven & the re e x i s t s an i n t e g e r 
N such t h a t for r , i > N = N ( e ) and V n, 
oo 
m=<J 
and thus 
m^n (^^ - x^)i < t . . 
Taking limit as r > oo, we have for i > N = N (£. ) 
and V r) 
oo 
(3.4.1.2) E |F^^ (x^ - - x)| < L 
m=0 ^" 
and 
(3.4.1.2)' It^^ (x^ - x)i I L . 
: 48 : 
Now, let £> 0 be given. There is some i such that 
(3.4.1.2) holds ( V n). Choose such an i. Once this i has 
been fixed, since x 6 v^ we can choose m^ such that 
a 0 
I l^mn ^""^^^ < ^  ^^ ^^  "^ -
o 
It follows from (3.4.1.2) that 
o 
Hence 
(3.4.1.3) Z |F (x)| < 2e (all n) 
0 
Thus s t a r t i n g with £,> 0 , we have determined m such that 
(3 .4 .1 .3 ) holds . Hence the condi t ion ( i ) of def in i t ion 3 .1.1 
holds . 
Now, l e t for given &> 0 ( 3 .4 .1 .2 ) hold for fixed chosen 
i and V n. Since x fe v^ we have for m > m 
^mn '^^ ^) - Le| < E ( a l l n) 
mn 
I t follows from ( 3 . 4 . 1 . 2 ) t h a t 
: 49 : 
^.n (^ ' ) - t^n (^) l ^ ^ (^11 ^^' 
Hence 
t^^^(x) - Lei < 2 6 ( a l l n) , 
which i s c o n d i t i o n ( i i ) of d e f i n i t i o n 3 . 1 . 1 . Hence the r e s u l t . 
3 . 5 . In t h i s s e c t i o n we c h a r a c t e r i z e those ma t r i ce s 
which map c to vv-^  cTnd v to w . 
We have, by t^^l x) = (Xn + ^xn "^  • ^ T P X ^ ) / ( P + 1 ) , 
t h a t 
t j^(Ax) - (A„U) + T A^tx) + + T J ' A ^ ( X ) / ( J + 1 ) 
CO J p 
= Z 2 a{a (n) ,'<)x. / ( j+1) 
< 0 p=<^  ^ 
THEOREM 3 . 5 . 1 . Let A = (a . ) be an i n f i n i t e m a t r i x . 
Ax e w,- whenever x fe c i f f 
a 
( i) sup 1 i: a^i^l < oo and 
n , i k=i 
(ii) li,, 'Y! I Z a(a^(n),k)l/(p+l) = 0 uniformly in n. 
p k^) J=0 
PROOF. Necessity. Condition (i) follows from the fact 
that A : c > <- . Now, define a matrix sequence C by (C^^M 
50 : 
where C^"^ = (Cp^ ) 
( n ) p j 
C^, = E a ( a ( n ) , k ) / ( p + l ) 
P^ j=C 
S i n c e Ax fc vv,- f o r x e c , we see t h a t 
" (n ) 
l i m Z G , Xu = 0 
p - ^ CO k=0 P"^  ^ 
u n i f o r m l y i n n . Hence the m a t r i x C i s such t h a t C : c -—•> c 
f 
and so ( s e e Maddox [ - ^ l ] , page 169) 
oo (n ) 
l i m Z \c . 1 = 0 
p—>oo k=0 pk 
u n i f o r m l y i n n , which i m p l i e s c o n d i t i o n ( i i ) . 
S u f f i c i e n c y * I t i s e a s y t o see t h a t , f o r x e c , c o n d i t i o ; 
( i ) g i v e s 
~ P J , 
E x E a ( o ( n ) , k ) / ( p + l ) 
lc=0 ^ j=0 
e x i s t s f o r e a c h n , p . NQW, f o r any n , p and f o r some cons tc jn t 
M > 1 
P oo j P oo j 
E ! Z a ( a (n ) , k ) x , 1 <, M sup j Z E a ( a ( n ) , k ) l 
j=0 k=0 p j=0 k=0 
°" P j 
<. M sup ! Z x Z a ( o ( r>) ,k ) l 
p k=0 *^  j=0 
51 : 
oo p j 
< M [I X 11 sup E I E a ( o (n) , k) 
I t f o l l o w s t h a t 
P ~ J 
l i m I ! S a ( a (n ) , k ) x , | / ( p + i ) 
p—> oo j<;- k=o ^ 
°° P J 
^ M l | x jl l i m sup E I s a ( 0 ( n ) , k ) l / ( p + l ) = 0 
p k=0 j=0 
H ence Ax Gw^^^. T h i s c o m p l e t e s t he p r o o f 
THEOREM 3 . 5 , 2 . L e t A = ( a , ) be a a - c o n s e r v a t i v e m a t r i x 
Then Ax&.v/ whenever ^ "^  v i f and o n l y i f 
p «. j j p 
E ! E I a ( a ( n ) , k ) - E a ( a ( n ) ,k ) j | / ( p + l ) > 0 
j=C k O p=0 
as p > «> uniformly in n. 
PROOF» Suppose that a-lim Ax = L. Therefore, say 
P , i 
M (x) = -^7 E 1T A (x) - t , (Ax) I pn*" p+1 -j-Q n^  ' n-l,n ^ '' 
P . 3 
i F I / ^ iT''v(« - Ll - ^  S^^ l tj-i,n(Ax)-L 
= E , +E2» say. 
: 52 : 
Now, by h y p o t h e s i s , Z, > 0 as p > » , uni formly in n. 
Since A i s o - c o n s e r v a t i v e . Therefore 
l^ j - l ,n ^^^^ " ^1 ^ ^ 
as j > "o, uniformly in n, and hence 1-2 
uniformly in n; so that 
0 as p > 
I im M ( e) 
„ ^ p n 
= 0 
uniformly in n . 
Converse ly , suppose t h a t the c o n d i t i o n ho lds and t h a t 
X fe V . Pu t 
q. ( x) = S I t ( x) - t , (x) 1 
^ k , n ' p^j^ ' p , n ' ' p - l , n ^ ' ' 
then g. (^ x) exists for each k > 1 and g, ( x) > 0 as 
K, n •" ic, n 
k —> oo, un i formly in n. S i n c e , for j 2 0 
T^A^(x) - t . , , , ^ ( A x ) = j ( t j , n ( A x ) - V , ^ ^ ( A x ) ) . 
T h e r e f o r e , 
P . 3 
p+1 z I T A^^(x) - Vun^ '^^ ^ 1 =?fe ^yl^J.n^^^^-Vl.n (Ax) 
. I: 33 : 
= ^  / ^ j^9j,n^^^^ - Vl.n(^>^)^ 0 
as p > oo, uniformly in n. Thus M _(x) > 0 as p -—-> 
uniformly in • n. 
Now 
j=0 
which implies that Ax 6 v; • 
This completes the proof. 
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CHAPTER IV 
SOME PROPERTIES OF THE MAPPING a 
4 . 1 DEFINITIONS AND NOTATIONS. We study the p r o p e r t i e s 
of the mapping a - r e i a t i v e to the c losed subspaces c , b , d , 
and c of f , vvhere b_^  i s the s e t of a l l bounded sequences 
X for 'vhich t h e r e e x i s t s a r e a l number L such t h a t 
k . 
Tx > ( L , L , ) , and d^ i s the s e t of a l l x in it for 
v.'hich vTx) converges in the space L . Here , the n o t a t i o n 
k ^^ 
T X denotes the k ' i t e r a t e of the o p e r a t o r T a t x. For any 
a r b i t r a r y maoping a, the s e t s b , d , and c are nonempty, 
s i n c e the sequence e = ( l » l , ) belongs to each of them. 
V/hen o(n) = n+1, i t i s we l l known t h a t c = b = d [34l 
o a ' 
and that c is the set of all almost convergent sequences [l8] 
4.2. INTRODUCTION. In the subsequent discussion we 
consider certain properties of mapping a studied by p. SCHAEFcR 
[36]. 
PROPERTIES OF a : iM > IH . 
A. a( n) > + oo as n 
3 . cj '(n) j> + oo uni formly in n as k •> + 
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C. For every non-empty s u b s e t 3 of t>\ i t i s f a l s e 
t h a t S C a(S) . 
U. o (n) ^ n for a i l p o s i t i v e i n t e g e r s n and k. 
Mappings which are o n e - t o - o n e and which have p rope r ty D 
a r i s e in connec t ion with problems invo lv ing i n v a r i a n t means, 
( s e e [ 7 ] , [ 2 6 ] , [32] or [35] ) such i n v a r i a n t means are genera-
l i z a t i o n s of Banach l i m i t s , in the sense t h a t a Banach l i m i t i s 
an i n v a r i a n t mean a s s o c i a t e d wi th the manping def ined by a{n) = n+] 
This p a r t i c u l a r map has P r o p e r t i e s A D above and i s a l so 
c l e a r l y o n e - t o - o n e . 
4,3. PROPERTY A» We investigate some consequences of 
Property A. Cur first result provides some equivalent formula-
tions of this property. 
THEOREM 4.3.1. The following properties of a : IM — > H 
are equivalent: 
( a) a( n) > + « as n > + <». 
(b) a{S) i s i n f i n i t e for every i n f i n i t e s u b s e t S of/hJ . 
(c) l im inf x <_ l im inf Tx <_ l im sup Tx <_ lim sup x 
for a l l X in !_ , 
(d) Tc C c with c o n s i s t e n c y . [That i s , if xg c then 
T x £ c and lim Tx = l im x] . 
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PROOF. (a) < > (b). lim inf a( n) < + » if and inly if 
there is a strictly increasing sequence (n^) of positive integers 
and a positive number M so that a{Uj) £ M for all j. The 
range of this sequence is an infinite subset of M whose image 
under a is finite. Conversely, the existence of such a subset 
implies that lim inf a( n) < + oo. 
( a) = = ^ (c) . Let X e L and set L = lim sup x. 
oo 
For any £ > C there is a P in 01 such that if n 2 P then 
X < L -t- £ . Since a( n) > +oo, there is a Q in (H so that 
if n 2 0 then a{n) 2. P > Hence ^Q{^) < L +£ for all n 2 Q 
and lim sup Tx <_ lim sup x. Since T(-x) = -Tx, the assertion 
for inferior limits follows immediately. 
(c) = = ^ (a). Suppose that lim inf a( n) < + oo. There is 
a + ve integer k and a strictly increasing sequence (n.) in 
1"H so that a(n,) = k for all j. Define the real sequence x 
by X = 1 if n = k, and x = 0 if n i= k. Then xe c and 
' n ' n ' 
lim x = 0. However, Tx = (y^) where y^ = 1 if n = n. and 
y = 0 if n ^ n.. Hence, lim sup Tx = 1 > O = lim x. 
(c) > ( d ) . Obvious 
(d) > ( a ) . Le t X = ( 1 / n ) . Then Tx = (y^^) where 
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^n ^ l / o ( n ) . According to (d) , l im y^ = 0 , so ain) ^ + oo^  
THEOREM 4 . 3 . 2 . If a : IM > iM i s o n e - t o - o n e , then 
a has p r o p e r t y A. 
PROOF. If a does not have P r o p e r t y A, the above proof 
t h a t (c) "• •••-> (a ) shows t h a t a can not be o n e - t o - o n e . 
C l e a r l y the converse of Theorem 4 . 3 . 2 i s f a l s e . For 
example, i f a ( l ) = 1, o(2n) = n and cr{2n+l) = n, then cr has 
P r o p e r t y A but i s not o n e - t o - o n e . 
We remark t h a t Theorem 4 . 3 . 1 (c) imp l i e s t h a t for any x 
in m, both l i m i t s , l im ( l i m inf T^x and l im ( l im sup T^^x) 
k—j> -^-oo k — i > +00 
e x i s t . This i s e a s i l y seen by obse rv ing t h a t , f o r i n s t a n c e , if 
Mj^  = lim sup T'^X then tA^ ^ ^^k+1 2 li"^ ii^f ^ f o " each k . 
THEOREM 4 . 3 . 3 . I f o : tH — ^ IH has P r o p e r t y A, i f 
X e d^ and lim T x = y, then 
l im inf x < l im ( l im inf I'^x) = l im inf y, and 
k 
k lim sup y = l im [ l im sup T x <. l im sup x. 
k 
PROOF. The e x i s t e n c e of the l i m i t s , t o g e t h e r with the l e f t 
hand and r i g h t hand i n e q u a l i t i e s fol low from Theorem 4 . 3 . 1 (c) and 
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the abova r emarks . v,'e shov^ t h a t l im sup y = lim (lirn SUD T ^ X ) , 
k 
the o the r a s s . ; i t i o n f o l l o v i n g s i m i l a r l y . Thus, for any x ^ d 
a 
let L = lioi sup y, f/., = lim sup T x ani .Vi = lim M, . 
iuppose that iV. < L. Then there is a positive integer K 
so that for all k 2 •''M we have M <_ M, < (M+L)/2 < L. For each 
k > K there is a positive integer P, so that if n > P, then 
~ ^ k — K 
/ k X k/ -J < (iV+L)/'.-i. Now, T X > y so there is a positive integej 
K. such that for all k 2 '"^i "^^ ^ ^ H i^» 
l^a^n) - ^ ni < (L-W)/4. 
Also, y > L - (L-M)/4 for infinitely many n. But, k 2 K, 
we have 
y^^ - (L-M)/4 < x^k^^j < y^ + (L-M)/4 
for all m, so 
^o^'^n) ^ ^  " (L-^0/2 = (L+m)/2 
for infinitely many n for each k 2 l^-i • Thus, for k > K + K, , 
we have on the one hand, 
for all n 2 P|,» and on the other hand. 
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fcr infinitely many n. This contradiction implies that M 2 L 
A similar argument, assuming L < M, leads to a like .kind of 
contradiction, so we conclude that L = IA» 
COROLLARY 1. If o has Property A, if x e c f\ d 
————™ o 
and l im T x= y, then y €: c and l im y = l im x. 
COROLLARY 2 . If a has P r o p e r t y A, if x e c H b , then 
l im T^c- d i m X). e . 
COROLLARY 3 . If a has P r o p e r t y A, i f x £ b and 
l im T X = Le, then l im inf x <_ L <_ lim sup x . 
Fiegarding the r e l a t i o n of P rope r ty A to the o the r p r o p e r t i e s 
mentioned in the I n t r o d u c t i o n , we observe t h a t the i d e n t i t y map 
has P r o p e r t y A taut does net have P r o p e r t i e s B, C or D. In f a c t , 
we have the fo l lowing r e s u l t . 
THEOREM 4 . 3 . 4 . P r o p e r t y A i s independent of P r o p e r t i e s 
B, C and D. 
PROOF. In the later sections, we shall show that 
B -—^ C -"--'-' • > D. We construct a mapping a :|V4 > (V4 having 
Property R but not Property A. Let a(l) = 2, a(2) = 3, 
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o{2^) =2 fo r k 2 2 anci a( n) = n^ fo r n j= 2"^, k 2 0 . 
C l e a r l y , l im in a (n) = 2 so a does not have P r o p e r t y A. 
The r e a d e r can show t h a t for any p o s i t i v e i n t e g e r s n and k 2 ^ 
we have a^{n) 2 0*^(1) = 3^^ "*^ ^ , so l im c^(n) = + ~ 
k—•>+<» 
uni formly in n . 
4 ,4 PROPERTY B. In t h i s s e c t i o n we examine some 
k \ 
consequences of P r o p e r t y 3 . The n o t a t i o n a ( IN ) denotes the 
image of the setlVl under the k i t e r a t e of the mapping a . 
2 Since W 3 a( \> )^ 3 0 (l>4) , the sequence of i n t e g e r s , 
( inf o (n4 )) , i s mono ton ica l ly non d e c r e a s i n g as k > + <». 
THEOREM 4 . 4 . 1 . The fo l lowing p r o p e r t i e s of a : fN >!>! 
are equivalent: 
(a) a (n) > ™ uni formly in n as k > + « , 
(b) l im ( inf o* !^ n)) = + 00 . 
k — > + 00 
(c) c CZ b with c o n s i s t e n c y . [That i s , i f x € c then 
o 
l im T >• = ( l im x) . e] 
k—> + ^ 
(d) n a^dVi) =4) , t h e empty s e t . 
k 2 0 
PROOF: The equ iva l ence of ( a ) and (b) i s obv ious . 
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( a) ''••> ( c) . Le t X e c and l e t l i m x = L . For any 
£> 0 t he re e x i s t s a p o s i t i v e i n t e g e r P so t h a t if n _^  P 
then jx^^ - L1 < fc. . By ( a) , t h e r e i s a p o s i t i v e i n t e g e r K 
If 
so t h a t fo r a l l k 2. K we have a (n) 2 P for a l l n. Hence, 
for a l l '< 2 i< and a l l n, 1 x k, \ - L \ < t • This shows t h a t 
c'^(n) 
T X ^ Le in the space (. 
(c) = ^ (a ) . Le t X = { l / n ) . Then T'^X = {—-r—) . 
a ( n ' 
k k 
Since T x J> O.e as k > + «>, we have cf (n) — ^ + » 
uni formly in n as k > +• c», 
( b) -• - > (d) . Let n 6 \V^  be a r b i t r a r y . According to 
(b) , t he re i s a p o s i t i v e i n t e g e r K so t h a t i f k 2 ^ then 
inf a'^([N) > n . Hence n ^ a^( ft4 ) for a l l k 2 K, so 
n 4 n a ^ ( i W ) . 
^ k20 
( d) ' •••••" > ( b) . Suppose t h a t (b) i s f a l s e . Since 
I , 
l im ( i n f o ((hi)) e x i s t s , t h e r e are p o s i t i v e i n t e g e r s p and 
k—> +«> 
K so t h a t fo r a l l k 2 '"^  v>/e have p = inf cr ( ^ ) . Thus, 
.k p e a*^ ( ) for a l l k 2 K- But cr( ) so 
p cJ^(tH) for a l l k > 0 , and 0 o^(ft^ ) ^ (\). 
k20 
Al though, as we have seen , P r o p e r t i e s A and B are 
independen t , we do have a r e s u l t co r respond ing to c o r o l l a r y 3 
• 6'^ • 
of Theorem 4 . 3 . 3 . 
THEOREM 4 . 4 . 2 . I f a : IN ^ iN has P r o p e r t y B, i f 
k 
X e b with l im T x = Le, the n l im inf X <_ L <, l im sup x. 
PROOF. Le t M = l im sup x. For any g > 0 the re i s a 
p o s i t i v e i n t e g e r P so t h a t i f n >_ P then x < M + £ . Let 
V = (y„) be def ined by y = x for 1 < n < p and y = x 
for n > p . Then x - Y i s a n u l l sequence so l im T (x-Y )-<j.9, 
accord ing to Theorem 4 . 4 . 1 ( c ) . Since T and i t s i t e r a t e s are 
a l l l i n e a r o p e r a t o r s on i- , we see t h a t 
l im T'^Y^ = lim I'^x- l im T^( x-Y ) = L . e , so Y e '»..,• 
k — i > -i-oo ^ k — > +CO k — > +CO P P ••• 
:iov', th? s>v:u^nce (!.,+ i ) . e ~ \ i s in b and has non neoa t ivc 
p f-
en LI i^ >!^  J -o th'^ 1 imit 
l im T'^[(M+t ) e - Y J = Oe, 
an>; :j >. '*'• Hence, (M+£ ) - L = Q 2 0 , so L _< M. The a s s e r t i o n 
fo r l im inf x fo l lows d i r e c t l y , s ince lim inf x = - l im s u p ( - x ) . 
Note t h a t the conc lus ion of c o r o l l a r y 3 and Theorem 4 , 4 . 2 
r e q u i r e s some r e s t r i c t i o n on the mapping a . For example, i f 
a( n) = 1 V x , tnen T x > ( x . ) . e for any x e V.^  . 
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'^•^* PROPERTY C. If the mapping a i s onto iN , or if 
i t has f ixed p o i n t s or f i n i t e c y c l e s (a (n ) ) = n for some "< 2. ^ 
and n ) , or i f i t i s one - to -one and the sequence of pre images, 
i^ » o {(n) | , 0 Ho ( (n)) )T , i s i n f i n i t e fo r some n ( see 
example 2 , s e c t i o n 4 . 6 below fo r such a mapping) , then there \vi l l 
e x i s t a non empty subse t of N which i s a subse t (p rope r or 
improper) of i t s image under a . A mapping having P rope r ty C 
t h e n , exc ludes these p o s s i b i l i t i e s , among o t h e r s . 
THEOREM 4 . 5 . 1 . If the mapping a : N > IVi has 
p r o p e r t y 3 then i t has P r o p e r t y C. 
PROOF. If o does not have P r o p e r t y C, then for some 
2 k If 
non-empty s e t SoiK we have S C a ( S ) C o ( S ) c , c a (S)C(J (H)) 
k for any k. But t hen , S ^ ii cr (fKi), so a does not have 
k20 
P r o p e r t y B, acco rd ing to Theorem 4 . 4 . 1 ( d ) . 
The converse of t h i s theorem is f a l s e , as the fo l lowing 
example shows. 
EXAMPLE 1 . Le t c ( l ) = 2 , a(2n) = 2n+2. For n 2 1» 
l e t a (2n+l) = 1 i f 2n+l = 3"^  for some m 2 1 ^nd l e t 
a (2n+l ) = 2 n - l i f 2n+l f 3^" for a l l m 2 ! • 
• 6 ^ ' * 
a does not have Property B: For every + ve integer 
k there is an odd integer q so that o (q) = 1 . For instance, 
choose m so that 3^^'^ - 3"^  > 2k, set q = 3"^  + 2 (k-1) • Then 
a'^ (q) =0(3"^) = 1 . Hence, for each k we have inf cr'^( fN ) = 1, 
so a does not have Property B according to theorem 4.4.1 (b). 
a does have Property C: In order to see this, suppose 
that S is a non empty subset of (N such that S Ca(S). Let 
s be the least element of S. Then s = a( s,") for some 
o o 1 
Si in S, and s, > s . This implies that s is an odd 1 1 o o 
positive integer. 
•? 
If s = 1 then s, = 3-^  for some i > 1. Since 
o 1 "* — 
Sc.c5(3), s, = o{ s,.) for some $2 in S. Indeed, s^  = 3'^ +2, 
Now, 3^"*"'^  ~ 3^ is even, so let 2k = 3^'^'^ - 3^. Then the fact 
that S is a subset of a(S) implies the existence in S of 
elements s, , s^, , s, ,, so that s = o( s , ,) for 
1 2 * ' k+1 p p+1 
^ ^ P S. ^' However, s, = 3--' - 2 is not even an element of 
a( tS| ), so there does not exist s, , in S with s, = a(s, , ) . 
Hence s t 1. Thus, s is odd and for some n 2. 1 "^^ have 
3" £ s < 3" . But here again, arguing similarly to the first 
case, we see that the integer (3 -2) would have to be the image 
of an element of S under the mapping a, and this is impossible. 
65 
This shows t h a t the a l l eged s e t S cannot e x i s t . 
However, for one- to -one mappings, we f i n d t h a t P r o p e r t i e s 
B and C are e q u i v a l e n t . 
THEOREM 4 . 5 . 2 . If a : ^^ > IH i s a one - to -one mapping 
which has P r o p e r t y C, then a has P r o p e r t y B. 
PROOF. Le t us assume t h a t a i s one - to -one and does not 
p o s s e s s P r o p e r t y B. Then ^ 0*^(04) ^ ({). Le t S = 0 a^( m ) . 
S ince a i s o n e - t o - o n e , we have a(S) = a ( H a ( fH))= 0 a ' ^ (i>4) 
k20 k20 
= 3, so a does not have Property C. 
4.6. PROPERTY D. Mappings which have Property D have no 
finite cycles. There are equivalent formulations of this property. 
THEOREM 4.6.1. For a mapping o : IH > 5H , the 
following are equivalent: 
k 1 
( a ) a (n) f u fo r a l l p o s i t i v e i n t e g e r s n and k. 
(b) l im cj (n) = +00 fo r every n . 
k — > +CO 
(c) There i s no f i n i t e non-empty s u b s e t S of fM for 
which S = a(S) . 
(d) c C c with c o n s i s t e n c y . [That i s , 
i f x e c then ( x+Tx+. . . .+T*^x)/( k+i) > ( l i m x ) . e . ] 
: 6b : 
PROOF. ( a ) • •• -•> ( b) . Suppose t h a t f o r some n , 
l i m i n f a (n ) i s f i n i t e . The re i s a p o s i t i v e i n t e g e r M 
k — > +00 
and an i n c r e a s i n g s equence (K..) of +ve i n t e g e r s so t h a t 
k . 
a -^(n) < M f o r j = 1 , 2 , , . T h e r e f o r e , t h e r e a r e K. < k, 
k. k . k , - k . k. k. 
so t h a t a ( n ) = a - ^ (n ) . Then , o -^  ^ (o ( n ) ) = a ^ ( n ) . But 
t h i s i m p l i e s t h a t a does n o t have P r o p e r t y D. 
k (b ) •'•• -> ( a ) . I f cr (n ) = n f o r some k and n^ 
t h e n a ( n) == n f o r p = 1 , 2 , 3 , and l i m in f a ' ( n ) <_ n, 
k — > +CO 
so (b ) d o e s n o t h o l d . 
( a ) -» ( c ) . L e t us assume t h e e x i s t e n c e of non empty 
f i n i t e s(:?t i = ( n , , n r ^ , , n , ) such t h a t S = c r (S ) . I f o 
had P r o p e r t y J , t h e n n , , a ( n - , ) , a ( n , ) , v;ould have to be 
an i n f i n i t " s u b s e t of S . 
( c ) -- • ' •> ( a ) . Suppose t h a t f o r some p o s i t i v e i n t e g e r s 
n and k we have a (n) = n . Then S = (_n, c3(n), ,a' in)) 
i s f i n i t e n o n - e m p t y s e t such t h a t S = a (S) . 
B e f o r e c o n t i n u i n g w i t h t h e p r o o f of t h i s t h e o r e m , v/e g ive 
an e x a m p l e , which shoves t h a t t h e f i n i t e n e s s of t he s e t S in 
P a r t ( c ) c a n n o t be d r o p p e d . 
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EXMIPLE 2 , Le t a ( l ) = 2 , a(2n) = 2n+2, and 
a (2n+i ) == 2 n - l for n 2 1* This mapping i s one- to -one and 
onto (GO a( N ) = l~H ) . !-ience, i t does not have P r o p e r t i e s B 
nor C. I t does have P r o p e r t y D, however, as can e a s i l y be seen. 
This mapping a l s o has the p r o p e r t y t h a t for any n, the so t 
[ n , a " ^ ( ( n ) ) ) , a""^( ( a^^C ( n ) ) ) ) ? i s i n f i n i t e . 
(Cf. section 4.5 above. 
In order to proceed v.dth the proof of theorem 4.6.1, we 
require some additional notations. "vVe introduce sequences e-^ , 
j = 1,2,3, , where the j entry of e-^  is +1 and ail 
other entries of e-^  are zero. It is well known that the set 
1 2 (e,e ,e ) is a Schauder Basis for c, and that for each 
convergent sequence x, 
X = (lim x) .e + £ (x. - lim x).e-^ , 
j=l ^ 
convergence being in the sense of the usual topology on c 
introduced by that of the space ^ (see [40]). 
OO 
(d) •'-' > ( a ) . Suppose t h a t for some n and k we 
k have a (n) = n . Le t us assume t h a t for t h i s n, Ic i s the 
l e a s t p o s i t i v e i n t e g e r having t h i s p r o p e r t y . Then the i n t e g e r s 
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n , a ( n ) , a " (n) are a l l d i s t i n c t . We focus our a t t e n t i o n 
on the e n t r i e s in p o s i t i o n s n, a ( n ) , ,o " (n) in the 
sequence of sequences e* ,^ Te , T e"^, I t i s e a s i l y seen 
t h a t the sequence T-^ e"^  has a l l ze ros but one, the excep t ion 
being + 1 , in t he se p o s i t i o n s ^ t h e l o c a t i o n of t h i s +1 being the 
same as t h a t in the sequence T e , where j = r (mod k) 
C < r <, ( k - 1 ) . Mow, the sequence ( e " + Te" + +T e") 
k—1 has +1 in the i . 'n t r ies in p o s i t i o n s n , o ( n ) , , a (n)» so v/e 
conclude t h a t even if the l i m i t . 
l im ( e " -e Te"^  + +1^6") | ( p + l ) , 
p > +00 
should happen to exist in the space t , then this limit 
k—1 (a sequence) must have in its n,a(n),.....c (n) positions 
the number (l/k). But then, c C c with consistency is false, 
since this limit is not of the form O.e. 
We require the following lemma to complete the proof of 
theorem 4.6.1. 
LEMMA* Suppose that (S,^ ) is a sequence of linear 
operators on i^ such that lISj^ H <. 1 for all k, Sj^  e = e 
for all k, and lim S^ e^ =0.e for each j = 1,2, 
k—"^ +00 
Then lim s. x = ( l im x ) . e for a l l x € e 
: 69 
The proof of this lemma invokes the Schauder Basis 
representation of a convergent sequence x, together with a 
standard argument which is left to the reader. 
(a) •" •' •> (d) . For any bounded sequence x, let 
Si^ (x) = (x + Tx + ...... T'^(x))/(k+l) 
for k = 1,2,3, Then |1 S^\\ = 1 for each k, and S.e = e 
for every k. Let j be any arbitrary positive integer. For 
the sequence e'^  ~ (ej:)» the number 
e-' + el( V + + e-^ , /(k+1) 
n a(n) ^k^^^ 
th 1 P / \ 
i s the n e n t r y of the sequence S.e~^. I f j = cj (n) for 
some p , t h i s sum i s l/(lc-t-l) , s i nce e x a c t l y one term in the 
numerator i s non z e r o . On the o t h e r hand, i f j ^ cr (n) for 
a l l p , the sum i s z e r o . Mence we have the i n e q u a l i t i e s , 
0 < ^ e i + + e \ ^ / K+1 < l / ( k + l ) 
for any k and n. This shows t h a t 
l im J e ^ + + e \ l / ( k+l) = 0 
un i formly in n, so lim S. e-^  = 0 . e . According to the 
k—> +00 ^ 
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lemma, we see t h a t c C c ^ wi th c o n s i s t e n c y . 
6 
The r e l a t i o n s h i p between P r o p e r t i e s C and D i s an 
immediate consequence of Theorem 4 . 6 . 1 ( c ) . 
THEOREM 4 . 6 . 2 . If a mapping a : fV4 > M has P rope r ty C 
then i t has P r o p e r t y D. 
Hxample 2 above shows t h a t the converse of theorem 4 . 6 . 2 
i s f a l s e , s ince the mapping of t h a t example i s an onto mapping 
which has P r o p e r t y D. 
THEOREM 4 . 6 . 3 . If the mapping a : tSl > IH i s one- to-one 
and if c^ = d , then o has P r o p e r t y D. 
PROOF. Note t h a t for a o n e - t o one mapping a, i f j i s 
any a r b i t r a r y p o s i t i v e i n t e g e r and if j = o(k) for some k, 
i k k 
then Te-' = e . Suppose now t h a t o (n) = n for some n and k^ 
S e t S = f n , a ( n ) ,cj'^ "-'-( n) f • Then T( E e^) = r e^, 
*- _ ^ J6S jfeS 
so the sequence Z e-* i s an e lement of d but not of b . 
j e s a a 
The converse of theorem 4 . 6 . 3 i s f a l s e . For example, 
i f a( n) = n+2, then a i s one - to one and has P r o p e r t y D. Yet 
the sequence ( 1 , 0 , 1 , 0 , ) be longs to d^ - b ^ . 
Our f i n a l r e s u l t in t h i s s e c t i o n r e l a t e s P r o p e r t y D tu 
P r o p e r t y B. 
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THaCKEM 4.6.4. If the mapping a : fW > l>^  has 
Pro'^ er^ y ;.• and if c c d , then c ha"; Prooerty 3. 
a ' 
PROOF. L e t X €. c . 'Suppose t h a t 1 irn x = L and t h a t 
) , 
l i m T' X = s = ( s ) . L e t (£ > C be g i v e n . There i s a 
! • : — > H-x> "^ 
p o s i t i v e i n t e a o r P so t h a t f o r a l l n > P we have Jx -LI < ^ / ^ 
A l s o t h e r e e x i s t s a p o s i t i v e i n t e g e r K so t h a t f o r a l l k > K, 
i^ u ~s^ i < ^ / ^ f o r a l l n . 
a ( n ) 
L e t q be an a r b i t r a r y p o s i t i v e i n t e g e r . By Theorem 4 . 6 . 1 (o) 
t h e r e ic> a K > K so t h a t fo r a l l k^  2 ^^  '^^ - have a (q) 2 ? • q q 
t i e n c e , i f k; i s c h o s e n a p p r o p r i a t e l y , 
^ a (q ) a (q ) ^ 
By Theorem 4.4.1 (c), the mapping a has Property 8. 
APPLICATIONS OF SOME MATRIX 
TRANSFORM A TIONS 
CHAPTER V 
APPLICATIONS OF SOME MATRIX TRANSFORMATIONS 
5 . 1 . DEFINITIONS AND NOTATIONS. 5 . 1 . 1 Let f be an 
L - i n t e g r a b l e and p e r i o d i c f u n c t i o n wi th p e r i o d 2n. Let the 
F o u r i e r s e r i e s of f be ( s e e [5 ] ) 
1 °° 
•^  a + Z (a , .Cos kx + b. .S in kx) 
^ ° k=l '^  k 
then the series conjugate to it is 
E (b, .Cos kx - a. . Sin kx) = Z s. (x) , 
k-1 ^ ^ k=l *^  
and the derived series is 
Z k( b, .Cos kx - a, . Sin kx) . 
We write 
Cf(x+t)-f(x-t) , 0 < t <. T; , 
V^(t) =f(f,t) =1 
l g(x) , t = 0 
and ' ^  
h^(t) = j- , 
4.Sin^t 
where 
g(x) = (f(x-K))-f(x-0)) 
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5,1.2. Let us define a sequence of functions 
h^(x), hj^(x), ^n^ ^^ which satisfy the following conditions: 
h^Cx+l) = h ^ ( x ) . and h^( x) = h ( ^ ( 2 " x ) , n = l , 2 , 3 , The 
f u n c t i o n s h (x) are c a l l e d Rademacher ' s f u n c t i o n s , 
n 
The '..alsh f u n c t i o n s are de f ined by 
^^(x) = 1, 
I (x) = h (x) h^ (x) h^ ( x ) , 0 < X < 1, 
n, ^2 iTp 
for n = 2 + 2 + + 2 , where the i n t e g e r s n. are 
un ique ly determined by i^  • , i "^ n. . 
Le t f be L - i n t e g r a b l e and p e r i o d i c with pe r iod 1^ 
and l e t the Walsh-Four ie r s e r i e s of f be 
E a^ ^ ^ ( x ) , 
n=l 
where , 
a^ = / f(x) $ „ ( x ) d x 
n Q n 
a re c a l l e d the Walsh F o u r i e r c o e f f i c i e n t s of f. 
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We recall some basic properties of Walsh functions, 
(see [9]): For each fixed x and for all t, 
( i ) $ ^ ( x ; t ) = $ ^ ( x ) $ ^ ( t ) , 
1 1 
(ii) / f(x+t)dt =/f( t)dt, and 
0 0 
(iii) / f(t) $ (x+t)dt = / f(xU) $ (t)dt, 
0 " 0 '^  
where + denotes the operation in the dyadic group, the set of 
all sequences s = (s^), s^ =0,1, for n = 1,2,3,.»,.., is 
addition modulo 2 in each coordinate. 
Let 
x 
J,,(x) = / $,^(t)dt, K = 0,1,2, 
I t i s easy to see t h a t J^ i,( x) = 0 for x = 0 , 1 . 
5 . 2 . INTRODUCTION• In t h i s Chap te r , we have c o l l e c t e d 
a number of r e s u l t s in which a - r e g u l a r m a t r i c e s are appl ied to 
f ind the sum of v a r i o u s s e r i e s , i . e . F o u r i e r s e r i e s , de r ived 
F o u r i e r s e r i e s , con juga te F o u r i e r s e r i e s and Vt/alsh F o u r i e r s e r i e s 
( s e e [ 1 ] , [ 2 ] ) . 
5 . 3 . THE MAIN RESULTS. The fo l lowing theorem i s a 
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s l i g h t g e n e r a l i z a t i o n of R a o ' s theorem [ 3 3 ] , which can be 
proved in a s i m i l a r manner. 
THEOREM 5 . 3 . 1 . Le t z be the sequence def ined by 
z ( x) = s in {k + •K)X. Le t s be the sequence def ined by 
s„(k) = s . ( x ) , the p a r t i a l sum of the de r ived F o u r i e r s e r i e s of 
X K 
f, for an L - i n t e g e r a b l e func t ion f. Le t A be a a - r e g u l a r 
m a t r i x . Then tho fo l lowing s t a t e m e n t s about A are e q u i v a l e n t . 
( i ) As 6i c and has o - l i m i t ^A^ ) whenever x i s a p o i n t 
a t which h e BV, and 
( i i ) AZ s c wi th o - l i m i t z e r o , for a l l x . 
A O 
Analogous ly , we prove a r e s u l t for con juga te Four i e r 
s e r i e s . 
THEOREM 5 . 3 . 2 . Le t Z^ be the sequence def ined by 
A 
z ( k) = Cos kx. Le t S be the sequence def ined by S ( k) =kS ( x) 
A X X K 
for an L - i n t e g r a b l e func t ion f. Then for a a - r e g u l a r mat r ix 
A = ( a ) , the fo l l owing s t a t e m e n t s are e q u i v a l e n t . 
n K 
5 . 3 . 2 ( a ) As t c and has o - l i m i t g( x)/it whenever 
X i s a p o i n t a t which g ( x ) e B V , and 
5 . 3 . 2 ( b ) AZ e,c with o - l i m i t z e r o , f o r a l l x. 
* ' X o 
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PROOF OF THEOREM 5 . 3 . 2 . We have 
S,^(x) = i / ' i l ^ ( t ) . 3in k t d t 
= ^ + T ^ A o s k t dlij ( t ) . kn kn p 
Therefore 
Ak) = 4 ^ + ^ A j k ) d l],- (t) 
and 
( j 
1 P ^ J 
- - T S i: a^G ( n ) , k ) . S y ( k ) 
71 
•;~Y V E a(a ( n ) , k ) . g ( x ) A + :^  / K ( t ) d IjJ ( t ) , 
where 
o » 
•S n^^^ " 7^1 -^ ^ 3^^ ( n ) , k ) . Z ( k ) . 
Since /\ i s a - r o g u l a r . T h e r e f o r e , by v i r t u e of 
a = ( E a^, ) ^ c wi th cJ- l imit + 1 . 
We have 
1 P °° J 
:J:J _L E a(0 (n) ,k) .g( x) A > g ( x ) / u P"*-- j=o k=i 
as p > ^ , uni formly in n . Hence 
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1 P '» J 
l irn —r V £ a ( a ( n ) , k ) .Sik) 
p—> oo "^^ -^  j=o k=l ^ 
4 ^ + lim ^ / K (t) d llJ ( t ) , 
p - ^ ^ C P»" 
uni formly in n . 
I t remains to show t h a t 5 . 3 . 2 ( b ) ho lds i f and only i f 
i f K (t) d IjJ f t ) = 0 , 1 i m ^ - -
P >. oo 0 "^  
uni formly in n. 
The aanach weak convergence theorem [4] s t a t e s t h a t 
/ B^d ijj^ > 0 for a l l IjJ^eBV, if and only if | JB^ | ! < M 
0 
fo r a l l n and B > 0 p o i n t w i s e . 
n 
Now, K ( t ) concerns the A - t ransform of the p a r t i c u l a r 
sequence Z = (Cos kt) for any t fe 14^  , and i t says in b r i e f , 
t h a t i f A i s o - r e g u l a r ma t r ix methods, then | | A Z . j | <_ llAJj , 
where | | A | | i s the norm of A regarded as a l i n e a r mapping 
from c to i . But t h i s i s immediate once i t i s observed t h a t 
oo 
A also maps L to t , with the same norm, as is true of any 
•^  oo oo 
oo J( 
method s a t i s f y i n g H A |( = sup Z ! a„)^l < + «> . - iir^w ^ ' !> 
n > o k = i . ^ ^ : > ^ - ' ' • •• ^ 
78 
Therefore, wo have by Banach weak convergence theoreRij 
that 
,11 
as p > CO, uniformly in n, iff 
^.n^t) '° 
€\c p > CO, uniformly in n, t , which is 5.3.2(b), 
This yields the desired r e su l t . 
The following theorem gives the invariant means of a 
sequence of V.'alsh-Fourier coefficients through a-regular matrices 
THEOREM 5.3.3. Lot z, be the sequence defined by 
z (k) - k J, (x). Lot s be the sequence defined by 
X k X ^ 
s (k) = k a, 4)j^ (x) for an L-integrable function f. Let A be 
a a-regular matrix. Then the following statements about A are 
equivalent. 
5 .3 .3 . (a) . As e c with o-limit zero, whenever x is a point X cr 
a t wh ich f (x ) € BV. 
5 .3 .3 . (b). kz f c and lias a-limit zero V x. 
X O 
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PROOF. Ae have 
s ( k) = k a j . (x) . 
1 
= k / f ( t ) f j ^ ( t ) $ ^ ( x ) d t 
1 
= k / f ( t ) $ . ( x - i - t ) c l t 
0 ^ 
= k / f ( x + t ) $ . ( t ) d t 
0 ^ 
L 1 
= k [ f ( x 4 - t ) J ^ ( t ) ] — / 2 ^ ( k ) d f ( x ; t ) . 
0 0 
1 
Since k[f ( x+t) J^( t) ] = 0 by the fact that J^^d) = J^{C) = 0 . 
Therefore, for every posit ive integer n, 
a(aJ(n),k)s^(k) 
1 
^ J: . = _ / B ( t ) d h ( t ) , 
k=l j=0 p+1 0 P ' " ^ 
where 
oo n a (a ' ^ (n ) , k) 
B^ „ ( t ) = z i: zAk) 
P ' " k=l j O p+1 ^ 
and 
h^(t) = f(x4-t). 
1 
Now, i t is sufficient to show that / B _-(t)dh ( t) -~> 0 
as p J> oo, uniformly in n. Since, the Banach weak convergence 
1 
theorem [ 4 ] , s t a t e s that / g„dh > 0 for a l l h 6- BV 
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i f f il g II < M Vn and g^ > 0 p o i n t w i s e . The re fo re , i f 
we choose g = (Q ( t ) ) , i . e . the sequence of the A - t ransforms 
of the p a r t i c u l a r sequence z = (k J |^( t ) ) for any t&Hi , and 
us ing the same a n a l y s i s as in Theorem 5 . 3 . 2 , our theorem is 
immediately p roved . 
5 . 4 . In t h i s s e c t i o n , we have found o - r e g u l a r ma t r i ce s 
t h a t sum the geometr ic s e r i e s to the p r e s c r i b e d v a l u e s on a 
given s e t . 
o 
THEOREM 5 . 4 , 1 . Le t 0 6 (C , the i n t e r i o r of C , and 
1 ^ C . Let s = ^ S . ( Z ) T denote the sequence of p a r t i a l sums 
^ i 
of the geometr ic s e r i e s , s . ( z ) = E z , f o r each k = 0 , 1 , 2 , . . . 
^ i=0 
Then, for o - r e g u l a r mat r ix A, 
- 1 
( i ) As6 c with a - l i m i t ( 1 - z ) , uni formly on each 
a 
compact s u b s e t o f C ; i f and only i f 
k+1 
( i i ) l im £ t ( n , k , m ) z = 0 , 
m k 
uniformly in n 2 0 and uniformly on each compact subset of <L ; 
where 
, m j 
t(n,k,m) =" ^^^ I a(a (n),k). 
j=0 
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PROOF. Le t 
T^^(z) = E t ( n , k , m ) s ^ ( z ) . 
K 
( i ) > ( i i ) : I t i s easy to see tha t 
lim T^^(z) = (1-z) 
m 
uniformly in n >^ 0 and uniformly on each compact set K. 
Then 
lim T^^(O) = 1 , 
m 
uniformly in n 2 0. Hence 
k+1 
T^(z) = 2 t(n,k,m) (1-z )/(l-z), 
mn y, 
and it follows that 
k+1 
(z-1) T^ ,^(z) + T^ n^ '^ ^^  " ^ t(n,k,m)z 
K 
Hence 
k+1 
lim S t( n, k,m) z 
m k 
= lim (z-1) T^^(z) + limT^^(C) 
m m 
-1 
= (z-1) (1-z) + 1 
= 0 
uniformly in n 2 C> an'-i uniformly on each compact set K. 
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(ii) -' -"--» (i) : jince A is a-regular, and 
k+1 
T ^(^) = T ^ ^ t(n,k,m) (l-z ). mn l-z ^ ^ ' » ' ^ / 
Therefore, by condition (ii) and condition ( iii) of Theorem 2.3.4, 
limT^^(z) = (l-z) 
m 
uniformly in n 2 0 t^nd uniformly on each compact subset of C . 
REMARK. The above Theorem is a slight generalization 
of the result proved by JAKIWOVSKI [ll] and KING [14]. 
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