Designing a multi-constrained QoS (Quality of service) communication protocol for mission-critical applications that seeks a path connecting source node and destination node that satisfies multiple QoS constrains such as energy cost, delay, and reliability imposes a great challenge in Wireless Sensor Networks (WSNs). In such challenging dynamic environment, traditional routing and layered infrastructure are inefficient and sometimes even infeasible. In recent research works, the opportunistic routing paradigm which delays the forwarding decision until reception of packets in forwarders by utilizing the broadcast nature of the wireless medium has been exploited to overcome the limitations of traditional routing. However, to guarantee the balance between the energy, delay and reliability requires the refinement of opportunistic routing through interaction between underlying layers known as cross-layer opportunistic routing. Indeed, these schemes fail to achieve optimal performance and hence require a new method to facilitate the adoption of the routing protocol to the dynamic challenging environments. In this paper, we propose a universal cross-layered opportunistic based communication protocol for WSNs for guaranteeing the user set constraints on multi-constrained QoS in low-duty-cycle WSN. Extensive simulation results show that the proposed work, Multi-Constrained QoS Opportunistic routing by optimal Power Tuning (MOR-PT) effectively achieves the feasible QoS trade-off constraints set by user by jointly considering the power control and selection diversity over established algorithms like DSF [1] and DTPC [2].
Introduction
The WSN imposes different QoS requirements on different applications under limited power resources. WSNs that are used for mission-critical applications such as health monitoring for critical patients, emergency evacuations, and disaster warning systems are expected to detect fast changing events to meet real-time quality constraints including network throughput, delay and power efficiency. Hence designing a routing protocol for mission critical applications expect a balance between QoS, in order to deliver a guaranteed level of service for such applications.
Traditional QoS-aware routing protocol focuses on either delay or energy or reliability and are not suitable for the dynamic environment. Recently, an opportunistic routing is widely used, which exploits the robustness despite the unreliable transmission links of the WSNs. Also, the broadcasting nature of the wireless medium in opportunistic routing requires no routing table maintenance in contrast to deterministic routing. In order to achieve better routing performance for challenging environments, the opportunistic routing is exploited to optimize QoS constraints across non-adjacent layers, thus introducing the cross layer opportunistic routing.
The PHY(Physical)-Aware opportunistic routing, MAC(Medium Access Control)-Aware opportunistic routing and PHY-MAC aware opportunistic routing protocols improve the QoS of WSN by considering the underlying Physical and MAC layer parameters [3] . These approaches still do not achieve best performances and fails to address many issues like selection of feasible forwarder candidate set and support for both slow and fast fading channel conditions (i.e. opportunistic routing performs well under fast fading conditions). Hence, an intelligent universal cross-layer opportunistic routing protocol is needed to address the given stringent multi-constraints in WSNs.
This work introduces an efficient cross-layer opportunistic routing that considers power control and selection diversity to select the optimal forwarder set to draw the balance between QoS constraints despite fast/slow fading channel environment. In the proposed work, the relay node can adaptively adjust the forwarding policy dynamically to meet different traffic loads by optimally tuning its transmission power. However, the delay in unpredicted traffic environments can only be tackled by MAC protocols [4] . The contention-free MAC protocols like TDMA (Time Division Multiple Access) were not sensible to dynamic topology and hence contentionbased (Synchronous and Asynchronous) MAC protocols are good for dynamic network environments. The asynchronous MAC protocol significantly increases the one-hop delay due to the decoupling nature of the communicating network node. The contention-based synchronous, duty-cycle scheduling coordinates by exchanging the active and sleep period among nodes in the network, which causes control overhead.
Based on the analysis and observation, this paper introduces a cross-layer opportunistic routing in low duty-cycle scheduling for multi-constrained QoS. The combination of these two mechanisms can ensure better performance as the relay node in opportunistic routing can optimally select the efficient active forwarder set by tuning the transmission power level of it to meet the user-specified QoS bound. The objective of the work is to design a communication protocol to guarantee a trade-off among multi-constrained QoS in WSNs. The contributions of this work are listed as follows. 1) To adapt the new challenging dynamic environment like disaster management system etc. 2) To support slow or fast fading condition by combining opportunistic and selection diversity routing scheme.
3) To propose a universal cross-layer design such that the designed network can guarantee the user specified QoS bound and successful data transmission through optimal transmission power control. The rest of the paper is organized as follows. Section 2 presents the related work. In Section 3, Network environment and assumptions is specified and Design challenges of proposed work in discussed in Section 4. The MOR-PT algorithm is presented in Section 5. The Experimental setup and resource utilization are presented in Section 6. Section 7 presents the simulation results, wherein the protocol is compared with the ETX, DSF, and DTPC protocol. The paper is concluded in Section 8 with focused Future work.
Related Work
There have been routing protocols designed keeping numerous applications and challenges in mind, but special V. P. Jayachitra et al.
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emphasis has been paid to deliver a guaranteed level of QoS to applications. The QoS requirements can be specified in the form routing performance metrics, such as delay, throughput, jitter, etc. One of the main challenges in QoS trade-off provisioning is setting the bounds dynamically. Our objective is to bring a tradeoff between energy consumption, delay, and throughput based on bounds set by user which satisfy the application requirements. The efficient way to do this is by designing a cross-layer framework [5] , where parameters of each layer such as RSSI, duty-cycle, transmission power are controlled dynamically. In this section, we discussed many power control and routing algorithms that aimed to achieve QoS trade-off in Wireless Sensor Networks.
Power Control
The goal is to minimize the energy consumption while ensuring the reliability of the network by controlling the power at an appropriate level rather than assuming at the uniform and fixed power level. In MQDPC (Distributed Power Control algorithm with Multi-QoS Constraints) [6] , a heuristic Minimum spanning tree was constructed where a node can adjust its power to reach its parent was proposed to attain delay and throughput metric at the cost of energy. An energy efficient transmission power control in par with channel environment for IEEE 802.15.6 Body Area Networks is proposed in [7] . To support successful communication under fading environments by suppressing interference by controlling the transmission power control is proposed in Adaptive multi-channel transmission power control (AMC-TPC) [8] . To attain the user specified delay bound by tuning transmission power control using single-parent and multi-parent forwarding scheme is proposed in DTPC (Delay-Bounded Transmission Power Control) [2] . Note that all the above algorithms use traditional data forwarding scheme where data is forwarded to the pre-determined neighbor that substantially reduces end-to-end delay.
QoS Routing
To support dynamic environment contention free (Synchronous and Asynchronous) based MAC protocol plays the vital role in reducing energy in energy-constrained sensor nodes. Synchronous MAC protocol incurs more energy in exchanging schedule message between neighbors and enhances communication overhead. However, Asynchronous consume less energy as there is no slot exchange message between nodes but incurs the one-hop delay as the nodes were unaware about the wake-up time of their neighbor nodes. ETX (Expected Transmission Count Metric) [9] and PRR × D (Packet Reception Rate and Distance) [10] focus on throughput and end-to-end delay by employing traditional routing in low-duty-cycle wireless networks. The Dynamic switch-based forwarding(DSF) [1] uses traditional routing method in to optimize Data delivery ratio, delay and energy consumption by choosing the optimal forwarded from the set of first awakening forwarder node under low-duty cycle networks and results in retransmission if not succeed. However, recently opportunistic routing scheme under sleep-wake scheduling was introduced to choose energy-optimal path under statistically guaranteed delay [11] . In ASSORT (Asynchronous Sleep-Wake Scheduling and Opportunistic routing) [12] , an opportunistic based routing under asynchronous scheduling to maximize the lifetime of the network was designed. However, a fundamental problem in multi-constrained QoS routing [13] - [15] where one seeks a path connecting a source node to a destination node that satisfies multiple QoS constraints, such as energy cost, delay and reliability is a challenging issue. Therefore, from the motivation of above-related work and to address various challenging issue, a novel routing protocol is proposed for WSNs, which can guarantee the data delivery with reduced energy consumption, communication latency and storage with less overhead.
Network Model and Assumptions

Network Model
We consider a static network composed of low-duty cycled nodes and an always on sink node. In order to consume reduced energy, the nodes are on asynchronous sleep-wake scheduling. A node is in either an active or a sleep mode. In active mode, it can sense, receive and send packets while in sleep mode, the data packets cannot be sent or received by them. We use Tunable-MAC protocol for handling MAC layer transmissions. To enhance network throughput and to avoid retransmission, opportunistic routing mechanism is used to select next hop in the given network, N(t) = (V, L(t)) where V = set of nodes in the given network and L(t) = set of wireless links at time t.
Network Assumptions
There are fixed number of discrete transmission power levels at which sensor node can transmit. Let each transmission power level be P i , (P 1 ≤ P i ≤ P th ), where P 1 is the minimum power level to ensure network connectivity and P th is often bounded by the maximum transmission power level of the node. All the sensor nodes are assumed to be in the power level P d which is the default power level taken as −10 dbm. The link quality of a wireless channel is measured by the packet reception ratio (PRR). In low-duty-cycle sensor networks, data communication only happens when both the sender and receiver stay in the active mode. Since nodes in these networks are duty cycled, data traffic is assumed to be very low with less queuing delay.
Also, it is assumed that nodes at any time know i) Packet reception ratio to the nodes in the forwarder set. ii) Residual energy. iii) Average delivery ratio for a given forwarding set "F" (ADR e (F)). iv) Average transmission Delay for a given forwarding set "F" (ATD e (F)). v) Average energy consumption for a given forwarding set "F" (AEC e (F)) of the nodes that wake up next in their sensing area. Table 1 shows the notations and explanations used in the proposed MOR-PT.
Design Challenges
Consider the given network N (V, L) consisting of n nodes. The sender node "e" should find the optimal forwarder set from the list of available forwarders F = {n i …, n n } with the specified user constraint on delay, energy and delivery ratio. The following factors were considered in selection of forwarder of the given node "e". i) To combine selection diversity and opportunistic routing to support in slow and fast fading channels. The selection diversity routing schemes select optimal relay candidates among multiple relay candidate that satisfy the user defined constraints on QoS. Among the optimal forwarders, opportunistic routing selects the next best awake relay nodes that are optimal in nature (i.e. delays the forwarding decision until data transmission is successful). Hence, the receivers at any hop are the relay node that satisfies user-specified multi-constraint QoS. ii) Over time, the communication may result in temporary failure due to drop in Signal-To-Noise ratio or due to some other environmental factors. In that situation, the sender node cannot find optimal relay nodes from the current forwarder set. In that condition, the sender can take advantage of tuning to optimal transmission power to increase the forwarder set and optimizes forwarder set that satisfies multi-constraint QoS. iii) To attain successful transmission of all data packets for mission critical applications by ensuring trade-off between delay and energy with low complexity overhead (i.e. log(n)). 
Terms and Explanations
ATDe(F)-Average transmission Delay of the node "e" for a given forwarding set "F"
ADRe(F) -Average delivery ratio of the node "e" for a given forwarding set "F"
AECe(F) -Average energy consumption for a given forwarding set "F"
REth-Minimum residual energy that a node should have to remain connected to the network Pej-Packet reception ratio of node "e" to the forwarder "j"
ADRth-Average delivery ratio threshold ATDth-Average Transmission delay threshold AECth-Average energy consumption threshold RE-The current Residual energy of the node P e (i)-Conditional probability that packet transmission is successful at a forwarder i, under the Condition that packet is received by at least one of the forwarders in F.
Pd-Default power level de→F is the delay taken by the node e to reach all of its forwarders.
Ctp is the energy spent on transmission at power level tp by node e P1…Pn-Minimum and Maximum TP power levels Popt-Optimal power level PCR-Probability of successful transmission PRR-Packet Reception Ratio V. P. Jayachitra et al.
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Design of MOR-PT Strategy
In this section, we present the design of MOR-PT to address the above design challenges. The DSF [1] and DTPC [2] work motivates our design MOR-PT and further improved in comparison to other routing strategies [2] [1] in following ways. First, we use the routing scheme to select the optimal forwarders satisfying multi-constraint (selection diversity) and to avoid retransmission by opportunistic forwarding and thereby improving the network throughput under controlled delay and energy consumption. Second, to enhance the robustness of communication under fast fading condition we enhance the MOR-PT metrics (AEC, ADR, and ATD) by adopting the sender to optimal transmission power dynamically with less complexity overhead rather than using the out-of-date predetermined metrics [1] [2] which suits only for the slow-fading condition. Figure 1 illustrates the framework of MOR-PT. Thus, the main process on MOR-PT includes the following phases, i) Initialization Phase, Figure 1 . MOR-PT system overview.
V. P. Jayachitra et al.
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ii) MOR-PT routing phase, and iii) Optimal Power selection phase. The detailed explanation of each phase is explained in following sections.
Initialization Phase
Every node in the network does the initialization phase. Each node, at every power level, identifies the neighbors and in the same process calculates the packet reception ratio P ej and thereby P e (i) and stores it as a set in the MMAP map.
Assuming that there is only one single sink node (say s), for all the power levels, the forwarding set at sink node is empty, from [ 
The value of these is back propagated to the nodes which have this node as one of the forwarders. The nodes which get this information calculate the ADR, ATD and ATD values recursively at the power level P d . The following section defines the method of calculation. a) Average delivery ratio of the node "e" for a given forwarding set "F" of size n (ADR e (F)) is the product of the packet reception ratio between node e and forwarded i (P ei ) and Average delivery ratio (ADR i (F)) (at default TP )of the forwarder i to the sink node, calculated recursively. 
b) Average transmission Delay of the node "e" for a given forwarding set "F" of size n (ATD e (F)) is the product of P e (i) (Conditional probability that packet transmission is successful at a forwarder i, under the Condition that packet is received by at least one of the forwarders in F) and Average transmission delay of the forwarder i to reach the sink, with their grand total (of all forwarders) added to the one hop delay experienced in reaching all of its forwarders at default TP. 
c) Average energy consumption for a given forwarding set "F" of size n at default TP (AEC e (F)) is the product of packet reception ratio and Average energy consumption of the forwarder i to reach sink, with their grand total (of all forwarders) added to the energy lost in single transmission at that power level. 
Note that the delay and energy are added only once as in opportunistic routing, only one time the transmission is made. Therefore, the data structure for each and every node looks like Table 2 . 
MOR-PT Routing Phase
In this section, we present MOR-PT protocol, a QoS Routing based on opportunistic routing, particularly for low duty-cycled sensor nodes. The process is depicted in Figure 1 as Data Transmission phase. MOR-PT optimizes the forwarding candidates among the nodes that hear packet transmission during opportunistic routing using the user's constraints (thresholds) on Delay, Energy, and Delivery ratio. The MOR-PT filters the nodes which are reachable under the current transmission power (identified through data structure) that satisfies the user's constraint. If the optimized forwarding set is empty, meaning there are no such nodes that satisfy the user's constraints, the transmission power is tuned to the optimal value found using optimal power selection search. A radio command is sent to the radio requesting the change of transmission power to the optimal value. This process is repeated until there is at least one forwarder in the optimized forwarder set. If the optimized forwarder set is large enough that it causes collision and energy loss, the forwarder set is restricted to optimal size, decided based on network size and density. 
Optimal Power Selection Scheme
The transmission power is tuned to the most optimal value evaluated using Select Optimal TP(). The Search space is the range of transmission power levels available for a node for transmission. The main theorem of Binary search states that search algorithm can be used if and only if for all x in S (Search space), p(x) implies p(y) for all y > x. If the Delay, Energy, and Delivery ratio constraints cannot be reached at a particular transmission power (TP i ), then the same cannot be reached at a transmission power lower than TP i Hence, we can reduce our search space to the transmission power levels higher or equal to TP i as shown in Figure 2 . Thus, the positive MOR-PT evaluation at transmission power x implies positive MOR-PT evaluation at transmission power y for all y > x. Thus, the application of binary search can be satisfactorily addressed in our problem statement. At each step of optimal power selection algorithm, the values of the ADR, AEC, ATD are calculated and used to check for the user's constraints and a decision is made to reduce the search space by one-half. 
Simulation
We experiment our MOR-PT performance using Castalia [16] , a realistic Wireless Sensor Network simulator that supports varied transmission power levels for an individual sensor node. We compared MOR-PT with the other related routing algorithms such as, 1) ETX and PRR * D improves data delivery ratio and end-to-end-delay using single potential forwarder in multihop wireless networks. 2) DSF chooses a single potential forwarder that wakes-up first from the set of forwarding nodes at each hop to improve energy, delay, and throughput. 3) DTPC that selects the potential forwarder by adjusting the power level to meet the desired Delay bound in a multihop wireless network. Throughput, Energy, and delay were the three performance metrics that we investigated in this evaluation by considering the experimental factors similar to the DSF and DTPC protocols to do a fair comparison.
Simulation Setup
We uniformly deploy 19 MICAz motes, with Sink in the center and 18 motes are arranged in the form of a matrix 3 × 6. The MAC protocol used is Tunable MAC that reflects realistic CC2420 radio model with tuned transmission power levels. Tunable-MAC is a Duty-Cycled that supports CSMA/CA scheme for transmitting data packets. The critical parameters such as Duty-Cycle, Beacon Interval, Listen Interval and MAC parameters can be dynamically tuned in Tunable-MAC. Based on the network size, i.e., 3 m × 50 m, the following (Table 3) are the different transmission power levels and the energy consumption spent by the CC2420 Radio when transmitting at the respective power level in Castalia. V. P. Jayachitra et al.
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The default transmission power of all the nodes is set to least transmission power level of −10 dbm. The 0 th node is declared as the sink node, which explains its placement in the center. The baseline power of the node is set to 6 dbm, general processing power used. The simulation is initiated by the sink node and thereby each node in the network builds the data table with the MOR-PT metrics. The data transmission is initiated by a random node that generates 1 to 100 packets. The packets are then forwarded opportunistically towards the sink node in accordance with MOR-PT metric. The node duty cycle of all nodes is set to 0.01 i.e. it listens for 1 unit time in 100. The following section discussed the proposed model QoS metrics with the counterpart under varied Duty-Cycle.
MMAP
The multi-constrained Map is established and maintained by each node that includes the details of the QoS constraint between surrounding neighbors. The get and set command are used for obtaining the muti-constrained parameters of the forwarder set. To attain memory tradeoff with algorithm metrics, we restrict the size of the map according to the node density of the network. The sendBeacon command is initiated by the sink node and broadcast its local MMAP for the other nodes in the network to compute their local MMAP at fixed power level.
The receiveBeacon command is signaled to receive beacon message to establish their local MMAP. The MMAP for tuned power level was computed and broadcasted once if the critical finds no optimal forwarder that meets the required constraints.
Result and Discussion
In this experiment, the objective is to design a balanced lifetime-maximization through energy efficiency and Latency-Minimization with the guaranteed delivery ratio routing protocol. The proposed routing algorithm is studied under varied duty cycle but not under varied link quality and the stimulation results are discussed here. Since MOR-PT opportunistically selects the one that successfully received the packet from the possible set of potential forwarders selected by MORPT and hence need not to worry about the network dynamicity such as link quality or link breakages. Figure 3 depicts that energy consumption of MOR-PT. The proposed algorithm consumes less energy compared to all other algorithms as there is no retransmission. Moreover, the optimal power tuning results in increasing the forwarder set and thereby selects the best forwarder that satisfies the minimum energy and other constraints (delay and throughput) assigned per hop path. The energy consumption of the MOR-PT increases as the duty cycle increases. This is because when duty cycle increases, more are the number awake forwarders that V. P. Jayachitra et al. 2937 satisfy the QoS constraints and hence overall energy consumption increases.
The ETX consumes higher energy than MOR-PT and remains constant throughout the varied duty cycle as the ETX elects the single next-hop node based on transmission count metric. The fluctuation in energy consumption of PRR*D was due to the varied distance factor in accordance with duty cycle. The DSF chooses the first awake node but not the best node and tries until retransmission count expires after which it tries for the next awaken forwarder for transmission. Hence DSF consumes higher energy than ETX.
From the Figure 4 , the DSF under optimization of Delivery ratio, finds superior in attaining constant higher delivery ratio than other counterparts under different duty-cycle from 1 to 10 percent. This is because the DSF results in retransmitting the packets until the data delivery is successful irrespective of the increased sleep period. The proposed MOR-PT achieves higher delivery ratio in par with DSF for low data traffic as the duty cycle increases. Also opportunistic routing requires only one transmission for 1 hop as it ensures that there is at least one forwarder to receive the data packet. Hence it partly ensures delivery of all packets through some path determined by then best forwarder. MOR-PT makes use of opportunistic routing and chooses the potential forwarders by tuning the power level until it finds.
The delay of the network was also analyzed. Figure 5 shows the End-to-End Delay and a delivery ratio of MOR-PT, DSF, DTPC, and ETX. From the Figure 5 it has been seen that DTPC attains 95% at 15 s delay constraint. ETX attains increased delivery rate over time and delivers 55% packet at 15 s. DSF experienced lower delay than ETX and attains 98% delivery ratio. The proposed protocol attains 100% packet delivery ratio in accordance with used bound delay constraint. This is because the delay has no direct effect in accordance with the dynamic change of transmission power but can increase the neighbor set and then can optimally select the forwarder that satisfies user defined MOR-PT metrics.
From Figure 6 , MOR-PT utilizes 38% energy more than DTPC for initialization phase which is almost a onetime process. However the energy used for routing is 13% less than DTPC and 28% less than DSF, which is beneficial as the routing of data packets, is the recurring process. Since the transmission of the data is the main process which occurs repeatedly, the energy saved in routing nullifies and excels out the energy consumed in initialization and gives better performance than the later (DTPC).
Conclusion
MOR-PT, a new routing protocol that guarantees a tradeoff between energy costs, delivery delay and delivery ratio by satisfying the user set constraints and ensures universality. The MOR-PT metric efficiency is achieved by three steps, such as initialization, opportunistic routing, and optimal TP selection. The initialization step performs the formation of the MMAP with respect to MOR-PT metrics. The routing step optimizes forwarding set, based on the calculated local MMAP table of the sender node to transmit the data to the sink. The tradeoff between energy and delay and delivery ratio in a wireless sensor is achieved, by employing dynamic optimal power selection in routing phase. The simulation results show the superiority of the proposed scheme in maximizing the Multi-constraint QoS performance with less overhead by comparing it with the existing scheme, the DSF, V. P. Jayachitra et al. 2939 and DTPC. In future, the MOR-PT algorithm can be combined with energy harvesting scheme to further enhance the energy efficiency and reduce delay by appropriately selecting the best and right forwarders under adaptive power control scheme.
