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Iterative monads of Calvin Elgot were introduced to treat the semantics of recursive equa-
tions purely algebraically. They are Lawvere theorieswith the property that all ideal systems
of recursive equations have unique solutions. We prove that the unique solutions in itera-
tive monads satisfy all the equational properties of iteration monads of Stephen Bloom and
Zoltán Ésik, whenever the base category is hyper-extensive and locally finitely presentable.
This result is a step towards proving that functorial iteration monads form a monadic cat-
egory over sets in context. This shows that functoriality is an equational property when
considered w.r.t. sets in context.
© 2010 Elsevier Inc. All rights reserved.
Here thou must all distrust behind thee leave; here be vile fear extinguish’d.
Dante Alighieri, The Divine Comedy
1. Introduction
This paper is part of a line of research in which we deal with category-theoretic tools for the semantics of recursive
specifications. It is based on an invited lecture of the middle author at the workshop on Coalgebraic Methods in Computer
Science2008. In that lecture the survey contained in this introductionwaspresented, and the technical results of Sections2–7
were mentioned.
The mathematical tools and structures classically used for semantics of recursion are usually based on domains. More
precisely, one works with sets or algebras of data endowed with some extra structure such as a complete partial order or
a complete metric. In order to obtain the semantics of some recursive specification one then invokes either the Knaster–
Tarski fixed point theorem or Banach’s fixed point theorem, respectively. In this paper we follow a different purely algebraic
approach that we now recall.
1.1. Iterative theories
It was the idea of Calvin Elgot [15] to study the semantics of recursion on a level of abstraction that does not employ any
concrete extra structure. He used the methods of general algebra and studied iterative algebraic theories which are those
algebraic theories in the sense of Bill Lawvere [23] having the property that recursive specifications have unique solutions.
More precisely, we consider systems of recursive equations of the form
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x1 ≈ t1
... (1.1)
xn ≈ tn
for a finite set X = { x1, . . . , xn } of variables, where each ti is a term of the algebraic theory containing the variables in X and
parameters from a finite set Y = { y1, . . . , yp }. Actually, not all recursive equations are assumed to have a unique solution
but only those satisfying a mild syntactic condition—a guardedness condition excluding unproductive equations like x ≈ x.
Important examples of iterative theories are given by trees over a signature. Recall that -trees for a signature  are all
the (finite and infinite) rooted and ordered trees labeled in  so that leaves are labeled by constant symbols or elements of
some set of generators, and inner nodes with n > 1 children are labeled by an n-ary operation symbol from . The theory
T of all -trees is an iterative theory; here the right-hand sides of a system (1.1) are -trees and the unique solution is
obtained by tree unfolding. For example, let  be the signature with two binary operation symbols+ and ∗ and a constant
c. Then the system
x1 ≈
+
∗ c
x2 y1











 x2 ≈
∗
x1 y2






(1.2)
has as solution for x1 and x2 the infinite trees:
x1
† =
+
∗ c
∗ y1
+ y2
c





















and x2
† =
∗
y2
x1
†










(1.3)
The subtheory R of T containing all rational trees, where a tree is called rational if it has (up to tree isomorphism) only
a finite number of subtrees (see [21]), is also an iterative theory. In fact, R is the free iterative theory on the signature ,
see [15]. Later a simpler approach to iterative theories was given independently by Evelyn Nelson [29] and Jerzy Tiuryn [31].
Both authors studied iterative algebras, which are algebras having the property that guarded recursive specifications have a
unique solution. Denote by TX the algebra of all -trees on a set X of generators and consider the subalgebra RX formed
by all rational trees on X . Nelson [29] proved that RX is the free iterative algebra on X , and, as already proved by Elgot
et al. [16], the associated algebraic theory of rational-trees is a free iterative theory on. So it turns out that the algebraic
theory of free iterative algebras is the same as the free iterative theory.
1.2. Iteration theories
While iterative theories capture those structures in which one can obtain unique solutions of recursive equations, e.g.
complete metric spaces, they do not capture cpos in which one typically considers the least or the greatest fixed point as
providing a canonical solution of a recursive specification. This is the reason why Stephen Bloom and Zoltan Ésik introduced
and studied iteration theories, see themonograph [12]. An iteration theory is an algebraic theory endowedwith an operation
of taking solutions of recursive specifications, and this operation is required to satisfy certain natural axioms. These axioms
are justified by the completeness theorem stating that they capture precisely all the identities valid for a (parametric) fixed-
point operator in domains. More precisely, Completeness Theorem 8.2.5 of [12] states that an equation follows from the
axioms of iteration theories precisely if it holds in every continuous theory. This connection also appears for example in the
work of Alex Simpson and Gordon Plotkin [30], where the conditions under which the iteration theory axioms allow such a
completeness theorem are studied.
Iterative theories still play an important rôle for iteration theories. Firstly, as we prove in the present paper, iterative
theories are iteration theories, and secondly, every free iteration theory is a (free) iterative theory, see [12].
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1.3. Category-theoretic semantics
An important theme of our research is to replace the structures and methods of general algebra by category-theoretic
ones. Our goal is to achieve in this way results which are at the same time more general and also conceptually clearer.
The first step in this direction was done by Eric Badouel [10]. He proved that the assignment X → TX of the algebra of
all -trees on X forms a monad on Set. A further conceptual step was the realization that in lieu of sets, signatures and
trees one can work with categories, endofunctors and final coalgebras, respectively. In fact, TX is the final coalgebra for
the functor H(−) + X where H is the polynomial endofunctor associated to the signature . More generally, consider a
category A with binary coproducts and an endofunctor H having enough final coalgebras in the sense that for each functor
H(−) + X there exists a final coalgebra TX . Then TX is the object assignment of a monad on A . This has been proved by
Larry Moss [27], and also independently and almost at the same time by Neil Ghani, Christoph Lüth, Federico DiMarchi and
John Power [20] and by our group [1,2]. Moss’ and our work also give an account on how to solve recursive specifications in
this setting. Indeed, the notions of equation and solution can be understood abstractly as follows: a system such as (1.1) is a
map e : X −→ T(X + Y) and a solution of e is a map e† : X −→ TY such that the square
X
e

e†  TY
T(X + Y) [e†,ηY ]
 TTY
μY

commutes, where ηY and μY are the unit and multiplication of the monad T . The notion of guardedness of an equation
morphism needs some more care, see Definition 3.11. In [27] and [2] is was proved that every guarded equation morphism
e : X −→ T(X + Y) has a unique solution. This makes T an iterative monad. In recent years we have further followed this
line of research. For example, in [5] we gave a category-theoretic account of rational trees. More concretely, we proved that
every finitary endofunctor H of a locally presentable category generates a free iterative monad. This monad RH , called the
rational monad of H, is moreover given object-wise by free iterative algebras for H. 3 In this way we generalized the classical
results of Elgot and Nelson, respectively.
However, there is an important gap in our whole line of research. So far there is no analog of iteration theories in the
category-theoretic setting that we consider. This means that the question about the “essential” equational properties of the
operation assigning to a recursive equation its unique solution in a free iterative monad is not answered yet. Of course, we
have to make precise what we mean by “essential” here. And this pertains to another question: what about an analog of
the completeness theorem of Bloom and Ésik with respect to all the valid identities of fixed-point operators in domains? In
the setting of iteration theories it turns out that the completeness theorem boils down to the monadicity of the category of
iteration theories over the category of signatures. More precisely, denote for a signature byR the free iterative theory of
rational -trees, and let ⊥ denote the signature  extended by a new constant symbol⊥. Bloom and Ésik proved that for
each signature the theoryR⊥ is a free iteration theory on. To put this more categorically denote by U : ITh −→ Sgn
the forgetful functor from the category of iteration theories to the category of signatures, which assigns to a theory T the
signature (T(1, n))n∈IN. Then the above description of free iteration theories states that U has a left adjoint. This yields an
induced monad Rat on Sgn. Furthermore, we have recently proved the following.
Theorem 1.1 [6]. The forgetful functor U : ITh −→ Sgn is monadic, i.e., iteration theories are precisely the Eilenberg–Moore
algebras for the monad Rat.
This theorem states that iteration theories define the largest category of structures inwhich the theory of rational trees on
a signature is free on that signature. How does this relate to the Completeness Theorem of Bloom and Ésik? Firstly, recall that
R⊥ can also be characterized as the free rational theory [4]; those are theories in which solutions of recursive equations
are obtained by taking least fixed points in a suitable order structure. Secondly, the results of Kelly and Power [22] state
that every finitary monad on a locally finitely presentable category can be presented by operations and equations, so that
the category of algebras for the monad is equivalent to the category of algebras with such operations satisfying the given
equations. For example, a consequence of Theorem1.1 is that the presentation of themonadRat is precisely the presentation
of iteration theories using one operation of taking solutions subject to the iteration theory axioms. Now if an identity holds
for least fixed points in continuous theories (equivalently, the identity holds in rational theories, see our discussion in [6]),
then it holds, in particular, in the free rational theoryR⊥ . SinceR⊥ is also the free iteration theory this identity can only
hold if it follows from the axioms of iteration theories.
Now we want to work towards establishing a result similar to Theorem 1.1 in our more general category-theoretic
setting. To make this more precise, consider the category Fin[A ,A ] of finitary endofunctors on a hyper-extensive locally
finitely presentable category A . Hyper-extensivity, introduced in [3], means that A has very well-behaved coproducts (see
3 Recently, an alternative characterization of the initial iterative H-algebra was given by Bonsangue et al. [13]: for a Set endofunctor H this algebra is the final
locally finite coalgebra.
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Definition 2.9 below); for example sets, posets, graphs, unary algebras and presheaves form hyper-extensive categories. We
would like to obtain the largest category of monads in which the rational monad of an endofunctor of A is free on that
endofunctor. We call the objects of the category we are looking for Elgot monads to honor Calvin Elgot, whose work has
been a great inspiration for us. In analogy to iteration theories, Elgot monads are defined as monads in which there is an
operation of taking solutions of all recursive equations, and this operation is required to satisfy certain natural axioms,which
are related but not identical to the iteration theory axioms. Our aim is to eventually prove that Elgot monads are monadic
over Fin[A ,A ]. More precisely, denote by Elgot(A ) the category of Elgot monads. There is a canonical forgetful functor
V : Elgot(A ) −→ Fin[A ,A ]. Our long term goal is to prove that the free Elgot monad on an endofunctor H is the rational
monad of H⊥ = H + C1, where C1 is the constant functor on value 1. In fact, we will prove more.
Theorem 1.2. The forgetful functor V : Elgot(A ) −→ Fin[A ,A ] has a left adjoint given on objects by H → RH⊥ . Moreover, V
is monadic, i.e., the category of Eilenberg–Moore algebras induced by the above adjunction is isomorphic to the category of Elgot
monads.
Although easily stated, the proof of this theorem requires several technically involved steps:
(1) The operation of taking the unique solution of recursive equations in a rational monad RH has to be extended from all
guarded recursive equations to all equations.
(2) We need to establish that the extended operation satisfies all the equational properties required of an Elgot monad,
that is, we have to prove that rational monads are Elgot monads.
(3) We prove that V has a left adjoint as stated in the above theorem.
(4) Finally, we prove that V is monadic.
Step (1) is the topic of our joint work with Reinhard Börger [3]. There it is proved that if an iterative monad S is equipped
with a global element ⊥ : 1 −→ S0 (such monads are called strict), then every equation morphism e has a unique strict
solution e†. And step (2) is treated in the present paper: in all hyper-extensive locally finitely presentable categorieswe prove
that the operation e → e† satisfies all axioms of iteration theories, and in addition it satisfies a property called functoriality. 4
Thus, the implication
iterative theory ⇒ iteration theory
holds.
Our results here are related to the work of Larry Moss [28] who proved (1) and (2) for the monad of final coalgebras TX
for H(−) + X , where H is an endofunctor of Set. To keep the current paper at a reasonable length we decided to treat the
steps (3) and (4) in a subsequent publication [8].
1.4. Contents of the paper
We begin in Section 2 with some technical preliminaries, and we continue in Section 3 by recalling iterative monads and
the results of [3] which establish the above step (1): for a strict iterativemonad every equationmorphism has a unique strict
solution. In Section 4 we introduce iteration monads in analogy to iteration theories as those monads with an operation of
taking solutions of equations, where this operation satisfies exactly the equational properties of iteration theories. We also
introduce the stronger notion of an Elgot monad, and we provide some examples of Elgot monads. Every Elgot monad is, of
course, an iterationmonad, but the former have a simpler axiomatics. In Sections 5 and 6we prove that every strict iterative
monad is an Elgot monad. We discuss conclusions and future work in Section 7.
2. Preliminaries
In this section we recall the basic technical machinery necessary for our work. Let us now explain our general category-
theoretic setting. Informally,weneed towork in a categoryA inwhich thenotion of “finite object”makes sense—analogously
to afinite set, a finitelypresentable algebra, etc. In addition,weneed coproducts inA whichare as “nicely behaved” asdisjoint
union in sets. We now make all of this precise.
2.1. Locally finitely presentable categories and finitary functors
A functor is called finitary if it preserves filtered colimits. An object A is finitely presentable if its hom-functor A (A,−)
is finitary. A category A is locally finitely presentable, see [19] or [9], if it is cocomplete and has a set of finitely presentable
objects whose closure under filtered colimits is all of A .
4 Functoriality is called functorial dagger implication in [12].
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For example, the categories Set, Pos (posets and order-preserving maps), Gra (graphs and homomorphisms), Group
(groups and homomorphisms), and, more generally, every finitary variety of algebras are locally finitely presentable. The
finitely presentable objects are finite sets, posets, graphs, and those groups (resp. algebras) which are presented by finitely
many generators and equations, respectively. In contrast, the categoryCPO of complete partial orders and continuousmaps
is not locally finitely presentable; for example, no non-trivial CPO is finitely presentable.
2.2. Monads and algebraic theories
Recall that a monad is a triple S = (S, η, μ) where η : Id −→ S (the unit) and μ : SS −→ S (the multiplication) are
natural transformations such that
μ · ηS = id = μ · Sη and μ · Sμ = μ · μS
hold (see e.g. [25]). A monad is called finitary if its underlying functor is finitary. A monad morphism m from a monad
S = (S, η, μ) to S = (S, η, μ) is a natural transformationm : S −→ S such thatm · η = η andμ · (m∗m) = m ·μ, where
m ∗ m : SS −→ SS is the parallel composition of natural transformations.
Notation 2.1. Let S be a monad on A . The Kleisli category AS of S has the same objects as A , and a morphism f from A to B
in AS is a morphism f : A −→ SB in A ; we write
f : A ◦  B.
Given f : A ◦  B and g : B ◦  C, the composite in the Kleisli category is
A
f  SB
Sg  SSC
μC  SC.
There is a canonical identity-on-objects functor J : A −→ AS given on morphisms k : A −→ B by
Jk = (A k B ηB SB).
We will call every morphism Jk a base morphism, and we usually drop J and write Jk as if it were the morphism k : A −→ B
in A . So, for example, given a Kleisli morphism f : B ◦  C and base morphisms k : A −→ B and h : C −→ D then we
have the composite h · f · k : A ◦  Dwhich is just the composite
A
k  B
f  SC
Sh  SD
in the base category A . Observe that the Kleisli category has the same coproducts as the base category, thus, no notational
distinction is needed.
Algebraic theories were introduced by Lawvere [23] in order to capture universal algebra by category-theoretic means.
It is well known that finitary monads on Set and algebraic theories form equivalent categories, see [24]. In fact, recall
that an algebraic theory is a category with the set of natural numbers as objects and with coproducts given by the sum of
natural numbers. Let S = (S, η, μ) be a finitary monad of Set. Then its Kleisli category restricted to the natural numbers
n = { 0, . . . , n − 1 } forms an algebraic theory T where T(n,m) = SetS(n,m). Conversely, for any algebraic theory T we
obtain a finitary monad by left Kan extension of the functor T(1,−) along the canonical inclusion J : IN −→ Set where IN
is considered as the category of all natural numbers with all functions between them. These two constructions extend to
the level of homomorphisms (of monads and algebraic theories, respectively), and it is not difficult to prove that they are
mutually inverse (up to isomorphism).
2.3. Extensive and hyper-extensive categories
A crucial step in the proof of our main result in this paper is the groundedness analysis. For an equation system (1.1) this
amounts to identifying those variables with a non-productive recursive definition such as x ≈ y, y ≈ x, etc.
We introduced hyper-extensive categories in [3] as the appropriate notion of a category in which coproducts are well-
behaved enough to enable us to make the groundedness analysis for an abstract equation morphism e : X −→ T(X + Y).
Every hyper-extensive category is an extensive category in the sense of [14]. Since we will make heavy use of extensivity of
our base category A we recall the basic definitions, and, for the convenience of the reader, we prove in this section all the
properties of extensive categories we shall need later. On first reading onemay skip this part and come back later to it when
we make use of those properties in Sections 5 and 6.
Throughout the paper we denote the injections of any coproduct A+ B by inl and inr, then∇ = [inl, inr] : A+ A −→ A
is the codiagonal, and can = [Sinl, Sinr] : SA + SB −→ S(A + B) is the canonical morphism, where S is any endofunctor.
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Definition 2.2 [14]. A category C is called extensive, if it has binary coproducts, and for each pair A, B of objects the canonical
functor
C/A × C/B −→ C/(A + B) (2.1)
given by formation of coproducts is an equivalence of categories.
Proposition 2.3 [14]. A category C is extensive iff it has pullbacks along coproduct injections and every commutative diagram
A1
f1

a1  A
f

A2
a2
f2

B1 inl
 B1 + B2 B2inr
(2.2)
consists of a pair of pullback squares iff the top row is a coproduct diagram with f = f1 + f2.
Proposition 2.4 [14]. A category with binary coproducts and pullbacks along their injections is extensive iff coproducts are
(1) disjoint, i.e., coproduct injections are monomorphic and the pullback of inl and inr has domain 0 (the initial object), and
(2) universal, i.e., pullbacks of coproduct diagrams are again coproduct diagrams (cf. (2.2)).
Remark 2.5. Notice that in an extensive category a coproduct f + g : C + D −→ A + B is an isomorphism iff each of the
components f and g is. This follows from the fact that the equivalence (2.1) preserves and reflects isomorphisms.
Proposition 2.6. In an extensive category C coproducts commute with pullbacks. More precisely, if the two squares
Ai
pi

qi  Bi
gi

Ci fi
 Di
i = 1, 2,
are pullbacks then so is their coproduct
A1 + A2
p1+p2

q1+q2  B1 + B2
g1+g2

C1 + C2 f1+f2  D1 + D2
Proof. Observe that (Ai, fi · pi), i = 1, 2, is the product of (Ci, fi) and (Di, gi) in C/Di. Since the canonical functor (2.1) is an
equivalence, it preserves products and so (A1+A2, (f1+ f2)·(p1+p2)) is a product of (C1+C2, f1+ f2) and (D1+D2, g1+g2)
in C/(D1 + D2). Equivalently, the desired square is a pullback. 
Lemma 2.7. In an extensive category, if the two squares
A
x 
a

X
e

C c
 Z
and
B
y 
b

Y
f

C c
 Z
are pullbacks, then so is the square
A + B
[a,b]

x+y  X + Y
[e,f ]

C c
 Z
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Proof. First we prove that the square
C + C c+c 
∇

Z + Z
∇

C c
 Z
is a pullback. Indeed, for a pair d : D −→ C, d′ : D −→ Z + Z of morphisms with c · d = ∇ · d′ we have, by extensivity, that
D = D1 + D2 such that d′ = d′1 + d′2 for some objects D1, D2 and some morphisms d′i : Di −→ Z , i = 1, 2, and therefore
d = [d1, d2] : D1 + D2 −→ C for some d1 and d2. Then d1 + d2 is the desired unique mediating morphism. The result now
follows from Proposition 2.6 by composing two pullback squares to obtain the following diagram:
A + B x+y 
a+b



[a,b]

X + Y
e+f


	
[e,f ]

C + C
c+c 
∇

Z + Z
∇

C z
 Z

Lemma 2.8. In an extensive category, an object A + B is finitely presentable iff A and B both are.
Proof. It suffices to prove that A is finitely presentable, if A + B is. Given a filtered colimit C = colimi∈I Ci with the colimit
cocone ci : Ci −→ C, i ∈ I, and given a morphism p : A −→ C, we need to prove that (a) there exists an i ∈ I and a
morphism p′ : A −→ Ci such that ci · p′ = p and (b) given two factorizations p′, p′′ : A −→ Ci with ci · p′ = ci · p′′ = p,
then there exists a j ∈ I and a connecting morphism pij : Ci −→ Cj in the diagram with pij · p′ = pij · p′′. Indeed, item (b) is
clear: we have the filtered colimit C+B = colim
i∈I Ci +Bwith injections ci + idB. So given p
′ and p′′ as above then p′ + idB and
p′′ + idB are two factorizations of p + idB through ci + idB and so, since A + B is finitely presentable, these two morphisms
are equalized by cij + idB for some j ∈ I and some connecting morphism cij .
For (a) we can take some i ∈ I and some factorization p′ : A + B −→ Ci + B of p + idB through ci + idB, since A + B is
finitely presentable. Now consider the diagram:
A
inl 
p′′



 A + B
p′

Ci inl

ci

Ci + B
c+B

C inl




p
C + B
	


p+B
The outside and lower squares are pullback squares by extensivity, and from the universal property of the lower pullback
we obtain the dashed morphism p′′ as indicated. This is the desired factorization. 
It is not difficult to prove that in an extensive category the following holds: given disjoint subobjects ai : Ai −→ B,
i = 1, 2, if a1 and a2 are coproduct injections, then so is [a1, a2] : A1 + A2 −→ B. We need the following generalization to
countably many subobjects.
Definition 2.9 [3]. A category is called hyper-extensive if it has countable coproducts which are (a) disjoint, (b) universal and
(c) given pairwise disjoint subobjects ai : Ai −→ B, i ∈ IN, each of which is a coproduct injection, then [ai] : ∐i∈IN Ai −→ B
is also a coproduct injection.
Remark 2.10. Wewill not use this definition, but instead, the following characterization proved in [3]. Recall that an object
A is called connected if the functor A (A,−) preserves coproducts.
Proposition 2.11 [3]. A locally finitely presentable categoryA is hyper-extensive iff every object of A is a coproduct of connected
objects (called components of A).
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Example 2.12. In Set a connected object is a singleton set, and connected posets or graphs are the usual concepts. The
categories Set,Pos,Gra and [C op,Set] (presheaves) are hyper-extensive locally finitely presentable.We alreadymentioned
that the category CPO is not locally finitely presentable. And the category of Jónsson–Tarski algebras (i.e., algebras with a
binary operation which is an isomorphism) is extensive and locally finitely presentable but not hyper-extensive.
Remark 2.13.
(1) It is not difficult to show that in an extensive category an object is connected iff it is non-initial and indecomposable,
i.e., whenever it is a binary coproduct, then one of the coproduct components is initial. See [3] for details.
(2) In an extensive category, initial objects are strict, i.e., each object A with a morphism A −→ 0 is an initial object,
see [14].
Proposition 2.14. Let A be a finitely presentable object of a hyper-extensive locally finitely presentable category. Then A has
finitely many components (n, say), and every decomposition of A into a coproduct of non-initial objects has at most n summands.
Proof. Westart bywritingA = ∐i∈I Ai as a coproduct of connected objects. ThenA is the filtered colimit of all subcoproducts∐
i∈J Ai, where J is a finite subset of I. We denote by inJ the corresponding colimit injection. Since A is finitely presentable we
see that there exists a finite J ⊆ I and amorphism p : A −→ ∐i∈J Ai such that inJ · p = idA. Thus, inJ is a split epimorphism;
it is also a monomorphism since it is the left-hand injection of the coproduct
∐
i∈J Ai +∐i∈I\J Ai = A. We have proved that
A is a finite coproduct of connected objects.
Now let A = A1 + · · · + An be a finite decomposition of A into connected objects with coproduct injections in1, . . . , inn.
Suppose we have another decomposition A = ∐i∈I Bi with injections in′i , where each Bi is non-initial. Then the jth injection
inj : Aj −→ ∐i∈I Bi factorizes, since Aj is connected, through in′i(j) for some i(j) ∈ I. It is sufficient to prove that I ={ i(1), . . . , i(n) }. Indeed, given i ∈ I form pullbacks
Pj

 Aj
inj

Bi in′i
 A
(j = 1, . . . , n)
to obtain Bi = P1 + · · · + Pn. If i = i(j) we see that Pj is initial; indeed, the above pullback is obtained by composing the
two pullbacks
Pj

 Aj

0

 Bi(j)
in′i(j)

Bi in′i
 A,
	


inj
where the lower square is a pullback by disjointness, and then the upper pullback shows Pj to be initial by the strictness of
the initial object (cf. 2.13(2)). Since all Bi are assumed to be non-initial, there must be at least one j = 1, . . . , nwith i = i(j)
for each i ∈ I. 
3. Iterative monads
In the present sectionwe recall the notion of an iterativemonad, see [5,15]. In iterativemonads ideal equationmorphisms
have unique solutions. In [3] we worked with strict iterative monads, which are iterative monads S equipped with a global
element⊥ : 1 −→ S0. This element can serve as a unique solution of “ambiguous” equations such as x ≈ x. This leads to the
notion of a strict solution, and, as shown in loc. cit., every equation morphism has a unique strict solution. In the subsequent
sections we then study the equational properties of unique strict solutions.
Assumption 3.1. Throughout the rest of the paper we assume that a finitary monad S = (S, η, μ) is given on a hyper-
extensive, locally finitely presentable category A .
Recall that we work with the Kleisli category AS where morphisms are denoted by f : X ◦  Y .
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Definition 3.2. An equation morphism is a Kleisli morphism e : X ◦  X + A, where X is a finitely presentable object (of
variables) and A an arbitrary object (of parameters).
A solution of e is a Kleisli morphism e† : X ◦  A such that the triangle
X ◦e
†

◦e

A
X + A
◦ [e†,idA]
 (3.1)
commutes (in the Kleisli category of S).
Remark 3.3. For a given object A of parameters, the equation morphisms e : X −→ S(X + A) are precisely the coalgebras
for the endofunctor S(− + A). Given another equation morphism f : Y −→ S(Y + A), then coalgebra homomorphisms
X
h 
e

Y
f

S(X + A)
S(h+idA)
 S(Y + A)
(3.2)
are called homomorphisms of equations.
Example 3.4. The monad on Set given by
SX = X + 1
has pointed sets as algebras. An equation morphism can be viewed as a partial function e from X to X + A (in Set), and a
solution as a partial function e† from X to Awith
(i) e†(x) = awhenever e(x) = a ∈ A,
(ii) e†(x) = e†(y) whenever e(x) = y ∈ X ,
and
(iii) e†(x) undefined whenever e(x) is undefined.
Consequently, e† is uniquely determined on all variables except for the ungrounded ones forwhich there exists a cycle x = x0,
x1, …, xn = x in the sense that e(xi) = xi+1, i = 0, 1, . . . , n − 1.
Notation 3.5. Given an equation morphism e : X ◦  X + A and a morphism h : A ◦  B then h • e : X ◦  X + B
denotes the equation morphism
h • e ≡ X ◦e  X + A ◦X+h  X + B.
Observe that in Example 3.4 given a solution e† of e, then h · e† is a solution of h • e.
Example 3.6. Let T denote the monad given by the functor
TX = all (finite and infinite) binary trees with leaves labeled in X,
where the action of T on mappings is the relabeling of leaves, the monad unit η sends x ∈ X to the root-only tree ηX(x)
labeled by x, and μX : TTX −→ TX is the canonical function interpreting a tree labeled in TX as a tree labeled in X .
(1) An equationmorphism e : X ◦  X + Awhere X = {x1, . . . , xn} corresponds to a system of equations (1.1), where
each ti is a binary tree with leaves labeled in X + A. It is very easy to see that if every variable xi is guarded, i.e., no
right-hand tree ti is a single variable, then there is a unique solution e
† : X ◦  A. The tree e†(xi) is then given by
unfolding the variable xi according to the equations above: the unfolding stops whenever a parameter is encountered,
and it can be finite or infinite, but it is always uniquely determined. For a concrete example see (1.2) and (1.3).
(2) More generally: let us call a variable xi grounded if among the given equations there are k equations of the form
xi ≈ xj1 , xj1 ≈ xj2 , . . . , xjk−1 ≈ xjk having a variable on both sides and where xjk is guarded. If all the variables x1, …,
xn are grounded, there is a unique solution. (In contrast, the system x1 ≈ x2, x2 ≈ x1 does not have a unique solution.)
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While the notion of equation and solution can be expressed for any monad (c.f. Definition 3.2), the notion of a guarded
variable requires us to be able to speak about non-variables in a monad. Elgot’s notion of an ideal theory allows exactly this.
We now recall the corresponding notion for a monad.
Definition 3.7 (see [2]). A monad S is called ideal provided that η : Id −→ S is a coproduct injection of a coproduct
S = S′ + Id
with the left-hand injectiondenotedbyσ : S′ −→ S, and thereexists a restrictionofμ : SS −→ S toanatural transformation
μ′ : S′S −→ S′ in the sense that the square
S′S
μ′

σ S

S′
σ

SS μ
 S
commutes.
Example 3.8.
(1) The monad X + 1 of Example 3.4 is ideal, here S′ is the constant functor with value 1.
(2) The monad T of binary trees of Example 3.6 is ideal, here S′ is the functor assigning to X the set TX \ ηX[X].
(3) The submonad of (2) above of all rational binary trees on X , whichmeans trees having up to isomorphism only finitely
many subtrees, is ideal.
(4) Similarly, the submonad of (2) of all finite binary trees on X is ideal.
(5) Free monads are ideal. Let H be a finitary endofunctor of A . As proved by Michael Barr [11], the free monad F on H is
given object-wise by
FZ = a free H-algebra on Z.
Let ηZ : Z −→ FZ be the universal arrow of the free H-algebra and let σZ : HFZ −→ FZ be its structure morphism.
Then we have FZ = HFZ + Z with coproduct injections σZ and ηZ . It follows that F is an ideal monad with F ′ = HF
and μ′ = Hμ : HFF −→ HF .
(6) The monads of free semigroups, SX = X+, free unary algebras SX = IN× X and free commutative binary algebras are
all ideal.
(7) “Classical” varieties often fail to be ideal: for example, take the free group monad S and define S′X = SX \ η[X], then
S′ is not a subfunctor of S. In fact, for x = y in X take a map f : X −→ Z with f (x) = f (y) = z. Then the term
x · y−1 · x ∈ S′X has as its image under Sf the element z ∈ η[Z].
(8) Let F denote the category of finite sets and all maps between them. The presheaf category SetF can be interpreted
as the category of “sets in context”, see [18]. This is used for the semantics of untyped λ-calculus. The functor HX =
X × X + XV , where V : F −→ Set is the canonical embedding, has a free monad F which is ideal. It is proved in
loc. cit. that F(V) assigns to a context the set of λ-terms (up to α-equivalence) in that context. The presheaf F(V) is a
monoid in SetF , and this yields, equivalently, a finitary monad on Set, and this monad is ideal, too.
Remark 3.9. Let S be an ideal monad on A . Then the following are pullbacks:
S′SX + S′X [σSX ,ηSX ·σX ] 
[μ′X ,id]

SSX
μX

X
ηSX ·ηX
S′X σX  SX X.ηX
(3.3)
Also for any morphism h : X −→ Y we have the following pullbacks:
S′X σX 
S′h

SX
Sh

X
ηX
h

S′Y σY  SY YηY
(3.4)
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Indeed, this follows from the extensivity ofA since both diagrams commute and in both diagrams the top and bottom rows
comprise coproduct diagrams. Furthermore, the diagram
S′X + S′B
can

σX+σB  SX + SB
can

X + BηX+ηB
S′(X + B) σX+B  S(X + B) X + BηX+B
(3.5)
comprises a pair of pullback squares; to see this, apply Lemma 2.7.
Definition 3.10. Let S and S be ideal monads. An ideal monad morphism from S and S is a monad morphism m : S −→ S
such that there exists a (necessarily unique) restrictionm′ : S′ −→ S′, i.e., the square below commutes:
S′
σ

m′ 
S
′
σ

S m
 S
Definition 3.11 (see [5]). Let S be an ideal monad. An equation morphism e : X ◦  X + A is called ideal if it is disjoint
from ηX+A, that is, if e factorizes in A as follows:
X
e 

S(X + A)
S′(X + A)
σX+A

The monad S is called iterative if every ideal equation morphism has a unique solution.
Remark 3.12. The formulation in [5] uses guarded (rather than ideal) equation morphisms, which means that e factorizes
through [σX+A, ηX+A · inr]: S′(X + A) + A −→ S(X + A). But as proved in [3] this is equivalent due to extensivity. Also we
can restrict ourselves to equation morphisms where (not only X but also) the object A is finitely presentable, see [3].
Notation 3.13. In the category of all finitary monads on A we denote by
FMid(A )
the (non-full) subcategory of ideal monads and ideal monadmorphisms. The full subcategory of FMid(A ) given by iterative
monads is denoted by
IM(A ).
For the latter category the choice of morphisms is appropriate as demonstrated by the next result.
Proposition 3.14. An ideal monad morphism between iterative monads preserves solutions.
Remark. More detailed: let S and S be iterative monads and letm be an ideal monadmorphism from S to S. Then for every
ideal equation morphism e : X −→ S(X + A) the equation morphism
X
e S(X + A) mX+A S(X + A)
is ideal and the triangle below commutes:
X
e†





mX+A·e  SA
SA
mA
									
We omit the proof of Proposition 3.14 since it is identical to the proof of Proposition 5.9 in [26].
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Examples 3.15.
(1) The monad X + 1 is iterative as seen in Example 3.4: an ideal equation morphism has no ungrounded variables.
(2) ThemonadTof binary trees, see Example3.6, is iterative. Also its submonadRof rational binary trees, see Example3.8,
is iterative. In fact, whenever the right-hand sides of the equation system (1.1) are rational trees, it is easy to see that
the unfolding of every variable xi also yields a rational tree. However, the ideal monad F of finite binary trees is not
iterative because the unfolding of a variable in an equation system (1.1) is often an infinite tree.
(3) Trees over a signature. We describe a slightly more general example than in (2) above. Let  be a signature, i.e., a
ranked alphabet of operation symbols with prescribed arities. Let TX denote the-algebra of all-trees over X , i.e.,
rooted and ordered trees such that inner nodes with n > 0 children are labeled by operation symbols of arity n and
leaves are labeled by constant symbols or by elements of X . Then the assigment X → TX gives rise to an iterative
monadT . Similarly, the subalgebras RX of rational-trees over X , where again a tree is called rational if it has (up
to isomorphism) only finitely many subtrees, give rise to an iterative monadR .
(4) More generally, let H be an endofunctor on A with enough final coalgebras, i.e., there exists a final coalgebra THX for
each functor H(−) + X . Then TH is the object assignment of an iterative monad TH on A , see [2,26].
(5) In [5] we discussed a categorical generalization of rational trees to our present setting. In fact, we showed that every
finitary functor H generates the “rational” monad RH of free iterative H-algebras and this monad is characterized as
the free iterative monad on H.
(6) Unordered binary trees. Consider the finitary endofunctor H of Set assigning to every set X the set of unordered
pairs. Then TH is the monad of all unordered binary trees, more precisely, each THX consists of binary trees with
leaves labeled in X where for each inner node the order of children is not specified. And RH is the monad of rational
unordered binary trees.
(7) Strongly extensional trees. Take the finite power set functor H = Pf . Then TH is the monad of finitely branching
strongly extensional trees, i.e., finitely branching trees where subtrees defined by two distinct children of a node are
not bisimilar (when considered as Pf -coalgebras in the obvious sense), see [32].
(8) Free-semigroup monad. Here we take the monad X → X+ assigning to every set X the set of non-empty finite lists
(or words) on X . Add an absorbing element ⊥ (that means that the binary operation of concatenation is extended by
w · ⊥ = ⊥ = ⊥ · w for all words w). Then the resulting monad SX = X+ + {⊥ } is iterative, see [7].
Next we shall need to consider ungrounded variables in our category-theoretic setting. The corresponding notion of an
ungrounded subobject of the object of variables of an equation morphism is introduced in Definition 3.19 below. Later we
shall see that all equations can be uniquely solved when we solve all ungrounded variables “by force”, i.e., in an iterative
monad we choose some global element ⊥ in each object SA as the forced solution. For this we need the following.
Definition 3.16. By a strict monad is understood a monad S together with a choice of a global element in S0:
⊥ : 1 −→ S0.
Notation 3.17. We use the same symbol ⊥ to denote the composite
1
⊥  S0 SfA  SA (fA : 0 −→ A unique)
for every object A, and again the same symbol for all the composites of the above morphism with any g : X −→ 1. Also, for
every algebra a : SA −→ A the composite a · ⊥ : 1 −→ A is denoted by ⊥.
Remark 3.18.
(1) Observe that homomorphisms of algebras for the monad S preserve ⊥ : 1 −→ A. In fact, let h be a homomorphism
from the algebra (A, a) to the algebra (B, b). Then we obtain the equation h · ⊥ = ⊥ by verifying that the diagram
below commutes:
SA
Sh

a  A
h


⊥
1
⊥ 


⊥ 
⊥  S0
SfA
										
SfB













SB
b
 B	
⊥
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In fact, the right-hand square commutes because h is a homomorphism of algebras for S, the middle triangle does by
the uniqueness of the morphism fB, and all other inner parts of the diagram commute by the notation we have just
introduced.
(2) Strictness of a monad is not a “hard” restriction. In fact, in many cases there is already a canonical candidate for the
global element⊥. For themonads T and R of (rational)-trees the choice of the global element⊥ can for example
be achieved by choosing some constant symbol from . More generally, the iterative monads TH and RH obtained
from an endofunctorH are strict ifH admits some global element 1 −→ H0, which is then inherited by thosemonads.
If H does not admit a global element, one can freely add one and work with H⊥ = H + C1, where C1 is the constant
functor on 1, in lieu of H.
Definition 3.19 (see [3]). Let e : X −→ S(X + A) be an equation morphism. A subobjectm : M −→ X is called ungrounded
provided that e has a restriction to an endomorphism e′ onM. More explicitly, let i0 = ηX+A · inl : X −→ S(X + A) denote
the second coproduct injection of S(X + A) = S′(X + A) + X + A, then the diagram below commutes:
M
e′

m  X
e

M m
 X
i0
 S(X + A)
Example 3.20. In the case of the monad T from Example 3.6 an ungrounded subobject is one containing only ungrounded
variables.
Construction3.21. Foranyequationmorphism e : X −→ S(X+A)weconstruct the subobjects in : Xn −→ Xn−1 and thenth
restriction en of e forn = 1, 2, 3, . . .by forming the following pullbackswhereX0 = X and i0 = ηX+A ·inl : X0 −→ S(X+A):
· · ·  X3 i3 
e3

X2
i2 
e2

X1
i1 
e1

X
e
· · ·  X2 i2  X1 i1  X0 i0  S(X + A)
We put i∗n = i1 · i2 · · · · · in : Xn −→ X and call this the nth derived subobject of e.
Theorem 3.22 (See [3], Lemma 6.4). Every equation morphism has a greatest ungrounded subobject, which is the least derived
subobject. More precisely, there exists n such that in+1 : Xn+1 −→ Xn is an isomorphism. Then this least derived subobject
i∗n : Xn −→ X is the greatest ungrounded one.
Remark 3.23. Theorem 3.22 was proved in [3] in the special case of a rational monad generated by an endofunctor, see
Example 3.15(5). However, the proof is valid for any ideal monad as stated above.
Example 3.24. Coming back to our running example, the iterative monad T from Example 3.6, we see that X1 consists of
all variables which are unguarded, i.e., e(x) is a single variable, X2 consists of all variables x which are unguarded after two
steps, i.e., there are equations x ≈ x′, x′ ≈ x′′, etc. And the least derived subobject i∗n : Xn −→ X contains precisely all the
variables that are not grounded.
Definition 3.25 (see [3]). LetSbe a strict idealmonad. A solution e† : X −→ SA of an equationmorphism e : X −→ S(X+A)
is called strict provided that for any ungrounded subobjectm : M −→ X we have e† · m = ⊥ : M −→ SA.
Remark 3.26. By Theorem 3.22 we have that, equivalently, a solution e† is strict iff for the least derived subobject i∗n :
Xn −→ X the triangle below commutes:
X
e†  SA
Xn
i∗n

⊥
									
Theorem 3.27 (see [3]). Let S be a strict iterative monad. Then every equation morphism has a unique strict solution.
Wewould like to formthecategoryof strict iterativemonads. Inorder todo soweneedanappropriatenotionofmorphism.
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Definition 3.28. Let S and S be strict monads. A monad morphism m : S −→ S is called strict, if it preserves the chosen
global element, i.e., we have:
1
⊥



 ⊥





S0 m0
 S0
Notation 3.29. We denote by
IM⊥(A )
the category of strict iterative monads and strict ideal monad morphisms. This is a (non-full) subcategory of IM(A ).
4. Iteration monads
In this section we recall the concept of iteration theory of Stephen Bloom and Zoltán Ésik [12]. Then we formulate the
concept of iteration monad in the present generality of hyper-extensive locally finitely presentable categories. We also
formulate the property of functoriality (called “functorial dagger implication” in [12]) and mention the simplification it
brings to the axioms of iteration monads. We are going to use the name Elgot monads for iteration monads satisfying that
additional property. In the subsequent sections we then verify that every strict iterative monad is an Elgot monad.
Remark 4.1. We have explained the connection between theories and monads in Section 2.2. This shows that our notion of
an iteration monad in Definition 4.2 below is, for A = Set, exactly the notion of an iteration theory of Bloom and Ésik [12].
While there is a notion of a theory (of a monad) in the present generality we will not work with that notion in the current
paper. Instead, we continue to work, equivalently, with finitary monads throughout.
Definition 4.2 [12]. An iterationmonad is a pair consisting of a finitarymonadS = (S, η, μ) and a function (−)† assigning to
every equationmorphism e : X ◦  X+Awith X and A finitely presentable a solution e† : X ◦  A (see Definition 3.2)
so that the following axioms hold:
(1) Parameter identity: Given an equation morphism e : X ◦  X + A and a morphism h : A ◦  B with B finitely
presentable, the triangle
X ◦e
†

◦

(h • e)†



A
◦h

B
(4.1)
commutes (see Notation 3.5).
(2) Simplified composition identity: Given morphisms
f : X ◦  Y and g : Y ◦  X + A
with X , Y and A finitely presentable, we form equation morphisms
X ◦g·f  X + A and Y ◦g  X + A f+A  Y + A.
Then the triangle
X ◦(g·f )
†

◦f

A
Y
◦ ((f+A)·g)†
 (4.2)
commutes.
(3) Double-dagger identity: Given an equation morphism
e : X ◦  X + X + A
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then the solution e† : X ◦  X + A is also an equation morphism; the codiagonal∇ : X + X −→ X yields another
equation morphism
∇ ◦ e = X ◦e X + X + A ◦∇+A X + A .
Their solutions are equal:
(∇ ◦ e)† = (e†)†. (4.3)
(4) Commutative identity: This is a collection of identities indexed by an arbitrary object X with two decompositions
X = X1 + · · · + Xr = Y + · · · + Y (k summands),
where Xi and Y are finitely presentable objects, and by morphisms ρ1, . . . , ρr : X −→ X in A satisfying, for the
codiagonal ∇ : X −→ Y ,
∇ · ρ i = ∇ for i = 1, . . . , r (in A ). (4.4)
The statement then concerns an arbitrary morphism
f : Y ◦  X + A.
It defines an equation morphism ∇ ◦ f = (∇ + A) · f : Y ◦  Y + A and another equation morphism
f̂ : X ◦  X + A
defined by components of X = X1 + · · · + Xr as follows: the tth component, f̂ · int , is
Xt
int  X = Y + · · · + Y ∇  Y ◦f  X + A ρt+A  X + A.
Then the triangle
X ◦(̂f )
†

∇

A
Y
◦ (∇◦f )†
 (4.5)
commutes.
Remark 4.3. The above definition is the “B Group” of axioms in [12], except that in the commutative identity the above
morphism f̂ is denoted by ∇ · f ‖ (ρ1, . . . , ρr), and in place of ∇ an arbitrary surjective base morphism is used. However,
∇ is sufficient as proved in [17].
Remark 4.4. In applications, the axiom that is often difficult to deal with is the commutative identity. However, there is
an easier, “natural” property which is often fulfilled, and the verification of the commutative identity is not needed then. It
states that (−)† is a functor from the category of coalgebras for the functor S(− + A) (i.e., equation morphisms and their
homomorphisms, cf. Remark 3.3) to the comma categoryA /SA. We call it simply “functoriality”, in [12] the name “functorial
dagger implication” is used. Examples of applications where commutative identity is circumvented by functoriality can be
found in [28,30] as well as [12].
Definition 4.5. AnElgotmonad is a functorial iterationmonad. Functorialitymeans that for everypair of equationmorphisms
e : X ◦  X + A and f : Y ◦  Y + A, given a homomorphism h of equations (cf. Remark 3.3), then the triangle below
commutes:
X ◦e
†

h

A
Y
◦ f †
 (4.6)
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Remark 4.6. Functoriality implies the commutative identity in Definition 4.2, see Proposition 3.3.5 in [12]. This follows from
the fact that ∇ : X −→ Y is a homomorphism from f̂ to ∇ ◦ f . Indeed, to see that the square
X ◦̂f 
∇

X + A
∇+A

Y ◦∇◦f
 Y + A
commuteswe consider the components of the coproduct X = X1+· · · Xr , separately. For every number t the desired square
commutes when extended by the coproduct injection int : Xt −→ X:
Xt
int 
int




 X
∇  Y ◦f  X + A
ρt+A





	
∇+A

X ◦̂f 
∇

X + A
∇+A

Y ◦∇◦f 
◦f

Y + A
X + A
∇+A

Indeed, the upper part of the diagram above commutes by the definition of f̂ , the right-hand one commutes by (4.4) and the
lower part commutes by the definition of∇ ◦ f . The outside of the diagram clearly commutes, and, thus, so does the desired
inner square.
Example 4.7. We list some examples of Elgot monads on Set.
(1) Partial functions. The monad S with S = Id + 1 from Example 3.4 has as its Kleisli category the category of sets and
partial functions. Its dagger operation is defined as in Example 3.4 on grounded variables and on ungrounded variables
e† is undefined.
(2) Multifunctions.Herewe take thefinite powersetmonadPf whose algebras areupper semilatticeswith a least element.
ItsKleisli category is the categoryof sets andone-to-finitemultifunctions. Toeverymultifunctiona : X ◦  X assign
its iteration a∗ = id∪ a∪ (a · a)∪ · · · . Then the dagger of e : X ◦  X + A is defined as follows: let a : X ◦  X
and b : X ◦  A be the multifunctions with e = a ∪ b, then e† = b · a∗. Observe that (1) is a special case—thus,
the axioms of Elgot monads follow from those for Pf . And this example is a special case of the next one:
(3) Matrix theories. In this example, which is taken from [12], see 9.3.10, wemake an exception andworkwith theories in
lieu of finitarymonads, but both notions are equivalent, see Section 2.2. Let (C,+, ·, 0, 1) be anω-complete semiring,
that is,+ is extended to a summation∑i∈IN ai of countable families which is associative and distributive over (finite)
product. The matrix theoryMatC has as morphisms from n to k all n× k-matrices over C. Product of matrices defines
composition. For every square matrix a : n ◦  n define its iteration
a∗ = ∑
i∈IN
ai.
Then the dagger of e : n ◦  n+ k is defined by e† = b · a∗ for ewritten in the form of the block matrix e = [ a b ].
Theorem 4.8 (see [28]). An Elgot monad is precisely a pair consisting of a finitary monad S and a function (−)† assigning to
every equation morphism e : X ◦  X + A a solution e† : X −→ A satisfying
(1) Functoriality (cf. (4.6)),
(2) Parameter identity (cf. (4.1)),
and
(3) Bekic´ (or pairing) identity: Given equation morphisms
e : X ◦  X + Y + A and f : Y ◦  X + Y + A (4.7)
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form equation morphisms
[e, f ] : X + Y ◦  X + Y + A
eR ≡ Y ◦f  X + Y + A ◦[e
†,Y+A]  Y + A (4.8)
and
eL ≡ X ◦e  X + Y + A ◦X+[eR
†,A]  X + A. (4.9)
Then the Bekic´ identity states that
[e, f ]† = [eL†, eR†] : X + Y ◦  A. (4.10)
The proof that every iteration theory satisfies the pairing identity can be found in [12]. Conversely, the pairing identity
together with functoriality and parameter identity imply the remaining axioms of iteration theories: for A = Set this is
also implicitly contained in [12], and explicitly this is explained in Section 6 of [28]. Notice also that the respective result
was proved for Set but the proof holds in the present generality.
To form the category of Elgot monads we introduce below the appropriate notion of morphisms of Elgot monads.
Definition4.9. AnElgotmonadmorphismm fromanElgotmonadS = (S, η, μ, (−)†) to anElgotmonadS = (S, η, μ, (−)‡)
is a monad morphism m from S to S preserving (−)†. That means that for every equation morphism e : X −→ S(X + A)
we have that
mA · e† = (mX+A · e)‡ : X −→ SA.
Notation 4.10. We denote by
Elgot(A )
the category of Elgot monads and their morphisms.
Remark 4.11. Let us summarize the four different notions ofmonadswith solutions of recursive equationsmentioned above.
1. Iterative monads have unique solutions of all ideal equation morphisms. In order to reasonably study the equational
properties of the operation of taking the unique solution, one first needs to extend this operation to all equationmorphisms.
2. Strict iterative monads, which are just iterative monads S with a global element ⊥ : 1 −→ S0, make that extension
possible. As stated in Theorem 3.22, in a strict iterative monad each equation morphism has a unique strict solution. The
purpose of the remaining two notions of monads with solutions of recursive equations is now to summarize the essential
equational properties of the strict solution operation in strict iterative monads.
3. In iteration monads of Bloom and Ésik [12] one adds to a monad an extra structure providing solutions of recursive
equations rather than having (unique) solutions as a property. So iterationmonads are defined asmonads with an operation
(−)† that assigns to every equation morphism a solution, and this operation (−)† satisfies the Parameter, Simplified Com-
position, Double-Dagger and Commutative Identities. The Completeness Theorem of Bloom and Ésik then shows that these
properties do indeed capture the essential equational properties of strict solutions in strict iterative monads (cf. also Theo-
rem 1.1). Notice that in an iteration monad e† may not be the unique solution of e; this happens for example in continuous
theories where (−)† is the operation of taking the least solution.
4. Elgot monads are those iteration monads, where the operation (−)† satisfies in addition to the axioms of iteration
monads the property of functoriality. An equivalent axiom system is given in Theorem 4.8. Every Elgot monad is an iteration
monad, but not conversely, see [12]. All natural examples of iterationmonads are actually Elgot monads, and it is oftenmore
easy to establish the axioms of the latter in concrete cases. So, on the one hand, Elgot monads seem to be “more practical”
in this sense than iteration monads. On the other hand, functoriality is an implication, and so an axiomatization containing
this property might be considered to be awkward. However, our intended result in Theorem 1.2 implies that functoriality is
an equational axiom when considered w.r.t. the category Fin[A ,A ] of endofunctors; this is elaborated in [8].
5. Iterative monads are iteration monads
The category Elgot(A ) of Elgot monads and their morphisms is a full subcategory of the category of iteration monads
(with the same morphisms). It is our aim in this paper to prove that the category IM⊥(A ) of strict iterative monads and
strict ideal monad morphisms is a subcategory of Elgot(A ).
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In the rest of our paper we assume that S is a strict iterative monad on a hyper-extensive, locally finitely presentable
category. By Theorem3.27we then have the function (−)† assigning to every equationmorphism e the unique strict solution
e†. We will prove that this results in an Elgot monad: in fact, our main result in the present paper is the following.
Theorem 5.1. The category IM⊥(A ) is a subcategory of Elgot(A ). More detailed:
(1) Every strict iterative monad is an Elgot monad,
(2) every strict ideal monad morphism is an Elgot monad morphism.
The proof of this theorem is presented in the rest of this section and Section 6.
5.1. Strict ideal monad morphisms are Elgot monad morphisms
Lemma 5.2. Let S and S be strict iterative monads, and let m : S −→ S be a strict ideal monad morphism. Then m preserves
strict solutions, i.e., for every equation morphism e : X −→ S(X + A) the morphism mA · e† : X −→ SA is the unique strict
solution of (mX+A · e) : X −→ S(X + A).
Proof. That fact that mA · e† is a solution of mX+A · e can be verified as in the proof of Proposition 3.14. We only need to
check thatmA · e† is strict. To this end we compute the least derived subobject ofmX+A · e:
· · · i3  X2
e2

i2  X1
e1

i1  X
e

X
i0=η·inl  S(X + A)
mX+A
· · ·
i2
 X1 i1
 X
i0=η·inl
 S(X + A)
The lower right-hand square is a pullback by extensivity since for the ideal monad morphismmwe havemX+A = m′X+A +
idX+A, and we see that by forming the upper right-hand pullback, the first (and therefore all) derived subobjects ofmX+A · e
and e coincide. Now let i∗n : Xn −→ X be the least derived subobject ofmX+A · e. Then we have a commutative diagram:
Xn
i∗n

⊥





⊥





X
e†
 SA mA
 SA.
Indeed, the left-hand triangle commutes since e† is a strict solution of e, and the right-hand one does sincem is strict. This
proves thatmA · e† is a strict solution ofmX+A · e. 
5.2. Strict iterative monads are Elgot monads
We now turn to the proof of part (1) in Theorem 5.1. We show that the operation of taking unique strict solutions of
equation morphisms in strict iterative monads satisfies the axioms of Elgot monads by verifying the three properties in
Theorem4.8. Functoriality andparameter identity are easy andweprove themnow. Bekic´ identitywill be proved in Section6.
Theorem 5.3. Every strict iterative monad satisfies functoriality.
Proof. Given a homomorphism (3.2), it is our task to prove that f † · h : X ◦  A is a strict solution of e. It is indeed a
solution because in the Kleisli category we get a commutative diagram:
X ◦h 
◦e

Y ◦f
†

◦f

A
Y + A
◦ [f †,A]

X + A
◦
h+A
 	
◦
[f †·h,A]

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To prove the strictness, we relate the derived subobjects in : Xn −→ Xn−1 of e to the derived subobjects jn : Yn −→ Yn−1
of f :
X2
e2 
h2

i2




 X1
h1

i1




X1
e1 
h1

i1





X
h

i0=η·inl





X
e 
h

S(X + A)
S(h+A)

Y
f
 S(Y + A)
Y1
j1

f1
 Y
j0=η·inl

Y2
j2
		
f2
 Y1
j1

The central square commutes sinceh is a homomorphismof equations. Below themorphism f wehave thederived subobjects
of f and above e the derived subobjects of e, computed as pullbacks. The square to the right of the central one is a pullback
due to extensivity, see (3.3). Thus, the universal property of the pullback with vertex Y1 gives us the unique morphism
h1 : X1 −→ Y1 such that the square to the left of the central one commutes. Continuing, we obtain h2 : X2 −→ Y2,
h3 : X3 −→ Y3, etc. By Theorem 3.22 there is a number n such that i∗n : Xn −→ X is the greatest ungrounded subobject of e
and j∗n : Yn −→ Y that of f . Since f † is a strict solution, the diagram
Xn
hn 
i∗n

Yn
j∗n

⊥





X
h
 Y
f †
 SA
commutes, thus, from ⊥ · hn = ⊥ we conclude that f † · h is a strict solution, as required. 
Theorem 5.4. Every strict iterative monad satisfies the parameter identity.
Proof. Given an equation morphism h • e : X ◦  X + B (see Notation 3.5), we are to prove that its strict solution is
h · e† : X ◦  B. It is clear that h · e† is a solution because we have the commutative diagram:
X ◦e
†

◦e

A ◦h  B
X + A
◦ [e†,A]

◦X+h

X + B
◦									
[h·e†,B]
											
To prove strictness, we first verify that the derived subobjects of e and h•e coincide. This follows from the following diagram
in the category A in which in denote the derived subobjects of e:
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X

h•e

e

X1
i1
e1

X2
i2
e2

···i3
S(X+A)
S(η+h)

X+Aη
η+h

X
inl
η

X
S(SX+SB)
Scan

SX+SBη
can

(∗)
SX
inl X
η

SS(X+B)
μ

S(X+B)ηS X+Bη Xinl
S(X+B) X+Bη Xinl
 X1
i1
 ···
All the squares in this diagram are pullbacks: for the upper and right-hand square this follows from the definition of the
derived subobjects, for the lower left-hand square recall (3.3), and all the other squares except (∗) are pullbacks of coproduct
injections by extensivity. To see that the square (∗) is a pullback notice that its top row can be rewritten as in the diagram
below:
SX + SB
can

X + Bη+η Xinl
S(X + B) X + Bη Xinl
Here the left-hand part is one of the pullbacks (3.5) in Remark 3.9, and the right-hand part is obviously a pullback.
Now let i∗n : Xn −→ X be the greatest ungrounded subobject of h • e (or e). Then we have the commutative diagram
Xn
i∗n

◦
 ⊥




⊥ ◦

X ◦
e†
 A ◦
h
 B
since μB · Sh preserves ⊥ by Remark 3.18(1): it is a homomorphism of algebras for S. 
6. Iterative monads satisfy Bekic´ identity
Our aim in the present section is to present the most involved part of the proof of our main result in Theorem 5.1(1).
Theorem 6.1. Every strict iterative monad S on a hyper-extensive, locally finitely presentable category satisfies the Bekic´ identity.
The rest of this section is devoted to a proof of Theorem 6.1. We thus assume that equation morphisms (4.7) are given.
We prove, in a series of auxiliary statements, that the morphism
[eL†, eR†] : X + Y ◦  A
is a strict solution of the equation morphism [e, f ].
Notation 6.2.
(1) Put, for short,
g ≡ [e, f ] : X + Y ◦  X + Y + A.
(2) Recall that since S is ideal (Definition 3.7) we have
S = S′ + Id
with η as the right-hand coproduct injection.
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We now proceed in several steps:
(1) We show that [eL†, eR†] is a solution of g, see Section 6.1.
(2) We compute the derived subobjects (X + Y)n of g in a way that makes it possible to relate them to the derived
subobjects of eL and eR. In particular, we show how to decompose (X + Y)n into X-components (relevant for eL) and
Y-components (relevant for eR), see Section 6.2.
(3) We analyze the least derived subobject (X + Y)k of g. In particular we decompose the corresponding isomorphism
ik+1 : Xk+1 −→ Xk to obtain isomorphisms on the X- and Y-components from (2), see Section 6.3.
(4) We compute the derived subobjects of eR in terms of the Y-components from (2), see Section 6.4.
(5) We show that the right-hand component of [eL†, eR†] satisfies the desired strictness, see Section 6.5.
(6) We compute the derived subobjects of eL in terms of the X-components from (2), and we show that the left-hand
component of [eL†, eR†] satisfies the desired strictness, see Section 6.6.
(7) Finally, we conclude that the Bekic´ identity holds for strict iterative monads, see Section 6.7.
6.1. Relating the solutions
Lemma 6.3. The morphism [eL†, eR†] is a solution of the equation morphism g = [e, f ]; in other words, the triangle
X + Y ◦[eL†,eR†] 
◦g

A
X + Y + A
◦ [eL†,eR†,A]
 (6.1)
commutes.
Proof. Consider the components of X + Y separately. For the right-hand component Y of (6.1) we have the diagram:
Y ◦eR
†

◦f

◦


eR


A
Y + A
◦
[eR†,A]

X + Y + A
◦
[e†,Y+A]
 	
◦
[eL†,eR†,A]

The upper triangle commutes since eR
† is a solution of eR, and the left-hand triangle is the definition of eR. For the right-hand
part the middle and right-hand coproduct components obviously commute, and for left-hand component use parameter
identity (4.1): since eL = h • e for h = [eR†, A], we know that
eL
† = h · e† = [eR†, A] · e†.
For the left-hand component X of (6.1) consider the diagram:
X ◦eL
†

◦e

◦


eL


A
X + A
◦
[eL†,A]

X + Y + A
◦
X+[eR†,A]
 	
◦
[eL†,eR†,A]

The upper triangle commutes since eL
† solves eL , the left-hand one commutes due to the definition of eL , and all components
of the right-hand part trivially commute. 
6.2. The derived subobjects of g
Remark 6.4. All we need to verify at this point in order to complete the proof of Theorem 5.1 is that [eL†, eR†] is a strict
solution of g = [e, f ] (see (4.7)). To this end we need to relate the derived subobjects of g those of eL and eR. Unfortunately,
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the analysis turns out to be rather involved.We start by a concrete example explaining the structure of the derived subobjects
of g.
Example 6.5. Let us consider the iterative monad SX = X + 1 in Set, see Example 3.4. Given partial maps
e : X ◦  X + Y + A
and
f : Y ◦  X + Y + A
we want to compute the derived subobjects (X + Y)i of the partial map
g = [e, f ] : X + Y ◦  X + Y + A.
For i = 1 we know that (X + Y)1 consists of those variables z (that is, elements of X + Y) that are sent to a variable by g.
They are of four types (the arrows indicate the action of g):
X Y A
Type X0
•
•
z

X Y A
Type X1
•
•
z

X Y A
Type Y0
•
•
z

X Y A
Type Y1
•
•
z

For i = 2 the set (X + Y)2 consists of all variables z that g sends to X0 + X1 + Y0 + Y1, where we use Xj and Yj to denote
the subsets of X and Y , respectively, containing the four types of variables. The variables z in (X + Y)2 are of eight types: Xij
and Yij for all i, j = 0, 1, where X0j are variables of X that e sends to Xj and X1j are those that e sends to Yj (notice that Xj
and Yj are subsets of X and Y , respectively):
X Y A
X1
X0
Type X00
•
•
z

X Y A
X1
X0
Type X01
•
•
z

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X Y A
Y1
Y0
Type X10
•
•
z

X Y A
Y1
Y0
Type X11
•
•
z

Analogously for Yij: we have the set Y0j of all variables in Y taken by f to Xj and the set Y1j of those taken to Yj .
In general, the nth derived subobject of [e, f ] is
(X + Y)n =
∐
|w|=n
(Xw + Yw)
where the coproduct ranges over binary words w of length n, and for w = 0v we have
X0v = {x ∈ X | e(x) ∈ Xv}
whereas for w = 1v we have
X1v = {x ∈ X | e(x) ∈ Yv}
and analogously with
Y0v = {y ∈ Y | f (y) ∈ Xv} and Y1v = {y ∈ Y | f (y) ∈ Yv}.
So the index w maintains information about the unfolding of the equation of a variable x ∈ Xw (or Yw) for as long as this
unfolding produces only single variables. For example, for (part of) an equation system
x ≈ y y ≈ x′ x′ ≈ x′′
with x, x′, x′′ ∈ X and y ∈ Y we see that x ∈ X1 ∪ X10 ∪ X100, y ∈ Y0 ∪ Y00 and x′ ∈ X0.
Remark 6.6. For general iterative monads S our analysis of the derived subobjects of the equation morphism
g = [e, f ] : X + Y −→ S(X + Y + A)
proceeds analogously to the example above. First consider the empty word ε and put
Xε = X, xε = ηX+Y+A · inl : X −→ S(X + Y + A) and eε = e
and analogously
Yε = Y, yε = ηX+Y+A · inm : Y −→ S(X + Y + A) and f ε = f ,
where inm : Y −→ X + Y + A denotes the middle coproduct injection. Then use the following four pullbacks to define
objects and morphisms with upper index 0 or 1 (straight arrows) from the given morphisms (wavy arrows):
X0
x0 
e0

Xε
eε




X1
x1
e1

X
xε  S(X + Y + A) Yyε   
Y0
y0

f 0

Yε
f ε




Y1
y1

f 1
 (6.2)
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Given these, use the following eight pullbacks to define the objects and the morphisms with upper index ij:
X00
x00 
e00

X0
e0




X01
x01
e01

X0
x0  Xε X1
x1   
Y00
y00

f 00

Y0
f 0




Y01
y01

f 01
 and
X10
x10 
e10

X1
e1




X11
x11
e11

Y0
y0  Yε Y1
y1   
Y10
y10

f 10

Y1
f 1




Y11
y11

f 11
 (6.3)
etc.
Continuing in this way we obtain again the X- and Y-components of (X + Y)n indexed by binary words w.
We now describe the general case.
Notation 6.7. We define for every binary wordw objects Xw and Yw and morphisms ew , f w , xw and yw by induction on the
length of w.
Length 0: Xε = X and Yε = Y , analogously eε = e and f ε = f . Finally, we have coproduct injections
xε ≡ X inl  X + Y + A η  S(X + Y + A)
and
yε ≡ Y inm  X + Y + A η  S(X + Y + A).
Length 1: The objects and morphisms with one-letter upper index are defined by the four pullbacks of (6.2).
Length n+ 1: Every wordw of length n+ 1 (n ≥ 1) has the formw = ivjwhere v is a word of length n− 1. The following
eight pullbacks define Xw and Yw and all the corresponding morphisms:
X0v0
x0v0 
e0v0

X0v
e0v




X0v1
x0v1
e0v1

Xv0
xv0  Xv Xv1
xv1   
Y0v0
y0v0

f 0v0

Y0v
f 0v




Y0v1
y0v1

f 0v1
 and
X1v0
x1v0 
e1v0

X1v
e1v




X1v1
x1v1
e1v1

Yv0
yv0  Yv Yv1
yv1   
Y1v0
y1v0

f 1v0

Y1v
f 1v




Y1v1
y1v1

f 1v1

Remark 6.8. By Lemma 2.7, we see that the squares
X0 + X1 [x
0,x1] 
e0+e1

X
e

X + Y
i0=[xε,yε]
 S(X + Y + A)
Y0 + Y1 [y
0,y1] 
f 0+f 1

Y
f

X + Y
i0=[xε,yε]
 S(X + Y + A)
are pullbacks, and putting these two squares together, another application of Lemma 2.7 yields the pullback:
X0 + X1 + Y0 + Y1 [x
0,x1]+[y0,y1] 
[e0+e1,f 0+f 1]

X + Y
[e,f ]

X + Y
i0
 S(X + Y + A)
Consequently, for our equation morphism
g = [e, f ] : X + Y −→ S(X + Y + A)
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the first derived subobject is
i∗1 ≡ X0 + X1 + Y0 + Y1 [x
0,x1]+[y0,y1]  X + Y,
and the first domain–codomain restriction of g is
g1 = [e0 + e1, f 0 + f 1].
Notation 6.9.
(1) The length of a binary word w is denoted by |w|.
(2) For every non-empty binary word w = b1 . . . bn put
xw∗ ≡ Xw xw  Xb1...bn−1 xb1 ...bn−1  . . .  Xb1 xb1  X
and
yw∗ ≡ Yw yw  Yb1...bn−1 y
b1 ...bn−1
 . . .  Yb1
yb1  Y .
Lemma 6.10. For every n ≥ 1 the nth derived subobject of g = [e, f ] is the morphism
i∗n ≡
∐
|w|=n
Xw + ∐
|w|=n
Yw [xw∗]+[yw∗] X + Y
with components
[
xw∗
] : ∐|w|=n Xw −→ X and [yw∗] : ∐|w|=n Yw −→ Y.
Moreover the corresponding restriction of g
gn :
∐
|w|=n
Xw + ∐
|w|=n
Yw −→ ∐
|v|=n−1
Xv + ∐
|v|=n−1
Yv
has the components
∐
|w|=n
ew and
∐
|w|=n
f w.
Proof. For n = 1 see Remark 6.8. For n = 2 we form the pullback:
P2
i2 
g2

X0 + X1 + Y0 + Y1
g1=[e0+e1,f 0+f 1]

X0 + X1 + Y0 + Y1
i1=[x0,x1]+[y0,y1]
 X + Y
Since the base category is extensive, this pullback is a coproduct of the pullback of [x0, x1] along [e0, f 0] with the pullback
of [y0, y1] along [e1, f 1]; indeed, reorder the summands in the upper right-hand corner of the square as X0 + Y0 + X1 + Y1
and then apply Proposition 2.6. By applying Notation 6.7 to the case v = ε we obtain those pullbacks as follows (apply
Lemma 2.7 twice to each of the two groups of four pullback squares in (6.3)):
X00 + X01 + Y00 + Y01 [x
00,x01]+[y00,y01] 
[e00+e01,f 00+f 01]

X0 + Y0
[e0,f 0]

X0 + X1 [x0,x1]  X
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and
X10 + X11 + Y10 + Y11 [x
10,x11]+[y10,y11] 
[e10+e11,f 10+f 11]

X1 + Y1
[e1,f 1]

Y0 + Y1 [y0,y1]  Y
The formation of the coproduct then yields the desired result: we group Xw and Yw together to obtain
P2 = X00 + X01 + X10 + X11 + Y00 + Y01 + Y10 + Y11
with
g2 =
[
e00 + e01 + e10 + e11, f 00 + f 01 + f 10 + f 11
]
and
i∗2 = i2 · i1
=
[
x0 · x00, x0 · x01, x1 · x10, x1 · x11
]
+
[
y0 · y00, y0 · y01, y1 · y10, y1 · y11
]
=
[
x00∗, x01∗, x10∗, x11∗
]
+
[
y00∗, y01∗, y10∗, y11∗
]
.
Analogously for n = 3, 4, . . .. 
Remark 6.11. The morphisms xw∗ and yw∗ are easily seen to be coproduct injections and to form the following pullbacks
(obtained by glueing the pullbacks of Notation 6.7):
X0v
x0v∗ 
e0v

X
e

X1v
x1v∗
e1v

Xv
xv∗
 X
xε
 S(X + Y + A) Y
yε
 Yv
yv∗

and
Y0v
y1v∗ 
f 1v

Y
f

Y0v
y0v∗
f 0v

Yv
yv∗
 Y
yε
 S(X + Y + A) X
xε
 Xv
xv∗

6.3. The least derived subobject of g
Notation 6.12. Recall fromTheorem3.22 that there exists a natural number k such that (X+Y)k is the least derived subobject
of g = [e, f ]. More precisely, that means that ik+1 : (X + Y)k+1 −→ (X + Y)k is an isomorphism. We now break this
isomorphism and its inverse down to the components Xw and Yw of (X + Y)k+1 and (X + Y)k. Recall that ik+1 is a coproduct
of the morphisms
X1w0 + X1w1 [x
1w0,x1w1] 
X1w Y1w0 + Y1w1 [y
1w0,y1w1] 
Y1w
X0w0 + X0w1 [x
0w0,x0w1] 
X0w Y0w0 + Y0w1 [y
0w0,y0w1] 
Y0w
ranging over binary wordsw of length k−1. Hence, by extensivity (see Remark 2.5), all thesemorphisms are isomorphisms,
too. The inverses of the above isomorphisms yield an endomorphism on (X+Y)k which is given component-wise as follows:
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for every w ∈ {0, 1}k−1 we have:
a1w ≡ X1w [x
1w0,x1w1]−1  X1w0 + X1w1 e1w0+e1w1  Yw0 + Yw1
a0w ≡ X0w [x
0w0,x0w1]−1  X0w0 + X0w1 e0w0+e0w1  Xw0 + Xw1
b0w ≡ Y0w [y
0w0,y0w1]−1  Y0w0 + Y0w1 f
0w0+f 0w1  Xw0 + Xw1
b1w ≡ Y1w [y
1w0,y1w1]−1  Y1w0 + Y1w1 f
1w0+f 1w1  Yw0 + Yw1
Remark 6.13. Let w be an arbitrary word of length ≥ k − 1.
(1) The triangle
X1w
a1w

e1w





Yw0 + Yw1 [yw0,yw1]  Yw
commutes: just use the definition of a1w and Notation 6.7.
(2) Let w = b1 . . . bn. Using Remark 6.11 and the above triangle we obtain a commutative square:
X1w
x1w∗ 
a1w

e1w





X
e

Yw0 + Yw1 [yw0,yw1]  Yw yw∗  Y yε  S(X + Y + A)
(3) Analogous commutative squares are obtained for a0w , b0w and b1w .
We have seen that the least derived subobject (X + Y)k of g is a coproduct with the components Xw and Yw . Next we
shall enlarge k so that the components become as small as possible, and after that no further decomposition of (X + Y)k
into smaller bits is possible:
Lemma 6.14. There exists a natural number k′ such that for every word w of length ≥ k′ we have Xw = Xwi (i = 0 or 1) and
Yw = Ywj (j = 0 or 1). More precisely:
either xw0 : Xw0 −→ Xw or xw1 : Xw1 −→ Xw is an isomorphism
as well as
either yw0 : Yw0 −→ Yw or yw1 : Yw1 −→ Yw is an isomorphism.
Proof. It is sufficient to prove that there exists k′ such that for every word 1w of length ≥ k′ either x1w0 : X1w0 −→ X1w
or x1w1 : X1w1 −→ X1w is an isomorphism. The case with 0w of length ≥ k′ and the two cases involving Y0w and Y1w are
proved similarly, and one can choose k′ as the maximum of the four constants obtained. Let k be a natural number as in
Notation 6.12. Since (X + Y)k is the least derived subobject of [e, f ] we have an isomorphism
X1w ∼= X1w0 + X1w1
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for all wordsw of length at least k−1. Now letw be a fixedword of length k−1 and denote by 
 the number of components
of the finitely presentable object X1w , see Proposition 2.14. We have a diagram of binary coproducts as follows:




X1w00
x1w00






X1w0
x1w0




X1w01
x1w01
 





X1w · · ·
X1w1
x1w1
  
X1w10
x1w10 !!

""



X1w11
x1w11


  
After at most log2 
 steps in this decomposition no new objects can occur in this diagram. Thus, for words v of length at
least k′ = k + log2 
 we have
X1v ∼= X1v0 + X1v1,
where one of the two summands is 0. Thus, x1v0 or x1v1 is an isomorphism. 
Assumption 6.15. Without loss of generality we shall henceforth assume that the constant k from Notation 6.12 has the
property of k′ from Lemma 6.14.
Remark 6.16. Notice that our choice of k in Assumption 6.15 ensures that every binary word w with |w| ≥ k fulfills:
(1) For every binary word u = d1d2 . . . dr either Xwu ∼= 0 or the composite xwd1 · xwd1d2 · · · xwu : Xwu −→ Xw is an
isomorphism.
(2) There exists a unique infinite binary sequence p = d0d1d2 . . . such that Xw ∼= Xwd0 ∼= Xwd0d1 ∼= · · ·
Similar results hold for Yw .
Example 6.17. Let us illustrate what is going on with the objects Xw and Yw by a concrete example. Consider the following
system of equations:
x0 ≈ y0 x3 ≈ y1 y0 ≈ x2
x1 ≈ y0 x4 ≈ y1 y1 ≈ x4
x2 ≈ x1 x5 ≈ y2 y2 ≈ t
where t is a parameter and all xi, yj are variables. As an illustration consider the following graph:
x0  y0
##






x1
									

x2

x3  y1
$$		
		
		
	
x4
									
x5  y2

t
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We compute the sets Xw and Yw leaving out those which are empty. For |w| = 0 we have
X = Xε = { x0, x1, x2, x3, x4, x5 } and Y = Yε = { y0, y1, y2 }.
The next step yields
X0 = { x2 }
X1 = { x0, x1, x3, x4, x5 }
and Y0 = { y0, y1 }.
For |w| = 2 we obtain
X01 = { x2 }
X01 = { x0, x1, x3, x4 }
and
Y00 = { y0 }
Y01 = { y1 }.
At this point we have computed all ungrounded variables, i.e., all non-empty components of (X + Y)k from Notation 6.12.
To obtain the isomorphism from Lemma 6.14 we have to continue one more step and obtain:
X010 = X01 = { x2 }
X100 = { x0, x1 }
X101 = { x3, x4 }
and
Y001 = Y00 = { y0 }
Y010 = Y01 = { y1 }.
These sets now fulfill the desired two properties of Remark 6.16. For example we have
X100 = X1001 = X10010 = X100100 = · · ·
and
Y010 = Y0101 = Y01010 = Y010101 = · · ·
Corollary 6.18. For every word w with |w| ≥ k the morphism a1w of Notation 6.12 has the following form: either
a1w ≡ X1w  Yw0 inl  Yw0 + Yw1,
or
a1w ≡ X1w  Yw1 inr  Yw0 + Yw1.
Similarly for a0w, b0w and b1w.
Indeed, either Yw1 ∼= 0 or Yw0 ∼= 0 by Remark 6.16.
Remark 6.19. Let w be a word of length ≥ k.
(1) We slightly abuse the notation by denoting the restrictions of a1w by a1w : X1w −→ Yw0 or a1w : X1w −→ Yw1,
again. This will not lead to confusion since we will only need to deal with these restrictions.
(2) We will need the restricted forms of the commutative diagrams of Remark 6.13, and we will now list those in the two
cases arising for a1w (the diagrams for a0w , b0w , and b1w are completely analogous):
X1w
a1w





e1w

or
X1w
a1w





e1w

Yw Yw0
yw0
 Yw Yw1
yw1

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and
X1w
x1w∗ 
a1w

X
e

or
X1w
x1w∗ 
a1w

X
e

Yw0
yε ·yw∗·yw0
 S(X+Y+A) Yw1
yε ·yw∗·yw1
 S(X+Y+A)
From now onwe shall assume that the horizontal arrows are understood to be the composites of coproduct injections
of the form xw and yw , and we shall not label these arrows anymore.
Example 6.20. We continue Example 6.17 above. The morphisms aw and bw are the domain–codomain restrictions of the
equation morphism [e, f ] given by the equation system to the sets of variables Xw and Yw with |w| = 3. For example, we
have the chain of maps:
X100
a100 Y001
b001 X010
a010 X100
a010 Y001
b001  · · · (6.4)
Notice that this chain is periodic.
In general, when talking about a chain like the above one we do not want to distinguish between X and Y on the one
hand, and a and b on the other hand. We now introduce the appropriate notation.
Notation 6.21. Let w be a word of length ≥ k.
(1) The above morphisms aiw and biw have domains and codomains with upper indices of the same length, in fact, the
domain index is iw and the codomain one is wj for j = 0, 1. Let us introduce a “variable” object C to mean
C = X or C = Y
so that Cw stands for Xw or Yw . Analogously, let us introduce a “variable” morphism cw to mean
cw = aw or cw = bw.
Then we see that for every binary word w0 of length ≥ k and every choice C = X or Y we obtain by Corollary 6.18 a
unique infinite chain of morphisms
Cw0
cw0  Cw1
cw1  Cw2
cw2  · · · (6.5)
whereall thewordsw0,w1,w2,…areof thesame length.Necessarily, since thereareonlyfinitelymanysuchmorphisms
cwi (i = 0, 1, 2, . . .), we obtain after j steps a cycle of length q
Cw0
cw0  Cw1
cw1  · · · cwj−2  Cwj−1 cwj−1  Cwj
c
wj





Cwj+q
c
wj+q

Cwj+1
c
wj+1




· · ·
c
wj+q−1

for some j = 0, 1, 2, . . . and q = 1, 2, 3, . . .
(2) Denote for every i = 0, 1, 2, . . . by di the first bit of the word wi above. Then the given word w0 is a prefix of the
infinite word d0d1d2 . . ., and we know that this infinite word is eventually periodic (after j steps with period length
q), thus, we can write it as
d0d1d2 . . . = uπ u finite, π periodic.
(3) For every word w of length ≥ k let d0d1d2 . . . = uπ be the above infinite word for w = w0 and Cw0 = Xw . We put
Xuπ
def= Xw if Cw0 = Xw and
Yuπ
def= Yw if Cw0 = Yw .
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Remark 6.22. We obtain versions of the diagrams from Remark 6.19 where infinite words appear as superscripts. For
example:
X1uπ
x1uπ∗ 
a1uπ

X
e

Yuπ  S(X + Y + A)
Again, the horizontal morphisms are understood to be composites of injections xv and yv, respectively.
Analogously for f :
Y1uπ
y1uπ∗ 
b1uπ

Y
f

Yuπ  S(X + Y + A)
Example 6.23. Wecontinue Example 6.20 above. Herewe have X100
def= X100, i.e.,w = 100, u = ε andπ = 100 is a periodic
sequence. Similarly, we have Y001
def= Y001, and the morphisms in (6.4) are equipped with infinite periodic superscripts, too,
e.g. a100 : X100 −→ Y001.
6.4. The derived subobjects of eR
We are ready to compute the derived subobjects of eR : Y −→ S(Y + A), see (4.8). Since this equation morphism is
formed with the help of e† : X −→ S(Y + A), the next lemma is the first step.
Lemma 6.24. There exists a constant 
 ≥ k such that for the morphisms
p : X1 + X01 + X001 + · · · + X0
−11 [x
1,x01∗,x001∗,...,x0
−11∗] X
and
q : X1 + X01 + X001 + · · · + X0
−11 [e
1,e1·e01,e1·e01·e001,...,e1·e01·...·e0
−11] Y
the square below is a pullback:
∐
−1
i=0 X0
i1
q 
p

Y
inl

Y + A
η

X
e†
 S(Y + A)
(6.6)
Proof. Let us denote for purposes of the proof the pullback of e† and η · inl by:
P0
q0 
p0

Y
ηY+A·inl

X
e†
 S(Y + A)
(6.7)
(1) The object P0 of (6.7) is finitely presentable: since ηY+A · inl is a coproduct injection, so is p0 by extensivity and we can
apply Lemma 2.8.
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(2) Define coproduct injections pi : Pi −→ X for i = 0, 1, 2, . . . by induction starting with p0 above and the induction step
given by the pullback:
Pi+1
qi+1 
pi+1

Pi
pi

X
xε

X e
 S(X + Y + A)
(6.8)
Consequently, we obtain the following pullback:
Pi+1 +∐ij=1 X0j1 + X1
qi+1+∐ij=1 e0j1+e1 
[pi+1,[x0j1∗],x1]

Pi +∐i−1j=0 X0j1 + Y
[pi,[x0j1∗]]+inl

X + Y + A
η

X e
 S(X + Y + A)
(6.9)
Indeed, this follows (by applying Lemma 2.7) from the left-hand component being the preceding pullback, whereas the
other components are pullbacks by definition of X0
j1.
(3) For every i put
q̂i = q0 · q1 · . . . · qi : Pi −→ Y
and
êi = e1 · e01 · . . . · e0n1 : X0n1 −→ X.
We are going to prove by induction on i = 0, 1, 2, . . . that the square
Pi + X0i−11 + X0i−21 + · · · + X1 [̂q
i ,̂ei−1 ,̂ei−2,...,̂e0] 
[pi,x0i−11∗,x0i−21∗,...,x1∗]

Y
η·inl

X
e†
 S(Y + A)
is a pullback. For i = 0 this is Diagram (6.7). For the induction stepwe use that e† = μY+A · S[e†, ηY+A] · e, see Diagram (3.1),
so that the desired pullback is a composite of the three pullbacks in the diagram below:
Pi+1+∐ij=1 X0j1+X1
qi+1+∐ij=1 e0j1+e1
[pi+1,[x0j1∗],x1]

Pi+∐i−1j=0 X0j1+Y
[pi,[x0j1∗]]+inl

[̂qi,[̂ej],Y]  Y
inl

Y
inl

Y+A
η

Y+A
η

X+Y+A
η

[e†,ηY+A]  S(Y+A)
ηS

X e
 S(X+Y+A)
S[e†,ηY+A]
 SS(Y+A)
μ
 S(Y+A)	 
e†
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The right-hand square and the lower middle one are pullbacks by Remark 3.9. The upper middle square is a pullback by
Lemma 2.7 and the induction hypothesis (one computes the pullbacks of ηY+A · inl along e† and along ηY+A separately to
obtain the sum in the upper left-hand corner). Finally, see Diagram (6.9) for the remaining left-hand and note that x1 = x1∗
(cf. Notation 6.9).
(4) We derive from (3) that
P0 = P1 + X1
= P2 + X01 + X1
= P3 + X001 + X01 + X1
...
Since P0 is finitely presentable, by Proposition 2.14, there exists some number 
 such that P
+1 and P
 are isomorphic. Then
by Diagram (6.8) we see that P
 is an ungrounded subobject of X (cf. Definition 3.19). Since e† is a strict solution, we have a
commutative square:
P


p


1
⊥

X
e†
 S(Y + A)
We also have a commutative diagram:
P


p






P0
q0 
p0

Y
η·inl

X
e†
 S(Y + A)
Indeed, use Diagram (6.7) and the fact that P
 is a coproduct component of P0. Now since ⊥ : 1 −→ S(Y + A) factors
through σY+A : S′(Y + A) −→ S(Y + A), the pullback of⊥ and ηY+A · inl is the initial object by extensivity. Thus, we obtain
a morphism P
 −→ 0, which implies that P
 is the initial object, too, see Remark 2.13(2). Hence, we have
P0 = X0
−11 + · · · + X01 + X1
as well as
p0 = p.
The proof of q0 = q follows from the fact that η · inl is a monomorphism and (6.6) and (6.7) both commute. 
Assumption 6.25. Without any loss of generality we shall assume that our chosen number k, see Assumption 6.15, has the
property of 
 in Lemma 6.24.
Proposition 6.26. The nth derived subobject of the equation morphism
eR : Y −→ S(Y + A)
(see (4.8)) is the subobject yn : Yn −→ Y where
Yn =
k∐
i1=0
k∐
i2=0
. . .
k∐
in=0
Y0
i1 10i2 1...0in1 (6.10)
with yn : Yn −→ Y having components y0i1 10i2 1...0in1∗, see Notations 6.7 and 6.9.
Proof. Wewill prove the cases n = 1 and n = 2 in detail and leave the obvious continuation for n = 3, 4, . . . to the reader.
(1) The first derived subobject of eR is
y1 =
[
y1, y0 · y01, y0 · y00 · y001, . . .
]
: Y1 =
k∐
i=0
Y0
i1 −→ Y .
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To prove this we will first verify that the square
∐k−1
i=0 X0
i1 + Y p+inl 
[q,Y]

X + Y + A
[e†,η]

Y inl
 Y + A η  S(Y + A)
(6.11)
is a pullback; in fact, due to Lemma 2.7, it is sufficient to consider pullbacks of η · inl along e† and along η separately.
The first one is presented in Lemma 6.24, the latter one is trivial.
The first derived subobject Y1 of eR is given by the following pullback (glued from smaller pullbacks):
∐k
i=0 Y0
i1=Y1+∐ki=1 Y0i1
y1
def=[y1,y0·y01,y0·y00·y001,...] 
∐k
i=0 f 0
i1=f 1+∐ki=1 f 0i1

(∗)
Y
f

Y+∐k−1i=0 X0i1=∐k−1i=0 X0i1+Y
[q,Y]

[inm,inl·p]=p+inl
 X+Y+A η 
[e†,η]

S(X+Y+A)
S[e†,η]

Y
inl  Y+A η  S(Y+A) ηS  SS(Y+A)
μ

Y
inl
 Y+A η  S(Y+A)
	


eR
The only square that needs some work is the upper one; to see that the middle and lower squares are pullbacks apply
Lemma 2.7, Remark 3.9 and use (6.11).
We prove that (∗) is a pullback by considering the components of ∐ki=0 Y0i1 separately (using Lemma 2.7). The
left-hand component is the definition of Y1 from Notation 6.7. Also all the other components arising from
k∐
i=0
X0
i1 are
compositions of pullbacks from Notation 6.7: for i = 0 we have the pullback square
Y01

f 01

Y0

f 0

Y
f

X1
x1
 X inl
 X + Y + A η  S(X + Y + A)
for i = 1 we have
Y001
y001 
f 001

Y00
y00 
f 01

Y0
y0 
f 0

Y
f

X01
x01

X0
x0
 X inl
 X + Y + A η  S(X + Y + A)
etc. This concludes the proof that (∗) is a pullback. Thus, y1 : Y1 −→ Y has the required form.
(2) The second derived subobject of eR is y
∗
2 = y1 · y2 : Y2 −→ Y1 −→ Y where
y2 :
k∐
i=0
k∐
t=0
Y0
t10i1 −→
k∐
t=0
Y0
t1
is the morphism
⎡
⎣ k∐
t=0
y0
t11,
k∐
t=0
y0
t10 · y0t101,
k∐
t=0
y0
t10 · y0t100 · y0t1001, . . .
⎤
⎦ .
We prove this by a series of auxiliary statements.
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(2a) We compute a pullback of y1 : Y1 −→ Y along q. From Notation 6.7 we have the following pullbacks:
...
...
X0011
x0011 
e0011

X001
e001

X011
x011 
e011

X01
e01

X11
x11 
e11

X1
e1

Y1
y1
 Y = Yε
Thus, from Lemma 2.7 we see that the pullback of y1 : Y1 −→ Y along q is:
∐k−1
t=0 X0
t11
∐k−1
t=0 x0
t11

[e11,e11·e011,e11·e011·e0011,...]

∐k−1
t=0 X0
t1
q

Y1
y1
 Y
(2b) Next we compute a pullback of y01∗ = y0 · y01 : Y01 −→ Y along q. We use the following diagram of pullbacks:
...
...
...
X00101
x00101 
e00101

X0010
x0010 
e0010

X001
e001

X0101
x0101 
e0101

X010
x010 
e010

X01
e01

X101
x101 
e101

X10
x10 
e10

X1
e1

Y01
y01

Y0
y0
 Y = Yε
Thus, the pullback of y01∗ along q is (by another application of Lemma 2.7) the following square:
∐k−1
t=0 X0
t101
∐k−1
t=0 x0
t10·x0t101

[e101,e101·e0101,...]

∐k−1
t=0 X0
t1
q=[e1,e1·e01,...]

Y01
y01

Y1
y1
 Y
(2c) By continuing in the obvious way we obtain the following pullback:
∐k
i=0
∐k−1
t=0 X0
t10i1 s 
∐k
i=0[e10
i1,e10
i1·e010i1,...]

∐k−1
t=0 X0
t1
q

Y1 = ∐ki=0 Y0i1 y1=[y1,y01∗,...] Y
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where s has as components the obvious composites of the morphisms of type xw:
s =
⎡
⎣ k∐
t=0
x0
t11,
k∐
t=0
x0
t10 · x0t101,
k∐
t=0
x0
t10 · x0t100 · x0t1001, . . .
⎤
⎦ (6.12)
(2d) Next we compute a pullback of y1 = [y1, y01∗, . . .] along f 1 : Y1 −→ Y . We proceed again component-wise, using
the pullbacks of Notation 6.7:
Y11
y11 
f 11

Y1
f 1

Y1
y1
 Y
and
Y101
y101 
f 101

Y10
y10 
f 10

Y1
f 1

Y01
y01

Y0
y0
 Y
etc.
The desired pullback is:
∐k
i=0 Y10
i1
[y11,y10·y101,...] 
∐k
i=0 f 10
i1

Y1
f 1

Y1 = ∐ki=0 Y0i1 y1=[y1,y01∗,...]  Y
(2e) Next we compute a pullback of the morphism
s :
k∐
i=0
k−1∐
t=0
X0
t10i1 −→
k−1∐
t=0
X0
t1
from (6.12) along the morphism
k∐
t=1
f 0
t1 :
k∐
t=1
Y0
t1 −→
k−1∐
t=0
X0
t1.
We consider again the i-components of s separately.
The case i = 0 is given by the following coproduct of pullbacks (which, in an extensive category, is a pullback, see
Proposition 2.6):
∐k
t=1 Y0
t11
∐k
t=1 y0
t11

∐k
t=1 f 0
t11

∐k
t=1 Y0
t1
∐k
t=1 f 0
t1
∐k−1
t=0 X0
t11 ∐k−1
t=0 x0
t11
∐k−1
t=0 X0
t1
The lower arrow is the 0th component of s.
For i = 1 we get the composite of (coproducts of) pullbacks below:
∐k
t=1 Y0
t101
∐k
t=1 y0
t101

∐k
t=1 f 0
t101

∐k
t=1 Y0
t10
∐k
t=1 y0
t10

∐k
t=1 f 0
t10

∐k
t=1 Y0
t1
∐k
t=1 f 0
t1
∐k−1
t=0 X0
t101 ∐k−1
t=0 x0
t101
∐k−1
t=0 X0
t10 ∐k−1
t=0 x0
t10
∐k−1
t=0 X0
t1
The lower arrow is the first component of s. And so on.
Combining all these pullbacks we obtain the desired pullback:
∐k
i=0
∐k
t=1 Y0
t10i1 r 
∐k
i=0
∐k
t=1 f 0
t10i1

∐k
t=1 Y0
t1
∐k
t=1 f 0
t1
∐k
i=0
∐k−1
t=0 X0
t10i1
s
∐k−1
t=0 X0
t1
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where r is the following morphism
r =
⎡
⎣ k∐
t=1
y0
t11,
k∐
t=1
y0
t10 · y0t101,
k∐
t=1
y0
t10 · y0t100 · y0t1001, . . .
⎤
⎦ .
(2f) We are ready to compute Y2. We know from (1) that the first restriction of eR is
∐k
t=0 Y0
t1
∐k
t=0 f 0
t1
 Y +∐k−1t=0 X0t1 [Y,q]  Y .
To compute the second restriction we consider the diagram below:
Y2 = ∐ki=0∐kt=0 Y0t10i1 y2 ∐kt=0 Y0t1 = Y1
∐k
i=0 Y10
i1 +∐ki=0∐kt=1 Y0t10i1 [y
11,y10·y101,...]+r 
∐k
i=0 f 10
i1+∐ki=0∐kt=1 f 0t10i1

Y1 +∐kt=1 Y0t1
∐k
t=0 f 0
t1=f 1+∐kt=1 f 0t1
∐k
i=0 Y0
i1 +∐ki=0∐k−1t=0 X0t10i1 y1+s  Y +∐k−1t=0 X0t1
∐k
i=0
∐k−1
t=0 X0
t10i1 +∐ki=0 Y0i1
[[e101,e101·e0101,...],id]

s+y1 ∐k−1
t=0 X0
t1 + Y
[q,Y]

Y1 = ∐ki=0 Y0i1 y1=[y1,y0·y01,y0·y00·y001,...]  Y
In the lower square we combine the pullback from (2c) with the trivial one of idY along y1. The middle square is the
coproduct of the two pullback squares from (2d) and (2e), and in the upper square we just reordered the coproduct.
So we see that the topmost morphism is
y2 =
⎡
⎣ k∐
t=0
y0
t11,
k∐
t=0
y0
t10 · y0t101,
k∐
t=0
y0
t10 · y0t100 · y0t1001, . . .
⎤
⎦ ,
and this proves the desired formula for Y2 and y2.
As promised we leave the continuation for n = 3, 4, . . . to the reader. 
Remark 6.27. We know from Theorem 3.22 that there exists n such that Yn in Proposition 6.26 is the least derived subobject
of eR. Without loss of generality the index k of Assumption 6.15 fulfills
n ≥ k.
Consequently, since every w with |w| = k appears as a (prefix of a) summand in (6.10), the least derived subobject Yn of eR
satisfies
Yn =
∐
|w|=k
Yw with Yw = Yuπ
see Notation 6.21(3). All these summands arise from the least derived subobject (X + Y)k of [e, f ].
6.5. The morphism eR
† is “strict”
We now prove that the right-hand component of [eL†, eR†] : X + Y −→ SA satisfies the “strictness” condition that all
composites with yw∗ are ⊥ provided w has length ≥ k.
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Notation 6.28. For every finite word w we denote by w the infinite word obtained from repeatedly concatenating w:
w = www . . .
In particular, 0¯ = 000 . . .
Remark 6.29. Let us turn to the equation morphism
e : X −→ S(X + Y + A)
with the object Y + A of parameters. Its derived subobjects are:
· · · X000 x000 
e000

X00
x00 
e00

X0
x0 
e0

X
e
· · · X00
x00

X0
x0
 X
η·inl
 S(X + Y + A)
After finitely many steps we obtain the least derived subobject, see Theorem 3.22.Without loss of generality we can assume
that for the above constant k the least derived subobject of e isX0
k
. The associated chain (6.5) has, in this special case, the form
X0
k a
0k

X0
k a
0k

X0
k a
0k
 · · ·
and so we can write X 0¯ = X0k by Notation 6.21(3). Thus, we have a commutative triangle
X 0¯
⊥





x0·x00·...·x0k

X
e†
 S(Y + A)
since e† is a strict solution of e.
Proposition 6.30. The solution eR
† is strict in the sense that the triangle
Yw
⊥













yw∗

Y
eR
†
 SA
(6.13)
commutes for all binary words w of length at least k.
Proof. Recall from Notation 6.21(3) that Yw = Yuπ (u finite and π infinite, periodic).
(1) Assume π = 0¯. We proceed by induction on the length of u.
(1a) For u = ε we have Yw = Y 0¯. Since eR† = μA · S[eR†, ηA] · eR andμA · S[eR†, ηA] · ⊥ = ⊥ it is sufficient to verify the
commutativity of the following diagram:
Y 0¯
b0¯ 
y0¯∗

X 0¯
x0¯∗

⊥
  
   
   
   
  
X
e† 
η·inl

S(Y + A)
!!!
!!!
!!!
!
!!!
!!!
!!!
!
ηS

Y
f
 S(X + Y + A)
S[e†,η]
 SS(Y + A) μ  S(Y + A)	
eR
The only inner part that needs explanation is the left-hand square. For Y 0¯, which abbreviates Y0


where 
 ≥ k, the
associated chain (6.5) is
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Y0

 b
0


X0

 a
0


X0

 a
0

 . . .
We conclude (by Notation 6.21(3)) that b0¯ has the domain Y 0¯ and the commutativity of the left-hand square above
now follows from Remark 6.22.
(1b) Induction step: we distinguish u = 0u′ and u = 1v.
(1b1) u = 0u′ and u′ contains 1 at least once. Consequently, there is a finite word v with
uπ = 0i+11v0¯.
Let us choose a word v′ of length at least k with a1v0¯ = a1v′ so that v is a prefix of v′. Then the diagram below
commutes:
X0
i1v0¯ = X0i1v′ 
a0
i1v0¯=a0i1v′

X0
i1 
e0
i1

X
e†

X0
i−11v0¯ = X0i−11v′ 
a0
i−11v0¯=a0i−11v′

X0
i−11
e0
i−11

X0
i−21v0¯ = X0i−21v′ 
a0
i−21v0¯=a0i−21v′

X0
i−21
e0
i−21

...
...
 
X1v0¯ = X1v′ 
a1v0¯=a1v′

X1
e1

Yv0¯ = Yv′0
yv
′0∗
 Y
η·inl
 S(Y + A)
(6.14)
The right-hand square commutes by Lemma 6.24 (in fact, consider the ith component of Diagram (6.6) for i as
occurring in the decomposition of uπ ) and the squares on the left-hand side are composites of the triangles and the
squares from Remark 6.19. Since v′ is chosen such that |v′| ≥ k, the arrows on the left-hand edge are a part of the
chain (6.5). This proves that (6.13) commutes due to the following commutative diagram:
Y00
i1v0¯
y00
i1v0¯∗

b00
i1v0¯

Y
eR
†

f

SA
X0
i1v0¯
x0
i1v0¯∗


X
xε=η·inl

e†

S(X+Y+A)
S[e†,η]

Yv0¯
yv0¯∗ 
yv0¯∗ %%"
""
""
""
"

⊥

Y
η·inl
 S(Y+A)
ηS

###
###
###
#
###
###
###
# SS(Y+A)
μ

Y
eR
†
&&$$$$$
$$$$$$
$$$$$$
$$$$$$
$$$$$$
$$$$$$
$ η·inl  S(Y+A) S[eR
†,η]
 SSA
μ
''%%%%%%%%%%%%%%%%%%%%%%
SA
ηS
((
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The upper right-hand part commutes since eR
† solves eR, the upper left-hand part does by Remark 6.22, and the
left-hand square below it commutes by (6.14). The lowest part commutes by the induction hypothesis since v can be
chosen as a proper postfix of u. All the other parts clearly commute.
(1b2) u = 1v. This case is proved by the following diagram:
Y1v0¯
y1v0¯∗ 
b1v0¯

Y
eR
†

f

SA
Yv0¯
yv0¯∗ 
yv0¯∗

Y
yε=η·inm

η·inl

S(X + Y + A)
S[e†,η]

S(Y + A)
ηS

   
   
   
  
   
   
   
  
SS(Y + A)
μ

S(Y + A) S[eR†,η]  SSA
μ
%%%%%%%%%%%%%%%%%%%%%%
Y
eR
†

η·inl
&&&&&&&&&&&&&&&&&&&&&&
SA
ηS
))








The middle parts clearly commute. The upper right-hand square commutes by the definition of solutions, the upper
left-hand square does by Remark 6.22. By induction hypothesis the lower passage from Yv0¯ to SA is ⊥. Since all the
other parts of the diagram commute, this proves that (6.13) commutes.
(2) Assume π = 0¯. Then π = v where v is a finite binary word of the form v = 0i1v′. We will show that Yuπ is a
summand of the least derived subobject Yn, see Remark 6.27. Let 
 be the number of “bits” 1 in u. Without loss of
generality we may assume that the index n fulfills 
 ≥ n ≥ k (in fact, simply choose u to be long enough to contain
at least n “bits” 1—this is possible because v contains infinitely many such “bits”). Then we have
Yuπ = Y0i1 1...0i
10i
+1 v.
Since 
 ≥ n ≥ k, we know that Yuπ is isomorphic to each Yw where w is a finite prefix of uπ of length at least k. So
in particular we have
Yuπ ∼= Y0i1 1...0in1
which is one of the summands of Yn, see Proposition 6.26. Since eR
† is a strict solution of eR, this proves that (6.13)
commutes. 
6.6. The derived subobjects of eL
To complete our proof that [eL†, eR†] : X + Y −→ SA is a strict solution of [e, f ], we still need to show that the left-hand
component eL
† satisfies the desired strictness condition: all composites with xw∗ : Xw −→ X are ⊥ provided that w has
length ≥ k. This is the purpose of the present subsection. We analyze the derived subobjects of the equation morphism
eL : X −→ S(X + A) and relate them to the components Xw of the least derived subobject (X + Y)k of [e, f ].
Proposition 6.31. The derived subobjects of eL : X −→ S(X + A) are
x0
i∗ : X0i −→ X (i = 1, 2, 3, . . .) (6.15)
and the solution eL
† is strict in the sense that the triangle
Xw
⊥













xw∗

X
eL
†
 SA
(6.16)
commutes for all binary words w of length at least k.
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Proof. 1. The derived subobjects can be seen from the following diagram, where the pullback of [eR†, ηA] : Y + A −→ SA
along ηA : A −→ SA is denoted by P:
··· x000  X00 x
00

e00

X0
x0 
e0

X
e

X
inl

inl
 X+P
X+q 
X+p

X+Y+A η 
η+[eR†,η]

S(X+Y+A)
S(η+[eR†,η])

X
inl  X+A η+η  SX+SA η 
can

S(SX+SA)
Scan

X
inl  X+A η  S(X+A) ηS  SS(X+A)
μ
···
x0

X0
x0
 X
inl
 X+A η  S(X+A)
	


eL
Notice that all squares in the above diagram are pullbacks: for the upper square see Notation 6.7 and for the left-hand ones
see Remark 6.6 and Notation 6.7. For the remaining squares use Remark 3.9, Proposition 2.6 and Lemma 2.7.
2. Let us prove eL
† · xw∗ = ⊥. Recall from Notation 6.21(3) that every object Xw with |w| ≥ k can be written as Xuπ for a
finite binary word u and an infinite periodic one π :
(i) Let uπ = 0¯. Then Xw is a least derived subobject of eL , and we use the fact that eL† is a strict solution of eL .
(ii) Let uπ = 0i1v. We prove the desired statement by induction on i.
(iia) For i = 0 consider the diagram below:
X1v
a1v 
x1v∗

Ys
⊥
**




ys∗

Y
eR
†

η·inm

SA








ηS

SSA
μ

Sinr

SSinr
++


 SA
Sinr
++##
###
###
##
X e
 S(X+Y+A)
S(η+[eR†,η])
 S(SX+SA)
Scan
 SS(X+A)
μ
 S(X+A)	
eL
The left-hand square commutes (either for s = v0 or s = v1) by Notation 6.21(3) and Remark 6.19, the upper triangle does
by Proposition 6.30, and all other parts clearly commute. The commutativity of the desired triangle now follows easily since
μA · S[eL†, ηA], which is a homomorphism of algebras for the monad S by (3.2), preserves ⊥ (see Remark 3.18):
X1v
x1v∗ 
⊥
,,'
''
''
''
''
X
eL
†

eL

SA
S(X + A)
S[eL†,η]
 SSA
μ

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(iib) For the induction step consider the following diagram:
X0
i+11v x
0i+11v∗

a0
i+11v

X
eL
†

e

SA
X0
i1v
x0
i1v∗

x0
i1v∗
--
((
((
((
((
((
((
((
((
((
((
((

⊥

X
xε=η·inl

η

id
..
S(X + Y + A)
S(η+[eR†,η])

SX
ηS












 SSX
Sinl 
SSinl
++



μ

S(SX + SA)
Scan

SX
Sinl
++



SS(X + A)
μ

X
eL
†
&&$$$$$$
$$$$$$$
$$$$$$$
$$$$$$$
$$$$$$$
$$$$$
η·inl
 S(X + A) S[eL†,η]  SSA
μ
//)))))))))))))))))))))))))))))
SA
ηS
))








The upper right-hand part commutes by the definition of solutions, the upper left-hand square commutes due to Nota-
tion 6.21(3) and Remark 6.19, the lowest part commutes by the induction hypothesis, and all other parts clearly commute. 
6.7. Bekic´ identity for strict iterative monads
Theorem 6.32 (Bekic´ identity). The unique strict solution of the equation morphism g = [e, f ] is [eL†, eR†].
Proof. We know from Lemma 6.3 that [eL†, eR†] is a solution. It remains to prove the strictness. In Notation 6.12 we have
chosen k so that
i∗k :
∐
|w|=k
Xw + ∐
|w|=k
Yw −→ X + Y
is the least derived subobject of g, and we know from Lemma 6.10 that the components of i∗k are xw∗ and yw∗. Thus Proposi-
tions 6.30 and 6.31 yield strictness:
[eL†, eR†] · i∗k = [eL† · xw∗, eR† · yw∗] = ⊥. 
Corollary 6.33. Every strict iterative monad is an Elgot monad.
7. Conclusions and further research
The aim of this paper was to prove that every strict iterative monad is an iteration monad in the sense of Stephen Bloom
and Zoltán Ésik. For monads on Set this was already proved in the monograph [12], our generalization concerns monads on
every hyper-extensive locally finitely presentable category, see [3]. The technical proof presented here makes it possible to
apply this result to other base categories than Set, e.g. to the category SetF of sets in context, where F is the category of
finite sets and functions.
In the subsequent paper [8] we show that in case of the base category Set the category of Elgot monads (or, as called
in [30], all iteration theories with parameterized uniformity) is monadic over SetF . Moreover, the corresponding monad
on SetF is the monad of free iteration theories assigning to a set X in context the rational monad generated by X⊥, which
is a strict iterative monad. This shows a further deep relationship between iterative and iteration theories.
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