Abstract. In this paper we consider an additive functional of an observable V (x) of a Markov jump process. We assume that the law of the expected jump time t(x) under the invariant probability measure π of the skeleton chain belongs to the domain of attraction of a subordinator. Then, the scaled limit of the functional is a Mittag-Leffler proces, provided that Ψ(x) := V (x)t(x) is square integrable w.r.t. π. When the law of Ψ(x) belongs to a domain of attraction of a stable law the resulting process can be described by a composition of a stable process and the inverse of a subordinator and these processes are not necessarily independent. On the other hand when the singularities of Ψ(x) and t(x) do not overlap with large probability the law of the resulting process has some scaling invariance property. We provide an application of the results to a process that arises in quantum transport theory.
Introduction
Consider a Markovian jump process {K t , t ≥ 0} taking values in a Polish space (E,d) whose generator is given by Lf (x) = t −1 (x) P (x, dy)[f (y) − f (x)], where P (x, ·) is a family of probability measures and t(x) > 0. Suppose that V : E → R is a measurable function. We are concerned in the behavior of an additive functional of the process given by Y t := t 0 V (K s )ds. If µ * is an invariant and ergodic probability measure, V ∈ L 2 (µ * ) and is centered then, under some additional assumptions concerning dissipative properties of the process (e.g. the spectral gap estimate) one can prove the central limit theorem, i.e. the law of N −1/2 Y N t converges, as N → +∞ to a Brownian motion. The situation changes when µ * is no longer finite. In that case the laws of {N −1/α Y N t , t ≥ 0} for an appropriate α may converge to the law of a non-Markovian process {ζ t , t ≥ 0} that can be described as follows. Suppose that {T t , t ≥ 0} is a stable subordinator, see e.g. [21] , Example 24.12. Since the trajectory of the process is in fact a.s. strictly increasing, see [21] is a Mittag-Leffler function and π(t(x) ≥ λ) ∼ c α λ −α for λ ≫ 1. The convergence of additive functionals of Markov processes to Mittag-Leffler processes is a subject that can be traced back to the paper of Darling and Kac, see [7] (also [1] ). We refer the reader to e.g. [14] or [23] and the references therein for a review of respectively mathematical and physical results concerning the subject.
In fact when V is no longer square integrable one can expect that the limiting process shall be of the form {ζ s := B T s , s ≥ 0} is an inverse of a subordinator and {B t , t ≥ 0} is a stable process, the cases of random walks with independent increments and partial sum process of arrays of independent random variables has been considered respectively in [2] and [19] .
In the present article we consider the limiting behavior of an additive functional Y t := t 0 V (K s )ds of a Markovian jump processes {K t , t ≥ 0}. This process is given by K t = X n for t ∈ [t n , t n+1 ), where {X n , n ≥ 0} is a Markov chain (called skeleton) with transition probabilities P (x, ·), t n := n−1 k=0 τ k t(X k ) with {τ n , n ≥ 0} is a sequence of i.i.d. mean one, exponentially distributed random variables independent of the chain and t : E → (0, +∞) is a measurable function. We can interpret t −1 (x) as the mean jump rate of the process at x.
The skeleton chain is assumed to have the spectral gap property with respect to an invariant probability measure π, see (2.1) below. On the other hand, the law of t(x) belongs to the normal domain of attraction of a certain α-stable subordinator. We show in Section 3, see Theorem 3.1, that the processes {N −α/2 Y N t , t ≥ 0} converge, as N → +∞, weakly over D[0, +∞) to a Mittag-Leffler process, provided that Ψ(x) := V (x)t(x) belongs to L 2 (π). When Ψ is no longer square integrable but belongs to the normal domain of attraction of another β-stable law the situation becomes more complex. If the singularities of Ψ(x) and t(x) occur at the same points, see condition (2.13) below for a precise definition, then the processes {N −α/β Y N t , t ≥ 0} weakly converge to a process of the form where {(B t , T t ), t ≥ 0} is a Levy process whose jump measure, in our case, is supported on a certain curve with a cusp, see Theorem 3.2. On the other hand, if we insist that the π-probability of Ψ(x) and t(x) being large together is negligible w.r.t. to the tails of each of these functions, see condition (2.11) , then the limiting process is also of the form (1.1) but with the processes {B t , t ≥ 0} and {T t , t ≥ 0} independent of each other. In the case when {B t , t ≥ 0} is symmetric β-stable, the one point statistics u(s, x) = Eu 0 (x + ζ s ) satisfies the fractional, both in time and space, heat equation ∂ and F ((−∂ 2 x ) β/2 f )(ξ) = −|ξ| β F (f )(ξ). Here F (f ) denotes the Fourier transform of f . The cases discussed above are in some sense extreme. If we can write the observable V (x) as a sum V 1 (x) + V 2 (x), where corresponding Ψ i (x) = V i (x)t(x), i = 1, 2 are of the above types respectively and belong to the normal domain of attraction of the same β stable law then it can be concluded from the argument presented in the proofs of Theorems 3.2 and 3.4 that the limiting processs equals B , with the joint law of {(B (1) t , B (2) t , T t ) t ≥ 0} described by a Levy process with the first two components being β-stable and the last one α-stable. Moreover {B (1) t t ≥ 0} is then independent of the other two components, while {(B (2) t , T t ) t ≥ 0} is as in the description following (1.1). We remark also that the law of the limiting process {ζ s , s ≥ 0} when (2.11) holds has scaling invariance property with exponent α/β, i.e. the laws of {ζ as , s ≥ 0} and {a α/β ζ s , s ≥ 0} are identical for each a > 0. In the particular case when β = 2α we call such processes fake diffusions.
In Section 4, we illustrate our results taking as an example a jump process {K s , s ≥ 0} on a one dimensional torus, see (4.1) below. Such process arises in quantum transport theory, see [6] and describes the projection onto a 0-fiber of the solution of a translation invariant Lindblad equation. It possesses a unique σ-finite invariant measure that is absolutely continuous with respect to Lebesgue measure, see Proposition 4.1. Its dynamics is completely mixing and its one dimensional statistics converges to a mixture of delta type measures supported on the set [k : t(k) = +∞], see Theorem 4.2. As an application of Theorems 2.6 and 3.2 we conclude also, see Corollary 4.4, convergence results for additive functionals of the type N −α/β N t 0 V (K s )ds. In the particular case considered in [6] we
, the law of Ψ(k) belongs to the normal domain of attraction of a Cauchy law and the scaling properties of the limiting process are the same as those of the Brownian motion, so the limiting process {ζ s , s ≥ 0} is in this case a fake diffusion.
Preliminaries and statements of the main results

2.1.
A Markov chain. Let (E,d) be a Polish metric space and let E be its Borel σ-algebra. Assume that {X n , n ≥ 0} is a Markov chain with state space E and π -the law of X 0 -is an invariant and ergodic measure for the chain. We suppose that the chain satisfies:
Since P is also a contraction in L 1 (π) and L ∞ (π) we conclude, via Riesz-Thorin interpolation theorem, that for any p ∈ [1, +∞):
for all f ∈ L p (π), such that f dπ = 0. Suppose that t : E → [0, +∞) is measurable over (E, E) and satisfies: Condition 2.2. There exist α ∈ (0, 1) and c α > 0 such that
and there exists t * > 0 such that
We assume this condition in order to avoid the issue of explosions or accumulation points.
In addition we suppose that the absolute continuous part of the trasition probability function has some regularity property and the tails of t(x) under this measure is heavier than under the singular part. Namely, we assume that:
There exist a measurable family of Borel measures Q(x, dy) and a measurable, non-negative function p(x, y) such that
A simple consequence of (2.4) and the fact that π is invariant is that
Assume that {k N , N ≥ 1} is an arbitrary increasing sequence that converges to infinity. Let
It has been shown, see part ii) of Theorem 2.3 in [17] , that the laws of the processes {T (N ) t , t ≥ 0} converge weakly over D := D[0, +∞) to the law of an α-stable subordinator {T t , t ≥ 0}.
2.2.
The case when the observable is square integrable. Assume that Ψ ∈ L 2 (π) and Ψdπ = 0. Let
Since the generator of the Markov chain {X n , n ≥ 0} has a spectral gap the processes {B (N ) t , t ≥ 0} converge weakly over D to the law of a Brownian motion {B t , t ≥ 0}, see e.g. [20] Chapter VII. The characteristic function of the limiting process is given by Ee iBtξ = exp{−σ 2 tξ 2 }, where σ 2 = 2 (I − P ) −1 Ψ, Ψ π . Our first theorem concerns the convergence of the joint law of {(B
Theorem 2.4. With the assumptions made above, the joint laws of processes ({B
, t ≥ 0}) converge, as N → +∞, in the product J 1 topology on D × D to the joint law of independent Lévy processes: {B t , t ≥ 0} -a Brownian motion and {T t , t ≥ 0} -an α-stable subordinator.
2.3.
The case when the observable is not square integrable. We do not assume here that Ψ ∈ L 2 (π). Instead, we suppose that the law of Ψ under π belongs to the normal domain of attraction of a stable law. Namely, suppose that Ψ : E → R is Borel measurable such that there exist β ∈ (0, 2) and two constants c − c N t, t ≥ 0} converge weakly to the law of a stable process. In both cases the limiting process is described by the characteristic functional Ee iξBt = e tψ(ξ) , where
10)
and ν β (dλ) := βc β (λ)|λ| −1−β dλ. In our first result we adopt a hypothesis that t(x) and |Ψ(x)| cannot be large together. Namely,
for some C * > 0 and γ > α ∨ β. Our principal result in this case is the following. 
ii) if β ∈ (0, 1) then, we no longer assume that Ψ is centered. iii) when β = 1, assume that for some β ′ > 1 we have
where
, t ≥ 0}) converge, as N → +∞, weakly in the product J 1 topology on D × D to the joint law of the independent Lévy process: {B t , t ≥ 0} -a β-stable and {T t , t ≥ 0} an α-stable subordinator.
Let e(λ) := C α,β |λ| β/α , where C α,β := c α (c
In our next result we assume that t is large only when Ψ is such, i.e.
for some C * > 0 and γ > α. Define
Consider now a Lévy process {(B t , T t ), t ≥ 0} such that {T t , t ≥ 0} is an α-stable subordinator and {B t , t ≥ 0} is a β-stable process as described above and whose jump measure is given by ν * (dλ 1 , dλ 2 ) := δ(λ 2 − e(λ 1 ))ν β (dλ 1 )dλ 2 . 
2 ) to the law of the Lévy process described above.
3. An application to an additive functional of a jump process
Consider now a Markovian jump process constructed in the following way. Let {τ n , n ≥ 0} be a sequence of i.i.d. exponentially distributed with intensity 1 random variables. Let {X n , n ≥ 0} be a Markov chain as in the previous section, t 0 := 0 and
for n ≥ 1. Define K t := X n for t ∈ [t n , t n+1 ), n = 0, 1, . . .
3.1. The case when the limit is a Mittag-Leffler process. In this section we assume that Ψ ∈ L 2 (π). As a corollary of Theorem 2.4 we obtain the following result. Define n(Nt) as the (random) integer that satisfies the following condition
With
Tightness of the family of linear interpolation processes that corresponds to {B
for any ε, T > 0. To prove the theorem it suffices therefore to show that the laws of {B (N ) s N (t) , t ≥ 0} converge, as N → +∞, weakly over C[0, +∞). By Theorem 2.4 and the aforementioned Skorochod's embedding theorem there exists a family of pairs of processes ({B
, t ≥ 0}) converges a.s., in D × D equipped with the product of J 1 topologies, to ({B t , t ≥ 0}, {T t , t ≥ 0}). HereB t is a Brownian motion,T t is a subordinator process and they are independent.
As a result the law of {Ŷ 
and sup
As a consequence of (3. 3.2. The case when the limit is a self-similar process. Suppose that the law of Ψ(x) satisfies (2.9). We assume furthermore that for β ∈ (1, 2) it is centered. When β = 1 we let
We shall also suppose that Ψ(x) and t(x) satisfy the assumption (2.11). 
converge, as N → +∞, weakly in the M 1 topology on D to the law of {ζ t := B s(t) , t ≥ 0}, where {B t , t ≥ 0} and {T t , t ≥ 0} are independent stable processes as described in Theorem 2.5 and {s(t), t ≥ 0} is the right inverse of {T t , t ≥ 0}. The result also holds when β = 1 but then the scaled process should be defined by
Proof. It suffices to show the weak convergence statement on any D[0, T ], where T > 0 is arbitrary. Define With the help of this lemma we can end the proof using the same argument as in [2] , see the proof of Theorem 3.1. By the Skorochod's embedding theorem we define a family of processes {(B
, t ≥ 0}) converges a.s., in D × D equipped with the product of the M 1 topologies, to ({B t , t ≥ 0}, {T t , t ≥ 0}). HereB t andT t are independents stable processes as in Theorem 2.5.
We show that {Ŷ
, t ≥ 0}. These processes converge in the M 1 topology (in fact even in the uniform topology) to {ŝ(t), t ≥ 0}, the right inverse of {T t , t ≥ 0}. By Theorem 13.2.4 of [22] we obtain therefore thatŶ (N ) t converge in the M 1 topology toŶ t a.s., provided that the sets of dicontinuities of {B t , t ≥ 0} and {T t , t ≥ 0} are a.s. disjoint. This however is a simple consequence of the independence of these processes.
The proof of Lemma 3.3. We recall below how the M 1 topology on D[0, T ] can be metrized, see [22] , p. 476 for details. For a given X ∈ D[0, T ] we define by Γ X the graph of X, i.e. the subset of R 2 given by
On Γ X we define an order by letting (
This metric provides a metrization of the M 1 topology, see [22] , Theorem 13.2.1.
For any
as follows. Suppose γ 1 (t) belongs to the graph
. One can use these two parametrizations to estimate the distance d as follows
for some deterministic constant C > 0 independent of N. Hence for any η > 0 we get
as N → +∞. This permits us to conclude the proof of the lemma
We point out here that the process {ζ t := B s(t) , t ≥ 0} has a scaling property. Namely, the laws of {ζ at , t ≥ 0} and {a α/β ζ t , t ≥ 0} are identical for each a > 0. In the particular case α/β = 1/2 we call such processes fake diffusions.
3.3. The case when the limit is a composition of two dependent processes. We assume that Ψ, given by (3.2), and t satisfy (2.13) and the remaining assumptions of Theorem 2.5. Then, using the notation as in Theorem 3.2, we can formulate the following result.
is a Levy process described in Theorem 2.6 and {s(t), t ≥ 0} is the right inverse of {T t , t ≥ 0}.
Proof. Using the Skorochod's embedding theorem we define a family of processes
The latter process is as in the statement of Theorem 2.6. The above means that for any L > 0 one can find a sequence {λ n ; n ≥ 1} of increasing homeomorphisms 9) as N → +∞. Letŝ N (t),ŝ(t) be the right inverses ofT (N ) t ,T t respectively. Repeating the argument made in the proof of Lemma 3.3 we can conclude the theorem from the following. 
Before presenting the proof of the theorem we shall need some auxiliary results. For each δ > 0, we denote by A δ = A δ (ŝ) the set of "plateau" points ofŝ t of size at least δ, i.e.
(3.10)
Lemma 3.6. For a fixed L > 0 the sequence {ŝ N , N ≥ 1} converges toŝ in the following sense:
The supremum norms appearing above are taken over the interval
Proof. Notice that this notion of convergence is stronger than the uniform convergence. In fact, since λ N tends to the identity, convergence in the above sense means the uniform convergence plus also the convergence of plateaus. Let
(3.11)
For any t ∈ A δ N and n ≥ N we have:
(3.12)
Since all the functionsŝ N (t) are monotonic in order to prove i) it is enough to prove pointwise convergence ofŝ N (t) toŝ(t). We prove that
. In light of (3.11) we get t ≤T (N ) s and (3.13) follows. Likewise, we prove that s N (t) ≥ŝ(t − a N ) − a N and, as a result, we conclude the proof of part i).
For each t ≥ 0 define ∆B t =B t −B t− . Let us define {t i ; i ≥ 1} as the set of jumps of B t , ordered by its magnitude, i.e.:
For a fixed L > 0 and set
where we say that s ∼ t if F ∩ [s, t] = ∅. We say that γB(F ) := 0 if the supremum is taken over an empty set.
Proof. Let us define ω ′B (δ) as the modified modulus of continuity ofB t :
where the infimum is taken over partitions Π = {0 = s 0 < · · · < s l = L} that are δ-sparse, i.e. such that s i − s i−1 > δ for all i-s. We have lim δ→0+ ω ′B (δ; L) = 0 a.s., see p. 123 of [3] . For each n, define ǫ n to be the diameter of the partition of [0, L] generated by the points belonging to T n . Suppose that ε > 0 is arbitrary and Π = {0 = s 0 < · · · < s l = L} is a partition ǫ n -sparse and such that
When, on the other hand some s i belongs to I for any x, y ∈ I and x < s i ≤ y we can estimate
SinceB t is càdlàg, lim n ∆B tn = 0. Combining this with the fact that lim n ǫ n = 0 we conclude (3.14). 
We shall show that
We suppose first that β < 1. Consider the jump process {Ẑ
. This process can be realized as follows:Ẑ
n is a sum of n independent random variables distributed according to Z −1 ν (ρ) * (dλ 1 , dλ 2 ) and N(t) is an independent Poisson process with intensity Z. Therefore
where The case when β ∈ [1, 2) can be concluded similarly. However, in that case the approximating processes should be of the form {Ẑ
Proof of Theorem 3.5. Suppose, with no loss of generality, that the sequence {δ n , n ≥ 1} is strictly decreasing. WritingB
, we notice that it is enough to show convergence in the J 1 -Skorohod topology ofB λ (3.19) and lim
This set is a union of ℓ k disjoint closed intervals that constitute the ℓ k plateaus ofŝ(t), each of length greater than 2δ k . The open set C Let {M k , k ≥ 1} be an increasing sequence of positive integers such that
(plateaus ofŝ N ) are mutually disjoint for i = 1, . . . , ℓ k . The same holds also of course for the respective [
We say that the interval
λ N (t i ) and elsewhere Λ N (t) is defined by a linear interpolation. It is obvious from the construction that Λ N (t) converges uniformly to t on [0,T L ], as N → +∞.
Observe that for any t ∈ A δ k we have Λ N (t) ∈ A δ k+1 and, thanks to Lemma 3.6, we have then for all N ≥ M k+1 (≥ k + 1)
The last equality is a consequence of the fact that both Λ N (t) and t belong to the same component of C k . This proves that lim N →+∞ B λ
The statement on the uniform convergence on the entire [0,T L ] follows from Lemma 3.8. Indeed, suppose that ε > 0 is arbitrary and κ k > 0 is sufficiently small so that
Then, for N 0 sufficiently large, so that for N ≥ N 0 we have |λ
For t ∈ŝ(A δ k ) we haveŝ(t) ∈ I, a connected component of C c k . Since I ∩ŝ(A δ k ) = ∅ and the diameter of I is less than, or equal to κ k we have
and the lemma can be concluded from Lemma 3.8.
4. An example of a jump process with a σ-finite invariant measure
The one dimensional torus T is an interval [−π, π] with the endpoints identified. We apply the above results to a jump process {K t , t ≥ 0} on T with a σ-finite but not probabilistic invariant measure. The generator of the process is given by ≥r(θ, k) ≥ r 0 > 0 is continuous on T, even, i.e.r(−θ, −k) =r(θ, k) and doubly stochastic i.e.:
On the other hand, we assume that γ(−k) = γ(k) satisfies inf |k−k 0 |≥δ γ(k) > 0 for any δ > 0 and γ(k 0 ) = 0. We suppose furthermore that γ(k) is bounded and
This kind of processes appears while considering the transport of particles in quantum systems, see e.g. Section 4.3 of [6] . It is easy to see that m * (dk) = γ −1 (k)m 1 (dk) is an infinite, reversible, invariant measure for the process. Here m 1 denotes the normalized Lebesgue measure on the torus. Indeed, for any f ∈ B b (T)
The process {K t , t ≥ 0} can be constructed using a Markov chain and a renewal process that corresponds to the jump times. Consider a skeleton Markov chain {X n , n ≥ 0} defined on T k 0 := T \ {−k 0 , k 0 } with transition probability r(θ, k)dθ and X 0 = K 0 . Let t(k) := γ −1 (k) and {ρ n , n ≥ 0} be a sequence of i.i.d. random variables exponentially distributed with intensity 1, independent of the skeleton chain. Let t 0 := 0 and t n := n−1 k=0 t(X k )ρ k , n ≥ 1. We can take then K t := X n for t ∈ [t n , t n+1 ).
Assume that t(k) ≥ t * > 0 for all k ∈ T k 0 . Our first result concerns the Harris property of an embedded Markov chain. 
Proof. Our hypotheses on the skeleton chain guarantee that
To see that (4.2) holds it suffices only to prove that
3) where C := n≥0 A n . Note that 1 C c (ω) ≤ f (ω), where
However, denoting byẼ the expectation over another copy of measure P, we get
and (4.3) follows.
As an immediate corollary to the above proposition and [13] , Theorem 1, p. 116 we obtain that m * is the unique σ-finite invariant measure under the process that is absolutely continuous w.r.t. m 1 .
Denote by {P t , t ≥ 0} the transition semigroup of the process. It satisfies the following integral equation
For any N ≥ 1 and T > 0 denote by
Iterating equation (4.4) we can easily show that
. . .
.
The component of transition probability function absolutely continuous w.r.t. m 1 equals therefore
Thus, for every
Thus, the transition probability function of any embedded chain {K nh , n ≥ 0} is aperiodic in the sense of [16] . Suppose that f 0 = dν 0 /dm * ∈ L 2 (m * ) is a density. Thanks to reversibility of m * we obtain that the density
4.1. Mixing property of the process. Our first observation concerning the process is contained in the following. Proof. Using a density argument it suffices to show (4.6) for measures ν 0 whose density belongs to L 2 (m * ). Thanks to strong continuity of semigroup {P t , t ≥ 0} in L 1 (m * ) in order to prove (4.6) it suffices only to show that for any h > 0 Let h ∈ (0, t * ). Define by C := n≥0 C n , where C n is the smallest σ-algebra generated by {K mh , m ≥ n}. According to Theorem 1, p. 45 of [16] the tail σ-algebra of the chain that is Harris recurrent and aperiodic has to be trivial. Therefore, according to Lemma 3, p. 43 of ibid. (4.5) follows.
Observe that if u(k) is a density w.r.t. m * (dk) = γ −1 (k)dk such that u(−k) = u(k) then
This follows from the fact that v t (k) := uP t (−k) satisfies equation
Since uP t (k) satisfies the same equation from the uniqueness of solutions we obtain uP
. Combining (4.8) with Proposition 4.3 and (4.5) we conclude that ν 0
From the (already shown) complete mixing property we conclude in particular that for any initial distribution µ 0 we have
, weakly over C(T), as t → +∞. Assume also that the law of Ψ(k) under m 1 belongs to the domain of attraction of a β-stable law. Since the skeleton chain {X n , n ≥ 1} considered here satisfies the assumptions made in Section 2.1, from Theorem 3.1 we conclude the following. Remark. The jump process considered in Section 4.3 of [6] has the generator given by
′ for some constant c > 0 and a density function r(k) satisfying r * ≤r(k) ≤ r −1 * for some r * ∈ (0, 1). Theorem 4.2 allows to claim that ν 0 P t ⇒ 1/2(δ −π/2 +δ π/2 ), as t → +∞ for any initial measure ν 0 absolutely continuous w.r.t.
Lebesgue measure. This answers in the affirmative the conjecture made in the discussed paper. For a square integrable and centered observable Ψ we have the convergence of N −1/4 N t 0 V (K s )ds to a Mittag-Leffler process. Note that when Ψ(−k) = −Ψ(k) belongs to the normal domain of attraction of a Cauchy law and it is not singular at π/2 then N −1/2 N t 0 V (K s )ds converge, as N → +∞, to a fake diffusion.
The proof of Theorem 2.4
To simplify the notation we shall assume throughout the remainder of the paper that k N = N. Tightness of laws over D × D is obvious in light of the fact that each coordinate corresponds to a family of weakly convergent processes so we deal only with the problem of identifying the limiting law.
Let 0 = t 0 < t 1 < . . . < t M and θ
We prove that the laws of random vectors (θ
1 ∆B (N )
t M ) converge to the respective finite dimensional distribution of corresponding to {(B t , T t ), t ≥ 0}. Here {B t , t ≥ 0} and {T t , t ≥ 0} are the Brownian motion and the subordinator, described in Section 2.2, independent of {B t , t ≥ 0}. To simplify the notation we shall consider only the case when M = 1 and we prove that the laws of
converge to the law of θ 1 B t + θ 2 T t . The proof in the general case is analogous. LetB
where χ ∈ L 2 (π) is the unique zero mean solution of
To prove (5.4) it suffices only to use the fact that for any stationary sequence {Z n , n ≥ 0} such that E|Z 0 | < +∞ we have
both a.s. and in the L 1 sense. In our case we can take
Recall that {T (N ) t , t ≥ 0} is the process defined by (2.7). For any 1 < ∆ < +∞ consider also the processes 5) whereT (N,∆) t
Here G −1 is the trivial σ-algebra and ∆ N := ∆N 1/α . Let
The following result holds. In addition, for any t, ε, η > 0 there exists ∆ > 1 such that
The proof of (7.1). Observe that for δ > 0 we have
On the other hand for any g ∈ C ∞ 0 (R \ {0}) we shall demonstrate that
Equality (7.1) can be then easily concluded by an approximation argument.
To prove (5.8) suppose that suppg ⊂ (m, M), where 0 < m < M and rewrite the expression under the expectation as I
(1)
N , where
We have,
Changing variables λ ′ := N −1/α λ and letting N → +∞ we obtain that the right hand side of the above expression tends to t ∆ 0 g(λ)ν α (dλ). We show that lim
The expression under the limit equals 
To estimate the utmost right hand side we can use Cauchy-Schwartz inequality and conclude that for λ ≥ m the integral is bounded from above by 12) as N → ∞. We will show now that (5.12) and the spectral gap together imply that 
as N → +∞ and (5.9) follows. To prove (5.13) let u N (·, λ)
We can rewrite then
where U n := u N (X n )−P u N (X n−1 ), n ≥ 1 is a stationary sequence of martingale differences with respect to the natural filtration corresponding to {X n , n ≥ 0}. Consequently,
and (5.13) follows from (5.12) and (5).
The proof of (5.7). Observe that for any α ′ ∈ (0, α) we have
(5.14)
We use the elementary inequality (
i that holds for arbitrary a i ≥ 0 and α ′ ∈ (0, 1). By stationarity of {X n , n ≥ 0} we obtain that the left hand side of (5.14) can be estimated by
and the conclusion of the lemma follows upon choosing suitably large ∆ > 1. The proof of Theorem 2.4 reduces therefore to showing that {θ 1B
, t ≥ 0} is a Lévy process, independent of the Brownian motion {B t , t ≥ 0}, with the exponent
We use Theorem 1 p. 450 of [5] . Let Z n,N := θ 1 Z
n,N , where Z
0,N := 0 and
Recall that ∆ N = ∆N 1/α . Note that {Z n,N , n ≥ 0} constitute an array of martingale differences. The following result holds.
Proposition 5.2. There exists a bounded increasing function
in probability. Here G n , n ≥ 0 is the natural filtration corresponding to the sequence {X n , n ≥ 0}.
In addition, the function
According to Theorem 1 of [5] , the above proposition implies that the characteristic function of the limiting process equals exp{−t(σ 2 θ
This concludes the proof of the convergence of finite dimensional distributions.
The proof of Proposition 5.2. The proof shall be divided in two parts. First we prove that for any interval (a, b) that does not contain 0 and any C ∞ function g that is supported in that interval we have
in probability. Secondly, we show that for any c > 0 lim sup
where lim c→0+ h(c) = 0. For an arbitrary interval (a, b), where a < 0 < b we divide it into a sum of three disjoint intervals (a, −c), (−c, c) and (c, b), where 0 < c < min[−a, b] and conclude using the above results and a standard approximation argument that for any ε > 0 we have lim sup
which, of course, implies (5.16).
To start with the proof of (5.17) we let φ ∆ (x) := x1 [x<∆] and suppose that g(x) = x 2 ϕ(x), where ϕ ∈ C ∞ 0 (R) is such that 0 ≤ ϕ ≤ 1, supp ϕ ⊂ (a, b) and 0 < a < b. We can expand g (Z n+1,N ) using Taylor formula, up to the second derivative, around z (N ) (X n+1 ), where
, and obtain
. Denote the terms appearing on the right hand side of (5.18) by I N , II N and III N respectively. Calculating as in the proof of (7.1) we obtain that
We show that the remaining terms II N and III N tend to 0, as N → +∞, in the L 1 sense. Note that
By an application of the Cauchy-Schwartz inequality we obtain
as N → +∞.
To estimate E
N we shall need the following result.
and
Taking this lemma for granted, its proof shall be presented momentarily, we show how to finish estimating E|II N |. We have 
as N → +∞. Likewise, one obtains that for any λ
We have therefore
by virtue of (5.20) and (5.23).
The proof of Lemma 5.3. Note that
Denote the first and the second term appearing on the right hand side by I N and II N respectively. Thanks to (2.5) one can estimate I N from above by
Observe that this estimate also proves (5.19). Additionally, we have
This concludes the proof of (5.20). The proof of (5.21) is similar. Suppose now that c > 0. Note that
Denote the terms appearing on the right hand side by U N , V N and W N . For an appropriate constant C > 0 we have
1,N | < 10c
Denote the first and second term appearing in the braces on the right hand side by W N respectively. We have
The first term on the right hand side is clearly less than, or equal to CN −1 λ −α for all λ > 0, N ≥ 1 and a certain constant C > 0, independent of n ≥ 0. By the Markov inequality the second term can be estimated by
by (5.19) . One can easily see that
for all λ > 0, N ≥ 1 and a certain constant C > 0, independent of n ≥ 0. Using (5.24) and the elementary estimate
we obtain
for some constants C, C ′ > 0. On the other hand, using Chebyshev's inequality we get
for all λ > 0. The constant C > 0 appearing here does not depend on N, n and λ. Thus, for some constants C, C ′ > 0, we have
as N → +∞, cf. (5.15). We have proved therefore that lim sup
where c > 0 can be chosen to be as small as we wish. Thus, lim N →+∞ E|W N | = 0. Note that
for some constant C > 0. Denote the first and the second terms on the right hand side of (5.26) by V
N respectively. Using (5.24) we obtain
for some constant C ′ > 0. This term can be made arbitrarily small by choosing a sufficiently small c > 0. On the other hand, from Chebyshev's inequality
both a.s. and in the L 1 sense, as N → +∞. Finally, we can write that U N =Ũ N −Ū N , whereŨ
We have, by the ergodic theorem,
both a.s. and in the L 1 sense. Here
We can also estimate, using stationarity of {X n , n ≥ 0}, that
1,N | > c and C > 0 is a certain constant. The conclusion of the proposition follows therefore from the L 2 -integrability of R 0 (X 1 , X 0 ) and (5.24). In addition,
6. The proof of Theorem 2.5
Tightness of the laws of {(B
), t ≥ 0}, N ≥ 1 follows from tightness of each coordinate, see [17] . We shall prove the convergence of the finite dimensional distributions of the process {θ 1 B
, t ≥ 0} for any θ 1 = 0, θ 2 = 0. To simplify the notation we shall only consider one dimensional marginals and the case when β ∈ (1, 2). 
n,N , n ≥ 1 as in (5.15) . Function R 0 (x, y) is defined by (5.3). We demonstrate that the laws of
n=0 Z n,N converge, as N → +∞, to the law of a stable random variable whose characteristic function is given by e −tψ θ 1 ,θ 2 (ξ) with
are the Lévy exponents defined in (2.10) and corresponding to indices of stability β and α. This result can be in fact easily generalized to multidimensional statistics. To further simplify considerations we only deal with the case β ∈ (1, 2). Generalization to an arbitrary β ∈ (0, 2) is routine and we leave it to a reader. Since Ψ = χ − P χ and P χ has lighter tails than Ψ(x) and t(x), thanks to (2.12) we conclude the following.
Lemma 6.1. There exists a constant C * such that
The exponent γ is the same as in (2.11).
Suppose that g(x) = x 2 ϕ(x) where ϕ ∈ C ∞ 0 (R) is such that 0 ≤ ϕ ≤ 1, supp ϕ ⊂ (a, b) and 0 < a < b. We can expand g (Z n+1,N ) using Taylor formula, up to the first derivative, around z (N ) (X n+1 ), where
and we obtain
Here z
. By virtue of (2.12) and (5.19) we conclude that there exists C > 0 such that for all λ ∈ (0, 1]
Denote the terms appearing on the right hand side of (7.23) by I N and II N respectively. To compute the limit lim N →+∞ I N we follow closely the argument made in the proof of (5.8). It is based on the following lemma. 
Proof. Suppose that γ > κ 1 > α ∨ β, where γ is the same as in (2.11), and
Observe that
To compute the limit on the left hand side of (6.4) it suffices therefore to compute the limits lim N →+∞ K (i)
Up to a term of order o(1) we have K
N , wherẽ
Repeating the argument used in the proof of (7.1) we conclude that
and likewise
We use the above lemma to calculate the limit lim N →+∞ I N . We can write I N = I
It can be shown that lim
N | = 0 precisely as the corresponding term in the proof of (5.8). From Lemma 6.2 we obtain that
On the other hand
From Hölder inequality and (2.12) we have We also have
as N → +∞. This proves that E|II N | → 0, as N → +∞.
The proof of Theorem 2.6
To simplify the notation we maintain the assumption that β ∈ (1, 2). The consideration of the other cases β ∈ (0, 1) and β = 1 can be done similarly. In fact the respective arguments are simpler than the one presented here. Denote {Z 
and lim
n,N ), where Z
n,N , Z (2) n,N are given by (6.1), and G n is the σ-algebra generated by X 0 , . . . , X n .
Postponing for the moment the proof of the above proposition we show how to use it in order to finish the proof of Theorem 2.6.
The proof of the weak convergence. This argument follows closely [8] . Below, we formulate a certain estimate of the total variation distance for counting random variable and a suitable Poisson random variable taken directly from [10] 
3) According to [15] , p. 209, this implies the convergence in question. We have
As a consequence of Proposition 7.1 we have
We also have
as N → +∞. Theorem 7.2 implies then (7.5). Define a random measure
As a consequence of Proposition 7.1 we conclude that
is continuous at any µ ∈ M loc (R 3 +,0 ), for which µ(∂ δ,∆ ′ ) = 0. Applying the continuous mapping theorem, see Theorem 2.7, p. 21 of [3] , for H we obtain that the processes {H(N ′ N )(t), t ≥ 0} converge weakly over D 2 to the process {t λ∈ δ,∆ ′ λν * (dλ), t ≥ 0}. Since the limit is a deterministic, continuous function the convergence holds also in probability in D 2 in the topology coming from the supremum norm. 
is defined analogously to (7.9). The only difference is that δ,∆ ′ is replaced, throughout the definition, by ∆ ′ .
Combining the convergence staments on Z
with Lemma 7.4 we conclude that the processes {Z
The proof of the theorem can be obtained from the above and the following facts:
|Z t (δ, ∆ ′ ) −Z t | = 0, in probability for any L > 0, (7.10) that follows from Theorem 14.27, p. 312 of [4] , and the two lemmas Lemma 7.4. For any ε > 0 and T ≥ 1 there exists
The proof of Lemma 7.4 . We only prove (7.11). The proof of (7.12) is analogous. For ∆ ′ > ∆ we can estimate the expression on the left hand side of (7.11) by
(7.14)
provided that ∆ ′ is sufficiently large (recall β ∈ (1, 2) in this case). Here we have also used the fact that P χ has lighter tails than Ψ.
The proof of Lemma 7.5 
, to prove (7.13) it suffices only to show that for any η > 0 there exists δ ∈ (0, 1) such that lim sup
Using integration by parts we obtain that the utmost right hand side equals The proof of Proposition 7.1. Since Ψ = χ − P χ and P χ has lighter tails than Ψ, thanks to (2.12) we conclude the following. The exponent γ is the same as in (2.13).
Proof. The left hand side of (7.18) can be estimated by The first term can be estimated directly from (2.13). To estimate the second term recall that Ψ = χ − P χ. Since P χ = (I − P ) −1 P Ψ we have P χ L β ′ (π) < +∞, where β ′ is the same as in condition (2.12). When β ≤ α we have |e(λ 1 ) − e(λ 2 )| ≤ e(λ 1 − λ 2 ) for all λ 1 , λ 2 ∈ R. Thus, the second term in (7.19) can be estimated by
λ αβ ′ /β (7.20) and (7.18) follows for β ′ > β. When, on the other hand β > α the second term in (7.19) can be estimated by for some constants C 1 , C 2 > 0 independent of λ. The first term can be estimated by Cλ −β/p 1 , while the second by Cλ −β ′ /q P χ L β ′ (π) . These together yield the desired bound on the first term in (7.21) . The second term can be dealt with similarly.
Suppose that g is as in the statement of Proposition 7.1. We can expand g (Z n+1,N ) using Taylor formula, up to the first derivative, around z (N ) (X n+1 ), where Denote the terms appearing on the right hand side of (7.23) by I N and II N respectively. To compute the limit lim N →+∞ I N we follow closely the argument made in the proof of (5.8). Let Λ Assuming this result for a moment we show how to calculate the limit lim N →+∞ I N . We can write I N = I 
N , repeating the above argument we can justify that it is equal, up to a term of order o(1), tõ
