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Abstract
Natural Balancing Mechanisms in Converters
J.W. van der Merwe
Department of Electric and Electronic Engineering
University of Stellenbosch
Private Bag X1, 7602 Matieland, South Africa
Dissertation: PhD(Eng) (E&E)
March 2011
This thesis investigates the natural balancing mechanisms in multilevel and mod-
ular converters using phase shifted carrier pulse width modulation. Two groups
of mechanisms are identified; a weak balancing mechanism that is only present
when the switching functions are interleaved and a strong mechanism that occurs
irrespective of the interleaving of the switching functions. It is further shown that
the strong balancing mechanism can be divided into a balancing mechanism that
depends on the direct exchange of unbalance energy and a loss based balancing
mechanism. Each of the mechanisms is discussed and analysed using a converter
where the specific mechanism dominates as example. Emphasis is placed on the
calculation of the rebalancing time constant following a perturbation. Closed form
expressions for the rebalancing time constants for each of the analysed converters
are presented.
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Uittreksel
Natuurlike Balansering Meganismes in Omsetters
(“Natural Balancing Mechanisms in Converters”)
J.W. van der Merwe
Departement Elektries en Elektroniese Ingenieurswese
Universiteit van Stellenbosch
Privaatsak X1, 7602 Matieland, Suid Afrika
Proefskrif: PhD(Ing) (E&E)
Maart 2011
Hierdie proefskrif handel oor die natuurlike balanserings meganismes van veel-
vlakkige en modulêre omsetters wat fase-skuif dragolf puls wydte modulasie ge-
bruik. Die meganismes kan in twee hoof groepe verdeel word: ‘n swak balanser-
ings meganisme wat afhanklik is van die oorvleuling van die skakelfunksies en ‘n
sterk meganisme wat voorkom ongeag of die skakelfunksies oorvleul al dan nie.
Die sterk meganisme verdeel verder in twee subgroepe, ‘n direkte oordrag van on-
balans energie en ‘n meganisme wat afhang van die verliese in die stelsel. Elkeen
van die meganismes word aan die hand van ‘n omsetter topologie waarin die spesi-
fieke meganisme oorheers beskryf en ontleed. In die ondersoek word klem geplaas
op die daarstelling van uitdrukkings om die tydskonstantes van herbalansering na
’n afwyking vir elk van die omsetter toplologieë te beskryf.
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Introduction
The quest for energy efficiency and the incorporation of so-called green energy
sources into the grid has fuelled much interest in power electronic systems during
the last 20 years. This growing demand called not only for improvements in power
semiconductors but also for novel topologies and control methods. However, al-
though power semiconductor efficiency and reliability has increased markedly,
voltage blocking and current ratings have not increased much. Therefore, increas-
ing system voltage and current requirements must be met by means of changes in
the topology and control methodology.
At device level, the blocking voltage can be increased through a series connec-
tion of switches, while a parallel connection can be used to increase the current
carrying ability. However, due to variations in device characteristics, the sharing
of the stresses among the devices must be addressed. In general, the current han-
dling abilities of semiconductor devices are sufficient for many applications, and
most innovations have so far focused on increasing the converter operating volt-
age. The best-known variants of multi level converters are the flying capacitor,
diode clamped, and cascaded converters.
On a system level, the need for higher power ratings can also be met in a similar
manner through the series and parallel connection of complete converter units, of-
ten termed cells. This modularisation of converters is often referred to as the power
electronic building block, or PEBB, concept. However, as with the interconnection
of switching devices, care must be taken to ensure the sharing of voltage and cur-
rent stresses among the different cells. In general, modular converters are created
through either a series or parallel connection of converters on the input side and
likewise on the output side. Examples would be the input-series-output-parallel
(ISOP) and input-series-output-series (ISOS) converters.
Two distinct avenues of balancing multilevel and modular converters exist: it
can either be done by actively measuring and controlling the switch stresses (active
balancing), or, by relying upon the inherent interactions of the converter states to
balance the system naturally under certain operating conditions (natural balanc-
ing).
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1.1 Research Statement
This study focuses on the natural balancing of converters. Two natural balanc-
ing mechanisms are identified, namely weak and strong. The distinction between
the mechanisms hinges on the requirement that the converter switching signals
must be interleaved. The weak balancing mechanism is only present when inter-
leaved switching (where the switching signals of different cells are phase shifted
with respect to one another) is used. Conversely, the strong balancing mechanism
is present both when interleaved switching and ordinary switching (where the cells
operate with the same switching signals) is used. Furthermore, the strong balanc-
ing mechanism consists of two sub-mechanisms: a fast acting direct exchange of
unbalance energy between the cells and a slower rebalancing that occurs due to the
different losses experienced by converters or switches that operate with unequal
voltages and/or currents.
Natural balancing can be used for many converter topologies. Most topologies
exhibit a combination of the two strong mechanisms and the weak mechanism.
This study aims to introduce the three balancing mechanisms in terms of their re-
spective methods of operation and their limitations. Each mechanism will be intro-
duced by analysing a converter topology where the discussed mechanism is either
the only mechanism or the dominant mechanism.
It will be shown that the natural balancing mechanisms will balance the con-
verters in the steady state. Furthermore, the rebalancing of converters following
external perturbations will be investigated. Time constants that describe the rebal-
ancing process will be presented. These time constants can be used in the design of
converters that operate by using natural balancing.
1.2 Research Methodology
The frequency domain method will be used as a starting point to investigate all
balancing mechanisms. With this method of analysis as a starting point, it will be
shown that the time domain method using time averaged circuit parameters can
be used to identify the strong balancing mechanisms.
The exponential Fourier series will be used to represent all switching functions
in the frequency domain, since the equivalence between multiplication in the time
domain and convolution in the frequency domain strictly only holds for the expo-
nential Fourier series.
From previous studies, it is known that the frequency domain expressions that
describe the mechanisms, especially the weak mechanism, tend to be complicated
and difficult to work with. These expressions can typically only be evaluated using
numerical methods. In this study, therefore, a concerted effort will be made to sim-
plify all expressions as much as possible by using the characteristics of the switch-
ing functions. In some cases, the resulting expressions can be simplified further
by means of certain assumptions regarding the nature of the load at the switching
frequency and above.
The expressions are simplified as much as possible to yield expressions for the
time constant that can be evaluated without using numerical methods.
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The method of describing the circuits in terms of difference and total parame-
ters will be used throughout this study. For each discussed converter, an equivalent
circuit in terms of the total and difference parameters will be presented. This alter-
nate representation of the circuit operation is beneficial, as it allows for a clear and
intuitive understanding of the balancing process.
1.3 Thesis Outline
Natural Balancing of
Phase Shifted Carrier Converters
Strong Balancing
Independent of the
interleaving of carriers
Loss Based Balancing
ISOS Converter
Chapter 5
Direct Energy Exchange
ISOP Converter
Chapter 3
Weak Balancing
Dependent on the
interleaving of carriers
Flying Capacitor Converter
Chapter 4
Figure 1.1: Thesis outline in terms of the different balancing mechanisms
Firstly, in Chapter 2, an introductory overview of multilevel and modular con-
verters will be presented. In addition, an overview will be presented of the dif-
ferent balancing theories to describe the weak balancing mechanism of the flying
capacitor converter.
Three converters are identified in each of which one of the three mechanisms
dominate. In Chapters 3, 4 and 5, the mechanisms are introduced through analysis
of these converters.
The direct strong balancing mechanism is introduced in Chapter 3 in which
the modular ISOP DC-DC converter is analysed. It will be shown that, although
the weak mechanism does theoretically have an influence, the strong mechanism
dominates. The balancing process will be discussed and it is shown that the con-
verter balances in the steady state. Furthermore, accurate time constants and an
equivalent circuit describing the rebalancing process following perturbation are
presented. The converter will also balance when non-similar cells are used, al-
though the steady state balance will reflect the mismatch. Again, time constants
and an equivalent circuit that describes the process will be presented. Further-
more, it will be shown that this strong balancing method can also be identified and
described by using time averaging methods. In conclusion, it is revealed that the
use of passive rectifiers alters the balancing mechanism. It will be shown that the
strong mechanism still functions when the direct energy exchange between the cells
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is prohibited. The operation of this strong mechanism differs in every respect from
the situation where a direct exchange is possible, but it is still a strong mechanism
as it is independent of the switching mechanism used. An equivalent rebalancing
circuit describing the rebalancing of this modified circuit will be presented.
The weak balancing mechanism is introduced in Chapter 4 by analysing the
flying capacitor converter (FCC). It will be shown that the weak balancing mecha-
nism depends on the interleaving of the switching signals. Furthermore, the time
constants for both the 2-cell and 3-cell converters can be determined directly. Al-
though the complete expressions for these time constants require the evaluation of
an infinite series, it is possible to simplify the expressions considerably by using
approximations of the load at the frequencies of interest. When these approxima-
tions of the load are used, the resulting expressions for the time constant resemble
the expressions found by means of the time domain method. Furthermore, the sys-
tem matrix for the N-cell converter naturally decomposes into symmetric and skew
symmetric parts. This decomposition will be used in conjunction with Lyapunov’s
theorem to prove that the system is stable. Furthermore, it will be shown that the
eigenvalues of the symmetric part of the decomposition can be used to determine
a maximum bound on the rebalancing time constant. It is possible, by using as-
sumptions regarding the nature of the load at the switching frequency and above,
to factorise the matrix in such a way that this can be calculated by using a closed
form expression and a value from a reference table. Finally, the results for the con-
stant duty cycle case will show that the same methods can be used to determine
a maximum bound on the rebalancing time constant for the modulated duty cycle
converter.
In Chapter 5, the discussion of the ISOS DC-DC converter introduces the loss-
based strong balancing mechanism. According to analysis in the frequency domain
the weak balancing mechanism is active in this converter and the strong balancing
mechanism that relies on direct energy exchange is not. This result is confirmed in
time domain simulations, where balancing occurs only when interleaved switching
is used. However, in practical systems, balancing occurs irrespective of the switch-
ing regime used. It will be shown that the cells experience different losses when
the system is unbalanced. The unbalance dependent losses serve as the balancing
mechanism.
1.3.1 Theory Verification
Throughout this study the presented theory will be verified through comparison
with detailed time simulations and in some cases practical measurements. In an
effort to improve the readability of the text these results are included in the text
and not in a separate chapter.
For some topologies only measured results are used while other topologies are
investigated using only simulations. The following points are noted in an effort to
address this discrepancy:
1. In many of the investigated topologies precise knowledge of the converter is
needed to describe the natural balancing properties accurately. This is espe-
cially true for the weak balancing mechanism. By investigating the balancing
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mechanisms through simulation all parameters are implicitly known and the
mathematical model can be compared to the simulation result to verify the
model.
2. Once the mathematical model is verified against the simplified equivalent
circuit, that was used for the time domain simulation, the accuracy of the
assumptions in deriving the equivalent circuit can be tested through compar-
ison of the mathematical model to practical measurements. This approach
was followed in the investigation of the weak balancing mechanism in the
FCC.
3. For some topologies it was not possible to follow both approaches, notably
for the different ISOP DC-DC converter topologies. For the converter with
active rectifiers only simulation results are presented. The reason for this is
twofold: no experimental converter was available and secondly the balanc-
ing mechanism is such that the risk of modelling errors is low. Conversely, for
the converter with passive rectifiers only measured results are presented. Ev-
ery effort was made to simulate the converter, however a stable and reliable
model that describes the results could not be found. It is believed that this
failure is due to the highly non linear behaviour of the system, the currents
are in discontinuous conduction mode, and the large differences in the circuit
time constants that are of concern.
4. A short description and photographs of the practical hardware are included
in Appendix D.
5. Python script files that was used for the time domain simulations are included
in Appendix C.
1.4 Summary of Contributions
The main contributions of this study to the body of knowledge are:
1. A model for the balancing of non-similar cells connected in input-series-output-
parallel is presented.
2. The effects of passive rectification on the balancing of the ISOP converter are
investigated. A model for the rebalancing of the converter is presented.
3. Simple expressions for the rebalancing time constant for the 2-cell FCC are
presented. The expressions were derived by using frequency domain meth-
ods but they resemble the expressions found through time domain analysis.
4. It is shown that the time constants for the 3-cell FCC can also be written down
directly, for most loads.
5. For the N-cell FCC, it is shown that:
a) The system matrix decomposes naturally into the sum of a symmetric
matrix and a skew-symmetric matrix.
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b) Using Lyapunov’s theorem it is proven that the FCC is stable. Previous
studies used a stability model that was inferred from the system opera-
tion.
c) The eigenvalues of the symmetric matrix can be used to describe a max-
imum bound on the rebalancing time constant of the FCC.
d) The symmetric matrix can be factorised using assumptions regarding
the nature of the load at the switching frequency and above. Using this
factorisation it is possible to formulate a closed form expression for the
maximum rebalancing time constant that can be calculated by using a
look-up table.
e) The rebalancing time constant depends on the characteristics of the load,
and specifically the ratio Re {Z(ω)} /|Z(ω)|2 at the multiples of the switch-
ing frequency.
6. It is shown that the ISOS converter balances naturally, in contrast to previous
studies concluded that the ISOS converter cannot balance naturally.
7. It is shown that switching losses and other voltage dependent losses have a
natural balancing influence.
Although not described in this thesis, the following contributions were also
made:
1. A model for the natural balancing of a 2-cell back-to-back active rectifier
and DC-DC converter connected in cascaded input parallel output was de-
veloped. This model is described in detail in [1]. This model was used to
construct a 3.8 kV to 800 V (AC to DC) converter as part of a solid-state trans-
former prototype.
2. A model for the natural balancing of the cascaded active rectifier was devel-
oped [2]. The model is able to describe the effect of non-similar loads on the
steady-state voltages.
3. A balancing scheme for a modular three-phase solid-state transformer pro-
totype was developed that relies on natural balancing. This scheme will be
described in a later publication.
Chapter 2
The Power Electronic Building
Block, Multilevel Converters and
the Balancing Problem
The quest for converters operating at higher voltage and power levels gave rise to
the investigation of multilevel and modular converters. Multilevel converters, such
as the diode clamped converter, the flying capacitor converter (also known as the
capacitor clamped or multi-cell converter), can operate at voltages higher than the
ratings of the individual switches [3; 4]. Another advantage of multilevel convert-
ers is that the output generates a stepped voltage when the switching functions of
the switches in a phase leg are interleaved. This interleaving not only reduces the
harmonic content of the output voltage, but also reduces the output filter require-
ments [5]. Multilevel converters, including cascaded converters, are often used in
drive applications [6; 7; 8].
The output power of a converter can also be increased by operating many simi-
lar converters in parallel, such as in the inter-cell flyback converter [9]. However, it
is also possible to increase both operating voltage and current by combining many
similar modules both in series and in parallel. The use of several similar converters
together is the cornerstone of the power electronic building block (PEBB) concept.
Apart from the increase in current and voltage ratings, the use of smaller similar
modules can also increase the reliability of the total system through the inclusion
of redundant modules. Other advantages include the reduction of harmonic con-
tent through interleaving of the cell switching information and a decrease in costs
achieved by mass manufacturing of smaller modules and reduced maintenance re-
quirements. The modular approach is currently used in industry for very large
converters, such as a 63 MVA electromagnetic aircraft launch system demonstrator
built by ABB [10]. The modular approach is also used in railroad applications due
to the high power requirements [11; 12; 13] as well as in high power drives [14; 15].
The solid-state transformer (SST), concept is another candidate where the mod-
ular converter concept can be used effectively. Due to its high voltage rating re-
quirements the SST must consist of either traditional multilevel converters [16; 17]
or a modular arrangement [18; 1; 19; 20; 21; 22; 23]. It is also possible to use a
combination of the two systems [24], among others.
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In both multilevel and modular converters, the voltage balancing among the
different levels (or cells) and current balancing in the case of modular converters
is of concern. Many different active balancing methods for the different convert-
ers can be found in the literature. However, these methods require complicated
measuring circuits, and they need to manipulate the switching functions of indi-
vidual cells or switches to achieve and maintain converter balance. Conversely,
it is true that most converters exhibit some natural balancing (also called self-
balancing) characteristics. These balancing methods have been described for the
FCC [25; 26; 27; 28], the diode clamped converter [29; 30], the modular DC-DC
converter topologies [31] and the series stacked series injection power quality con-
verter [32; 33] to name a few.
The study of natural balancing in converters is not only important when the
natural balancing method is considered as primary converter balancing mecha-
nism, but also when active balancing is considered. The study of natural balancing
reveals the interactions between the cell voltages (and currents in some converter
topologies), the switching functions and the rest of the converter state variables.
Manipulation of the switching functions during active balancing without consid-
ering these interactions can lead to unanticipated interactions and even system in-
stability.
Two avenues of analysing natural balancing characteristics exist, involving anal-
ysis in either the frequency domain or the time domain. Some converters, such as
the ISOP converter, exhibit a strong balancing method where the unbalance en-
ergy can be exchanged directly between the different cells. This method will be
described in detail in Chapter 3. The strong mechanism can be identified by using
circuit averaging techniques and analysis in the time domain. However, another
weak balancing method exists where an exchange of energy occurs through the in-
teractions between the load current and the switching functions used. Originally,
these interactions were solely studied in the frequency domain but, more recently,
a method was developed to study these interactions in the time domain.
The remainder of this literature review will be devoted to a discussion of the
different methods used to identify and analyse the weak balancing mechanism.
The FCC has only the weak balancing mechanism and is therefore the converter
analysed during this discussion.
2.1 Analysis of the FCC in the Frequency Domain
2.1.1 Meynard et al.
The assumptions and definitions are [34]:
1. All switches are ideal, with the on state voltage, the off state current, as well
as both the switching time and delays, all equal to zero.
2. The switching function applied to switch k is defined as sk(t) ∈ 0, 1.
3. The voltage variations of both the floating capacitor voltages and the source
are so small that they can be regarded as a constant over a switching period.
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4. The load has a time constant much larger than the switching period so that,
at each switching period, the load current is in the steady state.
5. The voltage state vector is defined by the voltages of the flying capacitors,
v =
[
v1 v2 . . . vN−1
]T . (2.1.1)
6. The switching function of the kth switch is defined as a duty cycle dk with a
phase shift φk.
Vt
dN ; φN
iN +vN−1−CN−1
dk+1; φk+1
ik+1 +vk−Ck
dk; φk
ik +vk−1−Ck−1
dk−1; φk−1
ik−1 +v1−C1
d1; φ1
i1 i
vN vk+1 vk vk−1 v1
+ vo -
Figure 2.1: Circuit definitions used in the Meynard model
The balancing model is generated by following the steps below:
1. Given the state of the system as vector v, the source Vt and the control signals
(dn and φn), determine the amplitude and voltage harmonics across the kth
bottom switch, Vsk(n), 1 ≤ k ≤ N.
2. The unfiltered output voltage vo is the sum of the voltages across the bottom
switches. Each harmonic of this output voltage is calculated and written as
Vo(n).
3. Using the unfiltered output voltage and knowledge of the load, the output
current harmonics magnitude In at an angle ψn can be calculated.
4. The average current over a switching period in each switch, iˆk can be cal-
culated as a function of the phase shift between the control signal and the
current harmonic.
5. The average current in the flying capacitor is the difference between the av-
erage current in two adjoining switches.
6. The variation in the state vector can be calculated by using the value of the
flying capacitors and the average current through them.
The model can be calculated for any harmonic n by using the switching function
of the kth switch given as
Sk(n) =
1
2pi
sin(npidk)ejnφk . (2.1.2)
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The voltage across switch k is equal to vk − vk−1 when in the off state and equal to
zero when conducting. Therefore, the unfiltered output voltage, which is found as
the sum of the voltages across the N switches, can be written as
Vo(n) =
N
∑
k=1
Sk(n) (vk − vk−1) , (2.1.3)
or in matrix form
Vo(n) = 2
[
S1(n) − S2(n) S1(n) − S2(n) . . . SN(n) − SN−1(n)
]

v1
v2
...
vN−1
+ 2SN(n)Vt.
(2.1.4)
The load current at the nth harmonic is found as
In =
Vo(n)
Zn
= |In|ejψn . (2.1.5)
This current generates a current through the kth bottom switch that depends on the
switching function. The average current in the switch is therefore
iˆk(n) =
1
2pi
∫ −φk+dkpi
−φk−dkpi
|In| cos(nξ + ψn)dξ
=
|In|
2npi
{
sin(−nφk + ndkpi + ψn)− sin(−nφk − ndkpi + ψn)
}
=
|In|
npi
sin(ndkpi) cos(nφk − ψn)
= Re
{
S∗k(n) In
}
. (2.1.6)
Since the change in the state vector due to the current generated by switching har-
monic n can be found as
Ck
d
dt
vk(n) = Ik+1(n) − Ik(n), (2.1.7)
the following is true
d
dt
vn = Re


1
C1
(
S∗2(n) − S∗1(n)
)
1
C2
(
S∗3(n) − S∗2(n)
)
...
1
CN−1
(
S∗N(n) − S∗N−1(n)
)
 In

. (2.1.8)
Substituting the definition of In back yields
d
dt
vn = Anvn + bnVt, (2.1.9)
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where
An = 2Re


1
C1
(
S∗2(n) − S∗1(n)
)
1
C2
(
S∗3(n) − S∗2(n)
)
...
1
CN−1
(
S∗N(n) − S∗N−1(n)
)

1
Zn
sn

sn =
[
S1(n) − S2(n) S1(n) − S2(n) . . . SN(n) − SN−1(n)
]
bn = 2Re


1
C1
(
S∗2(n) − S∗1(n)
)
1
C2
(
S∗3(n) − S∗2(n)
)
...
1
CN−1
(
S∗N(n) − S∗N−1(n)
)

1
Zn
SN(n)

When the first Q harmonics are taken into account, the total average current through
the flying capacitors can be found as
iˆ =
d
dt
v =
Q
∑
n=1
Anvn + bnVt. (2.1.10)
This can be rewritten as
v˙ = Av + bVt (2.1.11)
where
A = −2Re {CD}
b = 2Re {Ce}
C =

S∗1(1)−S2(1)
C1
S∗1(2)−S2(2)
C1
· · · S
∗
1(Q)−S2(Q)
C1
S∗2(1)−S3(1)
C2
S∗2(2)−S3(2)
C2
· · · S
∗
2(Q)−S3(Q)
C2
...
...
. . .
...
S∗N−1(1)−SN(1)
CN−1
S∗N−1(2)−SN(2)
CN−1 · · ·
S∗N−1(Q)−SN(Q)
CN−1

D =

S1(1)−S2(1)
Z1
S2(1)−S3(1)
Z1
· · · SN−1(1)−SN(1)Z1
S1(2)−S2(2)
Z2
S2(2)−S3(2)
Z2
· · · SN−1(2)−SN(2)Z2
...
...
. . .
...
S1(Q)−S2(Q)
ZQ
S2(Q)−S3(Q)
ZQ
· · · SN−1(Q)−SN(Q)ZQ

e =
[
SN(1)
Z1
SN(2)
Z2
· · · SN(Q)ZQ
]T
The characteristics of the flying capacitor balancing process can be studied through
numerical analysis of the presented model. The main conclusions and recommen-
dations are:
1. The natural balancing process has been identified. It has been shown that the
balancing process depends on:
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a) The interleaving of the cells.
b) The interactions of the current harmonics and the switching functions.
c) The requirement that all switches operate with the same duty cycle. Op-
erating two or more cells at different duty cycles results in unbalance.
2. The accuracy of the model does not increase significantly when the number of
harmonics is increased beyond a certain point. It is suggested that this point
lies somewhere between the number of cells used and 10.
3. The balance booster has been identified. It has been shown that the balance
booster decreases the impedance at a specific frequency, thus resulting in an
increased current ripple and faster rebalancing.
4. The FCC balances naturally for both constant and modulated duty cycle.
5. The model can be used to design and model active balancing mechanisms
[35].
2.1.2 Yuan, Stemmler and Barbi
∑
DC component in
the clamping Capacitor
current (zero in the
steady state)
+
DC component in
the clamping
Capacitor current
Charging or
discharging of
the Capacitor
clamping voltage Switching
functions
Load voltage
Load
impedance
load currentSwitching
functions
DC component in
the clamping
Capacitor current
Figure 2.2: Spontaneous clamping capacitor current control loop in a 2-cell FCC
The model explains the natural balancing with the aid of a spontaneous clamp-
ing capacitor control loop, shown in Fig. 2.2. The model is developed in full for
2-cell and 3-cell converters although it could theoretically be extended to any num-
ber of cells. The method used for the 2-cell is discussed here.
The main assumptions and definitions are:
1. The converter operating with a modulated duty cycle is studied.
2. The switching functions are defined as s(t) ∈ {0, 1}.
3. The charge balance in the flying capacitors is studied.
4. The PWM signals are created by comparing triangular carriers with frequency
fc and a reference signal with frequency fr.
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The switching functions are expressed in the frequency domain by using the
double Fourier series with positive frequency entries as:
s1(t) =
1
2
+
ma
2
sin(ωmt) +
∞
∑
m=1,3,5
(−1)m+12 2J0(
mmapi
2 )
mpi
sin(mωct)
+
∞
∑
m=1,3,5
±∞
∑
n=±1,±3
2Jn(mmapi)
mpi
sin
(mpi
2
)
cos(mωct + nωrt−mpi)
+
∞
∑
m=2,4
±∞
∑
n=±1,±3
2Jn(mmapi)
mpi
cos
(mpi
2
)
sin(mωct + nωrt−mpi)
s2(t) =
1
2
+
ma
2
sin(ωmt)−
∞
∑
m=1,3,5
(−1)m+12 2J0(
mmapi
2 )
mpi
sin(mωct)
−
∞
∑
m=1,3,5
±∞
∑
n=±1,±3
2Jn(mmapi)
mpi
sin
(mpi
2
)
cos(mωct + nωrt−mpi)
+
∞
∑
m=2,4
±∞
∑
n=±1,±3
2Jn(mmapi)
mpi
cos
(mpi
2
)
sin(mωct + nωrt−mpi)
The unfiltered output voltage is
vo = s2v1 + s1(Vt − v1)− Vt2
=
Vt
2
(s1 − s2 − 1) + (s1 − s2)
(
Vt
2
− vˆ1
)
+ (s1 − s2) (vˆ1 − v1) , (2.1.12)
where vˆ1 is the DC average of the flying capacitor voltage. Let ∆v1 denote the vari-
ation of the flying capacitor voltage from the steady state, then the corresponding
variation in output voltage is
∆v0 =∆v1
{ ∞
∑
m=1,3,5
(−1)m+12 4J0(
mmapi
2 )
mpi
sin
(
mωct− pi2
)
+
∞
∑
m=1,3,5
±∞
∑
n=±2,±4
4Jn(mmapi)
mpi
sin
(mpi
2
)
cos(mωct + nωrt−mpi)
}
. (2.1.13)
If the load impedance can be described as Z(ω)∠θ(ω) at all relevant frequencies,
then the variation in load current can be found from the expression describing the
variation in output voltage. This load current variation is reflected back as a varia-
tion in flying capacitor current, ic as
∆ic = ∆Iload(s1 − s2), (2.1.14)
CHAPTER 2. THE POWER ELECTRONIC BUILDING BLOCK, MULTILEVEL
CONVERTERS AND THE BALANCING PROBLEM 14
with DC component
∆ic(DC) = ∆v1G
G =
1
2
∞
∑
m=1,3,5
{(
(−1)m+12 4J0(
mmapi
2 )
mpi
)2 1
Z(mωc)
cos(θ(mωc)
}
+
1
2
∞
∑
m=1,3,5
±∞
∑
n=±2,±4
{(
4Jn(mmapi)
mpi
sin
(mpi
2
))2 1
Z(mωc + nωr)
cos(θ(mωc + nωr)
}
.
(2.1.15)
The rebalancing time constant is therefore
τ =
C
G
. (2.1.16)
The main conclusions and recommendations are:
1. The FCC rebalances when the load is not purely reactive.
2. When more cells are used, the spontaneous clamping capacitor current loop
changes to allow for coupling between the different current loops.
3. The balancing time constant increases, as the capacitance of the flying ca-
pacitor, the load impedance amplitude and the load impedance angle are in-
creased. The balancing time constant decreases with modulation index.
4. Slight unbalances might exist in the steady state when asymmetries in the
system are taken into account.
5. Due to the natural balancing mechanism, the FCC may work without active
control of the clamping voltages. However, a pseudo load might be needed
to deal with light or reactive loads.
2.1.3 Wilkinson and Mouton
The main assumptions and definitions are [26; 36; 28]:
1. All switches are ideal, with the on state voltage and the off state current, as
well as both the switching time and delays all equal to zero.
2. The switches in each cell are operated as a complementary pair.
3. The switching function applied to switch k is sk(t) ∈ {−1, 1}.
4. The FCC is modelled in terms of total and difference parameters. The same
approach is also used in this thesis.
5. The ‘integrals over groups of harmonics’ method is used to analyse the sys-
tem.
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The positive frequency double Fourier series is used to describe the switching
functions in the frequency domain. The switching function of the kth cell is
sk(t) = A00 +
∞
∑
m=1
{
Am0 cos
(
mωst− 2mpikN
)
+ Bm0
(
mωst− 2mpikN
)}
+
∞
∑
m=1
∞
∑
n=1
{
Amn cos
(
mωst + nωrt− 2mpikN
)
+ Bmn sin
(
mωst + nωrt− 2mpikN
)}
(2.1.17)
where
Amn + jBmn =

2j
mpi Jn
(mpima
2
)
(1+ ejmpi) for m 6= 0 and n odd
2
jmpi Jn
(mpima
2
)
(1− ejmpi) for m 6= 0 and n even
jma for m = 0 and n = 1
0 otherwise.
When the total and difference switching functions are investigated, the ‘inte-
grals over groups of harmonics’ concept shows that the difference switching func-
tions interact with one another. No interaction between the total and difference
switching functions is found
|St(ω)||Sdi(ω)| ≈ 0 for i = 1, 2, . . . , N − 1, (2.1.18)
when the switching frequency is sufficiently larger than the modulation frequency.
The interactions between the individual difference switching functions can be de-
scribed by investigating the integral over the harmonic groups. Since it is true that
|Sd1(ω)| = |Sd2(ω)| = |Sdi(ω)|, (2.1.19)
these interactions can be described by using similar variables, for q ∈ {0, 1, 2, . . .}
λ0 =
∫
m=qN
|Sd1(ξ)|2
Z(ξ)
dξ = 0
λ1 =
∫
m=qN+1
|Sd1(ξ)|2
Z(ξ)
dξ
...
λN−1 =
∫
m=qN+(N−1)
|Sd1(ξ)|2
Z(ξ)
dξ. (2.1.20)
Using these descriptions, the circuit operation is described in the form
d
dt
vd = − 1C 2Re {A} vd, (2.1.21)
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where
A =

N−1
∑
i=1
λi
N−1
∑
i=1
λiej
2pii
N · · ·
N−1
∑
i=1
λiej
2pi(N−2)i
N
N−1
∑
i=1
λiej
2pi(N−1)i
N
N−1
∑
i=1
λi · · ·
N−1
∑
i=1
λiej
2pi(N−3)i
N
...
...
. . .
...
N−1
∑
i=1
λiej
2pi(N−2)i
N
N−1
∑
i=1
λiej
2pi(N−3)i
N · · ·
N−1
∑
i=1
λi

vd =
[
vd1 vd2 · · · Vd(N−1)
]T .
The system can be studied by numerically constructing A and extracting the
location of the system roots. The main conclusions and recommendations are:
1. There are values of constant duty cycle and N where det(2Re {A}) = 0. Since
the determinant of a matrix is the product of the eigenvalues, this implies that
one or more eigenvalues are equal to zero. It is possible that the system will
not rebalance in this case.
2. The locations of the eigenvalues were estimated by calculating the spectral
radius of A and using Gerschgorin circles. However, for systems with N > 2,
the spectral radius and the entries of A used to construct the Gerschgorin
circles must be calculated numerically. Once A is constructed, it is trivial to
calculate the exact location of the eigenvalues by using Python or MATLAB.
Furthermore, the intersection of the Gerschgorin circle and the spectral radius
often included part of the right hand side of the complex plane.
3. The inductor ESR was not modelled.
4. There are specific values of constant duty cycle where unbalance can occur.
5. Natural balance will occur when all of the following are true:
a) When modulated duty cycle is used, or constant duty cycle where
det(2Re {A}) 6= 0.
b) When the load is such that Re {Z(ω)} > 0.
c) When there is no overlapping of the switching frequency harmonics,
|Sd1(ω)||St(ω)| = 0.
2.1.4 McGrath and Holmes
The unique model definitions are [25; 37; 38]:
1. The number N is defined as the number of levels and not the number of cells.
2. The switching functions are defined as Sn(t) ∈ {0, 1}.
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From the circuit operation, the flying capacitor current is given by
Cn
dvn(t)
dt
= (Sn+1(t)− Sn(t)) io(t) (2.1.22)
for n = 0, 1, . . . , N − 2. The load current, io(t) is determined from the output volt-
age of the converter as(
R + L
d
dt
)
=
(
2SN(t)− 1
)Vt
2
−
N−2
∑
n=1
(
Sn+1(t)− Sn(t)
)
vn(t). (2.1.23)
The double Fourier series, with positive frequency entries, is used to describe
the switching functions in the frequency domain. The switching function is defined
as:
Sn(t) =
1
2
+
ma
2
cos(ω0t) +
∞
∑
k=1
∞
∑
m=−∞
Ckm cos(kωst + kφs + mω0t) (2.1.24)
Ckm =
2
kpi
sin
(
(k + m)
pi
2
)
Jm
(
k
pi
2
ma
)
(2.1.25)
When the switching signals are interleaved, the switching signal phase shift of the
nth cell is
φs,n =
2pi(n− 1)
N − 1 . (2.1.26)
The results are combined to yield the following combined switching functions, with
reference to (2.1.23):
Sn+1(t)− Sn(t) =
∞
∑
k=1
∞
∑
m=1
Akm cos(ωkmt + θn,k) (2.1.27)
2SN−1(t)− 1 = ma cos(ω0t) +
∞
∑
k=1
∞
∑
m=−∞
Bkm cos(ωkmt + γk) (2.1.28)
ωkm = kωs + mω0 (2.1.29)
Akm = 2 sin
(
kpi
N − 1
)
Ckm
Bkm = 2Ckm (2.1.30)
γk =
2k(N − 2)pi
N − 1 (2.1.31)
θn,k = k
(2n− 1)pi
N − 1 +
pi
2
(2.1.32)
The model first considers a single harmonic frequency ωkm. If the load is de-
fined as
Zkm = |Zkm|ejψkm , (2.1.33)
the output current at the frequency can be found as
io,km(t) =
Bkm
|Zkm| cos(ωkmt + γk − ψkm)
Vt
2
−
N−2
∑
n−1
Akm
|Zkm| cos(ωkmt + θnk − ψkm)vn(t).
(2.1.34)
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The flying capacitor current is found by substituting (2.1.34) and (2.1.27) into
(2.1.23). This result depends on the multiplication of two sinusoids with the same
frequency and yields a DC term and a double frequency harmonic. Since only
the low frequency effects are of interest, only the DC term is used. The change in
the flying capacitor voltage due to the current harmonic at ωkm can therefore be
described as
Cn
dnn,km(t)
dt
= AkmBkmRe
{
ejγk e−jθnk
4Zk
}
Vt −
N−2
∑
i=1
A2kmRe
{
ejθlk e−jθnk
2Zkm
}
Vi(t), (2.1.35)
or in matrix form as
v˙km(t) = Akmv(t) + BkmVt (2.1.36)
where
v(t) =
[
v1(t) v2(t) · · · vN−2(t)
]T (2.1.37)
Akm = −Re
{
C−1Λ∗kmΛ
T
km
2Z(jωkm)
}
(2.1.38)
Bkm = Re
{
C−1Λ∗kmΨ
T
km
4Z(jωkm)
}
(2.1.39)
Λkm = Akm
[
eθ1,k eθ2,k · · · eθN−2,k ]T (2.1.40)
Ψkm = Bkmejγk (2.1.41)
C =

C1 0 · · · 0
0 C2 · · · 0
...
...
. . .
...
0 0 · · · CN−2
 . (2.1.42)
The contribution of the different harmonics can be summed together to create a
linearised model
v˙(t) = Av(t) + BVt (2.1.43)
where
A =
∞
∑
k=1
∞
∑
m=−∞
Akm (2.1.44)
B =
∞
∑
k=1
∞
∑
m=−∞
Bkm. (2.1.45)
This is a noteworthy result in that the representation of two signals multiplied
in the time domain typically requires the evaluation of the convolution of the fre-
quency domain representations over all frequencies. The representation of the con-
volution in terms of an infinite summation will be used extensively in this thesis.
This linearised model is used extensively by McGrath and Holmes. The model
is applied to different FCC topologies and applications. In general, linear systems
analysis techniques such as the root locus are used to investigate the balancing
behaviour. The eigenvalues are calculated through numerical processes by using
the presented linearised model. The main conclusions and recommendations are:
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1. The balancing process is driven by output current ripple. Hence, the system
poles depend on switching frequency, modulation index and load.
2. The locations of the poles in the complex plane depends on the ratio of the
inductance and resistance, for LR-type loads. However, as the pole locations
are calculated numerically, no closed form expression to explain this depen-
dence is presented.
3. The skin- and proximity effects play a significant role in the balancing pro-
cess.
4. The order of interleaving influences the balancing process. The locations of
the poles are not affected by changing the interleaving order, but the locations
of the zeros are altered significantly.
5. A model is developed for three phase drive applications where the output
current from phases b and c can influence the balancing dynamics of phase a.
6. The effect of the induction machine slip is negligible and can be ignored. This
implies that the balancing properties are independent of the mechanical load.
7. The induction machine parameters must be adjusted to account for skin- and
proximity effects as well as for the dependence of motor leakage inductance
on excitation frequency.
8. Near perfect pole-zero cancellation occurs in constant Volts/Hertz drive ap-
plications resulting in an apparent order reduction.
9. There is a trade-off between the rebalancing time constant and the steady-
state balance booster loss when designing the balance booster resistance.
10. It is possible to preserve the natural balancing properties by using modula-
tion schemes other than phase shifted interleaving. The phase disposition
method or centred space vector PWM methods can be used with the benefit
of decreased output voltage THD. However, state machines are required to
ensure that the switching pulses are distributed equally among the cells [38].
2.2 Analysis of the FCC in the Time Domain
The approach of the analysis of switched systems [39] requires the description of m
continuous-time systems by:
x˙(t) = fi(x(t)), i = 1, . . . , m, (2.2.1)
where x(·) ∈ Rn is the state vector and fi(·) : Rn → Rn describes the circuit
dynamics. A switched system is a mathematical model in the form:
x˙(t) = fs(t)(x(t)), (2.2.2)
where s(·) ∈ {1, . . . , m} is the switching law. By using this approach, it is possible
to model a system that switches between m subsystems or states. The switching
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law depends on the control algorithm or strategy used, as well as on the type of
modulator and the states of the controlled circuit parameters. However, in open
loop systems it is possible to generate a function, s(t), that describes which subsys-
tem is active at which time.
This method of describing a switching system is well known and is often used
as a departure point in the generation of a small-signal model by using state-space
averaging [40]. This description is also used for time domain simulations; all simu-
lation results presented in this thesis were obtained by using this method or some
derivative of it.
For time domain simulations, the system is described by using (2.2.2) and ig-
noring non-linear terms; in other words, all the subsystems are linear. If all the
subsystems are linear, then the derivative of the state vector can be expressed as:
x˙(t) =

A1x(t) + b1g(t) 0 ≤ t < t1
A2x(t) + b2g(t) t1 < t ≤ t2
...
...
(2.2.3)
Here g(t) describes external influences that are invariant on the state vector, i.e.
sources. The solution can be found, with a time step of ∆t as [40]:
x(t) = x(t− ∆t) +
∫ t
t−∆t
Ai(ξ)x(ξ) + bi(ξ)g(ξ)dξ (2.2.4)
where ξ is an integration variable. Although the circuit description changes abruptly
during switching, the state variables typically have relatively long time constants,
thus ensuring low current and voltage ripple (which is true for practical convert-
ers). Therefore the solution at t = t−1 is used as an initial condition to calculate the
solution at t > t1, thereby stitching together the solutions of the different switched
subsystems.
The primary argument for the analysis of the FCC in the time domain is that,
even if all subsystems are linear, i.e. in the form of (2.2.3), the solutions might
demonstrate highly non-linear behaviour [41], suggesting that frequency domain
methods might not be applicable. The time domain analysis considers the analyti-
cal solutions for the m linear differential equations corresponding to the m different
switching states. By combining the different solutions according to the switching
law, certain deductions and conclusions can be made from the resulting time do-
main expression.
The analytical solution can be found by applying one of the fundamental theo-
rems of linear systems with constant coefficients. If at time t = τ the state vector is
x(τ) and assuming the ith switching state to be active, then it follows that [41] (and
with a constant source, i.e. g(t) = V)
x(t) = eAi(t−τ)x(τ) + ci(t− τ), (2.2.5)
where
ci(t− τ) = V
∫ t
τ
eAi(t−ξ)bidξ. (2.2.6)
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In the ideal case, where the switching law can be explicitly defined, the switch-
ing law will be periodic with some frequency. In the case of PWM converters oper-
ating with a constant duty cycle, the switching law will be periodic with a period
that is a multiple of the switching period. When the duty cycle is modulated, as
in the case of inverters, the switching law will be periodic with a period that is a
multiple of the modulation period, if the switching frequency is a integer multiple
of the modulation frequency. If the switching frequency is not an integer multiple
of the modulation frequency, the switching law could have a period many times
larger than the modulation function’s or, in the case of a non-rational multiple, the
switching law could be non-periodic.
If the switching law is periodic, then the solution of (2.2.5) can be applied re-
peatedly. Let ti denote the switching times, i.e. the instants in time where the
switching takes place. Let the switching law be periodic with a period of tm and
let it switch through the m states in sequence. The length of time that each sub-
system is active is defined as ∆ti and it is further defined as ∆ti = ti − ti−1 such
that tm = ∑mi=1 ∆ti. Using (2.2.5) the solutions for the state vector at the switching
transitions can be found as:
x(t1) =eA1∆t1 x(0) + c1(∆t1)
x(t2) =eA2∆t2 x(t1) + c2(∆t2)
x(t3) =eA3∆t3 x(t2) + c3(∆t3) (2.2.7)
...
x(tm) =eAm∆tm x(tm−1) + cm(∆tm)
x(tm+1) =eA1∆t1 x(tm) + c1(∆t1)
...
Combining the first m equations yields
x(tm) = Φx(0) + b, (2.2.8)
where
Φ =
m
∏
i=1
eAi∆ti (2.2.9)
and
b =
m
∑
i=1
(
ci(∆ti) ·
m
∏
k=i+1
eAk∆tk
)
. (2.2.10)
Since the switching law is periodic, the solution at multiples of tm can be found as:
x(tm(k+1)) = Φx(tmk) + b, k = 1, 2, . . . (2.2.11)
The matrix Φ is called the fundamental matrix, and it contains all the informa-
tion required to solve (2.2.2) with any initial conditions at time instants that are
multiples of the switching law period. However, it is difficult to find an analytical
expression for Φ except for simple circuit configurations and converters operat-
ing under the condition where the number of different subsystems, or m, is low or
repeating often, and the switching law period is small.
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The earliest documented use that could be found of this method to study natu-
ral balancing was used to analyse a series stacked power quality conditioner [33].
However, mostly because the system in question was operational with modulated
duty cycle, an analytical expression for Φ was not forthcoming. However, by in-
vestigating certain special cases and using Floquet theory, several insightful obser-
vations regarding the natural balancing method could be made.
It is possible to calculate the fundamental matrix Φ numerically. The rebalanc-
ing time constants could also be extracted from this matrix. However, no real un-
derstanding of the balancing process or information to enable the design of systems
with enhanced natural balancing properties is forthcoming out of such a numeri-
cal calculation. At best, such a calculation would provide the same insight as a
time-domain simulation, albeit much faster than using circuit based time domain
integration methods [33].
The 2-cell FCC operating with a LR load and with constant duty cycle, was
analysed using this method [41]. Under these conditions, there are only four sub-
systems, of which two are equivalent, and two state variables namely the flying
capacitor voltage and the load inductor current. In this case, it is possible to find
an analytical expression for Φ. The eigenvalues of the matrix are related to the
balancing time constants as
τi =
tm
ln ϕi
, (2.2.12)
where tm is the switching law period and ϕi are the eigenvalues of Φ.
2.2.1 2-Cell Example
Consider the 2-cell FCC presented in Fig. 2.3. Four switching states can be identi-
fied as described in Table 2.1. Using the circuit and the switching states, the state
variables, io and v1, can now be described during each state. During the following
discussion, it will be assumed that the duty ratio is higher than 50%, or equiva-
lently, that two triangular carriers with bounds at +1 and -1 are used and that the
reference function has a positive value. In this case, switching state s3 does not oc-
cur. The switching states will occur in the sequence . . . , s1, s2, s1, s4, . . . The system
will be described, for each of the unique states, as a linear time invariant system by
using the form
x(t) =
[
io(t)
v1(t)
]
(2.2.13)
x(t) =A(t)x(t0) + b(t)
Vt
2
, (2.2.14)
where the initial value of the state vector is described by x(t0).
2.2.1.1 Description of the System during State 1
During switching state 1, the capacitor is completely disconnected from the system
and the circuit operation can be described as in Fig. 2.4. Let the system enter state
CHAPTER 2. THE POWER ELECTRONIC BUILDING BLOCK, MULTILEVEL
CONVERTERS AND THE BALANCING PROBLEM 23
Table 2.1: Different switching states for the 2-cell FCC: Example of time domain analysis
Switching state Switches on
s1 S0 + and S1+
s2 S0 + and S1−
s3 S0 − and S1−
s4 S0 − and S1+
S1−
S0−
S0+
S1+
Vt
2
Vt
2
C −v1
+ L
io
r
Figure 2.3: Two cell FCC: Example of time domain analysis
Vt
2
L
io
r
Figure 2.4: The 2-cell FCC during switching state 1
1 at time t0, then the state variables during this state can be described by
x(t) =A1(t)x(t0) + b1(t)
Vt
2
A1(t) =
[
e
−tr
L 0
0 1
]
(2.2.15)
b1(t) =
[
1
r
(
1− e−trL
)
0
]
(2.2.16)
2.2.1.2 Description of the System during State 2
During state 2, the system can be described by means of the circuit of Fig. 2.5.
During this state, the system would exhibit the oscillatory response of a LCR circuit.
Although the resistor r will influence the oscillation frequency, it is assumed that,
if the resistor is small enough, then this variation will be negligible and that it can
be ignored. Let the system enter state 2 at time t1, then the state variables during
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Vt
2
−v1+
C L
io
r
Figure 2.5: The 2-cell FCC during switching state 2
this state can be described by
x(t) =A2(t)x(t1) + b2(t)
Vt
2
A2(t) =e−αt
[
cos(ω0t)− αω0 sin(ω0t) 1ω0L sin(ω0t)
− 1ω0C sin(ω0t) cos(ω0t) + αω0 sin(ω0t)
]
(2.2.17)
b2(t) =
[ − 1ω0L eαt sin(ω0t)
−e−αt
(
α
ω0
sin(ω0t) + cos(ω0t)
)
+ 1
]
, (2.2.18)
where
α =
r
2L
(2.2.19)
ω0 =
1√
LC
(2.2.20)
ω =
√
ω20 − α2 (2.2.21)
r  2
√
L
C
=⇒ ω ≈ ω0. (2.2.22)
2.2.1.3 Description of the System during State 4
Vt
2
+v1
−
C L
io
r
Figure 2.6: The 2-cell FCC during switching state 4
The circuit response of state 4 is similar to that of state 2. Let the system enter
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state 4 at time t3, then the state variables during this state can be described by
x(t) =A4(t)x(t3) + b4(t)
Vt
2
A4(t) =e−αt
[
cos(ω0t)− αω0 sin(ω0t) − 1ω0L sin(ω0t)
1
ω0C
sin(ω0t) cos(ω0t) + αω0 sin(ω0t)
]
(2.2.23)
b4(t) =
[ 1
ω0L
eαt sin(ω0t)
−e−αt
(
α
ω0
sin(ω0t) + cos(ω0t)
)
+ 1
]
. (2.2.24)
2.2.1.4 Description of the State-Variables at the Switching Instants
The state variables can be described at the switching instants by using the defined
circuit descriptions and the method discussed in Section 2.2. Let the term ∆t1 de-
scribe the length of time the system spends in state 1, then it is true that
t1 = ∆t1 + t0
t2 = ∆t2 + ∆t1 + t0
t3 = ∆t3 + ∆t2 + ∆t1 + t0
t4 = ∆t4 + ∆t3 + ∆t2 + ∆t1 + t0 = Tpwm + t0. (2.2.25)
The state variables can now be described, at the switching instants, as
x(t1) =A1(∆t1)x(t0) + b1(∆t1)
Vt
2
x(t2) =A2(∆t2)x(t1) + b2(∆t2)
Vt
2
x(t3) =A1(∆t3)x(t2) + b1(∆t3)
Vt
2
x(t4) =A4(∆t4)x(t3) + b4(∆t4)
Vt
2
x(t5) =A1(∆t1)x(t4) + b1(∆t1)
Vt
2
.
By combining the solutions, an expression can be found to describe the state vari-
ables at multiples of the switching law period as
x(t + Tpwm) = Ax(t) + b
Vt
2
(2.2.26)
A = A4(∆t4)A1(∆t3)A2(∆t2)A1(∆t1) (2.2.27)
b = A4(∆t4)
{
A1(∆t3)
{
A2(∆t2)b1(∆t1) + b2(∆t2)
}
+ b1(∆t3)
}
+ b4(∆t4). (2.2.28)
2.2.2 The Balancing Model
By defining the different switching times, ∆t1, . . . ,∆t4 as a function of the duty
cycle, the fundamental matrix becomes a function of the duty cycle and (2.2.26)
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becomes
x(t + Tpwm) = A(d)x(t) + b(d)
Vt
2
. (2.2.29)
The changes in the system can be approximated by using this representation of
the circuit by averaging the derivative of the state variables over a switching law
period. Therefore
d
dt
io(t + Tpwm) ≈ io(t + Tpwm)− io(t)Tpwm (2.2.30)
d
dt
v1(t + Tpwm) ≈
v1(t + Tpwm)− v1(t)
Tpwm
. (2.2.31)
Using these averaged derivatives, the averaged FCC differential equation system
can be written as
d
dt
x =
1
Tpwm
{
A(d)− I
}
x +
1
Tpwm
b(d)
Vt
2
. (2.2.32)
Describing the circuit in this manner is analogous to circuit averaging. This repre-
sentation will not reflect switching voltage and current ripples that occur within a
switching law period.
It is stated in [27] that the fundamental matrix A can be created by using any
of the states as a starting point, and therefore yielding four different state matri-
ces. However, the matrices are similar, in that they share the same characteristic
polynomial and eigenvalues.
Once a symbolic expression for the fundamental matrix has been generated, ex-
pressions for the eigenvalues can be extracted by using the characteristic polyno-
mial. This method is described in detail for the 2-cell case in [41]. It is not a simple
process, though, and geometric series expansions for sin(x), cos(x), ex,
√
1+ x and
ln(1 + x) are needed. By using these series expansions, and simplifying, the time
constants of the system can be approximated as
τ1 ≈ Lr (2.2.33)
τ2(D) ≈ 48L
2C
r(1− D)2(1+ 2D)T2pwm
for 0 ≤ D ≤ 1, (2.2.34)
where D is an alternate expression for the duty cycle such that −1 ≤ D ≤ 1.
For modulated duty cycle systems, it is assumed that the system components
are dimensioned in such a way that the system is in a quasi steady state. Further-
more, if the modulation frequency, fm, is much faster than the balancing behaviour
of the FCC, it is possible to average the time constant over a modulation period. Us-
ing this approach, the flying capacitor rebalancing time constant can be expressed
as
τ2(ma) ≈ 48L
2C
r
(
1− 32 m2a + 83pim3a
)
T2pwm
, (2.2.35)
with the requirement that
T0  Tm (2.2.36)
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where Tm = 1/ fm and
1
T0
=
1
Tm
∫ Tm
0
1
τ2(t)
dt. (2.2.37)
The main conclusions from the time domain studies are:
1. By making suitable approximations, simple expressions for the rebalancing
time constants can be found. These expressions give a designer who wishes
to exploit natural balancing in a FCC, enough information to optimise the
design.
2. The method requires a symbolic expression for the fundamental matrix to
express the characteristic equation symbolically. If the load complexity in-
creases, the number of state variables increases and therefore the size of the
fundamental matrix increases. This increase implies that the order of the char-
acteristic polynomial will increase. It thus becomes even more difficult to
calculate symbolic expressions for the roots of a polynomial as the order in-
crease; in fact, according to Abel’s impossibility theorem no general algebraic
solution for the roots of polynomials with order 5 or higher exists [42, p. 211].
For systems where the order is higher than 4, educated guesses must be made
to find one of the roots and to factorise the polynomial to reduce the order.
3. The time domain method had been used to describe FCC converters with RL
loads, as shown in Fig. 2.3 or with pure resistive loads up to 5-levels [43; 44].
It was also used to describe H-bridge FCC converters up to 5-levels per leg,
also with RL loads [45; 46].
Chapter 3
The Strong Balancing Mechanism:
Input-Series-Output-Parallel
Modular DC-DC Converter
The strong balancing mechanism occurs irrespective of the interleaving between
the different switches. Since the interleaving does not play an active role, the strong
balancing mechanism can be identified and described by using circuit averaging
techniques.
The ISOP modular DC-DC converter is identified as a converter where the
strong balancing mechanism dominates. In keeping with the method used through-
out this thesis, namely, of analysing the balancing mechanisms in the frequency
domain, the ISOP converter is analysed in the frequency domain and a rebalancing
equivalent circuit is presented. It is shown that the ISOP shares both the input volt-
age and the output current equally among the cells. The converter will return to
this balanced state should some disturbance occur. This rebalancing is associated
with a large rebalancing current that might be harmful to the system, should the
unbalanced state be forced through an external disturbance. An equivalent circuit
that describes the balancing process is presented. The balancing time constant can
be calculated by means of this circuit.
Taking the theory further, the balancing of non-similar converters is discussed.
It is shown that, should two cells with slight variations be used, the cells still share
the input voltage and output current. However, this sharing will reflect the mis-
match. The equivalent balancing circuit is adapted to allow for variations in the
effective duty cycle of the cells.
The described strong balancing mechanism is modified when passive rectifica-
tion is used on the secondary side of the isolation barrier, as the rectifier diodes pro-
hibit energy exchange from one cell to another through the output. The rebalancing
of this circuit is discussed, and an equivalent rebalancing circuit is presented.
The theory presented for the active rectified circuit is verified through compar-
ison with detailed time simulations. In the case of passive rectification, the theory
is developed and verified by using measured values as reference.
28
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3.1 Development of the ISOP Equivalent Circuit
Consider the 2-cell converter shown in Fig. 3.1. The following assumptions and
approximations are made:
1. The source resistance and other interconnection resistances are lumped into
rs.
2. The winding resistance of the transformer and filter inductor ESR are lumped
into r.
3. The switches are assumed to be ideal, implying that the on-state voltage, off-
state current as well as the switching times and delays are all zero.
4. All capacitors are assumed to be ideal and linear with no ESR. The cell bus
capacitors are equal with value C.
5. The cells are assumed to be similar in all respects, notably in terms of the
transformer turns ratio and the value of r and L.
6. The magnetising inductance of the transformers are assumed to be large enough
to have negligible influence.
rs Ls
iin
+v1− C
sw1
sw2
sw3
sw4
sw5
sw6
L r
i1 C f
+vo− R
+v2− C
L r
i2
−+vin
+
vr
-
Figure 3.1: General figure of a two cell ISOP converter
The full bridge converters can be approximated by ideal, non saturable, trans-
formers with a time dependent turns ratio, as used in [47]. It is important to note
that the turns ratio in this application is not the time averaged value of the duty cy-
cle. In Fig. 3.1 the switches of the topmost converter are labelled 1-6. If each of the
converters is substituted by an ideal transformer, the operation of the circuit can
be described without any loss of information, as long as the switching functions
s1, and s2 are complete representations of the switching behaviour of the respective
converters.
The switching function of the topmost converter, with reference to the switching
behaviour of the respective switches, is indicated in Table 3.1. Let a denote the turns
ratio of the isolation transformer and assume that all switches are in the off-state
unless mentioned otherwise. Four switching states can be identified, two energy
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transfer states (1,4,5 on) and (2,3,6 on) and two free-flow states (1,3,5,6 on) and
(2,4,5,6 on).
When either of the energy transfer states are selected the voltage vr as indicated
in Fig. 3.1 will have a value of av1. Since each of the energy transfer states are
selected once in a switching period the rectified output has a frequency equal to
twice the switching frequency.
The definitions in Table 3.1 can be adjusted to accommodate any other switch-
ing scheme. As mentioned, it is important to note that the effective frequency of
the full bridge switching function is twice that of the individual switches. The in-
formation presented can be extended to s2.
Table 3.1: Definition of switching functions
Switch Information s1
1,4,5 (on) a
2,3,6 (on) a
1,3,5,6 (on) 0
2,4,5,6 (on) 0
rs Ls
iin +v1− C
1 : s1
+v2− C
1 : s2
vin
L r
i1 +vo− C f R
L r
i2
Figure 3.2: The two cell ISOP circuit expressed in terms of the two port circuits
With the switching functions defined, the circuit of Fig 3.1 can be redrawn with
the converters replaced with ideal, variable turns ratio transformers, as indicated in
Fig. 3.2. Using this representation, the system of differential equations describing
the operation of the converter can be expressed as:
d
dt

Ls · iin
C · v1
C · v2
L · i1
L · i2
C f · vo
 =

−rs −1 −1 0 0 0
1 0 0 −s1 0 0
1 0 0 0 −s2 0
0 s1 0 −r 0 −1
0 0 s2 0 −r −1
0 0 0 1 1 −1R


iin
v1
v2
i1
i2
vo
+

vin
0
0
0
0
0
 (3.1.1)
The following variables are defined in order to study the unbalance in the cir-
cuit:
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sd =
s1 − s2
2
st =
s1 + s2
2
vd = v1 − v2 vt = v1 + v2 (3.1.2)
id = i1 − i2 it = i1 + i2
Equation (3.1.1) can be rewritten in terms of the definitions in (3.1.2), as shown
in detail in Appendix A.5.1, resulting in:
d
dt

Ls · iin
C · vt
C · vd
L · it
L · id
C f · vo
 =

−rs −1 0 0 0 0
2 0 0 −st −sd 0
0 0 0 −sd −st 0
0 st sd −r 0 −2
0 sd st 0 −r 0
0 0 0 1 0 −1R


iin
vt
vd
it
id
vo
+

vin
0
0
0
0
0
 (3.1.3)
The circuit of the two-cell series stacked converter in terms of d and t parame-
ters can be expressed, as shown in Fig. 3.3. The proposed circuit is equivalent to the
original circuit of Fig. 3.1, but the bus voltages and currents are expressed in terms
of total and difference values. This representation allows for a clear understanding
of the balancing process.
sd : 1
2iin
+vt− C
1 : st
st : 1 iδ
+vd− Cicd
iτ 1 : sd
L r
it
2R C f2 −2vo
+
rid
L
Ls rs
iin
−
+ vtvin
Zl
Zs
Zc
Figure 3.3: 2-Level ISOP converter in terms of d and t parameters
3.2 Analysis of the Converter in the Frequency Domain
The converter can be analysed, in terms of the defined d and t parameters, using the
proposed model of (3.1.3) and Fig. 3.3. The circuit will be analysed in the frequency
domain.
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The following assumptions are made:
1. The two cells are operating at the same switching frequency.
2. The PWM signals are generated by comparing a PWM reference signal with
a sawtooth carrier.
3. The two cells operate with interleaved switching whereby the carrier func-
tions are phase shifted by 180◦. Two such interleaved sawtooth carriers with
a period of Tc are depicted in Fig. 3.4.
4. The PWM reference signals of the two cells are equal.
5. The full-bridge converters are operating at a constant duty cycle, defined as
d.
6. The isolation transformer turns ratio is assumed to be 1:1.
ca
rr
ie
r
1
ca
rr
ie
r
2
time
1
2Tc Tc
3
2Tc 2Tc
5
2Tc
Figure 3.4: Two sawtooth carriers interleaved by 180◦.
The exponential Fourier series can be used to represent the harmonic content
of the signal. The switching function s1(t) can be expressed in exponential Fourier
series form as [48]:
s1(t) =
∞
∑
n=−∞
C1(n)e
jnωst (3.2.1)
where,
C1(n) =
1
Ts
∫ t0+Ts
t0
s1(t)e−jnωstdt. (3.2.2)
Similarly switching function s2 maps to coefficients C2(n). The Fourier series co-
efficients of the two interleaved converters, for a duty cycle d, can be expressed
as
C1(n) = Ψ(n) (3.2.3)
C2(n) = −1nΨ(n), (3.2.4)
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where Ψ(n) is the constant duty cycle exponential Fourier series coefficients, de-
fined as:
Ψ(n) =
{
j
2pin
(
e−j2pind − 1) for n 6= 0
d for n = 0
(3.2.5)
A formal derivation of the Fourier series coefficients is included in Appendix A.6.1
on p.177.
The frequency ωs in this case denotes the effective radian frequency at the out-
put of the rectifier, or double the switching frequency of the switching elements.
Assuming that the cell bus capacitance is large enough, the harmonic content of
the cell voltages can be neglected. It is furthermore assumed that, due to the large
cell bus capacitance, even when the cell bus voltages change in time the rest of the
converter is in the steady state. With reference to Fig. 3.3, the currents It(ω) and
Id(ω) can be found as
It(ω) =
1
Zt(ω)
(VtSt(ω) +VdSd(ω)) (3.2.6)
Id(ω) =
1
Zl(ω)
(VtSd(ω) +VdSt(ω)) (3.2.7)
Where, with reference to the definitions in Fig. 3.3,
Zl(ω) = jωL + r (3.2.8)
Zc(ω) =
2R
j2ωC f R + 1
(3.2.9)
Zs(ω) = rs + jωLs (3.2.10)
Zt(ω) = Zl(ω) + Zc(ω). (3.2.11)
Let Icd(ω) denote the current through the Cd capacitor, as shown in Fig. 3.3. An
expression for Icd(ω) can be found as
Icd(ω) = Iδ(ω) + Iτ(ω)
= St(ω) ∗ Id(ω) + Sd(ω) ∗ It(ω), (3.2.12)
where ∗ denotes the convolution operator.
The average current, or the DC component in other words, can be found by
evaluating (3.2.12) at ω = 0. Substitution of (3.2.7) and (3.2.6) into (3.2.12) and
rearranging yields, at ω = 0
Icd = AVd + BVt (3.2.13)
where
A =
(
St(ω)
Zl(ω)
∗ St(ω) + Sd(ω)Zt(ω) ∗ Sd(ω)
)∣∣∣∣
ω=0
(3.2.14)
and
B =
(
Sd(ω)
Zl(ω)
∗ St(ω) + St(ω)Zt(ω) ∗ Sd(ω)
)∣∣∣∣
ω=0
. (3.2.15)
The assumption that the cell capacitors are sufficiently large to allow the volt-
age ripple at the switching frequency to be neglected does not imply that the cell
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voltages cannot slowly vary over time. Equation (3.2.13) can be rewritten to allow
for this slow variation over time as
−C d
dt
vd(t) = icd(t) = Avd(t) + BVt(t). (3.2.16)
3.2.1 Convolution Properties
At ω = 0 the convolution of two frequency domain signals, expressed in exponen-
tial Fourier series form, can be found as [49, p. 23]:(
F(ω) ∗ G(ω)
)∣∣∣
ω=0
=
∞
∑
ξ=−∞
F(ξ)G(−ξ) (3.2.17)
This convolution expression gives the average value of the time domain multiplica-
tion of two periodic signals evaluated over a complete period. A proof is included
in Lemma 1 on p.160.
Investigation of (3.2.15) reveals that the B term depends on the convolution
of St(ω) and the impedance modified Sd(ω). Substituting (3.1.2) and (3.2.3) into
(3.2.17) and using the identity that C∗(ξ) = C(−ξ) (since all switching functions are
real valued) [50, p. 237] yields
Sd(ω)
Zl(ω)
∗ St(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
C1(−ξ) − C2(−ξ)
4Zl(ξωs)
(
C1(ξ) + C2(ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)− (−1)ξΨ(ξ)
4Zl(ξωs)
(
Ψ(−ξ) + (−1)−ξΨ(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)
(
1− (−1)ξ)
4Zl(ξωs)
Ψ(−ξ)
(
1+ (−1)−ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Zl(ξωs)
(
1− (−1)ξ
) (
1+ (−1)−ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Zl(ξωs)
0 = 0. (3.2.18)
This result is repeated in the list of Lemmas as Lemma 15 on p.172.
The same methodology can be used to derive an expression for the convolution
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of Sd with itself:
Sd(ω)
Zt(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
C1(ξ) − C2(ξ)
4Zt(ξωs)
(
C1(−ξ) − C2(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)− (−1)ξΨ(ξ)
4Zt(ξωs)
(
Ψ(−ξ)− (−1)ξΨ(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)
(
1− (−1)ξ)
4Zt(ξωs)
Ψ(−ξ)
(
1− (−1)−ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Zt(ξωs)
(
1− (−1)ξ
)2
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Zt(ξωs)
(
1− (−1)ξ
)
(3.2.19)
The sum can be simplified by adding the positive and negative parts of the sum
together. The term 1− (−1)ξ = 0 for all even values of ξ:
Sd(ω)
Zt(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=1,3,5
( |Ψ(ξ)|2
Zt(ξωs)
+
|Ψ(−ξ)|2
Zt(−ξωs)
)
=
∞
∑
ξ=1,3,5
|Ψ(ξ)|2Zt(−ξωs) + |Ψ(ξ)|2Zt(ξωs)
|Zt(ξωs)|2
= 2
∞
∑
ξ=1,3,5
|Ψ(ξ)|2
|Zt(ξωs)|2 Re{Zt(ξωs)} (3.2.20)
This result is repeated in the list of Lemmas as Lemma 16 on p.173.
For the convolution of St with itself:
St(ω)
Zl(ω)
∗ St(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
C1(ξ) + C2(ξ)
4Zl(ξωs)
(
C1(−ξ) + C2(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ) + (−1)ξΨ(ξ)
4Zl(ξωs)
(
Ψ(−ξ) + (−1)ξΨ(−ξ)
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Zl(ξωs)
(
1+ (−1)ξ
)2
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Zl(ξωs)
(
1+ (−1)ξ
)
=
Ψ(0)2
Zl(0)
+
∞
∑
ξ=2,4,6
( |Ψ(ξ)|2
Zl(ξωs)
+
|Ψ(−ξ)|2
Zl(−ξωs)
)
=
d2
Zl(0)
+
∞
∑
ξ=2,4,6
|Ψ(ξ)|2Zl(−ξωs) + |Ψ(ξ)|2Zl(ξωs)
|Zl(ξωs)|2
=
d2
Zl(0)
+ 2
∞
∑
ξ=2,4,6
|Ψ(ξ)|2
|Zl(ξωs)|2 Re{Zl(ξωs)} (3.2.21)
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This result is repeated in the list of Lemmas as Lemma 17 on p.173.
Substitution of these results into (3.2.14) and (3.2.15) yields:
A =
d2
Zl(0)
+ 2
∞
∑
ξ=2,4,6
|Ψ(ξ)|2
|Zl(ξωs)|2 Re{Zl(ξωs)}+ 2
∞
∑
ξ=1,3,5
|Ψ(ξ)|2
|Zt(ξωs)|2 Re{Zt(ξωs)}
(3.2.22)
B = 0 (3.2.23)
3.2.2 Contribution of Harmonic Content
The convolution operation is evaluated at ω = 0 through summation over all fre-
quencies. Investigation of (3.2.5) shows that the magnitude in the harmonics of the
switching functions decreases with increasing frequency. The filter elements in the
circuit, especially the large bus capacitors, will further act to suppress the harmonic
content at the switching frequency and higher.
In general the filter capacitor C f is large. Therefore at the switching frequency
and higher Re{Zc} ≈ 0. In most systems it is possible to approximate Zt(ω) at the
frequencies of interest as:
Zt(ω) ≈ Zl(ω) for ω ≥ ωs (3.2.24)
Substitution of this approximation into (3.2.22) yields
A =
d2
Zl(0)
+ 2
∞
∑
ξ=1
|Ψ(ξ)|2
|Zl(ξωs)|2 Re{Zl(ξωs)}. (3.2.25)
At ω = 0 it is true that Zl = r. With the assumption that the inductor is manu-
factured with Litz wire and a winding structure such that the skin and proximity
effects are negligible, at ω ≥ ωs
Re {Zl(ω)} ≈ r (3.2.26)
|Zl(ω)| ≈ ωL. (3.2.27)
Therefore, with substitution of (3.2.5):
A =
d2
r
+
∞
∑
ξ=1
|e−j2piξd − 1|2r
2ξ4pi4 f 2s L2
(3.2.28)
Using the relation that
∣∣e−j2pind − 1∣∣ ≤ 2, the contribution of the harmonic content
can be estimated as:
∞
∑
ξ=1
|e−j2piξd − 1|2r
2ξ4pi4 f 2s L2
<
∞
∑
ξ=1
2r
ξ4pi4 f 2s L2
<
2r
pi4 f 2s L2
∞
∑
ξ=1
1
ξ4
<
2r
pi4 f 2s L2
ζR(4)
< 0.0222
r
f 2s L2
(3.2.29)
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Where ζR is the Riemann zeta function [51, p.1]. ζR(4) = 1.0823. Under most
conditions it is true that:
d2
r
≫ 0.0222 r
f 2s L2
(3.2.30)
and therefore
A ≈ d
2
r
. (3.2.31)
Using this approximation A is independent on the interleaving between the dif-
ferent cells. However, the right-hand side of (3.2.30) depends on the interleaving, as
will be shown later in this study, and this determines the weak rebalancing mecha-
nism. The balancing process in the ISOP is dominated by the strong mechanism to
such an extent that the effects of the weak mechanism can safely be ignored.
Under some conditions, especially at very low values of d, (3.2.30) might not
hold. Under these conditions the weak balancing mechanism will have a noticeable
influence, this is investigated further in Section 3.4.3.
3.3 Balancing of Similar Cells
A 2-cell ISOP is balanced when the input voltage and output currents of the two
cells are equal. In other words, both vd and id must be zero. Substituting (3.2.31)
into (3.2.16) yields:
−C d
dt
vd(t) =
d2
r
vd(t) (3.3.1)
It is clear that any unbalance in the voltage vd will be dissipated since the pole of
the equation is always in the left-hand half of the complex plane.
With reference to Fig. 3.3 the currents iδ and iτ can be defined as, with incorpo-
ration of (3.2.18):
Iδ(ω) = Vd
St(ω)
Zl(ω)
∗ St(ω) (3.3.2)
Iτ(ω) = Vd
Sd(ω)
Zt(ω)
∗ Sd(ω) (3.3.3)
Using the results from Section 3.2.2, it follows that
Iδ  Iτ. (3.3.4)
Rewriting (3.3.2) using only the DC coupling, when ω → 0, yields:
Iδ(ω) =
d2Vd(ω)
Zl(ω)
(3.3.5)
When ω = 0 it follows that Zl(0) = r. However, during transient response the
system states vary over time, therefore an assumption that ω = 0 would be an
over simplification. It is however true that the frequencies of interest during the
rebalancing process are orders of magnitude smaller than the switching frequency
and thus the interactions between them can safely be ignored.
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An equivalent circuit describing the rebalancing process can be constructed by
using the presented theory. The results of the preceding discussion can be sum-
marised as:
d
dt
vd(t) = − 1C iδ(t) (3.3.6)
Iδ(ω) =
d2Vd(ω)
r + jωL
(3.3.7)
The d2 term represents the referral of the impedance from the secondary side of the
converter to the primary side. Using an ideal transformer the equivalent rebalanc-
ing circuit in Fig. 3.5 is constructed.
−vd
+
C
iδ
1 : d r
L
Figure 3.5: Equivalent rebalancing circuit
The balancing process can thus be expressed as:
0 = L′
di
dt
+ r′i +
1
C
∫ t
0
idτ (3.3.8)
where
L′ =
L
d2
, r′ =
r
d2
(3.3.9)
i(0) = dId(0) , v(0) = vd(0) (3.3.10)
The homogeneous equation can be expressed by using the Laplace transform as
L′s2 + r′s +
1
C
= 0, (3.3.11)
with roots
s1 = − r
′
2L′
+
√(
r′
2L′
)2
− 1
L′C
(3.3.12)
s1 = − r
′
2L′
−
√(
r′
2L′
)2
− 1
L′C
. (3.3.13)
In general the bus capacitance is large, but normally
C <
4d2L
r2
, (3.3.14)
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Table 3.2: Circuit values used for the ISOP simulations
Item Value
Sec. Filter Inductor L 1 mH
Lumped Sec. Resistance r 0.5 Ω
Bus Capacitors C 500 µF
Output Capacitor C f 4 700 µF
Load resistance R 300 Ω
Input Inductor Ls 50 nH
Input Resistance rs 0.2 Ω
Total Voltage Vt 1 600 V
Switching frequency ωc2pi 25 kHz
Duty cycle d 80 %
implying that the system will be underdamped. Therefore
Re {s1} = Re {s2} = − r2L . (3.3.15)
It follows that, for ISOP circuits where (3.3.14) holds, the rebalancing time constant
is found as
τ =
2L
r
. (3.3.16)
3.4 Results
The theory presented is validated and investigated further through comparison
with a simulation. The simulation script, listed in Appendix C, is written in Python
and makes use of the scipy.integrate.odeint function. The odeint function in
turn makes use of the LSODA function in the ODEPACK collection of solvers that
was written in FORTRAN 77 by Alan Hindmarsh and Linda Petzhold of Lawrence
Livermore National Labs. It is a very robust adaptive step-size solver that auto-
matically switches to a BDF (backward differential formula) multi-step method if
the system is deemed stiff [52].
Unless stated differently, the circuit values tabulated in Table 3.2 are used in the
following discussion.
3.4.1 Time Constant
The circuit of Fig. 3.1 is simulated with the indicated component values. The system
is allowed to reach steady state before unbalance of 200 V in the cell voltages v1 and
v2 is introduced. The approximation boundary (3.3.14) evaluates to
C = 500 µF < 10.24 mF, (3.4.1)
therefore the approximation (3.3.16) holds. The result is indicated in Fig. 3.6.
The rebalancing is very rapid especially considering that 200 V unbalance rep-
resents an unbalance energy of 10 J. The time constant, from (3.3.16), is 4 ms. The
removal of 67% of the unbalance energy within τ s represents a 1 675 W power
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Figure 3.6: Difference voltage following perturbation
flow from Cd resulting in very large rebalancing currents. The currents i1 and i2
corresponding to Fig. 3.6 are shown in Fig. 3.7.
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Figure 3.7: Cell currents following perturbation
It is interesting to note that all the unbalance energy is dissipated in the resis-
tance r. Fig. 3.8 shows that the total energy dissipated in r at t = 15 ms is around
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10 J, which is equal to the initial unbalance energy. The slight increase in dissipated
energy after rebalancing is due to the ripple current.
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Figure 3.8: Energy dissipated in r and the difference current during rebalancing
3.4.2 Existence of the Circulating Current
The strong rebalancing mechanism results in very quick rebalancing of the circuit.
Under most circumstances, this would be desirable, as it ensures balance between
the cells. However, under certain circumstances the large rebalancing current can
lead to system failure if the unbalance persists. This is similar to connecting two
power transformers in parallel in the presence of conversion ratio mismatches. In
Fig. 3.9 the system is allowed to reach steady state before a 200 V unbalance is
introduced at 50 ms. The unbalance is forced by modelling the capacitors C1 and
C2 as batteries. It is clear that the unbalance circulating current is many times larger
than the operating current of the converter cells.
According to the equivalent circuit in d and t parameters (see Fig 3.3), the un-
balanced current is isolated from the load. Therefore, the load voltage is invariant
of the existence of circulating currents. The output voltage vo corresponding to
Fig 3.9 is shown in Fig. 3.10 and confirms this result.
3.4.3 The Weak Balancing Mechanism in the ISOP Converter
Although the strong balancing mechanism dominates, the interaction of the har-
monics (i.e. the weak balancing mechanism) does theoretically play a role. Using
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Figure 3.9: Circulating current in the ISOP should the unbalance persist
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Figure 3.10: Output voltage invariance to circulating current
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(3.2.30) as basis, the strengths of the mechanisms can be estimated as:
Strong Balancing ∝
d2
r
(3.4.2)
Weak Balancing ∝
r
f 2s L2
(3.4.3)
If the respective estimated strengths are expressed as a ratio:
Weak Balancing
Strong Balancing
∝
r2
d2 f 2s L2
(3.4.4)
With the circuit values used the right-hand side of the equation evaluates to 0.00016.
In Fig. 3.11, the circuit is simulated both with interleaved switching and ordinary
or non-interleaved switching. If the weak balancing mechanism plays any signif-
icant role, the rebalancing using interleaved switching should be faster than with
ordinary switching. However, the only noticeable difference is a pronounced volt-
age ripple with ordinary switching. It is clear that the weak balancing mechanism
has very little influence on the rebalancing process.
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Figure 3.11: Comparison of the strong and weak mechanisms in the ISOP
From (3.4.4) it can be seen that the relative strength of the weak balancing mech-
anism depends on the magnitude of the current ripple. If the circuit parameters are
changed to a hypothetical scenario where the current ripple is very large, the rela-
tive strength of the weak balancing mechanism will increase. Using fs = 10 kHz,
L = 100 µH and d = 10 %, the right-hand side of (3.4.4) evaluates to 6.25. Theoreti-
cally, the weak balancing mechanism should be 40 000 times stronger relative to the
strong balancing mechanism than would be the case with the original circuit val-
ues. The result is shown in Fig 3.12. However, although the converter is operating
with a current ripple of 2 700 %, the weak balancing mechanism is still negligible.
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Figure 3.12: Comparison of the strong and weak mechanisms in the ISOP cont.
3.4.4 Weak Balancing in ISOP Converters Used in Series Stacked
Power Conditioners
The natural balancing mechanisms of the ISOP as used in series stacked power
conditioners was studied in [33]. An equivalent d and t parameter circuit similar
to Fig. 3.3 was used to analyse the balancing.
The main differences between the circuit used in [33] and the DC-DC ISOP con-
verter used here are:
1. The cells are operational with sinusoidal modulation.
2. The switching frequency is low, fs = 1 000 Hz.
3. The filters are dimensioned for high power applications. The fundamental
component of the load is 50 Hz and therefore influences the filter realisation.
In contrast to the results of the investigation of the DC-DC ISOP, as discussed
in the previous Section, the study of the modulated duty cycle ISOP [33] concluded
that, although the strong balancing mechanism dominates the weak mechanism
does have a measurable influence. The difference in results between the two studies
can be attributed to the following:
1. When the modulated duty cycle is used, the lowest harmonic of the switching
function occurs at the reference frequency [5]. A complete discussion of the
harmonics of modulated duty cycle is included in Chapter 4. With reference
to Fig. 3.3, the magnitude of iδ is limited by 1r+j2pi50L and not
1
r as in the DC
case.
2. The lower switching frequency implies that the first effective switching fre-
quency occurs at 2 000 Hz. It was shown in (3.4.4) that the strength of the
weak balancing mechanism is inversely proportional to fs.
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3. The dimensioning of the filter components, in [33] ωsL = 1.88 Ω, while the
DC-DC converter yields ωsL = 157 Ω.
3.5 Balancing of Non-Similar Cells
It was proven that a converter consisting of 2 similar cells would balance both the
input voltage and the output current between the two modular converters, with
each taking half. In [31] it had been stated, although not rigorously proven, that
two non-similar cells in an ISOP configuration would still balance the voltage and
current, although they would do so in a ratio that reflects the effective duty cycle.
In general, the variations between the cells can be attributed to three degrees of
variance: transformer turns ratio, duty cycle and variations in component values.
Furthermore, slight mismatches in component values are generally expected, while
duty cycle and turns ratio mismatches are less frequent. However, in keeping with
the cell mismatch criteria used in [31], mismatch in either duty cycle or transformer
turns ratio will be used here.
From the definition of the switching functions and the derivation of the equiva-
lent circuit it could be shown that for cell 1 with a transformer turns ratio of a1 and
a duty cycle d1
C1(0) = δ1 where δ1 = a1d1 (3.5.1)
and similarly for cell 2.
Using the circuit of Fig. 3.3, the same methodology can be followed as for simi-
lar cells. Using (3.2.13), repeated for convenience
Icd = AVd + BVt,
and (3.2.14) and (3.2.15) and ignoring the contribution of the harmonic content, it
can be shown that:
Vd
δ21 + δ
2
2 + 2δ1δ2
4r
= −Vt δ
2
1 − δ22
4r
(3.5.2)
Vd = −Vt δ
2
1 − δ22
δ21 + δ
2
2 + 2δ1δ2
= −Vt δd
δt
(3.5.3)
where
δd = δ1 − δ2, δt = δ1 + δ2. (3.5.4)
It can be seen that the cell voltages will reflect the mismatch in the converters.
However, the converters will share the total output current, since from (3.2.7)
Id(ω)|ω=0 =
δdVt + δtVd
2r
=
δdVt − δt δdδt Vt
2r
= 0. (3.5.5)
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3.5.1 Rebalancing Mechanism of Non-Similar Cells
Having established that the cell voltages will be balanced in steady state the circuit
response to an external perturbation can be investigated.
Let Iτ(ω) and Iδ(ω) be the reflected currents of It(ω) and Id(ω) as indicated in
Fig. 3.3. The currents can be expressed as:
Iτ(ω) =
(
VtSt(ω) +VdSd(ω)
Zt(ω)
)
∗ Sd(ω) (3.5.6)
Iδ(ω) =
(
VtSd(ω) +VdSt(ω)
Zl(ω)
)
∗ St(ω) (3.5.7)
As discussed in the previous section the source Vt determines the final value, or
steady state value, of the cell voltages but plays no part in the rebalancing process.
Using the results of the previous sections the expressions can be rewritten as:
Iτ(ω)|ω=0 = −Vd
δ21 + δ
2
2 − 2δ1δ2
2R + r
(3.5.8)
Iδ(ω)|ω=0 = −Vd
δ21 + δ
2
2 + 2δ1δ2
r
(3.5.9)
= −Vd δ
2
t
r
(3.5.10)
Since R r and δ21 + δ22 − 2δ1δ2 < δ21 + δ22 + 2δ1δ2 it is clear that Iδ  Iτ.
With reference to Fig. 3.3, the balancing process via the id sub-circuit of the
converter is governed by a RLC circuit described by C, L and r. By using of time
averaging, the rebalancing equivalent circuit can be created (see Fig. 3.13). The
balancing process can be expressed as:
0 = L′
di
dt
+ r′i +
1
C
∫ t
0
idτ (3.5.11)
where
L′ =
L
δ2t
, r′ =
r
δ2t
(3.5.12)
i(0) = δt Id(0) , v(0) = vd(0) (3.5.13)
−vd
+
C
iδ
1 : δt r
L
Figure 3.13: Equivalent rebalancing circuit
The second order ordinary differential equation (ODE), with the indicated bound-
ary conditions, that describes the rebalancing RLC circuit can be analysed analyti-
cally.
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3.5.2 Results
The theory presented was tested by comparing the predicted results with the re-
sults of a detailed simulation. The parameter values used in the simulation are
summarised in Table 3.3. Initially the two cells were operating at the same duty
cycle, but at t = 2 ms the duty cycles of cell 1 and cell 2 were changed to 75% and
85% respectively. According to the theory presented, the cell voltages will reflect
this mismatch and the steady state difference voltage should be
Vd =
δd
δt
Vt =
0.05
0.8
2000 = 125 V. (3.5.14)
However, the output currents will remain balanced in the steady state despite the
mismatch.
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Figure 3.14: Voltage vd after introduction of converter mismatch
Fig. 3.14 compares the vd voltage during rebalancing found through detailed
simulation to the solution found to the ODE described in (3.5.11) - (3.5.13) with
an external 125 V source. It is clear that the difference voltage stabilises at the
predicted 125 V level. The corresponding waveforms of the difference current (id)
are shown in Fig. 3.15. The output current sharing is clear.
The cell voltages and the output currents, as defined in Fig. 3.1, are shown in
Fig. 3.16. The output currents in steady state are equal, since the input voltage
corresponding to the cell with the high duty cycle (v2 in this case) is lower than v1.
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Table 3.3: Circuit values used
Item Value
Sec. Filter Inductor L 1 mH
Lumped Sec. Resistance r 0.5 Ω
Bus Capacitors C 500 µF
Input Inductor Ls 50 nH
Input Resistance rs 0.2 Ω
Total Voltage Vt 2 000 V
Switching frequency ωc2pi 50 kHz
Initial duty cycle d1,d2 80 %
Duty cycle 1, t > 2 ms d1 75 %
Duty cycle 2, t > 2 ms d2 85 %
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Figure 3.15: Current id after introduction of converter mismatch
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Figure 3.16: Voltages v1 and v2 and currents i1 and i2 after introduction of converter mis-
match
3.6 Analysis Using a Circuit Averaging Technique
The strong rebalancing mechanism is fairly well known, since it is possible to iden-
tify its existence by using an averaging technique. The time averaged 2-cell ISOP
circuit using the average switch method [47, Chapter 7.4] is shown in Fig. 3.17.
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iˆin +vˆ1− C
1 : d1
+
vˆ2− C
1 : d2
vin
L r
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+
vˆo− C f R
L r
iˆ2
Figure 3.17: 2-Cell time averaged ISOP circuit
Assuming that d1 = d2 = d the following is true, where iˆ1 is the time averaged
value of i1, or alternately stated the average value of i1 within one switching cycle,
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i.e. neglecting the effect of the switching ripple components:
iˆ1 =
dvˆ1 − vˆo
r
(3.6.1)
iˆ2 =
dvˆ2 − vˆo
r
(3.6.2)
C
dvˆ1
dt
= iˆin − iˆ1d (3.6.3)
C
dvˆ2
dt
= iˆin − iˆ2d (3.6.4)
It is clear that should vˆ1 > vˆ2 then
iˆ1 > iˆ2 ⇒ dvˆ1dt < 0 and
dvˆ2
dt
> 0. (3.6.5)
From this it is clear that the system would naturally balance. Rewriting the equa-
tions describing the circuit operation in terms of d and t parameters, it is possible
to arrive at the circuit structure of Fig. 3.3, albeit with time averaged values.
3.7 ISOP with Passive Rectifiers
When the ISOP operates with passive rectification the operation of the diode recti-
fier limits the magnitude of the id current. With reference to Fig. 3.18, the rectifier
diodes prevents negative currents, therefore
i1 ≥ 0 and i2 ≥ 0. (3.7.1)
If the currents are positive it is true that
|i1 − i2| ≤ i1 + i2
|id| ≤ it. (3.7.2)
The fast rebalancing times typical to the strong rebalancing mechanism is due to
a large id current. However, even though the diodes limit the magnitude of the id
current, the strong balancing mechanism is still present.
Although it is theoretically possible to analyse the circuit behaviour in the fre-
quency domain, the presence of discontinuous conduction mode (DCM) compli-
cates this approach. DCM alters the effective duty cycle and the phase displace-
ment of the switching functions. Since the ISOP circuit balancing process can
also be identified and described by using time averaging techniques, this simpler
method is used.
To aid this discussion, measurements from an experimental setup are presented.
Two cells with the parameters indicated in Table 3.4 were forced into unbalance
through manipulation of the duty cycles, as indicated. Fig. 3.19 shows that the
voltages rebalance as soon as the two duty cycles are equal.
It is immediately obvious that the circuit of Fig. 3.3 is not directly applicable, as
the equivalent circuit does not make allowance for the effects of (3.7.2). The circuit
also suggests that iin is invariant to changes in vd since it was proven in Section 3.2.1
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Figure 3.18: 2-Cell ISOP converter with passive rectifiers
Table 3.4: Circuit values used in experiment
Item Value
Sec. Filter Inductor L 4 mH
Lumped Sec. Resistance, f ≥ fs r 14 Ω
Bus Capacitors C 50 µF
Output Filter Capacitor C f 1 600 µF
Load Resistor R 193 Ω
Total Voltage Vt 508 V
Switching frequency ωc2pi 25 kHz
Steady state duty cycle d1,d2 80 %
Modified duty cycle 1, t < 0 s d1 74 %
Modified duty cycle 2, t < 0 s d2 86 %
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Figure 3.19: Voltage rebalancing of the ISOP with passive rectifiers
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Figure 3.20: Input current and difference voltage during rebalancing of the ISOP with pas-
sive rectifiers
that the DC component of the convolution of St and Sd is always zero. However
in Fig. 3.20, it can be seen that the input current changes as the system rebalances.
This suggests that the system rebalances through a different mechanism.
As shown in Section 3.4.1 and Fig. 3.8, the unbalance energy is dissipated in
the parasitic resistance when active rectification is used. The output voltage of the
system with passive rectifiers during rebalancing is shown in Fig. 3.21. For the sake
of clarity, the signal was filtered with a zero phase (forwards and backwards) 3rd
order Butterworth filter with a cut-off frequency at 12 500 Hz. It can be seen that
the output voltage changes and some extra energy is dissipated in R. The extra
energy stored in C f can be found as
∆E =
1
2
C f
(
126.522 − 125.352)
= 0.243 J 1
2
Cvd(0)2 = 0.034 J. (3.7.3)
This is more than the initial unbalance energy! It follows that the majority of the
unbalance energy is dissipated in the load. Clearly, the rebalancing mechanism
differs from that of active rectification.
Ignoring the effect of the source inductance and resistance it follows that
C
dv1
dt
= −C dv2
dt
. (3.7.4)
If α is defined as the product of the effective duty cycle and the transformer turns
CHAPTER 3. THE STRONG BALANCING MECHANISM 53
0.000 0.005 0.010 0.015
time (s)
125.2
125.4
125.6
125.8
126.0
126.2
126.4
126.6
Vo
lta
ge
 (V
)
Figure 3.21: Output voltage during rebalancing of the ISOP with passive rectifiers
ratio, it can be seen that:
ic1 = iin − αi1 (3.7.5)
ic2 = iin − αi2 (3.7.6)
The capacitor currents are shown in Fig. 3.22. The constant α for the measured
results is estimated from the requirement that 1T
∫
T icdt = 0 in the steady state. The
value for α is estimated to be 0.58.
A good approximation of the rebalancing process can be found by assuming
that i2 = 0 while v1 > v2. Under these circumstances:
C
dv2
dt
= iin = −C dv1dt (3.7.7)
C
dv1
dt
= iin − αi1 (3.7.8)
C
dv1
dt
= C
dv2
dt
− αi1 (3.7.9)
2C
dv1
dt
= −αi1 (3.7.10)
C
dvd
dt
= −αi1 (3.7.11)
Since i2 = 0 it follows that id = i1. If the current i1 is defined as
i1(t) = iˆ1 + ∆i1(t), (3.7.12)
the transient current ∆i1 can be found by using the equivalent circuit of Fig. 3.23.
The capacitor C f is initially uncharged. The current found by using the equivalent
circuit is compared to the measured current in Fig. 3.24.
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Figure 3.22: Capacitor currents during rebalancing of the ISOP with passive rectifiers
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Figure 3.23: Equivalent rebalancing circuit of the ISOP with passive rectifiers
The comparison between the resulting vd approximation and the measured
value is shown in Fig. 3.25. Although, the approximation resembles the measured
value, it is not a perfect fit. This can be attributed to the assumption that i2 = 0 dur-
ing rebalancing. The currents i1 and i2 during rebalancing are shown in Fig. 3.26. It
is clear that i2 starts flowing before v1 = v2.
It is possible to refine the presented theory to account for the variations in i2
during the rebalancing process. However, the accuracy of this approximation is
good, a more accurate model would add much complexity.
3.8 Conclusion
Modular converters had been the subject of vigorous research in recent times. To
increase the modularity of the system, it is desirable to control the total converter
by means of a common duty cycle control scheme. For the ISOP DC-DC converter
it is accepted in the literature that two similar converters operating under such a
control scheme will share both input voltage and output current equally, however,
a rigorous proof was still lacking. The effect of converter mismatch was also largely
unexplored.
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Figure 3.24: The i1 current during rebalancing of the ISOP converter with passive rectifiers
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Figure 3.25: Comparison of the measured and estimated difference voltage
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Figure 3.26: The i1 and i2 currents during rebalancing of the ISOP with passive rectifiers
In this chapter, the two-cell ISOP converter, with synchronous rectification, was
investigated. An equivalent circuit of the system in terms of d and t parameters
was developed. With the aid of this circuit, it was proven that the system, using
two similar converters, will be balanced in steady state. The effect of converter
mismatch in terms of duty cycle and transformer turns ratio mismatches was also
investigated. It was proven that the output current would be shared equally by the
two converters despite the mismatch, although the input voltage would reflect the
mismatch.
The transient behaviour of the system, as response either to a perturbation or to
the introduction of converter mismatch, was investigated, and an equivalent circuit
describing the rebalancing of the circuit was developed. The results of both the
steady state and transient behaviour of the system were compared with detailed
simulations and thus validated.
Finally, the effect of passive rectification on the rebalancing process was inves-
tigated. The system rebalances in this configuration, although it does so by means
of a completely different method. With synchronous rectification, the unbalance
energy is dissipated in the inductor ESR, whereas the energy is dissipated in the
load when passive rectifiers are used. The method of rebalancing was investigated
and an equivalent rebalancing circuit was proposed. The theory presented was
compared and verified through comparison with measured results.
Chapter 4
The Weak Balancing Mechanism:
Flying Capacitor Converter
The weak balancing mechanism occurs exclusively when the different switches or
cells are interleaved. Since the balancing method depends on the interleaving, the
weak balancing mechanism cannot be identified or described using circuit averag-
ing techniques. Consequently, the weak balancing method is relatively unknown.
The flying capacitor converter (FCC) is identified as a converter that exhibits
only the weak balancing mechanism. Two distinct avenues of analysing the nat-
ural balancing mechanism of the FCC are used in the literature: analysis in either
the frequency or the time domain. Studies in the frequency domain proved that
the FCC voltages will balance naturally for any number of levels under sinusoidal
modulation, and the existence of a quantifiable balancing time constant was iden-
tified [25; 37; 34; 38; 26; 36; 53] among others. However, the derived expressions for
the time constant are complicated and they rely on the evaluation of a convolution
sum over all frequency.
Studies in the time domain resulted in a clear and concise expression to ap-
proximate the balancing time constant [27; 41; 54; 55; 56]. However, the time do-
main approach requires closed form solutions to a specific topology, and repeating
the method for a different load or a higher number of levels is complex and time
consuming.
In this chapter, firstly the two-cell FCC operating with constant duty cycle is
considered and it is proven that the FCC will balance naturally. The rebalancing
process is discussed, and a clear and readily interpreted expression for the rebal-
ancing time constant is presented. The circuit attributes that influences the balanc-
ing time constant are identified and discussed. A good approximation is presented
of the time constant that can be calculated using only a pocket calculator. The
constant duty cycle theory is used to provide a description of the rebalancing that
occurs when sinusoidal modulation is used.
Secondly, the theory developed for the 2-cell FCC is applied to the 3-cell FCC.
It is shown that the rebalancing time constants for the 3-cell FCC can also be deter-
mined analytically.
Thirdly, the natural balancing of the N-cell FCC operating with constant duty
cycle is discussed. Using Lyapunov methods it is proven that the system will be
57
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stable. The dissipation of the unbalance energy is discussed.
When the expressions that describe the characteristic matrix of the system are
simplified it is shown that the matrix decomposes naturally into a symmetric and
a skew symmetric part. By using Lyapunov’s method it is shown that the system
stability can be determined from the characteristics of the symmetric part of the
matrix. A proof is provided that the matrix is positive definite and the system
therefore Lyapunov stable. Previous studies of the balancing mechanism inferred
stability from the circuit operation.
Furthermore, it is shown that the eigenvalues of the symmetric matrix can be
used to determine a bound on the eigenvalues of the characteristic matrix and
hence the rebalancing time constants. It is shown that the expression for the sym-
metric matrix is such that, with the use of a approximation regarding the nature of
the load at the frequencies of interest, the eigenvalues can be approximated using
a closed form expression and a reference table.
Finally, the sinusoidally modulated FCC is considered. Methods for analysis
are presented using the double Fourier series representation of the switching func-
tions. By using the theory developed for the constant duty cycle case, it is possible
to formulate a method of approximating the maximum time constant in a similar
manner, using a reference table.
Should more accurate expressions for the maximum rebalancing time constant
be needed, Python script files are included in Appendix C. These files use the
presented theory to accurately calculate the maximum voltage rebalancing time
constant for any FCC.
The presented theory is verified throughout by means of comparison with de-
tailed time domain simulations. The theory is also compared with the practical
measurements of a system located at Gent University in Belgium. The author
wishes to take this opportunity to thank Mr. Steven Thielemans for his help and
assistance in this regard.
4.1 The 2-Cell FCC and Equivalent Circuit
The circuit of the 2-Cell FCC, with the inductor ESR indicated as r, is shown in
Fig. 4.1. To analyse the circuit the switching functions, s0(t) and s1(t) are defined
as:
s0(t) =
{
1 if S0+ is closed
−1 if S0− is closed
(4.1.1)
s1(t) =
{
1 if S1+ is closed
−1 if S1− is closed
(4.1.2)
For the analysis of the FCC the reference switching function is chosen as S0 and
not S1 as is the case with the ISOP and ISOS converters. This choice is made to
simplify the expressions when the N-cell case is considered.
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Figure 4.1: 2-Cell Flying Capacitor Converter
The system of differential equations describing the converter operation is:
2C
dv1
dt
= {s1(t)− s0(t)}io(t) (4.1.3)
L
dio
dt
=
1
2
Vt · s1(t) + 12v1(t){s0(t)− s1(t)} − vo(t)− r · io(t) (4.1.4)
C f
dvo
dt
= io(t)− vo(t)R (4.1.5)
In order to study the natural balancing mechanisms, it is convenient to define the
total and difference parameters of the circuit descriptors:
st =
1
2
(s0 + s1)
sd =
1
2
(s1 − s0)
vd =
Vt
2
− v1
The system of differential equations can be rewritten in terms of the defined d and
t parameters as [28]:
C
dvd
dt
= −sd(t) · io(t) (4.1.6)
L
dio
dt
=
1
2
Vt · st(t) + vd(t) · sd(t)− vo(t)− r · io(t) (4.1.7)
C f
dvo
dt
= io(t)− vo(t)R (4.1.8)
By using of a transformer model, with a variable turns-ratio, an equivalent circuit of
the FCC can be redrawn in terms of d and t parameters, see Fig. 4.2. This equivalent
circuit lends itself to a clear representation of the balancing process.
By using the equivalent circuit, it can be seen that the current through the flying
capacitor can be given as
id(t) = io(t) · sd(t). (4.1.9)
However, solving the problem in the time domain presents several obstacles, most
of which can be circumvented by moving to the frequency domain.
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Figure 4.2: 2-Cell FCC circuit in terms of d and t parameters
4.1.1 Harmonic Information
It is assumed that the two cells of the FCC converter are operating with constant
duty-cycle and a constant switching frequency, and that the switching signals of
the two cells are interleaved. Let the switching PWM function be created through
comparison of the reference signal fr and a triangle carrier signal with frequency
ωc. A triangular carrier is used in lieu of a sawtooth carrier since the triangular
carrier results in lower harmonic distortion at the output voltage, especially in three
phase inverters [5].
For the FCC the switching functions have a value of either -1 or 1 and are de-
rived in the following manner, for the reference switching function s0(t) the phase
shift is chosen as θc = −pi2 :
fr = 2d− 1
fc =
2
pi
arcsin(sin(ωc + θc))
s(t) =
{
1, for fr ≥ fc(t)
−1, for fr < fc(t)
The switching functions of the two cells, assuming cell 0 to be the reference cell,
can be represented in the frequency domain, where Ψ(n) is the exponential Fourier
coefficients and d denotes the duty-cycle, as:
s0(t) =
∞
∑
n=−∞
C0(n)e
jnωst (4.1.10)
C0(n) = Ψ(n) (4.1.11)
C1(n) = (−1)nΨ(n) (4.1.12)
Ψ(n) =
{
2
pin sin(pind) for n 6= 0
2d− 1 for n = 0 (4.1.13)
A derivation of the exponential Fourier series coefficients is included in Appendix A.6.2
on p.179.
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4.1.2 The Balancing Equation
The balancing mechanisms of the FCC can now be investigated by assuming that
that C is sufficiently large so that the switching frequency voltage ripple on v1 is
negligible. It is furthermore assumed that the capacitance is large enough that the
capacitor voltage vary slow enough with time that the rest of the converter can be
regarded as being in the steady state.
In the frequency domain the DC component of (4.1.9) can be found as:
Id(ω)|ω=0 =
Vt
2
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
+ vd
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
(4.1.14)
As shown in Section 3.2.1 and proven in Lemma 15 on p.172, it is true that:
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 0 (4.1.15)
Likewise, with reference to Lemma 16 on p. 173:
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 2
∞
∑
ξ=1,3
|Ψ(ξ)|2
|Z(ξωs)|2 Re{Z(ξωs)} (4.1.16)
Substitution of (4.1.15) into (4.1.14) yields:
Id(ω)|ω=0 = vd
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
(4.1.17)
From (4.1.16) it is clear that the convolution sum will always yield a positive value
and hence the pole of
C
dvd
dt
= − Id(ω)|ω=0 = −vd
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
(4.1.18)
will always be in the left-hand half of the complex plane, implying that the voltage
unbalance will decay towards vd = 0 in the steady-state.
4.2 The Effect of the Filter Inductor ESR
With reference to Fig. 4.2 the impedance Z(ω) can be found, for systems with a
resistive load, as:
Z(ω) =
R + r + jωL + jωC f Rr−ω2RLC f
1+ jωC f R
(4.2.1)
In general, the filter components are chosen such that the cut-off frequency of the
LC f is lower than the switching frequency, normally less than one-half; the capaci-
tance C f is chosen such that 1RC f  2pi fs. The component values for a 1 kW FCC,
with a higher than normal ESR, are shown in Table 4.1
Neglecting the influence of the skin effect and the proximity effect on the in-
ductor ESR at multiples of the switching frequency, the real and imaginary parts of
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Table 4.1: Component values for a typical FCC
Vt 100 V C 40 µF
L 153 µH C f 50 µF
r 0.8 Ω fs 5 kHz
R 10 Ω
Figure 4.3: Re{Z(ω)} vs Im{Z(ω)} for a range of frequencies
Z(ω) are plotted against one another for 12 fs < f < 5 fs, Fig. 4.3. The summation
points of (4.1.16) are shown as dots on the trace containing information on the ESR
influence. The effect of using only an inductor with ESR is also shown; it is clear
that its effect dominates the impedance at these frequencies.
The capacitor ESR and the on-state resistance of the switch MosFet, or equiva-
lent resistance in the case of an IGBT switch, will also influence the real part of the
impedance. Due to the switching behaviour, a part of the switch conduction losses
could be added to the inductor ESR, but as some switch current conducts through
the flying capacitor, deriving an exact expression for this portion falls outside the
scope of this study.
The following assumptions are made:
1. The effect of the other series resistances are neglected, or equivalently lumped
in r.
2. The inductor is designed with Litz-wire and constructed in such a manner
that the effect of the skin- and proximity effects are negligible.
3. The filter capacitance C f is large.
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Based on these assumptions it is true that the characteristics of the inductor dom-
inate the behaviour of Z(ω) at the frequencies of interest. The filter capacitor size
assumption is important. With reference to Fig. 4.3 and (4.2.1), a large filter ca-
pacitor effectively masks the effect of R at the frequencies of interest, making the
assumption of Z(ω) = r + jωsL feasible. Using this simplification (4.1.16) can be
rewritten, with substitution of (4.1.13) and assuming that r  ωL as:
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 2
∞
∑
ξ=1,3
|Ψ(ξ)|2
4ξ2pi2 f 2s L2
r (4.2.2)
An expression for |Ψ(ξ)|2 can be found through investigation of (4.1.13). It
follows that, for ξ 6= 0
|Ψ(ξ)|2 = 4 sin
2(piξd)
pi2ξ2
. (4.2.3)
It is interesting to note that if a sawtooth carrier is used the definition of Ψ(n)
changes to
Ψ(n) =
{
j
pin
(
e−jpind − 1) for n 6= 0
2d− 1 for n = 0. (4.2.4)
Using this definition it is true that
|Ψ(ξ)| = | 1
piξ
||e−j2piξd − 1|, (4.2.5)
and with reference to Fig. 4.4
|e−j2piξd − 1|2 = (1− cos(2piξd))2 + sin2(2piξd)
= cos2(2piξd)− 2 cos(2piξd) + 1+ sin2(2piξd)
= 2 (1− cos(2piξd)) . (4.2.6)
Furthermore the definition of |Ψ(ξ)|2 is invariant on the choice of sawtooth or
triangular carrier, since
|Ψ(ξ)|2 = 2(1− cos(2piξd)
pi2ξ2
(4.2.7)
=
4 sin2(piξd)
pi2ξ2
. (4.2.8)
Substituting the value of |Ψ(ξ)|2 into (4.2.2) yields:
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=1,3
1− cos(2piξd)
ξ4pi4 f 2s L2
r (4.2.9)
However, the ξ4 term dominates the summation, to such an extent that, with refer-
ence to Fig. 4.5:
∞
∑
ξ=1,3
1− cos(2piξd)
ξ4
≈ 1− cos(2pid) (4.2.10)
∴ Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
≈ 1− cos(2pid)
pi4 f 2s L2
r (4.2.11)
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Figure 4.4: Graphical calculation of |Ψ(ξ)| on the complex plane
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Using this approximation, (4.1.18) can be rewritten as:
C
dvd
dt
= −vd 1− cos(2pid)pi4 f 2s L2
r (4.2.12)
with solution, for a given initial condition vd(0):
vd(t) = vd(0)e
−t
τ (4.2.13)
τ =
Cpi4 f 2s L2
r (1− cos(2pid)) (4.2.14)
When the filter capacitance is not large enough, or for loads where the assumptions
do not hold, a better approximation of τ can be found through
τ =
C
4
∞
∑
ξ=1,3
1− cos(2piξd)
pi2ξ2|Z(ξωs)|2 Re{Z(ξωs)}
. (4.2.15)
It is clear that the balancing time constant depends on the duty cycle. Further-
more the time constant also depends on the flying capacitor capacitance and the
characteristics of the total load. The influence of the load on the time constant will
be discussed in the next Section.
4.3 Discussion
4.3.1 Purely Resistive Load
Investigation of the hypothetical situation where a purely resistive load is con-
nected to the FCC yields considerable insight into the natural balancing process.
With Z(ω) = r the expression for the time-constant in (4.2.15) can be rewritten as:
τ =
C
∞
∑
ξ=1,3
1− cos(2piξd)
pi2ξ2r2
r
=
Cr
f (d)
(4.3.1)
f (d) =
∞
∑
ξ=1,3
1− cos(2piξd)
pi2ξ2
(4.3.2)
Cr is the familiar time-constant for a RC circuit, while the function f (d) is a Fourier
series representation of a triangular function, where:
∞
∑
ξ=1,3
1− cos(2piξd)
pi2ξ2
=
{
1
2 d for 0 ≤ d ≤ 0.5
1
4 − 12 d for 0.5 < d ≤ 1
(4.3.3)
It is clear that the unbalance energy in the capacitor C is dissipated in the load
resistance. The time-constant is modified by a function of the duty-cycle. f (d)
CHAPTER 4. THE WEAK BALANCING MECHANISM 66
reaches a maximum at d = 50%, resulting in the fastest time constant. Conversely,
when f (0) = f (1) = 0 no rebalancing is possible. However, these work points
correspond to the trivial cases where the converter switches the load to either +Vt2
or −Vt2 . Investigation of Fig. 4.1 under these conditions shows that no current can
flow through C, making it impossible to balance the capacitor voltage.
Taking this argument further to consider a load as shown in Fig. 4.1 and inves-
tigating (4.2.15), it is clear that the unbalance energy in the capacitor is dissipated
in the real part of the load at the odd-harmonics of the switching frequency. For ex-
ample, increasing the inductance decreases the current ripple and hence the current
at the odd switching frequency harmonics. This results in a lower current through
the load at these harmonics and hence a slower dissipation of the unbalance energy
in the real part of the load, i.e. a longer time-constant.
4.3.2 Decreasing the Time-Constant Through the Inclusion of a Balance
Booster
Cb
Rb
Lb
L r
R
+vo− C f
Figure 4.6: A balance booster
Table 4.2: Component values for the Balance Booster
Lb 210 µH Rb 2 Ω
Cb 3 µF
The impedance ratio of Re{Z(ω)}|Z(ω)|2 at the switching frequency harmonics deter-
mines the time constant for all duty-cycles. A balance booster [34; 28; 37] is a LCR
notch filter tuned to the switching frequency, or it can consist of several balance
boosters tuned to the odd multiples of the switching frequency, that is included
in parallel to Z(ω) to improve the natural balancing. A balance booster consist-
ing of Cb, Lb and Rb is shown in Fig. 4.6. The balance booster provides a low and
nearly real impedance path for the current at the switching frequency, allowing the
unbalance energy to be dissipated in the balance booster resistance. In Fig. 4.7
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the parametric curves of the load impedance Z(ω) are compared on the range
0.5 fs ≤ f ≤ 5 fs both with and without a balance booster. It is clear that the in-
clusion of the balance booster alters the impedance at the switching frequency to a
nearly real value.
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Figure 4.7: Re{Z(ω)} vs Im{Z(ω)} for a range of frequencies; effect of the balance booster
The advantage of the balance booster circuit is that due to the interleaving of the
carriers the effective output frequency of the FCC is twice the switching frequency
[4]. The balance booster tuned to the switching frequency thus conducts very little
current under normal conditions, and only conducts current originating from the
unbalance in C.
A Python script is included in Appendix C.2.4 to aid in the design of the balance
booster, using a parametric plot similar to Fig. 4.7. If the balance booster is well
tuned, it is possible to approximate the load as
Z(ωs) ≈ req, (4.3.4)
where req is the effective resistance of the balance booster circuit at the switching
frequency. A rough approximation of the balance time constant can be found using
the discussion in Section 4.3.1 and (4.3.1).
Theoretically, the balancing time-constant could also be improved using an
inductor with a higher ESR, especially at the switching frequency. An inductor
wound with a single large diameter wire will result in a low DC ESR but a higher
AC resistance due to the skin effect. An inductor core geometry that results in a
winding structure containing many winding layers will also result in a large AC
resistance due to the proximity effect. However, this results in higher losses and
lower efficiency.
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Finally, as stated previously, due to the interleaving of the cells, the effective
output frequency of the converter is twice the switching frequency. If the output
filter cut-off frequency is increased by reducing the capacitor size, the impedance
ratio will also decrease, hence improving the time-constant. This can be more effec-
tively exploited when the FCC has more cells, hence operating at a higher effective
switching frequency. However, under these conditions the accuracy of the approxi-
mated time constant using (4.2.15) will decrease, since some unbalance energy will
be dissipated in the load.
4.3.3 Comparison to the Expression Derived Through Time Domain
Analysis
Analysis of the FCC in the time domain yields the following estimation for the time
constant [41]:
τ ≈ 48
r
L2C f 2s
1
(1− D)2(1+ 2D) (4.3.5)
The descriptor D was used for the duty cycle in lieu of d; as the duty cycle was
defined differently in [41], the conversion can be found as D = 2d − 1. The use
of (4.3.5) yields very similar results to (4.2.14). However, the time domain study
assumed a load consisting of only an inductor and resistance. Using (4.3.5) for
more complex loads, such as the inclusion of a balance booster, is not possible.
Also, when r > 2pi fsL using either (4.3.5) or (4.2.14) yields time constants much
lower than those found by using (4.2.15), for example with L = 0, both methods
yield τ = 0 in comparison with (4.3.1).
In Fig. 4.8, the three different approximations for the time-constant are com-
pared on the range 12 ≤ d ≤ 1, using the parameters from Table 4.1. It is clear that
the approximations of (4.2.14) and (4.3.5) are similar.
4.4 Simulation Studies
The 2-Cell FCC was simulated under start-up conditions with the parameters indi-
cated in Table 4.1. This implies that the flying capacitor is initially uncharged and
that it should in steady state (for the cell-voltages to be balanced) attain a voltage of
50 V. Alternatively, this problem represents an initial value of vd(0) = 50 V. In the
following figures the simple approximation curve was obtained by using (4.2.14)
and the full approximation through (4.2.15). As a base case, the simulated system
was operating with d = 0.3, shown in Fig. 4.9
It was stated that the approximation of (4.2.14) is more accurate when the filter
capacitance is large. This is indicated in Fig. 4.10, where the filter capacitance is
increased from 50 µF to 150 µF.
The presented theory also states that the balancing time constant should de-
crease with an increase in inductor ESR. In Fig. 4.11 the ESR is increased from 0.8Ω
to 5 Ω. An assumption in the derivation of (4.2.14) was that r  2pi fsL. It follows
that the accuracy of the approximated time constant will be lower, since in this case
the ESR approach the inductive reactance at the switching frequency. The time con-
stant found by (4.2.14) is faster under these conditions than in the case both with
the time simulation and that found through (4.2.15).
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Figure 4.8: Comparison of the different time-constant approximations
Figure 4.9: Simulation of FCC, base-case with d = 30%
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Figure 4.10: Simulation of FCC, larger capacitance with d = 30% and C = 150 µF
Figure 4.11: Simulation of FCC, larger ESR with d = 30% and r = 5 Ω
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Finally, the influence of the duty is investigated by changing the duty cycle
from 30 % to 15 %. According to (4.2.14), this should result in a larger balancing
time constant. The simulation waveforms are shown in Fig 4.12.
Figure 4.12: Simulation of FCC, lower duty-cycle with d = 15%
4.5 Balancing of Modulated Duty Cycle
The FCC is often used as an inverter where the duty cycle is modulated to provide
a time varying, most often sinusoidal, output.
Using a carrier, fc and a reference signal fr
fc(t) =
2
pi
arcsin(sin(ωst)) (4.5.1)
fr(t) = ma sin(ωrt) (4.5.2)
and assuming that ωs  ωr the duty cycle of the previous discussion can be ap-
proximated by:
d(t) ≈ 0.5+ ma
2
sin(ωrt) (4.5.3)
Using the assumptions stated in Section 4.2, which is, in essence, that the effect
of the filter inductor dominates Z(ω), the expression for the approximated time
constant (4.2.14) can be rewritten as a function of time as:
τ(t) =
Cpi4 f 2s L2
r
(
1− cos(2pi( 12 + ma2 sin(ωrt))
) (4.5.4)
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If the time constant is slow enough relative to the period of the modulating
function a time average of the time constant can be used to approximate the balanc-
ing of the system. Isolating the time varying term and calculating the time average
yields:
α =
1
pi
∫ pi
0
(
1− cos(pi + pima sin(t))
)
dt
= 1+
1
pi
∫ pi
0
cos(pima sin(t))dt
= 1+ J0(pima) (4.5.5)
Where Jn(x) is the Bessel function of the first kind defined as [5, p.632]:
Jn(x) =
1
pi
∫ pi
0
cos(nt− x sin(t))dt (4.5.6)
Using this time averaged expression, an average, or equivalent, time constant can
be found by using:
τeq(ma) =
Cpi4 f 2s L2
r(1+ J0(pima))
(4.5.7)
The averaged time constant of the modulated duty cycle case corresponds to an
equivalent constant duty cycle, such that:
1+ J0(pima) = 1− cos(2pide f f )
de f f =
cos−1 (−J0(pima))
2pi
(4.5.8)
Another approximation of the equivalent constant duty cycle that corresponds
well for 0 ≤ ma ≤ 0.5 can be found through a rms approximation of the reference
sinusoid. With reference to Fig. 4.5, the time constant is symmetrical around d =
50 %. Modulation of the output requires that the output be biased at d = 50 %
and that the duty cycle be modulated to swing in both the positive and negative
direction around this bias point. The duty cycle can be approximated, neglecting
the discrete nature of the duty cycle, as:
d(t) ≈ 1
2
+
ma
2
sin(ωrt) (4.5.9)
with rms value of
de f f rms ≈ 12 ±
ma
2
√
2
. (4.5.10)
The equivalent constant duty cycles found by means of these two methods are
compared in Fig. 4.13. It is clear that the rms approximation corresponds well for
ma < 0.5.
4.5.1 Simulation Studies
The FCC of Table 4.3 was simulated with the resultant flying capacitor voltage
waveform indicated in Fig. 4.14. The approximations were made using (4.5.7) as
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Figure 4.13: Comparison of the different equivalent duty cycle approximations
Table 4.3: Component values for a typical FCC, modulated duty cycle
Vt 100 V C 40 µF
L 153 µH C f 150 µF
rdc 0.8 Ω fs 5 kHz
R 10 Ω ma 0.8
the simple approximation and (4.5.8) in conjunction with (4.2.15) as the full ap-
proximation. The modulation frequency was set at 20 Hz to accentuate the varying
nature of the effective rebalancing time constant. Both approximations are accu-
rate. Changing the reference frequency to 150 Hz and the modulation index to 0.4
yields the result of Fig. 4.15.
The same constraints with regard to the accuracy of the simple approximation
of the time constant holds as discussed in Section 4.4. That is mainly the require-
ment of a large filter capacitor, such that the characteristics of the filter inductor
dominate the impedance Z(ω) at the frequencies of interest.
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Figure 4.14: Simulation of modulated FCC
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Figure 4.15: Simulation of modulated FCC, fr = 150 Hz, ma = 0.4
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4.6 The 3-Cell FCC
The rebalancing time constant of the 3-cell FCC can also be found directly. To anal-
yse the circuit the switching functions, s0(t), s1(t) and s2(t) are defined as:
s0(t) =
{
1 if S0+ is closed
−1 if S0− is closed
s1(t) =
{
1 if S1+ is closed
−1 if S1− is closed
s2(t) =
{
1 if S2+ is closed
−1 if S2− is closed
(4.6.1)
From the circuit of Fig. 4.16, the system of differential equations describing the
circuit operation can be found as:
d
dt

2C · v1
2C · v2
L · io
C f · vo
 =

0 0 s1 − s0 0
0 0 s2 − s1 0
1
2 (s0 − s1) 12 (s1 − s2) −r −1
0 0 1 −1R


v1
v2
io
vo
+

0
0
s2
0
 Vt2
(4.6.2)
S2−
S1−
S0−
S0+
S1+
S2+
Vt
2
Vt
2
C −v2
+
C −v1
+ L
io
r
R C f
+vo−
Figure 4.16: 3-Cell flying capacitor converter
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The following difference and total parameters are defined:
st =
1
2
(s1 + s2 + s3)
sd1 =
1
2
(s1 − s0)
sd2 =
1
2
(s2 − s1)
vd1 =
Vt
3
− v1
vd2 =
2Vt
3
− v2
The system of differential equations can be rewritten in terms of the defined d and
t parameters as [28]:
d
dt

C · vd1
C · vd2
L · io
C f · vo
 =

0 0 −sd1 0
0 0 −sd2 0
sd1 sd2 −r −1
0 0 1 −1R


v1
v2
io
vo
+

0
0
st
0
 Vt3 (4.6.3)
By using the variable turns-ratio transformer model, an equivalent circuit of the
FCC can be redrawn in terms of d and t parameters (see Fig. 4.17).
1 : st
Vt
3
+vd1− C
id1 1 : sd1
+vd2− C
id2 1 : sd2
L r
io
R
+vo− C f
Figure 4.17: 3-Cell FCC in terms of d and t parameters
From Section 4.1.1 and as derived in Appendix A.6.2 the exponential Fourier
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series coefficients of switching functions for the 3-cell FCC are
C0(n) = Ψ(n) (4.6.4)
C1(n) = Ψ(n)e
−j2pin 13 = Ψ(n)ζ1n (4.6.5)
C2(n) = Ψ(n)e
−j2pin 23 = Ψ(n)ζ2n (4.6.6)
Ψ(n) =
{
2
pin sin(pind) for n 6= 0
2d− 1 for n = 0. (4.6.7)
The function ζan is defined as ζan = e−j2pin
a
N , where N = 3 for the 3-cell case.
4.6.1 Balancing Equation
Using the same assumptions as with the 2-cell case, namely, that the flying capaci-
tor, C is large enough so that the switching frequency voltage ripple on v1 and v2 is
negligible and that the capacitance is large enough that the capacitor voltage vary
slow enough with time that the rest of the converter can be regarded as being in
the steady state, the expressions for the averaged flying capacitor currents can be
found as:
id1 =
Vt
3
St(ω)
Z(ω)
∗ Sd1(ω)
∣∣∣∣
ω=0
+Vd1
Sd1(ω)
Z(ω)
∗ Sd1(ω)
∣∣∣∣
ω=0
+Vd2
Sd2(ω)
Z(ω)
∗ Sd1(ω)
∣∣∣∣
ω=0
(4.6.8)
id2 =
Vt
3
St(ω)
Z(ω)
∗ Sd2(ω)
∣∣∣∣
ω=0
+Vd1
Sd1(ω)
Z(ω)
∗ Sd2(ω)
∣∣∣∣
ω=0
+Vd2
Sd2(ω)
Z(ω)
∗ Sd2(ω)
∣∣∣∣
ω=0
(4.6.9)
From previous discussions and as proven in Lemma 10 on p. 167:
St(ω)
Z(ω)
∗ Sd1(ω)
∣∣∣∣
ω=0
=
St(ω)
Z(ω)
∗ Sd2(ω)
∣∣∣∣
ω=0
= 0 (4.6.10)
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Also,
Sd1(ω)
Z(ω)
∗ Sd2(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
Sd1(ξ)
Z(ξωs)
Sd2(−ξ)
=
∞
∑
ξ=−∞
C1(ξ) − C0(ξ)
4Z(ξωs)
(
C2(−ξ) − C1(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)
(
ζ1ξ − ζ0ξ
)
4Z(ξωs)
Ψ∗(ξ)
(
ζ2−ξ − ζ1−ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
ζ1ξ − ζ0ξ
) (
ζ−2ξ − ζ−1ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
ζ−1ξ − ζ−2ξ − ζ0ξ + ζ−1ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
−ζ−2ξ + 2ζ−1ξ − ζ0ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
ζ−1ξ
(
2− ζ−1ξ − ζ1ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζ−1ξ = λ12 (4.6.11)
and likewise:
Sd1(ω)
Z(ω)
∗ Sd1(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
= λ11 (4.6.12)
Sd2(ω)
Z(ω)
∗ Sd2(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
= λ22 = λ11 (4.6.13)
Sd2(ω)
Z(ω)
∗ Sd1(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζ1ξ = λ21 (4.6.14)
The expression for λab is derived in Lemma 12 on p.170. The balancing equation
can now be written as
−C d
dt
[
vd1
vd2
]
=
[
λ11 λ12
λ21 λ11
] [
vd1
vd2
]
, (4.6.15)
or more compactly as:
Cv˙d = −Λvd (4.6.16)
4.6.2 Balancing of the 3-cell FCC
If ϕ1 and ϕ2 are the eigenvalues of Λ with corresponding eigenvectors y1 and y2,
then the solution of (4.6.16) is [57, p.371] and [58, p. 184] (assuming thatΛ is simple,
or equivalently that no eigenvalue is repeated):
vd = Ay1e−
ϕ1
C t + By2e−
ϕ2
C t (4.6.17)
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with A and B constants corresponding to the initial values of the system.
Investigation of (4.6.17) reveals:
1. Should either ϕ1 or ϕ2 have a negative real part the system will be unbal-
anced.
2. The time constants of the system are given by τ1 = C/Re {ϕ1} and τ2 =
C/Re {ϕ2}.
3. If both eigenvalues are positive and real the smallest eigenvalue will corre-
spond to the largest time constant.
Using the characteristic equation [59, p. 307] to calculate the eigenvalues im-
plies finding all scalars ϕ for which the equation
(Λ− ϕI)y = 0 (4.6.18)
has nontrivial solutions. This is equivalent to finding all ϕ such that the matrix
(Λ− ϕI) is not invertible, or
det(Λ− ϕI) = 0. (4.6.19)
The determinant is found as:
det(Λ− ϕI) = det
[
λ11 − ϕ λ12
λ21 λ11 − ϕ
]
= (λ11 − ϕ)2 − λ12λ21
= ϕ2 − 2λ11ϕ+ λ211 − λ12λ21
Setting det(Λ− ϕI) = 0, and solving the quadratic equation , yields the eigenval-
ues as:
ϕ1, ϕ2 =
2λ11 ±
√
(2λ11)2 − 4(λ211 − λ12λ21)
2
= λ11 ± 12
√
λ12λ21 (4.6.20)
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4.6.2.1 Relationship Between λ12 and λ21
The expression for λ12 (4.6.11) can be rewritten by combining the sum for positive
and negative values of ξ, and realising that Re
{
ζξ
}
= 1 when ξ = 0, as:
λ12 =
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζ−1ξ
=
∞
∑
ξ=1
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζ−1ξ +
∞
∑
ξ=1
|Ψ(ξ)|2
2Z(−ξωs)
(
1− Re {ζ−ξ}) ζ−1−ξ
=
∞
∑
ξ=1
|Ψ(ξ)|2
(
1− Re
{
ζξ
})( ζ−1ξ
2Z(ξωs)
+
ζ−1−ξ
2Z(−ξωs)
)
=
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
Re
{
Z(ξωs)ζ1ξ
}
(4.6.21)
=
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
α12 (4.6.22)
Similarly, the expression for λ21, (4.6.14), can be rewritten as:
λ21 =
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
Re
{
Z(ξωs)ζ−1ξ
}
(4.6.23)
=
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
α21 (4.6.24)
This derivation for an alternate expression for λab is generalised and proven in
Lemma 14 on p.171.
The only variation between λ12 and λ21 is the α term. Furthermore, it is true
that for all ξ ∈ Z
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
> 0. (4.6.25)
The α12 term can be rewritten as:
α12 = Re
{
Z(ξωs)ζ−1ξ
}
= Re {Z(ξωs)} Re
{
ζ−1ξ
}
− Im {Z(ξωs)} Im
{
ζ−1ξ
}
(4.6.26)
likewise
α21 = Re {Z(ξωs)} Re
{
ζ1ξ
}
− Im {Z(ξωs)} Im
{
ζ1ξ
}
. (4.6.27)
For most load and filter combinations it is true that the impedance of the filter
inductance dominates the load impedance at the switching frequency and higher.
This is especially true for systems with a LC output filter. However, in certain drive
applications, especially with a low switching frequency, this statement will not be
true. Assuming that the statement hold, it is true that Re {Z(ω)}  Im {Z(ω)} at
the frequencies of interest and therefore only the Im {Z(ξωs)} Im
{
ζ1ξ
}
part of the
expression for α will be considered.
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It is true that when ξ is an integer multiple of 3(
1− Re
{
ζξ
})
= 0. (4.6.28)
Furthermore for ξ is not an integer multiple of 3
Im
{
ζ−1ξ
}
= Im
{
ej
ξ
3
}
= −Im
{
e−j
ξ
3
}
= −Im
{
ζ1ξ
}
, (4.6.29)
and therefore
α12 > 0⇐⇒ α21 < 0. (4.6.30)
It is therefore true that
λ12λ21 < 0. (4.6.31)
4.6.2.2 Rebalancing Time Constant
If the result of (4.6.31) is introduced into the expression for the eigenvalues, (4.6.20),
the eigenvalues are found as
ϕ1, ϕ2 = λ11 ± j12
√
λ12λ21, (4.6.32)
and therefore,
Re {ϕ1} = Re {ϕ2} = λ11. (4.6.33)
Using the method of combining the sum for positive and negative values of ξ used
to derive alternate expressions for λ12 and λ21 the expression
λ11 =
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
,
can be rewritten as
λ11 =
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
Re {Z(ξωs)} . (4.6.34)
It is clear that
λ11 > 0 (4.6.35)
when Re {Z(ξωs)} > 0, consistent with non-regenerative loads.
Using this proof that Re {ϕ1} > 0 and Re {ϕ2} > 0, it is clear that the system
will always rebalance with time constant
τ =
C
λ11
. (4.6.36)
The expression for the time constant can be rewritten, using the same method-
ology as in Section 4.2. Using (4.2.7), repeated for convenience as
|Ψ(ξ)|2 = 2(1− cos(2piξd)
pi2ξ2
,
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and assuming that the filter inductor characteristics dominates Z(ω), (4.6.34) can
be rewritten as:
λ11 =
∞
∑
ξ=1
(1− cos(2piξd)r
2pi4 f 2L2ξ4
(
1− Re
{
ζξ
})
(4.6.37)
This is equivalent to (4.2.9) found for the 2-cell case; where, for the 2-cell case ζξ =
(−1)ξ .
In the 2-cell case, with reference to Fig. 4.5, it was possible to approximate the
sum using only the first term, (4.2.10) repeated as
∞
∑
ξ=1,3
1− cos(2piξd)
ξ4
≈ 1− cos(2pid).
However, since ζξ 6= (−1)ξ for a higher numbers of cells, the accuracy of this ap-
proximation diminishes as the number of cells increases. For the 3-cell case this
approximation is still usable, especially at duty cycles around 50%, as shown in
Fig. 4.18. However, as the duty cycle approaches either 0% or 100%, the error be-
comes high, up to 30%, as shown in the second part of Fig. 4.18.
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Figure 4.18: Approximation of
∞
∑
ξ=1
(1− cos(2piξd)
ξ4
(
1− Re
{
ζξ
})
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Therefore using
∞
∑
ξ=1
(1− cos(2piξd)
ξ4
(
1− Re
{
ζξ
})
≈ (1− cos(2pid))
(
1− cos
(
2
3
pi
))
, (4.6.38)
the time constant can be approximated as:
τ =
2pi4 f 2L2C
(1− cos(2pid))(1− cos(2pi/3))r (4.6.39)
Although this yields a fast approximation, the error at extreme values of the duty
cycle is high. Using the sum over all frequencies, the time constant can be more
accurately approximated as
τ =
C
r
f 2L2
∞
∑
ξ=1
(1− cos(2piξd)
2pi4ξ4
(
1− Re
{
ζξ
})
=
f 2L2C
r
τr (4.6.40)
where,
τr =
(
∞
∑
ξ=1
(1− cos(2piξd)
2pi4ξ4
(
1− Re
{
ζξ
}))−1
. (4.6.41)
The value of τr is independent of the circuit parameters. This approximation is
accurate and can be used when:
1. The behaviour of Z(ω) at the switching frequency and higher is dominated
by the filter inductor.
2. The inductor is manufactured in such a way that the skin- and proximity
effects are negligible.
The values for τr are tabulated for different duty cycles in Appendix E, Table E.1. It
is therefore possible to approximate the time constant accurately for any 3-cell FCC
when the values of r, L, C and f are known, by using (4.6.40) and the value of τr
corresponding to the operating duty cycle.
Under conditions where the filter inductor does not dominate the behaviour of
the load at the switching frequency the time constant can be calculated using
τ =
C
∞
∑
ξ=1
(1− cos(2piξd)
|Z(ξωs)|2
(
1− Re
{
ζξ
})
Re {Z(ξωs)}
. (4.6.42)
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4.7 N-Cell FCC with Constant Duty Cycle
From the circuit of Fig. 4.19, the system of differential equations describing the
circuit operation can be found as:
d
dt

2C · v1
2C · v2
...
2C · vN−1
L · io
C f · vo

=

0
0
...
0
sN−1
0

Vt
2
+

0 0 . . . 0 s1 − s0 0
0 0 . . . 0 s2 − s1 0
...
...
. . .
...
...
...
0 0 . . . 0 sN−1 − sN−2 0
1
2 (s0 − s1) 12 (s1 − s2) . . . 12 (sN−2 − sN−1) −r −1
0 0 . . . 0 1 −1R


v1
v2
...
vN−1
io
vo

(4.7.1)
SN−1−
S1−
S0−
S0+
S1+
SN−1+
Vt
2
Vt
2
−v2
+
C −v1
+
CC −vN−1
+ L
io
r
R C f
+vo−
Figure 4.19: N-Cell flying capacitor converter
The following difference and total parameters are defined:
st =
1
2
N−1
∑
n=0
sn
sdn =
1
2
(sn − sn−1) for n = 1, . . . , N − 1
vdn =
nVt
N
− vn for n = 1, . . . , N − 1
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The system of differential equations can be rewritten in terms of the defined d and
t parameters as [28, Section 2.11]:
d
dt

C · vd1
C · vd2
...
C · vd(N−1)
L · io
C f · vo

=

0 0 . . . 0 −sd1 0
0 0 . . . 0 −sd2 0
...
...
. . .
...
...
...
0 0 . . . 0 −sd(N−1) 0
sd1 sd2 . . . sd(N−1) −r −1
0 0 . . . 0 1 −1R


vd1
vd2
...
vd(N−1)
io
vo

+

0
0
...
0
st
0

Vt
N
(4.7.2)
By using of the variable turns-ratio transformer model, an equivalent circuit of the
FCC can be redrawn in terms of d and t parameters, Fig. 4.20.
1 : st
Vt
N
+vd1− C
id1 1 : sd1
+vd2− C
id2 1 : sd2
+vd(N−1)− C
1 : sd(N−1)id(N−1)
L r
io
R
+vo− C f
Figure 4.20: N-Cell FCC in terms of d and t parameters
From Section 4.1.1 and as derived in Appendix A.6.2 the exponential Fourier
series coefficients of switching functions for the N-cell FCC are
C0(n) = Ψ(n) (4.7.3)
Cx(n) = Ψ(n)e
−j2pin xN = Ψ(n)ζxn (4.7.4)
Ψ(n) =
{
2
pin sin(pind) for n 6= 0
2d− 1 for n = 0. (4.7.5)
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The function ζan is defined as ζan = e−j2pin
a
N .
4.7.1 Balancing Equation
The same assumptions as with the 2- and 3-cell cases are used. It is assumed that
that C is sufficiently large that the switching frequency voltage ripple on the fly-
ing capacitor is negligible. It is furthermore assumed that the capacitance is large
enough that the capacitor voltage vary slow enough with time that the rest of the
converter can be regarded as being in the steady state. An expression for the aver-
age current through the flying capacitor of cell a where 0 ≤ a ≤ N− 1 can be found
as
ida =
Vt
N
St(ω)
Z(ω)
∗ Sda(ω)
∣∣∣∣
ω=0
+
N−1
∑
n=1
Vdn
Sdn(ω)
Z(ω)
∗ Sda(ω)
∣∣∣∣
ω=0
. (4.7.6)
It is shown in Lemma 15 on p.172 that
Vt
N
St(ω)
Z(ω)
∗ Sdn(ω)
∣∣∣∣
ω=0
= 0. (4.7.7)
Rewriting this in matrix form, the balancing equation can be expressed as:
− d
dt
C

Vd1
Vd2
...
VdN−1
 =

λ11 λ12 · · · λ1(N−1)
λ21 λ22 · · · λ2(N−1)
...
...
. . .
...
λ(N−1)1 λ(N−1)2 · · · λ(N−1)(N−1)


Vd1
Vd2
...
VdN−1
 (4.7.8)
where
λab =
Sdb(ω)
Z(ω)
∗ Sda(ω)
∣∣∣∣
ω=0
. (4.7.9)
The value for λab can be found for any value of 1 ≤ a, b ≤ N − 1 as
λab =
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζb−aξ ,
by realising that ζx−n = ζ−xn . This result is proven in Lemma 12 on p.170. The ζb−aξ
term is the only variation between the different entries. In fact, the periodic nature
of ζb−aξ gives the b − a term a modulus of N resulting in N distinct entries, and
therefore Λ has a Toeplitz structure [60, p.1] 1.
The balancing equation can be rewritten as:
Cv˙d = −Λvd (4.7.10)
where
Λ =

z0 z1 z2 · · · zN−2
zN−1 z0 z1 · · · zN−3
zN−2 zN−1 z0 · · · zN−4
...
...
...
. . .
...
z2 z3 z4 · · · z0
 (4.7.11)
1A short overview of matrix types is included in Appendix A.2 on p. 159
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za =
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζaξ . (4.7.12)
4.7.2 Characteristics of the Λ Matrix
As proven in Lemma 14 on p.171, the expression for za can be rewritten as
za =
∞
∑
ξ=1
|Ψ(ξ)|2
2|Z(ξωs)|2
(
1− Re
{
ζξ
}) (
Re {Z(ξωs)} Re
{
ζaξ
}
− Im {Z(ξωs)} Im
{
ζa−ξ
})
= xa + ya, (4.7.13)
where
xa =
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
Re {Z(ξωs)} Re
{
ζaξ
}
(4.7.14)
ya =
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
Im {Z(ξωs)} Im
{
ζaξ
}
. (4.7.15)
Theorem 1. Every square matrix A can be written uniquely as the sum of a symmetric
matrix, As, and a skew-symmetric matrix Ask, where [61, p. 151]:
A = As + Ask
As =
A + AT
2
Ask =
A−AT
2
In the case of (4.7.11),Λ decomposes naturally into symmetric and skew-symmetric
parts as:
Λ = Λs +Λsk, (4.7.16)
where
Λs =

x0 x1 x2 · · · xN−2
xN−1 x0 x1 · · · xN−3
xN−2 xN−1 x0 · · · xN−4
...
...
...
. . .
...
x2 x3 x4 · · · x0
 (4.7.17)
and
Λsk =

y0 y1 y2 · · · yN−2
yN−1 y0 y1 · · · yN−3
yN−2 yN−1 y0 · · · yN−4
...
...
...
. . .
...
y2 y3 y4 · · · y0
 . (4.7.18)
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4.7.2.1 Characteristics of the Λs Matrix
Using (4.7.17) and (4.7.14) it is true that
Λs =
∞
∑
n=1
Λs(n) (4.7.19)
where
Λs(n) =

x0(n) x1(n) x2(n) · · · xN−2(n)
xN−1(n) x0(n) x1(n) · · · xN−3(n)
xN−2(n) xN−1(n) x0(n) · · · xN−4(n)
...
...
...
. . .
...
x2(n) x3(n) x4(n) · · · x0(n)
 (4.7.20)
and
xa(n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζn}) Re {Z(nωs)} Re {ζ
a
n} . (4.7.21)
Using (4.7.21) it is possible to rewrite (4.7.20) as:
Λs(n) = α(n)

1 cos(2pin 1N ) cos(2pin
2
N ) · · · cos(2pin N−2N )
cos(2pin N−1N ) 1 cos(2pin
1
N ) · · · cos(2pin N−3N )
cos(2pin N−2N ) cos(2pin
N−1
N ) 1 · · · cos(2pin N−4N )
...
...
...
. . .
...
cos(2pin 2N ) cos(2pin
3
N ) cos(2pin
4
N ) · · · 1

(4.7.22)
α(n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζn}) Re {Z(nωs)} (4.7.23)
It is true that
cos
(
2pin
a
N
)
= cos
(
2pin
N − a
N
)
, (4.7.24)
therefore rewriting (4.7.22) yields:
Λs(n) = α(n)

1 cos(2pin 1N ) cos(2pin
2
N ) · · · cos(2pin 2N )
cos(2pin 1N ) 1 cos(2pin
1
N ) · · · cos(2pin 3N )
cos(2pin 2N ) cos(2pin
1
N ) 1 · · · cos(2pin 4N )
...
...
...
. . .
...
cos(2pin 2N ) cos(2pin
3
N ) cos(2pin
4
N ) · · · 1

(4.7.25)
It is clear that Λs(n) is a symmetric matrix since
Λs(n) = Λs(n)
T. (4.7.26)
Due to the infinite summation Λs will only exist when
∞
∑
n=1
α(n) (4.7.27)
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converges. Using Z(nωs) = |Z(nωs)|∠θn, where Re {Z(nωs)} > 0, and the expres-
sion for the Fourier series coefficients it is true that:
∞
∑
n=1
α(n) =
∞
∑
n=1
(
1− Re
{
ζnξ
}) 4 sin2(pind) cos(θn)|Z(nωs)|
pi2n2|Z(nωs)|2
≤ 8
pi2
∞
∑
n=1
1
n2|Z(nωs)|
Let ε ∈ R and ε ≥ 0. It is true that the series
∞
∑
n=1
1
εn2
=
pi2
6ε
(4.7.28)
converges absolutely. Furthermore, when Re {Z(nωs)} ≥ ε for all n, it is true that∣∣∣∣ 1εn2
∣∣∣∣ ≥ ∣∣∣∣ 1n2|Z(nωs)|
∣∣∣∣ . (4.7.29)
Therefore, according to the direct comparison test, the convergence of (4.7.28) im-
plies that (4.7.27) converges absolutely when Re {Z(nωs)} > 0.
Furthermore, the same series are used for the diagonal entries of Λs. It is also
true that the function A 7→ AT is continuous. Therefore the matrix Λs will be
symmetric and
Λs = Λ
T
s . (4.7.30)
4.7.2.2 Characteristics of the Λsk Matrix
Using (4.7.18) and (4.7.15) it is true that
Λsk =
∞
∑
n=1
Λsk(n) (4.7.31)
where
Λsk(n) =

y0(n) y1(n) y2(n) · · · yN−2(n)
yN−1(n) y0(n) y1(n) · · · yN−3(n)
yN−2(n) yN−1(n) y0(n) · · · yN−4(n)
...
...
...
. . .
...
y2(n) y3(n) y4(n) · · · y0(n)
 (4.7.32)
and
ya(n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζn}) Im {ζ
a
n} Im {Z(nωs)} . (4.7.33)
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Using (4.7.33) it is possible to rewrite (4.7.32) as:
Λsk(n) = β(n)

0 sin(2pin 1N ) sin(2pin
2
N ) · · · sin(2pin N−2N )
sin(2pin N−1N ) 0 sin(2pin
1
N ) · · · sin(2pin N−3N )
sin(2pin N−2N ) sin(2pin
N−1
N ) 0 · · · sin(2pin N−4N )
...
...
...
. . .
...
sin(2pin 2N ) sin(2pin
3
N ) sin(2pin
4
N ) · · · 0

(4.7.34)
β(n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζn}) Im {Z(nωs)} (4.7.35)
It is true that
sin
(
2pin
a
N
)
= − sin
(
2pin
N − a
N
)
, (4.7.36)
therefore rewriting (4.7.34) yields:
Λsk(n) = β(n)

0 sin(2pin 1N ) sin(2pin
2
N ) · · · − sin(2pin 2N )
− sin(2pin 1N ) 0 sin(2pin 1N ) · · · − sin(2pin 3N )
− sin(2pin 2N ) − sin(2pin 1N ) 0 · · · − sin(2pin 4N )
...
...
...
. . .
...
sin(2pin 2N ) sin(2pin
3
N ) sin(2pin
4
N ) · · · 0

(4.7.37)
It is clear that Λsk(n) is a skew-symmetric matrix since,
Λsk(n) = −Λsk(n)T. (4.7.38)
Using the same reasoning as with Λs it is true that the infinite summation of β(n)
converges and since the same series are used for the different entries of Λsk(n) and
that the function A 7→ −AT is continuous it follows that Ask is skew-symmetric
and
Λsk = −ΛTsk. (4.7.39)
It was shown that Λ decomposes naturally into the sum of two matrices Λs and
Λsk. Furthermore it was shown that Λs is symmetric and Λsk is skew symmet-
ric. According to Theorem 1 the decomposition of a square matrix into the sum of
a symmetric, skew-symmetric matrix pair is unique and therefore apart from the
original expressions for Λs and Λsk, equations (4.7.17) and (4.7.18), the matrices
can also from Theorem 1 be written by using the definition of Λ in (4.7.11) as
Λs =
Λ+ΛT
2
(4.7.40)
Λsk =
Λ−ΛT
2
. (4.7.41)
4.7.3 Stability Analysis
Having proven that Λ can be decomposed into the sum of two (one symmetric and
the other skew-symmetric) matrices, it is possible to investigate the system’s stabil-
ity. First an intuitive feel for the balancing equation using an analogous example
from non-rigid body dynamics will be presented.
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4.7.3.1 Equivalence to Mechanical Systems
The following example from [63] gives insight into the rebalancing behaviour of
the FCC.
Let f : Rn 7→ Rn be any differentiable function, choosing an x0 ∈ Rn and using
Taylor’s theorem
f(x) = f(x0) +
d
dt
f(x0)∆x + higher order terms. (4.7.42)
Neglecting the higher order terms and using
d
dt
f(x0) = Af(x0), (4.7.43)
where A can be decomposed into a symmetric part As and a skew-symmetric part
Ask, yields
f(x) ≈ f(x0) + Asf(x0)∆x + Askf(x0)∆x. (4.7.44)
This decomposition corresponds to the following theorem:
Theorem 2 (Theorem of Helmholtz). The most general motion of a sufficiently small
non-rigid body can be represented as the sum of:
1. A translation, that is the f(x0) part.
2. A rotation, that is the skew-symmetric part of the derivative acting on∆x or Askf(x0).
3. A expansion or contraction in three mutually orthogonal directions, that is the sym-
metric part or Asf(x0).
It is possible to generalise this representation further, from [64] it is possible to
express a general second order time-invariant system as:
(M + L)x¨(t) + (D + G)x˙(t) + (K + C)x(t) = P(t) (4.7.45)
where for mechanical systems:
M The symmetric inertia matrix.
D The symmetric damping matrix.
K The symmetric stiffness matrix.
G The skew-symmetric gyroscopic matrix.
C The skew-symmetric circulatory matrix.
Translation of this result to the balancing equation, repeated as:
C
d
dt
vd = −Λsvd −Λskvd
gives the following insights:
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1. The unbalance in the system, expressed as vd can be viewed as a volume in
N − 1 dimensions. When no unbalance is present, this volume would have
zero size.
2. Since the Λs matrix is symmetric, the Λsvd term corresponds to the contrac-
tion of the unbalance volume (or equivalently to the expansion of the volume,
if the system is unstable).
3. Since Λsk matrix is skew-symmetric, the Λskvd term corresponds to the ro-
tation of the unbalance volume. Practically this rotation corresponds to the
exchange of the unbalance voltage between the different cells. This unbalance
is evident in the simulation results presented in Section 4.8, e.g. Fig. 4.23. This
rotation does not dissipate any of the unbalance energy, but merely shifts it
from one cell to another.
4.7.3.2 Inferred Stability Theorem
Previous studies of the FCC showed that the FCC will in general balance naturally
when constant duty cycle modulation is used and the load is not purely reactive.
The studies proved that the point vd = 0 is a stability point and inferred stability
from the circuit operation. It was also shown [28] that there are unique combina-
tions of the number of cells and duty ratio where balancing is impossible.
System stability can be inferred from the equivalent circuit of the FCC using
total and difference parameters, Fig. 4.20. The following observations can be made
from the circuit:
1. Under balanced conditions the voltages vd1 to vd(N−1) will be equal to zero. If
this is true the voltage across the load will be equal to Vt · st(t). Therefore, due
to the interleaving of the switching functions the first switching harmonic of
this voltage will be at N fs.
2. Therefore, since the load is linear, the load current frequency spectrum will
consist of multiples of N fs when the system is balanced.
3. The current through an unbalanced cell capacitor, say ida can be written as
the interaction between the load current and the relevant switching function,
ida(t) = io(t) · sda(t). However, it was proven in Lemma 10, on p. 167, that the
average value of this current is zero.
4. An unbalance voltage in any difference cell, say vda will create an additional
voltage vda · sda(t) across the load (with the assumption that the switching rip-
ple across the flying capacitor is small enough to be ignored). The frequency
spectrum of switching function sda consists of all switching harmonics that
are not a multiple of N.
5. Under unbalanced conditions the load voltage frequency spectrum will there-
fore consist of all multiples of fs. Since the load is linear, the load current
spectrum will also consist of all the harmonics of fs.
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6. If the load is dissipative any increase in load current harmonics will be asso-
ciated with increased losses.
7. The current through any other flying capacitor, say idb(t) can therefore be
written as io(t) · sdb(t). It was proven in Lemma 12, on p. 170, that this current
does have a DC component.
8. These interactions between the load current harmonics and the difference cell
switching functions are described by the matrix Λ. The system can be de-
scribed by
v˙d = Λvd, (4.7.46)
with solution, when Λ is non-singular
vd =
N−1
∑
n=1
Anyne−ϕnt/C, (4.7.47)
where yn is an eigenvector of Λ with associated eigenvalue ϕn.
9. A negative real valued eigenvalue of Λ is associated with the dissipation of
a cell’s unbalance energy in the load. This dissipation occurs through an in-
creased load current ripple.
10. A complex valued eigenvalue pair is associated with the exchange of unbal-
anced energy between two cells. If, hypothetically, the eigenvalues are purely
imaginary this exchange of unbalance energy will be loss less. However, this
exchange must occur via the interactions of the load current ripple with the
switching functions. If the load is not purely reactive this ripple current will
be associated with some loss and therefore the eigenvalue pair can not be
purely imaginary and will have a negative real part.
11. From [28] it is known that unique points exists where the interactions be-
tween the switching functions and the load current ripple is such that no
exchange is possible. Under these conditions Λ will have an eigenvalue of
zero.
The inferred stability theorem therefore relies on two facts. Firstly, all energy
exchange must occur via the load current. Any increase in the load current rip-
ple will result in increased losses and therefore a reduction in the total unbalance
energy. Secondly, due to the interleaving of the switching functions no energy ex-
change between the source Vt and any cell is possible. However, a rigorous proof
of system stability was still lacking.
4.7.3.3 Stability Using Lyapunov’s Method
The system stability can be investigated using Lyapunov’s method, which states:
Theorem 3 (Lyapunov’s Theorem). Consider the system x˙ = Ax where A ∈ Rn×n.
Define W = ATB + BA with the requirement that B is positive definite. The following
statements hold [66, Corollary 11.8.8]:
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1. The system is Lyaponov stable if and only if W is negative-semidefinite.
2. The system is asymptotically stable if and only if W is negative definite.
Definition 1. The inner product of two vectors vector x and y written as 〈x, y〉 is defined
by the relation [58, p. 14]
〈x, y〉 =
N
∑
i=1
xiyi
= xTy.
The following are properties of the inner product:
1. 〈x, y〉 = 〈y, x〉
2. 〈x + y, z〉 = 〈x, z〉+ 〈y, z〉
3. 〈kx, y〉 = k〈x, y〉 (k is a real number)
4. 〈x, x〉 ≥ 0 (= 0 iff x = 0)
5. If x 6= 0 and y 6= 0 then 〈x, y〉 = 0⇐⇒ x⊥y
Definition 2. The spectrum of a m× m square matrix A is the set of all its eigenvalues
[66, Definition 4.4.3], and is written as follows:
σ(A) = {ϕ1, ϕ2, . . . , ϕn}
furthermore any eigenvalue in the spectrum of A is written as
σn(A) = ϕn where 1 ≤ n ≤ m.
Theorem 4. For a symmetric matrix As ∈ Rn×n and a skew-symmetric matrix Ask ∈
Rn×n the following is true about the eigenvalues [58]:
σn(As) ⊂ R
σn(Ask) ⊂ jR
Definition 3. A n × n real symmetric matrix A is positive definite if, for any non-zero
vector x ∈ Rn [67, p. 396-9]
xTAx > 0,
and positive-semidefinite if
xTAx ≥ 0.
Furthermore, since σ(A) ⊂ R, it is true that
xTAx > 0⇐⇒ σ(A) > 0,
and
xTAx ≥ 0⇐⇒ σ(A) ≥ 0.
Corollary 1. The identity matrix I is positive definite since σ(I) = {1}
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Applying Lyapunov’s second theorem, Theorem 3, to the balancing equation,
repeated as
C
d
dt
vd = −Λsvd −Λskvd,
and choosing B = I yields the following expression for W:
W = (−Λs −Λsk)TI + I(−Λs −Λsk)
= −ΛTs −ΛTsk −Λs −Λsk
= −2Λs +Λsk −Λsk
= −2Λs (4.7.48)
According to Theorem 3, the system will be globally stable if −2Λs is negative
definite or equivalently if all eigenvalues of −2Λs are in the left-hand half of the
complex plane.
4.7.3.4 Proof that Λs is Positive Semidefinite
An expression for Λs was derived in Section 4.7.2.1. The expression is repeated for
convenience
Λs =
∞
∑
n=1
Λs(n)
where
Λs(n) = α(n)R(n)
R(n) =

1 cos(2pin 1N ) cos(2pin
2
N ) · · · cos(2pin N−2N )
cos(2pin N−1N ) 1 cos(2pin
1
N ) · · · cos(2pin N−3N )
cos(2pin N−2N ) cos(2pin
N−1
N ) 1 · · · cos(2pin N−4N )
...
...
...
. . .
...
cos(2pin 2N ) cos(2pin
3
N ) cos(2pin
4
N ) · · · 1

α(n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζn}) Re {Z(nωs)}
Theorem 5. Let x1, x2, . . . , xn ∈ Fn, and define A ∈ Fn×n by the fact that the entry (i, j)
of A is equal to x∗i xj. Furthermore define a matrix B = [x1 x2 . . . xn]. Then A = B
∗B.
Consequently A is positive definite [66, Fact 8.7.36]. Here, F denotes either R or C and in
the case of complex numbers A∗ denotes the conjugate transpose (Hermitian conjugate) of
A.
Theorem 6. The sum of two positive definite matrices of the same size is positive definite.
More generally, any non-negative linear combination of positive definite matrices is positive
definite [67, Observation 7.1.3]
It is possible o prove that Λs is positive semidefinite through the use of Theo-
rems 5 and 6.2
2The proof was suggested by Prof. C. Lance, University of Leeds, UK (private communication).
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By defining
θ = 2pi
1
N
(4.7.49)
it is possible to rewrite the definition of R(n) as
R(n) =

1 cos(nθ) cos(2nθ) · · · cos({N − 2}nθ)
cos(nθ) 1 cos(nθ) · · · cos({N − 3}nθ)
cos(2nθ) cos(nθ) 1 · · · cos({N − 4}nθ)
...
...
...
. . .
...
cos({N − 2}nθ) cos({N − 3}nθ) cos({N − 4}nθ) · · · 1
 .
(4.7.50)
Define the following two 1× N − 1 matrices
Qp(n) =
[
1 ejnθ ejn2θ . . . ejn(N−2)θ
]
(4.7.51)
and
Qn(n) =
[
1 e−jnθ e−jn2θ . . . e−jn(N−2)θ
]
. (4.7.52)
It is now true that
Q∗p(n)Qp(n) =

1 ejnθ ejn2θ · · · ejn(N−2)θ
e−jnθ 1 ejnθ · · · ejn(N−3)θ
e−jn2θ e−jnθ 1 · · · ejn(N−4)θ
...
...
...
. . .
...
e−jn(N−2)θ e−jn(N−3)θ e−jn(N−4)θ · · · 1
 (4.7.53)
and likewise
Q∗n(n)Qn(n) =

1 e−jnθ e−jn2θ · · · e−jn(N−2)θ
ejnθ 1 e−jnθ · · · e−jn(N−3)θ
ejn2θ ejnθ 1 · · · e−jn(N−4)θ
...
...
...
. . .
...
ejn(N−2)θ ejn(N−3)θ ejn(N−4)θ · · · 1
 (4.7.54)
where A∗ denotes the complex conjugate transpose of A. Using the identity that
1
2
(
ejϑ + e−jϑ
)
= cos(ϑ) (4.7.55)
it follows that
1
2
(
Q∗p(n)Qp(n) + Q
∗
n(n)Qn(n)
)
= R(n). (4.7.56)
From Theorem 5 it follows that both Q∗p(n)Qp(n) and Q
∗
n(n)Qn(n) are positive-semidefinite.
Furthermore from Theorem 6 it is true that R(n) is positive-semidefinite.
Recall from (4.7.22) that
α(n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζ
n}) Re {Z(nωs)} .
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It is clear that α(n) is positive for all values of n if Re {Z(nωs)} ≥ 0. When α(n) is
positive for all n it follows that Λs(n) is also positive-semidefinite.
It was shown earlier that the series
∞
∑
n=1
Λs(n)
converges toΛs. Furthermore since the function A 7→ xTAx is continuous it follows
from Theorem 6 that Λs is positive-semidefinite. It is also possible to rewrite the
infinite series as a sum of N matrices by realising that due to the definition of θ the
set {n ∈ Z+ : Ar(n)} consists of N elements.
In the theoretical case where the load is purely reactive, in other words when
Re {Z(nωs)} = 0, it is true, for all n, that α(n) = 0. In this case Λs will be a zero
matrix and no rebalancing is possible. This result is consistent with the results of
previous studies [26; 34].
4.7.4 Dissipation of the Unbalance Energy
The unbalance energy contained in the system can be expressed as:
E =
1
2
C
(
v2d1 + v
2
d2 + . . . + v
2
d(N−1)
)
=
1
2
C〈vd, vd〉 (4.7.57)
Differentiating yields:
d
dt
E =
1
2
C (〈v˙d, vd〉+ 〈vd, v˙d〉)
=
1
2
C
(
v˙Td vd + v
T
d v˙d
)
=
1
2
C
(−1
C
(Λvd) Tvd +
−1
C
vTdΛvd
)
= −1
2
(
vTdΛ
Tvd + vTdΛvd
)
(4.7.58)
Using the fact that Λs is symmetric and Λsk is skew-symmetric yields:
d
dt
E = −1
2
(
vTd (Λs +Λsk)
T vd + vTd (Λs +Λsk) vd
)
= −1
2
(
vTdΛsvd − vTdΛskvd + vTdΛsvd + vTdΛskvd
)
= −vTdΛsvd (4.7.59)
Theorem 7. The eigenvectors associated with distinct eigenvalues of a real symmetric
matrix As are orthogonal [58, p. 36].
Proof. Using two eigenvectors, x and y, of As
Asx = αx
Asy = βy
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α 6= β, it is true that
〈y, Asx〉 = α〈y, x〉
〈x, Asy〉 = β〈x, y〉.
Since 〈x, Asy〉 = 〈Asx, y〉 = 〈y, Asx〉, subtraction yields
0 = (α− β)〈x, y〉
Hence 〈x, y〉 = 0 which implies that x⊥y.
According to Theorem 7, the eigenvectors of the real symmetric matrix Λs,
without repeated eigenvalues, are orthogonal. As all orthogonal vectors are per
definition also linearly independent, Λs can therefore, according to Theorem 8, be
factorised as
Λs = YDY−1, (4.7.60)
where
Y =
[
y1 y2 · · · yN−1
]
(4.7.61)
D =

ϕ1 0 · · · 0
0 ϕ2 · · · 0
...
...
. . .
...
0 0 · · · ϕN−1
 (4.7.62)
and yn is an eigenvector of Λs with associated eigenvalue ϕn.
Theorem 8 (Diagonalisation Theorem). A n× n matrix A is diagonalisable in the form
A = YDY−1
where Y is a n× n matrix with columns y1, . . . , yn, the n eigenvectors of A, and D is a
diagonal matrix with diagonal entries ϕ1, . . . , ϕn, the eigenvalues of A, if and only if the n
eigenvectors of A are linearly independent [59, p. 314].
When all the eigenvectors are normalised, i.e. unit vectors, Y will be an or-
thonormal matrix and it is true that
YYT = YTY = I (4.7.63)
∴ YT = Y−1. (4.7.64)
Furthermore, orthonormal matrices preserve the inner product [66] in that for a
orthonormal matrix Q and any vectors x and y
〈Qx, Qy〉 = 〈x, y〉.
The unbalance voltage state vector can be expressed in terms of the N − 1 or-
thogonal eigenvectors yn of Λs and using wn as the different weighting factors,
as
vd =
N−1
∑
n=1
wnyn
= Yw, (4.7.65)
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where
w =
[
w1 w2 · · · wN−1
]T . (4.7.66)
Using this representation of vd the unbalance energy is found as
E =
1
2
C〈vd, vd〉
=
1
2
C〈Yw, Yw〉
=
1
2
C〈w, w〉
=
1
2
C
N−1
∑
n=1
w2n. (4.7.67)
The RHS of (4.7.59) can be rewritten using the same definition of vd as:
d
dt
E = −vTdΛsvd
= −(Yw)T ΛsYw
= −wTYTΛsYw
using Theorem 8
d
dt
E = −wTYTΛsYw
= −wTYTYDYTYw
= −wTDw
= −
N−1
∑
n=1
w2nϕn. (4.7.68)
The following observations can be made:
1. According to the stability criteria by using Lyapunov’s Second Method (in
Section 4.7.3.3),−Λs must be negative definite. This corresponds to the result
of (4.7.68), as the unbalance energy will decay to zero if all the eigenvalues of
−Λs are negative.
2. From the discussion in Section 4.7.3.2 it is possible to deduce from the equiv-
alent circuit of Fig. 4.20 that the unbalance energy will be dissipated in the
load under most conditions.
3. Furthermore, it was proven in Section 4.7.3.3 thatΛs is in fact positive semidef-
inite. There are unique operational points where the unbalance energy will
remain constant in a specific cell, corresponding to Λs having an eigenvalue
equal to zero. These points of operation are identified in [28] and briefly dis-
cussed in Section 4.7.7.
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4. The requirement that Λs is simple, i.e. not having repeated eigenvalues, does
not limit the applicability of this discussion. All eigenvectors of real symmet-
ric matrices are linearly independent [58], therefore Theorem 8 holds for all
real symmetric matrices. This discussion and the conclusions are therefore
applicable even if As is not simple.
4.7.5 Approximation of the Eigenvalues of Λs
The following two sections introduces a method of estimating the maximum rebal-
ancing time constants from the characteristics of Λ. It is true that Λ is Toeplitz. In
the asymptotic case where N → ∞ certain conclusions and bounds on the spectrum
of a Toeplitz matrix A ∈ RK×K can be made by using an approximating circulant
matrix Ac ∈ R(K+1)×(K+1) [60]. However, the voltage rating requirements of the
flying capacitors at large N makes the FCC impractical for N > 10 and this method
cannot be used. The method used here uses the symmetric, skew-symmetric sum
decomposition of Λ to estimate a minimum bound on the real part of the eigenval-
ues.
The flying capacitor converter finds typical application in high voltage drives
[68]. When the converter is used as a drive, the load at the switching frequency
and higher can be modelled as a pure inductance with ESR [37], when the high
frequency effects such as the skin effect [69; 70] are ignored. In stand-alone inverter
and DC source applications the converter output will be similar to the circuit of
Fig. 4.19. The output filter capacitance will in most applications be fairly large, in
other words large enough so that at the switching frequency
1
ωcC f
 R. (4.7.69)
If the filter capacitor is large enough, the load at the switching frequency and above
can be approximated as
Z(ω) ≈ r + jωL. (4.7.70)
Using another approximation that ωL  r at the switching frequency and higher,
it is true that
|Z(nωs)| ≈ nωsL (4.7.71)
Re {Z(nωs)} ≈ r. (4.7.72)
A more accurate description of Re {Z(nωc)} would include the ESR of the output
filter capacitor. However, this equivalent resistance is small in most capacitors and
in most practical circuits it would be more than a magnitude of order smaller than
the inductor ESR. For the remainder of this thesis, the influence of the filter capaci-
tor ESR will be ignored.
Consider (4.7.19)-(4.7.21), repeated for convenience as
Λs =
∞
∑
n=1
Λs(n)
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where
Λs(n) = α(n)

1 cos(2pin 1N ) cos(2pin
2
N ) · · · cos(2pin 2N )
cos(2pin 1N ) 1 cos(2pin
1
N ) · · · cos(2pin 3N )
cos(2pin 2N ) cos(2pin
1
N ) 1 · · · cos(2pin 4N )
...
...
...
. . .
...
cos(2pin 2N ) cos(2pin
3
N ) cos(2pin
4
N ) · · · 1

and
α(n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζn}) Re {Z(nωs)} .
Using the approximated values for the load impedance at the switching frequency
and higher Λs can be rewritten as
Λs ≈ rL2 f 2s
Λr, (4.7.73)
where
Λr =
∞
∑
n=1
Λr(n) (4.7.74)
Λr(n) = β(n)

1 cos(2pin 1N ) cos(2pin
2
N ) · · · cos(2pin 2N )
cos(2pin 1N ) 1 cos(2pin
1
N ) · · · cos(2pin 3N )
cos(2pin 2N ) cos(2pin
1
N ) 1 · · · cos(2pin 4N )
...
...
...
. . .
...
cos(2pin 2N ) cos(2pin
3
N ) cos(2pin
4
N ) · · · 1

(4.7.75)
β(n) =
1
4pi2n2
|Ψ(n)|2
(
1− cos
(
2pi
n
N
) )
=
sin2(npid)
pi4n4
(
1− cos
(
2pi
n
N
) )
. (4.7.76)
Therefore the eigenvalues of Λs can be approximated by the eigenvalues of Λr as
σn(Λs) ≈ rL2 f 2s
σn(Λr). (4.7.77)
Expressing Λs in terms of Λr is beneficial, since Λr is invariant to the connected
load.
4.7.6 Eigenvalues of the Rebalancing Matrix
When Λ is non-singular the solution to the balancing equation
C
d
dt
vd = −Λvd,
is found by
vd =
N−1
∑
n=1
Anyne−ϕnt/C, (4.7.78)
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where ϕn and yn denote the eigenvalues and eigenvectors of Λ respectively.
As shown in Section 4.7.2 it is possible to factorise Λ in such a manner that the
balancing equation can be rewritten as
d
dt
vd = Λsvd +Λskvd.
Theorem 9. For a matrix A ∈ Rm×m it is true that for all n [66, Fact 5.10.22,p 198]
σmin
(
A + AT
2
)
≤ Re {σn(A)} ≤ σmax
(
A + AT
2
)
,
σmin
(
A−AT
2j
)
≤ Im {σn(A)} ≤ σmax
(
A−AT
j2
)
where σmin(A) and σmax(A) denotes the minimum and maximum eigenvalue in the spec-
trum of A respectively3. Also, σn(A) denotes any eigenvalue in the spectrum of A.
Using Theorem 9 and realising that, from Theorem 1,
Λs =
Λ+ΛT
2
Λsk =
Λ−ΛT
2
,
it is true that
σmin(Λs) ≤ Re {σn(Λ)} . (4.7.79)
Furthermore, the following statements can be made about the eigenvalues of Λ,Λs
and Λsk:
1. σn(Λs) ⊂ R.
2. σn(Λsk) ⊂ jR.
3. However, it is not in general true that Re {σn(Λ)} = σn(Λs) or Im {σn(Λ)} =
σn(Λsk).
Consider the voltage rebalancing following perturbation (at t = 0) as described
by (4.7.78). The maximum rebalancing time constant is
τmaxV =
C
min
n
(Re {σn(Λ)}) . (4.7.80)
The response of any difference voltage will be bounded by
|vdn(t)| ≤ Bne−t/τmaxV , t ≥ 0, (4.7.81)
where Bn is a constant that depends on the initial disturbance.
3It is true that the that spectrum of real symmetric matrices is real, and imaginary for real skew-
symmetric matrices.
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Let τmax represent the time constant associated with the smallest eigenvalue of
Λs. It is possible to rewrite (4.7.79) as
C
σmin(Λs)
= τmax ≥ Cmin
n
(Re {σn(Λ)}) = τmaxV , (4.7.82)
and therefore
|vdn(t)| ≤ Bne−t/τmax , t ≥ 0. (4.7.83)
Using the same approximation with regard to the nature of the load at the switching
frequency and above as in Section 4.7.5 it is possible to approximate τmax. Recall
that according to (4.7.77), repeated for convenience as
σn(Λs) ≈ rL2 f 2s
σn(Λr),
it is possible estimate the minimum eigenvalue of Λs using the minimum eigen-
value of Λr. Let
τmax =
−C
σmin(Λs)
. (4.7.84)
The maximum time constant can be approximated with τmaxA defined as
τmaxA =
CL2 f 2s
r
τr, (4.7.85)
where
τr =
1
σmin(Λr)
. (4.7.86)
It is therefore true that
τmaxV ≤ τmax (4.7.87)
τmax ≈ τmaxA (4.7.88)
τmaxA =
CL2 f 2s
r
τr. (4.7.89)
The values of τr are tabulated in Tables E.1 - E.6 for various duty cycles for flying
capacitor converters with 3-8 cells. A 8-cell converter was chosen as a maximum
value since, due to the clamping capacitor requirements, FCCs with 5 cells or more
are rarely used [72].
The ratio between τmax and τmaxV for are shown in Fig. 4.21 for a range of duty
cycles. It is clear that τmax gives a worst case approximation.
The ratio of the time constants in Fig. 4.21 does not contain information about
the change in the maximum balancing time constant with duty cycle. In Fig. 4.22
the minimum eigenvalue of Λ and Λs are shown for 4-7 cell FCCs as a function of
duty cycle.
A python script file is included in Appendix C.2.2. This file calculates both
τmaxV and τmax for any FCC. Although the approximation using the reference tables
in Appendix E can be used as a design guide, this file can be used if a more accurate
value is required.
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Figure 4.21: The ratio of τmax/τmaxV
Figure 4.22: The minimum real part of the eigenvalues of Λ and Λs vs duty cycle for 4-7
cell FCC.
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4.7.7 Duty Cycle Values where Λ is Singular
There are values of constant duty cycle where an eigenvalue with a real part equal
to zero exists, or equivalently where Λ is singular. Under these conditions, the
system will not rebalance. For an in-depth discussion, refer to [28]. These values
are tabulated in Table 4.4.
Table 4.4: Values of constant duty cycle where Λ is singular
Number of Cells Duty Cycles
2 0,1
3 0,1
4 0, 12 ,1
5 0,1
6 0, 13 ,
1
2 ,
2
3 ,1
7 0,1
4.8 Simulation Studies
4.8.1 4-Cell Example
A 4-cell FCC, with component values as tabulated in Table 4.1 on p. 62, was simu-
lated under the following conditions:
1. At t = 0 s the system is assumed to be in voltage balance, i.e. vd1 = vd2 =
vd3 = 0, with io = vo = 0.
2. The FCC cells are operating at a constant duty cycle, with interleaved switch-
ing.
3. At t = 20 ms the value of vd3 is set to 20 V.
Using Table E.2 in Appendix E, the value of τr corresponding to a duty cycle of
0.28 is 518.58. Using (4.7.85) the worst case time constant is found as
τmaxA = 15.17 ms,
while the Python script listed in Appendix C.2.2 yields the more accurate values:
τmaxV = 10.7 ms
τmax = 12.8 ms
In Fig. 4.23 it is clear that there is an initial disturbance of the difference voltages.
This initial disturbance is due to the transient response, as the load current and
voltage rise to the steady state values.
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It is clear that the voltages balance naturally after the introduction of the distur-
bance. Two traces are added to describe the theoretical approximations. The line
describing the τmaxV approximation is described by:
f = 20e−(t−0.02)/τmaxV u(t− 0.02)
At first glance, the approximated time constant seems conservative. However, the
eigenvalues of Λ have large imaginary components, resulting in a high measure of
energy exchange between the flying capacitors. It is clear that the initial unbalance
energy in vd3 is quickly shared between vd3 and vd1. In Fig. 4.24 the time constant
approximation is changed to
f = 10e−(t−0.02)/τmaxV u(t− 0.02),
to compensate for this initial energy exchange. The predicted value of τmaxV gives
a very good indication of the system rebalancing time constant.
Figure 4.23: Simulation of 4-cell FCC, with d = 28%
In Section 4.7.7, it was stated from [28] that the 4-cell FCC would not rebalance
when operating at a constant duty cycle of 50 %. In Fig. 4.25 it can be seen that the
FCC does not rebalance after unbalance in vd3 is introduced. However, the system
rebalances when unbalance is introduced in vd2, Fig. 4.26. For the 4-cell FCC there
are 3 time constants, and although the largest is infinitely large at a constant duty-
cycle of 50 %, the smallest is finite. The solution to the system: (4.7.78), repeated
as
vd =
3
∑
n=1
Anyne−ϕnt/C,
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Figure 4.24: Simulation of 4-cell FCC, with d = 28%, alternate representation of τ approxi-
mation
describes the rebalancing of the circuit after the introduction of a disturbance. The
eigenvectors yn and eigenvalues ϕn are invariant to the type of disturbance. How-
ever, the constants An vary according to the disturbance, and they are calculated
from the initial conditions. When the disturbance is introduced in vd2, the constant
corresponding to the eigenvalue(s) with a real part of zero will be equal to zero,
effectively removing the constant, that is the e0t, term from the solution.
4.8.2 Limitations of the Approximation: 5-cell Examples
A 5-cell FCC was simulated using the same conditions and circuit component val-
ues as for the 4-cell case in the previous section. The converter is operating with a
constant duty cycle, with d = 70 %. Using Table E.3 in Appendix E, the value of
τr corresponding to a duty cycle of 0.7 is 1242.868. Using (4.7.85), the largest time
constant is found as:
τmaxA = 36.368 ms
while the Python script listed in Appendix C.2.2 yields the more accurate values:
τmaxV = 11.9 ms
τmax = 32.13 ms
The resulting difference voltages and an approximation of the form
f = 20e(t−0.02)/τu(−t− 0.02),
are shown in Fig 4.27. It is clear that the approximated time constant describes the
system well.
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Figure 4.25: Simulation of 4-cell FCC, with d = 50%, initial unbalance in vd3
Figure 4.26: Simulation of 4-cell FCC, with d = 50%, initial unbalance in vd2
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Figure 4.27: Simulation of 5-cell FCC, base-case with d = 70%
The main assumptions in the approximation of τmax with τmaxA were that the
filter inductor characteristics dominate the behaviour of Z(ω) at the switching fre-
quency and above, and that r  ωL, at the switching frequency. In Fig. 4.28, the
filter inductor ESR is changed to 4.8 Ω, resulting in r ≈ ωL at the switching fre-
quency. The larger ESR alters the approximation time constant to τmaxA = 6.06 ms.
The correct value of τmax calculated with the Python script is 7.44 ms. It is clear
from Fig. 4.28 that in this case the approximation still yields an acceptable result.
4.9 N-Cell FCC with Modulated Duty Cycle
In most applications of the FCC the output is sinusoidally modulated, for example,
when the FCC is used as an electrical machine drive. The analysis of the FCC with
modulated output requires the representation of modulated PWM signals in the
frequency domain. Several methods of calculating the Fourier series coefficients
exist:
1. The Fourier series expansion for a non-modulated signal can be used, with
a time varying duty cycle. This method requires the manipulation of the re-
sulting cos(ξ cos(θ)) terms into Bessel function forms using the Jacobi-Anger
expansions [5]. This method can be used for a sinusoidal reference modulated
by a triangular carrier.
2. The double Fourier series method was first proposed by W.R. Bennet [73] for
use in communication systems [5; 74]. It was later adapted for use in PWM
power converters by Bowes and Bird [75]. This method had been used in
previous studies concerning the natural balancing of the FCC [28; 25], three
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Figure 4.28: Simulation of 5-cell FCC, d = 70% with r = 4.8 Ω
phase diode clamped converters [29] and Series Stacked Power Conditioners
[33], [32]. The use of the this method for various carriers are discussed in
detail in [5] while [74] discusses the use of the method to express the double
Fourier series in exponential form.
The double Fourier series method will be used in this study to derive the Fourier
series coefficients. The exponential Fourier series, containing positive and negative
frequencies, will be used, as the convolution operator is strictly only defined for
the exponential Fourier series.
Let the switching PWM function of a single cell be created through comparison
of a reference signal fr and a triangular carrier signal, fc, with frequency ωs. A
triangular carrier is used in lieu of a sawtooth carrier, since the triangular carrier
results in lower harmonic distortion at the output voltage, especially in three phase
inverters [5].
For the FCC the switching function has a value of either -1 or 1, and is derived
in the following manner:
fr = ma sin(ωrt + θr)
fc =
2
pi
arcsin(sin(ωs + θs))
s(t) =
{
1, for fr ≥ fc(t)
−1, for fr < fc(t)
The process is illustrated in Fig.4.29.
The switching signal can be expressed in exponential Fourier series form, as
shown in [74]. Defining x(t) = ωLt+ θL and y(t) = ωst+ θs, the switching function
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Figure 4.29: Generation of a modulated PWM signal
s is expressed as:
s(t) =
∞
∑
k=−∞
∞
∑
m=−∞
S˜(k,m)e
j(kx+my) (4.9.1)
where
S˜(k,m) =
1
4pi2
∫ 2pi
0
∫ 2pi
0
F(x, y)e−j(kx+my)dxdy. (4.9.2)
A unit cell of the background function F(x, y) is indicated in Fig. 4.30. A com-
plete discussion of the development of a general background function can be found
in [5].
The double integral is evaluated over the area as indicated by Fig. 4.30. A com-
plete derivation of the exponential Fourier series coefficients is included in Ap-
pendix A.6.4. For an N-cell FCC, the ath modulated PWM switching signal can be
expressed in Fourier series form as:
sa(t) =
∞
∑
k=−∞
∞
∑
m=−∞
Ψ˜(k, m)ejkωrtejmωstejkθrζam (4.9.3)
where
Ψ˜(k, m) =

−1
j2 ma when m = 0, k = −1
1
j2 ma when m = 0, k = 1
0 when m = 0, |k| 6= 1
j
pim Jk(
1
2pimma)
(
(−1)ke 12 jpim − e−j 12pim
)
when m 6= 0
(4.9.4)
and
ζam = e
j2piam/N . (4.9.5)
The ejkθr term refers to the phase shift of the reference function fr. For the remainder
of this thesis it will be assumed that θr = 0.
With reference to (4.9.4), it is important to note that:
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Figure 4.30: Background function unit cell, F(x, y) used to calculate the boost switching
function
1. The counter k denotes steps in the frequency domain with size ωr.
2. Likewise m denotes steps with size ωs.
3. Ψ˜(k, 0) describe the low frequency harmonics of the switching function.
4. Ψ˜(0, m) describes the carrier harmonics.
5. Ψ˜(k, m) where k, m 6= 0 describes the sideband harmonics.
6. Harmonics decay as |m| increase.
7. When ωs ≫ ωL the groups of harmonics do not overlap [28; 33; 29].
4.9.1 Harmonic Content of Interleaved Modulated PWM Switching
Signals
The following section discusses the harmonic content of a 3-cell FCC operating
with modulated PWM and with interleaved switching. This section is included to
aid the readability of this text.
The converter is operational with parameters as indicated in Table 4.5.
Table 4.5: Operating conditions of 3-cell FCC
fr 50 Hz
fs 2.5 kHz
ma 0.7
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When the switching signals are interleaved the carrier signals are phase shifted
with respect to one another; choosing s0(t) as the reference signal, the three carriers
are:
fc0 =
2
pi
arcsin(sin(ωs))
fc1 =
2
pi
arcsin(sin(ωs +
2
3
pi))
fc2 =
2
pi
arcsin(sin(ωs +
4
3
pi))
The resulting switching signals s0, s1 and s2 are shown in Fig. 4.31. The three
derived signals st, sd1 and sd2 as defined by
st =
1
2
(s0 + s1 + s2)
sd1 =
1
2
(s1 − s0)
sd2 =
1
2
(s2 − s1),
are also indicated in Fig. 4.31. The switching frequency in Fig. 4.31 is reduced from
2.5 kHz to 500 Hz for illustrative purposes.
The harmonic spectrum of the switching signal S0 is indicated in Fig. 4.32. The
following observations are highlighted:
1. The harmonics of S0 appears in clusters around the multiples of the switching
frequency. In this example the frequency modulation index, m f defined as
m f =
fc
fr [40], is equal to 50 and relatively low for a medium power rating
multi-level converter. Even at this lower switching frequency, it is clear that
the harmonic clusters centred around the multiples of fs do not overlap. This
property of the harmonic spectrum was used extensively in [28; 33; 29] among
others in describing the rebalancing process. This property facilitated the use
of the concept of expressing the convolution of two signals by using of the
“integrals over groups” concept, described in detail in [28].
2. The magnitude of the clusters of harmonics decreases as m increase. In [33]
the following property of the harmonic spectrum was derived and discussed:
|Ψ˜(k, m)| ≤ min
(
2
|m|pi ,
1
|k|pi
∫ 2pi
ωr
0
∣∣∣∣d fr(t)dt
∣∣∣∣ dt
)
(4.9.6)
Where
∫ 2pi
ωr
0
∣∣∣ d fr(t)dt ∣∣∣ dt is a fixed number. The second part of the property de-
scribes the formation of the discussed clusters, in that the magnitude of the
harmonics in the clusters decay with |k|; proving that when the frequency
modulation index chosen is high enough the harmonic clusters will not over-
lap.
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Figure 4.31: The switching signals of the 3-cell FCC
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Figure 4.32: Harmonic content of example 3-cell FCC interleaved modulated switching, S0.
The harmonic spectrum of the St switching function is shown in Fig. 4.33. Us-
ing the definition of the switching function, the Fourier series coefficients can be
expressed as follows, using the result of Lemma 2:
C˜t(k,m) =
1
2
(
C˜0(k,m) + C˜1(k,m) + C˜2(k,m)
)
=
1
2
Ψ˜(k,m)(ζ
0
m + ζ
1
m + ζ
2
m)
=
{
3
2 Ψ˜(k,m) when m = ϑN
0 otherwise
(4.9.7)
It is clear that, apart from the fundamental component, the first cluster of har-
monics appears around the 3rd harmonic of the switching frequency. This apparent
multiplication of the switching frequency in interleaved multilevel converters is
well known [3; 4]. This frequency multiplication increases the effective switching
frequency at the converter output and allows for an output filter with a high cut-off
frequency, often reducing the required filter inductor size.
Likewise, the harmonic spectrum of the C˜d1(k,m) switching function can be de-
scribed using the definition of Sd1, and the result of Lemma 3 as:
C˜d1(k,m) =
1
2
(
C˜1(k,m) − C˜0(k,m)
)
=
1
2
Ψ˜(k,m)(ζ
1
m − ζ0m)
=
{
Ψ˜(k,m) when m 6= ϑN
0 otherwise
(4.9.8)
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Figure 4.33: Harmonic content of example 3-cell FCC interleaved modulated switching, St.
It can be seen from Fig. 4.34, that the harmonics occur in clusters around the har-
monics of the switching frequency that are not multiples of N. The harmonics of
the S˜d2 switching function are similar to that of S˜d1, albeit phase shifted.
4.9.2 The Rebalancing Matrix
Using the same method as in section 4.7 An expression for the average current
through the flying capacitor of cell a where 0 ≤ a ≤ N − 1 can be found as
ida =
Vt
N
S˜t(ω)
Z(ω)
∗ S˜da(ω)
∣∣∣∣
ω=0
+
N−1
∑
n=1
Vdn
S˜dn(ω)
Z(ω)
∗ S˜da(ω)
∣∣∣∣
ω=0
(4.9.9)
Using the results of (4.9.7) and (4.9.8) it can be seen that the harmonics of the
S˜t and S˜da occur in clusters around different multiples of the switching frequency.
When the frequency modulation index, m f is high enough, the clusters associated
with the S˜t and S˜da switching functions will not overlap. Under this condition the
convolution of the modulated signals can be expressed as:
S˜t(ω)
Z(ω)
∗ S˜da(ω)
∣∣∣∣
ω=0
=
∞
∑
$=−∞
∞
∑
ξ=−∞
C˜t($,ξ)
Z($ωr + ξωs)
C˜da(−$,−ξ) (4.9.10)
Using this expression of the convolution sum, or equivalently the integrals over
harmonic groups method as discussed in [28; 33; 29], it is shown in Lemma 11 that
Vt
N
S˜t(ω)
Z(ω)
∗ S˜da(ω)
∣∣∣∣
ω=0
= 0. (4.9.11)
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Figure 4.34: Harmonic content of example 3-cell FCC interleaved modulated switching,
Sd1.
Rewriting in matrix form, the balancing equation can be expressed as:
Cv˙d = −Λ˜vd (4.9.12)
where
Λ˜ =

λ˜11 λ˜12 · · · λ˜1(N−1)
λ˜21 λ˜22 · · · λ˜2(N−1)
...
...
. . .
...
λ˜(N−1)1 λ˜(N−1)2 · · · λ˜(N−1)(N−1)
 , (4.9.13)
and
λ˜ab =
S˜db(ω)
Z(ω)
∗ S˜da(ω)
∣∣∣∣
ω=0
. (4.9.14)
Since the system is evaluated at ω = 0 and the switching functions are real
valued, the entries in Λ˜ are all real. According to Theorem 1, it is possible to rewrite
Λ˜ as
Λ˜ = Λ˜s + Λ˜sk (4.9.15)
where Λ˜s is symmetric and Λ˜sk is skew-symmetric.
In Section 4.7.6, it was shown that it is possible to define a maximum voltage
rebalancing time constant. It is true that there exists a constant Bn such that
|vdn(t)| ≤ Bne−t/τ˜maxV , t ≥ 0, (4.9.16)
where
τ˜maxV =
−C
min
n
(Re
{
σn(Λ˜)
}
)
. (4.9.17)
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Furthermore, by using Theorem 9, a maximum rebalancing time constant can be
found from the eigenvalues of Λ˜s such that the difference voltage will be bounded
by
|vdn(t)| ≤ Bne−t/τ˜max , t ≥ 0, (4.9.18)
where
τ˜max =
−C
σmin(Λ˜s)
. (4.9.19)
A Python script is included in Appendix C.2.3. This script generates Λ˜ using
(4.9.13) for any converter and a range of different passive loads with any compo-
nent values. The values of τ˜max and τ˜maxV are calculated using (4.9.19) and (4.9.17).
The matrix Λ˜s is numerically constructed by
Λ˜s =
1
2
(
Λ˜+ Λ˜T
)
. (4.9.20)
4.9.3 Approximation of the Worst Case Voltage Rebalancing Time
Constant
In Section 4.7.5 it was shown that under certain conditions it is possible to estimate
τmax using tabulated values for unmodulated systems. This section introduces a
method that provides the same approximation for the modulated duty cycle case.
Using asymptotic analysis by assuming that fs  fr the duty cycle can be
rewritten as
d(t) =
1
2
+
1
2
ma sin(ωrt), (4.9.21)
and from (4.2.7)
|Ψ(n)|2 = 21− cos(2pind)
pi2n2
. (4.9.22)
It is clear that the entries of Λs are a function of the duty cycle.
Recall from (4.7.25) that Λs can be rewritten, including the variable duty cycle
term, as
Λs(d) =
∞
∑
n=1
Λs(n)(d) (4.9.23)
Λs(n)(d) = α(d, n)R(n) (4.9.24)
R(n) =

1 cos(2pin 1N ) cos(2pin
2
N ) · · · cos(2pin 2N )
cos(2pin 1N ) 1 cos(2pin
1
N ) · · · cos(2pin 3N )
cos(2pin 2N ) cos(2pin
1
N ) 1 · · · cos(2pin 4N )
...
...
...
. . .
...
cos(2pin 2N ) cos(2pin
3
N ) cos(2pin
4
N ) · · · 1
 (4.9.25)
α(d, n) =
|Ψ(n)|2
|Z(nωs)|2 (1− Re {ζn}) Re {Z(nωs)} (4.9.26)
=
2(1− cos(2pind))
pi2n2|Z(nωs)|2 (1− Re {ζn}) Re {Z(nωs)} . (4.9.27)
The following observations can be made:
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1. According to (4.7.10) and (4.7.16) Asvd maps to a vector whose entries are a
contribution to the flying capacitor currents, idk in Fig. 4.20. Let
is = Λsvd. (4.9.28)
2. Using (4.7.19) is can be calculated by investigating the contribution of the
interactions of the switching functions at every harmonic,
is =
∞
∑
n=1
is(n) (4.9.29)
is(n) = Λs(n)vd (4.9.30)
This approach of describing the contribution of each switching harmonic sep-
arately had been used in [37].
3. The term |Ψ(n)|2 is symmetric around d = 12 for all n.
4. Substituting (4.9.22) and (4.9.21) into (4.7.10) and expanding yields a linear
periodic time variant system
v˙d = Λ(t)vd
= Λs(t)vd +Λsk(t)vd. (4.9.31)
Since d(t) is periodic and symmetric around d = 12 an average of the current
due to vd generated by the interactions at harmonic n can be found. The average
value of |Ψ(n)|2 over a modulation period is, using a variable change ξ = ωrt,
|Ψ(n)|2ave =
1
pi
∫ pi
0
2(1− cos(2pin( 12 + 12 ms sin(ξ)))
pi2n2
dξ
=
2
pi2n2
1
pi
∫ pi
0
1− cos(pin + pinma sin(ξ))dξ
=
2
pi2n2
(
1− (−1)n 1
pi
∫ pi
0
cos(pinma sin(ξ))dξ
)
=
2
pi2n2
(
1− (−1)n J0(pinma)
)
. (4.9.32)
As in Section 3.6 let xˆ denote the averaged value of variable x, however in this
discussion it is an average over a modulation cycle and not a switching cycle. The
averaged current generated at harmonic n is therefore
iˆs(n) = Λˆs(n)vd (4.9.33)
Λˆs(n) =
2
(
1− (−1)n J0(pinma)
)
pi2n2|Z(nωs)|2 (1− Re {ζn}) Re {Z(nωs)}R(n). (4.9.34)
And the total averaged current attributable to the action of Λs is
iˆs =
∞
∑
n=1
Λˆs(n)vd. (4.9.35)
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However, the same current must be found through
is = Λ˜svd. (4.9.36)
Therefore Λ˜s can be asymptotically approximated as
Λ˜s ≈
∞
∑
n=1
Λˆs(n). (4.9.37)
The following is highlighted:
1. The averaging of the current id will only yield an accurate answer if vd re-
mains constant over the averaging period.
2. Due to the even symmetry around d = 12 the averaging period is one half of
the modulation period.
3. The requirement that the vector vd remains constant over an averaging pe-
riod is satisfied when the averaging period is much faster than the fastest
balancing time constant in the system.
4. When the modulation frequency is low, say 3 Hz, the effective duty cycle at
the moment of perturbation will determine the balancing time constant. In
this case the balancing occurs much quicker than the change in effective duty
cycle due to the modulation.
5. This method yields the same result as generating Λ˜ using the double Fourier
series.
6. The time domain method uses the same approach to determine the time con-
stants for modulated duty cycle, as discussed in Section 2.2.2.
Using the assumption that the filter inductor dominates the behaviour of the
load at the switching frequency and above and that ωcL r, it is possible to write
Λ˜s ≈ Λˆs ≈ rL2 f 2s
Λ˜r (4.9.38)
where
Λ˜r ≈
∞
∑
n=1
Λ˜r(n) (4.9.39)
Λ˜r(n) = β(n)

1 cos(2pin 1N ) cos(2pin
2
N ) · · · cos(2pin 2N )
cos(2pin 1N ) 1 cos(2pin
1
N ) · · · cos(2pin 3N )
cos(2pin 2N ) cos(2pin
1
N ) 1 · · · cos(2pin 4N )
...
...
...
. . .
...
cos(2pin 2N ) cos(2pin
3
N ) cos(2pin
4
N ) · · · 1

(4.9.40)
β(n) =
1− (−1)n J0(pinma)
2pi4n4
(1− Re {ζn}) . (4.9.41)
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Therefore, the eigenvalues of Λ˜s can be approximated by the eigenvalues of Λ˜r as
σ(Λ˜s) ≈ rL2 f 2s
σ(Λ˜r). (4.9.42)
Expressing Λ˜s in terms of Λ˜r is beneficial, since Λ˜r is invariant of the connected
load. A good approximation of the maximum rebalancing time constant can be
found as
τ˜maxA =
CL2 f 2s
r
τ˜r, (4.9.43)
where the values of τ˜r are tabulated in Tables E.7-E.13 for a range of modulation
indexes for converters with 2-8 cells. Again, the following are the relationships
between the discussed time constants:
τ˜max ≈ τ˜maxA
≥ τ˜maxV
It should be noted that the accuracy of the approximation again hinges on the as-
sumptions made when writing Z(nωs) ≈ r+ jnωsL at the switching frequency and
higher, as discussed throughout this Chapter.
4.9.4 Modulated Duty Cycle Simulation Studies
In this section, the presented theory is validated through comparison with time do-
main simulations. The parameters for two FCC converters are shown in Table 4.6.
The equivalent induction motor parameters are adapted from from [37] and are
derived from a 7 kW motor.
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Figure 4.35: 4-Cell FCC rebalancing with modulated duty cycle: Case 1
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Figure 4.36: 4-Cell FCC rebalancing with modulated duty cycle: Case 2
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
time (s)
20
10
0
10
20
30
40
di
ffe
re
nc
e 
vo
lta
ge
s 
(V
)
vd1
vd2
vd3
τmaxV 
τmax
τmaxA
Figure 4.37: 4-Cell FCC rebalancing with modulated duty cycle: Case 3
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Table 4.6: Component values for a typical FCC, modulated duty cycle case
Stand Alone Inverter Application
Vt 100 V C 20 µF
L 250 µH C f 75 µF
rdc 0.8 Ω fs 5 kHz
R 10 Ω ma 0.8
Induction Drive Application
Vt 100 V C 20 µF
L 27.9 mH r 4.9 Ω
fs 5 kHz ma 0.8
Cb 4.7 µF Lb 250 mH
rb 2 Ω
During the following simulations the flying capacitor voltages are initially bal-
anced. The system is simulated for 20 ms until all parameters reach steady state.
An unbalance is introduced at 20 ms.
A 4-cell FCC with LC filter is simulated in Figures 4.35-4.37. The different time
constants derived in this study approximate the rebalancing well. In Fig. 4.35, the
reference function was fr(t) = 0.8 sin(2pi50t), while in Fig. 4.36 fr(t) = 0.8 cos(2pi50t)
was used. It can be seen that the instantaneous value of the reference function when
the unbalance occurs has an influence on the rebalancing dynamics. However, the
theory presented yields an averaged time constant. Similarly, the reference function
frequency change in Fig. 4.37 where fr(t) = 0.8 cos(2pi12t) changes the balancing
dynamics, but the averaged time constants still describe the system well.
A discussion of the natural balancing properties of a FCC, which is used as an
induction machine drive, is found in [37]. It is shown that, since the balancing har-
monics are much higher than the fundamental, the motor slip can be ignored for
balancing study purposes. Therefore, the balancing dynamics are independent of
mechanical load. It is true that the motor winding resistance has a strong depen-
dence on frequency due to skin- and proximity effects [69; 70]. However, in the
following analysis, this dependence will be ignored and the assumption is made
that the leakage inductance is much lower than the magnetising inductance. The
induction machine is modelled as a pure inductance in series with an equivalent
resistance. Should a more representative model be required it is best to consult [37].
It is true for electrical machines that at the switching frequency the leakage
inductance reactance is much larger than the winding ESR. This results in a very
large natural balancing time constant. If the FCC is used in a drive application, it
is imperative to use a balance booster. A 5-cell FCC was simulated as a drive with
the indicated parameters, Fig. 4.38. The time constants were calculated using the
Python script in Appendix C.2.3.
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Figure 4.38: 5-Cell FCC rebalancing: drive application with balance booster
4.10 Practical Measurements
The presented theory was verified using practical measurements of the system de-
scribed in Table 4.7.
In the presented theory it was shown that the balancing time constant depends
on the ratio Re {Z(ω)} /|Z(ω)|2 at the multiples of the switching frequency. Fur-
thermore, it is true that, the real part of the load at the switching frequency mul-
tiples is mostly determined by the inductor ESR. The filter inductor was manufac-
tured with a 150 turns. Litz wire with 5 strands at 0.2 mm diameter was used to
minimise the effect of the skin effect and the proximity effect. However, the effects
still had a significant influence on the ESR. With the equipment available it was
possible to accurately measure the ESR at DC and at 75 kHz. Unfortunately it was
not possible to measure the ESR with an acceptable accuracy at the frequencies in
between.
Due to the uncertainty regarding the correct value of the ESR at the switching
frequency multiples the following was decided:
1. The first N-1 switching harmonics (in a N-cell FCC) have the biggest influence
on the rebalancing time constant.
2. It is true that the ESR will differ at these frequencies. However, it is assumed
(in keeping with the assumption used in the theory development) that the
ESR remains nearly constant over this frequency range.
3. The effective ESR was estimated by fitting the balancing time constant of a
K-cell configuration at a specific duty cycle.
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4. If the presented theory is accurate the predicted balancing time constants for
the K-cell FCC will be accurate at all other values of duty cycle or modulation
index.
5. Due to the fact that the first N-1 harmonics in a N-cell FCC have a large in-
fluence on the time constant the ESR estimation for the K-cell can not be used
for the M-cell FCC.
Table 4.7: Practical FCC Setup
Vt for t < 0 49 V Vt for t ≥ 0 65 V
C 94 µF C f 50 µF
L 2.2 mH fs 3 kHz
rdc 0.75 Ω r75kHz 8 Ω
Rlarge 8 Ω Rsmall 32 Ω
4.10.1 3-Cell FCC
The balancing of the 3-cell FCC after the introduction of a step change in the input
voltage is shown in Fig. 4.39. In Fig. 4.40 the same results are shown in terms of
difference voltages. This measurement was used to estimate the inductor ESR as
3.5 Ω. The fitted time constant is shown in the figure.
Figure 4.39: Measurement of the 3-Cell FCC rebalancing: d = 63%
CHAPTER 4. THE WEAK BALANCING MECHANISM 126
Figure 4.40: Measurement of the 3-Cell FCC rebalancing: ESR estimation, d = 63 %
The same ESR value was used to determine the time constants for the 3-cell
FCC operating with a duty cycles of either 25 % or 82 %. The reference tables in
Appendix E was used in conjunction with (4.7.85) to determine τmaxA. The Python
program listed in Appendix C was used to determine τmax and τmaxV . The resulting
waveforms are shown in Fig. 4.41. It is clear that the presented theory approximates
the measured results well.
The measured results of the 3-cell FCC with modulated duty cycle is shown in
Fig. 4.42. The modulation index is ma = 0.75 and the modulation frequency is 50
Hz. The balancing in terms of difference voltages are shown in Fig. 4.43. The same
ESR as with the constant duty cycle 3-cell FCC was used to calculate the different
time constants. Again, the presented theory describes the measured results well.
4.10.2 4-Cell FCC
The same tests were repeated for the 4-cell FCC. Using the balancing measurement
for the FCC operating with d = 13 % the ESR was estimated as r = 4.5 Ω. The
resulting waveforms are shown in Fig. 4.44.
Unlike the previous 3-cell example where there was two complex eigenvalues
ofΛ, and therefore one time constant, the 4-cell FCC has two time constants. Due to
imperfections in the practical system a steady state error was observed. In Fig. 4.44
the time constant was fitted to the non-oscillatory part of the Vd3 waveform.
The estimated ESR was used to predict the time constants for the 4-cell FCC
operating with d = 82 %, see Fig. 4.45. It is clear that a balancing error exists in
the steady state. However, an error of around 2 V with an input of around 66 V
is deemed to be acceptable. The existence of this error can be attributed to imper-
fections in the circuit. Any timing errors in the switching circuits (either due to
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Figure 4.41: Measurement of the 3-Cell FCC rebalancing: (a) d = 25 % and (b) d = 82%
Figure 4.42: Measurement of the 3-Cell FCC rebalancing: modulated duty cycle ma = 0.75
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Figure 4.43: Measurement of the 3-Cell FCC rebalancing: modulated duty cycle ma = 0.75,
fitted time constants
Figure 4.44: Measurement of the 4-Cell FCC rebalancing: ESR estimation, d = 13 %
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Figure 4.45: Measurement of the 4-Cell FCC rebalancing: d = 82 %
variations in the PWM generation process or variances in the switching behaviour
of the switching elements) will result in faulty interleaving. The result, as described
in Lemma 10, that the convolution of a difference and a total switching function re-
sults in a zero DC component strictly only holds for the case where there are no
interleaving errors present. It is also worthwhile to note that when the circuit was
measured with a balance booster, therefore with much improved balancing prop-
erties, the steady state error was eliminated.
Since the load did not change from the 3-cell example, the approximated time
constant τmaxA is not indicated in Fig. 4.45.
4.11 Conclusion
A model for the weak natural balancing process FCC was created in the frequency
domain. The balancing process was investigated by means of a systematic increase
in the complexity of the investigated system, starting with the 2-cell constant duty
cycle case and concluding with the N-cell modulated duty cycle FCC. Accurate
expressions for the worst case voltage and energy balancing time constants were
found. Under many conditions, it was possible to find a simple, yet accurate, ex-
pression for the worst case time constant that could be calculated using a pocket
calculator and reference table.
The theory presented is simple enough to yield insight into the natural balanc-
ing process. It was shown that the balancing occurs through the dissipation of the
unbalance energy that was initially stored in the flying capacitor in the real part of
the load at harmonics of the switching frequency. This provides clear insight into
the operation of the balance booster as well as into why the ESR of an inductor will
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influence the balancing time constant, especially when the effect of the skin- and
proximity-effects are not negligible.
Several Python script files that can be used to investigate the balancing process
and to accurately determine the discussed matrices and time constants are included
in AppendixC.
In summary, it was found that:
1. The rebalancing time constant is dependent on the ratio of Re{Z(ω)}|Z(ω)|2 at the
switching frequency harmonics.
2. The inclusion of a balance booster alters this ratio, thereby improving the
natural balancing.
3. The system will be stable and dissipate any unbalance voltages when Λs is
positive definite.
4. It was shown that for practical load configurations−Λs is be negative definite
and the system therefore Lyapunov stable.
5. It was shown that a time constant can be found that forms a upper bound for
the maximum voltage balancing time constant.
6. With most load configurations, it is possible to approximate the maximum
time constant as:
τmax ≈ τmaxE ≥ τmaxV
=
CL2 f 2s
r
τr
The values for τr are tabulated in Appendix E for FCC converters operating
with either constant or modulated duty cycle.
Chapter 5
The Loss Based Balancing
Mechanism:
Input-Series-Output-Series
Converter
5.1 Introduction
In this chapter it will be shown that the converter losses play a role in the natural
balancing of converters. The ISOS converter will be used as example.
In the literature, active balancing methods are typically proposed for the ISOS
[76; 77]. However, these methods not only require additional measurement circuits
and complicated control circuits, but they also limit the ability to isolate any faulty
cell without hampering circuit operation.
Studies of common-duty ratio control of modular DC-DC converters and their
natural balancing properties can be found in the literature [31; 78]. However, these
studies indicated that the ISOS will be unstable under such a control scheme and
that an active balancing method is a necessity. Although investigation of the circuit
operation with traditional averaging techniques would support this hypothesis,
this study in fact shows that the ISOS converter has natural balancing abilities.
Investigation of the ideal ISOS converter reveals a weak rebalancing mechanism
similar to that found in the FCC, as discussed in Chapter 4. In other words that any
voltage unbalance among the cells would be counteracted by the inherent circuit
operation as long as the different cells are operating with interleaved switching sig-
nals. This weak rebalancing is identified in the ISOS, and quantified by analysing
the circuit in the frequency domain. A time constant that describes the rebalancing
is presented. The existence of the weak balancing mechanism is verified through
time domain simulations.
When the switching losses and the isolation transformer magnetic losses, which
are both dependent on the cell bus voltage, are included another rebalancing mech-
anism is identified. This mechanism is termed strong, as it does not depend on the
interleaving of the cell switching signals.
Lastly, measurements from a practical converter are presented. From the pre-
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sented theory and the measurements, it is shown that the ISOS will balance natu-
rally. The strong rebalancing mechanism has a strong influence on the rebalancing
time constant. However, the weak rebalancing mechanism plays an important role
in limiting the voltage balancing deviation when cells that are not exactly the same
are used.
5.2 Equivalent Balancing Circuit of the ISOS
A circuit of a 2-cell modular ISOS DC-DC converter is shown in Fig. 5.1. The fol-
lowing assumptions are made:
1. The switches and diodes are assumed to be ideal.
2. The source and other interconnection resistances are lumped together as rs.
The inductance of the interconnection is modelled as Ls. Both parameters are
deemed to be small.
3. The ESR of the filter inductor L is lumped as r.
4. The output capacitor ESR is ignored.
5. The bus capacitance of the two cells are equal.
6. The isolation transformers are ideal, with negligible leakage inductance and
a very large magnetising inductance.
7. The turns ratios of the two transformers are equal. For the sake of simplicity
the turns ratio is assumed as a = 1.
rs Ls
iin
+v1− C
sw1
sw2
sw3
sw4
+v2− C
r
io
L
C f
+vo−RVin
Figure 5.1: 2-Cell ISOS converter circuit
The full bridge converter and secondary rectifier can be modelled, in the con-
tinuous conduction mode, as a perfect transformer with a time varying turns ratio.
Referring to Fig. 5.1 the states of switches 1-4 can be mapped to s(t) as shown in
Table 5.1.
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Table 5.1: Mapping of the switch states to s(t)
Switches on s(t) Switches on s(t)
sw1,sw4 1 sw2,sw3 1
sw1,sw3 0 sw2,sw4 0
The circuit operation can be described by the following system of differential
equations:
d
dt

Ls · iin
C · v1
C · v2
L · io
C f · vo
 =

−rs −1 −1 0 0
1 0 0 −s1 0
1 0 0 −s2 0
0 s1 s2 −r −1
0 0 0 1 −1R


iin
v1
v2
io
vo
+

Vin
0
0
0
0
 (5.2.1)
To study the unbalance in the circuit the following variables are defined:
st =
1
2
(s1 + s2) sd =
1
2
(s2 − s1)
vt = v1 + v2 vd = v1 − v2
Where vd now describes the unbalance voltage. Using these variables, the system
of equations (5.2.1) can be rewritten as:
d
dt

Ls · iin
C · vt
C · vd
L · io
C f · vo
 =

−rs −1 0 0 0
2 0 0 −2st 0
0 0 0 −2sd 0
0 st sd −r −1
0 0 0 1 −1R


iin
vt
vd
io
vo
+

Vin
0
0
0
0
 (5.2.2)
The equivalent circuit of Fig. 5.1 can be redrawn in terms of the balancing param-
eters as shown in Fig 5.2. The transformers used to model the converters are ideal
with a time varying turns ratio. It is important to note that the turns ratio is not a
time averaged value of the switching functions.
rs Ls
iin +vt−
C
2
1 : st
vin
+vd−
C
2
1 : sdid
L r
io
R
+vo− C f
Figure 5.2: 2-Level ISOS converter circuit in terms of d and t parameters
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5.3 Frequency Domain Analysis
Using the equivalent circuit, Fig 5.2, it can be seen that the current id can be given
as
id(t) = io(t) · sd(t). (5.3.1)
However, solving the problem in the time domain presents several obstacles, most
of which can be circumvented by moving to the frequency domain. It is assumed
that both converters operate with equal duty cycle at a constant and equal switch-
ing frequency. The function s(t) can be expressed where Ψ(n) is the exponential
Fourier coefficients and d denotes the duty-cycle, as
s1(t) =
∞
∑
n=−∞
S1(n)e
jnωst (5.3.2)
S1(n) = Ψ(n) (5.3.3)
S2(n) = (−1)nΨ(n) (5.3.4)
Ψ(n) =
{
j
2pin
(
e−j2pind − 1) for n 6= 0
d for n = 0
(5.3.5)
when the two converters are operating with interleaved switching. When the two
converters are operational with ordinary switching (that is switching the corre-
sponding switches of the two converters at the same time), it follows logically that
S1(n) = S2(n) = Ψ(n). The frequency fs is the effective output switching frequency
as observed at the rectifier terminals, and it is typically twice the device switching
frequency. Let ωs = 2pi fs.
In general the parameters rs and Ls are small while the bus capacitor C is large.
Under these conditions Ls and rs will have little influence on the steady state oper-
ating points of the circuit. For the remainder of this discussion, the circuit will be
investigated in the steady state and it will be assumed that vt = Vin.
5.3.1 The Balancing Equation
It is assumed that C is sufficiently large that the switching frequency voltage ripple
on v1 and v2 is small enough to be ignored. It is furthermore assumed that, due
to the large cell bus capacitance, even when the cell bus voltages change in time,
the rest of the converter is in the steady state. In the frequency domain the DC
component of (5.3.1) can be found as
Id(ω)|ω=0 = Vt
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
+Vd
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
, (5.3.6)
where
Z(ω) = jωL + r +
(
1
R
+ jωC0
)−1
. (5.3.7)
As proven in Lemma 15 on p. 172 and discussed in Section 3.2.1 on p. 34 it is
true that,
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣
ω=0
= 0. (5.3.8)
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When the converter operates with interleaved switching, it is true that
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 2
∞
∑
ξ=1,3,5
|Ψ(ξ)|2
|Z(ξωs)|2 Re{Z(ξωs)}, (5.3.9)
as proven in Lemma 16 on p. 173 and also discussed in Section 3.2.1 on p. 34. When
ordinary switching is used, it follows from the definition of sd(t) that sd(t) = 0 for
all t since s1(t) = s2(t) for all t. In this case
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 0. (5.3.10)
Substitution of (5.3.8) into (5.3.6), and assuming that interleaved switching is
used, yields:
Id(ω)|ω=0 = Vd
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
(5.3.11)
From (5.3.9) it is clear that the convolution sum will always yield a positive value
and hence the pole of
C
dvd
dt
= −2 Id(ω)|ω=0 = −2vd
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
(5.3.12)
will always be in the left-hand half of the complex plane, implying that the voltage
unbalance will decay towards vd = 0 in the steady state.
The same assumption discussed in Chapter 4, namely that the characteristics
of the inductor and inductor ESR dominate the behaviour of Z(ω) at the switching
frequency and higher, will be used in the discussion below. Recall that this assump-
tion is especially true for large values of Co. Using this assumption (5.3.9) can be
rewritten, with substitution of (5.3.5) and assuming that r  ωL, as:
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=1,3,5
1
pi2ξ2
(
(cos(2piξd)− 1)2 + sin2(2piξd)
)
4ξ2pi2 f 2s L2
r
=
∞
∑
ξ=1,3,5
1− cos(2piξd)
2ξ4pi4 f 2s L2
r (5.3.13)
This result is similar to the result for the 2-cell FCC as discussed in Section 4.2 on
p. 61. This follows logically, since the equivalent difference and total parameter
circuits of the 2-cell ISOS and the 2-cell FCC are similar (see Fig. 5.2 and Fig. 4.2 on
p. 60). Following the discussion of the 2-cell FCC, in Section 4.2, the convolution
can be approximated by
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
≈ 1− cos(2pid)
2pi4 f 2s L2
r (5.3.14)
Using this approximation (5.3.12) can be rewritten as:
C
dvd
dt
= −vd 1− cos(2pid)2pi4 f 2s L2
r (5.3.15)
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with solution, for a given initial condition vd(0):
vd(t) = vd(0)e
−t
τ (5.3.16)
τ =
2Cpi4 f 2s L2
r (1− cos(2pid)) (5.3.17)
It should be noted that the rebalancing of the system depends on the convolution
of Sd with itself. As noted earlier, when ordinary switching is used, it follows that
Sd = 0 and no rebalancing is possible. Analysis of the converter operation using
time domain averaging techniques cannot account for the effects of interleaving,
thus resulting in the erroneous assumption that natural balancing is not possible
for the ISOS converter.
The accuracy of the approximation of the time constant (5.3.17) (as with the
approximated time constants for the FCC in Chapter 4) is conditional on the as-
sumptions made when rewriting (5.3.9) as (5.3.13):
1. It is assumed that the characteristics of the filter inductor (including ESR)
dominates the characteristics of the load at the switching frequency and higher.
2. This assumption hinges on the size of the filter capacitor, C f . When C f is
large, it is true that at the switching frequency and higher 1jωC f ≈ 0. When this
is true, the characteristics of the inductor dominates Z(ω) at the switching
frequency and higher.
3. That ωL r at the switching frequency and higher.
In circuits where this is not true, a more accurate expression for the time constant
can be found through
τ =
C
2
∞
∑
ξ=1,3,5
|Ψ(ξ)|2
|Z(ξωs)|2 Re{Z(ξωs)}
. (5.3.18)
The presented theory was verified with a time domain simulation where all
elements are ideal and no losses are included apart from the inductor ESR losses.
The circuit parameters of the simulated ISOS are tabulated in Table 5.2.
Table 5.2: Circuit values for the simulated ISOS converter
L 153 µH r 1.2 Ω
R 50 Ω C f 470 µF
Vt 200 V fs 10 kHz
The rebalancing of the converter was simulated by introducing a difference
voltage disturbance of -40 V after the circuit is operational in the steady state. The
resulting rebalancing is shown in Fig. 5.3. It is clear that the system rebalances nat-
urally. The simulated results correspond well with the time constant predicted by
the presented theory. The simulation was repeated with ordinary switching but, as
expected no, rebalancing of the voltages occurred.
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Figure 5.3: Simulation result of rebalancing with theoretical approximations
5.4 Voltage Dependent Losses
No practical converter is 100% efficient. In broad terms, the losses, associated with
a cell as shown in Fig. 5.1, can be divided into conduction, switching and magnetic
losses. In general it can be assumed that the conducted current in an ISOS converter
will be equal for both cells, implying equal conduction losses. However, both the
switching losses and transformer magnetic losses are dependent on the voltage.
5.4.1 Switching Losses
Let i′o denote the output current referred to the primary of the isolation transformer.
This current can be used as a good approximation of the current conducted by any
switch in the on-state. For cell 1 the switching losses can be modelled as [40],
Psw(1)(i
′
o, v1) =
1
2
v1i′o fs(tc(on) + tc(o f f )), (5.4.1)
where tc(on) and tc(o f f ) denote the switching turn-on and turn-off times inclusive of
rising and falling times.
It is clear that the losses are a function of the cell bus voltages. Assuming that
the referred current i′o is equal for both cells, the difference in switching losses be-
tween the two cells can be expressed in terms of the difference voltage vd as
Psw(d)(i
′
o, vd) =
1
2
vdi′o fs(tc(on) + tc(o f f )). (5.4.2)
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5.4.2 Magnetic Losses
The isolation transformer losses can be divided into conduction and core losses.
The core losses per volume can be approximated as [40]
Pcore ≈ K f e f α(12∆B)
β, (5.4.3)
where K f e, α and β are constants associated with the core material. Here, the term
∆B denotes the flux excursion, and it is assumed that there is no DC flux. Typically
for ferrite material 1 ≤ α ≤ 2 and 2 ≤ β ≤ 3, [79]. The maximum flux excursion,
∆B can be found, for the transformer of cell 1 with N1 primary turns, as
∆B =
d
2 fsN1Ae
v1, (5.4.4)
where Ae is the effective magnetic area of the core. Using the assumption of a con-
stant duty cycle and switching frequency, the core loss for cell 1 can be expressed
as follows, using a generalised constant Kc,
Pcore(1)(v1) ≈ Kcvβ1 . (5.4.5)
The difference in the core losses between the two cells can be expressed as
Pcore(d)(v1, v2) ≈ Kc(vβ1 − vβ2 ), (5.4.6)
or with β = 2
Pcore(d)(vt, vd) ≈ Kcvtvd. (5.4.7)
5.5 Balancing of Non-Ideal Cells
In Section 5.3 the rebalancing effects of interleaved switching were identified. Ac-
cording to the presented theory the cells will rebalance naturally if the switching
signals are interleaved but, no rebalancing will occur when ordinary switching is
used. However, in practical systems it was found that the voltages rebalances nat-
urally regardless of whether interleaved or ordinary switching is used.
The components of the losses that are dependent on the cell voltage present
another rebalancing mechanism. If two perfectly similar cells are used, the cell
with the higher voltage will have higher switching and transformer core losses.
Let iloss(1)(t) be the current associated with the losses of cell 1; iloss(1) = Ploss(1)/v1.
Using this definition the differential equations for the bus voltages in (5.2.1) can be
rewritten as:
C
dv1
dt
= iin − iloss(1) − s1io (5.5.1)
C
dv2
dt
= iin − iloss(2) − s2io (5.5.2)
Using time averaged values of the currents, it is true that if the cells are operat-
ing at the same duty cycle then s1io = s2io. It follows that the bus voltage of the cell
with the higher switching losses will decrease until iloss(1) = iloss(2).
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5.5.1 Steady State Value of Vd
When the cells are similar in every respect they will share the input voltage equally.
However, small variations in effective duty cycle, switching behaviour (i.e. effec-
tive switching losses) and faulty interleaving will influence the steady state value
of vd. The voltages will balance at a point where the rebalancing currents due to
the effect of interleaving and losses counteract the effect of any variations between
the cells.
Since both rebalancing currents (weak and strong) are dependent on the differ-
ence voltage, they serve to limit the steady state unbalance. It follows therefore
that the steady state unbalance of two cells will be smaller when interleaving is
used when it is not. Likewise, since the switching losses increase with the output
current, the steady state unbalance will decrease with an increase in output current.
5.5.2 Practical Setup
Table 5.3: Circuit values for the practical system
L 153 µH r 2.2 Ω
C f 470 µF Vt 200 V
fs 35 kHz Rub 20 kΩ
rs Ls
iin
+v1− C
sw1
sw2
sw3
sw4
+v2− C
Rub
r
io
L
Co
+vo−RVin
Figure 5.4: Practical setup with unbalancing resistor
Two separate cells with component values tabulated in Table 5.3 were used and
connected as shown in Fig. 5.4. Each cell has a controller, implemented by means
of a FPGA, which generates the switching signals for each cell. One of the con-
trollers acts as a master and generates triangular carriers that are compared to a
constant reference value to generate the switching signals of the four switches. The
triangular carrier is also compared to another constant reference value, called the
interleaving reference, to send a synchronisation signal to the slave controller via a
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fibre optic link. The slave controller uses the synchronisation signal to synchronise
its triangular carriers, which are used to generate switching signals for the switches
of cell 2. By varying the interleaving reference, it is possible to either operate the
two cells with interleaved switching or with ordinary switching. The control sys-
tem is discussed further in [19] available in Appendix B.
The cells are forced into unbalance by connecting an unbalancing resistor, Rub
across the bus of cell 2. The bus voltages during rebalancing are measured and
analysed using Matplotlib and Python. The test is repeated for 5 different load
values, that is R = 420, 300, 200, 100 and 50 Ω and 4 different switching conditions,
with a dead time of either 1.2 µs or 600 ns and with either interleaved switching or
ordinary switching, giving rise to a total of 20 different measurements.
Using the measurements, the steady state unbalance Vd and the perturbation
deviation ∆Vd are determined. Using these values, a time constant describing the
measured rebalancing to the steady state values is fitted to the measured values.
The fitted rebalancing estimation is described by, let the unbalancing resistor be
removed at time t = 0,
vd(t) = Vd + ∆Vde−t/τu(t). (5.5.3)
To indicate the measured characteristics of the rebalancing waveform, the mea-
sured bus voltages and the difference voltage with the fitted estimation of the rebal-
ancing are shown in Fig 5.5. A system operational with non-interleaved switching,
1.2µs dead time and a load of R = 300 Ω was used for this example. The different
values were measured as: Vd = −38.75 V, ∆Vd = 90.94 V and τ = 1.15 s. In this
instance a large steady state error can be observed. This measurement was specif-
ically chosen for illustrative purposes, a similar measurement using interleaved
switching is shown in Fig. 5.6. It is clear that in this instance the voltages balance
in the steady state.
5.6 Results
The cells were operational with the phase shifted ZVS (zero voltage switched)
PWM resonant switching scheme. This scheme is discussed in detail in [80], among
others. The system design is such that the switch-on transitions in the converter
switches will be soft when the dead time is 600 ns. However, when the dead time
is increased to 1.2 µs, the switch-on transitions will be hard. For illustrative pur-
poses, two measurements taken from [80] are presented in Fig. 5.7 and Fig. 5.8. The
measurements were taken under light load where the ZVS transition is incomplete
due to insufficient energy storage in the transformer leakage inductance. In Fig. 5.7
the dead time is set to correspond with a quarter period of the resonant LC circuit,
consisting of the transformer leakage inductance and the combination of the switch
parasitic capacitance and the transformer inter winding capacitance. Under higher
load conditions, the switch-on transition will be soft. In Fig. 5.8 the dead time
is increased to more than half of the LC circuit resonant period. It is seen that the
switch-on transitions in this case is hard. The underdamped ring on the rising edge
of the transition is mainly due to the hard switched nature of the transition. Since
the converter was designed to operate with soft switching, no remedial actions was
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Figure 5.5: Measured rebalancing and a fitted approximation: ordinary switching
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Figure 5.6: Measured rebalancing and a fitted approximation: interleaved switching
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taken to mitigate this effect. It is furthermore believed that this phenomena will not
have a noticeable influence on the results of this study.
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Figure 5.7: Switch voltage under phase shift ZVS: optimal dead time choice
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Figure 5.8: Switch voltage under phase shift ZVS: dead time too large
The dead time was manipulated in the experiment in an effort to increase the
switching losses. The switching losses of the system with a dead time of 1.2 µs
should theoretically be higher than a system with a dead time of 600 ns. However,
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it was found that the effective duty cycle increases as dead time decreases and that
the output voltage is therefore higher when the dead time is small. The output
voltage is also slightly higher when interleaved switching is used, as can be seen
in Fig. 5.9. A higher output voltage implies a higher output current and hence
higher switching losses. It should be noted that all 20 measurements are used in
the analysis.
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Figure 5.9: Measured output voltage
The increased current, when a smaller dead time is used, increases the switch-
ing losses and counteracts the purpose behind the manipulation of the dead time.
In an effort to decouple this interaction the remainder of this analysis was done by
comparing the systems at the same output current rather than at operational points
having the same load resistance.
According to the presented theory, the system should rebalance faster when
interleaved switching is used than when it is not. Likewise, the rebalancing should
be faster as the output current and hence the switching losses increase. The fitted
time constants are shown in Fig 5.10. The measured values support the theoretical
findings in that the time constants decrease with an increase in output current.
However, the time constant associated with hard switching is slower than that of
soft switching. This result is contrary to the expectation that the increased dead
time will result in higher switching losses due to the effect of hard switching.
It is true that the switching losses associated with the longer dead time are
slightly larger than the switching losses associated with the shorter dead time. This
difference between the switching losses increases with an increase in output cur-
rent, due to the increased energy that is stored in the leakage inductance to facilitate
the resonant transition. However, a difference of 600 ns in the switching waveforms
is large, and at 35 kHz it represents a change in duty cycle of approximately 5 %. In
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Figure 5.10: Fitted time constants
fact, when the output voltages of the different operating conditions are compared,
as shown in Fig. 5.9, it emerges that the effective duty cycle is changed by a factor
of about 1,05. Although this seems small, the peak induction of the transformer
core will also increase due to this increased duty cycle. Due to the β exponent in
the core loss calculation, this increase represents an increase of between 5 % and 8
% (depending on the value of β) in the transformer core loss. Therefore, although
the switching loss is less with the shorter dead time, the increased core loss is such
that the total system losses are higher.
The weak balancing mechanism has a small influence on the rebalancing time
constant, as seen in Fig. 5.10. However, the weak balancing mechanism plays a ma-
jor role in limiting the steady state error, as shown in Fig. 5.11. Here, the weighted
error of the steady state difference voltage is defined as
error =
|Vd|
Vt
× 100 %. (5.6.1)
As discussed in Section 5.5, any difference in the characteristics of the cells will re-
sult in unbalance. The differences can be attributed to timing errors (both faulty
interleaving and small variations in duty cycle due to varying switching character-
istics) and variations in the losses. It is expected that no two cells can be perfectly
similar. When ordinary switching is used, the only balancing mechanism is the
loss-based mechanism. This mechanism will inherently reflect any unequal losses
in the steady state voltage balancing error.
This steady state balancing error due to unequal losses is a function of temper-
ature. There is a well-defined relationship between temperature and losses. When
two transformers experience different core losses, the steady state temperature of
the transformer with the higher loss will be higher than that of the transformer with
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Figure 5.11: Weighted steady state balancing error
lower losses. The same argument holds for variations in switching losses and the
switch junction temperature. However, both core losses and switching losses in-
crease with an increase in temperature. The interaction between voltage balancing
and temperature can be explained as follows:
1. Two similar cells, with no timing variations and equal switching losses are
used in an ISOS converter. Let every component in both cells be at room
temperature. Assume that the two transformers are such that the transformer
of cell 1 has higher core losses that that of cell 2. Ordinary switching is used,
and no weak rebalancing is therefore possible. Assume that IGBTs are used
as switch elements.
2. When the converter starts up, the higher losses in cell 1 will result in a lower
bus voltage in cell 1, and hence a higher bus voltage in cell 2. The cells will
balance at a point where the losses in the transformer cores are equal.
3. However, since the voltage of cell 2 is slightly higher, the switching losses in
cell 2 will be higher than in cell 1. This higher switching loss will increase
the junction temperature of the IGBTs and result in an increase in switching
losses.
4. The steady state voltage error will change to reflect the inequality in the
switching losses. However, since the bus voltage of cell 1 rises, due to the
increase in switching losses of cell 2, the core losses of cell 1 will be higher
than the core losses of cell 2.
5. Again, due to the higher losses in the transformer core of cell 1, the tempera-
ture of the core will rise and likewise the core losses.
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6. This increase in core losses will again change the steady state voltage balanc-
ing and the cycle starts again at point 3.
7. Although the variations in bus voltages do not occur in such a discrete stepped
fashion as described here, it is true that temperature variations do have an in-
fluence on the steady state voltage balancing.
8. The system will eventually reach a thermal steady state. In this temperature
equilibrium, the transformer of cell 1 will be hotter than the transformer of
cell 2. Likewise, the IGBTs of cell 2 will be hotter than the IGBTs of cell 1.
9. The losses in the transformer core and the switching losses do not have the
same temperature dependence coefficients. The balancing error will therefore
be a function of ambient temperature due to the variation of the different
losses.
In a separate experiment, the effect of temperature on the steady state balancing
error was investigated. The converter was switched off for a long period of time to
ensure that all the components were at, or near to, ambient temperature. The con-
verter input voltage, bus voltages, output voltage and output current were mea-
sured at 10 minute intervals. As expected the steady state balancing error changed
with time. After approximately 30 minutes, the parameters remained constant and
the converter was assumed to be in a thermal steady state. The results are sum-
marised in Table 5.4. It is clear that there is a drift in the balancing error with tem-
perature. Under different load conditions, the switch elements and the transformer
will have different losses and hence different steady state temperatures. The steady
state balancing error will therefore be a function of load.
In the experimental setup, as shown in Fig. 5.4, the unbalancing resistor in-
creased the bus voltage of cell 1. When the unbalancing resistor was connected,
both the switching losses and core losses in cell 1 increased. Since the test was
repeated often, these unbalance induced losses resulted in higher temperatures in
cell 1 than would have been the case had unbalance not been forced through the
unbalance resistor. In the unperturbed state, the higher losses in cell 1 resulted in
faulty balancing that can be ascribed to the test procedure. However, as seen in
Fig. 5.11, the weak balancing mechanism plays a major role in correcting this error.
It is also interesting to note that the weak balancing mechanism has a limiting
effect on the excursion of vd from the steady state in the presence of a disturbance,
as shown in Fig. 5.12.
5.7 Conclusion
The modular ISOS DC-DC converter exhibits natural balancing characteristics. When
the ISOS is analysed using ideal components, a weak balancing mechanism similar
to that of the FCC is identified. This weak balancing mechanism depends on the in-
terleaving of the switching functions of the different cells. Through analysis of the
circuit operation in the frequency domain, an expression for the weak rebalancing
time-constant was found.
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Table 5.4: Relationship between temperature and voltage balancing
Ordinary switching
Parameter Value at start Value after 30 min.
Ambient temp. 22.3◦C 23.3◦C
Cell 1 IGBT temp. 24.5◦C 30.7◦C
Cell 1 core temp. 24◦C 27.4◦C
Cell 2 IGBT temp. 24.5◦C 29.9◦C
Cell 2 core temp. 24◦C 25◦C
Input voltage 201 V 200.6 V
Cell 1 bus voltage 107.3 V 113.5 V
Cell 2 bus voltage 93.4 V 87.5 V
Output voltage 139.1 V 139.4 V
Output current 1.66 A 1.67 A
Balancing error 6.92% 12.71%
Interleaved switching
Parameter Value at start Value after 30 min.
Ambient temp. 22.2◦C 23.4◦C
Cell 1 IGBT temp. 22.5◦C 30.3◦C
Cell 1 core temp. 23.2◦C 27.4◦C
Cell 2 IGBT temp. 22.4◦C 29.7◦C
Cell 2 core temp. 23.1◦C 25.9◦C
Input voltage 201 V 201.2 V
Cell 1 bus voltage 103.5 V 110.6 V
Cell 2 bus voltage 96.5 V 90.2 V
Output voltage 138.8 V 139.1 V
Output current 1.65 A 1.67 A
Balancing error 3.48% 10.14%
In practical ISOS circuits the voltage dependent losses of the cell converters,
notably switching and isolation transformer magnetic losses, form another rebal-
ancing mechanism. This strong balancing mechanism does not depend on the in-
terleaving of the switching signals of the different cells.
However, it is shown that the different losses vary with temperature. This vari-
ation will result in a variation of the balanced voltages, both with ambient tem-
perature and with load. Therefore, although the loss based balancing mechanism
exists, it is not robust enough to be used in practical converters.
The theory presented was verified through measurements. It is shown that the
strong balancing mechanism has a significant influence on the rebalancing time
constant. However, the weak balancing mechanism plays a significant role in the
steady state value of the bus voltages when the cells are not exactly similar or when
an external disturbance is present. The weak balancing mechanism also provides
the only rebalancing under no load conditions.
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Figure 5.12: Excursion of Vd from the steady state value in the presence of a disturbance,
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Chapter 6
Conclusion
6.1 Conclusion
Three natural balancing mechanisms were identified and discussed in this disser-
tation.
Firstly, it was shown, using an ISOP converter as example, that a strong bal-
ancing mechanism exists and that this relies on the direct exchange of unbalance
energy. This mechanism occurs whether interleaved switching is used or not. It
was shown that the ISOP converter would be balanced in the steady state. Further-
more, balancing models were proposed to describe the rebalancing of the converter
after a perturbation. The first two models describe the rebalancing of the converter
operating with active rectification, both when similar cells and non-similar cells are
used. A third model describes the rebalancing of a converter with passive rectifiers.
The weak balancing mechanism was introduced by analysing the FCC. It was
shown that the balancing time constant depends on the characteristics of the load,
specifically the ratio Re {Z(ω)} /|Z(ω)|2 at the multiples of switching frequency. It
was also shown that the expressions describing the convolution of two frequency
domain signals could be simplified by using the characteristics of the switching
functions. The resulting expressions were simplified further by using certain as-
sumptions with regard to the nature of the load at the switching frequency multi-
ples. Using the simplified expressions, a closed form expression for the rebalancing
time constant for the 2-cell FCC was found. This expression is similar to the expres-
sion found by time domain studies. Furthermore, it was shown that the character-
istic matrix of the system of differential equations decomposes naturally into the
sum of a symmetric matrix and a skew-symmetric matrix. Using the symmetric
part and Lyapunov’s theorem, proof was provided for the statement that the FCC
is Lyapunov stable. This stability theorem had been inferred in previous studies.
The symmetric part of the characteristic matrix decomposition can be used to cal-
culate a maximum bound on the rebalancing time constant. It was shown that the
symmetric matrix could be factorised if certain assumptions regarding the charac-
teristics of the load were made. Using these assumptions, a closed form expres-
sion, using a look-up table, for the absolute maximum rebalancing time constant
was provided. Again, this expression mimics the results of time domain studies.
Finally, the results of the constant duty cycle case were extended to the modulated
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FCC by means of an averaging technique.
It was shown that the voltage dependent losses also act as a balancing mecha-
nism. Theoretical analysis of the ISOS DC-DC converter, and assuming the system
to be loss less, showed that the converter should only balance when interleaved
switching is used. This result was verified through simulation studies that ignored
the system losses. However, in practical systems it was found that the converter
balances irrespective of the switching scheme used. It was sound that this rebal-
ancing could be ascribed to the voltage dependence of the switching losses as well
as the transformer magnetic losses.
6.2 Recommendations for Future Research
1. It was shown in Chapter 5 that the switching losses play a role in the natural
balancing. It is true that in converters where the strong direct method is ob-
servable, the loss-based mechanism will, be negligible in comparison to the
direct method. However, in converters that exhibit only the weak balancing
mechanism, such as the FCC, this effect might indeed be measurable.
2. The effect of skin and proximity effects on the inductor ESR at the frequen-
cies of interest was ignored in this study. It might be possible to adapt the
closed form expressions for the weak balancing time constant to allow for
this variation of ESR with frequency.
3. In Chapter 4 the minimum eigenvalue ofΛs was determined numerically and
tabulated. It might be possible to determine a closed form expression for this
eigenvalue.
4. The presented theory can be used to find a closed form expression for the
maximum time constant for the rebalancing of systems where a balance booster
is used.
5. Timing errors play a significant role in the steady state errors, especially in a
system where the weak balancing mechanism dominates. The method used
to simplify the convolution expression makes allowance for the inclusion of
timing errors into the analysis. When timing errors are present, it is no longer
true that
Sd(ω)
Z(ω)
∗ St(ω)
∣∣∣∣
ω=0
= 0.
6. The method of determining a maximum time constant could be extended to
three-phase systems.
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Appendix A
Mathematical Derivations
A.1 The Invertible Matrix Theorem
Let A be a n× n matrix. Then the following statements are equivalent [59].
1. A is an invertible matrix.
2. A is row equivalent to the n× n identity matrix.
3. A has n pivot positions.
4. The equation Ax = 0 has only the trivial solution.
5. The columns of A form a linearly independent set.
6. The linear transformation x 7→ Ax is one-to-one.
7. The equation Ax = b has at least one solution for each b ∈ Rn.
8. The columns of A span Rn.
9. The linear transformation x 7→ Ax maps Rn onto Rn.
10. There is an n× n matrix C such that CA = I.
11. There is an n× n matrix D such that AD = I.
12. AT is an invertible matrix.
13. The columns of A forms a basis of Rn.
14. Col A = Rn.
15. dim Col A = n.
16. rank A = n.
17. Null A = 0.
18. dim Null A = 0.
19. The number 0 is not an eigenvalue of A.
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A.2 Characteristics of Selected Matrix Types
In this study reference is made to the following types of matrices.
Toeplitz A Toeplitz matrix, T is a n × n constant diagonal matrix where T(i,j) =
T(i−1,j−1) [60, p. 1] . A Toeplitz matrix has the form
T =

z0 z1 z2 · · · zn−1
z−1 z0 z1 · · · zn−2
z−2 z−1 z0 · · · zn−3
...
...
...
. . .
...
zn−1 zn−2 zn−3 · · · z0
 .
Symmetric A symmetric matrix, As, is a square matrix that is equal to its trans-
pose, or
As = ATs .
Furthermore for any square matrix A the sum
A + AT
2
,
yields a symmetric matrix. Finally it is true that
σn (As) ∈ R.
Skew-Symmetric A skew-symmetric matrix, Ask, is a square matrix whose nega-
tive is also its transpose, or
Ask = −ATsk.
Furthermore for any square matrix A the sum
A−AT
2
,
yields a skew-symmetric matrix. Furthermore it is true that
σn (Ask) ∈ jR.
Positive Definite A positive definite matrix is either a Hermitian or a real sym-
metric matrix where (for a real square matrix) and for any non-zero vector
x ∈ Rn
xTAx > 0,
Furthermore, since σ(A) ⊂ R, it is true that
xTAx > 0⇐⇒ σ(A) > 0.
Positive Semidefinite A positive definite matrix is either a Hermitian or a real
symmetric matrix where (for a real square matrix) and for any non-zero vec-
tor x ∈ Rn
xTAx ≥ 0,
Furthermore, since σ(A) ⊂ R, it is true that
xTAx ≥ 0⇐⇒ σ(A) ≥ 0.
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A.3 Complex Number Identities
The following identities are for any A, B ∈ Cwhere A = x + jy and a, b, x, y ∈ R.
Re {A± B} = Re {A} ± Re {B} (A.3.1)
Im {A± B} = Im {A} ± Im {B} (A.3.2)
Re {xA± yB} = xRe {A} ± yRe {B} (A.3.3)
Im {xA± yB} = xIm {A} ± yIm {B} (A.3.4)
(xA + yB)∗ = xA∗ + yB∗ (A.3.5)
|A∗ + B∗| = |A− B| (A.3.6)
A
B
=
AB∗
|B|2 (A.3.7)
Re {AB} = Re {A} Re {B} − Im {A} Im {B} (A.3.8)
Im {AB} = Re {A} Im {B}+ Im {A} Re {B} (A.3.9)
(AB)∗ = A∗B∗ (A.3.10)
Re {A} = A + A
∗
2
(A.3.11)
Im {A} = A− A
∗
2j
(A.3.12)
Im {AB∗} = −Im {A∗B} (A.3.13)
A.4 List of Lemmas
A.4.1 General Proofs
Lemma 1. Let f1(t) and f2(t) be two periodic functions with period 2pi. Furthermore
the exponential Fourier series coefficients of f1(t) and f2(t) are C1(n) and C2(n). Then the
average value of the product f1(t) f2(t) can be found as [49, p. 23]:
1
2pi
∫ pi
pi
f1(t) f2(t)dt =
∞
∑
n=−∞
C1(n)C2(−n)
Proof. The relationship between f1(t) and C1(n) is
f1(t) =
∞
∑
n=−∞
C1(n)e
jnt
C1(n) =
1
2pi
∫ pi
−pi
f1(t)e−jntdt,
and likewise for f2(t) and C2(n). The average value of the product f1(t) f2(t) over a
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complete period is found as:
1
2pi
∫ pi
pi
f1(t) f2(t)dt =
1
2pi
∫ pi
−pi
(
∞
∑
n=−∞
C1(n)e
jnt
)
f2(t)dt
=
∞
∑
n=−∞
C1(n)
(
1
2pi
∫ pi
−pi
f2(t)ejntdt
)
=
∞
∑
n=−∞
C1(n)C2(−n)
A.4.2 Harmonic Content of Signals
The following symbols are defined:
Ψ(n) The exponential Fourier series coefficients.
ζan The indexed N roots of unity, ζan = e−j2pin
a
N .
Ca(n) Exponential Fourier coefficients of switching function sa(t).
N Number of cells.
For an exhaustive definition list refer to the nomenclature included before Chapter
1.
Lemma 2. For all ξ 6= ϑN and ϑ ∈ Z it is true that:
N−1
∑
n=0
ζnξ = 0
Proof. Although it is possible to prove the statement using elementary symmetric
polynomials and algebraic theory the DFT (Discrete Fourier Transform) yields an
elegant proof. Define β(ξ) as:
β(ξ) =
N−1
∑
n=0
ζnξ
=
N−1
∑
n=0
e−j2pin
ξ
N
Create a N-periodic signal b(ξ) such that:
bξ =
{
1 if ξ = ϑN where ϑ ∈ Z
0 otherwise
The DFT of b(ξ) is found as:
Bn =
N−1
∑
ξ=0
bξ · e−j2pin
ξ
N for n = 0, 1, . . . , N − 1
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Using the definition of b(ξ) the values of Bn are found as:
Bn = 1 for n = 0, 1, . . . , N − 1
Using the inverse DFT the signal b(ξ) can be reconstructed from Bn through,
b(ξ) =
1
N
N−1
∑
n=0
Bn · ej2piξ nN .
Substituting the values for Bn yields,
b(ξ) =
1
N
N−1
∑
n=0
ej2piξ
n
N
=
1
N
β(−ξ).
From the definition of b(ξ) it follows that for all ξ 6= ϑN and ϑ ∈ Z:
bξ = 0⇒ β(ξ) = 0
Lemma 3. For all ξ = ϑN and ϑ ∈ Z it is true that:
ζaξ − ζbξ = 0
Proof. Define β(ξ) as:
β(ξ) = ζaξ − ζbξ
= e−j2pia
ξ
N − e−j2pib ξN
When ξ = ϑN:
β(ξ) = e−j2piaϑ − e−j2pibϑ
= 1− 1
= 0
Lemma 4. For any two real valued switching functions, s1 and s2 with Fourier coefficients
C1(n) and C2(n):
∞
∑
ξ=−∞
C1(−ξ)C2(ξ) − C1(ξ)C2(−ξ)
4Z(ξωs)
=
∞
∑
ξ=1
Im
{
C∗1(ξ)C2(ξ)
}
Im {Z(ξωs)}
|Z(ξωs)|2
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Proof.
∞
∑
ξ=−∞
C1(−ξ)C2(ξ) − C1(ξ)C2(−ξ)
4Z(ξωs)
=
∞
∑
ξ=−∞
C∗1(ξ)C2(ξ) − C1(ξ)C∗2(ξ)
4Z(ξωs)
=
∞
∑
ξ=−∞
2jIm
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
=
−1
∑
ξ=−∞
2jIm
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
+
2jIm
{
C1(0)C2(0)
}
4Z(0)
+
∞
∑
ξ=1
2jIm
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
since the switching functions are real-valued Im
{
C1(0)
}
= Im
{
C2(0)
}
= 0, there-
fore:
=
∞
∑
ξ=1
2jIm
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
−
2jIm
{
C∗1(ξ)C2(ξ)
}
4Z(−ξωs)
=
∞
∑
ξ=1
2jIm
{
C∗1(ξ)C2(ξ)
} Z(ξωs)∗ − Z(ξωs)
4|Z(ξωs)|2
=
∞
∑
ξ=1
2jIm
{
C∗1(ξ)C2(ξ)
} −2jIm {Z(ξωs)}
4|Z(ξωs)|2
=
∞
∑
ξ=1
Im
{
C∗1(ξ)C2(ξ)
}
Im {Z(ξωs)}
|Z(ξωs)|2
Lemma 5. For any two real valued switching functions, s1 and s2 with Fourier coefficients
C1(n) and C2(n):
∞
∑
ξ=−∞
C1(−ξ)C2(ξ) + C1(ξ)C2(−ξ)
4Z(ξωs)
=
∞
∑
ξ=1
Re
{
C∗1(ξ)C2(ξ)
}
Re {Z(ξωs)}
|Z(ξωs)|2 +
C1(0)C2(0)
2Z(0)
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Proof.
∞
∑
ξ=−∞
C1(−ξ)C2(ξ) + C1(ξ)C2(−ξ)
4Z(ξωs)
=
∞
∑
ξ=−∞
C∗1(ξ)C2(ξ) + C1(ξ)C
∗
2(ξ)
4Z(ξωs)
=
∞
∑
ξ=−∞
2Re
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
=
−1
∑
ξ=−∞
2Re
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
+
2C1(0)C2(0)
4Z(0)
+
∞
∑
ξ=1
2Re
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
since the switching functions are real-valued Re
{
C∗1(ξ)C2(ξ)
}
= Re
{
C1(ξ)C∗2(ξ)
}
,
∴
−1
∑
ξ=−∞
2Re
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
+
2C1(0)C2(0)
4Z(0)
+
∞
∑
ξ=1
2Re
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
=
∞
∑
ξ=1
2Re
{
C∗1(ξ)C2(ξ)
}
4Z(ξωs)
+
2Re
{
C∗1(ξ)C2(ξ)
}
4Z(−ξωs) +
2C1(0)C2(0)
4Z(0)
=
∞
∑
ξ=1
2Re
{
C∗1(ξ)C2(ξ)
} Z(ξωs)∗ + Z(ξωs)
4|Z(ξωs)|2 +
2C1(0)C2(0)
4Z(0)
=
∞
∑
ξ=1
2Re
{
C∗1(ξ)C2(ξ)
} 2Re {Z(ξωs)}
4|Z(ξωs)|2 +
2C1(0)C2(0)
4Z(0)
=
∞
∑
ξ=1
Re
{
C∗1(ξ)C2(ξ)
}
Re {Z(ξωs)}
|Z(ξωs)|2 +
C1(0)C2(0)
2Z(0)
Lemma 6. For any two real valued switching functions, s1 and s2 with Fourier coefficients
C1(n) and C2(n):
∞
∑
ξ=−∞
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
=
|C1(0)|2 − |C2(0)|2
4Z(0)
+
∞
∑
ξ=1
(
|C1(ξ)|2 − |C2(ξ)|2
)
Re {Z(ξωs)}
2|Z(ξωs)|2
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Proof.
∞
∑
ξ=−∞
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
=
−1
∑
ξ=−∞
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
+
|C1(0)|2 − |C2(0)|2
4Z(0)
+
∞
∑
ξ=1
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
=
∞
∑
ξ=1
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)∗
+
|C1(0)|2 − |C2(0)|2
4Z(0)
+
∞
∑
ξ=1
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
=
|C1(0)|2 − |C2(0)|2
4Z(0)
+ δ
The two summation terms, δ, can be combined:
δ =
∞
∑
ξ=1
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)∗
+
∞
∑
ξ=1
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
=
∞
∑
ξ=1
(
|C1(ξ)|2 − |C2(ξ)|2
)
Z(ξωs) +
(
|C1(ξ)|2 − |C2(ξ)|2
)
Z(ξωs)∗
4|Z(ξωs)|2
=
∞
∑
ξ=1
(
|C1(ξ)|2 − |C2(ξ)|2
)
(Z(ξωs) + Z(ξωs)∗)
4|Z(ξωs)|2
=
∞
∑
ξ=1
(
|C1(ξ)|2 − |C2(ξ)|2
)
2Re {Z(ξωs)}
4|Z(ξωs)|2
Combining yields:
∞
∑
ξ=−∞
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
=
|C1(0)|2 − |C2(0)|2
4Z(0)
+
∞
∑
ξ=1
(
|C1(ξ)|2 − |C2(ξ)|2
)
Re {Z(ξωs)}
2|Z(ξωs)|2
Lemma 7. For any two real valued switching functions, s1 and s2 with Fourier coefficients
C1(n) and C2(n):
∞
∑
ξ=−∞
|C1(ξ)|2 + |C2(ξ)|2
4Z(ξωs)
=
|C1(0)|2 + |C2(0)|2
4Z(0)
+
∞
∑
ξ=1
(
|C1(ξ)|2 + |C2(ξ)|2
)
Re {Z(ξωs)}
2|Z(ξωs)|2
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Proof.
∞
∑
ξ=−∞
|C1(ξ)|2 + |C2(ξ)|2
4Z(ξωs)
=
−1
∑
ξ=−∞
|C1(ξ)|2 + |C2(ξ)|2
4Z(ξωs)
+
|C1(0)|2 + |C2(0)|2
4Z(0)
+
∞
∑
ξ=1
|C1(ξ)|2 + |C2(ξ)|2
4Z(ξωs)
=
∞
∑
ξ=1
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)∗
+
|C1(0)|2 + |C2(0)|2
4Z(0)
+
∞
∑
ξ=1
|C1(ξ)|2 − |C2(ξ)|2
4Z(ξωs)
=
∞
∑
ξ=1
(
|C1(ξ)|2 + |C2(ξ)|2
) Z(ξωs) + Z(ξωs)
4|Z(ξωs)|2 +
|C1(0)|2 + |C2(0)|2
4Z(0)
=
∞
∑
ξ=1
(
|C1(ξ)|2 + |C2(ξ)|2
)
2Re {Z(ξωs)}
4|Z(ξωs)|2 +
|C1(0)|2 + |C2(0)|2
4Z(0)
=
∞
∑
ξ=1
(
|C1(ξ)|2 + |C2(ξ)|2
)
Re {Z(ξωs)}
2|Z(ξωs)|2 +
|C1(0)|2 + |C2(0)|2
4Z(0)
Lemma 8. For any three real valued switching functions, s1, s2 and s3 with Fourier coef-
ficients C1(n), C2(n) and C3(n) and Z(ω) = r + jLω:
∞
∑
ξ=−∞
C3(ξ)(C2(−ξ) − C1(−ξ))
4Z(ξωs)
=
∞
∑
ξ=1
Re
{
Z(ξω2)C∗3(ξ)(C2(ξ) − C1(ξ))
}
2|Z(ξωs)|2
+
C3(0)(C2(0) − C1(0))
4r
Proof.
∞
∑
ξ=−∞
C3(ξ)(C2(−ξ) − C1(−ξ))
4Z(ξωs)
=
−1
∑
ξ=−∞
C3(ξ)(C∗2(ξ) − C∗1(ξ))
4Z(ξωs)
+
∞
∑
ξ=1
C3(ξ)(C∗2(ξ) − C∗1(ξ))
4Z(ξωs)
+
C3(0)(C2(0) − C1(0))
4r
=
∞
∑
ξ=1
C∗3(ξ)(C2(ξ) − C1(ξ))
4Z(ξωs)∗
+
∞
∑
ξ=1
C3(ξ)(C∗2(ξ) − C∗1(ξ))
4Z(ξωs)
+
C3(0)(C2(0) − C1(0))
4r
=
∞
∑
ξ=1
C∗3(ξ)(C2(ξ) − C1(ξ))Z(ξωs) + C3(ξ)(C∗2(ξ) − C∗1(ξ))Z(ξωs)∗
4|Z(ξωs)|2 +
C3(0)(C2(0) − C1(0))
4r
=
∞
∑
ξ=1
Re
{
Z(ξωs)C∗3(ξ)(C2(ξ) − C1(ξ))
}
2|Z(ξωs)|2 +
C3(0)(C2(0) − C1(0))
4r
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Lemma 9. For the two cell case
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
|C1(0)|2 − |C2(0)|2
4r
+
∞
∑
ξ=1
r
2 |C1(ξ)|2 − r2 |C2(ξ)|2 + Im
{
C1(−ξ)C2(ξ)
}
Lξωs
|Z(ξωs)|2
Proof.
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
1
2
(
C1(ξ) + C1(ξ)
)
1
2
(
C1(−ξ) − C2(−ξ)
)
Z(ξωs)
=
∞
∑
ξ=−∞
C1(ξ)C1(−ξ) − C1(ξ)C2(−ξ) + C2(ξ)C1(−ξ) − C2(ξ)C2(−ξ)
4Z(ξωs)
=
∞
∑
ξ=−∞
C1(ξ)C1(−ξ) − C2(ξ)C2(−ξ)
4Z(ξωs)
+
∞
∑
ξ=−∞
C2(ξ)C1(−ξ) − C1(ξ)C2(−ξ)
4Z(ξωs)
= α+ β
From Lemma 6 it follows that:
α =
|C1(0)|2 − |C2(0)|2
4r
+
∞
∑
ξ=1
r|C1(ξ)|2 − r|C2(ξ)|2
2|Z(ξωs)|2
likewise, from Lemma 4:
β =
∞
∑
ξ=1
Im
{
C∗1(ξ)C2(ξ)
}
Lξωs
|Z(ξωs)|2
Combining:
α+ β =
|C1(0)|2 − |C2(0)|2
4r
+
∞
∑
ξ=1
r
2 |C1(ξ)|2 − r2 |C2(ξ)|2 + Im
{
C∗1(ξ)C2(ξ)
}
Lξωs
|Z(ξωs)|2
Lemma 10. Using the definitions of St and Sda for all converters presented, it is true that
St(ω)
Z(ω)
∗ Sdc(ω)
∣∣∣∣
ω=0
= 0,
when:
1. The different cells operate with the same duty cycle.
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2. The different cells are interleaved.
3. The statement is true for any number of cells.
Proof. Although the definition of Sdc differs between the presented converters, for
example for the ISOP sdc = 1N (s0 − sc) while for the FCC sdc = 12 (sc − sc−1) in
general the definition can be rewritten as:
sdc =
1
x
(sa − sb)
The definition of st differs also slightly between the different topologies but can be
generalised as:
st =
1
y
N−1
∑
n=0
sn
When the cells are interleaved and operating with the same duty cycle the switch-
ing function Fourier series coefficients can be rewritten as:
Ca(ξ) = Ψ(ξ)ζ
a
ξ
Using the generalised definitions the convolution can be expressed as:
St(ω)
xyZ(ω)
∗ Sdc(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
∑N−1n=0 Ψ(ξ)ζ
n
ξ
xyZ(ξωs)
(
Ψ(−ξ)ζa−ξ −Ψ(−ξ)ζb−ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
xyZ(ξωs)
(
ζa−ξ − ζb−ξ
) N−1
∑
n=0
ζnξ
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
xyZ(ξωs)
αβ
From Lemma 3, when ξ = ϑN:
α = ζa−ξ − ζb−ξ = 0
Likewise from Lemma 2, when ξ 6= ϑN:
β =
N−1
∑
n=0
ζnξ = 0
∴ ∀ ξ : αβ = 0
Lemma 11. Using the definitions of St and Sda for all converters presented, it is true that,
for the modulated duty cycle case
S˜t(ω)
Z(ω)
∗ S˜dn(ω)
∣∣∣∣
ω=0
= 0,
when:
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1. The different cells operate with the same duty cycle in that the same reference function
is used to determine the switching functions.
2. The different cells are interleaved.
3. The switching frequency is significantly higher than the modulation frequency. This
implies that the harmonic content of the switching signals, occurring in clusters
around the multiples of the switching frequency will be spaced far enough from each
other that they will not overlap [28; 33; 29].
4. The statement is true for any number of cells.
Proof. Using the same general definition of both st and sda as in Lemma 10, the
functions can be described as:
S˜dc =
1
x
(S˜a − S˜b)
S˜t =
1
y
N−1
∑
n=0
S˜n
When the cells are interleaved and operating with the same duty cycle the switch-
ing function Fourier series coefficients can be rewritten as:
C˜a(k,m) = Ψ˜(k,m)ζ
a
m
When the switching frequency is high enough that the harmonic clusters does not
overlap the convolution can be expressed as:
S˜t(ω)
Z(ω)
∗ S˜da(ω)
∣∣∣∣
ω=0
=
∞
∑
$=−∞
∞
∑
ξ=−∞
C˜t($,ξ)
Z($ωr + ξωs)
C˜da(−$,−ξ)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
Ψ˜($,ξ)
N−1
∑
n=0
ζnξ
Z($ωr + ξωs)
Ψ˜(−$,−ξ)(ζa−ξ − ζb−ξ)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
Z($ωr + ξωs)
(ζa−ξ − ζb−ξ)
N−1
∑
n=0
ζnξ
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
Z($ωr + ξωs)
αβ
From Lemma 3, when ξ = ϑN:
α = ζa−ξ − ζb−ξ = 0
Likewise from Lemma 2, when ξ 6= ϑN:
β =
N−1
∑
n=0
ζnξ = 0
∴ ∀ ξ : αβ = 0
APPENDIX A. MATHEMATICAL DERIVATIONS 170
S˜t(ω)
Z(ω)
∗ S˜dn(ω)
∣∣∣∣
ω=0
=
∞
∑
$=−∞
∞
∑
ξ=−∞
C˜t($,ξ)
Z($ωr + ξωs)
C˜da($,ξ) (A.4.1)
Lemma 12. For the N-cell FCC the entries λab 1 ≤ a, b ≤ N − 1, or the convolution of
the impedance modified Sdb function with Sda can be expressed as:
λab =
∞
∑
ξ=−∞
Sdb(ξ)
Z(ξωs)
Sda(−ξ) =
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζb−aξ
When the cells are interleaved and the duty cycle is equal across all cells.
Proof. Using ζx−n = ζ−xn :
λab =
∞
∑
ξ=−∞
Sdb(ξ)
Z(ξωs)
Sda(ξ)
=
∞
∑
ξ=−∞
Cb(ξ) − C(b−1)(ξ)
4Z(ξωs)
(
Ca(−ξ) − C(a−1)(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)
(
ζbξ − ζb−1ξ
)
4Z(ξωs)
Ψ∗(ξ)
(
ζa−ξ − ζa−1−ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
ζbξ − ζb−1ξ
) (
ζa−ξ − ζa−1−ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
ζb−aξ − ζb−a−1ξ − ζb−a+1ξ + ζb−aξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
−ζb−a−1ξ + 2ζb−aξ − ζb−a+1ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
ζb−aξ
(
2− ζξ − ζ∗ξ
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζb−aξ (A.4.2)
Lemma 13. For the N-cell FCC operating with modulated duty cycle the entries λ˜ab 1 ≤
a, b ≤ N − 1, or the convolution of the impedance modified S˜db function with S˜da can be
expressed as:
λ˜ab =
∞
∑
$=−∞
∞
∑
ξ=−∞
C˜db($,ξ)
Z($ωr + ξωs)
C˜da(−$,−ξ)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
2Z($ωr + ξωs)
(
1− Re
{
ζξ
})
ζb−aξ
When:
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1. The different cells operate with the same duty cycle in that the same reference function
is used to determine the switching functions.
2. The different cells are interleaved.
3. The switching frequency is significantly higher than the modulation frequency. This
implies that the harmonic content of the switching signals, occurring in clusters
around the multiples of the switching frequency will be spaced far enough from each
other that they will not overlap [28; 33; 29].
Proof. Using ζx−n = ζ−xn :
λab =
∞
∑
$=−∞
∞
∑
ξ=−∞
C˜db($,ξ)
Z($ωr + ξωs)
C˜da(−$,−ξ)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
C˜b($,ξ) − C˜(b−1)($,ξ)
4Z($ωr + ξωs)
(
C˜a(−$,−ξ) − C˜(a−1)(−$,−ξ)
)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
Ψ˜($,ξ)
(
ζbξ − ζb−1ξ
)
4Z($ωr + ξωs)
Ψ˜(−$,−ξ)
(
ζa−ξ − ζa−1−ξ
)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
4Z($ωr + ξωs)
(
ζbξ − ζb−1ξ
) (
ζa−ξ − ζa−1−ξ
)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
4Z($ωr + ξωs)
(
ζb−aξ − ζb−a−1ξ − ζb−a+1ξ + ζb−aξ
)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
4Z($ωr + ξωs)
(
−ζb−a−1ξ + 2ζb−aξ − ζb−a+1ξ
)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
4Z($ωr + ξωs)
ζb−aξ
(
2− ζξ − ζ∗ξ
)
=
∞
∑
$=−∞
∞
∑
ξ=−∞
|Ψ˜($,ξ)|2
2Z($ωr + ξωs)
(
1− Re
{
ζξ
})
ζb−aξ
Lemma 14. For the N-Cell FCC the entries λab 1 ≤ a, b ≤ N − 1, or the convolution of
the impedance modified Sdb function with Sda can be rewritten as:
λab =
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
}) (
Re {Z(ξωs)} Re
{
ζa−bξ
}
−Im {Z(ξωs)} Im
{
ζa−bξ
})
When the cells are interleaved and the duty cycle is equal across all cells.
Proof. From Lemma 12
λab =
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζb−aξ
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This expression for λab can be rewritten by combining the sum for positive and
negative values of ξ, and realising that Re
{
ζξ
}
= 1 when ξ = 0, as:
λab =
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζb−aξ
=
∞
∑
ξ=1
|Ψ(ξ)|2
2Z(ξωs)
(
1− Re
{
ζξ
})
ζb−aξ +
∞
∑
ξ=1
|Ψ(ξ)|2
2Z(−ξωs)
(
1− Re {ζ−ξ}) ζb−a−ξ
It is known that Re
{
ζξ
}
= Re
{
ζ−ξ
}
and ζa−ξ = ζ
−a
ξ therefore:
λab =
∞
∑
ξ=1
|Ψ(ξ)|2
(
1− Re
{
ζξ
})( ζb−aξ
2Z(ξωs)
+
ζa−bξ
2Z(−ξωs)
)
=
∞
∑
ξ=1
|Ψ(ξ)|2
(
1− Re
{
ζξ
})( ζb−aξ Z(−ξωs) + ζa−bξ Z(ξωs)
2|Z(ξωs)|2
)
=
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
})
Re
{
Z(ξωs)ζa−bξ
}
=
∞
∑
ξ=1
|Ψ(ξ)|2
|Z(ξωs)|2
(
1− Re
{
ζξ
}) (
Re {Z(ξωs)} Re
{
ζa−bξ
}
−Im {Z(ξωs)} Im
{
ζa−bξ
})
Lemma 15. For the 2-cell case
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 0,
when the duty-cycles of the two cells are equal and the cells are interleaved.
Proof.
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
S1(ξ) + S2(ξ)
4Z(ξωs)
(
S2(−ξ) − S1(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ) + (−1)ξΨ(ξ)
4Z(ξωs)
(
(−1)−ξΨ(−ξ)−Ψ(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)
(
1+ (−1)ξ)
4Z(ξωs)
Ψ(−ξ)
(
(−1)−ξ − 1
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
1+ (−1)ξ
) (
(−1)−ξ − 1
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
0 = 0
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Lemma 16. For the 2-cell case
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 2
∞
∑
ξ=1,3
|Ψ(ξ)|2
|Z(ξωs)|2 Re{Z(ξωs)},
when the duty-cycles of the two cells are equal and the cells are interleaved.
Proof.
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
S2(ξ) − S1(ξ)
4Z(ξωs)
(
S2(−ξ) − S1(−ξ)
)
=
∞
∑
ξ=−∞
(−1)ξΨ(ξ)−Ψ(ξ)
4Z(ξωs)
(
(−1)−ξΨ(−ξ)−Ψ(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ)
(
(−1)ξ − 1)
4Z(ξωs)
Ψ(−ξ)
(
(−1)−ξ − 1
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
(−1)ξ − 1
) (
(−1)−ξ − 1
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1− (−1)ξ
)
The sum can be simplified by adding the positive and negative parts of the sum
together. With knowledge that 1− (−1)ξ = 0 for equal numbers of ξ :
Sd(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=1,3
|Ψ(ξ)|2
Z(ξωs)
+
|Ψ(−ξ)|2
Z(−ξωs)
=
∞
∑
ξ=1,3
|Ψ(ξ)|2Z(−ξωs) + |Ψ(ξ)|2Z(ξωs)
|Z(ξωs)|2
= 2
∞
∑
ξ=1,3
|Ψ(ξ)|2
|Z(ξωs)|2 Re{Z(ξωs)}
Lemma 17. For the 2-cell case
St(ω)
Z(ω)
∗ St(ω)
∣∣∣∣
ω=0
=
d2
Z(0)
+ 2
∞
∑
ξ=2,4,6
|Ψ(ξ)|2
|Z(ξωs)|2 Re{Z(ξωs)},
when the duty-cycles of the two cells are equal and the cells are interleaved.
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Proof.
St(ω)
Z(ω)
∗ St(ω)
∣∣∣∣
ω=0
=
∞
∑
ξ=−∞
S1(ξ) + S2(ξ)
4Z(ξωs)
(
S1(−ξ) + S2(−ξ)
)
=
∞
∑
ξ=−∞
Ψ(ξ) + (−1)ξΨ(ξ)
4Z(ξωs)
(
Ψ(−ξ) + (−1)ξΨ(−ξ)
)
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
4Z(ξωs)
(
1+ (−1)ξ
)2
=
∞
∑
ξ=−∞
|Ψ(ξ)|2
2Z(ξωs)
(
1+ (−1)ξ
)
=
Ψ(0)2
Z(0)
+
∞
∑
ξ=2,4,6
|Ψ(ξ)|2
Z(ξωs)
+
|Ψ(−ξ)|2
Z(−ξωs)
=
d2
Z(0)
+
∞
∑
ξ=2,4,6
|Ψ(ξ)|2Z(−ξωs) + |Ψ(ξ)|2Z(ξωs)
|Z(ξωs)|2
=
d2
Z(0)
+ 2
∞
∑
ξ=2,4,6
|Ψ(ξ)|2
|Z(ξωs)|2 Re{Z(ξωs)}
A.5 Calculating the Circuit Equations in Terms of d and t
Parameters
A.5.1 Input-Series-Output-Parallel Converter
Equation (3.1.1) is repeated for convenience:
d
dt

Ls · iin
C · v1
C · v2
L · i1
L · i2
Co · vo
 =

−rs −1 −1 0 0 0
1 0 0 −s1 0 0
1 0 0 0 −s2 0
0 s1 0 −r 0 −1
0 0 s2 0 −r −1
0 0 0 1 1 −1R


iin
v1
v2
i1
i2
vo
+

vin
0
0
0
0
0

The total and difference parameters are defined as:
sd =
s1 − s2
2
st =
s1 + s2
2
vd = v1 − v2 vt = v1 + v2
id = i1 − i2 it = i1 + i2
The equations for diindt can be rewritten as:
Ls
diin
dt
= −rsiin − (v1 + v2) + vin
= −rsiin − vt + vin
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Adding the equations for dv1dt and
dv2
dt together yields
C
d
dt
(v1 + v2) = 2iin − s1i1 − s2i2
C
dvt
dt
= 2iin − s1i1 − s2i2
= 2iin − stit − sdid,
since
stit + sdid =
(
s1 + s2
2
)
(i1 + i2) +
(
s1 − s2
2
)
(i1 − i2)
=
s1i1
2
+
s2i1
2
+
s1i2
2
+
s2i2
2
+
s1i1
2
− s2i1
2
− s1i2
2
+
s2i2
2
= s1i1 + s2i2.
Subtracting the equations for dv1dt and
dv2
dt yields
C
d
dt
(v1 − v2) = −s1i1 + s2i2
C
dvd
dt
= −s1i1 + s2i2
= −sdit − stid,
since
sdit + stid =
(
s1 − s2
2
)
(i1 + i2) +
(
s1 + s2
2
)
(i1 − i2)
=
s1i1
2
− s2i1
2
+
s1i2
2
− s2i2
2
+
s1i1
2
+
s2i1
2
− s1i2
2
− s2i2
2
= s1i1 − s2i2.
Adding the equations for di1dt and
di2
dt together yields
L
d
dt
(i1 + i2) = s1v1 + s2v2 − r(i1 + i2)− 2vo
L
dit
dt
= s1v1 + s2v2 − rit − 2vo
= stvt + sdvd − rit − 2vo,
since as shown above
stvt + sdvd = s1v1 + s2v2.
Subtracting the equations for di1dt and
di2
dt yields
L
d
dt
(i1 − i2) = s1v1 − s2v2 − r(i1 − i2)
L
did
dt
= s1v1 − s2v2 − rid
= sdvt + stvd − rid,
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since as shown above
sdvt + stvd = s1v1 − s2v2.
Rewriting the expression for dvodt yields:
Co
dvo
dt
= i1 + i2 − voR
= it − voR
Combining yields (3.1.3), repeated below:
d
dt

Ls · iin
C · vt
C · vd
L · it
L · id
Co · vo
 =

−rs −1 0 0 0 0
2 0 0 −st −sd 0
0 0 0 −sd −st 0
0 st sd −r 0 −2
0 sd st 0 −r 0
0 0 0 1 0 −1R


iin
vt
vd
it
id
vo
+

vin
0
0
0
0
0

A.5.2 Input-Series-Output-Series Converter
Equation (5.2.1) is repeated for convenience:
d
dt

Ls · iin
C · v1
C · v2
L · io
C f · vo
 =

−rs −1 −1 0 0
1 0 0 −s1 0
1 0 0 −s2 0
0 s1 s2 −r −1
0 0 0 1 −1R


iin
v1
v2
io
vo
+

Vin
0
0
0
0

The total and difference parameters are defined as:
sd =
s2 − s1
2
st =
s1 + s2
2
vd = v1 − v2 vt = v1 + v2
(A.5.1)
The equations for diindt can be rewritten as:
Ls
diin
dt
= −rsiin − (v1 + v2) + vin
= −rsiin − vt + vin
Adding the equations for dv1dt and
dv2
dt together yields
C
d
dt
(v1 + v2) = 2iin − s1io − s2io
C
dvt
dt
= 2iin − 2stio.
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Subtracting the equations for dv1dt and
dv2
dt yields
C
d
dt
(v1 − v2) = −s1io + s2io
C
dvd
dt
= −sdio − 2sdid.
The expression for diodt can be rewritten (using a result from the ISOP d& t circuit
development above) as
L
dio
dt
= s1v1 + s2v2 − rio − vo
= stvt + sdvd − rio − vo.
The expression for dvodt remains:
Co
dvo
dt
= io − voR
Combining yields (5.2.2), repeated below:
d
dt

Ls · iin
C · vt
C · vd
L · io
C f · vo
 =

−rs −1 0 0 0
2 0 0 −2st 0
0 0 0 −2sd 0
0 st sd −r −1
0 0 0 1 −1R


iin
vt
vd
io
vo
+

vin
0
0
0
0

A.6 Fourier Series Calculations
A.6.1 Derivation of the Fourier Series Coefficients for the Interleaved
Constant Duty Cycle Case
The exponential Fourier series expression of a function f (t), periodic with fs, is
given by [48]:
f (t) =
∞
∑
n=−∞
C(n)e
jnωst
where C(n) =
1
Ts
∫ t0+Ts
t0
f (t)e−jnωstdt
The Fourier series coefficients for a PWM switching function s(t) can be calcu-
lated, with the following assumptions and definitions:
1. The switching frequency, fs, is constant, with ωs = 2pi fs.
2. The switching period, Ts, is defined as Ts = 1fs .
3. The switching function is generated through comparison of a PWM reference
signal with a sawtooth carrier.
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Figure A.1: Constant Duty Cycle Integration Interval
4. The duty cycle, d, is constant. d is also the average value of the switching
function, where: d = 1Ts
∫ Ts
0 s(t)dt
5. The interleaving of switching functions are achieved through phase shifting
of the sawtooth carriers.
6. The switching function evaluates to either 1 or 0, or equivalently s(t) ∈ {0, 1}.
Formally the PWM switching function for the reference cell is defined as:
fc(t) =
1
pi
arctan(tan(
1
2
ωst)) +
1
2
s(t) =
{
1, for d ≥ fc(t)
0, for d < fc(t)
When the switching functions of a N-cell structure are interleaved the carrier is
phase shifted with respect to the reference carrier. For the ath switching function of
a N-cell structure the PWM switching function is found by:
fca(t) =
1
pi
arctan(tan(
1
2
ωst +
a
N
pi)) +
1
2
sa(t) =
{
1, for d ≥ fca(t)
0, for d < fca(t)
The resulting function sa(t) is shown in Fig. A.1 for one switching period.
Using the integration interval as defined by Fig. A.1 the Fourier series coeffi-
cients can be found as:
Ca(n) =
1
Ts
∫ a
N Ts+dTs
a
N Ts
e−jnωstdt
=
j
2pin
e−j2pin
a
N
(
e−j2pind − 1
)
= Ψ(n)e−j2pin
a
N
= Ψ(n)ζan
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The basic building block Ψ(n) is defined as:
Ψ(n) =
{
j
2pin
(
e−j2pind − 1) for n 6= 0
d for n = 0
The function ζan is used to denote the sequence of de Moivre numbers or the N
square roots of -1. Although the notation does not specifically make allowance
for variations in N, the switching functions are typically calculated for a specific
structure with the value of N implicit in the definition of ζan. Formally:
ζan = e
−j2pin aN (A.6.1)
A.6.2 Derivation of the Fourier Series Coefficients for the Interleaved
Constant Duty Cycle Case: Flying Capacitor Converter
Let the switching PWM function be created through comparison of the reference
signal fr and a triangle carrier signal with frequency ωc. A triangular carrier is used
in lieu of a sawtooth carrier since the triangular carrier results in lower harmonic
distortion at the output voltage, especially in three phase inverters [5].
For the FCC the switching functions have a value of either -1 or 1 and are de-
rived in the following manner:
fr = 2d− 1
fc =
2
pi
arcsin(sin(ωc + θc))
s(t) =
{
1, for fr ≥ fc(t)
−1, for fr < fc(t)
The reference switching signal, s0(t) will be considered. The other switching
functions can be recreated through the use of the time shift theorem. The resulting
function s0(t), with θc = pi2 is shown in Fig. A.2 for one switching period.
The Fourier series coefficients for the PWM switching function s0(t) is calcu-
lated, with the following assumptions and definitions:
1. The switching frequency, fs, is constant, with ωs = 2pi fs.
2. The switching period, Ts, is defined as Ts = 1fs .
3. The switching function is generated through comparison of a PWM reference
signal with a triangular carrier.
4. The duty cycle, d, is constant.
5. The interleaving of switching functions are achieved through phase shifting
of the carriers.
6. The switching function evaluates to either 1 or -1, or equivalently s(t) ∈
{−1, 1}.
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Figure A.2: Constant duty cycle integration interval, FCC
The exponential Fourier series expression of a periodic function f (t)is given by
[48]:
f (t) =
∞
∑
n=−∞
C(n)e
jnωst
where C(n) =
1
Ts
∫ t0+Ts
t0
f (t)e−jnωstdt
Using the integration interval as defined by Fig. A.2 the Fourier series coeffi-
cients can be found as, for n 6= 0:
C0(n) =
1
Ts
(
−
∫ Ts
2 (1−d)
0
e−jnωstdt +
∫ Ts
2 (1+d)
Ts
2 (1−d)
e−jnωstdt−
∫ Ts
Ts
2 (1+d)
e−jnωstdt
)
=
j
2pin
(
−e−jpin(1−d) + 1+ e−jpin(1+d) − e−jpin(1−d) − e−j2pin + e−jpin(1+d)
)
=
j
pin
e−jpin
(
e−jpind + ejpind
)
=
2(−1)n
pin
sin(pind)
= Ψ(n)
For simplicity the reference signal is shifted by 180◦ by choosing θs = −pi2 . With
implementation of the time shift theorem the Fourier coefficients are multiplied by
(−1)n and the Fourier coefficients, Ψ(n), becomes:
Ψ(n) =
{
2
pin sin(pind) for n 6= 0
2d− 1 for n = 0
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Figure A.3: General full bridge converter circuit
A.6.3 Derivation of the Fourier Series Coefficients for the Unipolar
Switched Full-Bridge, Constant Duty Cycle Case
For unipolar switching the switching signals are created by comparing both the
reference function fr and its negative − fr to a triangular carrier, fc. Let the carrier
be given as:
fc = arcsin(sin(2pi fst− pi2 ))
With reference to the switch assignments indicated in Fig. A.3 the switches in each
leg, consisting of sw1 and sw2 (leg 1) and sw3 and sw4 (leg 2) are switched as com-
plimentary pairs. The mapping of the switching function s(t) describing the circuit
operation to the switch states are indicated in Table A.1. Let the switching function
of each leg be equal to 1 when the top switch is on and 0 when the bottom switch
is on. The carrier and reference function, switching function of both legs and s(t)
are shown in Fig. A.4 for fr = 0.5.
Table A.1: Map of the Switch States to s(t)
Switches on s(t) Condition
sw1, sw3 0 fr > fc and − fr > fc
sw1, sw4 1 fr > fc and − fr < fc
sw2, sw3 -1 fr < fc and − fr > fc
sw2, sw4 0 fr < fc and − fr < fc
A.6.3.1 Fourier Coefficients of Leg 1
Using the definitions of Fig. A.4 the coefficients for leg 1 can be calculated as, for
n 6= 0:
Cleg1(n) =
1
Ts
(∫ 1+ fr
4Ts
0
e−jnωstdt +
∫ Ts
3− fr
4Ts
e−jnωstdt
)
=
j
2pin
(
e−j2pin
1+ fr
4 − e−j2pin 3− fr4
)
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Figure A.4: Creation of the switching signals: unipolar switching
For n = 0:
Cleg1(0) =
1
Ts
(∫ 1+ fr
4Ts
0
1dt +
∫ Ts
3− fr
4Ts
1dt
)
=
1+ fr
2
A.6.3.2 Fourier Coefficients of Leg 2
Again, using the definitions of Fig. A.4 the coefficients for leg 2 can be calculated
as, for n 6= 0:
Cleg2(n) =
1
Ts
(∫ 1− fr
4Ts
0
e−jnωstdt +
∫ Ts
3+ fr
4Ts
e−jnωstdt
)
=
j
2pin
(
e−j2pin
1− fr
4 − e−j2pin 3+ fr4
)
For n = 0:
Cleg1(0) =
1
Ts
(∫ 1− fr
4Ts
0
1dt +
∫ Ts
3+ fr
4Ts
1dt
)
=
1− fr
2
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A.6.3.3 Fourier Coefficients of the Complete Converter
The switching function s(t) can be found by:
s(t) = sleg1(t)− sleg2(t)
When n 6= 0:
S(n) =
j
2pin
(
e−j2pin
1+ fr
4 − e−j2pin 3− fr4 − e−j2pin 1− fr4 + e−j2pin 3+ fr4
)
=
j
2pin
(
e−jpi
n
2 e−jpin
fr
2 − e−jpin 32 ejpin fr2 − e−jpi n2 ejpin fr2 + e−jpin 32 e−jpin fr2
)
=
j
2pin
(
e−jpin
fr
2
{
e−jpi
n
2 + ejpi
n
2
}
− ejpin fr2
{
ejpi
n
2 + e−jpi
n
2
})
=
j
pin
Re {jn}
(
e−jpin
fr
2 − ejpin fr2
)
=
2
pin
Re {jn} sin(pin fr
2
)
When n = 0:
S(0) =
1+ fr
2
− 1− fr
2
= fr
Since Re {jn} = 0 for all uneven values of n, the substitution n = 2m can be made
to yield the following expression for s(t):
s(t) =
∞
∑
m=−∞
S(m)e
j2mωst (A.6.2)
S(m) = Ψ(m) (A.6.3)
Ψ(m) =
{
1
pim sin(mpi fr) for m 6= 0
fr for m = 0,
(A.6.4)
A.6.4 Derivation of the Fourier Series Coefficients for the Interleaved
Modulated Duty Cycle Case, for the FCC
Let the switching PWM function be created through comparison of the reference
signal fr and a triangle carrier signal with frequency ωc. A triangular carrier is used
in lieu of a sawtooth carrier since the triangular carrier results in lower harmonic
distortion at the output voltage, especially in three phase inverters [5].
For the FCC the switching functions have a value of either -1 or 1 and are de-
rived in the following manner:
fr = ma sin(ωrt + θr)
fc =
2
pi
arcsin(sin(ωc + θc))
s(t) =
{
1, for fr ≥ fc(t)
−1, for fr < fc(t)
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Figure A.5: Generation of a modulated PWM signal
The process is illustrated in Fig.A.5.
Using the double Fourier series expression, in exponential form, as described in
more detail in [5], the switching function s1 can be expressed as, with the following
definitions; x(t) = ωrt + θr and y(t) = ωct + θc:
s(t) =
∞
∑
k=−∞
∞
∑
m=−∞
S˜kmej(kx+my) (A.6.5)
where
S˜km =
1
4pi2
∫ pi
−pi
∫ pi
−pi
F(x, y)e−j(kx+my)dxdy.
The unit-cell integration area can be created as discussed in detail in [5; 28; 33]
among others, and is indicated in Fig. A.6. The coefficients must be calculated for
two cases: viz. when m = 0 and m 6= 0.
• Case 1: m = 0
When m = 0 the expression for S˜km can be rewritten as:
S˜k0 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
F(x, y)e−jkxdydx
Integrating over intervals, through the unit cell, yields:
S˜k0 =
1
4pi2
∫ pi
−pi
(∫ − pi2 (1−ma sin(x))
−pi
e−jkxdy−
∫ pi
2 (1−ma sin(x))
− pi2 (1−ma sin(x))
e−jkxdy
+
∫ pi
pi
2 (1−ma sin(x))
e−jkxdy
)
dx
or
S˜k0 =
1
4pi2
∫ pi
−pi
α+ β+ δ dx
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Figure A.6: Unit cell for modulated PWM
where
α =
∫ − pi2 (1−ma sin(x))
−pi
e−jkxdy
= e−jkx
(
−pi
2
(1−ma sin(x)) + pi
)
,
β = −
∫ pi
2 (1−ma sin(x))
− pi2 (1−ma sin(x))
e−jkxdy
= −e−jkx
(pi
2
(1−ma sin(x)) + pi2 (1−ma sin(x))
)
= −e−jkxpi(1−ma sin(x))
and
δ =
∫ pi
pi
2 (1−ma sin(x))
e−jkxdy
= e−jkx
(
pi − pi
2
(1−ma sin(x))
)
.
Expanding;
α+ β+ δ = e−jkx
(
−pi
2
(1−ma sin(x)) + pi − pi(1−ma sin(x)) + pi − pi2 (1−ma sin(x))
)
= e−jkx (−2pi(1−ma sin(x)) + 2pi)
= 2pie−jkxma sin(x)
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and substituting into the expression for C˜k0:
S˜k0 =
1
4pi2
∫ pi
−pi
α+ β+ δ dx
=
1
2pi
∫ pi
−pi
e−jkxma sin(x)dx
When k = 0:
S˜00 =
1
2pi
∫ pi
−pi
ma sin(x)dx
= 0
When k 6= 0, and using Euler’s identity:
S˜k0 =
1
2pi
∫ pi
−pi
e−jkx
ma
2j
(ejx − e−jx)dx
=
ma
j4pi
∫ pi
−pi
e−jkx(ejx − e−jx)dx
=
ma
j4pi
∫ pi
−pi
e−jx(k−1) − e−jx(k+1)dx
Since
∫ pi
−pi e
−jαxdx = 0 for all nonzero values of α, only 2 cases remain, namely:
1. k = −1
S˜(−1)0 =
ma
j4pi
∫ pi
−pi
−1dx
=
−1
j2
ma
2. k = 1
S˜(1)0 =
ma
4jpi
∫ pi
−pi
dx
=
1
j2
ma
• Case 2: k 6= 0
Using the integration unit cell the integral can be rewritten with integration
limits as:
S˜km =
1
4pi2
∫ pi
−pi
(∫ − pi2 (1−ma sin(x))
−pi
e−j(kx+my)dy−
∫ pi
2 (1−ma sin(x))
− pi2 (1−ma sin(x))
e−j(kx+my)dy
+
∫ pi
pi
2 (1−ma sin(x))
e−j(kx+my)dy
)
dx
or
S˜km =
1
4pi2
∫ pi
−pi
α+ β+ δ dx
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where
α =
∫ − pi2 (1−ma sin(x)
−pi
e−j(kx+my)dy
=
e−jkx+ 12 jpim(1−ma sin(x))
−jm −
ejpim−jkx
−jm
=
je−jkx
m
(
e
1
2 jpim(1−ma sin(x)) − ejpim
)
,
β = −
∫ pi
2 (1−ma sin(x))
− pi2 (1−ma sin(x))
e−j(kx+my)dy
= − e
−jkx− 12 jpim(1−ma sin(x))
−jm +
e−jkx+ 12 jpim(1−ma sin(x))
−jm
=
je−jkx
m
(
e
1
2 jpim(1−ma sin(x)) − e− 12 jpim(1−ma sin(x))
)
and
δ =
∫ pi
pi
2 (1−ma sin(x))
e−j(kx+my)dy
=
e−jpim−jkx
−jm −
e−jkx− 12 jpim(1−ma sin(x))
−jm
=
je−jkx
m
(
e−jpim − e− 12 jpim(1−ma sin(x))
)
.
Expanding;
α+ β+ δ =
je−jkx
m
(
−ejpim + e−jpim + 2e 12 jpim(1−ma sin(x)) − 2e− 12 jpim(1−ma sin(x))
)
=
j2e−jkx
m
(
e
1
2 jpim(1−ma sin(x)) − e− 12 jpim(1−ma sin(x))
)
=
j2
m
(
e−jkxe
1
2 jpime−
1
2 jpimma sin(x) − e−jkxe−j 12pime 12 jpimma sin(x)
)
and substituting into the expression for S˜km:
S˜km =
1
4pi2
∫ pi
−pi
α+ β+ δ dx
=
j
2pi2m
∫ pi
−pi
e−jkxe
1
2 jpime−
1
2 jpimma sin(x) − e−jkxe−j 12pime 12 jpimma sin(x)dx
The integral can be solved using Bessel functions of the first kind, defined in
integral form as [5]:
2pi Jn(x) =
∫ pi
−pi
e−jnτ+jx sin(τ)dτ
Therefore, using the Bessel functions:
S˜km =
j
pim
(
e
1
2 jpim Jk(−12pimma)− e
−j 12pim Jk(
1
2
pimma)
)
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Using the identity that [5]
Jn(−x) = (−1)n Jn(x),
the expression for S˜km can be rewritten as:
S˜km =
j
pim
Jk(
1
2
pimma)
(
(−1)ke 12 jpim − e−j 12pim
)
Setting the derived S˜km = Ψ˜(k, m) the modulated duty cycle builder Ψ˜(k, m) can be
expressed as:
Ψ˜(k, m) =

−1
j2 ma when m = 0, k = −1
1
j2 ma when m = 0, k = 1
0 when m = 0, |k| 6= 1
j
pim Jk(
1
2pimma)
(
(−1)ke 12 jpim − e−j 12pim
)
when m 6= 0
(A.6.6)
Using the coefficients the switching function can be reconstructed using the double
Fourier series (A.6.5):
s(t) =
∞
∑
k=−∞
∞
∑
m=−∞
Ψ˜(k, m)ej(kx+my)
When the switching functions of a N-cell structure are interleaved the ath carrier
signal is shifted with respect to the reference by θc = 2piaN . Substituting for x and y:
sa(t) =
∞
∑
k=−∞
∞
∑
m=−∞
Ψ˜(k, m)ej(k(ωrt+θr)+m(ωct+θc))
=
∞
∑
k=−∞
∞
∑
m=−∞
Ψ˜(k, m)ejkωrtejmωctejkθr ejmθc
=
∞
∑
k=−∞
∞
∑
m=−∞
Ψ˜(k, m)ejkωrtejmωctejkθrζam (A.6.7)
where
ζam = e
j2piam/N . (A.6.8)
A.6.5 Derivation of the Fourier Series Coefficients for the Interleaved
Modulated Duty Cycle Case, Unipolar Switched Full-Bridge
Converter
Let the switching PWM function be created through comparison of the reference
signal fr and a triangle carrier signal with frequency ωc, as shown in Fig. A.7.
With reference to the switch assignments indicated in Fig. A.3 the switches in
each leg, consisting of sw1 and sw2 (leg 1) and sw3 and sw4 (leg 2) are switched as
complimentary pairs. The mapping of the switching function s(t) describing the
circuit operation to the switch states are indicated in Table A.2. Let the switching
function of each leg be equal to 1 when the top switch is on and 0 when the bottom
switch is on. The carrier and reference function, switching function of both legs
and s(t) are shown in Fig. A.4 for fr = 0.5.
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Figure A.7: Generation of a the unipolar switching signals
Table A.2: Map of the Switch States to s(t)
Switches on s(t) Condition
sw1, sw3 0 fr > fc and − fr > fc
sw1, sw4 1 fr > fc and − fr < fc
sw2, sw3 -1 fr < fc and − fr > fc
sw2, sw4 0 fr < fc and − fr < fc
A.6.5.1 Fourier Series Coefficients of Leg 1
Using the double Fourier series expression, in exponential form, as described in
more detail in [5], the switching function s1 for leg 1 can be expressed as, with the
following definitions; x(t) = ωrt + θr and y(t) = ωct + θc:
s(t) =
∞
∑
k=−∞
∞
∑
m=−∞
S˜kmej(kx+my) (A.6.9)
where
S˜km =
1
4pi2
∫ pi
−pi
∫ pi
−pi
F(x, y)e−j(kx+my)dxdy.
The unit-cell integration area can be created as discussed in detail in [5; 28; 33]
among others, and is indicated in Fig. A.8. The coefficients must be calculated for
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Figure A.8: Unit cell for unipolar switched PWM, leg 1
two cases: viz. when m = 0 and m 6= 0.
• Case 1: m = 0
When m = 0 the expression for S˜leg1(k,m) can be rewritten as:
S˜leg1(k,0) =
1
4pi2
∫ pi
−pi
∫ pi
−pi
F(x, y)e−jkxdydx
Integrating over intervals, through the unit cell, yields:
S˜leg1(k,0) =
1
4pi2
∫ pi
−pi
(∫ − pi2 (1−ma sin(x))
−pi
e−jkxdy +
∫ pi
pi
2 (1−ma sin(x))
e−jkxdy
)
dx
or
S˜leg1(k,0) =
1
4pi2
∫ pi
−pi
α+ β dx
where
α =
∫ − pi2 (1−ma sin(x))
−pi
e−jkxdy
= e−jkx
(
−pi
2
(1−ma sin(x)) + pi
)
,
β =
∫ pi
pi
2 (1−ma sin(x))
e−jkxdy
= e−jkx
(
pi − pi
2
(1−ma sin(x))
)
.
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Expanding;
α+ β = e−jkx
(
−pi
2
(1−ma sin(x)) + pi + pi − pi2 (1−ma sin(x))
)
= pie−jkx
(
1+ ma sin(x)
)
and substituting into the expression for S˜leg1(k,m):
S˜leg1(k,0) =
1
4pi2
∫ pi
−pi
α+ β dx
=
1
4pi
∫ pi
−pi
e−jkx
(
1+ ma sin(x)
)
dx
When k = 0:
S˜leg1(0,0) =
1
4pi
∫ pi
−pi
(
1+ ma sin(x)
)
dx
=
1
2
When k 6= 0, and using Euler’s identity:
S˜leg1(k,0) =
1
4pi
∫ pi
−pi
e−jkx + e−jkx
ma
2j
(ejx − e−jx)dx
=
ma
j8pi
∫ pi
−pi
2j
ma
e−jkx + e−jx(k−1) − e−jx(k+1)dx
Since
∫ pi
−pi e
−jαxdx = 0 for all nonzero values of α, only 2 cases remain, namely:
1. k = −1
S˜leg1(−1,0) =
ma
j8pi
∫ pi
−pi
−1dx
=
−1
j4
ma
2. k = 1
S˜leg1(1,0) =
ma
8jpi
∫ pi
−pi
1dx
=
1
j4
ma
• Case 2: k 6= 0
Using the integration unit cell the integral can be rewritten with integration
limits as:
S˜leg1(k,m) =
1
4pi2
∫ pi
−pi
(∫ − pi2 (1−ma sin(x))
−pi
e−j(kx+my)dy +
∫ pi
pi
2 (1−ma sin(x))
e−j(kx+my)dy
)
dx
or
S˜leg1(k,m) =
1
4pi2
∫ pi
−pi
α+ β dx
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where
α =
∫ − pi2 (1−ma sin(x)
−pi
e−j(kx+my)dy
=
e−jkx+ 12 jpim(1−ma sin(x))
−jm −
ejpim−jkx
−jm
=
je−jkx
m
(
e
1
2 jpim(1−ma sin(x)) − ejpim
)
,
β =
∫ pi
pi
2 (1−ma sin(x))
e−j(kx+my)dy
=
e−jpim−jkx
−jm −
e−jkx− 12 jpim(1−ma sin(x))
−jm
=
je−jkx
m
(
e−jpim − e− 12 jpim(1−ma sin(x))
)
.
Expanding;
α+ β =
je−jkx
m
(
−ejpim + e−jpim + e 12 jpim(1−ma sin(x)) − e− 12 jpim(1−ma sin(x))
)
=
je−jkx
m
(
e
1
2 jpim(1−ma sin(x)) − e− 12 jpim(1−ma sin(x))
)
=
j
m
(
e−jkxe
1
2 jpime−
1
2 jpimma sin(x) − e−jkxe−j 12pime 12 jpimma sin(x)
)
and substituting into the expression for S˜km:
S˜leg1(k,m) =
1
4pi2
∫ pi
−pi
α+ β dx
=
j
4pi2m
∫ pi
−pi
e−jkxe
1
2 jpime−
1
2 jpimma sin(x) − e−jkxe−j 12pime 12 jpimma sin(x)dx
The integral can be solved using Bessel functions of the first kind, defined in
integral form as [5]:
2pi Jn(x) =
∫ pi
−pi
e−jnτ+jx sin(τ)dτ
Therefore, using the Bessel functions:
S˜leg1(k,m) =
j
2pim
(
e
1
2 jpim Jk(−12pimma)− e
−j 12pim Jk(
1
2
pimma)
)
Using the identity that [5]
Jn(−x) = (−1)n Jn(x),
the expression for S˜leg1(k,m) can be rewritten as:
S˜leg1(k,m) =
j
2pim
Jk(
1
2
pimma)
(
(−1)ke 12 jpim − e−j 12pim
)
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Figure A.9: Unit cell for unipolar switched PWM, leg 2
A.6.5.2 Fourier Series Coefficients of Leg 2
Using the unit-cell integration area indicated in Fig. A.9 The coefficients must be
calculated for two cases: viz. when m = 0 and m 6= 0.
• Case 1: m = 0
When m = 0 the expression for S˜leg2(k,m) can be rewritten as:
S˜leg2(k,0) =
1
4pi2
∫ pi
−pi
∫ pi
−pi
F(x, y)e−jkxdydx
Integrating over intervals, through the unit cell, yields:
S˜leg2(k,0) =
1
4pi2
∫ pi
−pi
(∫ − pi2 (1+ma sin(x))
−pi
e−jkxdy +
∫ pi
pi
2 (1+ma sin(x))
e−jkxdy
)
dx
or
S˜leg2(k,0) =
1
4pi2
∫ pi
−pi
α+ β dx
where
α =
∫ − pi2 (1+ma sin(x))
−pi
e−jkxdy
= e−jkx
(
−pi
2
(1+ ma sin(x)) + pi
)
,
β =
∫ pi
pi
2 (1+ma sin(x))
e−jkxdy
= e−jkx
(
pi − pi
2
(1+ ma sin(x))
)
.
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Expanding;
α+ β = e−jkx
(
−pi
2
(1+ ma sin(x)) + pi + pi − pi2 (1+ ma sin(x))
)
= pie−jkx
(
1−ma sin(x)
)
and substituting into the expression for S˜leg1(k,m):
S˜leg2(k,0) =
1
4pi2
∫ pi
−pi
α+ β dx
=
1
4pi
∫ pi
−pi
e−jkx
(
1−ma sin(x)
)
dx
When k = 0:
S˜leg2(0,0) =
1
4pi
∫ pi
−pi
(
1−ma sin(x)
)
dx
=
1
2
When k 6= 0, and using Euler’s identity:
S˜leg2(k,0) =
1
4pi
∫ pi
−pi
e−jkx − e−jkx ma
2j
(ejx − e−jx)dx
=
ma
j8pi
∫ pi
−pi
2j
ma
e−jkx − e−jx(k−1) + e−jx(k+1)dx
Since
∫ pi
−pi e
−jαxdx = 0 for all nonzero values of α, only 2 cases remain, namely:
1. k = −1
S˜leg2(−1,0) =
ma
j8pi
∫ pi
−pi
1dx
=
1
j4
ma
2. k = 1
S˜leg2(1,0) =
ma
8jpi
∫ pi
−pi
−1dx
=
−1
j4
ma
• Case 2: k 6= 0
Using the integration unit cell the integral can be rewritten with integration
limits as:
S˜leg2(k,m) =
1
4pi2
∫ pi
−pi
(∫ − pi2 (1+ma sin(x))
−pi
e−j(kx+my)dy +
∫ pi
pi
2 (1+ma sin(x))
e−j(kx+my)dy
)
dx
or
S˜leg2(k,m) =
1
4pi2
∫ pi
−pi
α+ β dx
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where
α =
∫ − pi2 (1+ma sin(x)
−pi
e−j(kx+my)dy
=
e−jkx+ 12 jpim(1+ma sin(x))
−jm −
ejpim−jkx
−jm
=
je−jkx
m
(
e
1
2 jpim(1+ma sin(x)) − ejpim
)
,
β =
∫ pi
pi
2 (1+ma sin(x))
e−j(kx+my)dy
=
e−jpim−jkx
−jm −
e−jkx− 12 jpim(1+ma sin(x))
−jm
=
je−jkx
m
(
e−jpim − e− 12 jpim(1+ma sin(x))
)
.
Expanding;
α+ β =
je−jkx
m
(
−ejpim + e−jpim + e 12 jpim(1+ma sin(x)) − e− 12 jpim(1+ma sin(x))
)
=
je−jkx
m
(
e
1
2 jpim(1+ma sin(x)) − e− 12 jpim(1+ma sin(x))
)
=
j
m
(
e−jkxe
1
2 jpime
1
2 jpimma sin(x) − e−jkxe−j 12pime− 12 jpimma sin(x)
)
and substituting into the expression for S˜leg2(k,m):
S˜leg2(k,m) =
1
4pi2
∫ pi
−pi
α+ β dx
=
j
4pi2m
∫ pi
−pi
e−jkxe
1
2 jpime
1
2 jpimma sin(x) − e−jkxe−j 12pime− 12 jpimma sin(x)dx
Therefore, using the Bessel functions:
S˜leg2(k,m) =
j
2pim
(
e
1
2 jpim Jk(
1
2
pimma)− e−j 12pim Jk(−12pimma)
)
Using the identity that [5]
Jn(−x) = (−1)n Jn(x),
the expression for Sleg2(k,m) can be rewritten as:
S˜leg2(k,m) =
j
2pim
Jk(
1
2
pimma)
(
e
1
2 jpim − (−1)ke−j 12pim
)
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A.6.5.3 Fourier Coefficients of the Complete Converter
The Fourier coefficients can be found as:
S˜km = S˜leg1(k,m) − S˜leg2(k,m)
• Case 1: m = 0 When k = 0:
S˜0,0 = S˜leg1(0,0) − S˜leg2(0,0)
=
1
2
− 1
2
= 0
When k = −1:
S˜−1,0 = S˜leg1(−1,0) − S˜leg2(−1,0)
=
−1
j4
ma − 1j4ma
=
jma
2
When k = 1:
S˜1,0 = S˜leg1(1,0) − S˜leg2(1,0)
=
1
j4
ma − −1j4 ma
=
−jma
2
• Case 2: m 6= 0
S˜km = S˜leg1(k,m) − S˜leg2(k,m)
=
j
2pim
Jk(
1
2
pimma)
(
(−1)ke 12 jpim − e−j 12pim − e 12 jpim + (−1)ke−j 12pim
)
=
j
2pim
Jk(
1
2
pimma)
(
(−1)k
(
e
1
2 jpim + e−j
1
2pim
)
− e−j 12pim − e 12 jpim
)
=
j
2pim
Jk(
1
2
pimma)
(
(−1)k2 cos(1
2
pim)− 2 cos(1
2
pim)
)
=
j
pim
Jk(
1
2
pimma) cos(
1
2
pim)
(
(−1)k − 1
)
The switching signal can thus be rewritten as:
s(t) =
∞
∑
k=−∞
∞
∑
m=−∞
S(k,m)e
j(kωrt+mωct) (A.6.10)
S(k,m) = Ψ˜(k, m) (A.6.11)
Ψ˜(k, 0) =

jma
2 when k = −1−jma
2 when k = 1
0 when |k| 6= 0
(A.6.12)
Ψ˜(k, m) =
j
mpi
Jk(
pi
2
mma) cos(
pi
2
m)(−1k − 1) when m 6= 0 (A.6.13)
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Figure A.10: Recreated unit cell for unipolar switched PWM
Figure A.11: Recreated unit cell for unipolar switched PWM: interleaved case
The presented coefficients were tested for accuracy by recreating the unit cell
using the presented coefficients. The resulting unit cell is shown in Fig. A.10. The
frequency doubling effect of unipolar switching is clearly evident. The unit cell
for the two-cell interleaved case, using coefficients Skm = jmΨ˜(k, m) is shown in
Fig. A.11 as validation.
Appendix B
Selected Published Conference
Papers
Two of the papers presented describe work done on natural balancing of converters
that where deemed to fall outside of the scope of this dissertation. The papers will
be included in this appendix.
It is suggested that Appendix A.6.3 and Appendix A.6.5 is read in conjunction
with the papers. The details of the papers are summarised in Table B.1.
Table B.1: Details of the repeated papers
Title Natural balancing of the two-cell back-to-back
converter with specific application to the
solid-state transformer concept.
Conference IEEE Conference on Industrial
Electronics and Applications (ICIEA)
Date May 2009
Location Xi’An, China
Title An investigation of the natural balancing
mechanisms of cascaded active rectifiers.
Conference International Power Electronics and
Motion Conference (EPE-PEMC)
Date September 2010
Location Ohrid, Macedonia
Furthermore, the text refers to references [19] and [20] co-authored by the au-
thor. The documents might be difficult to locate and are hence included here.
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Natural Balancing of the Two-Cell Back-To-Back
Multilevel Converter with Speciﬁc Application to the
Solid-State Transformer Concept
Wim van der Merwe
Department of Electrical and
Electronic Engineering
University of Stellenbosch
Stellenbosch, South Africa
email: wimvdmerwe@sun.ac.za
Toit Mouton
Department of Electrical and
Electronic Engineering
University of Stellenbosch
Stellenbosch, South Africa
email: dtmouton@sun.ac.za
Abstract—This paper considers the voltage balancing of the
two-level series stacked back-to-back converter topology. Firstly
it is proven that the cell voltages will be balanced in steady state.
Further insight into the balancing process is found through analy-
sis of the rebalancing process following an external perturbation.
I. INTRODUCTION
The oil-cooled steel core transformer is used globally in
reticulation networks to provide galvanic isolation and voltage
level transformation. This global use of the line frequency
transformer (LFT) resulted in a very mature technology where
any improvements to the system bring about marginal increases
in parameters such as efﬁciency and system cost. Although the
LFT is in global use many of its characteristics are undesirable
such as the non-perfect voltage regulation. Currently additional
network components such as FACTS devices and automatic
tap changers are used in conjunction with the transformer to
increase the total system power quality.
By using power electronic converters to change the incom-
ing AC voltage to a high frequency signal, create electrical
isolation with a high frequency transformer, and converters to
recreate line frequency AC from the resulting signals, several
beneﬁts over traditional line frequency transformers can be
gained, among others:
1) Output voltage quality is independent of input voltage.
2) Input current is balanced three phase with perfect power
factor regardless of secondary load.
3) Perfect voltage regulation.
4) All measurements of currents, power and voltage are
inherent to the system and hence available to the utility.
5) Ability to create other output frequencies, such as 60 Hz
from a 50 Hz host system.
6) Ability to connect to a system with a different phase than
the host system.
7) Voltage dip and sag ride through capability (with enough
energy storage).
Some work on the solid-state transformer, also known as
the intelligent universal transformer was done in recent years,
with prototypes of the system constructed and tested [1]–[3].
The high voltage of the primary side necessitates the use
of a multi-level power electronic converter. In [2] a diode-
clamped multi-level converter was used. The modular nature of
the series-input-parallel-output (SIPO) circuit [4] is attractive
for high input voltage applications. In another study various
topologies were investigated and compared with speciﬁc appli-
cation to the SST; a hybrid cascaded-series stacked converter
was proposed based on the results [5].
The main beneﬁts of the proposed hybrid series stacked
converter are:
• Cost is comparable to the diode clamped converter.
• Converter is modular thus readily expandable to higher
voltages.
• The modular nature also increase system maintainability
unlike the diode clamped converter.
• Number of converter switches rises linearly with voltage.
The number of diodes for the diode clamped converter is
a function of the square of the number of levels.
The main objection raised in literature against the use of the
series stacked converter is the balancing of the cell voltages.
In [6] it was proven that the cell-voltages of a three-cell
series stacked converter, with series connected outputs, will
balance naturally. As the topology proposed for the solid-
state transformer concept implies a back to back connection
of a cascaded power factor correcting rectiﬁer and a series
stacked dc-to-dc converter and the outputs are connected in
parallel a measure of uncertainty of the applicability of [6]
to the proposed converter exists. In another study [7] it is
stated, although not rigorously proven, that a SIPO converter
will balance even in the event of component mismatches. This
paper aims to mathematically prove that the proposed two-cell
converter will balance naturally.
Firstly the equivalent balancing circuit for the proposed
converter will be developed. The converter will be investigated
in steady state after which the rebalancing process after an
external perturbation will be analysed.
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II. DEVELOPMENT OF THE EQUIVALENT CIRCUIT
The two cell converter under consideration is indicated in
Fig. 1. In creating a workable approximation of the real circuit
the source resistance and boost inductor resistance is lumped
into rb and the resistance of the transformer, ﬁlter inductor and
switch elements into r.
rb Lb
ib
sw1
+
v1− C1
sw2
sw3
sw4
sw5
sw6
sw7
L r
i1 Co
+
vo− R
+
v2− C2
L r
i2
−+
vin
C1 = C2 = C
Fig. 1. General ﬁgure of a two cell series stacked converter
The boost and full bridge converters can be approximated
by perfect, non saturable, transformers with a time dependant
turns ratio as used and deﬁned in [8]. It is important to note
that the turns ratio in this application is not the time averaged
value of the duty cycle. In Fig. 1 the switches of the topmost
converter are labeled as 1-7. The back-to-back connection of
the boost (switch 1 and diode) and the synchronously rectiﬁed
full bridge (switches 2-7) can be identiﬁed. If each of the
converters is substituted by a perfect transformer the operation
of the circuit in Fig. 1 can be described without any loss of
information as long as the switching functions sb1, sb2, s1, and
s2 are complete representations of the switching behaviour of
the respective converters.
The switching functions of the topmost converter, with
reference to the switching behaviour of the respective switches,
are indicated in Table I. Let a denote the turns-ratio of the full
bridge transformer and assume all switches to be in the off-
state unless mentioned otherwise. The full-bridge converter is
assumed to operate with bipolar switching whereby 3 states
can be identiﬁed, two energy transfer states (2,5,6 on) and
(3,4,7 on) and a free-ﬂow state (6,7 on). The deﬁnitions in
Table I can be adjusted to accommodate any other switching
scheme such as the phase shifted resonant scheme. It is
important to note that the effective frequency of the full bridge
switching function is twice that of the individual switches. The
information presented can be extended to sb2 and s2.
TABLE I
DEFINITION OF SWITCHING FUNCTIONS
Switch Information sb1 s1
1 (on) 0
1 (off) 1
2,5,6 (on) a
3,4,7 (on) a
6,7 (on) 0
With the switching functions deﬁned the circuit of Fig 1 can
be redrawn with the converters replaced with the perfect, vari-
rb Lb
ib
1 : sb1
+
v1− C
1 : s1
1 : sb2
+
v2− C
1 : s2
−+
vin
L r
i1 +vo− Co R
L r
i2
Fig. 2. The two cell series circuit expressed in terms of the two port circuits
able turns ratio transformers as indicated in Fig. 2. Using this
representation the system of differential equations describing
the operation of the converter can be expressed as:
d
dt
⎡⎢⎢⎢⎢⎢⎢⎣
Lb · ib
C · v1
C · v2
L · i1
L · i2
Co · vo
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
−rb −sb1 −sb2 0 0 0
sb1 0 0 −s1 0 0
sb2 0 0 0 −s2 0
0 s1 0 −r 0 −1
0 0 s2 0 −r −1
0 0 0 1 1 −1R
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
ib
v1
v2
i1
i2
vo
⎤⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎣
|vin|
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦(1)
The following variables are deﬁned in order to study the
unbalance in the circuit:
sd =
s1 − s2
2
sbd =
sb1 − sb2
2
vd = v1 − v2 id = i1 − i2
and
st =
s1 + s2
2
sbt =
sb1 + sb2
2
(2)
vt = v1 + v2 it = i1 + i2
The differential equation of (1) can be rewritten in terms of
the deﬁnitions in (2) resulting in:
d
dt
⎡⎢⎢⎢⎢⎢⎢⎣
Lb · ib
C · vt
C · vd
L · it
L · id
Co · vo
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
−rb −sbt −sbd 0 0 0
2sbt 0 0 −st −sd 0
2sbd 0 0 −sd −st 0
0 st sd −r 0 −2
0 sd st 0 −r 0
0 0 0 1 0 −1R
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
ib
vt
vd
it
id
vo
⎤⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎣
|vin|
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦(3)
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The circuit of the two-cell series stacked converter in terms
of d and t parameters can be expressed as shown in Fig. 3.
The proposed circuit is equivalent to the original circuit of
Fig. 1 but the bus voltages and currents are expressed in terms
of total and difference values. This representation allows for
clear understanding of the balancing process.
sd : 1
+
vt− Ct
1 : st
2Lb
2rb
ib sbt : 1
sbd : 1
−
+ 2|vin|
st : 1 iδ
+
vd− Cdicd
iτ 1 : sd
iβ
L r
it
2R Co2 −2vo
+
rid
L
Z
Zb
Zc
Cd = Ct = C
Fig. 3. 2-Level series stacked converter circuit in terms of d and t parameters
III. HARMONIC CONTENT OF SWITCHING SIGNALS
The non-linear behaviour of the system can best be analysed
in the frequency domain. The following assumptions are made:
1) The two cells are operating at the same switching
frequency.
2) The PWM signals are generated through comparison of
a PWM reference signal with a sawtooth carrier.
3) The two cells operate with interleaved switching
whereby the carrier waves are shifted by 180◦.
4) The PWM reference signals of the two cells are equal.
5) The full-bridge converters are operating at constant duty
cycle, deﬁned as d.
6) The boost switching function is derived by a main
controller using the value of vin and vt.
7) Isolation transformer turns ratio is assumed to be 1:1.
A. Boost Converter Signals
The boost converters act as power factor correcting units.
The converters typically operate with a inner current loop and a
outer voltage loop. The inner current loop controls the current
ib, with reference to Fig. 1, to be sinusoidal and in phase with
the input voltage vin. The outer voltage loop controls the sum
of voltages v1 and v2, in other words vt, to conform to a set
level.
−
+vin
ib
Lb
C
+
vt−
s′b : 1
Fig. 4. Approximation of the Boost-Converters
Due to the interaction of the two control loops it is very
difﬁcult to derive an exact expression for the switching func-
tion of the converters. A workable approximation can be found
through neglecting the, primarily second order, harmonics of
the line frequency on the bus voltages. If the boost converter
is approximated by a dc-transformer, Fig. 4, an expression for
the inverted reference function f ′r can be found for a half-cycle
as
f ′r =
vin
vt
sin(ωLt)− LbibωL
vt
cos(ωLt) (4)
where ωL represents the frequency of the line voltage. As, in
general, vin  LbibωL the PWM reference function can safely
be approximated by:
fr = 1− vin
vt
| sin(ωLt)| (5)
1) Fourier Series Representation: Let the boost switching
PWM function be created through comparison of the reference
signal fr and a sawtooth carrier signal with frequency ωc.
Deﬁne x(t) = ωLt+θL and y(t) = ωct+θc. Using the double
Fourier series expression, in exponential form, as described in
more detail in [9], the switching function sb1 can be expressed
as:
sb1(t) =
∞∑
k=−∞
∞∑
m=−∞
Kkme
j(kx+my) (6)
where
Kkm =
1
4π2
∫ 2π
0
∫ 2π
0
F (x, y)e−j(kx+my)dxdy. (7)
A unit cell of the background function F (x, y) is indicated
in Fig. 5. A complete discussion of the development of a
general background function can be found in [9].
Fig. 5. Background function unit cell, F (x, y) used to calculate the boost
switching function
The double integral is evaluated over the area as indicated
by Fig. 5. As an analytical expression for Kkm is not readily
forthcoming a numerical solution was found through impli-
mentation of a Python (with numpy) script.
With reference to (7) it is important to note that:
1) The counter k denotes steps in the frequency domain
with size ωL.
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2) Likewise m denotes steps with size ωc.
3) Kk0 would therefore describe the low frequency har-
monics of the switching function, centred about the
fundamental component of the switching function.
4) As ωc≫ ωL the groups of harmonics do not overlap.
5) Harmonics decay as |m| increase.
B. Full Bridge Signals
As the switching function of the full-bridge converter is
not modulated the exponential Fourier series can be used to
represent the harmonic content of the signal. The switching
function s1(t) can be expressed in exponential Fourier series
form as:
s1(t) =
∞∑
n=−∞
C1(n)e
jnωct (8)
where,
C1(n) =
1
Ts
∫ t0+Ts
t0
s1(t)e
−jnωctdt. (9)
Similarly switching function s2 maps to coefﬁcients C2(n).
The Fourier series coefﬁcients of the two interleaved convert-
ers, for a duty cycle d, can be expressed as:
C1(n) = Ψ(n) (10)
C2(n) = −1nΨ(n) (11)
where
Ψ(n) =
{
j
2πn
(
e−j2πnd − 1) for n = 0
d for n = 0
(12)
The frequency ωc in this case denotes the effective fre-
quency at the output of the rectiﬁer, or double the switching
frequency of the switching elements. This frequency will also
be a multiple of the original sawtooth carrier, depending on
the method used to generate the switching signals.
C. Combined Switching Functions
The total and difference switching functions as deﬁned in
(2) can only be investigated analytically for the full-bridge case
as the harmionic content of the modulated PWM at the boost
converters was found numerically. Investigating the full-bridge
signals reveals, for ϑ ∈ Z:
St(n) =
{
Ψ(n) for n = 2ϑ
0 otherwise
(13)
Sd(n) =
{
0 for n = 2ϑ
Ψ(n) otherwise
(14)
This result for the constant duty-cycle case can be extrap-
olated to the modulated PWM case, as described in [6] and
[10], resulting in,
Sbt(k,m) =
{
Kkm for m = 2ϑ, k ∈ Z
0 otherwise
(15)
Sbd(k,m) =
{
0 for m = 2ϑ, k ∈ Z
Kkm otherwise
(16)
IV. THE CONVERTER IN STEADY-STATE
With the assumption that the cell bus capacitance is very
large the harmonic content of the cell voltages can be ne-
glected. With reference to Fig. 3 the currents It(ω), Id(ω) and
Ib(ω) can be found as:
It(ω) =
1
Z(ω) + Zc(ω)
(VtSt(ω) + VdSd(ω)) (17)
Id(ω) =
1
Z(ω)
(VtSd(ω) + VdSt(ω)) (18)
Ib(ω) =
1
Zb(ω)
(2|Vin(ω)| − VtSbt(ω)− VdSbd(ω)) (19)
where
Z(ω) = jωL + r, Zb(ω) = j2ωLb + 2rb
and Zc(ω) =
2R
jωCoR + 1
.
(20)
Let Icd(ω) denote the current through the the Cd capacitor, as
shown in Fig. 3. An expression for Icd(ω) can be found as:
Icd(ω) = St(ω)∗Id(ω)+Sd(ω)∗It(ω)−Ib(ω)∗Sbd(ω) (21)
In steady state the average of the current through a capacitor
is equal to zero. Therefore, with ω = 0, and substituting (17)-
(19) into (21) and rearranging:
VdA(ω)|ω=0 =
(
VtB(ω) +
2|Vin(ω)|
Zb(ω)
∗ Sbd(ω)
)∣∣∣∣
ω=0
(22)
where
A(ω) =
St(ω)
Z(ω)
∗St(ω)+ Sd(ω)
Z(ω) + Zc(ω)
∗Sd(ω)+Sbd(ω)
Zb(ω)
∗Sbd(ω)
and
B(ω) = −Sd(ω)
Z(ω)
∗St(ω)− Sd(ω)
Z(ω) + Zc(ω)
∗St(ω)−Sbt(ω)
Zb(ω)
∗Sbd(ω).
At ω = 0 the convolution of two frequency domain signals,
expressed in exponential Fourier series form, can be expressed
as:
(F (ω) ∗G(ω))|ω=0 =
∞∑
ξ=−∞
F(ξ)G(−ξ) (23)
Using the characteristics from (13) and (14) and substituting
into (23) it can be shown that(
Sd(ω)
Z(ω)
∗ St(ω)
)∣∣∣∣
ω=0
= 0. (24)
For the harmonic rich modulated PWM case (23) is better
expressed as:
(F (ω) ∗G(ω))|ω=0 =
∞∑
ξ=−∞
∞∑
=−∞
F(ξ,)G(−ξ,−) (25)
Under the premise that ωc is sufﬁciently larger than ωL such
that the harmonic groups do not over lap(
Sbt(ω)
Zb(ω)
∗ Sbd(ω)
)∣∣∣∣
ω=0
= 0. (26)
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Therefore it follows that:
B(ω)|ω=0 = 0 (27)
Vin(ω) contains harmonics of ωL centred around zero. With
the assumption that the switching frequency is sufﬁciently
large (
2|Vin(ω)|
Zb(ω)
∗ Sbd(ω)
)∣∣∣∣
ω=0
= 0. (28)
From the characteristics in (13) and (14) and using (23) it can
be shown that:
A(ω)|ω=0 = A0 = 0 (29)
Therefore (20) can be rewritten as
Vd =
0
A0
Vt + 2
0
A0
Vin. (30)
Implying the cell voltages will be balanced in steady state.
V. REBALANCING MECHANISM
Having established that the cell voltages will be balanced in
steady state it is appropriate to investigate the circuit response
to an external perturbation.
Let Iτ (ω), Iδ(ω) and Iβ(ω) be the reﬂected currents from
the It(ω), Id(ω) and Ib(ω), as indicated in Fig. 3. If the
capacitor is sufﬁciently large, insight into the charging current
can be found through investigating the dc components of
Iτ (ω), Iδ(ω) and Iβ(ω). The currents can be expressed as:
Iτ (ω) =
(
VtSt(ω) + VdSd(ω)
Z(ω) + Zc(ω)
)
∗ Sd(ω) (31)
Iδ(ω) =
(
VtSd(ω) + VdSt(ω)
Z(ω)
)
∗ St(ω) (32)
Iβ(ω) =
(
2|Vin(ω)| − VtSbt(ω)− VdSbd(ω)
Zb(ω)
)
∗ Sbd(ω)
(33)
Using the results derived in the previous section the dc
components of the currents can be rewritten as:
Iτ (ω)|ω=0 = −Vd
∞∑
ξ=∞
Sd(ξ)
Z(ξωc) + Zc(ξωc)
Sd(−ξ) (34)
Iδ(ω)|ω=0 = −Vd
∞∑
ξ=∞
St(ξ)
Z(ξωc)
St(−ξ) (35)
Iβ(ω)|ω=0 = −Vd
∞∑
ξ=−∞
∞∑
=−∞
Sbd(ξ,)
Zb(ξωc + ωL)
Sbd(−ξ,−)
(36)
It is clear that the balancing process separates into three distinct
parts each associated with one of subcircuits as identiﬁed by
it, id and ib in Fig. 3. Using the superposition principle the
contribution to the balancing process each of the subcircuits
can be investigated independently.
In general the ﬁlter inductor is chosen to provide a con-
sidably large impedance at the switching frequency. Since Sd
and Sbd does not contain dc components it follows that the
Z(ω) term will dominate in (36) and (34). In contrast St(ω)
contains a dc term and it follows that
Iδ(ω)|ω=0≫ Iτ (ω)|ω=0 , Iβ(ω)|ω=0 (37)
The conclusion of this argument holds that the dc term
of Iδ should dominate the harmonic components the total
contribution of iδ . The relative contribution of the dc term
in Iδ to the total capacitor charging current can be found as,
ε =
dId(0)
(Iτ (ω) + Iβ(ω) + Iτ (ω))|ω=0
. (38)
Although a simpliﬁed expression for ε is not readily forth-
comming the value was calculated with the reference design
of Table II to be in excess of 0.99. Since the charging current
is dominated by the dc-component, the circuit can be analysed
using an averaging technique.
With reference to Fig. 3 the balancing process via the
id subcircuit of the converter is governed by a RLC circuit
described by C,L and r. Using time averaging of the St
switching function the rebalancing equivalent circuit can be
expressed as shown in Fig. 6. The balancing process can thus
be expressed as:
0 = L′
di
dt
+ r′i +
1
C
∫ t
0
idτ (39)
where
L′ =
L
d2
, r′ =
r
d2
(40)
i(0) = dId(0) , v(0) = vd(0) (41)
−vd
+
C
iδ
1:d r
L
Fig. 6. Equivalent rebalancing circuit
The second order ordinary differential equation (ODE), with
the indicated boundary conditions, describing the rebalancing
RLC circuit can be analysed analytically.
VI. RESULTS
The theory presented was tested by comparing the pre-
dicted results with the results of a detailed Ansoft Simplorer
simulation. The parameter values used in the simulation are
summarised in Table II.
Fig. 7 compares the Vd voltage during rebalancing found
through detailed simulation to the solution found to the ODE
described in (39) - (41). The corresponding waveforms of the
reﬂected difference current (Iδ) are shown in Fig. 8. The theory
presented corresponds very well with the converter behaviour.
In Fig. 8 the effect of the averaging technique is clearly visible.
The theory presented does not, at ﬁrst glance, indicate the
strength of the balancing mechanism. In a second simulation a
resistor of 320 Ω (representing more than 50 % of the output
power) was connected in shunt with the cell capacitor, C2,
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TABLE II
CIRCUIT VALUES USED
Item Value
Sec. Filter Inductor L 1 mH
Lumped Sec. Resistance r 0.5 Ω
Bus Capacitors C 1 mF
Boost Inductor Lb 6 mH
Boost Resistance rb 1 Ω
Duty cycle d 80 %
Total Voltage Vt 2 000 V
Initial Difference Voltage Vd 200 V
Line frequency ωL
2π
50 Hz
Switching frequency ωc
2π
50 kHz
Fig. 7. Rebalancing of Vd after an initial perturbation of 200 V
in Fig. 1. The simulated rebalancing response of the modiﬁed
circuit is compared with the response of the unmodiﬁed circuit
in Fig. 9. Although the resistor represents a driver towards
unbalance, it is clear that the circuit still rebalances.
VII. CONCLUSION
A series stacked back to back converter topology was
identiﬁed for use in the solid-state transformer concept. The
main objection in literature to the use of this topology is the
question of maintaining voltage balancing among the series
stacked cells. Although the concept of natural balancing had
been proven for other topologies the mechanisms for the series
connected back to back case still remain largely unexplored.
In this paper the two-cell converter, with synchronous
rectiﬁcation, was investigated. An equivalent circuit of the
system in terms of d and t parameters was developed. With
the aid of the circuit it was proven that the system will be
balanced in steady state.
The rebalancing process was also investigated and an equiv-
alent circuit describing the rebalancing of the circuit, after
an external perturbation, was developed. The results were
compared with a detailed Ansoft Simplorer simulation and
found to correspond to an acceptable degree.
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Abstract—The natural balancing processes of a 2-cell cascaded
active rectiﬁer converter is investigated in the frequency domain.
Two balancing mechanisms are identiﬁed, weak and strong.
Expressions for the time constant of both mechanisms are
derived. The limitations and applicability of both mechanisms are
discussed. The results are compared to time domain simulation
results for the constant duty cycle case. Finally the measured
results of a practical system operating as power factor correcting
rectiﬁer are presented.
I. INTRODUCTION
Multilevel converters (MC) attract considerable interest,
mainly due to the ability to operate at voltages higher than
the ratings of the individual switches. In comparison with
conventional converters MCs also provide higher efﬁciencies,
power densities and lower ﬁlter requirements in part due
to the ability to increase the apparent switching frequency
through interleaving of the different levels [1]. However, all
MC topologies require some mechanism to clamp the voltages
over the individual switches to the same value, effectively
sharing, or balancing, the total applied voltage equally among
the different levels.
In this paper the voltage balancing of the cascaded active
rectiﬁer converter, CARC, is discussed. In literature several
methods of actively balancing the voltages are discussed [2]–
[5]. However, a natural balancing mechanism exists that might
be sufﬁcient for many applications. In a previous study [6]
the natural balancing of a CARC with modular converters
connected in output-parallel as loads was investigated. This
type of converter typically ﬁnds application in grid-connected
converters. However, the natural balancing of the output-
parallel connected converters dominated the inherent balancing
mechanism of the CARC. This study investigates the natural
balancing of the CARC with resistive loads. The voltage
sharing under unequal loading is discussed and two balancing
mechanisms, weak and strong, are identiﬁed and quantiﬁed.
For the constant duty cycle case the theory presented is ver-
iﬁed through comparison with a simulation of the circuit. The
presented theory is also valid when the CARC is operational
as a power factor correcting active rectiﬁer. Measurements of
a practical system showing the rebalancing of such a system
are included.
II. EQUIVALENT BALANCING CIRCUIT OF THE CARC
A 2-level CARC is shown in Fig. 1. The following assump-
tions are made:
1) The switches and diodes are assumed to be ideal.
2) The source and inductor ESR resistances are lumped
together as r.
3) The ﬁlter capacitor ESR is ignored.
4) The ﬁlter capacitances of the two cells are equal.
5) Allowance is made for different loads, R1 and R2, to
be connected.
6) The effects of dead time are ignored.
7) The reference function used to determine the duty cycle
is equal for both cells.
r L
iin
sw2
sw1
C
+v1− R1
sw3
sw4
C
+v2− R2
vin
Fig. 1. 2-Level Cascaded Active Rectiﬁer Converter Circuit
sw2
sw1 i2
v2
+
-
sw3
sw4
iin
−
vin
+
s(t) : 1
i2 v2
+
-
iin
−
vin
+
Fig. 2. Model of the Full-Bridge Circuit
The full bridge converter can be modelled as an ideal
transformer with a time varying turns-ratio. Let the converter
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operate with unipolar switching [7] and therefore each phase
leg is switched as a complimentary pair. The switching signals
are created through comparison of a reference function (fr)
with a triangular carrier (fc). The carrier is described, with a
switching frequency of fs and a phase shift of θs, as:
fc(t) =
2
π
arcsin(sin(2πfst + θs)) (1)
Referring to Fig. 2 the states of switches 1-4 can be mapped
to s(t) as shown in Table I.
TABLE I
MAP OF THE SWITCH STATES TO s(t)
Switches on s(t) Condition
sw1, sw3 0 fr > fc and −fr > fc
sw1, sw4 1 fr > fc and −fr < fc
sw2, sw3 -1 fr < fc and −fr > fc
sw2, sw4 0 fr < fc and −fr < fc
The operation of the circuit can be described by the follow-
ing system of differential equations:
d
dt
∣∣∣∣∣∣
Liin
Cv1
Cv2
∣∣∣∣∣∣ =
∣∣∣∣∣∣
−r −s1 −s2
s1
−1
R1
0
s2 0
−1
R2
∣∣∣∣∣∣
∣∣∣∣∣∣
iin
v1
v2
∣∣∣∣∣∣+
∣∣∣∣∣∣
vin
0
0
∣∣∣∣∣∣ (2)
To study the unbalance in the circuit the following variables
are deﬁned:
st =
1
2
(s1 + s2) sd =
1
2
(s1 − s2)
vt = v1 + v2 vd = v1 − v2
Gt =
R1 + R2
2R1R2
Gd =
R1 −R2
2R1R2
Where vd now describes the unbalance voltage. Using these
variables the system of equations (2) can be rewritten as:
d
dt
∣∣∣∣∣∣
Liin
Cvt
Cvd
∣∣∣∣∣∣ =
∣∣∣∣∣∣
−r −st −sd
2st −Gt Gd
2sd Gd −Gt
∣∣∣∣∣∣
∣∣∣∣∣∣
iin
vt
vd
∣∣∣∣∣∣+
∣∣∣∣∣∣
vin
0
0
∣∣∣∣∣∣ (3)
The equivalent circuit of Fig. 1 can be redrawn in terms of
the balancing parameters as shown in Fig 3.
2st : 1
+vt− C
1
Gt VdGd
2sd : 1
+vd− C
1
Gt VtGd
2vin
2r 2L
iin
id
Fig. 3. 2-Level Cascaded Active Rectiﬁer Converter Circuit in Terms of d
and t Parameters
III. FREQUENCY DOMAIN ANALYSIS
For reasons that will become apparent later the circuit
is analysed in the frequency domain. As a logical point of
departure it is assumed that both rectiﬁers operate with equal
and unmodulated (i.e. constant) duty cycle and that the source
vin is a DC source. The function s(t) can be expressed in
the frequency domain, where Ψ(n) is the exponential Fourier
coefﬁcients, ωs the radian switching frequency of the switches
and d = fr, as
s1(t) =
∞∑
n=−∞
S1(n)e
j2nωst (4)
S1(n) = Ψ(n) (5)
S2(n) = (−1)nΨ(n) (6)
Ψ(n) =
{
1
πn sin(nπd) for n = 0
d for n = 0,
(7)
when the two rectiﬁers are operating with interleaved switch-
ing. When the two rectiﬁers are operational with ordinary
switching (no interleaving of the two carriers) it follows
logically that S1(n) = S2(n) = Ψ(n).
It is assumed that the ﬁlter capacitances are large enough
that the switching frequency voltage ripple of v1 and v2 are
small enough to be ignored. With reference to Fig. 3 the
current Iin can be found, with Z(ω) = r + jωL, as:
Iin(ω) =
Vin − VtSt(ω)− VdSd(ω)
Z(ω)
(8)
The current Id can now be written as, where ∗ denotes the
convolution operator:
Id(ω) = A(ω) + B(ω) + D(ω) (9)
A(ω) = 2
Vin
Z(ω)
∗ Sd(ω) (10)
B(ω) = −2Vt St
Z(ω)
∗ Sd(ω) (11)
D(ω) = −2Vd Sd
Z(ω)
∗ Sd(ω) (12)
In the steady-state the average current through a capacitor
is zero. In the next subsections the inﬂuence of the three
contributors to Id will be investigated when ω = 0.
A. The Inﬂuence of A(ω) on Id(ω) in the Steady-State
Substituting (4)-(7) into the deﬁnition of sd reveals, for
interleaved switching:
Sd(n) =
{
Ψ(n) for |n| = 1, 3, 5 . . .
0 for |n| = 0, 2, 4 . . . (13)
For ordinary switching Sd = 0. The convolution operator
evaluated at ω = 0 can be expressed as:
S1(ω) ∗ S2(ω)
∣∣∣
ω=0
=
∞∑
ξ=−∞
S1(ξ)S2(−ξ) (14)
Since the source Vin does not contain any harmonics at the
multiples of the switching frequency (10) evaluates to zero.
Therefore the source Vin has no inﬂuence on the current Id.
B. The Inﬂuence of B(ω) on Id(ω) in the Steady-State
From (7) it is clear that
Ψ(n) = Ψ(−n). (15)
Evaluation of the convolution sum reveals:
−St(ω)
Z(ω)
∗ 2Sd(ω)
∣∣∣∣
ω=0
=
∞∑
ξ=−∞
−S1(ξ) + S2(ξ)
2Z(ξ2ωs)
(
S1(−ξ) − S2(−ξ)
)
=
∞∑
ξ=−∞
−
Ψ(ξ)
(
1 + (−1)ξ
)
2Z(ξ2ωs)
Ψ(−ξ)
(
1− (−1)−ξ
)
=
∞∑
ξ=−∞
− Ψ(ξ)
2
2Z(ξ2ωs)
(
1 + (−1)ξ
)(
1− (−1)−ξ
)
=
∞∑
ξ=−∞
− Ψ(ξ)
2
2Z(ξ2ωs)
0 = 0 (16)
It follows that in the steady-state the value of Vt has no
inﬂuence on the current Id.
C. The Inﬂuence of D(ω) on Id(ω) in the Steady-State
Evaluation of the convolution sum reveals, for interleaved
switching:
−Sd(ω)
Z(ω)
∗ 2Sd(ω)
∣∣∣∣
ω=0
=
∞∑
ξ=−∞
− Ψ(ξ)
2
2Z(ξ2ωs)
(
1− (−1)ξ
)(
1− (−1)−ξ
)
=
∞∑
ξ=−∞
− Ψ(ξ)
2
Z(ξ2ωs)
(
1− (−1)ξ) (17)
The sum can be simpliﬁed by adding the positive and negative
parts of the sum together:
−Sd(ω)
Z(ω)
∗ 2Sd(ω)
∣∣∣∣
ω=0
=
∞∑
ξ=1,3,5
−2 Ψ(ξ)
2
Z(ξ2ωs)
− 2 Ψ(−ξ)
2
Z(−ξ2ωs)
= 2
∞∑
ξ=1,3,5
−Ψ(ξ)2Z(−ξ2ωs)−Ψ(ξ)2Z(ξ2ωs)
|Z(ξ2ωs)|2
= −4
∞∑
ξ=1,3,5
Ψ(ξ)2
|Z(ξ2ωs)|2Re{Z(ξ2ωs)} (18)
Realising that in general ωL  r at the odd multiples of the
switching frequency and substituting
Ψ(n)2 =
sin2(πnd)
π2n2
, (19)
yields:
−Sd(ω)
Z(ω)
∗ 2Sd(ω)
∣∣∣∣
ω=0
= −
∞∑
ξ=1,3,5
sin2(πξd)r
4π4L2f2s ξ
4
. (20)
It is clear that the convolution sum terms are always positive,
resulting in a negative current, therefore the current Id will
always extract unbalance energy from the vd capacitor. It is
also clear that the convolution sum entries decrease with ξ4,
the second summation term is in the region of a 81th of the
ﬁrst entry; for the remainder of the text only the ﬁrst entry
will be used to approximate the convolution sum.
With ordinary switching sd = 0 and Id = 0 under all
circumstances.
IV. THE EFFECT OF UNEQUAL LOADS
When the loads R1 and R2 are unequal, the conductance
Gd = 0. From Fig. 3 and using the results from the previous
section the following expression for Vd in the steady state is
found:
VdGt + Vd
sin2(πd)r
4π4L2f2s
= VtGd (21)
It is true that in general
sin2(πd)r
4π4L2f2s
 Gt. (22)
Neglecting the effects of the harmonics, or equivalently assum-
ing the circuit is operational with ordinary switching yields:
Vd = Vt
Gd
Gt
= Vt
R1 −R2
R1 + R2
(23)
Translation of this result to the original circuit reveals,
V1
V2
=
R1
R2
(24)
similar to a resistive voltage divider. This result ignores the
effect of the weak rebalancing mechanism (22), which will be
discussed in the next section. Since the rebalancing mechanism
is ignored this result gives the maximum voltage deviation due
to unbalanced loads. As can be seen in the results of Fig. 7
the weak rebalancing mechanism limits the difference voltage
under unequal load conditions.
V. REBALANCING MECHANISMS
Having established that the steady-state value of Vd is zero
when the loads are equal and a function of the respective
loads when they are unequal, the reaction of the circuit to
an external perturbation can be studied. Let Vd(0) denote the
initial deviation from the steady-state value of Vd, using the
results from the previous sections, from Fig. 3 it follows that
during rebalancing:
−C dVd
dt
= VdGt + Vd
∞∑
ξ=1,3,5
sin2(πξd)r
4π4L2f2s ξ
4
(25)
First consider the case when the circuit is operational with
ordinary switching. As stated previously since sd = 0 the
current Id = 0 and (25) simpliﬁes to:
−C dVd
dt
= VdGt (26)
With solution:
vd(t) = Vd(0)e
− tτ (27)
τ =
C
Gt
(28)
Since this rebalancing mechanism is always present, irrespec-
tive of switching regime, it is termed the strong rebalancing
mechanism.
The weak rebalancing mechanism can best be studied in
the theoretical case were both converters are unloaded, i.e.
R1, R2 →∞ and Gt → 0. In this case (25) can be rewritten
as:
−C dVd
dt
= Vd
∞∑
ξ=1,3,5
sin2(πξd)r
4π4L2f2s ξ
4
(29)
With solution, using only the ﬁrst term of the sum as approx-
imation,
vd(t) = Vd(0)e
− tτ (30)
τ ≈ 4π
4L2f2s C
sin2(πd)r
, (31)
when the circuit operates with interleaved switching. When
ordinary switching is used no rebalancing is possible. This
result illustrates the need to study the circuit in the frequency
domain, if time averaging techniques are used the effect of the
rebalancing due to the interleaving can not be identiﬁed.
In general when the circuit is operational with interleaved
switching the rebalancing will be due to a combination of
the strong and weak balancing mechanisms. However, due to
the dimensioning of the ﬁlter components (determining the
strength of the weak rebalancing mechanism) and the load (de-
termining the strength of the strong rebalancing mechanism)
the strong rebalancing mechanism dominates.
VI. SIMULATION RESULTS
The theory presented was veriﬁed through comparison with
a detailed time-domain simulation. A 2-cell CARC with the
parameters tabulated in Table II was simulated. The inductor
ESR might seem high but the converter dimensioning is such
that the losses in it represents a 1.3% of the output power
at full load. Likewise the inductance seems small, but due to
interleaving of the cells and the operation at duty-cycles close
to 50%, the ripple current is small. It can be shown that the
converter is operational with a duty-cycle of 50% no current
ripple is observed.
TABLE II
COMPONENT VALUES FOR A THE CARC
Vt 1.65 kV C 50 μF
L 1 mH r 5 Ω
vin 1 kV fs 10 kHz
R 500 Ω ΔR 250 Ω
P 2.8 kW d 40 %
Initially the loads are equal, R1 = R2 = R. At 50 ms a load
unbalance of ΔR is introduced through adjusting the loads as
follow:
R1 = R +
ΔR
2
(32)
R2 = R− ΔR
2
(33)
This unbalance is removed again at 200 ms. First the effect
Fig. 4. The Two Cell Voltages During Perturbation: Ordinary Switching
Fig. 5. Difference Voltage During Rebalancing: Ordinary Switching
of only the strong rebalancing mechanism is investigated by
operating the cells with ordinary switching. In Fig. 4 it can
be seen that the voltages balance initially and that during the
perturbation the voltages share according to the estimation dis-
cussed in section IV. The rebalancing is shown in Fig. 5. It is
clear that strong balancing is the only rebalancing mechanism,
especially in comparison with Fig. 7.
The test is repeated with the cells operational with inter-
leaved switching. The effect of the weak rebalancing mecha-
nism on the steady state voltages during perturbation is clear in
Fig. 6. The weak rebalancing limits the Vd voltage and hence
the voltages do not deviate to the limits predicted by (24)
unlike the full deviation with ordinary switching, Fig. 4. The
rebalancing of the difference voltage shown in Fig. 7 shows
the effect of the weak balancing mechanism as the actual
rebalancing is faster than that of the strong mechanism alone.
Fig. 6. The Two Cell Voltages During Perturbation: Interleaved Switching
Fig. 7. Difference Voltage During Rebalancing: Interleaved Switching
VII. ADDITION OF A BALANCE BOOSTER
From (18) it is clear that the rebalancing current id is
proportional to the ratio of the real part of the input ﬁlter
impedance to the square of the absolute value of the impedance
at the odd harmonics of 2fs. A notch ﬁlter, with a low
impedance at 2fs, added in shunt with the ﬁlter impedance
is often used with the ﬂying capacitor converter, FCC, to
adjust this ratio hence increasing the strength of the weak
balancing mechanism. As with other multilevel converters the
FCC exhibits natural balancing properties [8]–[10]. However,
only the weak balancing mechanism is applicable to the FCC.
When the notch ﬁlter, called a balance booster [9], [10], is well
designed it provides a low and nearly real impedance path to
the unbalance current, hence promoting rebalancing. Due to
r L
iin
rb ib
Cb
Lb
C
+v1− R1
C
+v2− R2
vin
Fig. 8. 2-Level Cascaded Active Rectiﬁer Converter Circuit with Additional
Balance Booster
the effects of interleaving the balance booster conducts very
little current unless unbalance in the circuit is present.
VIII. MODULATED DUTY CYCLE
In most applications the CARC is used as a power factor
correcting, PFC, rectiﬁer; implying the use of a modulated
duty cycle. The investigation of the circuit operation in the
frequency domain, with modulated duty cycle, is possible by
expressing the switching functions in Fourier series form using
the double Fourier series method, [11].
For the purposes of the following discussion assume that
the switching signals of the CARC operating as PFC rectiﬁer
is created through the comparison of a reference function
and two interleaved triangular carrier signals as deﬁned in
(1). Under ideal conditions the reference function would be
sinusoidal
fr(t) = ma sin(ωrt), (34)
and the harmonic content of the switching functions could
be expressed analytically, where Jk(x) denotes the Bessel
function of the ﬁrst kind [11], as:
s(t) =
∞∑
k=−∞
∞∑
m=−∞
S(k,m)e
j(kωrt+mωct) (35)
S1(k,m) = Ψ˜(k,m) (36)
S2(k,m) = j
mΨ˜(k,m) (37)
Ψ˜(k, 0) =
⎧⎪⎨⎪⎩
jma
2 when k = −1
−jma
2 when k = 1
0 when |k| = 0
(38)
Ψ˜(k,m) =
j
mπ
Jk(
π
2
mma) cos(
π
2
m)(−1k − 1) when m = 0
(39)
The cos(π2m) term in the expression for Ψ˜(k,m) implies that
the harmonic content for odd values of m will be zero. The
carrier signals for the two cells are interleaved by adding a
phase shift of, with reference to (1), θs = π2 to the carrier of
the second cell, with the result that S2(k,m) = jmS1(k,m).
Assuming that the switching frequency is much higher than
the highest frequency present in the reference function, the
harmonics of the switching function will appear in clusters
around the harmonics of the switching frequency [9], [11]. The
harmonic content of selected functions are shown in Fig.9, for
fs = 2 kHz, fr = 50 Hz and ma = 0.7. It is important to
note that:
1) The harmonic content of S1 are arranged in clusters
centred around multiples of 4 kHz. This is due to the
apparent switching frequency doubling when unipolar
switching is used [7].
2) The different clusters do not overlap, even in the case
of a relatively low switching frequency of 2 kHz.
3) The function St contains only harmonic groups centred
around multiples of 8 kHz. Similar to the results of the
constant duty cycle case.
4) The function Sd contain only harmonic groups centred
around the odd multiples of 4 kHz, again similar to the
result of (13).
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Fig. 9. Harmonic Spectrum of |S1(ω)|, |St(ω)| and |Sd(ω)|.
It is clear that since the harmonic content of St and Sd
occur at different frequencies that
St(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 0. (40)
Likewise it is clear that for any source vin with a harmonic
spectrum bounded by the switching frequency
Vin(ω)
Z(ω)
∗ Sd(ω)
∣∣∣∣
ω=0
= 0. (41)
Therefore, the rebalancing process can be expressed as:
−C dVd
dt
= VdGt + Vd
St(ω)
Z(ω)
∗ 2Sd(ω)
∣∣∣∣
ω=0
(42)
TABLE III
COMPONENT VALUES FOR THE CARC
Vt 200 V C 50 μF
L 6 mH r 7 Ω
vin 110 Vrms fs 6 kHz
R 1 600 Ω
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Fig. 10. Input Current, Bus Voltages and Control Signal Measurements of
a PFC CARC Practical System
IX. PRACTICAL RESULTS
In this section practical measurements of a 2-cell CARC
operational as a PFC is presented. The circuit parameters of
the system are tabulated in Table III.
The system is operational with the conventional PFC control
system with a fast inner current loop and slower outer voltage
loop [12]. Each cell has an independent FPGA cell controller
that accepts a reference function value and triangular carrier
synchronisation marker from the main controller via a ﬁbre
optic link. Each cell controller uses the synchronisation marker
to generate individual carrier signals that are compared to the
reference function value to generate the switch PWM signals.
In turn each controller measures the bus voltage of the cell and
provides the measurement to the main controller. The main
controller, also implemented in a FPGA, measures the input
voltage, input current and receives the bus voltage measure-
ments from the cell controllers. Through implementation of the
two loop control algorithm it calculates a reference function
value that is send to both cell controllers. By interleaving the
synchronisation pulses send to the two cell controllers the two
cells can be operated with interleaved switching. An in depth
discussion of the control implementation can be found in [13],
[14].
The cell voltages are forced into an unbalanced state by
multiplying the reference function value of cell 1 by a factor
1.1 for a certain period. After this period, as indicated by
the control signal in Fig. 10, the same reference function is
send to both cells. It is clear from Fig. 10 that the voltages
rebalances as soon as the external disturbance is removed. The
input current remains sinusoidal throughout.
The test is repeated for both interleaved and ordinary switch-
ing. The resulting difference voltages are shown in Fig. 11.
It can be seen that the system operating with interleaved
switching rebalances slightly quicker than when operational
with ordinary switching.
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Fig. 11. Measured Difference Voltages During Rebalancing; Interleaved
Switching and Ordinary Switching
X. CONCLUSION
A model for the natural balancing process of the 2-cell
CARC was created in the frequency domain. Using this
model two rebalancing mechanisms, weak and strong, were
identiﬁed. Expressions for the respective balancing time con-
stants were found. The presented theory, for the constant duty
cycle case, was veriﬁed through comparison with detailed
simulations.
The limitations of the rebalancing mechanisms were dis-
cussed. It was found that although the weak rebalancing mech-
anism have little inﬂuence on the rebalancing time constant
it plays a large part in limiting the difference voltage when
unequal loads are applied to the two cells. It is also possible
to increase the strength of the weak balancing mechanism
through the inclusion of a balance booster.
However, in most applications the CARC would operate
with modulated duty cycle, such as when used in a PFC active
rectiﬁer. It is possible to express the rebalancing process for
the modulated case in similar fashion as in the constant duty
cycle case through use of the double Fourier series. It was
shown that the results of the constant duty cycle case can be
extended to the modulated case. Practical measurements of a
PFC CARC are included as validation.
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1. INTRODUCTION 
With the ever-increasing demands placed on 
electricity distribution networks to conserve energy 
and to deliver reliable and especially more versatile 
energy options, it is increasingly necessary to 
develop a grid that facilitates these requirements. 
This resulted in the proposal of a smart grid model 
[1]. The model is aimed at establishing complete 
controllability and interconnectivity over a variety of 
distribution networks. With businesses, and even 
households, starting to produce their own electricity 
supplies, either as renewable or backup solutions, the 
central grid can be enhanced even further by selling 
excess power to the utility. With the improved 
information sharing capabilities of the smart grid, 
additional network controllability is gained, also 
referred to as cloud-based smart grid control [2]. This 
system suggests the use of web-based middleware to 
monitor and control interconnected networks, thus 
increasing the expansion capabilities of the network 
while minimizing the interruption of ongoing 
network operations. Although the system shows great 
promise, there is still a significant amount of research 
and development required to study the feasibility of 
these solutions. 
With the smart grid in sight, the solid-state 
transformer (SST) aims to fit into this future network. 
The concept of the SST, also known as the intelligent 
universal transformer, was first introduced in 1980 
with the objective of overcoming the various 
disadvantages of the line frequency transformer 
(LFT) [3], [4] and [5]. 
Fig. 1 illustrates the basic SST outline, which 
consists of three segments: converter(s) used to 
convert the incoming line frequency AC to the 
desired high frequency AC, a high frequency 
transformer used for galvanic isolation and lastly 
converter(s) to recreate the line frequency at the 
desired voltage [5]. 
The chosen SST topology, as discussed in [6], is 
shown in Fig. 2. An Input-Series-Output-Parallel 
(ISOP) configuration is used to overcome the 
problems caused by the high voltage side and to  
 
Fig. 1: Basic Solid-State Transformer Outline 
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Fig. 2: SST Topology 
achieve the required high to low voltage power 
conversion [5]. This is followed by a three phase 
inverter on the output stage of the SST. 
Given the above mentioned SST configuration, 
illustrated in Fig. 2, it is required to develop a control 
strategy for this system. This paper will firstly 
discuss the desired modular system design 
parameters and the inherent advantages of increasing 
system modularity. Secondly, the measurement and 
control system that was developed to monitor and 
control the individual cells of the SST will be 
introduced followed by measurement results to 
validate the accuracy of the measurement acquisition 
system. 
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2. MODULAR CELL DESIGN 
Functionality, complexity and cost are the most 
important factors to consider when designing a large 
and complex system like the SST. These parameters 
are often directly proportional to each other since, for 
example, an increase in functionality directly 
translates into an increase in complexity and cost. 
This section will discuss and elaborate on these 
factors, as well as present the chosen modular cell 
design and the advantages of a standardized system 
implementation. 
Studies into the traditional implementation of ISOP 
stacked converter topologies have been under 
rigorous investigation in recent years [7], [8]. 
Various control techniques have been devised to 
achieve improved voltage balancing and current 
sharing between the modules [8], [9]. Considering 
the increased complexity of the solutions, a universal, 
more reliable and less complex solution is desired. 
Research on the natural balancing of similar 
converters in terms of duty cycle and transformer 
turns ratio mismatches showed promising results 
[10]. By switching the series connected cells in an 
interleaved pattern balance was obtained between the 
units. 
A complete modular system design was desired to 
realize the SST. This would allow the SST to be as 
flexible as possible during its development and 
evaluation stages. It was thus decided to design 
standardized cells that would be stacked in a 
multilevel cascaded ISOP configuration to implement 
the SST (see Fig. 2). A generalized cell configuration 
was selected to increase the functionality of the cells. 
Each cell consists of two, back-to-back, full-bridge 
converters, as shown in Fig. 3 [11]. The first acts as 
an active rectifier, which is switched in a boost 
converter configuration and is used to control and 
maintain the desired inductor current of the SST as 
well as the DC-bus voltage of the cell [12]. This is 
followed by a DC-DC converter that transfers the 
power across the isolation barrier. The added benefit 
of this generalized configuration is the increase in its 
modularity, since it can be used in several other 
configurations. 
Increasing the modularity of SST is especially 
important because it allows an increase in the 
redundancy, flexibility and thus functionality of the 
system. If all the cells are identical, a faulty cell can 
be isolated and simply replaced by another unit. By 
introducing redundant cells, the system can continue 
to function even if a cell fails, which also improves 
system reliability [5], [13]. Enhancing the 
controllability of each cell is thus also desired, since 
this will add to the isolation capabilities of the SST. 
The designed SST control configuration, Fig. 4, 
consists of three main controllers, one per phase [14]. 
Each cell module has its own control and 
measurement system, which greatly reduces the 
control load of the main SST controllers and provides  
 
Fig. 3: Circuit Diagram of a Cell 
 
Fig. 4: SST Control Configuration 
further monitoring capabilities. The main controllers 
will thus communicate with every cell controller and 
provide them with the necessary PWM information. 
Adding a dedicated controller for each cell also 
provides extra control lines, which enhances the 
functionality and reliability of the module. 
Additionally, this produces more accurate 
measurements, since the noise susceptibility of the 
measurement signals is significantly reduced due to 
the close proximity of the controller with relation to 
the measurement circuit. 
A FPGA based control system was chosen because of 
its high-speed and parallel processing capabilities. By 
using such a controller, the various cell components 
can be managed almost simultaneously, with the only 
noteworthy delay being commands received from the 
main controller. 
Due to the constant communication between the main 
controllers and their respective cells, additional 
isolation capabilities are also achieved. If 
communication with the main controller is lost, a cell 
can continue to function for a given period. If cell 
communication is not restored within a certain time 
frame, it can be shut down and isolated by its 
respective controller, and the utility informed to 
rectify the problem. This complete controllability of 
the cell can allow real-time data to be relayed to the 
utility, enabling increased monitoring capabilities for 
the SST. 
As a result of this topology’s completely modular 
nature the SST becomes fully scalable; this is 
particularly helpful during the development and 
experimentation stages of the SST. The additional 
application capabilities are an added benefit of the 
integrated cell, control and measurement module. 
The module can, for instance, be used as a standalone 
unit, or in various stacked topologies, such as ISOP 
and input-parallel-output-parallel (IPOP). 
A significant limiting factor in respect of the design 
and development of the SST is cost. With the above 
mentioned modular cell design costs can be 
considerably reduced if the modules are created in 
sufficiently large enough quantities. Further 
integration of the cell’s control circuitry, with the use 
of application-specific integrated circuits (ASICs), 
will greatly reduce the price and also increase the 
reliability of each module. Due to the high 
functionality of the design, it can be applied to 
various other operations, so it is not unreasonable to 
assume a significant decrease in cost, as soon as the 
technology has matured enough, which will result in 
an increase of the adoption rate of the module. 
 
3. MEASUREMENT SYSTEM 
Given the universal design of each cell module, 
various measurements are needed to ensure the 
correct operation and controllability of the SST. This 
section will discuss the measurement circuits used 
and the design criteria that were followed to create a 
fully modular cell design. 
The measurement system layout, used to monitor the 
cell, is show in Fig. 5. This system consists of three 
types of measurement circuits, i.e. current 
measurement, voltage measurement and temperature 
measurement circuits. 
3.1 Central Measurement Circuits 
The primary measurement circuits are used to 
measure the current and voltage values of a cell. 
Taking into consideration the noisy environment 
within which the measurement system must function, 
appropriate signal conditioning techniques are 
required to maximize the accuracy of the 
measurements and to reduce or eliminate any noise 
that gathers along the measurement paths. Since the 
measurement path includes an IDC interface that 
connects the measurement and control system, 
special attention should be paid to noise that may 
accumulate on the interface cable. By using a 
differential measurement acquisition system, any 
noise accumulated on the common-mode (CM) 
voltage of the signals can be discarded by using a 
differential analog-to-digital converter (ADC). This 
characteristic creates a system that is extremely 
immune to noise and also improves the distortion 
performance obtained, since differential signals 
eliminate all even order harmonics [15]. 
3.1.1 Current Measurement Circuit 
Fig. 6 illustrates the circuit used to measure the 
primary transformer current, iout (on the output of the 
DC-DC converter), shown in Fig. 4. This circuit 
utilizes a current transducer to generate a single-
ended voltage that represents the measured 
transformer current. This measurement is then 
converted into a differential signal pair by a fully 
differential amplifier, which also serves to buffer the 
measurement signal. 
 
Fig. 5: Cell Control and Measurement System 
To increase the accuracy and CM rejection of the 
measurement, an external, high accuracy reference 
chip is used to provide the required CM voltage. This 
reference voltage is applied to both the current 
transducer and op amp to decrease the deviations 
from the preferred reference voltage that cause 
unwanted offset errors on the measurement signal. 
By adding a first-order differential low-pass filter 
(LPF), R5, R6 and C1 on the output of the 
measurement circuit, any unwanted high frequency 
noise can be eliminated. Care should be taken when 
driving capacitive loads with this circuit. The 
datasheet of the differential amplifier usually states 
the maximum capacitive load, or provides a diagram 
of the load resistance versus capacitive load, that can 
be connected to each of the outputs and still ensure 
accurate operation. R5 and R6 thus also serve to 
isolate the capacitive load from the loop gain path. 
By doing so the load is prevented from interacting 
with the output impedance of the differential 
amplifier, which could cause a phase shift in the loop 
gain. This phase shift, in turn, causes a reduction in 
the phase margin of the circuit, which results in 
oscillations on the output signals. (Overshoot, 
undershoot and ringing can also be expected when 
measuring a square-wave signal.) It is therefore 
advised to place the resistors as close as possible to 
the outputs of the op amp circuit. 
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Fig. 6: Current Measurement Circuit 
3.1.2 Voltage Measurement Circuit 
Consider the circuit used to measure the DC-bus 
voltage of the cell shown in Fig. 7. Note that the 
ground used by the cell control and measurement 
system is situated in the centre of the DC-bus of the 
respective cell. Using this connection scheme 
enabled the differential measurement of the bus  
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Fig. 7: Voltage Measurement Circuit 
voltage. A fully differential amplifier is utilized to 
perform a differential-to-differential conversion 
which scales and level-shifts the measurement 
signals to the required values. The filter 
configuration implemented in this circuit is the same 
as discussed in section 3.1.1. 
Various safeguards have been introduced to protect 
and ensure the safety of the measurement circuit. 
Schottky diodes, D1 and D2, have been placed to 
protect the op amp inputs against overvoltage fault 
conditions that may occur on the DC-bus side. A 
zener diode has also been placed to protect the 
measurement board’s supply voltage, Vs, during 
possible faults. 
3.2 Secondary Measurement Circuits 
When considering the cell assembly, there are two 
temperature values that are of interest, namely the 
IGBT heatsink and high frequency transformer 
temperatures. These measurements only function as a 
safety measure and can be used to disable the SST if 
inadequate ventilation is present. 
Fig. 8 shows the straightforward buffering circuit 
used to measure the desired temperatures of each 
cell. The circuit consists of an integrated-circuit (IC) 
temperature sensor, which provides a voltage value 
that is linearly proportional to the connected surface 
temperature. Since a cable is used to connect the 
sensor to the measurement board, three LPFs are 
used to filter the temperature sensor interface, and 
they are placed as close as possible to this interface. 
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Fig. 8: Temperature Measurement Circuit 
4. CELL CONTROL SYSTEM 
The FPGA based control system that has been 
developed to monitor and control a cell is shown on 
the left hand side of Fig. 5. The majority of the 
components are self-explanatory. This section will 
provide supplementary information concerning the 
main components of the measurement acquisition 
stage, the isolated power supply (IPS) monitoring 
system and the fiber optic communication channel. 
4.1 Measurement Acquisition Stage 
The measurement acquisition stage consists of a 
variety of ADCs to acquire the measurement data 
received from the measurement board. This 
subsection will discuss the signal conditioning 
required by the primary ADC configuration circuitry. 
Consider the ADC configuration (see Fig. 9) that is 
used to acquire the primary measurements provided 
by the measurement system, as discussed in section 
3.1. This circuit uses a fully differential amplifier to 
drive the inputs of a high speed, pipelined, ADC with 
parallel outputs. By using the CM voltage output of 
the ADC to drive the reference input of the op amp, 
which performs a differential-to-differential 
conversion, it is ensured that the correct DC voltage 
is used to bias the differential inputs of the respective 
ADC. 
As the ADC input is capacitive by nature, it is 
advisable to include small series resistors, R5 and 
R6, to isolate the ADC from its source, as discussed 
in section 3.1.1. These resistors also reduce the 
transient currents caused by the ADC’s switched 
capacitive front end. By introducing a shunt 
capacitor, C1, the final measurement is limited to the 
desired bandwidth before concluding the 
measurement acquisition stage. To reduce the 
sampling noise of the ADC inputs even further, 
additional capacitors, C2 and C3, are also added. 
Appropriate biasing of reference voltages is always 
required. This ensures that the voltages stay stable 
and it minimizes clock feed-through. Low inductance 
100nF capacitors, C4 and C5, are recommended and 
should be placed as close as possible to the 
corresponding reference pins. 
 
Fig. 9: Central ADC Configuration 
4.2 Isolated Power Supply 
Bearing in mind the series stacked configuration used 
to implement the SST, each cell module requires an 
IPS (see Fig. 5) [16]. As it is crucial for the cell 
module to be powered at all times, it was decided to 
implement a supervisory circuit for the supply’s input 
voltage. The IPS supply measurement circuit utilizes 
an ADC to monitor the input voltage of the IPS. If 
the supply voltage drops below a certain threshold, 
the main controller is notified to take corrective 
action. 
4.3 Fiber Optic Communication Channel 
The fiber optic channel is used for serial 
communication between the SST cells and their 
respective main controllers. This communication 
consists of PWM information concerning the boost 
converter, sent by the main controllers, and cell 
parameter information, sent by the individual cell 
controllers, as depicted in Fig. 4. Using fiber optics 
for data communication increases the reliability and 
safety of the system, since the main controllers are 
fully isolated from the core SST components. 
PWM boost information is sent every switching 
period and consists of synchronization commands, 
used to synchronize the carrier signals of the 
controllers, and reference information, used to 
generate the IGBT gating signals. 
Cell parameter information, in contrast, is sent 
multiple times every switching period, depending on 
the amount of information required, and consists of 
the requested measurement data and/or acknowledge 
commands to confirm instructions received from the 
main controller. Various error or warning messages 
are also sent if appropriate. The parameter 
information is then analyzed by the main controller 
and sent via a USB interface to a PC for data logging. 
 
5. MEASUREMENTS 
This section will present the measurement results, 
obtained from the primary measurement acquisition 
systems of a single cell module, as described in 
sections 3.1 and 4.1. 
The following results were obtained by applying a 
DC voltage of 450V to the input of a cell, disabling 
the boost converter and switching the DC-DC 
converter of the module at a constant duty cycle. 
Fig. 10 shows the DC-bus voltage, V1, obtained with 
a high voltage differential probe, while Fig. 13 shows 
the primary transformer current, I1, obtained with a 
DC coupled current probe. The corresponding 
measurements, obtained via the cell’s primary 
measurement systems and extracted using the 
FPGA’s Joint Test Action Group (JTAG) boundary-
scan test (BST) interface, are shown in Fig. 11 and 
Fig. 14, respectively. 
V1 and V2 both verify the bus voltage of 450V. Fig. 
12 provides a comparison of V1 and V2. The voltage 
measurement, V2, is extremely accurate since no 
additional peripheral devices were used to adapt the 
bus voltage to a lower, measureable value, with the 
only notable inaccuracies caused by the quantization 
noise of the ADC. 
The current measurement, I2 is relatively accurate 
when compared to I1. Due to the lower bandwidth of 
the current transducer, I2 does however display some 
measurement mismatches at the positions where the 
current changes are too quick. 
 
Fig. 10: DC-Bus Voltage, measured using Oscilloscope 
 
Fig. 11: DC-Bus Voltage, measured using measurement system 
 
Fig. 12: DC-Bus voltage comparison 
 
Fig. 13: Primary transformer current, measured using Oscilloscope 
 
Fig. 14: Primary transformer current, measured using measurement 
system 
CONCLUSION 
The modularity of the series stacked configuration is 
of significant importance when assessing which 
topology should be used to realize the SST system, 
since the modularity greatly improves the 
maintainability and scalability of the SST [6]. By 
switching cells in an interleaving pattern, reliable 
natural balancing can be accomplished between the 
modules, which made it possible to design a modular 
SST system. This article discussed the modular cell 
design methodology which was followed, and the 
hardware development that was done, to implement a 
complete modular and reliable SST system. Further 
elaboration on the inherent advantages of such a 
universal system was also provided.  
Measurement data of the designed measurement 
system illustrated the accuracy, noise resilience and 
thus reliability of the circuitry and signal 
conditioning techniques that were used. Further 
enhancements may involve increasing the bandwidth 
of the current measurement circuit, but this is not 
necessary at present. 
 
ACKNOWLEDGEMENTS 
The authors would just like to thank the South 
African National Energy Research Institute 
(SANERI) for their financial assistance during the 
development of the SST. 
 
REFERENCES 
[1] S. M. Amin and B.F. Wollenberg, “Toward a 
Smart Grid”, IEEE Power and Energy 
Magazine, Vol.3, No. 5, pp. 34-41, 
September/October 2005. 
[2] A. Ipakchi and F. Albuyeh, “Grid of the future”, 
IEEE Power and Energy Magazine, Vol. 7, No. 
2, pp. 52-62, March/April 2009.  
[3] J. Brooks, “Solid state transformer concept 
development,” Naval Material Command, Civil 
Engineering Laboratory, Naval Construction 
Battalion Center, Port Hueneme, CA, Tech. 
Rep., 1980. 
[4] J.S. Lai, “Designing the Next Generation 
Distribution Transformers: New Power 
Electronic Based Hybrid and Solid State Design 
Approaches”, in Proceedings of the IASTED 
International Conference. Palm Springs, CA, 
USA, 24-26 Feb 2003. 
[5] J.W. van der Merwe and H. du T. Mouton, “The 
Solid-State Transformer Concept: A New Era in 
Power Distribution”, in Proceedings of the IEEE 
Africon Conference, Nairobi, Kenya, 23-25 Sep 
2009. 
[6] J.W. van der Merwe and H. du T. Mouton, 
“Solid-State Transformer Topology Selection”, 
in Proceedings of the IEEE International 
Conference on Industrial Technology, 
Gippsland, Australia, 10-13 Feb 2009. 
[7] V. Vorpérian, “Synthesis of Medium voltage dc-
to-dc Converters From low-voltage, High 
Frequency PWM Switching Converters”, IEEE 
Transactions on Power Electronics, Vol. 22, No. 
5, pp. 1619- 1635, 2007. 
[8] X. Ruan, L. Cheng, and T. Zhang, “Control 
strategy for input-series output-paralleled 
converter,” in Conference Record of the 2006 
IEEE 37th Power Electronics Specialists 
Conference, 18-22 June 2006, pp. 1 – 8. 
[9] J.-W. Kim, J.-S. You, and B. Cho, “Modeling, 
control, and design of input-series-output-
parallel-connected converter for high speed train 
power system,” IEEE Transactions on Industrial 
Electronics, Vol. 48, No. 3, pp. 536–544, June 
2001. 
[10] J.W. van der Merwe and H. du. T. Mouton, 
“Balancing of a 2-Cell Modular Input-Series-
Output-Parallel Converter with Common Duty 
Ratio Control under Converter Mismatch”, in 
Proceedings of the South African Universities 
Power Engineering Conference (SAUPEC) 
Conference, Stellenbosch, South Africa, 28-29 
Jan 2009. 
[11] M. Wolf, “Design and Implementation of a 
Modular Converter with Application to a Solid 
State Transformer”, Master’s thesis, 
Stellenbosch University, 2008. 
[12] J.W. van der Merwe and H. du T. Mouton, 
”Natural Balancing of the Two-Cell Back-To-
Back Multilevel Converter with Specific 
Application to the Solid-State Transformer 
Concept”, in 4th IEEE Conference on Industrial 
Electronics and Applications. Xi’an, China, 25-
27 May 2009. 
[13] E. Choudhary, V. Ledezma, R. Ayyanar, and R. 
Button, “Fault tolerant circuit topology and 
control method for input-series and ouput-
parallel modular DC-DC converters”, IEEE 
Transactions on Power Electronics, Vol. 23, No. 
1, pp. 402–411, 2008. 
[14] L.M. Schietekat and H. du T. Mouton, J.W. van 
der Merwe, “Design of a Cascaded Rectifier 
Control Strategy, Implemented in the Main 
Controller of a Solid-State Transformer”, 
Submitted for review for the SAUPEC 
conference, 2010. 
[15] S. Paterson, “Maximize performance when 
driving differential ADCs”, EDN Design 
Engineering Magazine Article, June 2003. 
www.edn.com 
[16] P.S. Kemp and H. du T. Mouton, J.W. van der 
Merwe, “Design of an Isolated Resonant Switch-
Mode Power Supply for a Modular Solid-State 
Transformer”, Submitted for review for the 
SAUPEC conference, 2010. 
1. INTRODUCTION 
The line-frequency transformer (LFT) is the 
traditional method for transforming voltage levels in 
the power distribution grid.  Due to the maturity of 
this technology, this method is both effective and 
cheap.  However, as explained in [1], it introduces 
unwanted characteristics into the grid. 
The solid-state transformer (SST) consists of three 
main sections, namely, a converter(s) section to 
create high-frequency AC from the input line-
frequency AC, an isolation section with a high-
frequency transformer, and lastly, another 
converter(s) section to create line-frequency AC 
output again.  The SST, as an alternative to the LFT, 
addresses some of the distribution-system problems 
and all of the LFT problem areas.  A few of the 
prominent advantages of the SST in comparison to 
the LFT, as stated in [1], are summarized below: 
(i) Output-voltage regulation:  The output voltage is 
immune to input-voltage sags and dips and free 
of power frequency harmonics.  The output 
voltage is also regulated throughout the load 
range. 
(ii) Input power-factor correction:  The input 
current is controlled to be sinusoidal and in 
phase with the input voltage.  The input of the 
SST is thus seen as a variable resistor. 
(iii) Protection:  The different controllers measure 
and have control over most operational 
parameters.  This enables the SST to act as a 
fault barrier, between the input and output, able 
to make real time decisions regarding power 
flow during fault conditions. 
(iv) Communication:  The utility can be informed in 
the event of input faults such as voltage 
unbalancing or voltage sag, for corrective 
action.  Certain SST outputs can be remotely 
controlled.  Real-time and stored operational 
data can be available to the utility to be used for 
preventative maintenance. 
The challenging aspects of the SST are the high-
voltage (HV) side converter (because of the high 
voltage) and the high-frequency transformer (because 
of isolation and parasitic issues).  Three well-known 
SST topologies are compared in [2].  These are the 
cascaded, diode-clamped and flying-capacitor 
converter topologies.  It is concluded that the 
cascaded converter topology is the most feasible as a 
result of its cost and its modular nature. 
This nature yields the implementation of the modular 
cell.  In this paper the power-electronic configuration 
of the SST is briefly discussed as introduction to the 
controller-hardware configuration that enables all the 
added functionality of the SST.  The hardware focus 
is on the main controller, whereas the software focus 
is on the active-rectifier control strategy. 
 
2. POWER-ELECTRONIC CONFIGURATION 
2.1 Three-phase SST topology 
The three-phase SST, shown in Fig. 1, comprises 
three groups of N cascaded cells, one group per 
phase.  The three-phase HV line-frequency AC input 
is connected in delta and the 3·N cell low-voltage 
(LV) DC outputs are connected in parallel.  This is 
the LV bus voltage, VDC2, of the three-phase inverter 
which, in turn, has a three-phase LV line-frequency 
AC output.  As mentioned in [2], the modularity of 
this topology introduces scalability and improves 
maintainability. 
2.2 Cell configuration 
As mentioned, the cell consists of two back-to-back 
full-bridge converters.  The front end converter is 
operated as an active-rectifier switched in a boost 
configuration.  The active-rectifier ensures that the 
input current is sinusoidal and in phase with the input 
voltage and it also regulates the cell bus-voltage, 
VDC1.  This control is discussed in greater depth later 
in this paper.  The second converter is a DC-DC 
converter that transfers the power across the isolation 
barrier.  It consists of a full-bridge converter, an 
isolation transformer and a passive-rectifier.  
According to [3], the frequency of the DC-DC 
converter is limited by switching losses and parasitic 
inductances in the circuit.  The cell configuration is 
shown in Fig. 2. 
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3. CONTROL HARDWARE CONFIGURATION 
There are three types of controllers present in the 
SST, namely, cell controllers (one for each cell), 
three main controllers (one for each phase) and an 
inverter controller.  
3.1 Cell controller 
The cell controller acts as the link between the main 
controller and each cell in the respective phase.  The 
cell controller measures and monitors the operational 
parameters of the cell and sends regular status reports 
to the main controller.  These reports indicate if the 
isolation-transformer input current and both the 
insulated gate bipolar transistors (IGBT) heat sink 
and transformer-core temperatures are within 
acceptable operating ranges.  The report also relays 
the VDC1 measurement to the main controller, which 
is used in the active-rectifier control strategy.  The 
cell controller also receives pulse width modulation 
(PWM) information from the main controller, which 
is used to generate duty cycles for the respective 
IGBTs. 
3.2 Inverter controller 
The inverter controller is responsible for one of the 
prominent advantages of the SST, namely the near 
perfect output voltage regulation.  This is achieved 
with a double loop control strategy, for faster 
response.  The strategy is developed in [3].  The 
inner loop controls the inductor current, whereas the 
outer loop controls the line-frequency AC load 
voltage.  Communication is also available between 
one of the main controllers and the inverter 
controller.  
3.3 Main controller 
The main controller is the main hardware focus of 
this paper.  It consists of five printed circuit boards 
(PCBs):  The controller board, the fiber optic 
interface board and three measurement boards.  The 
measurements taken by the latter are the input 
inductor current, IL, at the front end of the cascaded 
cell group, the input voltage, VAC, and the three-
phase inverter bus voltage, VDC2.  The fiber optic 
interface PCB enables communication between the 
main controller and all the cell controllers in the 
respective phase and between the main controllers of 
each phase.  Fiber optics are used because of 
immunity to system noise and to isolate the main 
controller from the cell controllers.  As shown in Fig. 
3, the controller PCB consists of a field 
programmable gate array (FPGA), three high-speed 
analog to digital converters (ADCs), flash memory, 
double data rate (DDR) memory, a real-time clock, a 
soft-start system interface and a USB interface. 
The FPGA is configured using VHDL.  This means 
that one actually creates logic, which has two very 
important advantages.  The first is the ability to 
perform separate functions in a parallel fashion.  For 
example, status reports can be received from multiple 
cell controllers at the same time, while a control 
strategy is implemented and while operational data is 
being stored etc.  The second advantage is the speed 
at which operations can be executed.  The high-speed 
FPGA together with the high-speed ADCs (53MSPS) 
enable the main controller to implement a high-speed 
control strategy (10MHz) to achieve multisampling 
PWM.  
A Nios II embedded processor system is 
implemented to manage housekeeping on the main 
controller.  As stated in [4], such a system can be 
implemented on a single Atera® chip; it includes a 
Nios II processor core, a set of on-chip peripherals, 
on-chip memory and off-chip memory interfaces.  
The DDR memory serves as an extension of the on-
chip memory.  Housekeeping involves, for example, 
the management of operational data and 
communication.  The Nios II processor manages the 
Fig. 1:  Three-phase SST topology. 
Fig. 2:  Cell configuration. 
Fig. 3:  Main controller block diagram. 
communication interfaces between the FPGA, real-
time clock, flash memory, DDR memory and USB 
interface device.  The Nios II processor also gathers 
measurement data, uses the real-time clock to add 
time stamps and saves the data in flash memory.  
Using this combination of the FPGA and the Nios II 
processor thus yields the functionality to implement 
the fast, parallel input/output, control strategy, while 
still having the ease of use of a micro controller for 
housekeeping functions. 
The soft-start system enables the SST to start up 
without damaging transition-stage currents.   
The USB interface adds functionality as listed below: 
(i) Measurements from the measurement PCBs and 
the cell controllers can be sent to a PC for 
analysis during the SST design and testing 
phase. 
(ii) Operational data stored in flash memory can be 
downloaded to a laptop or any other data-capture 
device. 
(iii) A GSM or Bluetooth module can be included 
enabling remote control of the system as well as 
communication with the utility.  The utility can 
thus be informed of the nature and extent of 
faults. 
 
4. CASCADED ACTIVE-RECTIFIER CONTROL 
STRATEGY 
This strategy is aimed at regulating the power flow 
by regulating the active rectifier output voltage, VDC1, 
as well as the unity power factor, by ensuring that IL 
is sinusoidal and in phase with VAC.  The control 
discussed in this section pertains solely to the front 
end of the cell, being the active-rectifier.   
Average current mode control is implemented as 
opposed to peak current mode control and it 
incorporates a high gain integrator into the current 
loop.  As discussed in [5], this control method 
enables the inductor current to track its reference 
with a high level of accuracy and also supplies the 
control system with a high level of noise immunity.   
Fig. 4 is a block diagram of the power factor 
correction control strategy. As discussed in [6], the 
current loop is controlled by the input voltage, VAC, 
so that the converter appears to be resistive.  VDC1, in 
contrast, is controlled by varying the current-
reference amplitude.  To maximize the power factor, 
the current reference must match VAC as closely as 
possible.  If the voltage-loop bandwidth is too large, 
it will try to keep VDC1 constant and thus distort IL.  
Conversely, the bandwidth should be as large as 
possible to minimize the output voltage transient 
response.  The voltage-loop bandwidth is thus set to 
less than the input line frequency; however, the 
current loop needs a much larger bandwidth, as large 
as possible without causing system instability.  
The only way to use this control strategy on a set of 
cascaded active-rectifiers is to have a single double 
loop system sending switching signals to all the 
active-rectifiers.  As is explained in section 4.2 
below, the active rectifier switching is interleaved.  
Fig. 5 shows the equivalent circuit of a group of 
cascaded active-rectifiers, for simulation purposes, 
and Fig. 6 shows the physical implementation of this 
control strategy.  
4.1 Current loop 
The inductor current, IL, is measured, as an analog 
signal, with one of the three measurement channels.  
This channel consists of a LEM current transducer 
that converts the IL measurement to a voltage.  This 
voltage is then converted to a differential signal-pair, 
VILdiff, by the measurement PCB.  It is carried to the 
controller PCB in differential mode because of its 
resistance to system noise.  On the controller PCB, 
the signal is fed to one of the high-speed ADCs to be 
converted to a 12-bit digital signal. 
This signal is compared to a current reference, RefI, 
and the error, eI, is fed to the controller block DI(z).  
The controller block output, uI, is the PWM 
reference.  This signal is compared to two PWM 
carrier-signals per cell.  The reference value, where 
the reference intercepts either of the carriers, is sent 
to the corresponding cell controller via the 
implemented serial communication interface (SCI) 
and the fiber optic interface PCB.  The signal is thus 
converted from a digital signal to a serial optic 
signal. Fig. 4:  Power-factor correction control strategy. 
Fig. 5:  Cascaded active rectifier circuit diagram. 
4.2 PWM generation 
The active-rectifier switching frequency is 10 kHz, 
which means that the two carrier signals have a 
frequency of 10 kHz.  There are two carrier signals 
because of the unipolar switching scheme.  In this 
scheme, the two carrier signals are shifted 180° with 
respect to each other, which yields an effective 
active-rectifier switching frequency of 20 kHz.  The 
respective cells in the phase group, however, are 
switched in an interleaved fashion, resulting in an 
effective phase group switching frequency of N·20 
kHz.  
Saw-tooth PWM carriers are used, thus implementing 
asymmetrical PWM.  The alternative would be to use 
triangular carriers and thus implementing 
symmetrical PWM.  The saw-tooth carrier yields 
more harmonics, but these are acceptable, given the 
high effective switching frequency.  Added 
advantages of asymmetrical PWM are that it 
simplifies the analysis of the system and makes the 
PWM less vulnerable to reference ripple.  As 
indicated by [7], PWM reference ripple 
compensation is also simpler to implement with 
asymmetrical PWM.  This ripple component is 
caused by the high bandwidth of the current loop, 
and the ripple amplitude is thus proportional to the 
current-loop gain, as discussed in [5].   
Fig. 7 shows exactly how the PWM switching 
information is sent from the main controller, where 
the control is implemented, to the cell controller, 
where duty cycles are generated and sent to the 
respective IGBT drivers on the cell itself.  The main 
controller sends two types of data packages, viz. a 
synchronize package and a reference package.  The 
synchronize package is sent on the falling edge of the 
main controller’s carrier1 signal, which triggers the 
cell controller to wait tdelay1 seconds before resetting 
its carrier signals.  The communication delay, caused 
by the respective buffers and fiber optic drivers and 
receivers, is depicted as tdelay2.  This results in the cell 
controller carrier signals being tdelay1 + tdelay2 seconds 
behind the main controller carrier signals.  The 
reference package is sent at the same time as a main 
controller reference-carrier-crossing, which results in 
a cell controller reference update with a delay of 
tdelay2 seconds, well before a cell controller reference-
carrier-crossing.  Defining tdelay1 ensures the continual 
implementation of multisampling PWM.  The only 
difference between the reference-carrier-crossings of 
the two controllers is caused by aliasing effects in the 
main controller.  It can clearly be seen how this 
communication method is less vulnerable to the 
reference ripple by effectively sampling exactly at a 
reference-carrier-crossing.  An effective reference is 
thus created on the cell controller, as depicted by the 
dotted line in Fig. 7. 
 
Fig. 6:  Physical implementation of the active rectifier control strategy.  
Fig. 7:  PWM information communication protocol. 
4.3 Voltage loop 
The active-rectifier output voltages, VDC, are 
measured as analog values and converted to digital 
signals by the respective cell controllers.  The 
measurements are passed on to the main controller, 
once a switching period, via the implemented SCI 
interface and the fiber optic interface PCB.  It is thus 
converted to a serial optic signal and then back to a 
12-bit digital signal on the main controller. 
The signals received from all the cell controllers, in 
the respective phase, are added together to represent 
the total output voltage, sum VDC.  This signal is 
compared to the constant voltage reference, RefV.  
The error, eV, is fed to the controller block DV(z), and 
the controller block output, uV, is multiplied with a 
unit amplitude sinusoid signal, synchronized with 
VAC to generate the current reference of the current 
loop, RefI, in phase with VAC.   
This means that the current is always forced to follow 
a sinusoid, although the amplitude of this sinusoid is 
determined by the voltage loop, indirectly forcing the 
VDC to follow a voltage reference. 
 
5. SIMULATION RESULTS 
The current and voltage loops are tested by means of 
time-domain simulations.  Simplorer 8 from Ansoft 
LLC was used to simulate the interleaved switching 
of the cascaded active-rectifier circuit shown in Fig. 
4 and the circuit parameters are listed in Table 1.  IL 
tracking RefI is shown in Fig. 8.  The inductor 
current ripple is the sum of the ripples caused by 
each of the three active rectifiers and, as Fig. 9 
indicates, the three separate ripples cancel out at 
certain time instances. 
 
Table 1:  Simulation parameters. 
VAC 2.5kV Pout 2kW 
L 21.07mH VDCA1-3 1000V 
CA1-3 50µF RA1-3 500Ω 
 
The VDC ripple amplitude, however, is determined by 
the cell bus capacitor size and, as shown in Fig. 10, is 
60V.  This figure also indicates the VDC settling time 
if the bus capacitors are charged to VDC before 
switching begins.  The settling time is determined by 
the gain component of controller block DV(z).  As 
mentioned, there is a tradeoff between VDC settling 
time and RefI distortion with regard to this gain 
component.  Fig. 11 shows that the DV(z) output, uV, 
is effectively not as constant as ideally required, and 
the gain component determines the ripple amplitude 
present on this signal.  Because this ripple is 
multiplied with the unit-amplitude sinusoid, RefI is 
distorted.  A sinusoid with the same amplitude as 
RefI is added in Fig. 11 to show clearly the slight 
RefI 3rd harmonic distortion created by a DV(z) gain 
of 1 unit. 
The result of the natural voltage balancing 
mechanisms of cascaded active-rectifiers can be seen 
in Fig. 12, where a load-step is implemented in one 
Fig. 8:  Input inductor current tracking the current reference. 
Fig. 10:  Bus voltage ripple and transient response. 
Fig. 9:  Inductor current ripple and ripple cancelation. 
of the active-rectifiers.  The load RA1 is stepped down 
from 500Ω to 250Ω at Time = 300ms and stepped 
back up to 500Ω at Time = 450ms.  The two 
balancing mechanisms present are the strong 
balancing mechanism, determined by the load, and 
the weak balancing mechanism, determined by the 
filter components, as discussed in [8].  
6. CONCLUSION 
A power-factor correction control strategy, 
incorporating average current mode control, is 
applied to a set of cascaded active-rectifiers.  The 
physical implementation of this control strategy is 
discussed with emphasis on the computing power 
that enables multisampling PWM.  Simulation results 
are obtained to verify the functionality of this 
strategy and to confirm the presence of voltage 
balancing mechanisms introduced by interleaved 
switching. 
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Appendix C
Selected Python Programs
C.1 ISOP Converter
C.1.1 Time Domain Simulations
from __future__ import d i v i s i o n
from pylab import *
from sc ipy . i n t e g r a t e import odeint
# Th i s f i l e s i m u l a t e s t h e 2− c e l l i s o p c o n v e r t e r us ing t h e s c i p y o d e i n t f u n c t i o n
# C a p a b i l i t i e s a r e b u i l t in t o s i m u l a t e :
# C e l l s wi th d i f f e r e n t duty−c y c l e s
# Keep ing t h e u n b a l a n c e v o l t a g e c o n s t a n t t o i n v e s t i g a t e r e b a l a n c i n g c u r r e n t
# Changing t h e i n t e r l e a v i n g o f t h e c e l l s
# Changing t h e p a r a m t e r v a l u e s o f t h e d i f f e r e n t c e l l p a r a m e t e r s t o i n v e s t i g a t e t h e i r i n f l u e n c e
#
# Wim van d e r Merwe
# 2 February 2010
# ###############################################################
## Input o f c i r c u i t p a r a m e t e r s and i n i t i a l v a l u e s ##
# ###############################################################
# C i r c u i t P a r a m e t e r s
s i m i l a r = 1 # B o o l e a n t o s t a t e i f t h e c e l l s a r e s i m i l a r (0 => FALSE )
i n t e r l e a v e d = 1 # B o o l e a n t o s t a t e i f t h e c e l l s a r e i n t e r l e a v e d
c i r c u l a r = 1 # S e t b o o l e a n t o t e s t c i r c u l a t i n g c u r r e n t s
L1 = L2 = 1e−3 # I n d u c t a n c e
r1 = r2 = 0 . 5 # r e s i s t a n c e
C1 = C2 = 500e−6 # C a p a c i t a n c e
d1 = d2 = 0 . 8 # Duty c y c l e
Ls = 50e−9 # Source i n d u c t a n c e
r s = 0 . 2 # Source r e s i s t a n c e
C = 4700e−6 # Output C a p a c i t o r
R = 300 # Load r e s i s t a n c e
f s = 10000 # S w i t c h i n g Frequency
tend = 0 . 0 8 # S i m u l a t i o n t ime end
dt = 500e−9 # t ime s t e p
Vin = 1600 # i n p u t v o l t a g e
dV = 200 # Change in v o l t a g e dur ing u n b a l a n c e
t 0 = 0 . 0 5 # t ime p o i n t where u n b a l a n c e i s i n t r o d u c e d
# I n i t i a l Va lues
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i _ i n 0 = 0
v_10 = 0
v_20 = 0
i_10 = 0
i_20 = 0
v_o0 = 0
x0 = array ( [ i_ in0 , v_10 , v_20 , i_10 , i_20 , v_o0 ] )
# ###############################################################
## Change o f c i r c u i t p a r a m e t e r s i f t h e c e l l s a r e not s i m i l a r ##
# ###############################################################
i f not ( s i m i l a r ) :
L2 = 300e−6
r2 = 0 . 4
C2 = 400e−6
d2 = 0 . 8
# ###############################################################
## Func t i on t h a t d e t e r m i n e s t h e d e r i v a t i v e o f t h e s t a t e s ##
## a t e v e r y p o i n t in t ime . G e n e r a t e s s w i t c h i n g s t a t e s from ##
## t ime stamp and r e t u r n s d e r i v a t i v e a s v e c t o r . ##
# ###############################################################
def F ( y , t ) :
c a r r i e r 1 = (2/ pi ) * arc tan ( tan ( 2 * pi * f s * t ) ) + 0 . 5
i f i n t e r l e a v e d :
c a r r i e r 2 = (2/ pi ) * arc tan ( tan ( 2 * pi * f s * t + 0 .5 * pi ) ) + 0 . 5
e lse :
c a r r i e r 2 = c a r r i e r 1
## With t h e s w i t c h i n g f u n c t i o n d e f i n i t i o n s , t h e a r c t a n ( tan ( x ) ) y i e l d s a s a w t o o t h with
## f r e q u e n c y t w i c e x . Th i s i s d e s i r e a b l e s i n c e t h e f u l l−b r i d g e c o n v e r t e r m o d e l l e d by
## t h e p e r f e c t t r a n s f o r m e r s a l s o i m p l i e s a d o u b l i n g f r e q u e n c y . The a d d i t i o n o f 0 . 5 * p i
## t o f o r c e t h e i n t e r l e a v i n g due t o t h i s f r e q u e n c y d o u b l i n g . I t y i e l d s a 180 deg s h i f t .
i f t < 10e−3:
d1e = ( t /10e−3)*d1
d2e = ( t /10e−3)*d2 # S o f t s t a r t
e lse :
d1e = d1
d2e = d2
s1 = c a r r i e r 1 <d1e
s2 = c a r r i e r 2 <d2e # g e n e r a t e t h e s w i t c h i n g f u n c t i o n s
# C a l c u l a t e d e r i v a t i v e s
[ Is , v1 , v2 , i1 , i2 , vo ] = y
dIs = (1/ Ls ) * ( Vin − v1 − v2 − r s * I s )
dv1 = (1/C1 ) * ( I s − s1 * i 1 )
dv2 = (1/C2 ) * ( I s − s2 * i 2 )
i f c i r c u l a r :
i f t > t0 :
dv1 = dv2 = 0
di1 = (1/L1 ) * ( s1 * v1 − r1 * i 1 − vo )
di2 = (1/L2 ) * ( s2 * v2 − r2 * i 2 − vo )
dvo = ( i 1 + i 2 − vo/R)/C
return array ( [ dIs , dv1 , dv2 , di1 , di2 , dvo ] )
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t 1 = arange ( 0 , t0 , dt )
y1 = odeint ( F , x0 , t1 )
[ Is , v1 , v2 , i1 , i2 , vo ] = y1 [ −1 , : ]
v1 = v1 + 0 . 5 *dV
v2 = v2 − 0 . 5 *dV
y0 = array ( [ Is , v1 , v2 , i1 , i2 , vo ] )
t2 = arange ( t0 , tend , dt )
y2 = odeint ( F , y0 , t2 )
vdint = y2 [ : , 1 ] − y2 [ : , 2 ]
id = y2 [ : , 3 ] − y2 [ : , 4 ]
i f not ( c i r c u l a r ) :
tau = 2* L1/r1
energy = [ 0 ]
for n in range ( 1 , s i z e ( t2 ) ) :
energy . append ( energy [ n−1] + id [ n ] * * 2 * r1 * dt )
f i g u r e ( )
p l o t ( 10 00 * t2 −50,y2 [ : , 3 ] , ’ b ’ )
p l o t ( 10 00 * t2 −50,y2 [ : , 4 ] , ’ g ’ )
y l a b e l ( ’ C e l l output current (A) ’ )
x l a b e l ( ’ time (ms) ’ )
legend ( ( ’ Current $ i_1$ ’ , ’ Current $ i_2$ ’ ) )
a x i s ( [ 0 , 3 0 , −6 0 , 6 0 ] )
f i g u r e ( )
p l o t ( 10 00 * t2 −50, vdint )
p l o t ( 10 00 * t2 −50 ,200* exp(−( t2−t 0 )/ tau ) , ’ g ’ )
legend ( ( ’ Simulated value ’ , ’ Time constant approximation ’ ) )
p l o t ( 10 00 * t2 −50,−200*exp(−( t2−t 0 )/ tau ) , ’ g ’ )
x l a b e l ( ’ time (ms) ’ )
y l a b e l ( ’ d i f f e r e n c e vol tage (V) ’ )
a x i s ( [ 0 , 3 0 , −1 0 0 , 2 5 0 ] )
f i g = f i g u r e ( )
ax1 = f i g . add_subplot ( 1 1 1 )
ax1 . p l o t ( 1 0 0 0 * ( t2−t 0 ) , energy , ’ b ’ , l inewidth =2)
ax1 . s e t _ x l a b e l ( ’ time (ms) ’ )
# Make t h e y−a x i s l a b e l and t i c k l a b e l s match t h e l i n e c o l o r .
ax1 . s e t _ y l a b e l ( ’ Energy ( J ) ’ , c o l o r = ’ b ’ )
p l o t ( 0 , 0 , ’ g ’ )
legend ( ( ’ Energy d i s s i p a t e d in $r$ ’ , ’ D i f f e r e n c e current ’ ) , l o c = 4)
for t l in ax1 . g e t _ y t i c k l a b e l s ( ) :
t l . s e t _ c o l o r ( ’ b ’ )
ax2 = ax1 . twinx ( )
ax2 . p l o t ( 1 0 0 0 * ( t2−t 0 ) , id , ’ g ’ )
ax2 . s e t _ y l a b e l ( ’ D i f f e r e n c e current (A) ’ , c o l o r = ’ g ’ )
for t l in ax2 . g e t _ y t i c k l a b e l s ( ) :
t l . s e t _ c o l o r ( ’ g ’ )
e lse :
f i g u r e ( )
p l o t ( 10 00 * t1 , y1 [ : , 3 ] , ’ b ’ , l a b e l = ’ Current $ i_1$ ’ )
p l o t ( 10 00 * t1 , y1 [ : , 4 ] , ’ g ’ , l a b e l = ’ Current $ i_2$ ’ )
p l o t ( 10 00 * t2 , y2 [ : , 3 ] , ’ b ’ )
p l o t ( 10 00 * t2 , y2 [ : , 4 ] , ’ g ’ )
legend ( l o c =2)
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x l a b e l ( ’ time (ms) ’ )
y l a b e l ( ’ Current (A) ’ )
a x i s ( [3 0 , 80 , −15 0 , 15 0 ] )
f i g u r e ( )
p l o t ( 10 00 * t1 , y1 [ : , −1 ] , ’ b ’ )
p l o t ( 10 00 * t2 , y2 [ : , −1 ] , ’ b ’ )
y l a b e l ( ’ Output vol tage (V) ’ )
x l a b e l ( ’ time (ms) ’ )
show ( )
C.2 Flying Capacitor Converter
C.2.1 Flying Capacitor Toolkit
from pylab import *
from sc ipy . s p e c i a l import j n
def Generate_Frequency_Vector ( k ,m, f r , f c ) :
f = [ ] # C r e a t e empty l i s t
for x in m: # S t e p s in f c
for y in k : # S t e p s in f r
f . append ( x * f c +y * f r )
return array ( f )
def Modulated_Fourier_Coef ( k ,m, ma, a ,N) :
# k : S t e p s in f r
# m : S t e p s in f s
# ma : Ampl i tude m o d u l a t i o n i n d e x
# a : a t h c e l l in a . . . (0<= a <= N−1)
# N : N−c e l l s t r u c t u r e
C = [ ] # C r e a t e empty l i s t
for x in m: # S t e p s in f c
i f x <> 0 :
for y in k : # S t e p s in f r
B = j n ( y , 0 . 5 * pi * x *ma) * ( 1 j ) / ( x * pi )
B = B* exp (1 j * a * 2 * pi * x/N)
C. append ( B * ( exp (1 j * pi * x /2)* exp (1 j * pi * y ) − exp(−1 j * pi * x / 2 ) ) )
e lse :
for y in k :
i f y == −1:
C . append (1 j *ma/2)
e l i f y == 1 :
C . append(−1 j *ma/2)
e lse :
C . append ( 0 )
return array (C)
def Const_Fourier_Coef ( n ,D, a ,N) :
# n : S t e p s in f s
# D : Duty c y c l e
# a : a t h c e l l in a . . . (0<= a <= N−1)
# N : N−c e l l s t r u c t u r e
C = [ ]
for x in n :
i f x ! = 0 :
B = (1 j /( pi * x ) ) * ( exp(−1 j * x * 2 * pi *D)−1)
C. append ( B* exp(−1 j * a * 2 * pi * x/N) )
e lse :
C . append ( 2 *D−1)
return array (C)
def ZCalc_inductive ( f , L , r ) :
# f : Frequency v e c t o r
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# L : I n d u c t a n c e
# r : I n d u c t a n c e ESR
Z = r + 1 j * 2 * pi * f *L
return array (Z)
def ZCalc_LCFil ter ( f , L , r , C, R ) :
# f : Frequency v e c t o r
# L : I n d u c t a n c e
# r : I n d u c t a n c e ESR
# C : F i l t e r c a p a c i t o r
# R : Load r e s i s t a n c e
w = 2* pi * f
Z = (R +r + 1 j *w*L + 1 j *w*C*R* r − ( (w) * * 2 ) * C*R*L)/(1+1 j *w*C*R)
return array (Z)
def ZCalc_LCFilter_BB ( f , L , r , C, R , rb , Lb , Cb ) :
# f : Frequency v e c t o r
# L : I n d u c t a n c e
# r : I n d u c t a n c e ESR
# C : F i l t e r c a p a c i t o r
# R : Load r e s i s t a n c e
# rb : B a l a n c e b o o s t e r r e s i s t a n c e
# Lb : B a l a n c e b o o s t e r i n d u c t a n c e
# Cb : B a l a n c e b o o s t e r c a p a c i t a n c e
w = 2* pi * f
Zl = (R +r + 1 j *w*L + 1 j *w*C*R* r − ( (w) * * 2 ) * C*R*L)/(1+1 j *w*C*R)
Zb = (−(w* * 2 ) * Lb*Cb + 1 j *w*Cb* rb + 1)/(1 j *w*Cb)
Z = 1/(1/Zb + 1/Zl )
return array (Z)
def ZCalc_inductive_BB ( f , L , r , rb , Lb , Cb ) :
# f : Frequency v e c t o r
# L : I n d u c t a n c e
# r : I n d u c t a n c e ESR
# rb : B a l a n c e b o o s t e r r e s i s t a n c e
# Lb : B a l a n c e b o o s t e r i n d u c t a n c e
# Cb : B a l a n c e b o o s t e r c a p a c i t a n c e
w = 2* pi * f
Zl = r + 1 j *w*L
Zb = (−(w* * 2 ) * Lb*Cb + 1 j *w*Cb* rb + 1)/(1 j *w*Cb)
Z = 1/(1/Zb + 1/Zl )
Z[ s i z e (Z)//2] = 1e9
return array (Z)
def Sd_Calculator ( k ,m, ma,N) :
# k : S t e p s in f r
# m : S t e p s in f s
# ma : Ampl i tude m o d u l a t i o n i n d e x
# N : N−c e l l s t r u c t u r e
C = [ ]
for a in range ( 0 ,N) :
C . append ( Modulated_Fourier_Coef ( k ,m, ma, a ,N) )
Cd = [ ]
for a in range ( 1 ,N) :
Cd . append ( (C[ a ] − C[ a−1])/2)
return Cd
def Sd_Calcula tor_const ( n , d ,N) :
# n : S t e p s in f s
# d : Duty c y c l e
# N : N−c e l l s t r u c t u r e
C = [ ]
for a in range ( 0 ,N) :
C . append ( Const_Fourier_Coef ( n , d , a ,N) )
Cd = [ ]
for a in range ( 1 ,N) :
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Cd . append ( (C[ a ] − C[ a−1])/2)
return Cd,C
def freq_base_change ( k ,m, fc , f r , Cd,N) :
# k : S t e p s in f r
# m : S t e p s in f s
# ma : Ampl i tude m o d u l a t i o n i n d e x
# N : N−c e l l s t r u c t u r e
f = Generate_Frequency_Vector ( k ,m, f r , f c )
fnew = arange ( f . min ( ) , f . max( ) + fr , f r )
Cdnew = [ ]
for a in range ( 1 ,N) :
Cdnew . append ( [ ] )
for F in fnew :
i f ( F == f ) . any ( ) :
for a in range ( 0 ,N−1):
Cdnew[ a ] . append (Cd[ a ] [ F== f ] [ 0 ] )
e lse :
for a in range ( 0 ,N−1):
Cdnew[ a ] . append ( 0 )
Cda = [ ]
for a in range ( 0 ,N−1):
Cda . append ( array (Cdnew[ a ] ) )
return fnew , Cda
def Lambda_Matrix_Generator (Cd,N, Z ) :
# Cd : L i s t o f Cd f u n c t i o n s
# N : N−C e l l s t r u c t u r e
# Z : Impedance v e c t o r
Lambda_mat = zeros ( [N−1,N−1])
index = s i z e (Cd[0])−1
for x in range ( 0 ,N−1):
for y in range ( 0 ,N−1):
Lambda_mat [ y , x ] = convolve (Cd[ x ]/Z , Cd[ y ] ) [ index ]
return Lambda_mat
C.2.2 Time Constant Calculation: Constant Duty Cycle Case
from pylab import *
from sc ipy . s p e c i a l import j n
import FCCToolkit as FCC
# ##################################################################################
## F u l l a p p r o x i m a t i o n o f t h e N−C e l l FCC C o n v e r t e r r e b a l a n c i n g t ime c o n s t a n t , ##
## with t h e FCC o p e r a t i n g with modula t ed duty c y c l e . Th i s a p p r o x i m a t i o n i s ##
## v a l i d when : ##
## 1 . The m o d u l a t i o n f r e q u e n c y i s much l o w e r than t h e s w i t c h i n g f r e q u e n c y . ##
## 2 . The e x p o n e n t i a l F o u r i e r s e r i e s c o e f f i c i e n t s used h e r e d o e s not make ##
## a l l o w a n c e f o r r e f e r e n c e f u n c t i o n s more complex than a pure s i n u s o i d o f ##
## f r e q u e n c y f _ r , nor over−modula t ion , v i z . m_a > 1 . ##
## 3 . Al lowance i s made in t h i s c o d e f o r 3 t y p e s o f l oad , pure i n d u c t i v e ##
## ( with ESR ) , R e s i s t i v e l oad , wi th LC f i l t e r , and R e s i s t i v e l oad , wi th LC ##
## f i l t e r and a b a l a n c e b o o s t e r . However , t h e s o u r c e c o d e c o u l d be a d a p t e d ##
## f o r any o t h e r t y p e o f l o a d . ##
## ##
## Wim van d e r Merwe ##
## 2010 ##
# ##################################################################################
# ##################################################################################
## User d e f i n e d v a r i a b l e s . ##
# ##################################################################################
f c = 3e3 # S w i t c h i n g f r e q u e c y
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d = 0 . 8 2 # Duty c y c l e
N = 4 # Number o f c e l l s
C = 94e−6 # F l y i n g c a p a c i t o r [ F ]
L = 2 . 1 5 e−3 # F i l t e r i n d u c t o r [H]
r = 3 . 5 # F i l t e r i n d u c t o r ESR [Ohm]
Co = 50e−6 # F i l t e r c a p a c i t o r [ F ]
R = 32 # Load r e s i s t a n c e [Ohm]
Rb = 2 # B a l a n c e b o o s t e r r e s i s t a n c e [Ohm]
# i n c l u d e b a l a n c e b o o s t e r c a p a c i t a n c e
# and i n d u c t a n c e ESR in t h i s v a l u e !
Cb = 4 . 3 e−6 # B a l a n c e b o o s t e r c a p a c i t a n c e [ F ]
Lb = 237e−6 # B a l a n c e b o o s t e r i n d u c t a n c e [H]
load_type = 1 # Load type , v a l i d v a l u e s a r e :
# 0 : Pure i n d u c t i v e l o a d e . g . i n d u c t i o n machine .
# 1 : R e s i s t i v e l oad , wi th LC f i l t e r .
# 2 : R e s i s t i v e l oad , wi th LC f i l t e r
# and b a l a n c e b o o s t e r .
mmax = 40 # Maximum number o f harmonic s o f f c t o use
# in c a l c u l a t i o n s , s u g g e s t e d v a l u e i s 4 0 .
## G e n e r a t i o n o f t h e e x p o n e n t i a l F o u r i e r s e r i e s c o e f f i c i e n t s . ##
m = range(−mmax,mmax+1) # G e n e r a t e i n d e x e s
Cd, S = FCC . Sd_Calcula tor_const (m, d ,N) # C a l c u l a t e Cd v e c t o r s
f = f c * array (m)
i f load_type == 0 :
Z = FCC . ZCalc_inductive ( f , L , r )
e l i f load_type == 1 :
Z = FCC . ZCalc_LCFil ter ( f , L , r , Co , R)
e l i f load_type == 2 :
Z = FCC . ZCalc_LCFilter_BB ( f , L , r , Co , R , rb , Lb , Cb)
e lse :
print " I n c o r r e c t s e l e c t i o n f o r load type ! Assuming induct ive load . \n"
Z = FCC . ZCalc_inductive ( f , L , r )
Lambda_mat = FCC . Lambda_Matrix_Generator (Cd,N, Z)
eigv = r e a l ( e ig ( Lambda_mat ) [ 0 ] ) . min ( )
print e ig ( Lambda_mat ) [ 0 ]
tau = −C/eigv
print Lambda_mat
eigvm = r e a l ( e ig ( Lambda_mat ) [ 0 ] ) . max ( )
taum = −C/eigvm
LambdaR = 0 . 5 * ( Lambda_mat + Lambda_mat . T )
eigvE = r e a l ( e ig (LambdaR ) [ 0 ] ) . min ( )
tauE = −C/eigvE
print ’ Voltage time constant : ’ , tau , ’ s ’
print ’ Energy time constant : ’ , tauE , ’ s ’
print taum
print e ig ( Lambda_mat ) [ 0 ]
C.2.3 Time Constant Calculation: Modulated Duty Cycle Case
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from pylab import *
from sc ipy . s p e c i a l import j n
import FCCToolkit as FCC
# ##################################################################################
## F u l l a p p r o x i m a t i o n o f t h e N−C e l l FCC C o n v e r t e r r e b a l a n c i n g t ime c o n s t a n t , ##
## with t h e FCC o p e r a t i n g with modula t ed duty c y c l e . Th i s a p p r o x i m a t i o n i s ##
## v a l i d when : ##
## 1 . The m o d u l a t i o n f r e q u e n c y i s much l o w e r than t h e s w i t c h i n g f r e q u e n c y . ##
## 2 . The e x p o n e n t i a l F o u r i e r s e r i e s c o e f f i c i e n t s used h e r e d o e s not make ##
## a l l o w a n c e f o r r e f e r e n c e f u n c t i o n s more complex than a pure s i n u s o i d o f ##
## f r e q u e n c y f _ r , nor over−modula t ion , v i z . m_a > 1 . ##
## 3 . Al lowance i s made in t h i s c o d e f o r 3 t y p e s o f l oad , pure i n d u c t i v e ##
## ( with ESR ) , R e s i s t i v e l oad , wi th LC f i l t e r , and R e s i s t i v e l oad , wi th LC ##
## f i l t e r and a b a l a n c e b o o s t e r . However , t h e s o u r c e c o d e c o u l d be a d a p t e d ##
## f o r any o t h e r t y p e o f l o a d . ##
## ##
## Wim van d e r Merwe ##
## 2010 ##
# ##################################################################################
# ##################################################################################
## User d e f i n e d v a r i a b l e s . ##
# ##################################################################################
f c = 5e3 # S w i t c h i n g f r e q u e c y
f r = 50 # Modulat ion f r e q u e n c y
ma = 0 . 8 # Ampl i tu t e m o d u l a t i o n i n d e x
N = 5 # Number o f l e v e l s
C = 20e−6 # F l y i n g c a p a c i t o r [ F ]
L = 2 7 . 9 e−3 # F i l t e r i n d u c t o r [H]
r = 4 . 9 # F i l t e r i n d u c t o r ESR [Ohm]
Cf = 75e−6 # F i l t e r c a p a c i t o r [ F ]
R = 10 # Load r e s i s t a n c e [Ohm]
Rb = 2 # B a l a n c e b o o s t e r r e s i s t a n c e [Ohm]
# i n c l u d e b a l a n c e b o o s t e r c a p a c i t a n c e
# and i n d u c t a n c e ESR in t h i s v a l u e !
Cb = 4 . 7 e−6 # B a l a n c e b o o s t e r c a p a c i t a n c e [ F ]
Lb = 250e−6 # B a l a n c e b o o s t e r i n d u c t a n c e [H]
load_type = 3 # Load type , v a l i d v a l u e s a r e :
# 0 : Pure i n d u c t i v e l o a d e . g . i n d u c t i o n machine .
# 1 : R e s i s t i v e l oad , wi th LC f i l t e r .
# 2 : R e s i s t i v e l oad , wi th LC f i l t e r
# and b a l a n c e b o o s t e r .
# 3 : I n d u c t i v e l o a d with b a l a n c e b o o s t e r .
kmax = 20 # Maximum number o f harmonic s o f f r t o use
# in c a l c u l a t i o n s , s u g g e s t e d v a l u e i s 2 0 .
mmax = 10 # Maximum number o f harmonic s o f f c t o use
# in c a l c u l a t i o n s , s u g g e s t e d v a l u e i s 1 0 .
## G e n e r a t i o n o f t h e e x p o n e n t i a l F o u r i e r s e r i e s c o e f f i c i e n t s . ##
k = range(−kmax , kmax+1)
m = range(−mmax,mmax+1) # G e n e r a t e i n d e x e s
Cd = FCC . Sd_Calculator ( k ,m, ma,N) # C a l c u l a t e Cd v e c t o r s
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f , Cd = FCC . freq_base_change ( k ,m, fc , f r , Cd,N) # Change t h e f r e q u e c y b a s e
# o f t h e Cd v e c t o r s t o e n a b l e t h e c o n v o l u t i o n c a l c u l a t i o n .
i f load_type == 0 :
Z = FCC . ZCalc_inductive ( f , L , r )
e l i f load_type == 1 :
Z = FCC . ZCalc_LCFil ter ( f , L , r , C, R)
e l i f load_type == 2 :
Z = FCC . ZCalc_LCFilter_BB ( f , L , r , C, R , Rb , Lb , Cb)
e l i f load_type == 3 :
Z = FCC . ZCalc_inductive_BB ( f , L , r , Rb , Lb , Cb)
e lse :
print " I n c o r r e c t s e l e c t i o n f o r load type ! Assuming induct ive load . \n"
Z = FCC . ZCalc_inductive ( f , L , r )
Lambda_mat = FCC . Lambda_Matrix_Generator (Cd,N, Z)
eigv = r e a l ( e ig ( Lambda_mat ) [ 0 ] ) . min ( )
tau = −C/eigv
LambdaR = 0 . 5 * ( Lambda_mat + Lambda_mat . T )
eigvE = r e a l ( e ig (LambdaR ) [ 0 ] ) . min ( )
tauE = −C/eigvE
print ’ Voltage time constant : ’ , tau , ’ s ’
print ’ Energy time constant : ’ , tauE , ’ s ’
C.2.4 Balance Booster Design
from __future__ import d i v i s i o n
from pylab import *
# #############################################################
## Th i s program i s i n t e n d e d as a d e s i g n a i d f o r a b a l a n c e ##
## b o o s t e r . I t used t h e u s e r s u p p l i e d component v a l u e s o f ##
## t h e l o a d t o c r e a t e a p l o t o f Re {Z} vs Im {Z} a t t h e ##
## f r e q u e n c i e s o f i n t e r e s t . ##
## ##
## Wim vd Merwe ##
## 2009 ##
# #############################################################
# #############################################################
## User d e f i n e d v a r i a b l e s . ##
# #############################################################
L = 153e−6 # F i l t e r I n d u c t a n c e
C = 50e−6 # F i l t e r C a p a c i t a n c e
R =1e9 # Load r e s i s t a n c e
Lb = 210e−6 # B a l a n c e B o o s t e r I n d u c t a n c e
Cb = 3e2 # B a l a n c e b o o s t e r c a p a c i t a n c e
Rb = 2 # B a l a n c e b o o s t e r r e s i s t a n c e
r = 0 . 1 # ESR o f f i l t e r i n d u c t a n c e
f s = 5000 # s w i t c h i n g f r e q u e n c y
N = 2 # Number o f c e l l s .
## G e n e r a t e Load Curves ##
ws = arange ( 0 * pi * fs , 5 * pi * 2 * fs , 1 )
Zls = (R +r + 1 j *ws*L + 1 j *ws*C*R* r − ( ( ws ) * * 2 ) * C*R*L)/(1+1 j *ws*C*R)
Zb = (−(ws * * 2 ) * Lb*Cb + 1 j *ws*Cb*Rb + 1)/(1 j *ws*Cb)
Zt = ( Zls *Zb ) / (Zb + Zls )
## Summation Index ##
M = range ( 0 , 6 )
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i = range ( 0 , 6 ,N)
i . reverse ( )
for x in i :
M. pop ( x )
M = array (M)
wm = 2* pi * f s *M
Zlm = (R +r + 1 j *wm*L + 1 j *wm*C*R* r − ( (wm) * * 2 ) * C*R*L)/(1+1 j *wm*C*R)
Zbm = (−(wm* * 2 ) * Lb*Cb + 1 j *wm*Cb*Rb + 1)/(1 j *wm*Cb)
Ztm = (Zlm*Zbm) / (Zbm + Zlm)
## P l o t P a r a m e t r i c Curves ##
f i g = f i g u r e ( 1 )
ax = f i g . add_subplot ( 1 1 1 )
p l o t ( r e a l ( Zls ) , imag ( Zls ) )
p l o t ( r e a l ( Zt ) , imag ( Zt ) , ’ r ’ )
p l o t ( r e a l (Zlm ) , imag (Zlm ) , ’ ob ’ )
p l o t ( r e a l (Ztm ) , imag (Ztm ) , ’ or ’ )
ax . annotate ( ’ $ f_s$ ’ , s i z e = ’ x−l a r g e ’ , xy =( r e a l (Zlm [ 0 ] ) , imag (Zlm [ 0 ] ) ) ,
xycoords= ’ data ’ ,
x y t ex t =(50 , −30) , t e x t c o o r d s= ’ o f f s e t points ’ ,
arrowprops= d i c t ( arrowstyle="−>" )
)
ax . annotate ( ’ $3 f_s$ ’ , s i z e = ’ x−l a r g e ’ , xy =( r e a l (Zlm [ 1 ] ) , imag (Zlm [ 1 ] ) ) ,
xycoords= ’ data ’ ,
x y t ex t =(50 , 1 0 ) , t e x t c o o r d s= ’ o f f s e t points ’ ,
arrowprops= d i c t ( arrowstyle="−>" )
)
ax . annotate ( ’ $5 f_s$ ’ , s i z e = ’ x−l a r g e ’ , xy =( r e a l (Zlm [ 2 ] ) , imag (Zlm [ 2 ] ) ) ,
xycoords= ’ data ’ ,
x y t ex t =(50 , −30) , t e x t c o o r d s= ’ o f f s e t points ’ ,
arrowprops= d i c t ( arrowstyle="−>" )
)
ax . annotate ( ’ $ f_s$ ’ , s i z e = ’ x−l a r g e ’ , xy =( r e a l (Ztm [ 0 ] ) , imag (Ztm [ 0 ] ) ) ,
xycoords= ’ data ’ ,
x y t ex t =(50 , −10) , t e x t c o o r d s= ’ o f f s e t points ’ ,
arrowprops= d i c t ( arrowstyle="−>" )
)
ax . annotate ( ’ $3 f_s$ ’ , s i z e = ’ x−l a r g e ’ , xy =( r e a l (Ztm [ 1 ] ) , imag (Ztm [ 1 ] ) ) ,
xycoords= ’ data ’ ,
x y t ex t =(50 , −10) , t e x t c o o r d s= ’ o f f s e t points ’ ,
arrowprops= d i c t ( arrowstyle="−>" )
)
ax . annotate ( ’ $5 f_s$ ’ , s i z e = ’ x−l a r g e ’ , xy =( r e a l (Ztm [ 2 ] ) , imag (Ztm [ 2 ] ) ) ,
xycoords= ’ data ’ ,
x y t ex t =(50 , −20) , t e x t c o o r d s= ’ o f f s e t points ’ ,
arrowprops= d i c t ( arrowstyle="−>" )
)
gr id (1 <2)
legend ( ( ’ Load ’ , ’ Load with Balance Booster ’ ) , l o c =1)
x l a b e l ( ’ Real Part of Z ’ ) . s e t _ s i z e ( ’ l a r g e ’ )
y l a b e l ( ’ Imaginary part of Z ’ ) . s e t _ s i z e ( ’ l a r g e ’ )
# a x i s ( [ −0 .2 ,7 , −5 ,28] )
show ( )
Appendix D
Practical Hardware
Several similar power electronic cells were used for the measurements of both the
ISOP and the SISO DC-DC converters. A circuit diagram of the converter is shown
in Fig. D.1. Although the cell consists of two back-to-back DC-DC converters the
DC bus is accessible. The first full bridge converter was kept in the off state for
all tests. The cell specifications are indicated in Table D.1 and a photograph of the
converter is shown in Fig. D.2.
Figure D.1: Circuit diagram of the converter
Table D.1: Cell parameters
Rated Power 3.5 kW Rated DC bus voltage 800 V
Transformer insulation rating 8 kV Output voltage 800 V
DC bus capacitance 100 µF Filter inductor 2.2 mH
Switching frequency 15 - 35 kHz
The FCC used for the measurements is located at Ghent University in Belgium.
A photograph is shown in Fig. D.3. The specifications of the converter are listed in
Table D.2.
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Figure D.2: Photograph of the converter
Table D.2: Practical FCC parameters
C 94 µF C f 50 µF
L 2.2 mH fs 3 kHz
rdc 0.75 Ω r75kHz 8 Ω
Rlarge 8 Ω Rsmall 32 Ω
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Figure D.3: Photograph of the FCC converter
Appendix E
Rebalancing Time Constant
Reference Tables
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Table E.1: Rebalancing time constant, 3-cell case with constant duty cycle
duty cycle τr duty cycle τr
0.0 ∞ 0.5 129.60155076
0.01 91550.2755705 0.51 129.694887221
0.02 23199.907582 0.52 129.975866199
0.03 10473.0745829 0.53 130.446826151
0.04 5984.50356719 0.54 131.111916755
0.05 3892.11191018 0.55 131.977138125
0.06 2747.38358213 0.56 133.05015849
0.07 2052.28024805 0.57 134.341091674
0.08 1598.06177244 0.58 135.862043249
0.09 1284.55169173 0.59 137.62796563
0.1 1058.84704846 0.6 139.65684237
0.11 890.798601697 0.61 141.969896724
0.12 762.208524969 0.62 144.59294677
0.13 661.557584252 0.63 147.556127783
0.14 581.254289968 0.64 150.895942452
0.15 516.137037293 0.65 154.655798055
0.16 462.58910595 0.66 158.887598214
0.17 418.017513891 0.67 163.654722262
0.18 380.522849626 0.68 169.022361667
0.19 348.686425073 0.69 175.053416599
0.2 321.432821202 0.7 181.820290042
0.21 297.93324778 0.71 189.410165925
0.22 277.541433998 0.72 197.926356655
0.23 259.747278676 0.73 207.492892842
0.24 244.143638422 0.74 218.258551263
0.25 230.402813887 0.75 230.402813887
0.26 218.258551263 0.76 244.143638422
0.27 207.492892842 0.77 259.747278676
0.28 197.926356655 0.78 277.541433998
0.29 189.410165925 0.79 297.93324778
0.3 181.820290042 0.8 321.432821202
0.31 175.053416599 0.81 348.686425073
0.32 169.022361667 0.82 380.522849626
0.33 163.654722262 0.83 418.017513891
0.34 158.887598214 0.84 462.58910595
0.35 154.655798055 0.85 516.137037293
0.36 150.895942452 0.86 581.254289968
0.37 147.556127783 0.87 661.557584251
0.38 144.59294677 0.88 762.208524969
0.39 141.969896724 0.89 890.798601697
0.4 139.65684237 0.9 1058.84704846
0.41 137.62796563 0.91 1284.55169173
0.42 135.862043249 0.92 1598.06177244
0.43 134.341091674 0.93 2052.28024805
0.44 133.05015849 0.94 2747.38358213
0.45 131.977138125 0.95 3892.11191018
0.46 131.111916755 0.96 5984.50356719
0.47 130.446826151 0.97 10473.0745829
0.48 129.975866199 0.98 23199.907582
0.49 129.694887221 0.99 91550.2755705
1.0 ∞
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Table E.2: Rebalancing time constant, 4-cell case with constant duty cycle
duty cycle τ˘ duty cycle τ˘
0.0 ∞ 0.5 ∞
0.01 163302.448374 0.51 82540.8148652
0.02 41493.0147207 0.52 21181.8079956
0.03 18793.6100245 0.53 9713.98112583
0.04 10777.3918739 0.54 5647.5404669
0.05 7036.39350199 0.55 3743.37886168
0.06 4987.7543583 0.56 2697.63473719
0.07 3742.75426941 0.57 2060.78028298
0.08 2928.79937092 0.58 1644.04806176
0.09 2366.87004481 0.59 1356.48299402
0.1 1962.42373679 0.6 1150.01912113
0.11 1661.53935462 0.61 997.180416377
0.12 1431.65343445 0.62 881.361209256
0.13 1252.16807659 0.63 792.0651536
0.14 1109.49522908 0.64 722.36344666
0.15 994.418859254 0.65 667.581481356
0.16 900.48812582 0.66 624.4601517
0.17 823.095015554 0.67 590.696048519
0.18 758.893152954 0.68 564.647980043
0.19 705.401211883 0.69 545.125906085
0.2 660.78349069 0.7 531.295069644
0.21 623.662492918 0.71 522.570650366
0.22 593.022192534 0.72 518.580178906
0.23 568.139644249 0.73 519.13535839
0.24 548.52008696 0.74 524.197048924
0.25 533.91921658 0.75 533.91921658
0.26 524.197048924 0.76 548.52008696
0.27 519.13535839 0.77 568.139644249
0.28 518.580178906 0.78 593.022192534
0.29 522.570650366 0.79 623.662492918
0.3 531.295069644 0.8 660.78349069
0.31 545.125906085 0.81 705.401211883
0.32 564.647980043 0.82 758.893152954
0.33 590.696048519 0.83 823.095015554
0.34 624.4601517 0.84 900.48812582
0.35 667.581481356 0.85 994.418859253
0.36 722.363446659 0.86 1109.49522908
0.37 792.065153601 0.87 1252.16807659
0.38 881.361209256 0.88 1431.65343445
0.39 997.180416378 0.89 1661.53935462
0.4 1150.01912113 0.9 1962.42373679
0.41 1356.48299402 0.91 2366.87004481
0.42 1644.04806176 0.92 2928.79937092
0.43 2060.78028298 0.93 3742.75426941
0.44 2697.63473719 0.94 4987.7543583
0.45 3743.37886168 0.95 7036.39350199
0.46 5647.5404669 0.96 10777.3918739
0.47 9713.98112582 0.97 18793.6100245
0.48 21181.8079957 0.98 41493.0147206
0.49 82540.8148652 0.99 163302.448374
1.0 ∞
APPENDIX E. REBALANCING TIME CONSTANT REFERENCE TABLES 240
Table E.3: Rebalancing time constant, 5-cell case with constant duty cycle
duty cycle τr duty cycle τr
0.0 ∞ 0.5 5118.38283232
0.01 256082.941764 0.51 5066.6447661
0.02 65264.5556558 0.52 4917.61898497
0.03 29670.3710291 0.53 4688.14202572
0.04 17082.6773318 0.54 4401.3110455
0.05 11201.5126442 0.55 4081.27044542
0.06 7977.72436331 0.56 3749.44176099
0.07 6017.13436367 0.57 3422.30096754
0.08 4734.94661345 0.58 3111.0344678
0.09 3849.87686551 0.59 2822.36457895
0.1 3213.38289387 0.6 2559.25761359
0.11 2740.6708657 0.61 2323.22058268
0.12 2380.53678028 0.62 2115.44737586
0.13 2100.62696049 0.63 1935.34616476
0.14 1879.59853254 0.64 1780.65952537
0.15 1703.05380807 0.65 1648.70321436
0.16 1560.95333835 0.66 1536.7186836
0.17 1446.21424032 0.67 1442.1684665
0.18 1353.81266557 0.68 1362.86517494
0.19 1280.12724715 0.69 1296.93318501
0.2 1222.73726569 0.7 1242.86815681
0.21 1179.7388018 0.71 1199.45887284
0.22 1149.13852115 0.72 1165.78358002
0.23 1129.27835674 0.73 1141.19729594
0.24 1119.09534717 0.74 1125.28057075
0.25 1117.88530711 0.75 1117.88530711
0.26 1125.28057075 0.76 1119.09534717
0.27 1141.19729594 0.77 1129.27835674
0.28 1165.78358002 0.78 1149.13852115
0.29 1199.45887284 0.79 1179.7388018
0.3 1242.86815681 0.8 1222.73726569
0.31 1296.93318501 0.81 1280.12724715
0.32 1362.86517494 0.82 1353.81266557
0.33 1442.1684665 0.83 1446.21424032
0.34 1536.7186836 0.84 1560.95333835
0.35 1648.70321436 0.85 1703.05380807
0.36 1780.65952537 0.86 1879.59853254
0.37 1935.34616476 0.87 2100.62696049
0.38 2115.44737586 0.88 2380.53678028
0.39 2323.22058268 0.89 2740.6708657
0.4 2559.25761359 0.9 3213.38289387
0.41 2822.36457895 0.91 3849.87686552
0.42 3111.0344678 0.92 4734.94661345
0.43 3422.30096754 0.93 6017.13436367
0.44 3749.44176099 0.94 7977.7243633
0.45 4081.27044543 0.95 11201.5126442
0.46 4401.31104549 0.96 17082.6773318
0.47 4688.14202572 0.97 29670.3710291
0.48 4917.61898498 0.98 65264.5556558
0.49 5066.64476611 0.99 256082.941764
1.0 ∞
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Table E.4: Rebalancing time constant, 6-cell case with constant duty cycle
duty cycle τr duty cycle τr
0.0 ∞ 0.5 ∞
0.01 370008.043288 0.51 186742.286939
0.02 94634.2991477 0.52 48433.0608238
0.03 43193.3991729 0.53 22568.0363882
0.04 24976.0546787 0.54 13424.3610886
0.05 16456.3054789 0.55 9193.58915857
0.06 11782.210845 0.56 6943.98125617
0.07 8939.16872184 0.57 5683.88666671
0.08 7080.68051626 0.58 5025.9758712
0.09 5799.7661278 0.59 4830.22238114
0.1 4881.48779805 0.6 5090.98506107
0.11 4203.0862404 0.61 5922.29771609
0.12 3690.88096123 0.62 7653.48803452
0.13 3298.38297822 0.63 11199.2693784
0.14 2995.55777249 0.64 19541.5601271
0.15 2762.72351995 0.65 46898.6992896
0.16 2587.12636209 0.66 280654.854424
0.17 2461.48154085 0.67 1114777.2151
0.18 2380.71291017 0.68 71940.3272866
0.19 2340.72153698 0.69 24816.5680142
0.2 2340.59233018 0.7 12967.90064
0.21 2383.05802616 0.71 8245.69412467
0.22 2474.73719127 0.72 5896.47662484
0.23 2627.97010584 0.73 4564.44852905
0.24 2863.32575825 0.74 3745.57685226
0.25 3215.69133066 0.75 3215.69133066
0.26 3745.57685226 0.76 2863.32575825
0.27 4564.44852905 0.77 2627.97010584
0.28 5896.47662484 0.78 2474.73719127
0.29 8245.69412466 0.79 2383.05802616
0.3 12967.90064 0.8 2340.59233018
0.31 24816.5680141 0.81 2340.72153698
0.32 71940.3272863 0.82 2380.71291017
0.33 1114777.21501 0.83 2461.48154085
0.34 280654.854416 0.84 2587.12636209
0.35 46898.6992898 0.85 2762.72351994
0.36 19541.5601271 0.86 2995.55777249
0.37 11199.2693784 0.87 3298.38297822
0.38 7653.48803454 0.88 3690.88096123
0.39 5922.29771607 0.89 4203.0862404
0.4 5090.98506106 0.9 4881.48779805
0.41 4830.22238114 0.91 5799.7661278
0.42 5025.9758712 0.92 7080.68051626
0.43 5683.8866667 0.93 8939.16872184
0.44 6943.98125616 0.94 11782.210845
0.45 9193.58915858 0.95 16456.3054789
0.46 13424.3610887 0.96 24976.0546787
0.47 22568.0363883 0.97 43193.3991729
0.48 48433.0608237 0.98 94634.2991478
0.49 186742.286936 0.99 370008.043288
1.0 ∞
APPENDIX E. REBALANCING TIME CONSTANT REFERENCE TABLES 242
Table E.5: Rebalancing time constant, 7-cell case with constant duty cycle
duty cycle τr duty cycle τr
0.0 ∞ 0.5 40447.3567536
0.01 505521.444226 0.51 36477.2295619
0.02 129734.177741 0.52 28331.9775919
0.03 59461.4119058 0.53 20932.7153093
0.04 34541.9124631 0.54 15674.9165035
0.05 22878.0979776 0.55 12219.2672063
0.06 16476.5412592 0.56 10010.5523228
0.07 12584.5378177 0.57 8641.33433847
0.08 10044.6772056 0.58 7861.70723387
0.09 8300.42625776 0.59 7523.23807321
0.1 7058.41969096 0.6 7532.32508463
0.11 6151.43473508 0.61 7837.87067161
0.12 5480.37347623 0.62 8423.45570023
0.13 4983.83963781 0.63 9298.98235958
0.14 4624.77424076 0.64 10488.5658431
0.15 4381.13933663 0.65 12008.1550852
0.16 4235.22395966 0.66 13821.9777574
0.17 4173.96826453 0.67 15756.2521834
0.18 4192.61128686 0.68 17415.3266062
0.19 4292.58902756 0.69 18203.7187563
0.2 4481.70396025 0.7 17663.2491249
0.21 4775.13343043 0.71 15877.6372103
0.22 5196.80812552 0.72 13448.0014752
0.23 5783.40720619 0.73 11085.9323391
0.24 6587.1116838 0.74 9154.06246974
0.25 7680.84477858 0.75 7680.84477858
0.26 9154.06246973 0.76 6587.1116838
0.27 11085.9323391 0.77 5783.40720619
0.28 13448.0014752 0.78 5196.80812551
0.29 15877.6372102 0.79 4775.13343043
0.3 17663.2491249 0.8 4481.70396025
0.31 18203.7187563 0.81 4292.58902756
0.32 17415.3266063 0.82 4192.61128685
0.33 15756.2521834 0.83 4173.96826453
0.34 13821.9777574 0.84 4235.22395966
0.35 12008.1550852 0.85 4381.13933663
0.36 10488.5658431 0.86 4624.77424076
0.37 9298.98235958 0.87 4983.83963781
0.38 8423.45570021 0.88 5480.37347623
0.39 7837.8706716 0.89 6151.43473508
0.4 7532.32508462 0.9 7058.41969096
0.41 7523.2380732 0.91 8300.42625776
0.42 7861.70723387 0.92 10044.6772056
0.43 8641.33433846 0.93 12584.5378177
0.44 10010.5523228 0.94 16476.5412592
0.45 12219.2672063 0.95 22878.0979776
0.46 15674.9165036 0.96 34541.9124631
0.47 20932.7153091 0.97 59461.4119059
0.48 28331.9775919 0.98 129734.177741
0.49 36477.2295618 0.99 505521.444226
1.0 ∞
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Table E.6: Rebalancing time constant, 8-cell case with constant duty cycle
duty cycle τr duty cycle τr
0.0 ∞ 0.5 ∞
0.01 663176.972957 0.51 335193.602189
0.02 170703.931196 0.52 87997.7403417
0.03 78581.3419906 0.53 41804.9654663
0.04 45874.06331 0.54 25528.8276641
0.05 30555.2426817 0.55 18101.3703657
0.06 22150.3469989 0.56 14298.5940964
0.07 17046.9823805 0.57 12368.5990496
0.08 13729.5562794 0.58 11648.6268777
0.09 11467.7715668 0.59 11924.9749738
0.1 9879.93803347 0.6 13242.1755147
0.11 8750.9301435 0.61 15864.5713443
0.12 7958.25102271 0.62 20237.1021938
0.13 7435.01234643 0.63 26572.4404152
0.14 7137.59728103 0.64 33850.8919156
0.15 7038.93411001 0.65 38995.725991
0.16 7140.64447513 0.66 38704.3784537
0.17 7478.23850387 0.67 33744.7220265
0.18 8135.74901572 0.68 27687.8165145
0.19 9293.72557045 0.69 22854.3053773
0.2 11339.1737921 0.7 20113.3240388
0.21 15203.8271085 0.71 20351.5007838
0.22 23580.5936248 0.72 26304.0478304
0.23 47170.702011 0.73 48509.3415823
0.24 172684.217591 0.74 173232.599262
0.25 ∞ 0.75 ∞
0.26 173232.599264 0.76 172684.217593
0.27 48509.3415824 0.77 47170.7020111
0.28 26304.0478304 0.78 23580.5936248
0.29 20351.5007839 0.79 15203.8271085
0.3 20113.3240389 0.8 11339.1737921
0.31 22854.3053774 0.81 9293.72557045
0.32 27687.8165145 0.82 8135.74901572
0.33 33744.7220264 0.83 7478.23850387
0.34 38704.3784537 0.84 7140.64447512
0.35 38995.7259911 0.85 7038.93411001
0.36 33850.8919157 0.86 7137.59728103
0.37 26572.4404152 0.87 7435.01234643
0.38 20237.1021938 0.88 7958.25102272
0.39 15864.5713443 0.89 8750.9301435
0.4 13242.1755147 0.9 9879.93803347
0.41 11924.9749738 0.91 11467.7715668
0.42 11648.6268777 0.92 13729.5562794
0.43 12368.5990497 0.93 17046.9823805
0.44 14298.5940964 0.94 22150.3469989
0.45 18101.3703657 0.95 30555.2426816
0.46 25528.8276641 0.96 45874.06331
0.47 41804.9654663 0.97 78581.3419905
0.48 87997.7403416 0.98 170703.931196
0.49 335193.602189 0.99 663176.972956
1.0 ∞
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Table E.7: Rebalancing time constant, 2-cell case with modulated duty cycle
modulation index tildeτr modulation index τ˜r
0.0 48.0077330542 0.5 65.661146454
0.01 48.0146436308 0.51 66.4480245667
0.02 48.0353657682 0.52 67.2578024824
0.03 48.0698711364 0.53 68.0909614178
0.04 48.1181139855 0.54 68.9479888686
0.05 48.1800332765 0.55 69.8293788737
0.06 48.2555555263 0.56 70.735632199
0.07 48.3445982404 0.57 71.6672563032
0.08 48.4470737766 0.58 72.6247649437
0.09 48.5628934708 0.59 73.6086772897
0.1 48.6919718417 0.6 74.6195164278
0.11 48.8342306959 0.61 75.657807172
0.12 48.9896029625 0.62 76.7240731258
0.13 49.1580361057 0.63 77.8188329851
0.14 49.3394949896 0.64 78.9425961099
0.15 49.5339641026 0.65 80.0958574345
0.16 49.741449087 0.66 81.279091821
0.17 49.9619775561 0.67 82.4927479835
0.18 50.1955992222 0.68 83.737242128
0.19 50.4423853967 0.69 85.012951449
0.2 50.7024279519 0.7 86.3202076104
0.21 50.9758378644 0.71 87.6592903046
0.22 51.2627434729 0.72 89.0304209382
0.23 51.5632885962 0.73 90.4337564345
0.24 51.8776306528 0.74 91.8693830755
0.25 52.2059389174 0.75 93.3373102379
0.26 52.5483930289 0.76 94.8374638068
0.27 52.9051818427 0.77 96.369678997
0.28 53.2765026883 0.78 97.9336922667
0.29 53.6625610622 0.79 99.5291319882
0.3 54.0635707521 0.8 101.15550755
0.31 54.4797543576 0.81 102.812196602
0.32 54.9113441417 0.82 104.498430234
0.33 55.3585831285 0.83 106.213275982
0.34 55.8217263434 0.84 107.955618696
0.35 56.3010420855 0.85 109.72413948
0.36 56.7968131225 0.86 111.517293096
0.37 57.3093377052 0.87 113.333284417
0.38 57.8389303182 0.88 115.170044711
0.39 58.3859221015 0.89 117.025208722
0.4 58.950660907 0.9 118.896093651
0.41 59.5335109824 0.91 120.77968124
0.42 60.1348523048 0.92 122.672604225
0.43 60.7550796104 0.93 124.571138371
0.44 61.3946011944 0.94 126.471201235
0.45 62.0538375669 0.95 128.368358603
0.46 62.7332200635 0.96 130.257839294
0.47 63.4331895066 0.97 132.134558731
0.48 64.1541950086 0.98 133.993151263
0.49 64.8966929885 0.99 135.828010863
1.0 137.633339393
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Table E.8: Rebalancing time constant, 3-cell case with modulated duty cycle
modulation index τ˜r modulation index τ˜r
0.0 129.617415418 0.5 166.601653783
0.01 129.628944145 0.51 168.430650868
0.02 129.663554279 0.52 170.320514314
0.03 129.721316741 0.53 172.272535457
0.04 129.802346675 0.54 174.288030801
0.05 129.906799146 0.55 176.368340192
0.06 130.034863662 0.56 178.514825001
0.07 130.186758008 0.57 180.728866322
0.08 130.362721941 0.58 183.011863043
0.09 130.563011346 0.59 185.365229592
0.1 130.787893374 0.6 187.790393079
0.11 131.037643061 0.61 190.288789492
0.12 131.312541795 0.62 192.86185862
0.13 131.612877838 0.63 195.511037372
0.14 131.938948984 0.64 198.237751233
0.15 132.291067219 0.65 201.043403686
0.16 132.669565128 0.66 203.929363548
0.17 133.07480362 0.67 206.896950285
0.18 133.507180431 0.68 209.947417512
0.19 133.967138812 0.69 213.081934966
0.2 134.455175744 0.7 216.301569342
0.21 134.971849091 0.71 219.607264395
0.22 135.517783113 0.72 222.999820675
0.23 136.093671921 0.73 226.479875202
0.24 136.700280567 0.74 230.04788121
0.25 137.33844363 0.75 233.704087913
0.26 138.009061348 0.76 237.448519989
0.27 138.7130935 0.77 241.280956262
0.28 139.451551397 0.78 245.200906768
0.29 140.225488475 0.79 249.207587242
0.3 141.035990047 0.8 253.299889893
0.31 141.884162852 0.81 257.476349333
0.32 142.771124991 0.82 261.735102583
0.33 143.697996841 0.83 266.073842349
0.34 144.665893416 0.84 270.489763108
0.35 145.675918554 0.85 274.979500088
0.36 146.729161159 0.86 279.539061844
0.37 147.826693589 0.87 284.163757886
0.38 148.969572109 0.88 288.848123577
0.39 150.158839242 0.89 293.585845275
0.4 151.395527671 0.9 298.369689384
0.41 152.680665325 0.91 303.191439529
0.42 154.015281188 0.92 308.041846383
0.43 155.400411373 0.93 312.910594771
0.44 156.837105034 0.94 317.786292408
0.45 158.326429739 0.95 322.656484076
0.46 159.869475992 0.96 327.507694135
0.47 161.46736073 0.97 332.325499063
0.48 163.121229691 0.98 337.094630258
0.49 164.832258672 0.99 341.799105774
1.0 346.422387999
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Table E.9: Rebalancing time constant, 4-cell case with modulated duty cycle
modulation index τ˜r modulation index τ˜r
0.0 ∞ 0.5 671.685655706
0.01 686407.272295 0.51 665.373480656
0.02 171967.634081 0.52 660.017367798
0.03 76699.8574062 0.53 655.573304936
0.04 43354.7579363 0.54 652.000347969
0.05 27919.2489025 0.55 649.260380453
0.06 19532.9732393 0.56 647.317982634
0.07 14474.7299046 0.57 646.140386876
0.08 11190.1486148 0.58 645.697496382
0.09 8936.68134976 0.59 645.961944503
0.1 7323.25587852 0.6 646.909172775
0.11 6128.02123375 0.61 648.517507344
0.12 5217.53038361 0.62 650.768215607
0.13 4507.6153303 0.63 653.645527773
0.14 3943.06892084 0.64 657.136611644
0.15 3486.46855025 0.65 661.231493032
0.16 3111.72575144 0.66 665.922918731
0.17 2800.2082377 0.67 671.206163514
0.18 2538.32516881 0.68 677.078786984
0.19 2315.97691398 0.69 683.54034983
0.2 2125.53279388 0.7 690.592101962
0.21 1961.14085074 0.71 698.236656746
0.22 1818.25192649 0.72 706.477666004
0.23 1693.28533246 0.73 715.319509539
0.24 1583.39005453 0.74 724.767010551
0.25 1486.27165426 0.75 734.825184647
0.26 1400.06512807 0.76 745.499025293
0.27 1323.24041648 0.77 756.793322733
0.28 1254.53143165 0.78 768.71250702
0.29 1192.88223388 0.79 781.260499166
0.3 1137.40584729 0.8 794.44054813
0.31 1087.35247721 0.81 808.255025829
0.32 1042.08477553 0.82 822.705148392
0.33 1001.05842368 0.83 837.790589853
0.34 963.806748879 0.84 853.508955183
0.35 929.928411835 0.85 869.855083353
0.36 899.077442547 0.86 886.820158418
0.37 870.955077139 0.87 904.390617653
0.38 845.30298258 0.88 922.546860473
0.39 821.897557879 0.89 941.261780112
0.4 800.545078668 0.9 960.499161182
0.41 781.0775125 0.91 980.212009572
0.42 763.348878667 0.92 1000.34090515
0.43 747.232061602 0.93 1020.8124908
0.44 732.61601328 0.94 1041.53823066
0.45 719.403298867 0.95 1062.41358355
0.46 707.507952904 0.96 1083.31773992
0.47 696.853621564 0.97 1104.11406055
0.48 687.371971228 0.98 1124.65132745
0.49 679.001345811 0.99 1144.76587311
1.0 1164.2845921
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Table E.10: Rebalancing time constant, 5-cell case with modulated duty cycle
modulation index τ˜r modulation index τ˜r
0.0 5139.63832758 0.5 1529.23223806
0.01 5133.09385748 0.51 1509.15633105
0.02 5113.56186571 0.52 1490.87532717
0.03 5081.34243098 0.53 1474.34888734
0.04 5036.92211717 0.54 1459.54259688
0.05 4980.95481856 0.55 1446.42720104
0.06 4914.23716584 0.56 1434.97785335
0.07 4837.68035424 0.57 1425.17339781
0.08 4752.28034808 0.58 1416.99570236
0.09 4659.08829541 0.59 1410.42905688
0.1 4559.18269539 0.6 1405.45964583
0.11 4453.64446488 0.61 1402.07510196
0.12 4343.5356159 0.62 1400.26414504
0.13 4229.88184306 0.63 1400.01630711
0.14 4113.65897458 0.64 1401.32174368
0.15 3995.78298597 0.65 1404.17112917
0.16 3877.10311992 0.66 1408.55563295
0.17 3758.397589 0.67 1414.46697135
0.18 3640.37134404 0.68 1421.89752919
0.19 3523.65544537 0.69 1430.84054272
0.2 3408.80765596 0.7 1441.29033311
0.21 3296.31396465 0.71 1453.24257728
0.22 3186.59082978 0.72 1466.69459903
0.23 3079.98799983 0.73 1481.64565963
0.24 2976.79181457 0.74 1498.09722306
0.25 2877.22891793 0.75 1516.05316636
0.26 2781.47032526 0.76 1535.51990158
0.27 2689.63578865 0.77 1556.5063719
0.28 2601.7983975 0.78 1579.02388115
0.29 2517.98934421 0.79 1603.08571419
0.3 2438.20277828 0.8 1628.70650416
0.31 2362.40066887 0.81 1655.90130378
0.32 2290.51759723 0.82 1684.68432008
0.33 2222.46540534 0.83 1715.06727676
0.34 2158.13763579 0.84 1747.05737579
0.35 2097.4137084 0.85 1780.65484016
0.36 2040.16279068 0.86 1815.85003406
0.37 1986.24733111 0.87 1852.62017535
0.38 1935.52623479 0.88 1890.9256792
0.39 1887.85767074 0.89 1930.70620166
0.4 1843.10150807 0.9 1971.87648808
0.41 1801.12138491 0.91 2014.32217366
0.42 1761.78641938 0.92 2057.89573027
0.43 1724.97257607 0.93 2102.41280325
0.44 1690.56370519 0.94 2147.64922888
0.45 1658.4522748 0.95 2193.33906214
0.46 1628.53981926 0.96 2239.17396673
0.47 1600.73712978 0.97 2284.80431575
0.48 1574.96421534 0.98 2329.84231255
0.49 1551.15006423 0.99 2373.8673596
1.0 2416.43377454
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Table E.11: Rebalancing time constant, 6-cell case with modulated duty cycle
modulation index τ˜r modulation index τ˜r
0.0 ∞ 0.5 4305.81466591
0.01 1558413.93143 0.51 4182.9125392
0.02 390845.834976 0.52 4063.33824535
0.03 174630.490087 0.53 3948.25020955
0.04 98956.332834 0.54 3838.51726216
0.05 63931.4481559 0.55 3734.76790616
0.06 44907.2651051 0.56 3637.43613077
0.07 33438.2366076 0.57 3546.80154456
0.08 25996.6693175 0.58 3463.0231127
0.09 20897.4046658 0.59 3386.16671374
0.1 17253.022716 0.6 3316.22722047
0.11 14560.203417 0.61 3253.14599406
0.12 12516.3101794 0.62 3196.82467822
0.13 10930.59917 0.63 3147.13607804
0.14 9678.11281423 0.64 3103.93276809
0.15 8674.32196001 0.65 3067.05393325
0.16 7860.49363429 0.66 3036.33082513
0.17 7194.89614177 0.67 3011.59112388
0.18 6647.3227508 0.68 2992.66242875
0.19 6195.57328766 0.69 2979.37505782
0.2 5823.12741753 0.7 2971.56430913
0.21 5517.56178429 0.71 2969.07231691
0.22 5269.44034318 0.72 2971.74962014
0.23 5071.50955137 0.73 2979.45654336
0.24 4918.09174494 0.74 2992.06446663
0.25 4804.60916286 0.75 3009.45703247
0.26 4727.19728175 0.76 3031.53130153
0.27 4682.38415078 0.77 3058.19882664
0.28 4666.82438189 0.78 3089.38656862
0.29 4677.08357046 0.79 3125.03752913
0.3 4709.4727291 0.8 3165.11093003
0.31 4759.9348568 0.81 3209.58172722
0.32 4823.98866433 0.82 3258.43921422
0.33 4896.73771983 0.83 3311.68444947
0.34 4972.95486055 0.84 3369.3262337
0.35 5047.24862494 0.85 3431.37537275
0.36 5114.30855099 0.86 3497.83698872
0.37 5169.21000499 0.87 3568.70069224
0.38 5207.74084299 0.88 3643.92850501
0.39 5226.69847975 0.89 3723.44053256
0.4 5224.10371903 0.9 3807.09854019
0.41 5199.2903738 0.91 3894.68779139
0.42 5152.85475873 0.92 3985.89777531
0.43 5086.47867333 0.93 4080.30278183
0.44 5002.66379126 0.94 4177.34366893
0.45 4904.42738856 0.95 4276.31257985
0.46 4795.00747336 0.96 4376.34274922
0.47 4677.61311279 0.97 4476.40580183
0.48 4555.23907004 0.98 4575.31897848
0.49 4430.54829459 0.99 4671.76439449
1.0 4764.32164267
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Table E.12: Rebalancing time constant, 7-cell case with modulated duty cycle
modulation index τ˜r modulation index τ˜r
0.0 40737.3233199 0.5 8154.11327543
0.01 40204.1795171 0.51 8005.43966697
0.02 38687.6343438 0.52 7845.30108486
0.03 36406.3597715 0.53 7677.00794148
0.04 33643.5224781 0.54 7503.67328929
0.05 30673.2162027 0.55 7328.13173626
0.06 27713.4482263 0.56 7152.89626872
0.07 24911.1622934 0.57 6980.14533615
0.08 22349.232281 0.58 6811.73166763
0.09 20062.6166221 0.59 6649.20488165
0.1 18054.9824766 0.6 6493.84137738
0.11 16311.9650227 0.61 6346.67671987
0.12 14810.3422184 0.62 6208.53738281
0.13 13523.772073 0.63 6080.07008375
0.14 12426.068206 0.64 5961.76796007
0.15 11492.8759264 0.65 5853.99349837
0.16 10702.3813267 0.66 5756.99850375
0.17 10035.4738573 0.67 5670.94155337
0.18 9475.62482725 0.68 5595.90339802
0.19 9008.63787703 0.69 5531.90071781
0.2 8622.35971256 0.7 5478.89855007
0.21 8306.39755349 0.71 5436.82161896
0.22 8051.86439213 0.72 5405.56472068
0.23 7851.15815065 0.73 5385.00226043
0.24 7697.77244838 0.74 5374.99699396
0.25 7586.1326943 0.75 5375.40799138
0.26 7511.45010162 0.76 5386.09780737
0.27 7469.5868631 0.77 5406.93880293
0.28 7456.92727498 0.78 5437.818516
0.29 7470.25147372 0.79 5478.64391974
0.3 7506.61034547 0.8 5529.34433872
0.31 7563.20200322 0.81 5589.87271739
0.32 7637.25205608 0.82 5660.20485789
0.33 7725.90179929 0.83 5740.33616989
0.34 7826.1104403 0.84 5830.27541329
0.35 7934.57939255 0.85 5930.03487173
0.36 8047.70815054 0.86 6039.61638324
0.37 8161.59172754 0.87 6158.99268581
0.38 8272.06837765 0.88 6288.08362906
0.39 8374.82269283 0.89 6426.72698039
0.4 8465.54289095 0.9 6574.64384606
0.41 8540.12264747 0.91 6731.39916633
0.42 8594.8885642 0.92 6896.35836525
0.43 8626.82655143 0.93 7068.642059
0.44 8633.77654881 0.94 7247.08175026
0.45 8614.56703402 0.95 7430.18059987
0.46 8569.06904401 0.96 7616.08454293
0.47 8498.16237908 0.97 7802.56997281
0.48 8403.62111042 0.98 7987.05463174
0.49 8287.93781359 0.99 8166.63783427
1.0 8338.17435398
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Table E.13: Rebalancing time constant, 8-cell case with modulated duty cycle
modulation index τ˜r modulation index τ˜r
0.0 ∞ 0.5 13553.642937
0.01 2890253.77826 0.51 13595.3760988
0.02 725496.611229 0.52 13619.9217315
0.03 324628.407917 0.53 13619.2190488
0.04 184339.866978 0.54 13585.7251627
0.05 119423.544571 0.55 13513.4193761
0.06 84179.2066902 0.56 13398.6503897
0.07 62948.3571632 0.57 13240.6565302
0.08 49190.6274373 0.58 13041.6599583
0.09 39781.8846949 0.59 12806.5375665
0.1 33077.0892674 0.6 12542.1678452
0.11 28143.3653167 0.61 12256.611675
0.12 24419.9181771 0.62 11958.2918504
0.13 21553.3902865 0.63 11655.2995331
0.14 19312.3507883 0.64 11354.8978729
0.15 17540.2473999 0.65 11063.2365907
0.16 16128.2361943 0.66 10785.2509186
0.17 14998.8260926 0.67 10524.6980288
0.18 14095.6694524 0.68 10284.2805955
0.19 13376.9792767 0.69 10065.8140476
0.2 12811.1582152 0.7 9870.40534405
0.21 12373.8174731 0.71 9698.62255158
0.22 12045.6943066 0.72 9550.64396891
0.23 11811.1672109 0.73 9426.38233852
0.24 11657.1807169 0.74 9325.58400105
0.25 11572.4602236 0.75 9247.90521877
0.26 11546.9399522 0.76 9192.96891336
0.27 11571.3544095 0.77 9160.4052357
0.28 11636.9616292 0.78 9149.8790833
0.29 11735.3780781 0.79 9161.10715278
0.3 11858.5119346 0.8 9193.86651212
0.31 11998.5840967 0.81 9247.99608308
0.32 12148.2252026 0.82 9323.39187888
0.33 12300.6329243 0.83 9419.99636154
0.34 12449.7681737 0.84 9537.78187034
0.35 12590.5634741 0.85 9676.72772936
0.36 12719.1135651 0.86 9836.79037268
0.37 12832.818833 0.87 10017.865643
0.38 12930.4569154 0.88 10219.7423505
0.39 13012.1660756 0.89 10442.0462668
0.4 13079.3338953 0.9 10684.1740378
0.41 13134.3942351 0.91 10945.2171107
0.42 13180.5424624 0.92 11223.8767881
0.43 13221.3829468 0.93 11518.3730406
0.44 13260.5246295 0.94 11826.351804
0.45 13301.1422456 0.95 12144.7981476
0.46 13345.5252764 0.96 12469.9657713
0.47 13394.6460637 0.97 12797.3363773
0.48 13447.79268 0.98 13121.6248697
0.49 13502.32763 0.99 13436.8470421
1.0 13736.4642038
