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Abstract
In a previous work, we have introduced a weakening of Quillen model
categories called weak model categories. They still allow all the usual
constructions of model category theory, but are easier to construct and
are in some sense better behaved. In this paper we continue to develop
their general theory by introducing combinatorial and accessible weak
model categories. We give simple necessary and sufficient conditions un-
der which such a weak model category can be extended into a left and/or
right semi-model category. As an application, we recover Cisinski-Olschok
theory and generalize it to weak and semi-model categories. We also
provide general existence theorems for both left and right Bousfield lo-
calization of combinatorial and accessible weak model structures, which
combined with the results above gives existence results for left and right
Bousfield localization of combinatorial and accessible left and right semi-
model categories, generalizing previous results of Barwick. Surprisingly,
we show that any left or right Bousfield localization of an accessible or
combinatorial Quillen model category always exists, without properness
assumptions, and is simultaneously both a left and a right semi-model
category, without necessarily being a Quillen model category itself.
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1 Introduction
In [16] we have introduced a notion of “weak model category” which, as its
name suggests, is a weakening of the notion of Quillen model category. Its main
advantage is that it is considerably easier to endow a given category with a
weak model structure than a full Quillen model structure, and the weak version
is sufficient for almost all practical purposes.
In this first work, we mostly focused on the constructive aspects of the theory.
The present paper will be devoted with the, mostly non-constructive, theory of
“combinatorial weak model categories” and “accessible weak factorization sys-
tems” where the underlying category is locally presentable and the factorization
systems are combinatorial, i.e. cofibrantly generated by a set of arrows, or just
accessible, i.e. admits a functorial factorization which is accessible, or equiva-
lently are cofibrantly generated by a small category in the sense of R. Garner’s
algebraic small object argument [12].
We will generalize well known results of the theory of combinatorial Quillen
model categories:
• We will extend the theory of left and right Bousfield localization (Sec-
tion 7) to accessible weak model categories.
• We will give simple necessary and sufficient conditions under which a weak
model category is a left or a right semi-model category in the sense of [4]
(previously introduced in [25]) in Section 3.
• We will show, in Section 4, that for combinatorial and accessible weak
model categories some of these conditions can always be enforced by small
modifications of the model structure (called saturation) that do not affect
any homotopy theoretic properties.
• Combining these, we will also obtain results for left and right Bousfield
localization of accessible left and right semi-model categories considerably
more general than those in [4] and [5]. The extra generality being both
that we are now able to take localizations of accessible model categories
(and not just combinatorial) and that we can consider both left and right
localizations of left and right-semi model categories.
• We will present in Section 6 a generalized version of Cisinski-Olschok’s
theory to the setting of accessible weak model categories, which allows
one to construct weak, left, right or, in some cases, even Quillen model
structures on categories that admit well behaved cylinder functors. This,
for example, applies automatically to all tensored and cotensored simpli-
cially enriched categories.
• In Section 5 we study a somewhat surprising phenomenon: some weak
model categories have both the necessary properties to be a left semi-
model category and a right semi-model category, but can still fail to
be Quillen model categories due to a subtle incompatibility between the
two structures. In this case the left and right semi-model structures are
Quillen equivalent, but they have different classes of weak equivalences.
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We call such categories two-sided semi-model categories, or simply two-
sided model categories. Such examples typically arise when taking Bous-
field localization of Quillen model categories that do not satisfy the usual
properness assumptions.
• Finally, the two appendices review many results about constructions on
locally presentable categories (Appendix A) as well as combinatorial and
accessible factorization systems (Appendix B).
I believe that this new point of view of weak model categories is considerably
simplifying the theory of model categories in general by clearly separating the
relevant homotopy theoretic data (encoded by weak model structures) from
some other more technical aspects (saturation properties, existence of strong
path and cylinder objects) that are needed to obtain left, right or Quillen model
categories.
In a separate paper, [8] (joint work with J. Bourke), we will generalize
T. Nikolaus’ construction ([22]) of the model structure on algebraically fibrant
objects, and its dual by E. Riehl and M. Ching on coalgebraically cofibrant
objects ([9]) to arbitrary accessible weak model categories. We will provide a
more self-dual treatment of these two constructions. We will also use these con-
structions to show that every accessible weak model category is connected by a
zig-zag of Quillen equivalences to both a left and a right accessible semi-model
category and that every every combinatorial weak model category is connected
by a zig-zag of Quillen equivalences to a Quillen model category.
I’m gratefull to Jiˇr´ı Rosicky´, John Bourke and Ivan Di Liberti for some help
regarding the appendix, to Michael Batanin and David White for sharing with
me a preliminary version of [5], and to John Bourke as well for his comments
on earlier draft of the paper, and for pointing out many typos.
2 Preliminaries and terminology
In this section we give the definition of combinatorial and accessible weak model
categories and introduce some terminology that will be used everywhere in the
paper. We also briefly recall the theory of weak model categories from [16] and
prove some general lemmas about these notions.
λ and κ always denotes regular cardinals. We generally use κ for an un-
countable regular cardinal and λ for an arbitrary ones. A set (or category) is
said to be λ-small if it has cardinality strictly less than λ.
2.1 Definition.
• A pre-model category is a complete and cocomplete category with two
weak factorization systems respectively called “(cofibrations, trivial fibra-
tions)” and “(trivial cofibrations, fibrations)”, such that all trivial cofibra-
tions are cofibrations, or equivalently all trivial fibrations are fibrations.
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• A pre-model category is said to be λ-combinatorial (resp. λ-accessible)
if its underlying category is locally λ-presentable and both its weak fac-
torization systems are λ-combinatorial (resp. λ-accessible) according1 to
Definition B.3.
• A pre-model category is said to be combinatorial (resp. accessible) if it
λ-combinatorial (resp. λ-accessible) for some regular cardinal λ.
Note that a λ-combinatorial pre-model category is also λ-accessible, and it
is κ-combinatorial for any κ > λ. Similarly a λ-accessible pre-model category is
κ-accessible for any κ > λ.
2.2 Definition.
• A pre-model category is said to be a weak model category if its cofibrations
between cofibrant objects and fibrations between fibrant objects form a
weak model structure in the sense of [16].
• A (λ-)accessible or (λ-)combinatorial weak model category is a (λ-)accessible
or (λ-)combinatorial pre-model category which is a weak model category.
2.3 Remark. The definition and basic theory of weak model categories from
[16] will be recalled bellow. We also mention that in [16] the definition of weak
model categories does not include neither (co)-completeness, nor the existence
of fully formed weak factorization systems. In the present paper we only use
the more restrictive situation of “pre-model categories that are weak model
categories” in the sense above. To clarify the distinction we will call them fac-
torization weak model categories. That is, a factorization weak model category
is always complete and cocomplete and its cofibrations and fibrations fits into
two weak factorization systems. All combinatorial and accessible weak model
categories are factorization weak model categories.
2.4 Definition. Given a pre-model category C one says that:
• A morphism is an acyclic cofibration if it is a cofibration and if it has the
left lifting property against all fibrations between fibrant objects.
• A morphism is an acyclic fibration if it is a fibration and if it has the right
lifting property against all cofibrations between cofibrant objects.
Note that trivial (co)fibrations are in particular acyclic (co)fibrations.
2.5 Notation. In diagrams, the arrows belonging to these various classes will
be represented as follows:
Cofibrations: Trivial cofibrations: Acyclic cofibrations:
A →֒ B A
≈
→֒ B A
∼
→֒ B
Fibrations: Trivial fibrations: Acyclic fibrations:
X ։ Y X
≈
։ Y X
∼
։ Y
1See also Theorem B.5 for an equivalent definition in the accessible case.
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2.6 Remark. The definition of weak model structure given in [16] can be
spelled out explicitly (in the special case of pre-model categories) as follows:
a pre-model category is a weak model category if and only if it satisfies the
cylinder axiom and path object axiom recalled below.
• Cylinder axiom: Every cofibration A →֒ X from a cofibrant object to a
fibrant objects admits a “relative strong cylinder object”:
X
∐
A
X →֒ IAX → X
such that X
∐
AX →֒ IAX is a cofibration and the first map X
∼
→֒ IAX
is an acyclic cofibration.
• Path object axiom: Every fibration A ։ X from a cofibrant object to a
fibrant object admits a “relative strong path object”:
A→ PXA։ A×X A
such that PXA ։ A ×X A is a fibration and the first map PXA
∼
։ A is
an acyclic fibration.
Indeed, this is exactly definition 2.1.12 of [16] where we have removed the
factorization axiom which is included in the fact that we are already working
with a pre-model category.
2.7 Remark. The definition of weak model category given above do not involve
the full data of the two weak factorization systems: it only depends on the
cofibrations between cofibrant objects and the fibration between fibrant objects.
In fact, the point of view of [16] was that the notion of cofibration only really
make sense if the domain is cofibrant and the notion of fibration only make
sense if the target is fibrant. In particular, everything that has been studied in
[16] only ever involves the cofibrations between cofibrant objects and fibrations
between fibrant objects. Now that we work in the accessible/combinatorial case
where we always have fully formed weak factorization systems this restriction
is no longer present, but to emphasize the importance they have in the theory
we introduce the following terminology:
2.8 Definition. Given C a pre-model category:
• A core cofibration is a cofibration with cofibrant domain.
• A core fibration is a fibration with fibrant target.
• The homotopical core or simply the core of C is the full subcategory of
fibrant or cofibrant objects endowed with the class of core cofibrations and
the class of core fibrations.
• The left homotopical core, or simply the left core of C is the full subcategory
of cofibrant objects endowed with the class of core cofibrations and acyclic
core cofibrations.
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• The right homotopical core, or simply the right core of C is the full subcat-
egory of fibrant objects endowed with the class of fibrations and acyclic
core fibrations.
More generally, one will call a “core property” or “core notion” a property or
a notion defined for pre-model categories that only depends on their homotopical
core. For example core acyclic fibrations are a core notion as they are the core
fibrations with the right lifting property against core cofibrations. It should be
clear from Remark 2.7 that being a weak model category is a core property:
given two pre-model categories with equivalent core, then one is a weak model
category if and only if the other is also one.
We now recall some elements of the theory of weak model categories from
[16]. We hope this will convince the reader that it is indeed a reasonable notion,
which is close enough to the notion of a Quillen model category.
2.9 Construction. We showed in Section 2.1 and 2.2 of [16] that in a weak
model category as above one can define the homotopy relation between maps
from a cofibrant object to a fibrant object, either using a weak2 cylinder object
or a weak path object, and that this is an equivalence relation compatible with
composition (and not depending on the choice of the cylinder or path objects).
This allows one to directly define the “homotopy category” :
Ho(C)
of a weak model category C as the category of fibrant-cofibrant objects of
C, with homotopy classes of maps between them. Theorem 2.2.6 of [16] shows
that this category Ho(C) is equivalent to various formal localizations:
• The localization of the category of cofibrant objects at the class of core
acyclic cofibrations.
• The localization of the category of fibrant objects at the class of core
acyclic fibrations.
• The localization of the category Cc∨f of objects that are either fibrant or
cofibrant at the class of core acyclic cofibrations and core acyclic fibrations.
In particular, when C is a weak model category, one can define a notion of
“(weak) equivalence” in C for arrows between fibrant or cofibrant objects as the
arrows that become invertible in this localization.
We proved in [16]:
2.10 Theorem. Let C be a weak model category, Cc∨f , its full subcategory of
fibrant or cofibrant objects and W the class of arrows in Cc∨f that becomes
isomorphisms in the homotopy category, then:
• W satisfies the 2-out-of-3 property, the stronger 2-out-of-6 property, is
closed under retracts and contains all the isomorphisms.
• A core cofibration is acyclic if and only if it is in W.
2see Definition 2.13
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• A core fibration is acyclic if and only if it is in W.
2.11 Remark. Note that conversely, having a class of equivalences satisfying
these three properties implies that C is a weak model category: if A →֒ B is a
cofibration with A cofibrant and B fibrant, then we factor the codiagonal map:
B
∐
A
B →֒ IAB
≈
։ B
and by 2-out-of-3 for equivalences, both cofibrations B →֒ IAB are equiva-
lences, and hence are acyclic cofibrations, so this factorization provides a relative
strong cylinder object for A →֒ B. The similar argument applies to path objects.
Moreover, the class of equivalences is the only class having these three prop-
erties: Given an arrow f : X → Y between objects that are either fibrant or
cofibrant, we construct a cofibrant replacement Xcof of X if X is fibrant,
and a fibrant replacement Y fib if Y is cofibrant, and let f ′ be the compos-
ite f ′ : Xcof → Y cof , and consider f ′ = pi a factorization of f ′ as a cofibration
i followed by a trivial fibration p. Then for any class W having the stability
property mentioned above we have:
f ∈ W ⇔ f ′ ∈W ⇔ i is an acyclic cofibration.
which shows the uniqueness of the class W , as the third condition do not
depend on W .
2.12 Remark. In the definition of weak model category, we only assumed
the existence of “strong” path objects and cylinder objects for cofibrations and
fibrations from a cofibrant to a fibrant object. In particular this only allows
to construct (strong) path objects and cylinder objects for bifibrant objects.
However, this is enough to construct a weaker kind of cylinder and path objects
for respectively general core cofibrations and core fibrations. These are the
“relative weak path object and cylinder object” that are introduced in [16]
(Definition 2.1.12 and Remark 2.1.13.) which we now recall:
2.13 Definition. A relative weak cylinder object for a core cofibration i : A →֒
B is a diagram of the form:
B
∐
AB IAB
B DAB
∇
∼
where ∇ denote the codiagonal maps and furthermore the first map B →֒
IAB is an acyclic cofibration.
The notion of strong cylinder corresponds to the special case in which the
map B
∼
→֒ DAB is an isomorphism. One talks about weak cylinder object, for
a cofibration of the form 0 →֒ B where 0 is the initial object, and of course one
has a dual notion of weak path objects and relative weak path objects.
It is shown in section 2.1 of [16] that we can use weak cylinder and path object
instead of the strong ones to define the homotopy relation between maps.
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2.14 Construction. If a core cofibration i : A →֒ B admits a relative weak
cylinder object as in Definition 2.13, and B is further assumed to be fibrant,
then the map B → DAB will have a section s, and the composite:
B
∐
A
B →֒ IAB → DAB
s
→ B
is a relative strong cylinder object for i. Conversely, consider B
≈
→֒ Bfib
a fibrant replacement for B, if the composite A →֒ Bfib has a relative strong
cylinder object IAB
fib then the diagram:
B
∐
AB IAB
fib
B Bfib
∇
≈
is a relative weak cylinder object. Hence the assumption that any core
cofibration has a relative weak cylinder object or that any core cofibration with
fibrant target has a relative strong cylinder object are equivalent.
Section 2.3 of [16] contains various equivalent definitions of weak model
categories (see also Proposition 2.2.10 in [16]), some of them seemingly weaker
than 2.6, that will be of interest to the reader. We recall one of them in the
following proposition, which has a very interesting consequence for us: for a pre-
model category C, being a weak model category actually only depends on the left
core of C (i.e. cofibrant objects, core cofibrations and core acyclic cofibrations)
or on the right core of C (i.e. fibrant objects, core fibrations and core acyclic
fibrations).
2.15 Proposition. Let C be a pre-model category. Then it is a weak model
category if and only if:
• It satisfies the cylinder axiom, i.e. every core cofibration has a relative
weak cylinder object.
• Acyclic cofibrations satisfies the right cancellation property amongst core
cofibration, that is given i, j two composable core cofibrations, if j and i◦ j
are acyclic, then i is acyclic.
Dually, it is also equivalent to the validity of the path object axiom and the
left cancellation properties for acyclic fibrations amongst core fibrations.
Note that because of Lemma 2.18 below, this second condition really implies
the full 2-out-of-6 condition of acyclic cofibrations amongst core cofibrations.
2.16 Remark. The notion of weak equivalences and the homotopy category are
core notions: that is, if C admits two weak model structures with the same core,
then they have the same weak equivalences and equivalent homotopy categories,
with the equivalence of categories being induced by the identity functor.
We briefly mention some lemmas on the notions of acyclic cofibrations and
acyclic fibrations:
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2.17 Lemma. Any acyclic cofibration with fibrant target is a trivial cofibration.
Dually, any acyclic fibration with cofibrant domain is a trivial fibration.
Proof. If j : A → Y is an acyclic cofibration and Y is fibrant, if one factors i
as pj′, with j′ a trivial cofibration followed by a fibration p. As p is a fibration
with fibrant target, i has the left lifting property against p, and hence by the
retract lemma i is a retract of i′ hence a trivial cofibration. The same argument
applies to the dual case.
2.18 Lemma. If k, j, i are composable cofibrations such that kj and ji are
acyclic then i is acyclic. Dually, if p, q, r are composable fibrations such that pq
and qr are acyclic then p is acyclic.
A special case of this (corresponding to k = Id) is that acyclic cofibrations
have the left cancellation properties amongst cofibrations, in the sense that if
j, i are composable cofibrations such that ji and j are acyclic, then i is acyclic.
Dually, the right cancellation property for acyclic fibrations amongst fibrations
holds.
Proof. Let k, j, i as above. One needs to show that i has the left lifting property
against fibrations between fibrant objects. Starting from the solid diagram:
A X
B Y
C
D 1,
i p
j
k
l2
l1
one constructs l1 using that kj is acyclic and that Y is fibrant, and then forms
the lift l2 using that ji is acyclic and p is a fibration between fibrant objects.
The composite l2j produce a diagonal filling for the square hence finishing the
proof. The dual proof applies to the other case.
2.19 Remark. Let i : A
∼
→֒ B be any acyclic cofibration. Let j : B
≈
→֒ Bfib be
a fibration replacement. The composite ji is an acyclic cofibration (by compo-
sition) with fibrant target hence it is a trivial cofibration by Lemma 2.17 as its
target is fibrant. It follows that any acyclic cofibration i fits into a composition
ji where j and ji are both trivial cofibrations. It immediately follows that:
2.20 Proposition. Acyclic cofibrations are the closure under the left cancel-
lation property amongst cofibrations of trivial cofibrations. In particular they
coincide if and only if trivial cofibrations have this left cancellation property
amongst cofibrations. The dual statement holds for acyclic fibrations.
The exact same argument also gives that acyclic cofibrations with cofibrant
domain are the closure of trivial cofibrations with cofibrant domain under the
left cancellation properties amongst cofibrations with cofibrant domain.
We conclude this preliminary section with the notion of morphism of pre-
model categories:
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2.21 Definition. Given pre-model categories C and D, an adjunction:
L : C ⇆ D : R
is said to be a Quillen adjunction (or that L is a left Quillen functor or
that R is a right Quillen functor) if L preserves cofibrations and R preserves
fibrations
We remind the reader that given an adjunction L ⊣ R as above and two
weak factorization systems on C and D then L preserves the left class if and
only R preserves the right class. So the condition above can be equivalently
rephrased as the fact that L preserves cofibrations and trivial cofibration and
that R preserves fibrations and trivial fibrations.
One has the following easy lemma:
2.22 Lemma. Given a Quillen adjunction:
L : C ⇆ D : R
between pre-model categories, then L also preserves core cofibrations and
acyclic cofibrations and R preserves core fibrations and acyclic fibrations.
Proof. As L preserves cofibrations it also preserves cofibrant objects, hence it
preserves cofibrations with cofibrant domain, i.e. core cofibrations. As R dually
preserves core fibrations, L preserves the class of maps with the lifting property
against core fibrations, hence L preserves acyclic cofibrations. Similarly for
R.
2.23 Remark. Amore general notion of Quillen adjunction (called weak Quillen
adjunction) was considered in [16]. It should be noted that an adjunction (L,R)
where L only preserves core cofibrations and R only preserves core fibrations
gives an example of a weak Quillen adjunction. This is enough to obtain an
adjunction at the level of the homotopy categories and to show that L preserves
core acyclic cofibrations and R preserves core acyclic fibrations.
3 Recognition principle for semi-model categories
The notion of left semi-model category has been introduced by Spitzweck in [25]
under the name J-semi-model category. The dual notion of right semi-model
category have been first studied by Barwick in [4] under the name right (and
left) model category. The original definitions do not include the existence of
two fully formed weak factorization systems, but as we are only interested in
“factorization” (for example, combinatorial or accessible) left and right semi-
model categories, we give a simplified definition corresponding to this case:
3.1 Definition. A pre-model category C is a left semi-model category if it can
be endowed with a class of arrows W (called equivalences) such that:
• W contains isomorphisms and satisfies3 2-out-of-6.
• A core cofibration is a trivial cofibration if and only if it is an equivalence.
3 It can be shown that 2-out-of-3 is sufficient.
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• A fibration is a trivial fibration if and only if it is an equivalence.
One defines dually right semi-model category as:
3.2 Definition. A pre-model category C is a right semi-model category if it
can be endowed with a class of arrows called equivalences such that:
• Equivalences contains isomorphisms and satisfies3 2-out-of-6.
• A cofibration is a trivial cofibration if and only if it is an equivalence.
• A core fibration is a trivial fibration if and only if it is an equivalence.
Before moving on to the main theorem of this section, which gives a char-
acterization of left and right semi-model categories amongst factorization weak
model categories, we want to show how the usual concepts of model category
theory relate to the ones we have introduced for weak model categories, and in
particular that left and right semi-model categories are special cases of weak
model categories.
3.3 Lemma. Let C be a left semi-model category:
• An arrow that has the right lifting property against all core cofibrations is
an equivalence.
• An arrow between cofibrant objects that has the left lifting property against
all core fibrations is an equivalence.
All the dual properties holds for a right semi-model category.
Proof. We first observe that to prove the first point, it is enough to show it for
an arrow between cofibrant objects. Indeed let f : X → Y an arrow with the
right lifting property against core cofibrations. Take cofibrant replacements as
follows:
Xcof X ′ X
Y cof Y
≈
f ′′
f ′
≈
y
f
≈
The arrow f ′ has the same lifting property as f because it is a pullback, and
hence f ′′ also has the lifting property against core cofibrations because it is a
composite of f ′ with a trivial fibration. By 2-out-of-3 for equivalences, f is an
equivalence if and only if f ′ is, if and only if f ′′ is, hence it is indeed enough to
show the result for the arrow f ′′, between cofibrant objects.
Hence one can freely assume that f : X → Y is an arrow between cofibrant
objects. By the lifting property against the cofibration ∅ → Y , the map f has
a section s : Y → X , i.e. fs = IdY , moreover using a lifting in the square:
X
∐
X X
IX Y
(Id,sf)
f
fr
h
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where here IX is obtained as the middle object in a factorization as a cofi-
bration followed by trivial fibration of the map codiagonal X
∐
X → X . By
2-out-of-3 for equivalences (applied repeatedly), it follows that the two maps
X →֒ IX are equivalences, as the composite of h and X → IX is the identity,
h is an equivalence, hence sf being the other such composition it is also an
equivalence. Finally, the map sf and fs are both equivalences, so by 2-out-of-6,
s and f are equivalences.
The proof of the second point is the exact dual, except that for the first
part involving replacement, and for the construction of a path object to work
(replacing the cylinder object IX mentioned above), one needs to assume the
objects involved are cofibrant so that the trivial cofibrations out of them are
indeed equivalences. Hence the stronger assumption.
This allows us to deduce:
3.4 Proposition. Let C be a left semi-model category. Then C is a weak model
category such that:
• All acyclic fibrations in C are trivial fibrations and all core acyclic cofibra-
tions of C are trivial cofibrations.
• An arrow between fibrant or cofibrant objects is an equivalence in the sense
of the weak model structure if and only if it is an equivalence in the sense
of the left semi-model structure.
All the dual properties hold for a right semi-model category.
Proof. For the first point, let f be an acyclic fibration in C, then it is a fibration
and an equivalence by Lemma 3.3, hence it is a trivial fibration as C is a left
semi-model category. Similarly if f is a core acyclic cofibration, then it is a core
cofibration and an equivalence by Lemma 3.3 and hence it is a trivial cofibration
as C is a left semi-model category.
For the second point: consider first an arrow f from a cofibrant object to
a fibrant object. We factor f as a cofibration followed by a trivial fibration.
Then both in the weak model structure and in the left semi-model structure,
f is an equivalence if and only if the cofibration part is acyclic/trivial, so the
two notions are equivalent. For a general map f between objects that are either
fibrant or cofibrant, if the domain is not cofibrant, then it is fibrant so one
can pre-compose f with a cofibrant replacement of its domain. Similarly if the
target of f is not fibrant, one post-composes f with a fibrant replacement of
the target. Both replacement maps are equivalences in both senses, so f is an
equivalence in either the weak or the left semi-model structure if and only if the
composition with these replacements is an equivalence, but for this composite
the result follows from the case previously treated.
We introduce the following terminology:
3.5 Definition. A pre-model category C is said to be:
• Right saturated if all acyclic fibrations are trivial fibrations.
• Core right saturated if all core acyclic fibrations are trivial fibrations.
• Left saturated if all all acyclic cofibrations are trivial cofibrations.
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• Core left saturated if all all core acyclic cofibrations are trivial cofibrations.
• Bi-saturated (or simply saturated) if it is both left and right saturated.
• Left semi-saturated if it is both right saturated and core left saturated.
• Right semi-saturated if it is both left saturated and core right saturated.
We will show in Section 4 that any combinatorial or accessible pre-model
category can be modified to satisfy any of these properties without changing its
core. For the first four properties this is done in a universal way, and for the
last three by combining two of these universal constructions.
3.6 Remark. The choice of left and right for the two last two “semi-saturated”
properties are chosen so that Proposition 3.4 gives:
• A left semi-model category is left semi-saturated.
• A right semi-model category is right semi-saturated.
We can now state the main theorem of this section:
3.7 Theorem. Let C be a pre-model category. Then there is a class of equiv-
alences making C into a left semi-model structure if and only if the following
conditions holds:
(1) C is a weak model category.
(2) Every cofibrant object of C admit a strong cylinder object, i.e. a factoriza-
tion:
X
∐
X →֒ IX → X
where the composition X →֒ IX of the cofibration with the first coproduct
inclusion is an acyclic cofibration.
(3) C is left semi-saturated.
Moreover, when these conditions hold, the class of equivalences is unique.
As we have stated the theorem for general pre-model categories, one auto-
matically obtains a dual result, which given its importance we will state explic-
itly:
3.8 Theorem. Let C be a pre-model category. Then there is a class of equiv-
alences making C into a right semi-model structure if and only if the following
conditions holds:
(1) C is a weak model category.
(2) Every fibrant object of C admit a strong path object, i.e. a factorization:
X → PX ։ X ×X
where the composition PX ։ X of the fibration with the first projection
is an acyclic fibration.
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(3) C is right semi-saturated.
Moreover, when these conditions hold, the class of equivalences is unique.
The rest of the section is devoted to the proof of Theorem 3.7.
At this point it is clear that assuming the existence of a left semi-model
structure on C the three conditions of Theorem 3.7 holds: The existence of the
weak model structure is immediate from Definition 3.1 by applying Remark 2.11
to the restriction of the class of equivalences to arrows between fibrant or cofi-
brant objects. The saturation properties have been in 3.4, and finally, given any
cofibrant object X , a factorization as a cofibration and trivial fibration of its
codiagonal map:
X
∐
X →֒ IX
∼
։ X
produce a strong cylinder object as the map X →֒ IX will be acyclic by 2-
out-of-3. It is also clear that in this case the left semi-model structure is unique
as one can characterize equivalences in terms of the factorization systems.
3.9 Assumption. From now one, we consider a pre-model category C satisfying
the three conditions of Theorem 3.7, i.e. it is a left semi-saturated weak model
category with strong cylinder objects. We will construct the class of equivalences
so that it is a left semi-model category. This is achieved by first showing that
the definition of the homotopy category of C as a weak model category can be
extended as a localization of the whole category C, instead of localization of its
full subcategory of fibrant or cofibrant objects.
We recall (see 2.9) that the homotopy category of a weak model category
can be described as the localization of its full subcategory of cofibrant objects
at (core) acyclic cofibrations.
3.10 Proposition. Under the Assumption 3.9, the functor:
Ho(C) ≃ Ccof [(core acyclic cof.)−1]→ C[T−1]
is an equivalence, where T is the class of all acyclic fibrations and all core
acylic cofibrations.
Proof. We apply (the dual of) Lemma 2.2.5 of [16], with C : = C, D : = Ccof ⊂
C, W ′ the class of core acylic cofibrations and W the class of acyclic fibrations.
We check all the conditions:
(1) Ccof [(W ′)−1] exists and is the homotopy category of C.
(2) Given an object A ∈ C, one has a cofibrant replacement Ac
≈
։ A by
factoring the map ∅ → A as a cofibration followed by a trivial fibration.
(3) Given A ∈ C, C,C′ two cofibrant objects of A and f : C → A an arrow in
W , i.e. an acyclic fibration, then for any solid diagram:
C
C′ A
f
v
g
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there is a dotted arrow v making the triangle commute: it is obtained by
the lifting property of C′ against f .
(4) Given v and v′ two lifts as above, one can form the solid diagram, and its
diagonal filler:
C′
∐
C′ C
IC′ C′ A
(v;v′)
fh
g
h proves that v and v′ are equal in the homotopy category Ho(C) =
Ccof [(W ′)−1].
(5) W is stable under composition.
3.11 Definition. One says that a morphism in C is an equivalence if it is
invertible in the localization of 3.10.
3.12 Remark. It is immediate from the definition that acyclic fibrations and
core acyclic cofibrations are equivalences.
3.13 Remark. The functor Cc∨f [V −1] → C[T−1] where T is as in Proposi-
tion 3.10 and V is the class all core acyclic (co)fibrations is an equivalence as
both are equivalent to Ccof [(Acyclic cof.)−1] in a compatible way.
This immediately implies the compatibility of our new definition of equiv-
alences with the equivalences of the weak model structure as, in both cases,
the equivalences are the maps invertible in these equivalent localizations. In
particular it is immediate that a core cofibration is acyclic if and only if it is an
equivalence.
In order to finish the proof that C is a left semi-model category we just need
to show:
3.14 Proposition. A fibration which is an equivalence in the sense of Defini-
tion 3.11 is a trivial fibration.
Proof. We first prove it for a fibration f : X → Y with cofibrant domain. We
factor f as a (core) cofibration followed by a trivial fibration. The trivial fibra-
tion is an equivalence, hence by 2-out-of-3 the core cofibration is an equivalence
and hence acyclic. In particular by the saturation assumptions on C, this (core)
acyclic cofibration is a trivial cofibration, i.e. it has the left lifting property
against f and it follows by the usual retract lemma that f is a retract of the
trivial fibration part of the factorization, hence a trivial fibration itself.
For the case of a fibration f : X → Y with not necessarily cofibrant domain
X , one takes a cofibrant replacement p : Xcof
∼
։ X of the domain and uses that
f is a fibration and both p and fp are acyclic fibrations by the first half of the
proof to conclude that f is an acyclic fibration (Lemma 2.18) and hence a trivial
fibration by the saturation assumption.
This concludes the proof of Theorem 3.7.
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4 Saturation
The goal of this section is to study how any combinatorial or accessible pre-
model category can be modified so that it satisfies any of the saturation proper-
ties defined in 3.5, without modifying its core, and preserving its combinatorial
or accessible character.
In the authors opinion these are the results that really give strength to The-
orems 3.7 and 3.8, and the reason why these theorems are considerably more in-
teresting for combinatorial and accessible categories than for general pre-model
categories. Namely, they show that the condition for being a semi-model cate-
gory can be split into two distinct parts. Firstly, being a weak model structure
with strong cylinder objects, which are conditions only involving the core of the
pre-model structure and are often very easy to obtain from an enrichment or a
monoidal structure as shown in Section 6. Secondly, saturation conditions that
can always be imposed by modifying the (combinatorial or accessible) pre-model
structure without changing the core, i.e. without affecting the validity of the
first set of conditions nor the resulting homotopy theory.
The main results of this section can be summarized in the following theorem:
4.1 Theorem. In the category of accessible pre-model categories and left Quillen
functors between them:
• The full subcategories of left saturated and core left saturated accessible pre-
model categories are reflective, with reflection respectively denoted C → LC
and C → LcC.
• The full subcategories of right saturated and core right saturated accessible
pre-model categories are co-reflective, with coreflection respectively denoted
RC → C and RcC → C.
These pre-model categories LC,LcC,RC and RcC all have the same underly-
ing category and the same core as C. LC and LcC also have the same cofibrations,
acyclic cofibrations and trivial fibrations as C and RC and RcC have the same
trivial cofibrations, fibrations and acyclic fibrations as C.
Moreover, if C is κ-combinatorial (resp. κ-accessible) for κ an uncountable
regular cardinal, then they are all κ-combinatorial (resp. κ-accessible) as well4.
Finally, if C satisfies any of the saturation properties of Definition 3.5 then they
all satisfy the same property.
4.2 Remark. In particular, if C is a combinatorial or accessible weak model
category, all the left Quillen functors RC,RcC → C → LC,LCc are Quillen
equivalences as they induce equivalences of categories between the cores, and
only cores are involved in computing homotopy categories. They also have the
same weak equivalences (between fibrant or cofibrant objects).
Explicit descriptions of these saturation constructions are given by Lemma 4.5
and Construction 4.6. Of course if one chooses to work instead in the category
whose morphism are right Quillen functors, then the right saturation construc-
tions R and Rc become reflections while the left saturation constructions L and
L
c become co-reflections. An immediate corollary of the theorem is:
4In particular, the theorem still holds if one replaces accessible by combinatorial every-
where.
16
4.3 Corollary. Given an accessible (resp. combinatorial) pre-model category C
there exists a bi-saturated accessible (resp. combinatorial) pre-model structure
on C with the same core as C.
Proof. By Theorem 4.1, both RLC or LRC have this property.
4.4 Remark. I expect RLC and LRC to be different in general. For example,
a quick computation using the explicit construction below shows that the class
of cofibrations of LRC is generated by the core cofibrations of C together with
the trivial cofibrations of C, while the class of cofibrations of RLC is generated
by the core cofibrations of C together with the acylic cofibrations of C. I do not
see any reasons for these two classes to be the same in general, though I admit
that I did not look for an explicit counterexample.
We need a few lemmas before one can prove Theorem 4.1.
4.5 Lemma. Let C be a pre-model category, and let S be a class of acyclic
cofibrations in C. We assume that there exists a weak factorization system on
C whose right class are the fibrations of C with the right lifting property against
all maps in S. And let LSC be the pre-model category structure on C with the
same cofibrations and trivial fibrations as C and where the trivial cofibrations
and fibration are given by this new weak factorization system. Then:
(1) LSC also has the same core and the same acyclic cofibrations as C.
(2) The identity C → LSC is a left Quillen functor and is universal for left
Quillen functors C → D sending all maps in S to trivial cofibrations.
(3) If C is right saturated or core right saturated then LSC has the same prop-
erty.
One can dually consider, if it exists, the pre-model structure RKC for K a
class of acyclic fibrations, which has all the dual properties.
Proof. (1) By construction, LSC has the same cofibrations as C. They also
have the same core fibrations: any fibration of LSC is in particular a
fibration of C, and a core fibration in C has the right lifting property
against all maps in S because they are assumed to be acyclic cofibrations,
so it is a fibration of LSC. In particular, having the same cofibrations and
core fibrations as C, LSC has the same acyclic cofibrations as well.
(2) All cofibrations and trivial cofibrations of C are cofibrations and trivial
cofibrations in LSC and a left Quillen functor F : C → D is also a left
Quillen functor LSC → D if and only every fibration in D is sent by
the right adjoint to a fibration in LSC, i.e. has the right lifting property
against all maps in S, which happens if and only if all arrows in S are sent
to trivial cofibration by L.
(3) If one assumes that C is (core) saturated, and f is a (core) acyclic fibration
in LSC, then f is also a (core) acyclic fibration in C (for example because
LSC → C is a right Quillen functor and Lemma 2.22). Hence by (core)
right saturation of C it is a trivial fibration in C. As LSC and C have the
same trivial fibrations, f is also a trivial fibration in LSC.
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4.6 Construction. Given an accessible or combinatorial category C, all the
reflections and coreflections claimed in Theorem 4.1 are obtained as special
cases of the construction described in Lemma 4.5. Explicitly:
• LC is LSC for S the class of all acyclic cofibrations.
• LcC is LSC for S the class of all core acyclic cofibrations.
• RC is RKC for K the class of all acyclic fibrations.
• RcC is RKC for K the class of all core acyclic fibrations.
The fact that the corresponding weak factorization systems exist and are ap-
propriately (κ-)accessible or (κ-)combinatorial will be proved in 4.8 by iterated
appplications of the following lemma:
4.7 Lemma. Fix κ an uncountable regular cardinal. Let (L1, R1) and (L2, R2)
two κ-accessible weak factorization system on a locally κ-presentable category C
such that L1 ⊂ L2 (or R2 ⊂ R1).
(1) There is a κ-accessible weak factorization system (L3, R3) on C such that
R3 is the class of maps that have the right lifting property against all L1-
maps whose domain is L2-cofibrant. If (L1, R1) is κ-combinatorial, then
(L3, R3) is κ-combinatorial.
(2) There is a κ-accessible weak factorization system (L4, R4) on C such that
L4 is the class of maps that have the left lifting property against all R2-
maps whose target is R1-fibrant. If (L2, R2) is κ-combinatorial, then
(L4, R4) is κ-combinatorial.
Proof. For (1), let L2-Cof be the category of coalgebras in C for a κ-accessible
L2-cofibrant replacement copointed endofunctor (such an endofunctor exists by
point (C) of Theorem B.5). By point (4) of Theorem A.2, the category L2-Cof is
locally κ-presentable and the forgetful functor V : L2-Cof→ C is a κ-left adjoint
in the sense of Notation A.1. We then consider (L′1, R
′
1) the left transfer of
(L1, R1) to L2-Cof, that is L
′
1 is the class of morphisms whose image by the
forgetful functor to C is in L1. It exists and is κ-accessible (and κ-combinatorial
if (L1, R1) is) by Theorem B.8.(4). Finally, we define (L3, R3) to be the right
transfer of (L′1, R
′
1), which also exists and is κ-accessible (or κ-combinatorial)
by Theorem B.8.(3). A map is in R3 if and only if it has the left lifting property
against the images by the forgetful functor of all of the maps in L′1. To conclude,
we show that this is exactly the class of L1-maps with L2-cofibrant domain.
Indeed given an L1-map f : X → Y with ∅ → X ∈ L2, then as f is an L2-
cofibration one can put an L2-Cof structure on X and Y which makes f into a
morphism in L2-Cof (see for example Lemma 2.12 in [13]) and this concludes
the proof.
The proof of (2) is dual: we consider instead the category R1-Fib of al-
gebras for the pointed R1-fibrant replacement endofunctor (which is a locally
κ-presentable category with a κ-adjunction with C also by Theorem A.2.(4)),
and we right transfer (L2, R2) to R1-Fib and then left transfer it back to C, to
get also a κ-accessible (κ-combinatorial if (L2, R2) is) weak factorization system
on C for the same reason as above. The verification that the weak factorization
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system (L4, R4) obtained in this way has the property claimed in the lemma
is exactly as above (it does not involve accessibility conditions so it can be
dualized).
4.8 Proof of Theorem 4.1. One first shows that LC,LcC,RC,RcC as defined
in Construction 4.6 all exist and are κ-accessible or κ-combinatorial as soon as
C is.
• The existence of LSC when S is all acyclic cofibrations: We first ap-
ply Lemma 4.7.(2) with (L1, R1) = (L2, R2) =(trivial cofibrations, fibra-
tions). This gives a weak factorization system whose left class is the class
of maps with the left lifting property against core fibrations. We then
take the intersection of this with the class of all cofibrations and obtain a
weak factorization system whose left class is the class of all acyclic cofi-
brations (elements of the right class are automatically fibrations). This
weak factorization exists and is κ-accessible (and κ-combinatorial if C is)
by Theorem B.8.(2).
• The existence of LSC when S is all core acyclic cofibrations: We first
apply Lemma 4.7.(1) to the weak factorization system of the previous
point to get a weak factorization system whose right class are the maps
with the right lifting property against all core acyclic cofibrations. Using
suprema of weak factorization system (as in Notation B.7) we obtain a
weak factorization system whose right class are the fibrations with the
lifting property against all acyclic core cofibrations. By Theorem B.8.(1)
it exists and is κ-accessible (and κ-combinatorial as soon as C is).
• The existence of RKC when K is the class of all acyclic fibrations or of
core acyclic fibrations follows from the exact dual argument exchanging
the role of points (1) and (2) of Lemma 4.7, and the role of points (1) and
(2) of Theorem B.8.
LC and LcC as constructed above have the same cofibrations and same core
as C by Lemma 4.5, hence the same acyclic cofibrations as C. As all acyclic
cofibrations (resp. core acyclic cofibrations) of C have been made into trivial
cofibrations in LC (resp. LcC) it follows that LC is left saturated and LcC is
core left saturated. The dual argument shows that RC and RcC are respectively
right saturated and core right saturated.
Any left Quillen functor C → D where D is (core) left saturated sends all
(core) acyclic cofibration to (core) acyclic cofibrations by Lemma 2.22, hence
by saturation of D to trivial cofibration, and hence by Lemma 4.5.(2) factors
(uniquely) through the identity functor C → LC (or C → LcC). The dual
argument (involving right Quillen functor) gives the universality of RC and
R
cC.
Finally the fact that the saturation properties of C implies the same satu-
ration property of LC,RC, etc. follows from Lemma 4.5.(3) and its dual ver-
sion.
4.9 Remark. A different argument, that we will not detail here, shows that if
C is ω-combinatorial then RC is ω-combinatorial, but it seems unlikely that this
can be extended to any of the other cases.
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5 Two-sided semi-model categories
Something that came quite as a surprise to the author is that a pre-model
category can be both a left and right semi-model category at the same time,
i.e. satisfies all the conditions of Theorems 3.7 and 3.8, without automatically
being a Quillen model category.
5.1 Definition. A pre-model category C is said to be a two-sided semi-model
category, or more simply a two-sided model category if:
• C is a weak model category.
• Every fibrant object in C admits a strong path object and every cofibrant
object in C admits a strong cylinder object.
• C is bi-saturated.
By Theorems 3.7 and 3.8 a two-sided model category admits both a class of
equivalences making it into a left semi-model category and a class of equivalences
making it into a right semi-model category. The reason it is not automatically
a Quillen model category is that these two classes might not coincide.
5.2 Remark. Given C a two-sided semi-model category, we denote by WR
(resp. WL) and call “right equivalences” (resp. “left equivalences”), the class
of equivalences making C into a right (resp. left) semi-model category accord-
ing to Theorem 3.8 (resp. Theorem 3.7). The properties of these classes are
summarized below:
(1) For arrows between objects that are either fibrant or cofibrant, WR and
WL agree and coincide with the equivalences of C as a weak model cate-
gory.
(2) Both classes satisfies 2-out-of-6 and are stable under retracts.
(3) A fibration is trivial (equivalently acyclic) if and only if it is in WL whilst
a cofibration is trivial (equivalently acyclic) if and only if it is in WR.
(4) The two localizations C[W−1R ] and C[W
−1
L ] are equivalent to Ho(C) ≃
Cc∨f [W−1], but this identification gives rise to two different functors C ⇒
Ho(C) called respectively the “right localization” and the “left localization
functor”. The right localization functor sends each object to a fibrant
replacement, while the left localization functor sends each object to a
cofibrant replacement.
(5) There is a natural transformation from the left localization functor to the
right localization functor given objectwise by the composite Xcof
≈
։ X
≈
→֒
Xfib. Its components are isomorphisms at objects that are either fibrant
or cofibrant, but not necessarily for general objects.
(6) WR is the class of arrows inverted by the right localization functor and
WL is the class of arrows inverted by the left localization functor.
5.3 Proposition. Given a two-sided semi-model category C the following con-
ditions, as well as all their duals, are all equivalent:
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(1) WR =WL.
(2) WL makes C into a Quillen model category.
(3) Every trivial cofibration is in WL.
(4) For every arrow v : X → Y there exists a square:
X X ′
Y Y ′
∈WL
v
∈WL
where X ′ and Y ′ are fibrant.
(5) For every object X ∈ C, there are some choices of fibrant and cofibrant
replacements, such that the composite:
Xcof
≈
։ X
≈
→֒ Xfib
is an equivalence of C (seen as weak model category).
(6) The two localization functors C ⇒ Ho(C) (see Remark 5.2.(4)) are iso-
morphic.
In particular, if all the objects of C are fibrant or cofibrant, then all these
conditions are satisfied.
Proof. We first show that all conditions except (4) are equivalent:
• (3) implies (5) because it implies that both Xcof
≈
։ X and X
≈
→֒ Xfib are
in WL, and hence that the composed map is in WL, which implies it is an
equivalence by Remark 5.2.(1).
• (5) implies (6) because of Remark 5.2.(5).
• (6) implies (1) because of Remark 5.2.(6).
• (1) implies (2) which in turn implies (3) essentially by definition of Quillen
model categories (and Remark 5.2.(1) and (2)).
As several of these conditions are clearly self dual, they are also all equivalent
to their duals. Finally, Condition (3) implies Condition (4) simply by using
the (trivial cofibration,fibration) factorization to get the fibrant replacement.
The last implication is essentially (a part of) Quillen’s path object argument
for existence of transfer: we assume Condition (4), let A
≈
→֒ B be a trivial
cofibration and choose a fibrant replacement according to Condition (4):
A A′
B B′
≈
∈WL
r
∈WL
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Then we factor r as a trivial cofibration followed by a fibration. As the
trivial cofibration (usually only in WR) is between fibrant objects it is in WL,
hence one obtains a solid diagram:
A A′′
B B′
≈
∈WL
∈WL
and a dotted filling. By 2-out-of-6 forWL this implies that all maps involved
are in WL and hence that our trivial cofibration is indeed in WL.
5.4 Example. We will see in Section 7 that if C is a combinatorial Quillen
(or even two-sided) model category then its saturated left and right Bousfield
localization LSC and RSC are always two-sided model categories. The usual
theorem only asserts that these are Quillen model categories if C is left (resp.
right) proper. So any example of a combinatorial Quillen model category whose
Bousfield localization is not a Quillen model category (so, does not exist in the
usual sense) will provide an example of a two-sided semi-model category that is
not a Quillen model category, and hence do not satisfy the equivalent condition
of Item (6).
We have learned from Reid Barton on Mathoverflow ([3]) a very nice such
example that really allows one to see explicitly these two classes of left and right
equivalences: let C be the four object lattice d 6 c, b 6 a, seen as a category:
a b
c d
One first considers the Quillen model structure on C, where a → b is the
only weak equivalence (other than the identities), all maps are fibrations and
all maps except a → b are cofibrations. One checks that it is a Quillen model
structure by verifying by hand that there are no non-trivial lifting problems to
solve and that every map has the two required factorizations. However, it fails
to be left proper as the square is a pushout along a cofibration, but c → d is
not an equivalence. Its homotopy category is a → c → d (indeed b is the only
object that is only fibrant and not bifibrant).
One then takes La→cC, the saturated left Bousfield localization of C at a→ c
(see Section 7). The fibrant objects are the ones which have the lifting property
against the cofibration a → c, i.e. c and d, and the corresponding localization
of Ho(C) is equivalent to the category c → d. The map a → c is a trivial
cofibration between cofibrant objects, so it is an equivalence in both the left
and the right semi-model structure La→cC, hence a is sent to c in the homotopy
category, but the status of b is more subtle: the map a→ b is a trivial fibration
in C, so it is still a trivial fibration in La→cC, which makes it a left equivalence
(but as b is not fibrant, it is not automatically a right equivalence). On the
other hand, the map b→ d is a trivial cofibration in La→cC (it is a pushout of
22
a → c) so it is a right equivalence (but as b is not cofibrant, not automatically
a left equivalence).
Also note that the composite of these two maps a → b → d is not an
equivalence. So in particular none of the two maps we considered above is in
both classes (otherwise their composite would be an equivalence). Here, the left
localization functor sends b to c, while the right localization functor sends b to
d.
6 Generalized Cisinski-Olschok’s theory
In [10] and [11], D.-C. Cisinski has shown how to construct in a systematic
way Quillen model structures on toposes whose cofibrations are the monomor-
phisms. In [23], M. Olschok has given a partial generalization of this to locally
presentable categories that are not necessarily toposes and to an arbitrary cofi-
brantly generated classes of cofibrations, under the assumption that there exists
well behaved cylinder objects and that every object is cofibrant (both of the as-
sumptions being automatically satisfied in the special case treated by Cisinski).
In [16] we gave a version of Cisinski-Olschok theory for weak model cate-
gories, which we will recall (and rephrase) as Theorem 6.10. The main goal of
this section is to show how this, combined with Theorems 3.7 and 3.8, allows
one to recover Olschok’s theorem and many generalizations of it. One can ob-
tain various versions of the theorem depending on the saturation assumption
one requires, or whether one uses Theorem 3.7 or Theorem 3.8. The original
version of Olschok’s theorem corresponds to Corollary 6.15.
6.1 Construction. Let C and D be two pre-model categories. Let F,G : C ⇒ D
two left adjoint functors and λ : F → G be a natural transformation.
For any arrow v : X → Y in C one denotes by λ ⊗v the corner-product
arrow:
F (Y )
∐
F (X)
G(X)→ G(Y )
The reader unfamiliar with the notion can consult the appendix of [18] for
its basic properties.
6.2 Definition. let λ : F → G be a natural transformation between two left
adjoint functors between pre-model categories as above.
• λ is said to be a cofibration if for all cofibration i, λ ⊗ i is a cofibration
and for all trivial cofibration j, λ ⊗j is a trivial cofibration.
• λ is said to be a trivial cofibration if for all cofibration i, λ ⊗ i is a trivial
cofibrations.
We remind the reader that to test whether λ satisfies these properties it is
enough to check it on the generating cofibrations and generating trivial cofibra-
tions.
6.3 Example. A left adjoint functor F : C → D between pre-model categories
is “cofibrant” in the sense of Definition 6.2 if and only if F is left Quillen functor.
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6.4 Remark. It can be shown that this notion of cofibrations and trivial cofi-
bration on the category [C,D] of left adjoint functor between two combinatorial
categories C and D form a combinatorial pre-model structure on the category
[C,D]. Moreover this combinatorial pre-model structure on [C,D] is the ex-
ponential object of a symmetric monoidal closed structure on the category of
combinatorial pre-model categories (and left Quillen functor between them) such
that the map F : C ⊗ D → E corresponds to Quillen bi-functors. This will be
discussed and exploited considerably more in future work.
6.5 Remark. The category of left adjoint functor from C to D is equivalent
to the category of left adjoint functors from Dop to Cop. The equivalence sends
a functor F : C → D to the opposite of its right adjoint F op∗ : D
op → Cop,
a natural transformation λ : F → G corresponds to a natural transformation
λ∗ : G∗ → F∗, but as we work with functor valued in C
op, this is a natural
transformation λ : F op∗ → G
op
∗ , making the equivalence above covariant. We
have:
6.6 Lemma. A natural transformation λ : F → G between two left adjoint
functors C → D as above is a (trivial) cofibration in the sense of Definition 6.2
if and only if the corresponding natural transformation λop∗ : F
op
∗ → G
op
∗ is a
(trivial) cofibration.
Here we use the opposite pre-model structure on Dop and Cop whose cofi-
brations are the fibrations of D and C. Explicitly, the lemma says for example
that if λ is a cofibration in the sense of Definition 6.2, then for each fibration
f : X → Y in in C the map:
G∗(X)→ G∗(Y )×F∗(Y ) F∗(X)
is a fibration, and a trivial fibration when f is a trivial fibration.
6.7 Definition. A weak Quillen cylinder on a pre-model category C is a pair
of left adjoint functors I,D : C → C endowed with a diagram of natural trans-
formations:
IdC
∐
IdC I
IdC D
i
∇ e
≈
j
where ∇ denotes the codiagonal map and i is a cofibration, j is a trivial
cofibration and the composite of i with the first coproduct inclusion IdC → I is
a trivial cofibration (all in the sense of Definition 6.2).
So, roughly, it is just a weak cylinder object for the identity functor in the
category of endofunctors (except i is required to be a trivial cofibration and not
just an acyclic cofibration).
6.8 Remark. By Remark 6.5 and Lemma 6.6, if I,D : C → C form a weak
Quillen cylinder on C then Iop∗ and D
op
∗ form a weak Quillen cylinder on C
op.
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6.9 Lemma. In a pre-model category, given a diagram:
B A C
B′ A′ C′
If the maps C → C′ and B
∐
AA
′ → B′ are cofibrations (resp. trivial
cofibrations) then the comparison map:
B
∐
A
C → B′
∐
A′
C′
is a cofibration (resp. trivial cofibration).
Proof. This map is a composite:
B
∐
A
C → B
∐
A
C′ → B′
∐
A′
C′
We claim that the first map is a pushout of C → C′ and the second is a pushout
of B
∐
AA
′ → B′. Indeed consider the two diagrams:
A C C′ A′ B
∐
A
A′ B′
B B
∐
A
C B
∐
A
C′ C′ B
∐
A
C′ B′
∐
A′
C′
In both cases the square on the left and the outside rectangle are pushouts.
Hence it follows that the right square is also a pushout. For the left square
of the second diagram, it is a pushout by the same argument as for the map
B
∐
A C → B
∐
A C
′.
The results of Section 3 of [16] can be rephrased (in slightly less generality)
as:
6.10 Theorem. If a pre-model category admits a weak Quillen cylinder, then
it is a weak model category.
This was proved in [16], though the language of the present paper, and the
simplified version of the statement allows us to give a simplified version of the
proof:
Proof. Let C be a pre-model category with a weak Quillen cylinder (I,D, i, j, e)
as in Definition 6.7. Let f : A →֒ B be any core cofibration, we form the diagram:
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B
∐
A
B IB
∐
IA
DA
B DB
∇
≈
We claim that it is a “relative weak cylinder object” for f . Indeed the map
B
≈
→֒ DB is j ⊗ (∅ → B) and hence a trivial cofibration. The map B
∐
AB →֒
IB
∐
IAD is the comparison map between the pushouts of the rows of:
B
∐
B A
∐
A A
IB IA DA
Hence it is a cofibration by Lemma 6.9 as A →֒ DA is a (trivial) cofibra-
tion and the map (B
∐
B)
∐
A
∐
A IA →֒ IB is i ⊗ (A →֒ B) and hence is a
cofibration.
Similarly, the map B →֒ IB
∐
IAD is a trivial cofibration by Lemma 6.9
applied to:
B A A
IB IA DA
Dually, by Remark 6.8, the pre-model category Cop also admits a weak
Quillen cylinder, hence it also admits relative weak cylinder objects, which
means that C has relative weak path objects, and hence that C is a weak model
category.
Cisinski-Olschok theory is concerned instead with combinatorial pre-model
categories endowed with what we will call a strong Quillen cylinder, i.e. a weak
Quillen functor where the map j : IdC → D is an isomorphism. More explicitly:
6.11 Definition. A strong Quillen cylinder on a pre-model category C is a left
adjoint endofunctor I : C → C endowed with natural transformations:
IdC
∐
IdC
i
→֒ I → IdC
factoring the codiagonal map such that i is a cofibration and the composite
IdC → I of i with the first coproduct inclusion is a trivial cofibration, both in
the sense of Definition 6.2.
6.12 Theorem. Let C be a pre-model category equipped with a strong Quillen
cylinder. Then:
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• Any left semi-saturated pre-model structure on the underlying category of
C that has the same left core as C is a left semi-model category.
• Any right semi-saturated pre-model structure on the underlying category
of C that has the same right core as C is a right semi-model category.
In particular, under the same assumptions, LRC and RLC are both left and
right semi-model categories, i.e. they are two-sided semi-model category in the
sense of Section 5.
Proof. Theorem 6.10 shows that C is a weak model category. Moreover, if I is
the cylinder functor, then for any cofibrant object X , IX is a strong cylinder
object for X , and for X fibrant and P the right adjoint of I, PX is a strong
path object for X . Hence C satisfies all the core part of the assumption of
Theorems 3.7 and 3.8. Any category with the same right/left core as C also
satisfies these assumptions, hence any category with the same right/left core
satisfying the appropriate saturation assumption is going to be a left or right
semi-model category.
6.13 Notation. The definitions and results in this section are formulated in a
slightly different way to those in Cisinski’s and Olschok’s work. We introduce
a few new concepts in order to clarify the connection:
• A structured category C is a complete and cocomplete category endowed
with a weak factorization system (cofibration,trivial fibrations). It is said
to be accessible (resp. combinatorial) if it is a locally presentable cat-
egory and its weak factorization system is accessible (resp. cofibrantly
generated).
• Given a natural transformation λ : F → G between two left adjoint func-
tors F,G : C ⇒ D between two structured categories, one says that λ is a
cofibration if λ ⊗ i is a cofibration in D for all cofibrations i of C.
• A strong pre-Quillen cylinder on a structured category C is a left adjoint
endofunctor C : C → C endowed with a natural transformation:
IdC
∐
IdC
σ
→֒ C → IdC
factoring the codiagonal map and such that σ is a cofibration.
6.14 Construction. Definition 3.5 of [23] can be reformulated as follows. Let
C be a combinatorial structured category equipped with a strong pre-Quillen
cylinder:
IdC
∐
IdC
σ=(σ0,σ1)
→֒ C → IdC .
Moreover, let I be a set of generating cofibrations in C, and S any set of
cofibration in C. We define Λ(C, S, I) to be the smallest set of cofibrations in C
such that:
• S ⊂ Λ(C, S, I).
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• ∀i ∈ I, σ0 ⊗ i ∈ Λ(C, S, I) and σ1 ⊗ i ∈
5Λ(C, S, I).
• if j ∈ Λ(C, S, I) then σ ⊗j ∈ Λ(C, S, I).
Then the weak factorization system generated by Λ(C, S, I) is a (trivial
cofibration, fibration) of a pre-model structure on C which makes C into a
strong Quillen cylinder. In fact it is the smallest class of trivial cofibrations
containing S making this true.
The connection with Olschok’s terminology from [23] (closely connected to
Cisinski’s terminology in [11]) is as follows: In [23] one restricts to combinatorial
structured categories in which every object is cofibrant, what we have called a
pre-Quillen cylinder is exactly what is called a cartesian cylinder in [23]. This
terminology “cartesian” of [23] comes from [11] where the cylinder considered
are obtained using cartesian product by a fixed object in a topos, and whose key
properties can be expressed in terms of certain cartesian square, which justify
this terminology “cartesian”. We prefer to avoid using this terminology in the
more general situation where no cartesian structure plays a role. Finally the set
Λ(C, S, I) defined above is exactly as from Definition 3.5 in [23].
And one can indeed recover as a corollary of the results of this section,
M. Olschok’s Theorem 3.16 of [23].
6.15 Corollary (Cisinki-Olschok theorem). Let C be a combinatorial structured
category (see Notation 6.13) in which every object is cofibrant. And let C be
a strong pre-Quillen cylinder on C and S any set of cofibration of C. Then C
admits a Quillen model structure such that:
• Its cofibrations are the cofibrations of C.
• Its fibrant objects and fibrations between fibrant objects are characterized
by the lifting property against the set Λ(C, S, I) from Construction 6.14,
where I is any generating set of cofibrations.
• Equivalences are maps f : X → Y such that for all fibrant object T , f
induced a bijection on the set of homotopy classes [Y, T ] → [X,T ] where
the homotopy relation is defined as maps CX → T .
Proof. C with I and Λ(C, S, I) as generating cofibrations and trivial cofibrations
is a combinatorial category with a strong Quillen cylinder given by C. As every
object of C is cofibrant, it is right saturated and its left saturation and core
left saturation coincide. Hence by Theorem 6.12 its (core) left saturation is a
left semi-model category, and as every object is cofibrant it is actually a Quillen
model category. The first two points follows immediately from the construction.
The last point is just a consequence of the fact that as every object is cofibrant,
then for any fibrant object T , the homotopy class of maps from X to T defined
using the cylinder CX are indeed the morphisms in the homotopy category, and
hence one can test whether a map is an equivalence by using these.
6.16 Remark. Given C an accessible structured category equipped with a pre-
Quillen cylinder, it is possible (though we will not do it here), to construct a
5This second condition is only here so that our definition match Definition 3.5 of [23],
otherwise it is enough to have it for σ0 to obtain Corollary 6.15.
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smallest pre-model structure on C making it into a Quillen cylinder (as it is
achieved by Construction 6.14 in the combinatorial case). We will not detail
this further, but using such a construction (instead of Construction 6.14) one
can also give a version of Corollary 6.15 for an accessible structured category.
6.17 Remark. We also obtain a dual form of Olschok’s theorem: if C is a
combinatorial or accessible pre-model category with a strong Quillen cylinder
and where every object of C is fibrant then it admits a Quillen model structure
with the same fibrations and the same core (acyclic) cofibrations. Indeed, as
every object is fibrant, C is left saturated so that RC is bi-saturated and has
the same fibrations and core cofibrations as C. Therefore by Theorem 6.12 it
is a right semi-model structure and hence, as every object, is fibrant it is a full
Quillen model structure.
6.18 Example. An example where this dual Cisinki-Olschok’s theorem would
have been useful is the construction of the “Folk” model structure on the cate-
gory of strict∞-category in [19]. They explicitly construct a path object functor
X 7→ Γ(X) in section 4.4 which can be easily checked to be a right adjoint func-
tor (for example it is ω1-accessible and preserves all limits), Theorem 2 of [19]
equips it with all the natural transformations to make it a “path object functor”
and subsequent results, e.g. Corollary 2, in [19] shows that it is the right adjoint
of a strong Quillen cylinder. As every object is fibrant in this model structure
this directly concludes the proof that the folk model structure exists and is a
Quillen model structure.
6.19 Remark. Another striking consequences of these results is that any pre-
model category that is enriched over a monoidal model category is immediately
a weak model category, and if it satisfies some of the saturation condition of
Definition 3.5, it will be a left/right/two-sided model category. For example, any
bi-saturated simplicial pre-model category is automatically a two-sided model
category. Of course, by “enriched over a monoidal model category” or “simplicial
pre-model category” one means that the usual compatibility conditions between
the enrichment and weak factorization system familiar to the theory of enriched
(or simplicial) model categories are satisfied.
A further corollary of this is that the category of left (resp. right, resp.
two-sided) simplicial combinatorial (or even accessible) model categories has
all limits and colimits. Indeed limits and colimits of combinatorial and acces-
sible pre-model categories exists and are discussed in Appendix B, and this
easily caries over to completeness and cocompleteness of the category of sim-
plicial accessible (or combinatorial) pre-model categories, and as (core) left and
right saturation are reflective and coreflective categories in a compatible way
(by Theorem 4.1) it immediately follows that the full subcategories of left semi-
saturated, right semi-saturated and bi-saturated simplicial accessible (or combi-
natorial) pre-model category also have all limits and colimits, and as explained
above, these are the same as, respectively, left, right and two-sided combinato-
rial simplicial semi-model category. The same argument applies to any kind of
enrichment over a combinatorial or accessible monoidal model category.
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7 Left and right Bousfield localizations
Before talking about Bousfield localization, we introduce a notation and a lemma
that will be useful for both left and right Bousfield localizations:
7.1 Notation. Given i : A →֒ B a core cofibration in a weak model category
C, we denote by ∇i the core cofibration:
B
∐
A
B
∇i
→֒ IAB
for some choice of a relative weak cylinder object IAB for i. ∇i is essentially
a core cofibration representing the homotopy codiagonal map of i. As ∇i is itself
a core cofibration one can iterate the construction to obtain ∇ki the “homotopy
higher codiagonal” of i.
7.2 Lemma. Let p and q be two composable core fibrations in a weak model
category C and let i be a core cofibration. Assume that q ◦ p has the right lifting
property against i and q has the right lifting property against ∇i, then p has the
right lifting property against i.
Proof. Consider a lifting problem:
A X
B Y
Z
i p
?
q
using the lifting property of i against q◦p, we obtain a map ?0 : B → X mak-
ing the upper triangle commutes, but where the lower triangle only commutes
when post composing it with q. We hence have two different maps B ⇒ Y that
are equalized by A → B and co-equalized by Y → Z. We see these as a map
τ : B
∐
AB → Y whose composite with q factors through the codiagonal map
B
∐
AB → B, and as Z is fibrant there is a self-homotopy IAB → Z extending
qτ which gives us the solid diagram on the left below:
B
∐
AB Y
IAB Z
τ
∇i qh
A X
B
IAB
B Y
p∼
?0
h
As we assumed ∇i has the lifting property, one obtains a dotted lift h, which
then fits into the solid diagram on the right above. It admits a dotted arrow as
drawn because p is a core fibration and B
∼
→֒ IAB an acyclic cofibration. The
composite diagonal arrow B → X provides the diagonal filling we needed to
conclude the proof.
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We start with left Bousfield localizations which given the machinery we have
developed in the rest of the paper, are fairly easy:
7.3 Theorem. Let C be an accessible (resp. combinatorial) weak model cate-
gory, and let S be a set of morphisms in Ho(C). Then there is an accessible
(resp. combinatorial) weak model structure LcSC on C such that:
(1) The identity C → LcSC is a left Quillen functor.
(2) The induced functor Ho(C) → Ho(LcSC) sends all elements of S to iso-
morphisms.
(3) LcSC is core left saturated.
(4) LcSC is universal for the three properties above.
Moreover:
(5) LcSC has the same cofibrations as C.
(6) A map between fibrant objects of LcSC is a fibration of L
c
SC if and only if
it is a fibration of C.
Proof. For each s ∈ S, we choose a representative j of s which is a core cofibra-
tion, and we also makes choices of ∇kj for all k > 0 and j. Let J be the set of
all these cofibrations.
Consider the accessible (resp. combinatorial) pre-model structure LSC on C
which has the same cofibrations as C and whose trivial cofibrations are generated
by the trivial cofibrations of C and all the maps in J , that is the supremum in
the sense of B.7 of the accessible weak factorization system (trivial cofibration,
fibrations) and the cofibrantly generated weak factorization system generated
by J (whose existence is guarantied by Theorem B.8.(1).
Note that LSC depends on the choice of the representative j and of the ∇
kj
we made, but we will show that its core left saturation LcSC : = L
cLSC has the
properties claimed by the theorem and hence only depends on C and S because
of the universal property (point (4)).
Properties (3) and (5) are immediate by construction (core left saturation
do not affect the cofibrations). We then prove that LSC satisfies property (6).
If f : X → Y is a C-fibration between LSC-fibrant objects then, for any j ∈ J ,
as X has the lifting property against j and Y has the lifting property against
∇j ∈ J , Lemma 7.2 (applied with q : Y → 1) shows that f has the lifting
property against j. Because core right saturation do not affect the core, this
shows that LcSC satisfies (6) as well.
We then show that LSC is indeed a weak model category. It has the same
cofibrations and more trivial cofibrations than C, so every cofibration clearly
has a relative weak cylinder object (because it has one in C), and similarly, any
fibration between fibrant objects in LSC has a relative weak path object because
it has one in C, which is still one in LSC due to property (6) for LSC proved
above.
Property (2) is clear as well: every arrow in S has a representative which
is a core cofibration which becomes a trivial cofibration in LSC, so it is sent to
an isomorphism in Ho(LSC). It only remains to check property (4), i.e. the
universality:
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Let L : C → D be a left Quillen functor satisfying (2) with D core left
saturated. We have to show that any arrow in J is sent to a trivial cofibration
in D: this will immediately imply that L factor (uniquely) through LSC, and
hence as D is core left saturated through LcSC. Now this claim is easily proved
by induction: if j ∈ J is a core cofibration representing an arrow in S, then its
image by L is a core cofibration and an equivalence, hence is a trivial cofibration
by core left saturation of D, and if j = ∇j′ for a core cofibration j′ such that
Lj′ is a trivial cofibration in D, then Lj is a ∇Lj′ hence is an equivalence (as j′
is a trivial cofibration) and hence is also a trivial cofibration by core saturation
of D.
7.4 Remark. Instead of the core left saturation, one can take the left saturation
of LSC:
LSC := LLSC = LL
c
SC
which also satisfies all the condition of theorem, except that core left satu-
ration is replaced by left saturation.
7.5 Remark. In the case of combinatorial model categories, Theorem 7.3 seems
optimal in the sense that if one wants the localization to be combinatorial it
has to be a localization at a set of morphisms (because there will be in the
localization a generating set of trivial cofibrations). But in the accessible case
this is no longer the case: if we only want the localization to be accessible it
might happen that there are situations where a left Bousfield localization exists
without it being a left Bousfield localization at a set of maps.
Given a class S of arrows in C, one says that the left Bousfield localization
of C at S exists if for some choices of a set J0 of cofibrations representing all the
elements of S, and of J a closure of this set of representatives under ∇, such
the weak factorization system generated by J exists and is accessible. If this
happen the rest of the proof of Theorem 7.3 carries over and one can construct
the Bousfield localization LcSC (or LSC) and it has all the properties claimed in
Theorem 7.3. The following proposition gives a characterization of classes for
which this work, which has the advantages of being a necessary and sufficient
condition, and of making left localization and right localization look extremely
similar, but does not seems to very be convenient in practice. I have not been
able to find a better characterization yet, but I still believe it exists.
7.6 Proposition. Consider a Quillen adjunction between two accessible weak
model categories:
L : C ⇆ D : R
and let S be the class of arrows in Ho(C) which are inverted by L : Ho(C)→
Ho(D). Then the left Bousfield localization of C at S exists (in the sense of
Remark 7.5) and is accessible. If C and D are combinatorial, this localization is
also combinatorial.
As the proof below will show, if κ is an uncountable regular cardinal, C and
D are κ-accessible (resp. κ-combinatorial) weak model categories and (L,R) is
a κ-adjunction in the sense of Notation A.1, then the localizations LcSC and LSC
are also κ-accessible (resp. κ-combinatorial).
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Proof. We take J to be the class of all core cofibrations whose image by L is
an acyclic cofibrations in D. This is a set of representatives of S and it is easy
to see that it is already closed under ∇ and ∇k. Moreover the accessible weak
factorization system generated by J exists, and is appropriately κ-accessible or
κ-combinatorial, because:
• The class of maps whose image by L is an acyclic cofibration in D is
the left class of a (left transferred) weak factorization system on C by
Theorem B.8.(4).
• The class of cofibrations whose image by L are acyclic cofibrations in D
is also the left class of weak factorization system: it is the infimum in the
sense of Notation B.7 of the accessible weak factorization constructed in
the previous point, and the (cofibration,trivial fibration) weak factoriza-
tion system. Hence it exists and is accessible by Theorem B.8.(2)
• Finally, the class of maps with the right lifting property against the core
cofibration sent to acyclic cofibrations (i.e. against J above) is the right
class of an accessible weak factorization system by Lemma 4.7.(1) applied
to the previous weak factorization system and the (cofibrations,trivial fi-
bration) weak factorization system.
7.7 Remark. A typical property of Bousfield localization is missing in our
statement of Theorem 7.3: that the fibrant objects of LcSC are exactly the
object that are fibrant in C and S-local. The reason why we did not include
this is that as we have not defined a simplicial hom space in the framework of
weak model categories yet, and we would need this to define what are S-local
objects. But it should also be clear from the construction of LcSC in the proof
of Theorem 7.3 (more precisely of “LSC”) that this condition is satisfied for
all reasonable definitions of the simplicial hom spaces: LSC, L
c
SC and LSC all
have the same fibrant objects, and an object of LSC is fibrant if and only if it
is fibrant in C and has the lifting property against choice of core cofibrations
representing all maps in S as well as all their higher homotopy codiagonal, which
exactly express S-locality.
7.8 Remark. Given an accessible weak model category C, and a left Bous-
field localization LSC (or L
c
SC). One easily see that the right Quillen functor
Id : LSC → C induces a fully faithful functor Ho(LSC) → Ho(C). Indeed, this
follows immediately from the fact that the bifibrant objects of LSC are a full
subcategory of the bifibrant objects of C, and that the path object or cylinder
constructed in C for objects that are bifibrant in LSC are still path objects (or
cylinder object) in LSC, so the homotopy relation is the same in both categories.
As a Quillen adjunction induces an adjunction at the level of homotopy
categories (see for example [16, Prop. 2.4.3]), so this shows that Ho(LSC) is a
reflective full subcategory of Ho(C).
We now move to right Bousfield localizations. There is a well-known addi-
tional difficulty with right Bousfield localization, which is that in order to get
a combinatorial localization one should not take a right localization at a set of
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maps, but rather something like the localization at a class of maps that are ho-
motopically right orthogonal to some set of objects (or of arrow). We introduce
the following definition to handle this:
7.9 Definition. Let C be a κ-accessible weak model category, and S a class of
arrows in Ho(C). One says that S is a κ-accessible right localizer if there exists
a κ-accessible right Quillen functor R : C → D with D a κ-accessible weak model
category, such that S is the class of all arrows that are sent to isomorphisms by
Ho(R) : Ho(C)→ Ho(D).
One says that S is a κ-combinatorial right localizer if furthermore C and D
are κ-combinatorial.
One says that S is an accessible (resp. combinatorial) right localizer if it is
a κ-accessible (resp. κ-combinatorial) right localizer for some regular cardinal
κ.
7.10 Remark. In the literature, one usually considers right Bousfield localiza-
tion at the class of “K-colocal equivalences” for K a set of objects. Similarly to
Remark 7.7, as we have not defined yet simplicial hom spaces in the framework
of weak model categories, one cannot really use this definition here. But it
should be easy to convince any reader already familiar with these notions that
our definition of combinatorial right localizer is equivalent to classes ofK-colocal
equivalences for some set K of objects: given a set of objects K, one choose a
cosimplicial resolution (ki) of each object k ∈ K. Each such resolution induce
a left Quillen functor ∆̂ → C, and together they give rise to a right Quillen
functor C → (∆̂)K . The maps in Ho(C) sent to isomorphisms in Ho(∆̂K) by
this functor are, essentially by definition, the K-colocal equivalences.
Conversely, the combinatorial right localizer attached to a right Quillen func-
tor R : C → D is easily seen to be the class of K-colocal equivalence for K the
set of image by the left adjoint of R of all the κ-presentable cofibrant objects of
D, for any κ such that D is κ-presentable.
7.11 Theorem. Let C be an accessible (resp. combinatorial) weak model cat-
egory, and let S be any accessible right localizer of C. Then there exists an
accessible weak model structure RcSC such that:
(1) The identity C → RcSC is a right Quillen functor.
(2) The induced functor Ho(C)→ Ho(RcSC) send all elements of S to isomor-
phisms.
(3) RcSC is core right saturated.
(4) RcSC is universal for the three properties above, and S is the right localizer
defined by C → RcSC.
Moreover:
(5) RcSC has the same fibrations as C.
(6) A map between cofibrant objects of RcSC is a cofibration of R
c
SC if and only
if it is a cofibration of C.
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Given an uncountable regular cardinal κ, If C is κ-accessible (resp. κ-
combinatorial) and S is a κ-accessible (resp. κ-combinatorial) right localizer
on C, then RcSC is κ-accessible (resp. κ-combinatorial).
Proof. Let R : C → D be a right Quillen functor defining the localizer S.
One defines RcSC to have the same (trivial cofibrations,fibrations) factoriza-
tion system as C, and a cofibration of RcSC to be a cofibration of C that have
the left lifting property against all core fibrations that are in S, or equivalently
all core fibrations p such that R(p) is acyclic. The fact that these forms a (κ-
)accessible (resp. κ-combinatorial) weak factorization system on C is proved
using the exact dual of the argument used in the proof of Proposition 7.6. With
this definition (5) is immediate.
As RcSC has the same trivial cofibrations and less cofibrations than C, (1) is
immediate. For (2) let s ∈ S, and chose a core fibration representing s. It is
sent by R to an acyclic core fibration and hence a trivial fibration in RcSC by
definition.
One then directly show property (4): let R′ : C → D′ be a right Quillen
functor inverting all arrows in S, with D′ core right saturated. One just need
to show that R′ send all trivial fibrations of RcSC to trivial fibrations of D
′, but
as the trivial fibration of RcSC are generated (as a right class, i.e. cofibration
are defined by the lifting properties against these maps) by the trivial fibrations
of C and the core fibrations of C that are in W , it is enough to show that this
second class of arrows are sent to trivial fibration by R′. For any such map, its
image by R′ is a core fibration and an equivalence, hence it is an acyclic core
fibration, and hence by core right saturation of D′, it is a trivial fibration. This
concludes the proof of universality.
In particular, this universality property applies to the right Quillen functor
C → D → RcD, hence we have a factorization C → RcSC → R
cD, so any arrow
in Ho(C) that is inverted by the right Quillen functor to RcSC also becomes an
equivalence in RcD, which is the same as being an equivalence in D, hence it is
in S. This proves the second half of (4).
We now prove point (3): Given a core acyclic fibration of RcSC, it is a core
fibration of C, and an element of S (we just proved that equivalences in RcSC
are exactly the elements of S), so by definition of RcSC it is a trivial fibration of
R
c
SC. It remains to prove (6): but it follows from the dual of Lemma 7.2 using
the exact dual of the argument for Theorem 7.3.(6).
7.12 Remark. Similarly to Remark 7.4, one defines
RSC : = RR
c
SC
the right saturated Bousfield localization. It satisfies all the condition of
Theorem 7.11 where core right saturation is replaced by right saturation (in
condition (3), and in the universality property).
7.13 Remark. The exact dual of Remark 7.8 also applies here and Ho(RSC)
(equivalentlyHo(RcSC)) is identified with a coreflective full subcategory ofHo(C)
by the left Quillen functor Id : RSC → C.
This construction of the right Bousfield localization we have given might look
very different to these presents in the literature. We propose a slightly different
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construction to reduce this gap, we only formulate it in the combinatorial case
to avoid some complications and make it closer to the classical literature.
7.14 Definition. Given a combinatorial weak model category C, a pre-right
Bousfield localization of C is a combinatorial weak model structure on C which:
• has the same fibrations as C;
• has less cofibrations than C.
7.15 Proposition. Let C be a combinatorial weak model category. Let I be a
set of core cofibrations of C such that for each i ∈ I there exists a choice of
∇i as in 7.2 which belongs the class generated by I and the trivial cofibrations
of C. Then the class generated by I and the trivial cofibrations of C are the
cofibrations of a right saturated pre-right Bousfield localization of C. Moreover
any right saturated combinatorial pre-right Bousfield localization of C is obtained
this way.
Proof. Let I be a set of core cofibrations as in the statement of the proposition,
and let RIC be the combinatorial pre-model structure on C whose trivial cofi-
brations are those of C and whose cofibrations are generated by I and the trivial
cofibrations of C. As the cofibrations of RIC are generated by core cofibration
and trivial cofibration it is immediate that it is right saturated. One just need
to show that it is a weak model category to obtain that it is a pre-right local-
ization. First one observes that as RIC has the same fibrations and more trivial
fibrations as C, any core fibration have a relative weak path object in RIC,
which is given by a relative weak path object taken in C. Moreover, it follows
from Lemma 7.2 that if q, p are composable core fibrations such that q and q ◦ p
are acyclic (equivalently trivial) fibrations then p is also an acyclic fibration:
indeed for each i ∈ I, as ∇i is a cofibration of RIC (for some choice of ∇i), one
has that q has the lifting property against ∇i and q ◦ p has the lifting property
against i, hence p has the lifting property against i, and so by the dual form of
Proposition 2.15, this concludes the proof that C is a weak model category.
For the last part of the proposition: given RC a right saturated pre-right
Bousfield localization of C, then by right saturation its cofibrations are generated
by trivial cofibrations and core cofibrations. Let I be a set of core cofibrations
generating all the core cofibrations (it exists by Lemma 4.7.(1)) then for any
i ∈ I, i has a relative cylinder objects in RC, but this is exactly the same as a
choice of ∇i which is a cofibration of RC, and hence our set I has the property
claimed in the proposition.
7.16 Proposition. Let RC a pre-right localization of C. Consider the right
Bousfield localization RcSC of C at the class S of arrows inverted in Ho(RC).
Then RC and RcSC have the same right core, in particular the same homotopy
theory.
Proof. By definition, both RcSC and RC have the same (trivial cofibrations,
fibrations) factorization system as C. By construction, an acyclic6 core fibration
of RcSC is exactly a core fibration of C which is acyclic in RC, i.e. it is the same
as an acyclic core fibration of RC, so RcSC and RC have the same fibrations and
core acyclic fibrations, that is they have the same right core.
6Or equivalently trivial by core right saturation of Rc
S
C.
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7.17 Construction. One can now describe the usual construction of a right
Bousfield localization as found in the literature (we typically refer to the one
in [4]): One starts with a class of cofibrant objects K, one choose iterated
higher codiagonals ∇ik for the core cofibrations ∅ →֒ k for k ∈ K and we take
I to be the set of all these maps. This set I clearly satisfies the condition of
Proposition 7.15, so it generates a pre-right Bousfield localization. We then take
the right Bousfield localization inverting the same class of equivalences (which
has the same right core, hence the same homotopy category by Proposition 7.16).
Combining the result about Bousfield localizations of weak model categories,
with the recognition principle for left and right semi-model categories proved in
Section 3 we obtain the following theorem:
7.18 Theorem.
(1) Any left Bousfield localization LcSC of an accessible left semi-model cate-
gory C is also a left semi-model category.
(2) Any right Bousfield localization RcSC of an accessible right semi-model cat-
egory C is also a right semi-model category.
(3) Any left saturated left Bousfield localization LSC of an accessible right
semi-model category C is also a right semi-model category.
(4) Any right saturated right Bousfield localization RSC of an accessible left
semi-model category C is also a left semi-model category.
(5) If C is an accessible two-sided model category (for e.g. an accessible Quillen
model category), then each of its saturated left or right Bousfield localiza-
tion RSC and LSC is a two-sided model category.
It also follows that a left saturated left localization of an accessible left semi-
model category is a left semi model-category, and dually.
Proof. For point (1): one applies 3.7, LcSC is right saturated by Lemma 7.19
below because C is, and core left saturated by definition of Bousfield localization.
Given a cofibrant object X ∈ LcSC, it is a cofibrant object of C, and a strong
cylinder object for it in C is still a strong cylinder object for it LcSC as (acyclic)
cofibration in C are still (acyclic) cofibration in LcSC. The proof of point (2)
is the exact dual. Point (3) is very similar: now LSC is core right saturated
by Lemma 7.19 because C is, and given a fibrant objects X in LSC, it is also
fibrant in C, so as C is assumed to be a right semi-model category it has a
strong path object PX in C. As PX → X is a trivial fibration in C (hence also
in LSC), it follows that PX is also fibrant in LSC, and hence applying point (6)
of Theorem 7.3 one concludes that PX is again a strong path object in LSC.
By Theorem 3.8, it follows that LSC is a right semi-model category when C is.
The proof of point (4) is dual, and point (5) is a corollary of all the previous
points combined.
Point (2) is essentially C. Barwick’s result on right Bousfield localization
proved in [4], Point (1) is stated in [4] and its proof can be found in [5], which
also contains many interesting examples of left Bousfield localizations. Point
(3), (4) and (5) are new. Point (3) is probably the most interesting as left
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Bousfield localization are an extremely important tool in the theory of model
categories and not having it for right semi-model categories was a huge drawback
of the notion. Let me mention two applications of (3) that I have in mind:
• In [17] we needed to consider the left Bousfield localization of the right
semi-model category of semi-simplicial sets which model homotopy n-type
as an intermediate between Grothendieck n-groupoids and n-truncated
spaces. The fact that this right Bousfield localization actually exists was
left to be proved in the present paper.
• In the author work on C. Simpson semi-strictification conjecture (see [15]),
all the model structures constructed on non-unital∞-categories and posi-
tive polygraphs are either weak model structure or right semi-model struc-
ture. I’m hoping that these constructions will be extended to model for
(∞, n)-categories and (∞,∞)-categories in the future, and this requires
many left Bousfield localizations, for example (∞, n)-categories should be
a left Bousfield localization of (∞,∞)-categories.
Point (4) is mostly here only for aesthetical purpose. I do not really have
any concrete application in mind for Point (5) as the interest of the notion of
two-sided model category is still unclear, but it does provide with a good supply
of examples of two-sided model categories that are not automatically Quillen
model categories, see Example 5.4.
We finish by the following lemma that was needed in the proof of our last
theorem.
7.19 Lemma. If C is right saturated, or core right saturated, then its left Bous-
field localization LcSC and LSC also are. Dually if C is left saturated, or core left
saturated, then its right Bousfield localization RcSC and RSC also are.
Proof. The proof of the two statement are exact duals, so we only treat left
localizations. The case of LSC follows from the case of L
c
SC and the fact (see
Theorem 4.1) that the left saturation construction L preserves (core) right sat-
uration. Now assume that C is (core) right saturated. If f is a (core) acyclic
fibration in LcSC, then it is also a (core) fibration in C, and as the two have the
same cofibrations, it is still acyclic in C, hence by (core) right saturation of C it
is a trivial fibration in C. As C and LcSC have the same cofibrations, they also
have the same trivial fibrations, so this concludes the proof.
A Locally κ-presentable categories
The general goal of these two appendices is to record some results about combi-
natorial7 and accessible weak factorization systems on locally presentable cate-
gories. Except the accessible case of Theorem B.8.(2), all the results presented
here appear in some form in the literature, and we will try to give credit to the
original source as much as we can. Often though the existing literature only
contains these results in weaker form that do not specify the value of the accessi-
bility rank (the cardinals λ and κ) and here we will provide more precise version
7Usually called “cofibrantly generated”. We avoided this terminology as both accessible
and combinatorial are defined by cofibrant generation conditions. See Definition B.3.
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that do. In most cases, this only involves keeping track of the accessibility ranks
through some already existing proof.
Appendix A regroup results about locally presentable categories and Ap-
pendix B regroup results about combinatorial and accessible weak factorization
systems.
I am grateful to Jiˇr´ı Rosicky´, John Bourke and Ivan Di Liberti for several
helpful discussions related to the contents of these two appendices as well as
for pointing out many references to me. The proof of the accessible case of
Theorem B.8.(2) below is due to John Bourke (personal communications), and
Jiˇr´ı Rosicky´ also gave a different proof of the same result independently (also
personal communications).
A.1 Notation. In what follows λ and κ always denote regular cardinals. We
usually use κ for an uncountable regular cardinal and λ for an arbitrary regular
cardinal. We will say that an adjunction:
C A⊥
L
R
is a λ-adjunction if C and A are both locally λ-presentable and if the following
equivalent conditions are satisfied:
• The left adjoint functor L preserves λ-presentable objects (i.e. is strongly
λ-accessible).
• The right adjoint functorR preserves λ-filtered colimits (i.e. is λ-accessible).
We will also say that L is a λ-left adjoint and that R is a λ-right adjoint.
A.2 Theorem. Let λ and κ be regular cardinals, with κ uncountable.
(1) The bicategory of accessible categories and accessible functors between
them has all small Cat-weighted pseudo-limits, and they are preserved by
the forgetful functor to Cat.
(2) The bicategory of locally λ-presentable categories and λ-right adjoints be-
tween them has all small Cat-weighted pseudo-limits and they are preserved
by the forgetful functor to Cat.
(3) The bicategory of locally κ-presentable category and κ-left adjoints between
them has all κ-small Cat-weighted pseudo-limits and they are preserved by
the forgetful functor to Cat.
(4) Let C be a locally κ-presentable category endowed with T a κ-accessible
endofunctor, (co)pointed endofunctor, or (co)monad. Then the category
of T -(co)algebras is again locally κ-presentable and the adjunctions:
L : C ⇆ T -Alg : U U : T -Coalg⇆ C : R
are κ-adjunctions. In the case of category of algebras this also works for
κ = ω.
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Most these results are well known and the proof will mostly point to refer-
ences.
A.3 Remark. In Theorem A.2, by “Cat-weighted pseudo-limits” we refer to
the fact that as all the categories mentioned are bicategories, they can be con-
sidered as enriched (in an appropriate bicategorical sense) over the bicategory
Cat of categories, and hence we can consider the usual enriched notion of limits.
These limits for bicategories have been considered by many authors under many
different names8: for example “indexed limits of retract type” in [6], or simply
“Limits” in [20], 2-limits, bilimits, flexible limits, or PIE-limits. This last name
comes from the fact that this class of limits is generated by Products, Inserters
and Equifiers. Product is simply the usual notion of possibly infinity products.
Given F,G : C ⇒ D, the inserter Ins(F,G) → C is universal for 1-arrows to C
endowed with a 2-arrows F ◦ H → G ◦ H , and given α, β : F ⇒ G as before,
the equifier Eq(α, β)→ C is universal for 1-arrows H to C such that the 2-arrow
α ◦H,α ◦H : F ◦H ⇒ G ◦H are equals.
Such limits are called κ-small (for a regular cardinal κ) if both the indexing
diagram is κ-small and the weight is levelwise κ-small. These κ-small Cat-
weighted pseudo-limits are generated by κ-small products, inserters and equi-
fiers. Pseudo-pullbacks and inverters are special cases of finite PIE or Cat-
weighted pseudo-limits.
Proof of Theorem A.2. Point (1) appears as Theorem 5.1.6 of [20] or in Section
2.H of [2] for the case of lax limits, together with Exercise 2.m for inverters
which together gives all weighted pseudo-limits. (2) and (3) are due to G. Bird
in his PhD thesis [6], as Theorem 2.17 and Proposition 3.14.
For (4) the usual argument goes as follows: in all cases, the category of
(co)algebra can be written as a certain weighted limit of accessible categories
and accessible functors between them (namely, T and its powers), and hence it is
accessible by (1). Moreover in categories of (co)algebra (co)limits are created by
the forgetful functor to C, hence if C is (co)complete, the category of (co)algebra
is also (co)complete. In both case an accessible category which is either complete
or cocomplete is locally presentable. But unfortunately, this argument gives no
control over the presentability rank. We will need a different proof.
For the case of the category of algebras over a monad it is easy to show that
the free algebra over κ-presentable objects form a dense family of κ-presentable
algebras and hence that the category is indeed locally κ-presentable (even if κ
is countable). A detailed argument appears, for example, as Theorem 6.9 of [6].
This also shows that the free algebra functor preserve κ-presentable objects,
or equivalently it follows from the fact that as the monad preserve κ-filtered
colimits, that the forgetful functor preserves κ-filtered colimits.
For categories of algebras over a κ-accessible endofunctor or pointed endo-
functor one can simply observe that the forgetful functor T -Alg→ C is monadic,
as it satisfies all the assumption of Beck’s monadicity criterion, and preserves
κ-filtered colimits as T does, because the forgetful functor T -Alg→ C preserves
all colimits that are preserved by T , and its left adjoint preserves all colimits.
It follows that the category of T -algebras is the category of algebras for a κ-
8These notions have often be defined in the context of strict 2-categories as special case of
strict 2-limits, and from this point of view are not equivalent. They are however all equivalent
when considered in the bicategorical context.
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accessible monad, so that one can conclude the proof by using the previous case.
All of this applies without any problem even if κ is countable.
We move to the case of coalgebras. The case of coalgebras over a κ-accessible
endofunctor is treated in [1] as Theorem 4.2, which more generally says that
given a λ-accessible endofunctor F on a λ-accessible category that admits colim-
its of ω-chains, the category of F -coalgebras is λ-accessible and an F -coalgebra
is λ-presentable if and only if its underlying object is λ-presentable.
Applying this to a locally λ-presentable category immediately gives that the
category of coalgebras is locally λ-presentable and cocomplete (as the forgetful
functor creates colimits) and hence is locally λ-presentable. Moreover the for-
getful functor preserves (and detects) λ-presentable objects, so the adjunction
is indeed a λ-adjunction.
It remains to prove the result in the case where T is a copointed endofunctor
or a comonad. Let T = (T0, ǫ : T0 → Id) be a λ-accessible copointed endofunctor
on a λ-presentable category C.
The category of T -coalgebras is the equifier:
T -Coalg (T0-Coalg) C
U
U
ǫ′IdU
where U denotes the forgetful functor, and ǫ′ is the natural transformation
which on each F algebra (X, s : X → F (X)) is ǫ′X = ǫX ◦ s : X → X . The
T algebras are the T0-algebra X such that ǫ
′
X = Id which is just what this
equifier captures. Hence the result follows from (3) as U is a left adjoint functor
preserving κ-presentable objects.
If now T = (T0, ǫ, η) is a comonad, one has to adjust the argument a bit as
this time we want to equify two natural transformationsX ⇒ F 2(X), but F 2(X)
does not have to be a left adjoint functor preserving κ-presentable objects. We
hence consider E the category whose objects are triples, consisting of an object
Y ∈ C together with two arrows Y ⇒ T 2Y . The category E can be seen as the
category of coalgebras for the κ-accessible endofunctor Y 7→ (T ◦ T )(Y )2 and
hence by the previous result is locally κ-presentable, with such a triple being
κ-presentable if and only if Y is.
We denote by T1 the copointed endofunctor (T0, ǫ). There is a natural func-
tor Z : T1-Coalg → E sending each T1-coalgebra (X, ν) to the two morphisms
X → T 2(X) whose equality witness that X is a T -coalgebra. Z preserves all col-
imits and κ-presentable objects, hence is a κ-left adjoint. Finally, we also have
a κ-left adjoint functor T 2-Coalg→ E , which sends a coalgebra η : X → T 2(X)
to (X, η, η) and the category of T -Coalg appears as the pseudo-pullback:
T -Coalg T1-Coalg
T 2-Coalg E
Z
And this concludes the proof by (3).
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A.4 Lemma. Let Ci,Di : I → Cat be two (pseudo) diagrams of categories, and
let V : Ci → Di be a pseudo-natural transformation which is levelwise monadic.
Then the functor:
lim V : lim
i∈I
Ci → lim
i∈I
Di,
where the limits are pseudo-limits weighted by some I → Cat, is monadic if
and only if it has a left adjoint.
Proof. We check that limV always satisfies all the (others) conditions of the
Beck monadicity criterion. Conservativity is clear. Given a limV -split pair in
limi∈I Ci, its projection to each Ci (for each i ∈ I and x ∈ W (I)) is a Vi-split
pair, hence, as Vi is monadic, it has a coequalizer in Ci which is preserved by
Vi. We claim that these coequalizers are preserved by all the transition maps
Ci → Cj (for all maps in I and in the weight), indeed in the naturality square:
Ci Cj
Di Dj
Vj
The two vertical maps preserves these coequalizers, and the lower horizontal
arrows also preserves them because in Di they are split coequalizers and hence
preserved by all functors. It follows that natural map in Cj between the co-
equalizer computed in Cj and the image of the coequalizer computed in Ci is
sent by Uj to an isomorphism, but as Uj is conservative this proves that the
coequalizer in Ci is preserved by the transition map to Cj. It hence follows that
there is a coequalizer in lim Ci and that it is preserved by all the functors to the
Ci, hence by all the functor to Di, and hence also by the functor to limDi.
A.5 Corollary. For any uncountable regular cardinal κ, a pseudo-pullback of a
comonadic κ-left adjoint functor along a κ-left adjoint functor (between locally
κ-presentable categories) is again a comonadic κ-left adjoint functor. Also,
given a pseudo-pullback:
∏
A
Ci
of a family of comonadic κ-left adjoint functors Ci → A (between locally
κ-presentable categories), the functor
∏
A
Ci → A is a comonadic κ-left adjoint.
Note that in general composites of comonadic left adjoint functors are not
always comonadic, so that the second part, even for finite families cannot be
deduced directly from the first one.
Proof. In both cases, the existence of the limits and the fact that its structural
maps are κ-left adjoints follows from Point (3) of Theorem A.2. Once we know
that the functors involved are left adjoints, their comonadicity follows from the
dual of Lemma A.4 applied to the natural transformation:
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B A C
A A C
where B → A is comonadic, so that the resulting comparison map is B ×A
C → C. For the second part of the corollary, we apply Lemma A.4 to the natural
transformation which is the identity on A and Ci → A for all i.
B Accessible and combinatorial weak factoriza-
tion systems
Let I be a set of arrows in a category C. We denote by I the class of arrows
that have the right lifting property against I, and by Cof(I) the retracts of
transfinite composition of pushout of maps in I. We recall:
B.1 Proposition (Small object argument). Let C be a co-complete category,
and let I be a set of arrows in C. Assume that C is locally presentable, or more
generally that for every i : A→ B ∈ I, the functor:
Hom(A, ) : C → Sets
commutes with λ-transfinite composites of pushouts of maps in I for some
regular cardinal λ. Then (Cof(I), I ) is a weak factorization system on C.
We now recall the algebraic small object argument, due to R. Garner in [12].
We consider this time a small category I of arrows in C, i.e. a small category I
with a functor I → C→ to the arrow category of C. One says that an arrow f
in C has the algebraic lifting property against I, and write f ∈ I , if for each
(solid) lifting problem as in the diagram on the left below, it is endowed with a
chosen (dotted) diagonal filler:
A X
B Y
i∈I
u
f
v
τ(i,u,v)
A1 A2 X
B1 B2 Y
i1
k
i2
u
f
h
v
such that moreover, given a diagram as on the right above where the left
square is the image of a morphism in I, the two diagonal fillers are compatible,
that is τ(i2, u, v) ◦ h = τ(i1, uk, vh).
We denote by I the category whose objects are the arrows in C that are
endowed with such compatible choice of lift, and whose morphisms are the
squares compatible to these chosen lift. Though very often we also denote by I
the class of arrows that admits such a structure. Garner’s version of the small
object argument can be stated as:
B.2 Proposition. Let C be a locally presentable category and I a small category
of arrows in C. Then the forgetful functor I → C→ is a monadic right adjoint
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functor. Moreover given a general arrow f ∈ C the unit of the adjunction has
the form:
X E
Y Y
f
Lf
Rf
where Rf ∈ I and Lf has the left lifting property against all arrows in the
image of I .
So in particular one obtains a weak factorization system whose left class are
the arrows in image of I (this class is already closed under retract) and the
arrows that are core left orthogonal to them. It is in fact the underlying weak
factorization system of an algebraic (or natural) weak factorization system as
considered in [14], [12] and [7].
B.3 Definition. A weak factorization system on a category C is said to be
λ-combinatorial (resp. λ-accessible) if:
• C is locally λ-presentable.
• Its right class is I (resp. I ) for I a set (resp. a small category) of arrows
between λ-presentable objects of C.
It is said to be combinatorial (resp. accessible) if it is λ-combinatorial (resp.
λ-accessible) for some λ.
Usually, an accessible factorization system is defined in terms of the exis-
tence of an accessible factorization functor. Theorem B.5 below (mostly due
to J. Rosicky´ in [24]) show that for an uncountable λ this is equivalent to our
definition. As previous references only defined the notion of accessible weak
factorization system (and not λ-accessible) our terminology is not conflicting
with pre-existing literature. The reason why we did not use the more usual
definition, stated as condition (C) of Theorem B.5, is explained in Remark B.9.
B.4 Remark. By an accessible factorization functor, we mean an accessible
functor (L,E,R) : C→ → C→→ which sends every arrow f ∈ C→ to a factoriza-
tion:
X Y
E(f)
f
L(f) R(f)
The proof of the small object argument (in both versions) immediately show
that the weak factorization system obtained from it admits such a functorial fac-
torization. But it has been observed (see [12]) that the factorization constructed
from the small object argument have considerably more structure: they are “al-
gebraic weak factorization systems” (first introduced by Grandis and Tholen in
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[14] under the name natural weak factorization systems, though the definition
has been strengthened a bit by Garner in [12]). This means essentially that
the functor L and R : C→ → C→ are respectively a comonad and a monad that
interact in a nice way. We refer to [12] for the precise definition. We have:
B.5 Theorem. Let C be a locally λ-presentable category, and (L,R) a weak
factorization system on C, consider the following conditions:
(A) (L,R) is λ-accessible in the sense of Definition B.3, i.e. it is generated un-
der Garner’s small object argument by a small category of arrows between
λ-presentable objects.
(B) (L,R) is the underlying weak factorization system of a λ-accessible alge-
braic weak factorization system on C.
(C) (L,R) admits a λ-accessible functorial factorization.
Then (A) ⇒ (B) ⇒ (C) and if λ is uncountable all three conditions are
equivalent.
This result is essentially due to J. Rosicky´ as the main result of [24], which
exactly states that condition (A) for some λ is equivalent to condition (C) for
some (possibly different) λ, and the argument in the proof below is essentially
the same as in [24].
I believe that in the case λ = ω both implications are strict, but I’m not
aware of a known counter-example.
Proof. (A) ⇒ (B) is essentially proved within the proof of Proposition 4.22
of [12]: The pointed endofunctor L on C→ constructed there is such that the
category of L-algebras is exactly I . They also show (within the proof) that
if each arrow in I is between λ-presentable object then L is λ-accessible. By
point ((4)) of Theorem A.2 it follows that the adjunction between I and C→ is
a λ-adjunction, and hence as the algebraic weak factorization system generated
by I is given by the unit of this adjunction, it is indeed a λ-accessible weak
factorization system.
(B) ⇒ (C) is clear.
It remains to show that when λ is uncountable we have (C) ⇒ (A), this
is done by following the argument of [24], and we refer to [24] for the details.
We consider a λ-accessible functorial factorization for (L,R), i.e. a λ-accessible
functor (L,R) : C→ → C→→ sending each arrow f to a factorization f = R(f) ◦
L(f) with L(f) ∈ L and R(f) ∈ R. We consider the category of cloven L-maps,
that is the category of coalgebras for the copointed endofunctor L : C→ → C→,
whose copointing is given by:
• •
• •
Lf f
Rf
A standard retract argument shows that a map admits a structure of cloven
L-map if and only if it is in L. As L is λ-accessible (and λ is uncountable)
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the category of cloven L-maps, i.e. L-Coalg, is locally λ-presentable, with the
adjunction with C→ being a λ-adjunction. We let I to be the essentially small
full subcategory of L-coalgebras of λ-presentable arrows, which is in particular
a (essentially) small category of arrows between λ-presentable object in C. It
follows from Lemma 24 of [7] that I = (L-Coalg) . We claim that this implies
that the weak factorization system generated by I is (L,R). Indeed any map
in I has the lifting property against all L-coalgebras, i.e. all L-maps, and
conversely any R-map admits a cloven R-map structure (i.e. is an algebra for
the pointed endofunctor R). But the lifting of a cloven L-map against a cloven
R-map can be constructed explicitly in terms of the cloven structure and the
functorial factorization, and hence is functorial in both morphisms of cloven
L-maps and morphisms of cloven R-maps. It follows that any (cloven) R-map
is in I .
B.6 Remark. Given an algebraic weak factorization system (L,R) as men-
tioned in Remark B.4 on a category C, we have categories of L-maps and R-maps
defined respectively as the categories of L-coalgebras and R-algebras. They
come with functors L → C→ and R → C→. One of the main results of [7] is a
complete characterization of functors that arises this way. This characterization
uses the concept of double categories (i.e. a category object in the category of
categories). There is a double category of squares in C whose category of objects
is C and whose category of morphisms is C→, and for any algebraic weak factor-
ization system, one has double categories whose categories of objects are C and
whose categories of morphisms are the category of L-maps (resp. R-maps). The
double categorical composition operation encodes the operations of composition
of L-maps and of R-maps.
It is proved in [7] (as Theorem 6, see also Theorem 3.6 of [13]) that L → C→
is the category of left arrows of an algebraic weak factorization system if and
only it is the action on morphism of a double functor (morphism of double
category) such that:
• Its action on objects is an isomorphism of categories.
• Its action on morphisms, that is L → C→, is (strictly) comonadic.
• For any arrow A→ B in C that lifts to an object of L, there is a morphism
to it in L whose image in C→ is the square:
A A
A B
f
f
The exact dual characterization of classes of right arrows also holds. Note
that, for κ uncountable, such an algebraic weak factorization system is κ-
accessible as soon as the functor L → C→ is a κ-left adjoint: indeed the factor-
ization is given by the comonad associated to this left adjoint functor, so if its
right adjoint is κ-accessible, hence the factorization is κ-accessible.
B.7 Notation.
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• Weak factorization systems on a category C will be considered ordered
by inclusion of their left classes. I.e. (L,R) 6 (L′, R′) if L ⊂ L′ or
equivalently if R′ ⊂ R.
• Given (Li, Ri)i∈I a family of weak factorization systems on a category C
an infimum (resp. a supremum), if it exists, is a weak factorization system
on C whose left class (resp. right class) is ∩Li (resp. ∩Ri). These are
indeed supremum and infimum in the sense of the order of the previous
point.
• Given V : C → D a (generally right, resp. left adjoint) functor and (L,R)
a weak factorization system on D. A right (resp. left) transfer of (L,R)
along V is a weak factorization system on C whose right (resp. left) class
is V −1(R) (resp. V −1(L)).
• We define the following four bicategories:
CombRλ Acc
R
λ Comb
L
λ Acc
L
λ
whose objects are locally λ-presentable categories endowed with either λ-
combinatorial or λ-accessible weak factorization systems and whose mor-
phisms are either “Quillen” λ-right adjoint functor or “Quillen” λ-left
adjoint functors, where a Quillen adjunction is an adjunction whose left
adjoint preserves the left classes of the weak factorization system, or equiv-
alently whose right adjoint preserves the right class of the weak factoriza-
tion system.
• We denote by CatM the bicategory of categories endowed with a class
of marked arrows (closed under isomorphisms) and functors preserving
marked arrows. Each of the four categories introduced above has a for-
getful functor to CatM that send each category with a weak factorization
system to the same category endowed with its left class for CombLλ and
AccLλ, and its right class for Comb
R
λ or Acc
R
λ . These are functorial as left
Quillen functor preserves left classes and right Quillen functor preserves
right classes.
B.8 Theorem. Let κ be an uncountable regular cardinal and λ an arbitrary
regular cardinal.
(1) The supremum of a family of λ-accessible (resp. λ-combinatorial) weak
factorization systems exists and is λ-accessible (resp. λ-combinatorial).
(2) The infimum of a κ-small family of κ-accessible (resp. κ-combinatorial)
weak factorization systems exists and is κ-accessible (resp. κ-combinatorial).
(3) The right transfer of a λ-accessible (resp. λ-combinatorial) weak factor-
ization system along a λ-right adjoint exists and is λ-accessible (resp. λ-
combinatorial).
(4) The left transfer of a κ-accessible (resp. κ-combinatorial) weak factor-
ization system along a κ-left adjoint exists and is κ-accessible (resp. κ-
combinatorial).
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(5) The bicategories CombRλ and Acc
R
λ have all small Cat-weighted pseudo-
limits and they are preserved by the forgetful functor to CatM .
(6) The bicategories CombLκ and Acc
L
κ have all κ-small Cat-weighted pseudo-
limits and they are preserved by the forgetful functor to CatM .
Proof. Point (1) is easy: if each (Li, Ri) is cofibrantly generated by a set (resp.
a small category) Ii between λ-presentable objects then,
∐
Ii is a set (resp. a
small category) of maps between λ-presentable object and by the small object
argument it generates a weak factorization system whose right class is ∩Ri.
Point (3) is also very classical: if F : C ⇆ D : U is a λ-adjunction and (L,R)
is cofibrantly generated by a set (resp. a small category) I of arrows between λ-
presentable objects then the F (I) are generators for the right transferred weak
factorization system on D, and as F is a λ-left adjoint they form a set (resp. a
small category) of arrows between λ-presentable objects.
Point (5) follows immediately from these two results: given a diagram (Ci, Li, Ri)
of λ-accessible (resp. λ-combinatorial) weak factorization systems with λ-right
Quillen functors between them (and a weight W (i) ∈ Cat), one can first take
the limit of the underlying diagram of locally λ-presentable categories to obtain
a locally λ-presentable category C with for each i (and each object x ∈ W (i))
a λ-right Quillen functor pi,x : C → Ci and one puts on C the supremum (L,R)
of all the right transferred weak factorization system along the pi,x, i.e. f ∈ R
if and only if pi,x(f) ∈ Ri for all i and all x ∈ W (i). This weak factorization
system exists and is λ-accessible (resp. λ-combinatorial) by the previous results,
and one easily check that this is the limit.
Point (6) for combinatorial weak factorization systems is essentially the main
result of [21]. Removing the restriction to a fixed cardinal κ, this is exactly
what their Corollary 3.3 claims. While they do not explicitly claim the re-
sult for a fixed cardinal κ, the proof of their Theorem 3.2 shows that CombLκ
has pseudo-pullback (computed in CatM ), whilst the proof of Corollary 3.3
shows how equifiers and inserters can be deduced from pseudopullbacks. Finally
their argument for the product of combinatorial weak factorization systems also
shows that κ-small products of κ-combinatorial weak factorization systems are
κ-combinatorial as an object (Xi) ∈
∏
Ci is κ-presentable if and only if each of
its component Xi is κ-combinatorial (when the product is κ-small). All these
facts together imply the result.
Point (4) and (2) for combinatorial weak factorization system can be deduced
from point (6): As mentioned as Remark 3.8 in [21], a left transfer along F : C →
D can be seen as a pullback:
C D
Ct Dt
y
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Where Ct and Dt denotes C and D endowed with the trivial factorization sys-
tem (all map, isomorphism), and the C on the top left corner comes equipped
with the left transfer factorization system. As all the functor above are κ-left
adjoint and the factorization system (All map, Iso) is κ-combinatorial (it is gen-
erated by a set of representative of all maps between κ-presentable objects) the
left transfered weak factorization system on C is also κ-combinatorial. Similarly,
if (Li, Ri) is a κ-small set of κ-combinatorial weak factorization system on a lo-
cally κ-presentable category, then their infimum can be obtained as the limit of
the diagram of all Ci = (C, Li, Ri) all endowed with a map to Ct.
Point (4) (and (3)) for accessible weak factorization systems is the main
results of [13]. We gave a sketch of their argument to show that it indeed gives
the correct accessibility rank, but ultimately we refer to [13] for the details.
Let U : D → C be a κ-left adjoint functor and let (L,R) be a κ-accessible
weak factorization system on C. We choose (L,R) a κ-accessible algebraic real-
ization (as per Condition (B) of Theorem B.5) of this weak factorization system.
One can assume that each L-map admits an L-algebra structure: indeed if not
one can consider instead the algebraic weak factorization system (L♯,R♯) de-
fined in [13] such that L♯-coalgebras are exactly the cloven L-maps, that is the
L-algebras, but with L seen as a copointed endofunctor instead of a comonad.
It follows from Theorem A.2.(4) that the comonad L♯, and hence the algebraic
weak factorization system (L♯,R♯), is κ-accessible: The functor L-Clov → C→
is a κ-left adjoint by Theorem A.2.(4) as it is the forgetful functor from the
category of coalgebras for a κ-accessible copointed endofunctor, and hence the
induced comonad is κ-accessible. We form the pseudo-pullback:
T L-Coalg
D→ C→
y
which is a limit of κ-left adjoint between locally κ-presentable categories.
Theorem A.2.(3) shows that T is locally κ-presentable and the functor T → D→
is a κ-left adjoint.
In [13] it is shown, using the characterization of algebraic weak factorization
system as double categories discussed in Remark B.6 that T → D→ is the cat-
egory of left arrows of an algebraic weak factorization system. Indeed T comes
with the double category structure over D→ induced (along the pullback) by
that of L-Coalg, it is a comonadic κ-left adjoint by Corollary A.5, and the third
condition follows immediately from the fact that L-Coalg satisfies it. Hence
T is the category of left arrows of some κ-accessible algebraic weak factoriza-
tion system on D. This immediately implies the results: the left class of the
underlying weak factorization are exactly the arrows of D whose image in C
admits a L-algebra structure, i.e. are L-maps by our assumption. As the map
T → D→ is κ-left adjoint the corresponding algebraic weak factorization system
in κ-accessible.
We move to point (2) for accessible weak factorization system. The proof is
very similar to the case of point (4), but do not seem to appear in the literature.
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We learned the argument below from John Bourke (personal communication).
Jiˇr´ı Rosicky´ also found and sent us a different proof at the same time.
Given (Li, Ri)i∈I a κ-small collection of κ-accessible weak factorization sys-
tems on a locally κ-presentable category C. For each i we chose (Li,Ri) a
κ-accessible algebraic realization such that each Li-map admits an Li-coalgebra
structure, exactly as done for Point (4) above. For each i one has a comonadic
κ-left adjoint functor Li-Coalg → C
→ which is the action on morphisms of a
double category functor satisfying all the conditions mentioned in Remark B.6.
One then form the large pseudo-pullback:
L :=
∏
C→
(Li-Coalg) ,
by Corollary A.5 the resulting functor L → C→ is a comonadic κ-left adjoint and
it still satisfies the other conditions from Remark B.6, hence it is the category
of left arrows of a κ-accessible algebraic weak factorization system. An arrow in
C lifts to an object of L if and only if it admits a Li-coalgebra structure for all
i, hence the underlying weak factorization system of this κ-accessible algebraic
factorization is indeed the infimum of all the (Li, Ri).
Point (6) for accessible weak factorization systems, i.e. for the category AccLκ
can be deduced from points (2) and (4) and Theorem A.2.(3) in the exact dual
way as we proved point (5) for combinatorial weak factorization system from
points (1) and (3) above.
B.9 Remark. The reason we chose point (A) of Theorem B.5 as our definition
of λ-accessible weak factorization system (when λ is countable) is because it
gives very simple proofs for points (1) and (3) of Theorem B.8. It should be
noted however that both results still hold if we use point (B) of Theorem B.5
as our definition instead: this is proved using the dual version of the arguments
we gave above for points (4) and (2) in the accessible case. We have not looked
for counter-example but we believe that on the contrary points (1) and (3) do
not hold for λ = ω if we use point (C) of Theorem B.5 as our definition, which
is the reason why we have not used it despite being apparently the most natural
choice to make. Of course when λ is uncountable all these definitions become
equivalent by Theorem B.5, and we no longer need this discussion.
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