Abstract-Driver behavioral cues may present a rich source of information and feedback for future Intelligent Driver Assistance Systems (IDAS). Two of the most useful cues might be eye gaze and head motion. Eye gaze provides a more accurate proxy than head motion for determining driver attention, whereas the measurement of head motion head motion as a derivative of pose is less cumbersome and more reliable in harsh driving conditions. With the design of a simple and robust IDAS in mind, we are interested in determining the most important driver cues for distinguishing Driver Intent. We use a lane change intent prediction system [1] to determine the relative usefulness of each cue for determining intent. Various combinations of input data are presented to a discriminative classifier, which is trained to output a prediction of probable lane change maneuver at a particular point in the future. Quantitative results using realworld data are presented and show that head motion, when combined with lane position and vehicle dynamics, is a reliable cue for lane change intent prediction. The addition of eye gaze does not improve performance as much as simpler head posebased cues.
I. INTRODUCTION
Intelligent driver assistance systems have the potential to save many lives by aiding drivers to make prompt, safe decisions about driving maneuvers. This year in the U.S. alone, over 43,000 fatalities are projected due to traffic collisions, with up to 80% of those due to driver inattention [2] , [3] . To counter the effect of inattention, IDAS's could be designed to provide the driver ample warning time to impending dangerous situations, and even assist the driver in reacting appropriately. The IDAS could thus prevent collisions and make roads safer.
The basis of state-of-the-art IDAS systems today involve sensors detecting the environment outside the vehicle, along with the vehicle dynamics. Recent research has supported the incorporation of sensors looking inside the vehicle into these systems [4] , [5] . A major advantage of monitoring drivers is the ability to observe driver behavior and potentially infer driver intent.
We are interested in determining the important driver cues for distinguishing intent, in order to support future IDAS designs. In prior intent prediction research [1] , [6] , [7] , head motion has been proposed as a pertinent cue. While robust monocular in-vehicle head pose estimation systems have been developed [8] - [10] , it may be argued that head motion, as a derivative of pose, is not a sufficient estimate of true gaze. In order to derive precise gaze estimates, it follows that eye gaze should be included [11] . Unfortunately there are several drawbacks with modern eye-gaze estimators in vehicles, including the need to overcome lighting changes, shadows, occlusions, and potentially cumbersome stereo rigs or intrusive head-mounted cameras. Therefore we are motivated to determine if eye gaze and head motion are useful intent predictors, and furthermore which one (or combination) is the more informative cue.
In this experiment, we use a lane change intent prediction system [1] to determine the relative usefulness of eye gaze and head motion data. Our comparative experiment is designed to distinguish the merits of the two cues and compare their importance. By determining the better cue, we hope to provide the basis for appropriate future designs of lane change intent systems, as well as a foundation for interactive driver assistance systems in general.
II. DRIVER BEHAVIORAL CUES
The analysis of driver behavior has long been a popular field of research in light of the potential for safety improvements. NHTSA has most recently conducted studies of Driver Workload Metrics [3] , including eye gaze as a proxy for driver workload. With respect to the particular maneuver of lane changes, the analysis of driver behaviors dates back at least 30 years. Here we present a summary of relevant research. We then present our methodology for determining driver behavior, in preparation for our comparative experiments.
A. Lane Changes and Driver Visual Search
According to early research in the field, there is significant reason to believe that behavior analysis of the driver can lead to reliable predictions about lane change intent. The time period three seconds ahead of the actual lane change was determined to be a critical time period during which the driver engages in a visual search to determine feasibility of lane change [12] . In fact according to Tijerina et al. [13] , there are specific eye glance patterns which take place in the period before a lane change. It was determined that during left lane changes, there were between 65-85% chance of looking at the left mirror, and 56-67% chance of looking at the rearview mirror. Correspondingly, during right lane changes drivers looked at the right mirror with 36-53% probability, and the rearview mirror with 82-92% probability. Moreover the mirror glance duration before lane change manuevers lasted on average 1.1 seconds, varying between .8 and 1.6 seconds [2] . Mourant lane change maneuvers; in lane keeping situations no such checks were performed by the drivers [12] .
Several studies have shown that fatigue [14] , traffic [15] , and other cognitive and visual distractions [16] may have an effect on behavior prior to lane changes. We leave the indepth study of these effects to future research, as they involve testing more dangerous situations. Simulator studies could be developed, however there are effects seen in real-world driving that cannot be reproduced in laboratory settings [2] .
Bhise et al. [17] studied a series of naturalistic lane changes in real world settings, and discovered that most visual searches prior to lane changes involve head motions; only 5.4% of the searches involve eye glance alone. However Robinson also found a remarkably stable relationship between eye glance behavior and head movement behavior:
In an experiment where a visual fixation was placed at 60 degrees, the eyes moved first and the head followed approximately 50 ms later. The relationship that head movement immediately follows eye movement was found to be stable across all individuals in the experiment.
These results lead to the hypothesis that eye gaze and head movement can be reliable indicators of a driver's intent to initiate a lane change. Furthermore, it might be posited that head motion alone could be good enough, given that fixations tend to reliably draw head movements along with eye motions.
Other studies more recently have included eye gaze measurements as a part of laboratory tests of driver fatigue [18] , [19] or of simulated lane change events [20] . Simulators, though, do not capture all the dynamics and variability of real-world environments [3] . Some real-world studies of driver behavior during lane changes have measured eye gaze by manually reducing data [2] , [3] , [13] , [21] . By doing so they can ensure the reliability and accuracy of the eye gaze data; these studies have shown some promise of using eye gaze as a cue for driver intent. There have also been realworld studies that relied on automatically detecting eye gaze as a proxy for fatigue, but their results were limited due to robustness issues, especially with regards to occlusions from sunglasses and harsh lighting conditions [22] - [25] . Finally, there have been several studies that achieved promising results using just head motion as a cue for behavior prediction [1] , [6] , [7] , [26] .
B. Data Collection and Reduction

1) Head Motion:
In order to be invariant to illumination changes and independent of driver identity, head motion is estimated using block matching. The driver's head in the previous frame is matched to the current frame, giving a disparity which can be considered inter-frame motion. Figure  2 shows the head motion of a driver plotted along with the lane position of the vehicle. It can be seen that the driver's head motion increases before and during lane change maneuvers.
In order to capture the essence of the head motion, optical flow vectors are calculated for each of the regions falling within the detected face region, which is found using the Viola/Jones face detector [27] . These vectors are calculated for each of the frames within the window specified. The vectors are integrated over time, and separately over space; the integrated values are input as features to the classifier. In this manner any sort of rapid head movements will be captured, and the length of time and extent to which the head moved left or right will also be recorded. This methodology is based on the one developed by McCall et al. [1] and proves to be a robust estimator of head motion. Other methods can be used to estimate the true pitch and yaw of the driver's head [8] .
2) Eye Gaze: Because of the nature of the dataset that was already collected, automatic eye gaze measurements were deemed too cumbersome and unreliable to collect. The data came from a monocular camera mounted near the radio controls, in the center of the dashboard looking at an angle toward the driver. This angle was too obtuse for monocular eye gaze estimators such as [28] to work reliably. In an ideal world, a properly designed stereo or monocular eye gaze system would provide robust data. Therefore in order to approximate the ideal case and retain the best possible chance of getting reliable and accurate eye gaze estimates, the data was manually reduced. The procedure followed was similar to those followed in the NHTSA lane-change and workload experiments [2] , [3] , to produce output that a realworld eye gaze tracker would output in an optimal setting.
Nine different gaze locations were derived from the procedure described in [3] 
III. LANE CHANGE INTENT
Driver intent inference is a challenging problem, given the wide variety of potential behaviors and intents. To limit the scope of the problem, we examine simply the driver's intent to change lanes, at a particular time in the near future. We base our experiments on the lane change intent system developed by McCall et al. [1] , labeled the Driver Intent Inference System (DIIS). There are a number of other works in this field [29] - [31] ; our current research will hopefully help inform the future design of these and other intent predictors when considering which inputs to include.
A. Driver Intent Inference System
The DIIS is a discriminative classifier to distinguish between two events: lane changing (either right or left) and lane Each of these variables, as a time series, is windowed to a length of 1 second prior to the chosen decision time. They are then concatenated into a large feature vector, from which a small subset of useful features should be chosen to determine the intent. In order to find these important features and their relative weightings, the Relevance Vector Machine is employed as described below. The classifier outputs a class membership probability, which can then be thresholded to determine a true positive and false positive rate for the predicted lane change intent.
B. Relevance Vector Machine
The Relevance Vector Machine (RVM) classifier used to train the DIIS is based on Sparse Bayesian Learning, developed by Tipping [32] , [33] and implemented in [1] . The algorithm is a Bayesian counterpart to the popular Support Vector Machines (SVM); it is used to train a classifier that translates a given feature vector into a class membership probability. RVMs in particular use a parameterized prior to prune large feature vectors and facilitate a sparse representation of the data.
A detailed description of the RVM algorithm can be found in [32] ; the specific algorithm used in these experiments is described in [33] . The basic form of the RVM classifier is given as follows:
where x is the input feature vector, w i is the learned model weight, and K(·, ·) is a kernel function. The output y(x) then represents the probability that x belongs to a particular class. For our purposes, the feature vector for each example x i includes temporal blocks of each of the input cues described above. For example, at time t, the feature vector looks like x(t) = [ LateralPos(t), . . . , LateralPos(t − N + 1); where N represents the number of past values of each variable that have been stored internally; we selected N such that the feature vector represented a one second long sliding window of data.
IV. EXPERIMENTS AND ANALYSIS
The dataset used was a naturalistic driving experiment in which the subjects were not told that the objective was related to lane changes. A total of 103 lane changes were found over six drivers on highway situations with minimal traffic. 538 negative samples were collected, of corresponding highway lane keeping situations.
In order to predict lane change intent, the classifier needs to be trained for a particular decision time, with a given window of data prior to that time. Based on the prior research as well as the results in [1] , we decided to obtain results for the decision time of 3 seconds. In this case data a window of one second prior to time was used to make the decision. The data was formatted as described above into a feature vector.
In order to counter the effects of scale in feature selection, each feature was renormalized to be zero mean and unit variance, where the mean and variance were estimated using the training data. The data was then sent through an RBF kernel as described in the SBL algorithm, with a kernel width of 0.5.
Data was split into training and testing datasets, in a ratio of 80%-20% for a 5-fold cross validation. 25 such randomized trials were conducted. Since the output of the classifier was a class membership probability, the decision threshold was varied across the range of probabilities to obtain an ROC curve for the set of trials.
In order to judge the relative effects of Head and Eye data, various combinations of input features were tested, by including or discluding some subset of Head, Eye, Lane, or Can data from the feature vector. The results of these experiments are presented below.
As can be seen in Table I , as well as the comparison ROC curves using different input cues in Figure 4 , we can make some general observations. It turns out "Eye" data basically has no effect on the performance of the detector. In fact the best performance occurs by using "Lane Can and Head" data, with "Lane Can Head Eye" barely below that. The reason for this dip may be noisiness in the eye data; especially since people tend to glance around much more than they shake their head. 
A. Discussion
In some sense it is surprising that the addition of head motion data by itself does as well as or better than eye gaze, since eye gaze would inherently include the gaze of the head in its estimate. There are several potential causes for the lack of influence held by the eye gaze data.
One factor influencing the eye gaze information could be the inherent noisiness of the data. A slight change in gaze may not be as indicative of intentions as a motion of the head. Furthermore, the amount of eye movement could vary between drivers. Head pose movements have been shown to occur in a more telling manner across the population [17] . Finally, the timing of eye glances could happen at different moments prior to the lane change compared to the head motions. Further research is required to determine the noisiness, consistency, and timing of the eye gaze data.
Based on these initial results, given the choice between the two cues, head motion might then be considered as a better indicator to use for lane change intent inference. Eye gaze may still be useful, however, for driver workload and distraction studies. For intent analysis, behavioral information derived from head movement being more important than eye gaze data, and robust systems may be designed using just head motion along with lane and CAN data.
V. CONCLUDING REMARKS
We have presented a comparative study of the influence of eye gaze and head motion on driver behavior and intent prediction with respect to lane change maneuvers. Intent prediction was carried out using a discriminative classifier based on Sparse Bayesian Learning, where various combinations of features were used to train a classifier given labeled naturalistic driving data. We found that in general eye gaze was not as informative as head motion in helping determine the correct prediction of whether a driver would change lanes. Head motion together with lane and CAN data serves as a very good indicator of lane change intent.
With the design of simple, robust Intelligent Driver Assistance Systems in mind, we have thus attempted to determine the important driver cues for distinguishing driver intent. The addition of eye gaze is relatively cumbersome and potentially unreliable in harsh conditions, and does not improve performance as much as simpler head pose-based cues.
Future studies could include examining other windows of time to determine if eye gaze and head movement are more or less useful at other points before a lane change. Other studies could further examine the effects of distractions and fatigue on these behavioral cues prior to lane change events, potentially in a driving simulator or controlled environment.
