Abstract: Mineral resource evaluation requires defining geological rock-type domains. The traditional simulation methods have serious limitations for applications to large numbers of domains, which have complex contact relations. Plurigaussian simulation is an effective method which can be applied, in a simple way, to any number of domains, using both local and global geological information to infer the distributions of rock types. This work not only presents the application of the plurigaussian simulation method to the Balya lead-zinc deposit, but also assesses the spatially varying rock type proportions, and accounts for uncertainties between them. These parameters are extremely important for mining deposits, since the mineralizations of interest generally occur only in certain rock types. Furthermore, being able to model the different geological rock types is vital to good mine operations, production planning, and management. The results indicate that the plurigaussian method correctly reproduces the different orientations of the individual rock types, as seen in drill holes, and the proportion of each rock type, even if this varies in space. 
Introduction
Uncertainty quantification is a key aspect when assessing and classifying ore resources and reserves in mining applications, or when considering oil inventories in petroleum engineering [1] . Uncertainty, generally, comes from a lack of geological information, and an inability to construct realistic geological models of ore deposits. Geostatistical simulation allows an accounting for this uncertainty, by producing multiple plausible realizations of the distributions of mineral grades. Although the practical application of conditional simulations in the mining industry has been focused on presenting a range of scenarios within fixed geological domains, the uncertainty in the extent of these domains is often most consequential, and should be accounted for, when the geological model is not certain. A geological domain is a spatial entity that determines a well-defined mineralized ore body. Geostatistical simulations of categorical variables representing geological domains, called facies or lithofacies or rock types, can be operated, mainly, in two ways. The first is to consider object-based or Boolean models that consist of variations in the general, marked-point process [2, 3] . The main problem with these methods is the difficult conditioning when many data must be honored. Solutions are often iterative and can take a long time to converge, to satisfy all the conditions in a single realization. A second consideration is in pixel-based simulation methods that operate on one pixel at a time to simulate such parameters as structural surface, isopacs and petrophysical properties. They are distinguished from object-based methods that operate simultaneously on groups of connected pixels to create geological objects, and that are used exclusively for simulating rock types or lithological units. In contrast, typical pixel-based methods include, for example, sequential-indicator simulation [4] [5] [6] [7] . Gaussian-based simulations are an alternative to the indicator-based models, and include the method known as truncated Gaussian simulation. This is a mature algorithm, and is used for modeling petroleum reservoirs or sedimentary sequences of strata [8, 9] . Plurigaussian simulations allow more complex transitions between rock types, based on a truncation rule for a multivariate Gaussian distribution [10] . Applications of plurigaussian simulations have found wide acceptance in the literature [11] [12] [13] [14] . Two and three dimensional arrays of values, having the same statistical and spatial characteristics as rock types or grades of ore deposit, are becoming increasingly useful in the design of advanced exploration/evaluation programs. This study addresses difficulties in assessing the spatially varying rock-type proportions in a lead-zinc deposit, and in building a geological model which takes into account the uncertainty in its proportions. To do that, a plurigaussian simulation was applied. An additional objective is to show the advantages of using plurigaussian simulations in geological modeling of rock-type domains. This study will provide invaluable information, not only for mining engineering, but also for other earth-related sciences, such as petroleum and geological engineering.
Geology

Geological Setting of the Study Area
The study area is located 2 km North of Balya town, Bal kesir province in north-western Anatolia. The location map of Balya mine is given in Figure 1 . The geology of the area is rather complicated, since rocks from various periods had been subjected to intense tectonic movements during the Alpine Orogeny. A geological map of the Balya district is given in Figure 2 . Rocks in and around the Balya area range from Paleozoic to Quaternary in age. The main rock types of the deposit are Permian limestones, Neogene (Lower/Middle Miocene) sub-volcanics and Quaternary molasse and alluvium. Permian-aged limestones are pale to grey colored, and often fosilliferous, massive, and form blocks, partly recrystallized. The rock contains calcite veins, marble and marble pebbles, and has breccia features. Volcanic formations consist of dacite and andesite rocks which have been subjected to intense alteration, such as pyritization, silicification and kaolinization. A clear distinction can be made between dacite and andesite volcanic units at the deposit. These volcanic rocks cut through the other rocks as dykes. Dacite is from coarse to fine crystalline to glossy, and consists mainly of quartz and andesine, in a microfelsitic groundmass, partially replaced by calcite, sericite, kaolin, pyrite and, seldom, by epidote. Andesites are dark, yellow and brown, fine to coarse grained, composed mostly of andesine, hornblende and biotite. Andesite surrounds and occasionally cuts the dacite as "green dykes". This rock contains zonal structures of labrador-andesine as well as augite, basaltic hornblende and biotite. The groundmass shows flow structures and is very glossy. Kovenko [15] studied the mining geology and the mineralization of the Balya deposit, with the latter classified in four types of mineralizations: porphyry, skarn-type, contact veins and limestone. Aygen [16] reported that Permian Formations here are composed of sandstone and limestone and Triassic Formations consist of schist, sandstone and pebblestone. Kaaden [17] described that the Balya mineralizations have occurred in contact zones of Tertiary Volcanic formations (dacite and andesite) which cut Permian and Triassic formations in and around Balya. Gjelsvik [18] pointed out that Permian limestone overlies discordant Triassic formations, and ore mineralization has been developed between the contact of dacite and the extensive, folded limestone. Akyol [19] classified the mineralizations as contact-type, vein-type and disseminatedtype. This author concluded that there should be a granitoid intrusion at depth, or near, the Balya deposit. Çağatay [20] studied the mineralogy and gneiss of the Balya deposit, defining two types of lead-zinc deposits in western Anatolia. The first one is a stratabound type, and the second type is formed by a granitoid intrusion. Both are contact hydrothermal deposits. On the basis of direct observations and of the previous work [15, 18, 21, 22] , the mineralization occurs both as a skarn-type in the contact area between limestone and the volcanic dacite, and as an epithermal carbonate-replacement type (as disseminatedand veinlets-types, in fractures of the limestone, and in dacite). Although the carbonate-replacement deposits typically occur as irregular, disseminated, and discontinuous pots and lenses, there is, commonly, an overall structural, and lithological, control. The largest primary ore bodies are 100-250 m below the present surface. The characteristic assemblage of sulphide minerals consists of galena, sphalerite, chalcopyrite. Minor components are pyrhotite, arsenopyrite, tetrahedrite, tennantite, argentite, hematite, magnetite, marcasite, bismuth and bornite. The gangue minerals are typical of skarn-zone mineralization strongly affected by limestone host rocks. The skarnzone minerals consist of epidote, garnet, quartz, calcite, dolomite, fluorite, tremolite, andulasite, and skapolite.
Geology of the Ore Deposit
Distinctive characteristics of the Balya lead-zinc deposits may be summarized as follows:
• Ore usually occurs irregularly along structural and lithological contacts.
• Significant metamorphic aureoles centered on the skarn are absent.
• The deposit contains calc-silicate minerals.
• There are significant amounts of sulphide mineralization, rather than mineralizations associated with garnet and the other silicate minerals.
• There is a continuous transition from skarn ore to the massive sulphide replacement of carbonate rock. This type constitutes the largest and highest grade part of the ore.
The Plurigaussian Simulation Technique
Plurigaussian simulation is an extension of the truncated Gaussian technique, based on the simultaneous truncation of several (usually, two) Gaussian random functions. This allows simulating rock types exhibiting different spatial anisotropies. The rock types are obtained by applying thresholds to Gaussian simulated values. A comprehensive review is given in Armstrong et al. [10] . Application of the method to copper deposits can be found in the relevant literature [1, 12] . The plurigaussian approach can reproduce complex rock-type relationships, both vertically and laterally. The process of plurigaussian simulation has three steps given, as follows:
1. Vertical-proportion curves are determined from statistics based on the drill hole data. These statistics highly depend on the choice of the particular surface of interest. That is, a reference surface can be interpreted as a guide to the system of deposition of different rock-type domains. The drill hole data will then be transformed into a flattened space, where the reference surface represents the horizontal surface at zero elevation. The simulations will progress in the flat space before being transferred to real stratigraphic dimensions.
2.
A model describing the relationship between the different rock types is chosen. This includes the definition of a lithotype rule, and the correlation between the Gaussian random functions and their variogram models.
3. The Gaussian random functions are simulated and truncated to obtain the rock-type indicators. Finally the simulated rock type is transferred to the structural grid.
Results and Discussions
Presentation of Rock Types
The data used in this section correspond to a set of 1,226 wire-line core samples from exploration boreholes in a lead-zinc deposit. The available information consists of the rock type prevailing at each sample location. Slope molasse and alluvium are excluded from the study because they are only found at the surface and the base of valleys, and have a very thin thickness relative to deposit depth. These Quaternary formations are not related to the deposit. Based on drilling logs, five rock types were coded and described as follows: (Figure 3 
Modeling Rock-Type Proportions
A reference surface must be chosen carefully, because this crucial decision has consequences affecting all stages of the model process, data analyses and simulated images. The reference surface means to represent the direction perpendicular to the deposition of the different rock types. When comparing rock types parallel to that surface more similarity is expected and consequently more correlation between boreholes along parallel surfaces will be observed. The consequent simulated images will show rock types stacked parallel to the reference surface. In the present case study, the top surface is the topographic surface, while borehole depths and ranges are taken into account. The -90 m elevation level is used as a reference bottom surface. The rock-type proportions must be modeled as a function of the point considered in the field. This modeling procedure is guided by the experimental data and by the geological understanding of the ore body considered, as follows. For a first pass approach, a simple moving average of the experimental rock-type values over the study area is considered. This can then be refined and complemented manually to incorporate knowledge about any relevant geological characteristics of the site. Next, the vertical proportion curves are calculated and averaged within polygons designed to take into account lateral rock type changes (Figure 4) . Simply, the vertical proportion curve counts the number of occurrences of each rock type along the vertical, at a regular spacing. This curve helps in characterizing the rock type distribution, and in validating the sedimentology interpretation. The data for the proportion curve are obviously related to the choice of the reference level used for the flattening step. Using a pie representation, we can also check whether the rock-type proportions vary horizontally or not ( Figure 5 ). As given in the Figure 5 example, the green rock type is abundant all over the field. The blue rock type has an isolated high value in the center part and northern part; both the red and the yellow rock types are seen along the directions NW-SE. These findings are consistent with the real geology (experimental data and observations). The vertical proportion curves have next been interpolated on each grid cell by a kriging procedure with a rather long-range variogram, making the change of the rock type proportions gradual. This gives a 3D matrix of proportions that will be used to calculate local thresholds on the Gaussian random functions. The proportion curves of each cell are, finally, displayed in a specific way so that the trends can be immediately visualized, as given in Figure 6 .
Lithotype Rule and Gaussian Functions
The principal idea under a plurigaussian simulation approach is to split an initial global rectangle called the lithotype (rock type) rule into sub-rectangles and assign a rock type to each sub-rectangle. We can split the rectangles and assign the rock types in different ways. By such a procedure, we are able to better control rock-type transitions. The geological model is important when assigning the rock-type transitions. Figure 7 shows the lithological rules defined from the transition probabilities of the rock types, measured with the input dataset, and geological information about the rock type. In this diagram, the horizontal axis stands for the first Gaussian random function, including ore, skarn and andesite. The vertical axis stands for the second Gaussian random function, including dacite and limestone. The application also produces a set of histograms showing the frequency of transitions between rock types along the wells. We can also force rock types to follow transitional or erratic variations, intrusions, and erosions of one rock type into whole unit or into a group of rock types. Furthermore we have the power to control anisotropies, horizontal and vertical ranges, and type of variogram for the two axes of the lithotype rule. In this study the lithotype rule ( Figure 7 ) implies that ore, skarn and andesite depend on the thresholds applied on the first Gaussian function, while dacite and limestone also depend on the second Gaussian function. Once the lithotype rule is defined, the variograms of the Gaussian functions can be modeled. The prevailing role played by the proportion curves does not mean that the choice of the variogram has no consequence. In the lithotype rule (Figure 7 ), no contact between dacite and limestone, nor between andesite and ore, have been imposed, according to the transition probabilities. This is consistent with the real geology (borehole logs), as little contact can be seen between dacite and limestone ( Figure 3 and Table 2 ). Dacite has contact with andesite, ore and skarn. Ore is in contact with dacite, limestone and skarn. Andesite has contact with dacite, skarn and limestone. Skarn has contact with all the rock types. In the same way, limestone is in contact with other lithotypes excluding dacite. As a result, the lithotype rule of the rock types agrees with the real ore geology. The idea behind the lithotype rule is to explain the relative positions of the rock types in two adjacent blocks. It is therefore important to look at the transition probabilities along the boreholes to see what the probability is in both upward or downward directions. If the probability is null, this means that the two litho-types will have no common border in the lithotype rule. Further, if the probability is null vertically, it could be different horizontally. The downward (from top to bottom) and upward (from bottom to top) probability matrices are given in Table 2 . For example, ore has vertical contact with skarn with approximately a 21.6% frequency. For the same condition, from bottom to top, ore has contact with skarn with but a 20.5% frequency.
Variogram Analysis
The plurigaussian technique provides a valid rock-type indicator cross-covariance model because the rock-type covariances are directly deduced from the covariance model of the Gaussian random functions. The experimental rocktype indicator directional variograms are calculated from the rock-type data. From these experimental variograms, the covariance model of the underlying Gaussian random functions must be found, and, then, an iterative approach, with the following steps, is used: • NW-SE) for all the rock types. These directional indicator variograms of the rock types are shown in Figures 8-10 . The dotted curves are the experimental variograms and the thick continuous curves are the theoretical models. Line color of the variogram models was drawn according to the rock-types' representation color. The maximum distance on the variogram graphs is equal to about half the longest distance between two samples in the field. Directionalexperimental-variogram graphs reveal geometric and zonal anisotropies ( Figure 11) . Most of the sample pairings are composed of more than 30 pairs in the experimental variograms, which is adequate for variogram modeling. A variogram map of the united rock types is presented in Figure 11 . The map allows analyzing the rock-type variability of the deposits in all directions along the horizontal plane. Thus, anisotropy axes can be determined in the deposit. In fact, this variogram map clearly shows an anisotropy with the directions of maximum and minimum continuity at about N35
• W and N55
• E. The parameters of the variogram models are given in Table 3 . A visual examination of the variograms suggests that the theoretical cubic models are reasonably in agreement with the data. The first variogram model is composed of a nugget effect and a cubic model with ranges 80 m, 75 m, and 65 m in the N55
• , N145
• and vertical directions for the first Gaussian random function. The second model consists of a nugget effect and a cubic model with ranges 85 m, 85 m and 150 m in N55
• and vertical directions for the second Gaussian random function. The fitting is satisfactory in all directions, and, for all the variograms, the different heights reached by the indicator variograms reflect the differing proportions of the rock types.
Results of the Simulation
To perform a conditional simulation of Gaussian random functions, experimental Gaussian values are required at the data points. To obtain these values, which respect the Gaussian covariance model and the interval imposed by the thresholds, a Gibbs sampler algorithm is used. Briefly, the method starts by assigning randomly drawn, standard Gaussian values to all of the experimental points. Each 
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Cubic Cubic point is then kriged from the remaining points and a new value is assigned to the kriged point that satisfies the applicable threshold values. The experimental data are treated simultaneously by the Gibbs sampler algorithm, so that all the correlations between samples from different drill holes, as well as along the same drill hole, are respected. The Gaussian values that are assigned to the drill holes are used as conditioning data for the conditional simulation. The plurigaussian simulation of the rock types is finally obtained by truncating the Gaussian simulation. Simulation maps of the rock types at distinct elevation levels of the study area (e.g. 120 m and -15 m) are presented in Figure 12 . In these maps, the transitions, distributions, contacts and geometric positions of the rock types can easily be followed. For example, the following points may be taken from an examination and interpretation of Figure 12a .
• Ore formation depended on the presence of skarn,
• Economic ore occurs in skarn formations,
• Dacite is more abundant than the other rock types, and covers nearly half of the study area,
• Ore and other rock types are developed in the NW-SE direction, with a wide range of rock thickness,
• Andesite occurs in the southern part of the study area.
A simulation map of the rock types at any required level of the area can be produced in a plurigaussian simulation process. Figure 13 presents 3D-simulated cross sections of rock types along specific directions in the field. As required, for any directions or specific lines, 3D cross sections of the rock types can be generated. The following conclusions may be drawn from examination of this figure:
• The cross section line passes through nine boreholes,
• 35-40% of the cross-section area is covered by dacite,
• The limestone proportion increases with depth,
• Generally, ore has been irregularly developed in the skarn zone, and is also found at limestonedacite contacts,
• Limestone generally occurs in the center of the area and at the base of the deposit,
• The geometric positions of the rock types can be easily seen in 3D sections,
• Andesite occurs in the eastern part of the study area,
• Mining operations and production design may be carried out in the 230-250 m thickness,
• There is no contact between ore and andesite.
Consequently, 3D-cross-section geological models will help mining operations, production design, planning, management, and in making economic decisions. Here is another example. Simulated maps of the longest vertical cross sections of the study area in east-west and northsouth directions at Y: 4401350 m and X: 550550 m coordinates are presented in Figure 14 for the rock types. From the figure, the following points may be taken: • Limestone and dacite are more abundant than the other rock types,
• Ore occurrence seems to be dependent on skarn and limestone,
• Limestone proportions increases with depth. 
Validations of the Simulation
A number of tests are described, next, to determine the goodness of the plurigaussian simulation algorithm, in terms of visual aspects of the simulation, variogram reproduction and simulated global statistics of the rock types [23, 24] . The visual aspects of the simulation in- clude plans and sections, comparisons with borehole data and geologist interpretations. These are manually controlled. The conditioning is good, and no particular problem is noted, with the possible exception of some lesssampled zones, for example, in the andesite of the deposits. Obtaining very similar simulation results from the same section (120 m level) suggests that the uncertainty is small and that the simulation was successfully implemented ( Figure 15 ). In the present case, the simulation produces a global histogram which is quite similar to that of the original sampling. Figure 16 . The simulated variograms well agree with the raw input data variograms, in terms of both values and trend. This means that the structural properties of the sampling data are retained in the simulation results. The final statistics consist of the lithotype-categorical variable of the resulting 3D structural grid, in order to get the global statistics for the different rock-type domains. The statistics of the simulated rock type domains (Table 4) are nearly the same as the input data statistics (Table 1) . Clearly, the plurigaussian simulations have been successful in reproducing the statistical and spatial character of the original data.
Conclusions
Understanding ore deposits requires us to understand, variously, the genesis, lithology, deposition, structural controls, weathering, mineralogy and any other factors that influence our understanding, definition and delineation of the mineralization volumes. The geometry of ore and the associated structures and rock-type units has direct implications for mine planning, and thus affects the problem of ore/waste selection and its impact on mine design. Traditional rock-type simulation methods are either too limited or too difficult to be applied in practice. Plurigaussian simulation was shown to be effective in reproducing the characteristics of the different rock types and their distributions across the studied area, and determined the proportions of each rock type. The implication of this advantage is significant as, in most practical applications, samples are sparse and limited.
The application of geostatistical simulations has provided a quantification of the uncertainty in the resource estimates, and took into account the variability of the rock types. The simulation process described here has proved to be very efficient in providing images which reproduce the main features of the geology encountered at the Balya lead-zinc deposit. Geological modeling is the basis of resource estimation for ore bodies. This may be explored in an operational context. Thus, this study will help mining operations and production planning. Notably, quantification of the confidence as a function the geological modeling will aid in economic decision making. Plurigaussian simulation relies heavily on the effective integration of geostatistical knowledge and geological experience. Resource and mining geologists must be included during the construction of plurigaussian models which are to become increasingly useful in the design of advanced exploration/evaluation programs, as well as in mine and mill planning, at the feasibility and operating stages. Factual geologic information is the basis from which a threedimensional image of the mineral deposit is developed. The case study presented was focused on geological models of a lead-zinc deposit. The results of the analysis are likely to be potentially useful for a wide range of users, such as mining-resource geologists, practitioners, technologists, and decision makers for mine planning and scheduling.
