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Abstract
We prove that the heat equation on Rd is well-posed in weighted Sobolev spaces and
in certain spaces of functions allowing spatial asymptotic expansions as |x| → ∞ of any a
priori given order. In fact, we show that the Laplacian on such function spaces generates an
analytic semigroup of angle pi/2 with polynomial growth as t → ∞. We apply these results
to nonlinear heat equations on Rd, including global existence in time.
1 Introduction
Consider the initial-value problem for the heat equation on [0,∞)× Rd:{
ut = ∆u, for t > 0, x ∈ Rd,
u|t=0 = v, for x ∈ Rd, (1)
where v∈CB(Rd), i.e. the continuous, bounded functions on Rd. It is well-known (e.g. [10]) that
the unique solution u ∈ CB([0,∞)× Rd) of (1) is given by
u(x, t) = S(t)v(x) :=
1
(4πt)d/2
∫
Rd
e−
|x−y|2
4t v(y) dy, (2)
and that u ∈ C∞((0,∞) × Rd). However, if v has certain asymptotic properties as |x|→∞, we
are interested to know whether these properies are transmitted to u(x, t). In particular, suppose
that v has a partial asymptotic expansion
v(x) = b0(θ) +
b1(θ)
r
+ · · ·+ bN(θ)
rN
+ o
(
1
rN
)
as |x| → ∞, (3)
where r = |x|, θ = x/|x|, and the coefficients bk are continuous functions on the unit sphere Sd−1.
We want to conclude that u(x, t) has a similar expansion with coefficients depending on t ≥ 0:
u(x, t) = a0(θ, t) +
a1(θ, t)
r
+ · · ·+ aN (θ, t)
rN
+ o
(
1
rN
)
as |x| → ∞, (4)
such that ak(θ, t)→ bk(θ) as t→ 0. Of course, part of the challenge is to determine the conditions
to impose on the coefficients bk(θ), ak(θ, t), and also how to handle the remainder term o(1/r
N ).
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In fact, we want to do more. We want to consider initial conditions v belonging to a Banach space
X of functions with asymptotic conditions as |x| → ∞, and show that {S(t)}t≥0 is an analytic
semigroup onX . Once we have done this, we also want to consider solutions of nonlinear equations
of the form ut = ∆u+ F (t, u).
Let us describe the function spaces that we will consider here; they were studied in more
detail in [12], but some relevant properties are summarized in Appendix A. In the following,
let N denote the natural numbers, Z≥0 denote the nonnegative integers, and C∞0 (R
d) denote
the smooth functions with compact support. Moreover, we let 〈x〉 :=
√
1 + |x|2 and χ(r) be a
C∞-function for r ≥ 0 such that χ(r) = 0 for 0 ≤ r ≤ 1 and χ(r) = 1 for r ≥ 2.
Definition of Hm,pδ (R
d). For m ∈ Z≥0, 1 ≤ p <∞, and δ ∈ R, define the weighted Sobolev space
Hm,pδ (R
d) to be the closure of C∞0 (R
d) in the norm
‖f‖Hm,pδ =
∑
|α|≤m
‖〈x〉δDαf‖Lp. (5)
(Here we use multi-index notation, i.e. Dα = Dα11 · · ·Dαdd where Dj = −i∂/∂xj and |α| =
α1 + · · ·αd.) We sometimes write Hm,pδ instead of Hm,pδ (Rd). For m = 0, we write Lpδ instead of
H0,pδ , and for δ = 0 we write H
m,p instead of Hm,p0 .
Definition of Am,pN and A
m,p
n,N . For m,N ∈ Z≥0 with m > d/p and 1 ≤ p < ∞, let us denote by
N∗ ∈ Z≥0 the integer1 satisfying
N − 1 < N∗ − d/p ≤ N, (6)
and define Am,pN to be the space of functions of the form
v(x) = a(x) + f(x), (7a)
where the asymptotic function is
a(x) = χ(r)
(
a0(θ) + · · ·+ aN
∗(θ)
rN∗
)
with ak ∈ Hm+1+N∗−k,p(Sd−1) (7b)
and the remainder function is
f ∈ Hm,pN (Rd). (7c)
(In (7b) , Hm+1+N
∗−k,p(Sd−1) is the standard Sobolev space on Sd−1.) Let us explain why these
assumptions guarantee that v ∈ Am,pN is of the desired form
v(x) =
(
a0(θ) + · · ·+ aN (θ)
rN
)
+ o
(
1
rN
)
as r = |x| → ∞. (7d)
We have assumed m > d/p because then f ∈ Hm,pN (Rd) implies f is continuous and satisfies
f(x) = o(|x|−N ) as |x| → ∞ (cf. Proposition A.1(a) in Appendix A). Moreover, N∗ ≥ N , so the
extra asymptotic terms in (7b) can be put into the o(1/rN ) term in (7d). Finally, the restriction
1We always have N∗ ≥ N , but N∗ = N if and only if d < p; this was the case in [11], where d = 1 and p > 1.
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(6) guarantees that χ(r)r−N
∗−1 ∈ Hm,pN (Rd) but χ(r)r−N
∗ 6∈ Hm,pN (Rd), so the representation
(7b) is unique. The function space Am,pN becomes a Banach space under the norm
‖v‖Am,pN =
N∗∑
k=0
‖ak‖Hm+1+N∗−k,p + ‖f‖Hm,pN . (7e)
For an integer n satisfying 0 ≤ n ≤ N , we denote by Am,pn,N the closed subspace of Am,pN for which
a0 = · · · = an−1 = 0. Note that for m > d/p the space Am,pn,N is a Banach algebra (cf. Proposition
A.2(e)).
Let us outline the results of this paper. We begin with results on Hm,pδ (R
d), which are
familiar to some authors (cf. e.g. [2]), but are needed for our results on asymptotic spaces. In the
next section we shall show that, for any δ ∈ R, (2) defines a strongly continuous semigroup on
Hm,pδ (R
d) that satisfies
‖S(t)f‖Hm,pδ ≤ C (1 + t)
|δ|/2‖f‖Hm,pδ for 0 < t <∞, f ∈ H
m,p
δ (R
d), (8)
and is an analytic semigroup of angle π/2 (cf. Theorem 2.1). To prove analyticity, we obtain es-
timates on the resolvent of ∆ as an unbounded operator on Hm,pδ (R
d) with domain Hm+2,pδ (R
d).
In Section 3 we obtain some additional estimates that will be important when using the semi-
group to study nonlinear equations. In Section 4 we show that (2) defines a strongly continuous
semigroup on Am,pN that satisfies
‖S(t)v‖Am,pN ≤ C (1 + t)
µ‖v‖Am,pN for 0 < t <∞, v ∈ A
m,p
N , (9)
where µ = µ(N) > 0; moreover, if N ≥ 2 then S(t)v − v ∈ Am,p2,N , showing that the two leading
asymptotics b0(θ) and b1(θ) are invariant under the heat flow. We also show (without further
resolvent estimates) that the semigroup is analytic of angle π/2 on Am,pN , and prove the additional
estimates necessary to handle nonlinear equations on Am,pN . In Section 5 we apply the previous
results to study nonlinear heat equations with asymptotic conditions at spatial infinity and obtain
existence results that are local in time. One such nonlinear heat equation is a simple reaction-
diffusion equation that has been studied by many authors2:{
ut = ∆u+ u
γ for t > 0, x ∈ Rd,
u|t=0 = u0. (10)
In Section 6 we obtain global existence results for (10) for initial data in an open neighborhood
of the origin. Among other things, we prove the following result for our asymptotic spaces:
Theorem 1.1. Assume γ,m ∈ N satisfy γ > 3 and m > d/p, where d < p < d(γ − 1)/2 and
n ≥ 1. Then there exists an open neighborhood U of zero in Am+2,pn,N such that if u0 ∈ U satisfies
u0 ≥ 0, then there is a unique solution u ∈ C([0,∞),Am+2,pn,N ) ∩ C1([0,∞),Am,pn,N) of (10) that
depends continuously on the initial data. This solution is nonnegative for any t ∈ [0,∞).
2Fujita [3], [4] studied blow-up and nonexistence for (10) in classical C2-spaces; Weissler [19] studied local
existence for (10) in Lp(Ω), where Ω is a bounded domain, but indicated how his results also apply to Ω = Rd; in
[20] Weissler studied global existence and nonexistence in Lp(Rn); Giga [5] also studied (10) in Lp(Rn). According
to [3] and [20], if d(γ − 2)/2 ≤ 1 then no nonnegative global solution exists in Lp(Rd). For example, if 1 < γ ≤ 3
then no nonnegative soluiton exists when d = 1.
3
Remark 1.1. Note that n = 0 is not allowed in Theorem 1.1 since it leads to an asymptotic
blow-up – see Remark 6.3 for the details.
Much of what we have done in this paper extends to semigroups generated by more general
elliptic operators than the Laplacian, but we have chosen to focus on the heat equation in order
to utilize the classical solution formula (2) and because it is what we need for the application to
the Navier-Stokes equation in [14]. (However, in [14] we need to use different weighted Sobolev
and asymptotic spaces, as already seen for Euler’s equation in [13]. Also, in [14] we take a
slightly different approach to the semigroup analysis on both the weighted Sobolev spaces and
the asymptotic spaces by first obtaining estimates on the resolvent for ∆.)
2 The semigroup on H
m,p
δ (R
d)
Recall (cf. [15], [16]) that a strongly continuous semigroup {S(t)}t≥0 of bounded linear operators
on a Banach space X is analytic of angle ϑ ∈ (0, π/2] if the map t 7→ S(t) can be extended to the
complex sector
Sϑ := {0} ∪ {z ∈ C : |arg z| < ϑ}
such that i) the map z 7→ S(z) is analytic from Sϑ\{0} to L(X), the bounded linear operators
on X , ii) S(z) is a semigroup, i.e. S(z1+ z2) = S(z1)S(z2) for z1, z2 ∈ Sϑ, and iii) S(z) converges
strongly to the identity operator on X as z → 0 in any subsector Sϑ−ǫ with 0 < ǫ < ϑ.
In our case, we let S(t) be defined by (2) for t > 0 and let S(0) = I. We can replace t by
z ∈ Sπ/2 in (2) and the resultant operator S(z) is still well-defined. In fact, it is well-known (cf.
Sec. IX.1 in [6]) that S(t) is a contraction semigroup on Lp(Rd) and defines an analytic semigroup
of angle π/2 whose generator is ∆, viewed as an unbounded operator on Lp(Rd) with domain
H2,p(Rd). We will prove the following generalization:
Theorem 2.1. For any m ∈ Z≥0, 1 ≤ p < ∞, and δ ∈ R, (2) defines a strongly continuous
semigroup of bounded operators {S(t)}t≥0 on Hm,pδ (Rd) satisfying (8). The generator of the semi-
group is ∆, viewed as an unbounded operator on Hm,pδ (R
d) with domain DHm,pδ (∆) = H
m+2,p
δ (R
d).
Moreover, the semigroup is analytic of angle π/2 and satisfies for any β > 0 and ǫ ∈ (0, π/2) the
following estimate:
‖S(z)‖L(Hm,pδ ) ≤M e
β|z| for all z ∈ Sπ/2−ǫ, (11)
where M =M(δ, ǫ, β).
Remark 2.1. A semigroup satisfying an exponential bound like (11) is generally called quasi-
bounded. Although for z = t ∈ [0,∞) we see that (11) is weaker than (8), it avoids having to
keep track of the growth in t and is usually sufficient for local existence results.
To prove Theorem 2.1, we first study the strong continuity and boundedness of S(t) as a map
from [0,∞) to the bounded operators on Hm,pδ (Rd). We then show ∆ with domain Hm+2,pδ (Rd)
generates an analytic semigroup of angle ϑ = π/2 on Hm,pδ (R
d) that we denote by ez∆. Finally,
we prove that S(t) = et∆ for all t ≥ 0. We begin with an isomorphism between Hm,pδ (Rd) and
Hm,p(Rd).
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Lemma 2.1. For any m ∈ Z≥0, 1 ≤ p <∞, and δ ∈ R, the multiplication operator Jδf = 〈x〉δf
defines a (surjective) isomorphism
Jδ : H
m,p
δ (R
d)→ Hm,p(Rd). (12)
In fact, (12) is an isometric isomorphism for m = 0.
Proof. Clearly Jδ is injective. For m = 0, we have
‖Jδf‖pLp =
∫
|〈x〉δf(x)|p dx = ‖f‖p
Lpδ
,
so (12) is an isometry, and it is surjective since any f ∈ Lp(Rd) can be written as f = Jδg,
where g = 〈x〉−δf ∈ Lpδ(Rd). Now consider m > 0. For any multi-index α we have |Dα(〈x〉δ)| ≤
C〈x〉δ−|α| ≤ C〈x〉δ , which implies
|Dα (〈x〉δf) | ≤ C 〈x〉δ ∑
|β|≤|α|
|Dβf(x)|. (13)
From this, it easily follows that
‖Jδf‖Hm,p =
∑
|α|≤m
‖Dα(〈x〉δf)‖Lp ≤ C
∑
|β|≤m
‖〈x〉δDβf‖Lp = C ‖f‖Hm,p
δ
.
This shows that (12) is bounded, and it is also surjective since any f ∈ Hm,p(Rd) can be written
as f = Jδg, where g = 〈x〉−δf ∈ Hm,pδ (Rd). By the inverse mapping theorem, (12) is an
isomorphism.
The following result proves the first sentence in Theorem 2.1.
Proposition 2.1. Fix m ∈ Z≥0, 1 ≤ p < ∞, and δ ∈ R. For t > 0, S(t) : Hm,pδ (Rd) →
Hm,pδ (R
d) is bounded with ‖S(t)‖L(Hm,pδ ) ≤ C (1 + t)|δ|/2. Moreover, for any f ∈ H
m,p
δ (R
d) the
map t 7→ S(t)f is continuous [0,∞)→ Hm,pδ (Rd) and S(t)f → f in Hm,pδ (Rd) as t→ 0.
Proof. This result is well-known for δ = 0 (cf. Sec. IX.2 in [21] for d = 1); the previous Lemma
enables us to prove the general case with only a slight modification of that argument. Let us
begin with m = 0. The operator S(t) : Lpδ(R
d)→ Lpδ(Rd) is equivalent to Sδ(t) := JδS(t)J−δ as
a map Lp(Rd)→ Lp(Rd), which for t > 0 is an integral operator with kernel
Kδ(x, y; t) := 〈x〉δGt(x − y)〈y〉−δ where Gt(x) := (4πt)−d/2e−
|x|2
4t .
We can use 〈x〉δ〈y〉−δ ≤ C〈x− y〉|δ| (cf. Lemma B.1) to estimate
Kδ(x, y; t) ≤ C t−d/2〈x− y〉|δ|e−
|x−y|2
4t .
Hence ‖Sδ(t)v‖Lp ≤ ‖Gt,δ ⋆ v‖Lp where Gt,δ(x) = C t−d/2 〈x〉|δ| e−|x|2/4t. But Young’s inequality
then implies ‖Sδ(t) v‖Lp ≤ ‖Gt,δ‖L1‖v‖Lp and
‖Gt,δ‖L1 = C t−d/2
∫
〈x〉|δ|e− |x|
2
4t dx = C
∫
〈2
√
t y〉|δ|e−|y|2 dy ≤ C1 (1 + t)|δ|/2.
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This proves the bound for {Sδ(t)}t>0 on Lp(Rd) and hence for {S(t)}t>0 on Lpδ(Rd).
Next we want to verify continuity in t ≥ 0. We again first consider m = 0: for f ∈ Lp(Rd) we
want to show that t 7→ Sδ(t)f is continuous [0,∞)→ Lp(Rd). For t→ 0 we compute
Sδ(t)f(x) − f(x) =
∫
Rd
〈x〉δGt(x− y)〈y〉−δf(y)dy − f(x)
=
∫
Rd
Gt(y)
[〈x〉δ〈x− y〉−δf(x− y)− f(x)] dx
=
∫
Rd
G1(v)
[
〈x〉δ〈x−
√
tv〉−δf(x−
√
tv)− f(x)
]
dv,
where we have used
∫
Gt(y) dy = 1 and the substitution y =
√
t v. Using the Ho¨lder inequality,
we have
|Sδ(t)f(x) − f(x)|p ≤
∫
Rd
G1(v)
∣∣∣〈x〉δ〈x−√tv〉−δf(x−√tv)− f(x)∣∣∣p dv,
and hence ∫
Rd
|Sδ(t)f(x)− f(x)|p dx ≤
∫
Rd
G1(v)φ(t, v) dv
where
φ(t, v) =
∫
Rd
|〈x〉δ〈x −
√
tv〉−δf(x−
√
tv)− f(x)|p dx.
But since f ∈ Lp(Rd), we conclude that φ(t, v) → 0 as t → 0 for each v and is bounded
above by C ‖f‖Lp. By the dominated convergence theorem,
∫
Rd
G1(v)φ(t, v) dv → 0 and hence
‖Sδ(t)f−f‖Lp → 0 as t→ 0. This argument may be generalized to show ‖Sδ(t)f−Sδ(s)f‖Lp → 0
as t→ s for s > 0, so we have t 7→ Sδ(t)f is continuous [0,∞)→ Lp(Rd). Equivalently, of course,
we have that t 7→ S(t)f is continuous [0,∞)→ Lpδ(Rd).
Now suppose m > 0. It is clear that, for any |α| ≤ m,
DαxGt(x− y) = (−1)|α|DαyGt(x− y). (14)
Consequently, for any f ∈ C∞0 (Rd) we use (14) and integration by parts to write
Dαx (S(t)f(x)) =
∫
Rd
(−1)|α|DαyGt(x− y)f(y) dy
=
∫
Rd
Gt(x− y)Dαy f(y) dy = (S(t)Dαf) (x).
(15)
Using the estimate we found above for S(t) on Lpδ(R
d), we have
‖DαS(t)f‖Lpδ = ‖S(t)D
αf‖Lpδ ≤ C (1 + t)
|δ|/2‖Dαf‖Lpδ .
Summing over |α| ≤ m we obtain ‖S(t)f‖Hm,p
δ
≤ C (1+ t)|δ|/2 ‖f‖Hm,p
δ
. Since C∞0 (R
d) is dense in
Hm,pδ (R
d), it also holds for f ∈ Hm,pδ (Rd). To show t 7→ S(t)f is continuous [0,∞)→ Hm,pδ (Rd),
it suffices to show t 7→ DαS(t)f is continuous [0,∞) → Lpδ(Rd) for all |α| ≤ m. But we have
shown in (15) that DαS(t)f = S(t)Dαf , so the continuity t 7→ S(t)Dαf follows from the case
m = 0.
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Remark 2.2. From the proof of Proposition 2.1, we see that DαS(t)f = S(t)Dαf for all |α| ≤ m
and f ∈ Hm,pδ (Rd). Also, the bound C in ‖S(t)f‖Hm,pδ ≤ C (1 + t)|δ|/2‖f‖Hm,pδ depends on δ but
not on m.
Next we want to study ∆ as the generator of an analytic semigroup on Hm,pδ (R
d). Recall (cf.
[15], [16]) that an unbounded operator Λ on a Banach space X generates an analytic semigroup
of angle ϑ when Λ is a closed operator with dense domain D, its resolvent set ρ(Λ) contains the
sector
Σϑ,β := {λ ∈ C : λ 6= β, |arg(λ− β)| < ϑ+ π/2}, for some β > 0, (16)
and for every ǫ ∈ (0, ϑ) there exists Cǫ > 0 so that the resolvent operator RΛ(λ) = (λI − Λ)−1
satisfies
‖RΛ(λ)‖L(X) ≤
Cǫ,β
|λ− β| for all λ ∈ Σϑ−ǫ,β . (17)
In this case, the analytic semigroup ezΛ is defined by
ezΛ :=
1
2πi
∫
γ+β
ezλRΛ(λ) dλ for z ∈ Sϑ\{0}, (18a)
where γ+β is the shift by β > 0 of a curve γ defined as follows: choose ǫ > 0 and φ ∈ (π/2, π/2+ϑ)
such that |z| > ǫ and | arg z| < φ− π/2; then let
γ := {λ = ρ e−iφ : ǫ ≤ ρ <∞} ∪ {λ = ǫ eiθ : |θ| ≤ φ} ∪ {λ = ρ eiφ : ǫ ≤ ρ <∞} (18b)
is oriented so that its orientation is counter-clock-wise around the origin. The semigroup satisfies
‖ez∆‖L(X) ≤M eβ|z| for z ∈ Sϑ−ǫ.
Proposition 2.2. For any m ∈ Z≥0, 1 ≤ p < ∞, and δ ∈ R, the operator ∆ with domain
D = Hm+2,pδ (R
d) generates an analytic semigroup ez∆ of angle π/2 on Hm,pδ (R
d), whose operator
norm satisfies (11).
Proof. By Corollary B.1 in Appendix B, we know that the unbounded operator ∆ on Hm,pδ (R
d)
with domain D = Hm+2,pδ (R
d) is a closed operator, and it is densely defined (since C∞0 (R
d) is
dense in both Hm,pδ (R
d) and Hm+2,pδ (R
d)); so we need only prove the resolvent estimate (17).
We start with m = 0. Using Lemma 2.1, the resolvent R(λ) = (λ−∆)−1 on Lpδ(Rd) is equivalent
to Jδ(λ − ∆)−1J−δ on Lp(Rd). Let us first consider estimates for d = 3, since then we have a
simple formula for the integral kernel of (λ−∆)−1 (cf. [6], p. 493):
K(x, y;λ) =
1
4π|x− y| exp
(
−
√
λ |x− y|
)
for Re
√
λ > 0. (19)
The integral kernel for Jδ(λ−∆)−1J−δ on Lp(Rd) is
Kδ(x, y;λ) =
〈x〉δ〈y〉−δ
4π|x− y| exp
(
−
√
λ |x− y|
)
for Re
√
λ > 0. (20)
By the Schur test for Lp-boundedness, we want to estimate
∫
R3
|Kδ(x, y;λ)| dx for y ∈ R3 and∫
R3
|Kδ(x, y;λ)| dy for x ∈ R3. Using 〈x〉δ〈y〉−δ ≤ C〈x − y〉|δ| (cf. Lemma B.1) and a change of
variables, it suffices to estimate
I :=
1
4π
∫
R3
〈x〉|δ|
|x| e
−Re
√
λ |x| dx =
∫ ∞
0
(1 + r2)|δ|/2 r e−Re
√
λ r dr.
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After another change of variables, we have
I =
1
(Re
√
λ)2
∫ ∞
0
(
1 +
s2
(Re
√
λ)2
)|δ|/2
s e−s ds.
If δ = 0, we use
∫∞
0
s e−s ds = 1 to obtain the Lp-boundedness
‖R(λ)‖L(Lp) ≤
1
(Re
√
λ)2
≤
(
|λ| sin2 ǫ
2
)−1
for |argλ| ≤ π − ǫ,
which is the estimate (17) with ϑ = π/2 and β = 0, showing the well-known result that ∆
generates a bounded analytic semgroup of angle π/2 on Lp(R3). But, of course, we are interested
in δ 6= 0, where ∫∞0 (1 + s2/(Re√λ)2)|δ|/2 s e−s ds becomes infinite as λ → 0. However, if we
restrict λ to lie outside the ball Bκ(0) := {λ ∈ C : |λ| < κ} with κ > 0, then we get the following
estimate:
‖R(λ)‖L(Lpδ ) ≤
Cδ,κ,ǫ
|λ| for λ ∈ Σπ/2−ǫ,0\Bκ(0). (21)
Finally, for any β > 0 we can choose κ so that Σπ/2−ǫ,β ⊆ Σπ/2−ǫ,0\Bκ(0), and then use |λ−β| ≤
C(ǫ, β)|λ| for λ ∈ Σπ/2−ǫ,β to conclude
‖R(λ)‖L(Lpδ) ≤
Cδ,ǫ,β
|λ− β| for λ ∈ Σπ/2−ǫ,β, (22)
which is the estimate (17) showing that ∆ generates an analytic semgroup of angle π/2 on Lpδ(R
3)
satisfying (11).
For general d ≥ 2, the integral kernel of (λ−∆)−1 is given by (cf. [18] and [8])
K(x, y;λ) =
i
4
(
i
√
λ
2π|x− y|
)ν
H(1)ν
(
i
√
λ |x− y|
)
, ν = (d− 2)/2, (23)
where H
(1)
ν (z) is the first Hankel function. (For d = 3, ν = 1/2 and H
(1)
1/2(z) = −i (2/πz)1/2 eiz ,
so (23) reduces to (19).) To obtain an estimate for (λ − ∆)−1 on Lpδ(Rd), we need to estimate
the operator Jδ(λ−∆)−1J−δ on Lp(Rd) with integral kernel
Kδ(x, y;λ) =
i
4
(
i
√
λ
2π
)ν 〈x〉δ〈y〉−δ
|x− y|ν H
(1)
ν
(
i
√
λ |x− y|
)
. (24)
To estimate
∫
Rd
|Kδ(x, y;λ)| dx for y ∈ Rd and
∫
Rd
|Kδ(x, y;λ)| dy for x ∈ Rd, we must estimate
I := |λ|ν/2
∫ ∞
0
(1 + r2)|δ|/2 rd−1−ν
∣∣∣H(1)ν (i√λ r)∣∣∣ dr
We split this into two integrals to estimate:
I1 : = |λ|ν/2
∫ (Re√λ)−1
0
(1 + r2)|δ|/2 rd−1−ν
∣∣∣H(1)ν (i√λ r)∣∣∣ dr,
I2 : = |λ|ν/2
∫ ∞
(Re
√
λ)−1
(1 + r2)|δ|/2 rd−1−ν
∣∣∣H(1)ν (i√λ r)∣∣∣ dr.
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Recall (cf. [8]) the asymptotic behaviors
H(1)ν (z) =
{− iπΓ(ν) ( 2z )ν +O(|z|2−ν) as |z| → 0, |arg(z)| < π,√
2
πz exp
(
i
(
z − νπ2 − π4
)) (
1 +O(|z|−1) as |z| → ∞, |arg(z)| < π − ε. (25)
Now Re
√
λ = |λ|1/2 cos(12 argλ) implies
0 < Re
√
λ ≤ |λ|1/2 ≤ CǫRe
√
λ for λ ∈ Σπ/2−ǫ,0,
so 0 < r < (Re
√
λ)−1 implies z = i
√
λ r satisfies |z| ≤ Cǫ and we may use the first line in (25) to
estimate |λ|ν/2|H(1)ν (i
√
λ r)| ≤ Cǫr−ν . Consequently, using |λ| > κ and d− 1− 2ν = 1, we obtain
I1 ≤ Cǫ
∫ (Re√λ)−1
0
(1 + r2)|δ|/2 rd−1−2ν dr ≤ Cδ,κ,ǫ
∫ (Re√λ)−1
0
r dr ≤ Cδ,κ,ǫ
(Re
√
λ)2
≤ Cδ,κ,ǫ|λ| .
Similarly, for r > (Re
√
λ)−1 we have z = i
√
λ r satisfies |z| ≥ 1 so we can use the second line in
(25) to estimate |H(1)ν (i
√
λ r)| ≤ C|λ|−1/4r−1/2e−rRe(
√
λ). Consequently, using ν2 − 14 = d−34 and
d− 1− ν − 12 = d−12 , we can estimate
I2 ≤ C |λ| ν2− 14
∫ ∞
(Re
√
λ)−1
(1 + r2)|δ|/2 rd−1−ν−
1
2 e−Re
√
λ r dr
= C |λ| d−34
∫ ∞
(Re
√
λ)−1
(1 + r2)|δ|/2 r
d−1
2 e−Re
√
λ r dr.
Now we change integration variable to s = (Re) r to obtain
I2 ≤ C |λ|
d−3
4
∫ ∞
1
(
1 +
s2
(Re
√
λ)2
)|δ|/2
s(d−1)/2
(Re
√
λ)(d−1)/2
e−s
ds
Re
√
λ
≤ Cǫ|λ|
∫ ∞
1
(
1 +
s2
(Re
√
λ)2
)|δ|/2
s(d−1)/2e−s ds =
Cδ,κ,ǫ
|λ| .
This establishes (21), and hence (22), for general d ≥ 2.
Notice that (22) implies
‖f‖Lpδ ≤
Cδ,ǫ,β
|λ− β| ‖(λ−∆)f‖Lpδ for λ ∈ Σπ/2−ǫ,β and f ∈ H
2,p
δ (R
d). (26)
Conversely, if g ∈ Lpδ(Rd) then f = (λ − ∆)−1g satisfies (λ − ∆)f ∈ Lpδ(Rd), and we know by
elliptic regularity3 that f ∈ H2,pδ (Rd). Hence we can apply (26) to obtain (22).
Now let us consider m > 0. For f ∈ Hm+2,pδ (Rd) and |α| ≤ m we have Dαf ∈ H2,pδ (Rd), so
we can apply (26) to conclude
‖Dαf‖Lpδ ≤
Cδ,ǫ,β
|λ− β| ‖(λI −∆)D
αf‖Lpδ =
Cδ,ǫ,β
|λ− β| ‖D
α ((λI −∆)f) ‖Lpδ .
3See Lemma B.2 in Appendix B.
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Summing this over |α| ≤ m, we obtain
‖f‖Hm,pδ ≤
Cδ,ǫ,β
|λ− β| ‖(λI −∆)f‖Hm,pδ for all f ∈ H
m+2,p
δ (R
d) and λ ∈ Σπ/2−ǫ,β. (27)
As observed above, this implies the desired resolvent estimate, so ∆ with domain Hm+2,pδ (R
d)
generates an analytic semigroup of angle π/2 on Hm,pδ (R
d) satisfying (11).
In order to prove Theorem 2.1, it remains to show S(t) = et∆ on Hm,pδ (R
d). For this, we
need a uniqueness result that we shall prove in a more general context. Let S ′(Rd) denote the
space of tempered distributions, i.e. the dual of the Schwartz class S(Rd). For any v ∈ S ′(Rd)
we define ∆v ∈ S ′(Rd) using distributional derivatives: 〈∆v, φ〉 = 〈v,∆φ〉 for φ ∈ S(Rd). We
consider solutions of (1) when v ∈ S ′(Rd). We have the following uniqueness result:
Lemma 2.2. Suppose that w ∈ C([0,∞),S ′(Rd)) ∩ C1((0,∞),S ′(Rd)) satisfies wt(t) = ∆w(t)
as distributions for t > 0 and w(0) = 0. Then w(t) ≡ 0 for all t ≥ 0.
Proof. For t > 0 we have w(t) ∈ S ′(Rd)) and its Fourier transform ŵ(t) ∈ S ′(Rd) is defined by
〈ŵ(t), φ〉 = 〈w(t), φ̂〉 for all φ ∈ S(Rd). But t 7→ w(t) is C1 as a map (0,∞)→ S ′(Rd), so we can
compute
〈∂tŵ(t), φ〉 = ∂t〈ŵ(t), φ〉 = ∂t〈w(t), φ̂〉 = 〈∂tw(t), φ̂〉 = 〈∂̂tw(t), φ〉 for all φ ∈ S ′(Rd).
to conclude ∂tŵ = ∂̂tw for t > 0. This enables us to take the Fourier transform of wt = ∆w
to conclude that ŵ satisfies ŵt(ξ, t) = −|ξ|2ŵ(ξ, t). In other words, ∂t
[
et|ξ|
2
ŵ(ξ, t)
]
= 0 as
distributions, so et|ξ|
2
ŵ(ξ, t) is constant in t > 0. But it extends continuously to t = 0, where we
have ŵ(ξ, t) = 0. Consequently, ŵ(ξ, t) = 0 for all t ≥ 0, i.e. w(ξ, t) = 0 for all t ≥ 0.
Proof of Theorem 2.1. To show that S(t) = et∆ on Hm,pδ (R
d), it suffices to show that they agree
on the dense subset Hm+2,pδ (R
d). For g ∈ Hm+2,pδ (Rd) we know by Proposition 2.1 that v = S(t)g
satisfies v ∈ C([0,∞), Hm+2,pδ (Rd)). Hence ∆v ∈ C([0,∞), Hm,pδ (Rd)) ⊆ C([0,∞),S ′(Rd)) and,
since vt = ∆v for t > 0, we conclude v ∈ C1((0,∞),S ′(Rd)). On the other hand, from analytic
semigroup theory we know that u = et∆g ∈ C([0,∞), Hm,pδ (Rd)) ∩ C∞((0,∞), Hm,pδ (Rd)) ⊆
C([0,∞),S ′(Rd))∩C1((0,∞),S ′(Rd)). Consequently, w = u−v satisfies the conditions of Lemma
2.2, so w ≡ 0. This means S(t) = et∆ on Hm+2,pδ (Rd), and hence on Hm,pδ (Rd). 
3 Additional estimates on H
m,p
δ (R
d)
In this section we obtain additional estimates for S(t) as t→ 0. These estimates are well-known
for Lp(Rd) and Hm,p(Rd) (and may be generalized to fractional spaces by interpolation). But
for our weighted spaces Hm,pδ (R
d), the growth factor (1+ t)|δ|/2 also plays a role, so we will state
our estimates for t ∈ (0,∞) and give complete proofs.
We first consider S(t) as a map between Lpδ(R
d) and Lqδ(R
d) for p 6= q. Note that this
introduces a singularity as t→ 0 but the weight parameter δ is not affected.
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Proposition 3.1. Suppose 1 ≤ p < q ≤ ∞ and δ ∈ R. Then there is a constant C = C(p, q, δ)
such that
‖S(t)f‖Lqδ ≤ C t
− d
2 (
1
p− 1q )(1 + t)|δ|/2‖f‖Lpδ for t ∈ (0,∞), f ∈ L
p
δ(R
d). (28)
Proof. As in [17] (cf. Theorem 2.11), interpolation between the estimates
‖S(t)f‖L∞ ≤ (4πt)−d/2‖f‖L1 and ‖S(t)f‖Lrδ ≤ C(1 + t)|δ|/2‖f‖Lrδ
yields for 0 ≤ τ ≤ 1 the estimate
‖S(t)f‖Lqττδ ≤ (4πt)
−(1−τ) d
2Cτ |δ|/2(1 + t)τ |δ|/2‖f‖Lpττδ ,
where
1
qτ
:=
1− τ
∞ +
τ
r
=
τ
r
and
1
pτ
:=
1− τ
1
+
τ
r
=
(1− τ)r + τ
r
.
Taking τ = 1− p−1 + q−1 and r = qτ , we obtain
‖S(t)f‖Lqτδ ≤ C t
− d
2 (
1
p− 1q )(1 + t)τ |δ|/2‖f‖Lpτδ .
But since δ ∈ R was arbitrary, we can relabel it to obtain (28).
We next show that 1st-order derivatives of S(t)f in Hm,pδ (R
d) can grow no more than O(t−1/2)
as t→ 0.
Proposition 3.2. For any δ ∈ R there is a constant C = C(δ) such that for any m ∈ Z≥0
‖∇S(t)f‖Hm,pδ ≤ C t
−1/2 (1 + t)|δ|/2‖f‖Hm,pδ for t ∈ (0,∞), f ∈ H
m,p
δ (R
d). (29)
Proof. Using Remark 2.2, it suffices to consider m = 0. By Lemma 2.1, the operator ∇iS(t) :
Lpδ(R
d)→ Lpδ(Rd) for t > 0 is equivalent to the integral operator on Lp(Rd) with kernel
Kiδ(x, y; t) = 〈x〉δGit(x − y)〈y〉−δ where Git(x) = ∇iGt(x) = − xi2t(4πt)d/2 e−|x|
2/4t.
As in the proof of Proposition 2.1, we use Lemma B.1 to show
|Kiδ(x, y; t)| ≤ C 〈x− y〉|δ| t−d/2
|x− y|
t
e−|x−y|
2/4t for all x, y ∈ Rd,
and then use Young’s inequality with the estimate∫
Rd
〈x〉|δ| t−d/2 |x|
t
e−|x|
2/4t dx ≤ C2 t−1/2 (1 + t)|δ|/2.
Translate this result back to ∇S(t) on Lpδ to conclude (29) holds when m = 0, which is what we
needed to show.
Corollary 3.1. For any δ ∈ R there is a constant C = C(δ) such that for any m ∈ Z≥0
‖S(t)f‖Hm+1,pδ ≤ C max(t
−1/2, 1) (1 + t)|δ|/2 ‖f‖Hm,pδ for t ∈ (0,∞), f ∈ H
m,p
δ (R
d). (30)
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Proof. Applying Propositions 3.2 and 2.1 we find
‖S(t)f‖Hm+1,pδ ≤ ‖∇S(t)f‖Hm,pδ + ‖S(t)f‖Lpδ
≤ C t−1/2(1 + t)|δ|/2 ‖f‖Hm,pδ + C (1 + t)
|δ|/2 ‖f‖Lpδ ,
from which (30) easily follows.
Following the proof of Proposition 3.2, we see that 2nd-order derivatives of S(t)f are bounded
by C t−1 as t→ 0. In particular, we have the following estimate 4
‖∆S(t)f‖Hm,pδ ≤ C t
−1 (1 + t)|δ|/2 ‖f‖Hm,pδ for t ∈ (0,∞), f ∈ H
m,p
δ (R
d). (31)
But if ∇f ∈ Hm,pδ (Rd), e.g. if f ∈ Hm+1,pδ (Rd), then we obtain an improved estimate on
‖∆S(t)f‖Hm,pδ , which also yields an improved convergence S(t)f → f as t→ 0 in H
m,p
δ (R
d).
Corollary 3.2. For any δ ∈ R there is a constant C = C(δ) such that for any m ∈ Z≥0
‖∆S(t)f‖Hm,pδ ≤ C t
−1/2 (1 + t)|δ|/2 ‖∇f‖Hm,pδ for t ∈ (0,∞), ∇f ∈ H
m,p
δ (R
d), (32)
‖S(t)f − f‖Hm,pδ ≤ C t
1/2 (1 + t)|δ|/2 ‖∇f‖Hm,pδ for t ∈ (0,∞), ∇f ∈ H
m,p
δ (R
d). (33)
Proof. To obtain (32) we simply replace f by ∇f in (29) and use Remark 2.2. To prove (33), we
use (S(t)f)t = ∆(S(t)f) for t > 0 and (32):
‖S(t)f − f‖ =
∥∥∥∥∫ t
0
(S(s)f)s ds
∥∥∥∥ = ∥∥∥∥∫ t
0
∆S(s)f ds
∥∥∥∥
≤ C
∫ t
0
s−1/2 (1 + s)|δ|/2 ds ‖∇f‖ ≤ C t1/2 (1 + t)|δ|/2 ‖∇f‖.
4 The semigroup on A
m,p
N
In this section we fix m ∈ N with m > d/p; consequently, if v ∈ Am,pN then v ∈ CB(Rd) by
Proposition A.2(d) and S(t)v may be defined for t > 0 by (2). We will show that {S(t)}t≥0
extends to an analytic semigroup of angle π/2 on Am,pN .
Theorem 4.1. For any N ∈ Z≥0, (2) defines a strongly continuous semigroup {S(t)}t≥0 on
A
m,p
N satisfying (9). The generator is an operator Λ with domain D containing A
m+2,p
N on which
Λv = ∆v. Moreover, the semigroup is analytic of angle π/2 with operator norm satisfying for
any β > 0 and ǫ ∈ (0, π/2)
‖S(z)‖L(Am,pN ) ≤M e
β|z| for all z ∈ Sπ/2−ǫ, (34)
where M =M(N, β, ǫ). Finally, if N ≥ 2 and v ∈ Am,pN then S(z)v − v ∈ Am,p2,N for all z ∈ Sπ/2.
4This type of estimate can be obtained from general analytic semigroup theory (cf. [15]); however, since 0 is in
the spectrum of ∆, the general theory yields the slightly weaker estimate ‖∆S(t)f‖ ≤ C t−1 eβt ‖f‖ for any β > 0.
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Remark 4.1. Comparing with Theorem 2.1, one might expect that the generator of S(t) on Am,pN
is ∆ with domain D = Am+2,pN . However, the unbounded operator ∆ with domain D = A
m+2,p
N is
not closed on Am,pN , so cannot be the generator of S(t). This is further discussed in Appendix B.
Remark 4.2. For 0 < n ≤ N , we can consider S(z) as an analytic semigroup of angle π/2 on
A
m,p
n,N . All results in this section apply to this more general setting.
Remark 4.3. The statement S(z)v− v ∈ Am,p2,N means that the coefficients b0(θ) and b1(θ) in (3)
remain invariant under the semigroup. Similarly, if we consider S(z) as an analytic semigroup
on Am,pn,N and N ≥ n+ 2, then S(z)v − v ∈ Am,pn+2,N , so the coefficients bn(θ) and bn+1(θ) remain
invariant.
We tackle part of the proof of Theorem 4.1 in the following.
Proposition 4.1. For any N ∈ Z≥0, {S(t)}t≥0 is a strongly continuous semigroup on Am,pN
satisfying (9) with µ = (N +N∗ + 2)/2. Moreover, the generator is an operator Λ with domain
D that contains Am+2,pN and Λv = ∆v for v ∈ Am+2,pN .
Proof. Let v ∈ Am,pN and consider u(t) = S(t)v. Since Am,pN is contained in CB(Rd), we know
from (2) that u ∈ CB([0,∞) × Rd) ∩ C∞((0,∞) × Rd). In fact, we can easily check that u ∈
C([0,∞), CB(Rd))∩C1((0,∞), CB(Rd)). On the other hand, we can also construct the solution
of the heat equation ut = ∆u with initial condition u(0) = v by separation of variables; as we see
below, the solution found this way is in C([0,∞),Am,pN ) ∩ C1((0,∞),Am,pN ), so by Lemma 2.2 it
must coincide with S(t)v.
To give the details of the separation of variables argument, let us write v ∈ Am,pN as
v(x) = b(x) + g(x) = χ(r)
(
b0(θ) + · · ·+ bN
∗(θ)
rN∗
)
+ g(x), (35)
where bk ∈ Hm+1+N∗−k(Sd−1) and g ∈ Hm,pN (Rd). We seek a time-dependent expansion for our
solution u:
u(x, t) = a(x, t) + f(x, t) = χ(r)
(
a0(θ, t) + · · ·+ aN
∗(θ, t)
rN∗
)
+ f(x, t). (36)
The functions a(x, t) and f(x, t) are respectively the time-dependent asymptotic function and
remainder function. If we apply the Laplacian to u we obtain
∆u = χ(r)
(
∆θa0
r2
+ · · ·+ ∆θaN∗ +N
∗(N∗ + 2− d)aN∗
rN∗+2
)
+ 2∇χ · ∇a˜+ (∆χ)a˜+∆f, (37)
where ∆θ denotes the spherical Laplacian; here and throughout the rest of this paper we adopt
the notation a = χ a˜, i.e.
a˜(x, t) = a0(θ, t) + · · ·+ aN∗(θ, t) r−N
∗
. (38)
To compute ut let us denote t-derivatives by a dot to avoid additional subscripts. We find
ut =
.
u = χ(r)
(
.
a0(θ, t) + · · ·+
.
aN∗(θ, t)
rN∗
)
+
.
f(x, t).
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This gives us a system of equations to solve:
.
a0(θ, t) = 0 =
.
a1(θ, t) (39a)
.
ak(θ, t) = ck for k = 2, . . . , N
∗ (39b)
where
ck(θ, t) = ∆θak−2 + (k − 2)(k − d)ak−2 for k = 2, . . . , N∗ (39c)
and .
f(x, t) = ∆f + h, (39d)
where
h(x, t) =χ
(
∆θaN∗−1 + (N∗ − 1)(N∗ + 1− d)aN∗−1
rN∗+1
)
+ χ
(
∆θaN∗ +N
∗(N∗ + 2− d)aN∗
rN∗+2
)
+ 2∇χ · ∇a˜+ (∆χ)a˜,
(39e)
with initial conditions
ak(θ, 0) = bk(θ) for k = 0, . . . , N
∗ (39f)
f(x, 0) = g(x). (39g)
From (39a) we find that a0 and a1 are independent of t:
ak(θ, t) = bk(θ) for k = 0, 1. (40a)
To find ak for k = 2, . . . , N
∗, we can iteratively integrate (39b), (39c) with initial condition (39f),
since ak−2(θ, t) has been previously determined. We write this as
ak(θ, t) =
∫ t
0
[∆θak−2(θ, s) + (k − 2)(k − d)ak−2(θ, s)] ds+ bk(θ) for k = 2, . . . , N∗. (40b)
The relationships (40) imply the following:
a2(θ, t) = t∆θb0(θ) + b2(θ)
a3(θ, t) = t [∆θb1(θ) + (3− d)b1(θ)] + b3(θ)
a4(θ, t) =
t2
2
[
∆2θb0(θ) + 2(4− d)∆θb0(θ)
]
+ t [∆θb2 + 2(4− d)b2(θ)] + b4(θ).
...
(41)
We see that each ak(θ, t) is polynomial in t of degree ≤ k/2. In particular, we see that ak belongs
to C∞([0,∞), Hm+1+N∗−k,p(Sd−1)). Moreover, we get the following estimates in t ∈ (0,∞):
‖ak(t)‖Hm+1+N∗−k,p ≤

C (1 + t)k/2
k∑
j=0
‖bj‖Hm+1+N∗−j,p if k is even
C (1 + t)(k−1)/2
k∑
j=0
‖bj‖Hm+1+N∗−j,p if k is odd.
(42a)
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In any case, summing over k = 0, . . . , N∗ we obtain
N∗∑
k=0
‖ak(t)‖Hm+1+N∗−k,p ≤ C (1 + t)N
∗/2
N∗∑
k=0
‖bk‖Hm+1+N∗−k,p . (42b)
Note that we also have
N∗∑
k=0
‖ak(t)− bk‖Hm+1+N∗−k,p ≤ C t (1 + t)(N
∗−2)/2
N∗∑
k=0
‖bk‖Hm+1+N∗−k,p for 0 < t <∞. (42c)
To find f from (39d), we use Duhamel’s principle to write
f(x, t) = S(t)g(x) +
∫ t
0
S(t− s)h(x, s) ds. (43)
We want to show that f is continuous as a map [0,∞) → Hm,pN (Rd) with f(0) = g. Since
g ∈ Hm,pN (Rd), by Theorem 2.1 we know that S(t)g ∈ C([0,∞), Hm,pN (Rd)) with ‖S(t)g‖Hm,pN ≤
C (1 + t)N/2‖g‖Hm,pN and S(0)g = g. Now we consider the convolution term. Note that h(t) =
h1(t) + h2(t) where
h1(t) = χ
∆θaN∗(t) +N
∗(N∗ + 2− d)aN∗(t)
rN∗+2
∈ C∞([0,∞), Hm−1,pN (Rd)), and
h2(t) = χ
∆θaN∗−1 + (N∗ − 1)(N∗ + 1− d)aN∗−1
rN∗+1
+ 2∇χ · ∇a˜+ (∆χ)a˜ ∈ C∞([0,∞), Hm,pN ).
(The loss of one derivative in h1 comes from ∆θaN∗ ∈ Hm−1,p(Sd−1); a˜ in h2 refers to (38).)
Using (42b), we have
‖h1(t)‖Hm−1,pN ≤ C ‖aN∗(t)‖Hm+1,p ≤ C (1 + t)
N∗/2
N∗∑
k=0
‖bk‖Hm+1+N∗−k,p
‖h2(t)‖Hm,pN ≤ C
N∗∑
k=0
‖ak(t)‖Hm+1+N∗−k,p ≤ C (1 + t)N
∗/2
N∗∑
k=0
‖bk‖Hm+1+N∗−k,p
But, using
∑N∗
k=0 ‖bk‖Hm+1+N∗−k,p ≤ ‖v‖Am,pN and Corollary 3.1, we have for 0 < s < t
‖S(t− s)h1(s)‖Hm,pN ≤ C max((t− s)
−1/2, 1) (1 + t− s)N/2 (1 + s)N∗/2‖v‖Am,pN , (44a)
so f1(t) :=
∫ t
0
S(t− s)h1(s) ds is in Hm,pN (Rd) for all t > 0 and vanishes as t→ 0 + 0. In fact one
easily shows f1 ∈ C([0,∞), Hm,pN (Rd)) and can obtain the long time estimate
‖f1(t)‖Hm,pN ≤ C (1 + t)
µ‖v‖Am,pN for µ = (N +N
∗ + 2)/2. (44b)
Similarly, using Theorem 2.1, we have for 0 < s < t
‖S(t− s)h2(s)‖Hm,pN ≤ C(1 + t− s)
N/2 (1 + s)N
∗/2‖v‖Am,pN , (45a)
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so f2(t) :=
∫ t
0
S(t− s)h2(s) ds is in C([0,∞), Hm,pN (Rd)) and vanishes as t→ 0+ 0; the long time
estimate is the same:
‖f2(t)‖Hm,pN ≤ C (1 + t)
µ‖v‖Am,pN for µ = (N +N
∗ + 2)/2. (45b)
In particular, we know that f ∈ C([0,∞), Hm,pN (Rd)) with f(0) = g.
Putting this together with the rest of the separation of variables argument, we see that our
solution satisfies u ∈ C([0,∞),Am,pN ). Using Lemma 2.2 we see that the solution constructed by
separation of variables agrees with S(t)v. Hence, for v ∈ Am,pN as in (35), we can write
S(t)v = χ
(
a0 +
a1
r
+
a2(t)
r2
+ · · ·+ aN∗(t)
rN∗
)
+ S(t)g +
∫ t
0
S(t− s)h(s) ds, (46)
where the ak and h are described in (39). Since the µ given in (44b) satisfies µ > N/2, N
∗/2, we
conclude that S(t) : Am,pN → Am,pN for t > 0 has operator norm satisfying ‖S(t)‖ ≤ C (1 + t)µ.
Moreover, for v ∈ Am,pN we know t 7→ S(t)v is continous [0,∞) → Am,pN , and uniqueness of
solutions also implies S(t1 + t2)v = S(t1)S(t2)v, so {S(t)}t≥0 is a strongly continuous semigroup
on Am,pN .
Lastly, we consider the generator of the semigroup. To do this, let Λ be defined by
Λv := lim
t→0+0
S(t)v − v
t
(47)
with domain D = {v ∈ Am,pN : the limit in (47) exists}. If v = b + g ∈ Am+2,pN , we want to show
that v ∈ D and Λv = ∆v. We can use (46) and (41) to calculate
S(t)v − v
t
=χ(r)
(
∆θb0
r2
+
∆θb1 + (3− d)b1
r3
+ · · ·+ ∆θbN∗−2 + (N
∗ − 2)(N∗ − d)bN∗−2
rN∗
)
+O(t) +
S(t)g − g
t
+
1
t
∫ t
0
S(t− s)h(·, s)ds,
where O(t) denotes a term whose Am,pN -norm is bounded by C t ‖v‖Am,pN . By Theorem 2.1, we
know that g ∈ Hm+2,pN (Rd) implies
lim
t→0+0
S(t)g − g
t
= ∆g converges in Hm,pN (R
d).
Moreover, v ∈ Am+2,pN implies h ∈ C([0,∞), Hm+1,pN (Rd)) ⊆ C([0,∞), Hm,pN (Rd)), so
lim
t→0+0
1
t
∫ t
0
S(t− s)h(s) ds = h(0) with convergence in Hm,pN (Rd). (48)
Consequently, limt→0(S(t)v − v)/t exists, so v ∈ D(Λ) and
w := Λv = χ(r)
(
∆θb0
r2
+ · · ·+ ∆θbN∗−2 + (N
∗ − 2)(N∗ − d)bN∗−2
rN∗
)
+ g + h(0). (49)
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Since v ∈ Am+2,pN implies bk ∈ Hm+3+N
∗−k,p(Sd−1), we have ∆θbk ∈ Hm+1+N∗−k,p(Sd−1), which
is more than enough for the asymptotics in w to satisfy the regularity conditions to be in Am,p2,N .
Moreover, we can compute
h(0) =χ
(
∆θbN∗−1 + (N∗ − 1)(N∗ + 1− d)bN∗−1
rN∗+1
+
∆θbN∗ +N
∗(N∗ + 2− d)bN∗
rN∗+2
)
+ 2∇χ · ∇b˜+ (∆χ) b˜,
where b˜ = b0 + · · ·+ bN∗ r−N∗ . Putting this altogether, we see that Λv = ∆v.
Proof of Theorem 4.1. We will show that S(t) as expressed in (46) extends to an analytic
semigroup of angle π/2 satisfying (34). Let us abbreviate (46) as S(t)v = S1(t)v+S2(t)v+S3(t)v
and consider the analytic extension of each operator Sj on X .
By Theorem 2.1, we already know that S(t) is an analytic semigroup of angle π/2 onHm,pN (R
d),
so the operator S2(t) on X defined by v 7→ S(t)g extends analytically to S2(z) for z ∈ Sπ/2, and
S2(z)v = S(z)g → g as z → 0 in Sπ/2−ǫ. Moreover, using (11) we have
‖S2(z)v‖Am,pN = ‖S(z)g‖Hm,pN ≤M e
β|z|‖g‖Hm,pN ≤M e
β|z|‖v‖Am,pN for all z ∈ Sπ/2−ǫ,
where M =M(N, β, ǫ).
To handle S1(t), let us observe that ak(θ, t) depends linearly on b0(θ), . . . , bk(θ) in such a way
that we can write
ak(t) = Dk(t)[b0, . . . , bk] for k = 0, . . . , N, (50)
where Dk(t) for each t > 0 is a linear differential operator which is bounded
Dk(t) : H
m+1+N,p(Sd−1)× · · · ×Hm+1+N−k,p(Sd−1)→ Hm+1+N−k,p(Sd−1),
and Dk(t) is polynomial in t of degree ≤ k/2 such that for t = 0 we have
Dk(0)[b0, . . . , bk] = bk.
So, replacing t by z, we see that z 7→ S1(z) is analytic for all z ∈ C and
S1(z)v = S1(z)
[
χ(b0 + · · ·+ r−NbN )
]→ χ(b0 + · · ·+ r−N bN) as z → 0.
Moreover,
‖S1(z)v‖Am,pN ≤ C (1 + |z|)
N/2 ‖v‖Am,pN ≤M e
β|z| ‖v‖Am,pN for all z ∈ C,
where M =M(N, β).
Finally, we consider S3(t), i.e.
S3(t)v =
∫ t
0
S(t− s)h(s) ds =
∫ 1
0
S((1− τ)t)h(τt)t dτ, (51)
where h(t) is given in (39e). Note that h(t) is polynomial in t, so extends analytically to h(z)
for z ∈ C. Moreover, as in the proof of Proposition 4.1, we can write h = h1 + h2 where
h1 ∈ C(C, Hm−1,pN (Rd)) and h2 ∈ C(C, Hm,pN (Rd)). Moreover, S(z) is analytic for z ∈ Sπ/2 as
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an operator on both Hm−1,pN (R
d)) and Hm,pN (R
d). But for z ∈ Sπ/2, we have (1 − τ)z ∈ Sπ/2 for
0 < τ < 1, so we can define S3(z) simply by replacing t with z in (51):
S3(z)v =
∫ 1
0
S((1− τ)z)h(τz)z dτ.
We see that z 7→ S3(z) is analytic for z ∈ Sπ/2 and S3(z)v → 0 as z → 0 in Sπ/2−ǫ. Moreover,
for z ∈ Sπ/2−ǫ we have
‖S3(z)v‖Am,pN ≤
∫ 1
0
‖S((1− τ)z)h(τz)z‖Hm,pN dτ
≤M eβ0|z||z|(1 + |z|)N∗/2 ‖v‖Am,pN ≤M1 e
β|z| ‖v‖Am,pN ,
for any β > β0 where M1 =M(N, β, ǫ).
We have extended S(t) analytically to S(z) for z ∈ Sπ/2 such that S(z)v → v as z → 0
in Sπ/2−ǫ and (34) holds. Let us confirm the semigroup property S(z1 + z2) = S(z1)S(z2)
for z1, z2 ∈ Sπ/2. But we have this property for t1, t2 > 0, so for any v ∈ X the analytic
function w(z1, z2) := S(z1)S(z2)v − S(z1 + z2)v vanishes for z1, z2 ∈ R+. By analyticity we have
w(z1, z2) ≡ 0 for z1, z2 ∈ Sπ/2, confirming the semigroup property. 
5 Applications to nonlinear equations
Let us replace (1) with the nonlinear equation{
ut = ∆u+ F (t, u), for t > 0, x ∈ Rd,
u|t=0 = u0. (52)
We want to consider (52) as an evolution equation in either X = Hm,pδ (R
d) or X = Am,pN . A
weaker notion of a solution of (52) is a mild solution, i.e. a continuous function u : [0, T ] → X
that satisfies the integral equation
u(t) = S(t)u0 +
∫ t
0
S(t− s)F (s, u(s)) ds. (53)
In this section we want to discuss conditions on u0 and F under which (52) admits a strict solution
in X , i.e. we want u to satisfy
u ∈ C([0, T ], DX(∆)) ∩ C1([0, T ], X); (54)
hereDX(∆) is equipped with the graph norm. For these results, we may not have F : [0, T ]×X →
X Lipschitz continuous in X .
To begin with, let us set X = Hm,pδ (R
d). Theorem 2.1 shows that DX(∆) = H
m+2,p
δ (R
d), so
we assume u0 ∈ Hm+2,pδ (Rd). We will assume that F : [0,∞) × Hm+2,pδ (Rd) → Hm+1,pδ (Rd) is
continuous and locally Lipschitz continuous in the following sense
‖F (t, v)− F (t, w)‖Hm+1,p
δ
≤ C(R, T )‖v − w‖Hm+2,p
δ
for 0 ≤ t ≤ T and ‖v‖Hm+2,pδ , ‖w‖Hm+2,pδ ≤ R.
(55)
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In particular, applying the above with w = 0 implies
‖F (t, v)‖Hm+1,pδ ≤ C1(R, T ) for all ‖v‖Hm+2,pδ ≤ R. (56)
Let us formulate our local existence result. First, note that once the semigroup property of ∆ is
established (cf. Theorem 2.1 and Theorem 4.1), by the discussion above, general results can be
directly applied to a class of nonlinear equations (see Appendix C). However, we provide a detailed
proof of the result below because our Lipschitz mapping is not of the form F : [0, T ]×X → X
and because the Lipschitz continuity of the obtained data-to-solution map is done for (strict)
solutions.5
Theorem 5.1. For m ∈ Z≥0 and δ ∈ R, assume u0 ∈ Hm+2,pδ (Rd) and F (t, u) satisfies (55).
Then for any R > 0 there exists T > 0 such that for any u0 ∈ Hm+2,pδ (Rd) with ‖u0‖Hm+2,p
δ
≤ R
there exists a unique solution u ∈ C([0, T ], Hm+2,pδ ) ∩ C1([0, T ], Hm,pδ ) of (52). Moreover, the
solution depends continuously on the initial condition in that the data-to-solution map u0 7→ u is
Lipschitz continuous in a neighborhood of u0 in H
m+2,p
δ (R
d).
Remark 5.1. Note that the solution u in Theorem 5.1 is also a mild solution of (52) in X =
Hm+2,pδ .
Remark 5.2. We can generalize Theorem 5.1 by allowing F (t, u; a) to depend on a ∈ E, where
E is a Banach space. Provided the dependence of F on a ∈ E is locally Lipschitz continuous,
then the data-to-solution map (u0, a) 7→ u is Lipschitz continuous on a neighborhood of (u0, a) in
Hm+2,pδ (R
d)× E. This will be used in the proof of Theorem 5.2.
Proof of Theorem 5.1. Let Xk = H
m+k,p
δ (R
d) for k = 0, 1, 2 and R > 0. Assume that ‖u0‖X2 <
R. Let Y = C([0, T ], X2) with the sup-norm, where T is to be determined, and let YR := {y ∈
Y : ‖y‖Y ≤ 2R}. For y ∈ YR let us define a new function Φy by
Φy(t) = S(t)u0 +
∫ t
0
S(t− s)F (s, y(s)) ds. (57)
We want to show, for T sufficiently small, that Φ : Y → Y is a contraction in YR.
To show Φy ∈ YR we know by Theorem 2.1 that S(t)u0 ∈ Y and, if T is small enough, that
‖S(t)u0‖Y ≤ 3R/2 for 0 ≤ t ≤ T . So let us consider
w(t) :=
∫ t
0
S(t− s)F (s, y(s)) ds.
By Corollary 3.1, we know ‖S(t − s)F (s, y(s))‖X2 ≤ C(t − s)−1/2‖F (s, y(s))‖X1 , so by (56) we
have
‖w(t)‖X2 ≤ CR
∫ t
0
(t− s)−1/2 ds ≤ 2CR t1/2.
In particular, w(t) → 0 in X2 as t → 0 and a similar argument shows ‖w(t) − w(t0)‖X2 → 0 as
t→ t0 for any t0 ∈ [0, T ], so w ∈ Y . Moreover, if T is sufficiently small then ‖w(t)‖X2 ≤ R/2, so
Φy ∈ YR.
5In what follows we will drop the word strict from the notion of strict solutions.
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To show that Φ : YR → YR is a contraction, let x, y ∈ YR. We can use Corollary 3.1 and (55)
to estimate for all 0 ≤ t ≤ T
‖Φx(t)− Φy(t)‖X2 ≤
∫ t
0
‖S(t− s)(F (s, x(s)) − F (s, y(s)))‖X2 ds
≤ C
∫ t
0
(t− s)−1/2 ‖x(s)− y(s)‖X2 ds
≤ 2C t1/2 ‖x− y‖Y ≤ ǫ ‖x− y‖Y ,
where ǫ < 1 provided T > 0 is sufficiently small. By the contraction mapping theorem, we
conclude that there is a unique solution u ∈ Y of (53).
Next we need to show that u ∈ C1([0, T ], X0). By Theorem 2.1, we then obtain that S(t)u0 ∈
C([0, T ], X2) and (S(t)u0)t = ∆S(t)u0 for t > 0. Since ∆ : X2 → X0 is bounded, we have
∆S(t)u0 ∈ C([0, T ], X0) and thus S(t)u0 ∈ C1([0, T ], X0). So we only need to show that w(t) :=∫ t
0 S(t− s)F (s, u(s)) ds is in C1([0, T ], X0). Note that
wt(t) = F (t, u(t)) +
∫ t
0
(
S(t− s)F (s, u(s)))
t
ds = F (t, u(t)) +
∫ t
0
∆
(
S(t− s)F (s, u(s))) ds.
By (55) we know F (t, u(t)) ∈ C([0, T ], X1) ⊆ C([0, T ], X0). Using Corollary 3.2 and (56), we
have
‖∆S(t− s)F (s, u(s))‖X0 ≤ C (t− s)−1/2‖F (s, u(s))‖X1 ≤ CRM (t− s)−1/2.
So
∫ t
0
∆S(t− s)F (s, u(s)) ds→ 0 in X0 as t→ 0 showing wt(t) is continuous at t = 0. A similar
argument shows wt(t) → wt(t0) in X0 as t → t0 for any t0 ∈ [0, T ], so wt ∈ C([0, T ], X0), as
desired.
Now to show the data-to-solution map is Lipschitz continuous on a neighborhood of u0 in
X2. For v0 ∈ X2 with ‖u0 − v0‖X2 < R/2, let v(t) ∈ X2 for 0 ≤ t ≤ Tv0 denote the asso-
ciated strict solution of (52). We may assume T is small enough that T ≤ max(Tu0 , Tv0) and
‖u(t)‖X2 , ‖v(t)‖X2 ≤ R for 0 ≤ t ≤ T . We first show‖u − v‖Y ≤ C ‖u0 − v0‖X2 . We have
u(t)− v(t) = S(t)(u0 − v0) +
∫ t
0
S(t− s) [F (s, u(s))− F (s, v(s))] ds, so
‖u(t)− v(t)‖X2 ≤ ‖S(t)(u0 − v0)‖X2 +
∫ t
0
‖S(t− s) [F (s, u(s))− F (s, v(s))]‖X2 ds.
But by Theorem 2.1, we know ‖S(t)(u0−v0)‖X2 ≤ C ‖u0−v0‖X2 for 0 ≤ t ≤ T , so we must show∫ t
0
‖S(t− s) [F (s, u(s))− F (s, v(s))]‖X2 ds ≤ C ‖u0 − v0‖X2 . (58)
But, by Corollary 3.2, the integrand is bounded by C (t− s)−1/2‖F (s, u(s))− F (s, v(s))‖X1 , and
by (55), ‖F (s, u(s)) − F (s, v(s))‖X1 ≤ C(R, T )‖u(s)− v(s)‖X2 , so we can estimate the integral
in (58) by C
∫ t
0
(t− s)−1/2‖u(s)− v(s)‖X2 ds. Putting these estimates together, we have
‖u(t)− v(t)‖X2 ≤ C ‖u0 − v0‖X2 + C
∫ t
0
(t− s)−1/2‖u(s)− v(s)‖X2 ds.
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We can now use the Gronwall inequality to conclude
‖u(t)− v(t)‖X2 ≤ C ‖u0 − v0‖X2 exp
(∫ t
0
(t− s)−1/2 ds
)
≤ C ‖u0 − v0‖X2 . (59)
This shows ‖u− v‖Y ≤ C ‖u0 − v0‖X2 . Finally, if we let Y0 = C([0, T ], X0), we need to show
‖(u− v)t‖Y0 ≤ C ‖u0 − v0‖Xk . (60)
Let us write
(u(t)− v(t))t = S(t)∆(u0−v0)+F (t, u(t))−F (t, v(t))+
∫ t
0
S(t−s)∆ (F (s, u(s))− F (s, v(s))) ds.
We know ‖S(t)∆(u0 − v0)‖X0 ≤ C‖u0 − v0‖X2 and we can use (59) to estimate ‖F (t, u(t)) −
F (t, v(t))‖X0 ≤ ‖F (t, u(t)) − F (t, v(t))‖X1 ≤ C‖u(t) − v(t)‖X2 ≤ C‖u0 − v0‖X2 . Lastly, we use
(58) on the integral term to obtain the desired estimate (60).
Let us apply Theorem 5.1 to the reaction-diffusion equation mentioned in the Introduction:{
ut = ∆u+ u
γ for t > 0, x ∈ Rd,
u|t=0 = u0, (61)
with γ > 1 appropriately chosen. If γ is an integer, then F (s) = sγ is well-defined and analytic
for all s ∈ R, and we can show the following:
Corollary 5.1. Let γ > 1 be an integer, m ∈ Z≥0 satisfy m + 1 > d/p, and δ ≥ 0. For any
R > 0 there exists T > 0 such that for any u0 ∈ Hm+2,pδ (Rd) with ‖u0‖Hm+2,pδ < R there exists a
unique solution u ∈ C([0, T ], Hm+2,pδ ) ∩ C1([0, T ], Hm,pδ ) of (61). Moreover, the data-to-solution
map u0 7→ u is Lipschitz continuous in a neighborhood of u0 in Hm+2,pδ (Rd).
Proof. Let X = Hm,pδ (R
d) with norm ‖ · ‖ and X1 = Hm+1,pδ (Rd) with norm ‖ · ‖1. Using
Proposition A.1(b), we see that F (u) = uγ satisfies F : X1 → X1 and is analytic. In particular,
F : X1 → X1 is locally Lipschitz. This easily gives us (55) since ‖F (v) − F (w)‖Hm+1,pδ ≤
C‖v − w‖Hm+1,pδ ≤ C‖v − w‖Hm+2,pδ . Hence we can apply Theorem 5.1 to obtain the result.
Before we consider solutions in our asymptotic spaces, let us observe that many authors (cf.
[3], [4], [19], [20], [5]) have studied the initial-value problem (61) when γ is not required to be an
integer. In this case, we replace uγ by u |u|γ−1 to obtain{
ut = ∆u+ u |u|γ−1 for t > 0, x ∈ Rd,
u|t=0 = u0, (62)
(If we additionally assume u0 ≥ 0, then one can typically show that u(t) ≥ 0 for all t > 0, so
u |u|γ−1 = uγ .) Let us seek the lowest-regularity solutions allowed in Theorem 5.1, i.e. m = 0. In
order to obtain (55), we will require F (s) = s |s|γ−1 to be C2 for s ∈ R, so we assume γ > 2.
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Corollary 5.2. Let γ > 2, 2 > d/p, and δ ≥ 0. For any u0 ∈ H2,pδ (Rd) there exists T > 0
such that (62) has a unique solution u ∈ C([0, T ], H2,pδ (Rd)) ∩ C1([0, T ], Lpδ(Rd)). Moreover, the
data-to-solution map u0 7→ u is Lipschitz continuous in a neighborhood of u0 in H2,pδ (Rd).
Remark 5.3. In [19], it is shown that for 1 ≤ p < d(γ − 1)/2, there exist some nonnegative
u0 ∈ Lp(Rd) for which no mild solution of (62) exists in C((0, T ], H2,p(Rd))∩C1((0, T ], Lp(Rd))
on any nontrivial time interval [0, T ]. Let us compare this nonexistence result with our local
existence result Corollary 5.2. To begin with, if γ > 2 then we can choose p > 1 to satisfy
2 > d/p > 2/(γ − 1),
so the hypotheses of both results are satisfied. Now, if u0 ∈ H2,p(Rd) then we know by Corollary
5.2 that a strict solution exists for 0 ≤ t ≤ T ; however, by [19] there exist u0 ∈ Lp(Rd)\H2,p(Rd)
for which no solution in C((0, T ], H2,p(Rd))∩C1((0, T ], Lp(Rd)) exists on any time interval [0, T ].
Proof of Corollary 5.2. Let F (s) = s |s|γ−1 for s ∈ R; we just need to show this F satisfies the
conditions of Theorem 5.1 with m = 0. For v ∈ H2,pδ (Rd), the condition 2 > d/p guarantees by
Proposition A.1(a) that v ∈ CB(Rd) and ‖v‖∞ ≤ C ‖v‖H2,pδ . Since ∇(F (v)) = F
′(v)∇v where
F ′(s) = γ |s|γ−1 is continuous for s ∈ R, if ‖v‖H2,pδ ≤ R then we have
‖∇(F (v))‖p
Lpδ
=
∫
Rd
〈x〉δp|F ′(v)∇v|p dx
≤ sup
|s|≤CR
(|F ′(s)|p)
∫
Rd
〈x〉δp|∇v|p dx < ∞.
This shows ∇F (v) ∈ Lpδ(Rd) and a simpler estimate shows F (v) ∈ Lpδ(Rd), so we conclude that
F (v) ∈ H1,pδ (Rd). To show F : H2,pδ (Rd) → H1,pδ (Rd) is locally Lipschitz continuous, let us use
F ∈ C2 and a Taylor approximation with integral remainder to write
F (v)− F (w) =
∫ 1
0
d
dτ
F (w + τ(v − w)) dτ =
∫ 1
0
F ′(w + τ(v − w)) dτ (v − w). (63)
If we can show
‖F ′(φ)ψ‖H1,pδ ≤ C(R)‖ψ‖H2,pδ for ‖φ‖H2,pδ ≤ R. (64)
then the Lipschitz condition (55) will hold by applying (64) to (63) with φ = w + τ(v − w)
and ψ = v − w. To prove (64), we need to estimate ‖F ′′(φ)∇φψ‖Lpδ and ‖F ′(φ)∇ψ‖Lpδ by
C(R)‖ψ‖H2,pδ . But φ ∈ H
2,p
δ (R
d) ⊆ C0(Rd) implies F ′′(φ) ∈ C0(Rd), so ‖F ′′(φ)∇φψ‖Lpδ ≤
C(R)‖∇φψ‖Lpδ ≤ C(R)‖φ‖H2,pδ ‖ψ‖H2,pδ ≤ C(R)‖ψ‖H2,pδ , using 2 > p/d and Proposition A.1(b).
Similarly, we have ‖F ′(φ)∇ψ‖Lpδ ≤ C(R)‖ψ‖H2,pδ , so (64) is confirmed, completing the proof.
Now we want to consider (61) on asymptotic spaces. For u0 ∈ Am+2,pN ⊆ DAm,pN (∆) we want
to show that a unique solution u ∈ C([0, T ],Am+2,pN ) ∩C1([0, T ],Am,pN ) exists for some T > 0. In
order for F (u) = uγ to be a mapping between asymptotic spaces, we require that γ be an integer.
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Theorem 5.2. Let γ > 1 be an integer and m ∈ N satisfy m > d/p. For any u0 ∈ Am+2,pN ,
there exists T > 0 such that (61) has a unique solution u ∈ C([0, T ],Am+2,pN ) ∩ C1([0, T ],Am,pN ).
Moreover, the data-to-solution map u0 7→ u is Lipschitz continuous on a neighborhood of u0 in
A
m+2,p
N .
Remark 5.4. The above results may be generalized by replacing Am,pN with A
m,p
n,N for 0 < n ≤ N .
Proof of Theorem 5.2. Let us write u0(x) = b(x) + g(x) = χ(r)
(
b0(θ) + · · ·+ bN∗(θ)rN∗
)
+ g(x),
where bk ∈ Hm+3+N∗−k,p(Sd−1) and g ∈ Hm+2,pN (Rd). We seek a time-dependent expansion for
our solution u in the form (36) with the initial conditions
ak(θ, 0) = bk(θ) and f(x, 0) = g(x).
Plugging u = a+f into ut = ∆u+u
γ we obtain at+ft = ∆a+∆f+a
γ+γaγ−1f+ · · · fγ . We first
want to find a(t) = χ(a0(t)+ · · ·+aN∗(t)r−N∗) so that a(0) = b and at−∆a−aγ ∈ Hm+2,pN (Rd).
As in the proof of Theorem 4.1, this is achieved by successively solving ordinary differential
equations to generate the coefficients a0, . . . , aN∗ , but now the nonlinearity only guarantees local
existence in time. For example, the leading asymptotic a0(θ, t) satisfies an ordinary differential
equation at each θ ∈ Sd−1:
a˙0 = a
γ
0 , a0|t=0 = b0 ∈ Hm+3+N
∗,p(Sd−1), (65)
where we have again used a dot to denote t-differentiation. We can integrate (65) to uniquely
determine a0(θ, t); note that if b0(θ) ≤ 0 then the solution a0(θ, t) ∈ Hm+3+N∗,p(Sd−1) exists for
all t > 0; however, if b0(θ) > 0, then the solution a0(θ, t) blows up in finite time, so we only have
existence on [0, T ]. To find a1 on [0, T ], we use a0 in the linear ordinary differential equation:
a˙1 = γa
γ−1
0 a1, a1|t=0 = b1 ∈ Hm+2+N
∗,p(Sd−1); (66)
again we can integrate to uniquely determine a1 ∈ C([0, T ], Hm+2+N∗(Sd−1)). To find a2, we use
a0 and a1 in the (first-order, linear) ordinary differential equation
a˙2 = γa
γ−1
0 a2 +∆θa0 + γa
γ−2
0 a
2
1, (67)
to determine a2 ∈ C([0, T ], Hm+1+N∗,p(Sd−1). In this way, we successively generate a0, . . . , aN∗
where ak ∈ C([0, T ], Hm+3+N∗−k(Sd−1)), so a ∈ C([0, T ],Am+2,pN ). But this process also shows
that a ∈ C1([0, T ],Am,pN ). Indeed, since Hm+3+N
∗,p(Sd−1) is a Banach algebra, we have aγ0 ∈
C([0, T ], Hm+3+N
∗,p(Sd−1)), so (65) shows a0 ∈ C1([0, T ], Hm+3+N∗,p(Sd−1)). Similarly, (66)
shows a1 ∈ C1([0, T ], Hm+2+N∗,p(Sd−1)), (67) shows a2 ∈ C1([0, T ], Hm+1+N∗,p(Sd−1)), etc.
Having found a from b, we next want to find f from a and g. We must solve{
ft = ∆f + γa
γ−1f + · · ·+ fγ + [∆a+ aγ − at] ,
f |t=0 = g ∈ Hm+2,pN (Rd).
(68)
To apply Theorem 5.1 (with Remark 5.2) to (68), let
F (t, f) = F (t, f ; a) = γ a(t)γ−1f + · · ·+ fγ + [∆a(t) + a(t)γ − at(t)] .
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Note that ∆a+ aγ − at ∈ C([0, T ], Hm+1,pN ) and F satisfies (55) with δ = N . So by Theorem 5.1
there exists a T > 0 (possibly smaller than the one above) for which we have a unique solution
f ∈ C([0, T ], Hm+2,pN )∩C1([0, T ], Hm,pN ) of (68). Finally, u = a+f is the desired unique solution.
It only remains to show that the data-to-solution map is Lipschitz continuous. For the map
b 7→ a described above, this follows from the general theory of vector fields on a Banach space.
In fact, we can view the evolution of a(t) as the flow of a vector field on a Banach space. Let
Xm+2 =
N∗∏
k=0
Hm+3+N
∗−k,p(Sd−1)
and identify a = χ(a0 + a1r
−1 + · · · + aN∗r−N∗) ∈ Am+2,pN with a = (a0, . . . , aN∗) ∈ Xm+2.
From (7e) we see that ‖a‖
A
m+2,p
N
= ‖a‖X . We can similarly identify a ∈ C([0, T ],Am+2,pN ) with
a ∈ C([0, T ], Xm+2). Now for a ∈ Xm+2, let us define
F(a) = (aγ0 , γaγ−10 a1, γaγ−10 a2 +∆θa0 + γaγ−20 a21, . . . ),
and consider the system a˙ = F(a), a(0) = b. The mapping F : Xm+2 → Xm+2 is smooth and so
locally Lipschitz continuous, i.e. ‖F(a)−F(a˜)‖Xm+2 ≤ C‖a−a˜‖Xm+2 for ‖a‖Xm+2 , ‖a˜‖Xm+2 ≤ R.
Hence, by Corollary 1.2 in Chapter IV of [7], the map b 7→ a is Lipschitz continuous Xm+2 →
C([0, T ], Xm+2). Using a˙ = F(a), the map Xm+2 → C1([0, T ], Xm+2) is also Lipschitz continu-
ous. To confirm that the remainder function also depends Lipschitz continuously on the initial
condition, we apply Theorem 5.1 and Remark 5.2 (with δ = N) to the above F (t, f ; a).
In the examples (61) and (62), the nonlinearity does not involve the derivatives of u; this
makes it easier to show that F is locally Lipschitz continuous on the appropriate function spaces.
Now let us consider an example involving derivatives in the nonlinearity.
Example 5.1. Consider the following nonlinear system:{
ut = ∆u− u · ∇u, for t > 0, x ∈ Rd,
u|t=0 = u0. (69)
Here u = (u1, . . . , ud) is a velocity field and u · ∇u is the vector with components (u · ∇u)k =∑d
j=1 uj ∂uk/∂xj. Suppose m + 1 > d/p and u0 ∈ Hm+2,pδ (R) for some N ≥ 1; we want to
know whether there exists a solution u(t) ∈ Hm+2,pδ (R) on some time interval [0, T ]. Define
F (u) = u · ∇u for u ∈ Hm+2,pδ (R). Since ∇u ∈ Hm+1,pδ (R) (cf. Proposition A.2), by Proposition
A.3 we have u · ∇u ∈ Hm+1,pδ (R). Writing F (v) − F (w) = (v − w) · ∇v + w · ∇(v − w) and
using Proposition A.3, we have (55). We conclude from Theorem 5.1 that (69) admits a unique
solution on [0, T ] for some T > 0. Analogous statements can be made when u0 ∈ Am+2,pN (R).
Remark 5.5. The partial differential equation in (69) is related to the Navier-Stokes equations
for a viscous, incompressible fluid:
ut + u · ∇u = ν∆u−∇p, div u = 0.
However, to handle the pressure term ∇p and the incompressibility condition div u = 0, the
asymptotic spaces Am,pN must be replaced by more complicated asymptotic spaces that involve log
terms; this is done in [14].
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6 Global existence for a nonlinear equation
Provided the initial condition u0 ≥ 0 is sufficiently “small,” several authors (e.g. [3], [20]) have
been able to obtain a global solution of (61), i.e. a solution of
ut = ∆u+ u
γ , u(0) = u0,
with γ > 1 that is defined for all t ≥ 0. In this section we will prove such results on weighted
Sobolev and asymptotic spaces. Typically, these begin with showing the existence of a mild
solution, i.e. a continuous in time solution of the integral equation
u(t) = S(t)u0 +
∫ t
0
S(t− s)(u(s)γ) ds for all t > 0. (70)
We begin with such a result on weighted Lp-spaces for 1 ≤ p <∞.
Theorem 6.1. Assume that γ > 1, p < d(γ − 1)/2, and δ ≥ 0. Then there exists an open
neighborhood U of zero in Lpδ(R
d) ∩ L∞(Rd) such that if u0 ∈ U satisfies u0 ≥ 0 then there
exists a unique solution u ∈ C([0,∞), Lpδ(Rd) ∩ L∞(Rd)) of (70). In addition, u(t) ≥ 0 for any
t ∈ [0,∞).
Remark 6.1. In [20, Theorem 3 (a)] Weissler showed that there is a nonnegative global mild
solution u ∈ C([0,∞), Lp(Rd)) of (61) provided u0 ∈ Lp(Rd) satisfies u0 ≥ 0 and the condition
(γ − 1)
∫ ∞
0
‖S(t)u0‖γ−1∞ dt ≤ 1, (71)
where S(t) is the heat semigroup (2). The convergence of the integral in (71) at t = 0 and
t = ∞ is part of the hypotheses of Weissler’s result. But if we also assume u0 ∈ L∞(Rd) then
convergence of the integral at t = 0 is assured because ‖S(t)u0‖∞ ≤ ‖u0‖∞, and if p < d(γ− 1)/2
then convergence of the integral at t = ∞ is assured by Proposition 3.1 (with δ = 0 and q = ∞)
since then ‖S(t)u0‖∞ ≤ Ct−d/2p‖u0‖Lp with C > 0 independent of the choice of u0. Moreover,
it can be seen that the condition (71) is satisfied provided the norm of u0 in L
p(Rd) ∩L∞(Rd) is
sufficiently small.
Proof of Theorem 6.1. In [20, Theorem 3 (a)] an iteration scheme is used to obtain a global mild
solution u ∈ C([0,∞), Lp(Rd)) of ut = ∆u+ uγ , u|t=0 = φ when φ ∈ Lp(Rd) is nonnegative and
(71) holds. Namely, let u1 = S(t)φ and um+1(t) = (Fum)(t) for m = 1, 2, . . . , where
(Fu)(t) := S(t)φ +
∫ t
0
S(t− s)(u(s)γ) ds. (72)
By using (71), it is shown in [20, Theorem 3 (a)] that for any t ≥ 0 any any m ≥ 1,
S(t)φ ≤ (Fum)(t) ≤ C(t)S(t)φ, (73)
where C(t) := 1/
[
1− (γ − 1) ∫ t0 ‖S(s)φ‖γ−1∞ ds] 1γ−1 . One also easily sees from (72) and (2) that
um+1(t) ≥ um(t). Hence, for each fixed t ≥ 0, the um(t) form a nondecreasing sequence of
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nonnegative functions on Rd that are uniformly bounded by C(t)S(t)φ; so there is a nonnegative
function u(t) on Rd that is also bounded by C(t)S(t)φ such that um(x, t)→ u(x, t) as m→∞ for
each x ∈ Rd. Since C(t)S(t)φ ∈ Lp(Rd), the dominated convergence theorem shows u(t) ∈ Lp(Rd)
and um(t)→ u(t) in Lp. Moreover, since by (73), for any given t > 0 and 0 ≤ s ≤ t the Lp-norm
of S(t − s)(um(s)γ), is dominated by the Lp-norm of (S(t)φ)‖S(s)φ‖γ−1∞ C(s)γ , one can apply
the dominated convergence theorem in L1([0, t], Lp(Rd)) to conclude that for any given t > 0 the
curve s 7→ S(t− s)(um(s)γ) converges to s 7→ S(t− s)(u(s)γ) in L1([0, t], Lp(Rd)). This implies
that for any t > 0 we have that u ∈ L1([0, t], Lp(Rd)) and u is the desired mild solution. From
this it also follows that u ∈ C([0,∞), Lp(Rd)) in view of (70).
But if φ = u0 ∈ Lpδ(Rd) ∩ L∞(Rd) and its norm in Lpδ(Rd) ∩ L∞(Rd) is taken so small that
(71) holds, then we can apply the same arguments using the dominated convergence theorem in
Lp(µ) = Lpδ(R
d) where µ = 〈x〉δpdx. In this way, we construct a nonnegative global mild solution
u ∈ C([0,∞), Lpδ(Rd)) of (61) that has a bounded L∞-norm on [0,∞). It remains to show that
u ∈ C([0,∞), Lpδ(Rd) ∩ L∞(Rd)) and that it is unique in the considered class of functions.
Since we are considering nonnegative solutions of (61), we note that the equation ut = ∆u+u
γ
may be replaced by ut = ∆u+F (u), where F (u) := |u|γ . But since Lpδ(Rd)∩L∞(Rd) is a Banach
algebra, the map F : Lpδ(R
d) ∩ L∞(Rd) → Lpδ(Rd) ∩ L∞(Rd) is locally Lipschitz continuous. By
Proposition C.2 there exist a maximal time of existence Tmax > 0 and a unique mild solution
u ∈ C([0, Tmax), Lpδ(Rd) ∩ L∞(Rd)) such that if Tmax <∞ then ‖u(t)‖Lpδ∩L∞ →∞ as t→ Tmax.
But since u ∈ C([0,∞), Lpδ(Rd)) and since u has a bounded L∞-norm on [0,∞) we conclude that
u ∈ C([0,∞], Lpδ(Rd) ∩ L∞(Rd)).
Let us now consider greater spatial regularity for the global mild solutions in Theorem 6.1.
To avoid difficulties with the derivatives of uγ when u is zero, we shall assume γ is an integer.
Proposition 6.1. Suppose m ≥ 1, δ ≥ 0, γ > 3 is an integer, and d < p < d(γ − 1)/2. Then
there exists an open neighborhood U of zero in Hm,pδ (R
d) such that if u0 ∈ U and u0 ≥ 0, then
there is a unique solution u ∈ C([0,∞), Hm,pδ (Rd)) of (70). In addition, u(t) ≥ 0 for any t ≥ 0.
Remark 6.2. The open neighborhood U in Proposition 6.1 is V ∩ Hm,pδ , where V is the open
neighborhood of zero in Lpδ(R
d) ∩ L∞(Rd) given by Theorem 6.1. Note that for m > 0 the set
V ∩Hm,pδ is not bounded in Hm,pδ .
Proof of Proposition 6.1. We will prove the proposition by induction in the regularity exponent
m ≥ 1. Let us first prove the theorem when m = 1. Take u0 ∈ V ∩ H1,pδ (Rd) where V denotes
the open neighborhood of zero in Lpδ(R
d) ∩ L∞(Rd) given by Theorem 6.1. Then, by Theorem
6.1, there exists a unique mild solution u ∈ C([0,∞), Lpδ(Rd)∩L∞(Rd)) of (61). Moreover, since
H1,pδ (R
d) is a Banach algebra when 0 < d/p < 1 and since γ is a positive integer we obtain that
F (u) := uγ is locally Lipschitz continuous when considered as a map F : H1,pδ (R
d)→ H1,pδ (Rd).
Then, by Proposition C.2, there exist a maximal time of existence Tmax > 0 and a unique mild
solution u ∈ C([0, Tmax), H1,pδ (Rd)) such that if Tmax <∞ then
‖u(t)‖H1,pδ →∞, t→ Tmax. (74)
Let w := ∂u where ∂ denotes a specific first order weak spatial partial derivative, e.g. ∂ ≡
∂/∂x1. If we apply ∂ to the both sides of the integral relation (70), we obtain that w ∈
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C([0, Tmax), L
p
δ(R
d)) is a mild solution of the linear evolution equation{
wt = ∆w + q(t)w for t ∈ [0, Tmax), x ∈ Rd,
w|t=0 = w0, (75)
where q(t) := γu(t)γ−1, u ∈ C([0,∞), Lpδ(Rd) ∩ L∞(Rd)) is the global mild solution of (61)
constructed above and w0 = ∂u0 ∈ Lpδ(Rd). Since q ∈ C([0,∞), Lpδ(Rd) ∩ L∞(Rd)) and since the
pointwise multiplication(
Lpδ(R
d) ∩ L∞(Rd))× Lpδ(Rd)→ Lpδ(Rd), (v1, v2) 7→ v1v2,
is continuous we conclude from Proposition C.1 that the linear evolution equation (75) has a
unique mild solution in C([0, Tmax], L
p
δ(R
d)). Hence, ∂u = w ∈ C([0, Tmax], Lpδ(Rd)). By combin-
ing this with the fact that u ∈ C([0,∞), Lpδ(Rd) ∩ L∞(Rd)) we then conclude that
u ∈ C([0, Tmax], H1,pδ (Rd)).
This together with (74) then implies that Tmax = ∞, and hence u ∈ C([0,∞), H1,pδ (Rd)). Now,
assume that the proposition holds for m − 1 ≥ 1 and let u0 ∈ V ∩ Hm,pδ . Then, by using
the induction hypothesis and by repeating the arguments above in the scale of Banach algebras
Hm,pδ (R
d), m ≥ 1, we conclude that there exists a unique mild solution u ∈ C([0,∞), Hm,pδ (Rd))
of equation (61).
Let us now discuss the existence of global solutions of (61) in Hm,pδ (R
d).
Theorem 6.2. Suppose δ ≥ 0, γ > 3 is an integer, and d < p < d(γ−1)/2. Then for any integer
m ≥ 1 there exists an open neighborhood U of zero in Hm+2,pδ (Rd) such that if u0 ∈ U satisfies
u0 ≥ 0 then there exists a unique solution u ∈ C([0,∞), Hm+2,pδ (Rd)) ∩C1([0,∞), Hm,pδ (Rd))) of
(61). In addition, u(t) ≥ 0 for any t ∈ [0,∞).
Proof. The theorem follows directly from Proposition 6.1 and Corollary 5.1 since the solutions
given by Corollary 5.1 are also (local) mild solutions of (61) in Hm+2,pδ (R
d).
Now we are ready to prove Theorem 1.1 stated in the introduction.
Proof of Theorem 1.1. The hypotheses that p > d/n, n ≥ 1, and m > d/p in the theorem
imply that Am+2,pn,N ⊆ Hm+2,p(Rd) ⊆ L∞(Rd), and hence we can apply Theorem 6.2 to find
u ∈ C([0,∞), Hm+2,p) ∩ C1([0,∞), Hm,p) that is a (global) solution of (61). We want to show
that u(t) ∈ Am+2,pn,N for all t > 0 and u ∈ C([0,∞),Am+2,pn,N ) ∩ C1([0,∞),Am,pn,N).
Since u0 = b+g ∈ Am+2,pn,N , where b is the asymptotic part of u0 and g ∈ Hm,pN is the remainder,
we know by the local existence result, Theorem 5.2 with Remark 5.4, that there exist T > 0 and a
unique solution u = a+ f ∈ C([0, T ],Am+2,pn,N )∩C1([0, T ],Am,pn,N) where a and f are its asymptotic
part and the remainder respectively. Recall that a(t) has the form
a(x, t) = χ(r)
(
an(θ, t)
rn
+ · · ·+ aN∗(θ, t)
rN∗
)
for t ∈ [0, T ],
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where the functions ak ∈ C([0, T ], Hm+3+N∗−k,p(Sd−1)) ∩ C1([0, T ], Hm+1+N∗−k,p(Sd−1)) are
found successively by solving an ODE involving the previously found terms. In fact, since n ≥ 1,
these are all linear equations. The first one is a˙n = 0, i.e. an is independent of t, so an(θ) = bn(θ).
Since γn ≥ n+2, we also have that an+1 is independent of t (as we had in Section 4 for the heat
equation itself). Moving on, from (37) we see that an+2 satisfies a˙n+2 = ∆θan + n(n+ 2− d)an;
since an = bn is independent of t, we can find an+2 by simple integration. In every case, we
find that all ak(θ, t) are polynomials in t found by simple integration and hence are defined not
only on [0, T ] but for all t ∈ [0,∞), and hence, a ∈ C([0,∞), Hm+2,p) ∩ C1([0,∞), Hm,p). This
important fact allows us to set
f(t) := u(t)− a(t), t ≥ T,
where u ∈ C([0,∞), Hm+2,p)∩C1([0,∞), Hm,p) is the (global) solution of (61) constructed above.
Note that by construction,
f ∈ C([0,∞), Hm+2,p) ∩ C1([0,∞), Hm,p) (76)
is uniquely defined so that u = a+ f is a solution of (61). We will conclude the proof of Theorem
1.1 by showing that the remainder f ∈ C([0,∞), Hm+2,pN ) ∩ C1([0,∞), Hm,pN ). To this end, we
plug u(t) = a(t) + f(t) into (61) and then rearrange, to obtain:{
ft = ∆f + [f
γ−1 + γafγ−2 + · · ·+ γaγ−1]f + [aγ +∆a− at],
f |t=0 = g.
If we set
A := fγ−1 + γafγ−2 + · · ·+ γaγ−1 ∈ C([0,∞), Hm+2,p(Rd))
and
B := aγ +∆a− at ∈ C([0,∞), Hm+2,pN (Rd)),
we see that w := f is a solution of the following linear evolution equation:{
wt = ∆w +A(t)w +B(t),
w|t=0 = g. (77)
Consider the map
F : [0,∞)×Hm+2,pN (Rd)→ Hm+1,pN (Rd), F (t, w) := A(t)w +B(t).
For any w1, w2 ∈ Hm+2,pN (Rd) and for any 0 ≤ t ≤ τ with τ > 0 we have
‖F (t, w2)− F (t, w1)‖Hm+1,pN ≤ ‖F (t, w2)− F (t, w1)‖Hm+2,pN ≤ ‖A(t)(w2 − w1)‖Hm+2,pN
≤ C max
t∈[0,τ ]
‖A(t)‖Hm+2,pN ‖w2 − w1‖Hm+2,pN
where we used that the pointwise multiplication
Hm+2,p ×Hm+2,pN → Hm+2,pN , (v1, v2) 7→ v1v2,
is a bounded bilinear map. Since g ∈ Hm+2,pN (Rd), we obtain from Proposition C.1, Theorem 5.1,
and Remark 5.1, that (77) has a unique solution w ∈ C([0,∞), Hm+2,pN ) ∩ C1(([0,∞), Hm+2,pN ).
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The same arguments with N = 0 also show that (77) has a unique solution in C([0,∞), Hm+2,pN )∩
C1([0,∞), Hm,pN ). This, together with the fact that f ∈ C([0,∞), Hm+2,p) ∩ C1([0,∞), Hm,p) is
a solution of (77) we conclude that f ≡ w and hence f ∈ C([0,∞), Hm+2,pN ) ∩ C1([0,∞), Hm,pN ).
This implies that
u ∈ C([0,∞),Am+2,pN ) ∩ C1(([0,∞),Am,pN ).
The uniqueness of the local solution in Theorem 5.2 then concludes the proof of the theorem.
Remark 6.3. Note that n = 0 is not allowed in Theorem 1.1. In fact, if u0 ∈ Am+2,p0,N is
nonnegative and nonvanishing, then the solution u will blow-up in finite time; blow-up can be
seen, for example, from the equation (65) for the leading coefficient a0. We will call such a
blow-up in the asymptotic norm an asymptotic blow-up.
Remark 6.4. In Theorems 6.1, 6.2, and 1.1, the data-to-solution map u0 7→ u can be seen
to be locally Lipschitz continuous; but, of course, this means something different in each case.
For example, in Theorem 6.2, the data-to-solution map u0 7→ u, U → C([0,∞), Hm+2,pδ (Rd)) ∩
C1([0,∞), Hm,pδ (Rd))) is locally Lipschitz contniuous.
A Properties of weighted and asymptotic function spaces
Let us summarize some of the essential properties of the weighted Sobolev and asymptotic spaces
defined in Section 1. For proofs of Propositions A.1-A.3, see [12].
Proposition A.1. (a) For m > d/p, if f ∈ Hm,pδ (Rd), then f ∈ Ck(Rd) for all k < m− (d/p)
and
sup
x∈Rd
〈x〉δ |Dαf(x)| ≤ C(d,m, p, k, δ) ‖f‖Hm,pδ for |α| ≤ k.
In fact, for all |α| ≤ k we have |x|δ |Dαf(x)| → 0 as |x| → ∞.
(b) If m > d/p and δ ≥ 0, then Hm,pδ (Rd) is a Banach algebra:
‖fg‖Hm,p
δ
≤ C ‖f‖Hm,p
δ
‖g‖Hm,p
δ
for f, g ∈ Hm,pδ (Rd).
Remark A.1. If X is a Banach algebra and γ is a positive integer, then it is easy to see that
F (u) := uγ defines an analytic map X → X. This fact is used with X = Hm,pδ (Rd) in the proof
of Corollary 5.1.
Proposition A.2. (a) If n1 ≥ n and N1 ≥ N , then Am,pn1,N1 ⊆ A
m,p
n,N is a continuous inclusion.
(b) If m ≥ 1, then u 7→ ∂u/∂xj is a bounded linear map Am,pn,N → Am−1,pn+1,N .
(c) Multiplication by χ(r) r−k is bounded Am,pn,N→Am,pn+k,N+k.
(d) Assume m > d/p. If u ∈ Am,pn,N , then
sup
x∈Rd
〈x〉n |Dαu(x)| ≤ C ‖u‖Am,pn,N for |α| < m− d/p. (78)
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(e) If m > d/p, then Am,pn,N is a Banach algebra:
‖u v‖Am,pn,N ≤ C ‖u‖Am,pn,N ‖v‖Am,pn,N for u, v ∈ A
m,p
n,N . (79)
The property (e) in Proposition A.2 is actually a special case of a more general result:
Proposition A.3. For m > d/p and 0 ≤ ni ≤ Ni for i = 1, 2, let n˜ = n1 + n2 and N˜ =
min(N1 + n2, N2 + n1). Then
‖u v‖Am,p
n˜,N˜
≤ C ‖u‖Am,pn1,N1‖v‖Am,pn2,N2 for u ∈ A
m,p
n1,N1
, v ∈ Am,pn2,N2 , (80)
B Auxiliary Lemmas and Discussion
Lemma B.1. For any δ ∈ R there is a constant C = C(δ) = 2|δ|/2 such that
〈x〉δ
〈y〉δ ≤ C〈x − y〉
|δ| for all x, y ∈ Rd. (81)
Proof. By the triangle inequality, we have 1 + |y + z|2 ≤ 2(1 + |y|2)(1 + |z|2) for all y, z ∈ Rd. If
δ > 0, this implies 〈y + z〉δ ≤ 2δ/2〈y〉δ〈z〉δ, and we let z = x − y to obtain (81). If δ < 0, the
triangle inequality with x in place of y implies 〈x+ z〉−δ ≤ 2−δ/2〈x〉−δ〈z〉−δ, and we let z = y−x
to obtain (81).
Lemma B.2. For any δ ∈ R there is a constant C > 0 so that
‖g‖H2,pδ ≤ C
(
‖∆g‖Lpδ + ‖g‖Lpδ
)
for g ∈ H2,pδ (Rd). (82)
Moreover, if g ∈ Lpδ(Rd) has distributional derivaties satisfying ∆g ∈ Lpδ(Rd), then g ∈ H2,pδ (Rd).
Proof. Using the isomorphism Jδ : H
m,p
δ (R
d)→ Hm,p as in Lemma 2.1, we see that to prove (82)
it suffices to show
‖f‖H2,p ≤ C (‖Lδf‖Lp + ‖f‖Lp) for all f ∈ H2,p(Rd), (83)
where Lδ : H2,p(Rd)→ Lp(Rd) is the elliptic operator defined by
Lδ f := Jδ∆J−δ f = ∆f − 2δ〈x〉−2
d∑
j=1
xj∂jf +
(
δ(δ + 2)|x|2〈x〉−4 − δd〈x〉−2) f. (84)
Since Lδ is a lower-order perturbation of ∆ (with coefficients vanishing as |x| → ∞), we know by
the Lp-boundedness of pseudo-differential operators (e.g. Theorem 9.4 in [1]) that for sufficiently
large µ > 0, (Lδ + µ)−1 : Lp → H2,p is a bounded operator. But this means
‖f‖H2,p ≤ C ‖(Lδ + µ)f‖Lp for all f ∈ H2,p(Rd), (85)
from which (83) easily follows. Finally, if g ∈ Lpδ(Rd) satisfies ∆g ∈ Lpδ(Rd), then f = Jδg ∈
Lp(Rd) satisfies Lδf ∈ Lp(Rd). Hence h := (Lδ+µ)f ∈ Lp(Rd), which implies f = (Lδ+µ)−1h ∈
H2,p(Rd), and hence g ∈ H2,pδ (Rd), as desired.
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Applying (82) with g = Dβf for |β| ≤ m and then taking the closure in the weighted Sobolev
norm, we have the following:
Corollary B.1. For any m ∈ Z≥0 and δ ∈ R, there is a constant C > 0 so that
‖f‖Hm+2,pδ ≤ C
(
‖∆f‖Hm,pδ + ‖f‖Hm,pδ
)
for f ∈ Hm+2,pδ (Rd). (86a)
This estimate implies that ∆ considered as an unbounded operator on Hm,pδ (R
d) with domain
D = Hm+2,pδ (R
d) is a closed operator.
Discussion of Remark 4.1. To show that ∆ as an unbounded operator on Am,pN with domain
D = Am+2,pN is not closed, we will display u ∈ Am,pN \Am+2,pN such that ∆u ∈ Am,pN ; since Am+2,pN
is dense in Am,pN , this would enable us to find uj ∈ Am+2,pN with uj → u and ∆uj → ∆u but
u 6∈ Am+2,pN . We can write
u = χ
(
a0 + · · · aN
∗
rN∗
)
+ f, ak ∈ Hm+1+N
∗−k,p(Sd−1), f ∈ Hm,pN ,
and
∆u = χ
(
∆θa0
r2
+ · · ·+ ∆θaN∗−2 + (N
∗ − 2)(N∗ − d)aN∗
rN∗
)
+ h,
where h ∈ Hm,pN is given in (39e). Now u,∆u ∈ Am,pN implies ∆f ∈ Hm,pN , so we have increased
regularity in the remainder term: f ∈ Hm+2,pN . However, for the asymptotics, the assumption
∆u ∈ Am,pN implies for k = 0, . . . , N∗
∆θak ∈ Hm+1+N
∗−k−2(Sd−1) ⇒ ak ∈ Hm+1+N
∗−k,p(Sd−1).
But this is only enough to conclude u ∈ Am,pN , not u ∈ Am+2,pN .
C Existence and uniqueness of mild solutions
Let us consider the equation{
ut = Au + F (t, u), for 0 < t ≤ T ,
u|t=0 = u0, (87)
on a Banach space X . Here we assume A is closed, densely defined and generates a strongly
continuous semigroup S(t) on X that is quasibounded: for some ω > 0 we have
‖S(t)v‖X ≤ C eωt ‖v‖X for v ∈ X, t > 0. (88)
First we assume that F : [0,∞)×X → X is continuous and globally Lipschitz continuous on X
on any finite interval [0, T ], T > 0. In other words, if we fix T ∈ (0,∞), then there exists L > 0
such that
‖F (t, u)− F (t, v)‖X ≤ L ‖u− v‖X for 0 ≤ t ≤ T, u, v ∈ X. (89)
We have the following existence and uniqueness result (cf. Theorem 1.2 in Chapter 6 of [15]):
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Proposition C.1. If A is a closed, densely-defined operator on X that generates a strongly
continuous semigroup S(t) satisfying (88) and F : X → X satisfies (89), then for every u0 ∈ X
and T > 0, (87) admits a unique mild solution u ∈ C([0, T ], X).
Proof. Let E = C([0, T ], X) and for v ∈ E define
Φ(v(t)) := S(t)u0 +
∫ t
0
S(t− s)F (s, v(s)) ds.
We want to show Φ has a fixed point in E. Since T <∞, we may assume that ω = 0 in (89) and
hence S(t) < C for 0 ≤ t ≤ T . In addition, let us consider the equivalent norm on E
‖v‖E := sup{e−kt ‖u(t)‖X : 0 ≤ t ≤ T }, (90)
where k > 0 is to be chosen (sufficiently large). We easily estimate
‖Φ(v(t))‖X ≤ C
(
‖u0‖+
∫ t
0
(L‖v(s)‖X + ‖F (s, 0)‖X) ds
)
≤ A+B ‖v‖E where A,B may depend on k and T .
Hence, Φ gives a well defined map Φ : E → E. To show Φ : E → E is a contraction, we estimate
‖Φ(u)− Φ(v)‖E = sup
{
e−kt
∥∥∥∥∫ t
0
S(t− s)(F (s, u)− F (s, v)) ds
∥∥∥∥
X
: 0 ≤ t ≤ T
}
≤ C L sup
{
e−kt
∫ t
0
eks ds : 0 ≤ t ≤ T
}
‖u− v‖E
≤ C L
k
‖u− v‖E .
If k is sufficiently large, Φ is a contraction on E. By the contraction mapping theorem, Φ : E → E
has a unqiue fixed point.
Now let us assume that F : [0,∞)×X → X is locally Lipschitz continuous in X , i.e. for any
R, T > 0 there exists L > 0 such that
‖F (t, u)− F (t, v)‖X ≤ L(R, T ) ‖u− v‖X for 0 ≤ t ≤ T, ‖u‖X , ‖v‖X ≤ R. (91)
Then we have the following local existence and uniqueness result:
Proposition C.2. Suppose A is a closed, densely-defined operator on X that generates a strongly
continuous semigroup S(t) satisfying (88) and F : [0,∞)×X → X satisfies (91). Then for every
u0 ∈ X there exists a maximal interval of existence Tmax > 0 such that (87) admits a unique mild
solution u ∈ C([0, T ), X). In addition, if Tmax <∞ then ‖u(t)‖X →∞ as t→ Tmax. Moreover,
if F : [0,∞) × X → X is continuously differentiable then for any u0 ∈ DX(A) we have that
u ∈ C([0, T ), DX(A)) ∩ C1((0, T ), X) is a solution of (87).6
6Here DX(A) is equipped with the graph norm.
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For a proof of this result, see the proof of Theorem 1.4 and Theorem 1.5 in Chapter 6 of [15].
We will use Propositions C.1 and C.2 when A = ∆ and X = Hm,pδ (R
d) or X = Am,pn,N . In the
proof of Theorem 1.1, for example, we apply Proposition C.1 when F (t, u) is a linear multiplication
operator:
F (t, u(t)) = q(t)u(t) for t ∈ [0, T ], (92a)
where q(t) is a function such that
‖q(t)v‖X ≤ L ‖v‖X for all t ∈ [0, T ], v ∈ X. (92b)
It is quite evident that (89) holds, so Proposition C.1 applies.
Remark C.1. One important case where (92) holds is when X is a Banach algebra and q ∈
C([0, T ], X).
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