Diffraction tomography (DT) is an inversion scheme used to reconstruct the spatially variant refractive-index distribution of a scattering object. We developed computationally efficient algorithms for image reconstruction in three-dimensional (3D) DT. A unique and important aspect of these algorithms is that they involve only a series of two-dimensional reconstructions and thus greatly reduce the prohibitively large computational load required by conventional 3D reconstruction algorithms. We also investigated the noise characteristics of these algorithms and developed strategies that exploit the statistically complementary information inherent in the measured data to achieve a bias-free reduction of the reconstructed image variance. We performed numerical studies that corroborate our theoretical assertions.
INTRODUCTION
Diffraction tomography (DT) is an inversion scheme used to reconstruct the spatially variant refractive-index distribution of a scattering object. Because of its great potential for use in a variety of applications including breast imaging, 1,2 DT has been widely studied since the late 1970's. 3 In its most common form, DT attempts to invert the inhomogeneous Helmholtz equation, which describes the interaction of the probing wave field with the scattering object. 4 In general, solution of this equation yields a nonlinear relationship between the scattered field and the distribution of the physical parameters of the scattering object, necessitating the use of computationally intensive iterative algorithms for exact reconstruction of the scattering object. 5 When the scattering effect is weak, one can linearize the Helmholtz equation by invoking the Born or the Rytov approximation 4 and can subsequently derive the Fourier diffraction projection (FDP) theorem, 6 which has provided the basis for the development of DT reconstruction algorithms such as the filtered backpropagation (FBPP) 7, 8 and direct Fourier (DF) algorithms. 9, 10 Although these algorithms can theoretically be extended to three-dimensional (3D) geometries, such an extension may be practically difficult. For example, the depthdependent filtering (backpropagation) required by the 3D FBPP algorithm requires a large number of twodimensional (2D) fast Fourier transforms (FFT's) to be performed for processing the measured data at each measurement view, which renders the 3D FBPP algorithm extremely computationally demanding. The 3D DF algorithms require the use of a 3D interpolation method to obtain samples on a 3D Cartesian grid in the Fourier space of the scattering object, upon which a 3D inverse FFT can be employed to reconstruct the scattering object function. (For simplicity, we will at times refer to the reconstructed scattering object function as the image.) Because the sample density in the 3D Fourier space obtained from the measured data is nonuniform, sophisticated and computationally demanding interpolation strategies are generally required to avoid producing significant interpolation errors that would degrade the accuracy of the reconstructed image. Also, neither the FBPP nor DF algorithms explicitly acknowledge the stochastic nature of the measured data. Recently, using the 2D FDP theorem, Pan 11 derived a relationship in 2D Fourier space between the measured scattered data and the 2D Radon transform (also called the 2D ideal sinogram) of the scattering object function. From the 2D Radon transform, the final image can be reconstructed by use of the computationally efficient filtered backprojection (FBPJ) algorithm that is used widely in conventional x-ray computed tomography (CT). The formulation of the reconstruction problem in this manner was shown to have significant practical advantages over conventional linear DT reconstruction algorithms. 11, 12 Specifically, because the proposed reconstruction algorithms use the FBPJ algorithm, which involves no depthdependent filtering operation, they were computationally much faster than the 2D FBPP algorithm. The accuracy of the proposed algorithms was potentially greater than that of the DF algorithms because, unlike the 2D DF algorithms, they did not require explicit 2D interpolations in the Fourier space of the scattering object function. Also, these algorithms facilitated the direct incorporation of statistically complementary information inherent in the measured data to achieve a bias-free reduction of the reconstructed image variance.
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In this work we extend these 2D DT reconstruction algorithms to the more general 3D reconstruction problem. In analogy with the 2D theory, we develop a relationship between the Fourier transforms (FT's) of the measured scattered data and the ideal sinogram of the 3D scatter-ing object function, which circumvents the depthdependent filtering in the 3D FBPP algorithm and the 3D Fourier-space interpolation in the DF algorithms. A unique and important aspect of our 3D algorithms is that they involve only a series of 2D reconstructions and thus greatly reduce the large computational load required by conventional 3D DT reconstruction algorithms. In addition, we develop strategies that exploit the statistically complementary information inherent in the measured data to achieve a bias-free reduction of the reconstructed image variance.
The outline of the paper is as follows. In Section 2 we briefly review the 3D FDP theorem, which forms the mathematical basis for 3D reconstruction algorithms under the Born or the Rytov approximation. In Section 3 we introduce the concept of the 3D ideal sinogram and derive its relationship to the measured data. In Section 4 we investigate the statistical properties of methods for estimating the 3D ideal sinogram from noisy scattered data. In Section 5 we describe the computationally efficient 3D algorithms for reconstruction of the scattering object function. In Sections 6 and 7, we perform simulation studies to numerically evaluate these 3D reconstruction algorithms. Finally, in Section 8 we conclude with a discussion of the theoretically interesting and practically important aspects of the reconstruction algorithms.
THREE-DIMENSIONAL DIFFRACTION TOMOGRAPHY
The classical scan configuration of 3D DT is shown in Fig.  1 . A scattering object located in a lossless and homogeneous background medium is irradiated by monochromatic plane-wave radiation of frequency 0 , propagating along the axis. The total field measured in the -z plane located at ϭ l can be written as a sum of the incident plane-wave field u i (, z, ) and the scattered field u s (, z, ). The task in DT is to reconstruct the scattering object function, denoted by a(r), by using the scattered data measured at an array of measurement angles about the scattering object. The underlying physical property of the scattering object that is mapped is the refractive-index distribution n (r), which is related to the scattering object function by the equation a(r) ϭ n 2 (r) Ϫ 1.
4,13
Let U s ( m , z , ) denote the 2D FT of the scattered field with respect to and z, respectively. We define a fil-
where 
for m 2 ϩ z 2 р 0 2 and that M( m , z , ) ϭ 0 elsewhere. Alternatively, the Rytov approximation can be employed to linearize the problem. In this case the relevant measured quantity is the complex phase s (, z, ) ϵ ln(1 ϩ u s /u i ). Equation (2) holds true when the filtered data in Eq. (1) are redefined as
where ⌿ s ( m , z , ) denotes the 2D FT's of s (, z, ) with respect to and z. Equation (2) can be interpreted as the 3D generalization 8 of the well-known 2D FDP theorem. It states that the 2D FT of the filtered data function [Eq. (1) ] is equal to the 3D FT of a(r) evaluated over a hemispherical surface oriented at an angle in the 3D Fourier space of a(r).
RELATIONSHIP BETWEEN THE IDEAL SINOGRAM AND THE SCATTERED DATA
Let a(r, , z) denote a 3D scattering object function in the cylindrical coordinate system. The 3D ideal sinogram,
where 0 is the projection angle, ϭ r cos( 0 Ϫ ), and ϭ Ϫr sin( 0 Ϫ ). Equation (3) states that p(, z, 0 ) is the geometrical projection of a(r, , z) onto the -z plane oriented at angle 0 about the z axis. Consequently, p(, z, 0 ) can be interpreted as a stack of 2D Radon transforms of a(r, , z) along the z axis. The combination of a 2D FT with respect to and z and a onedimensional (1D) Fourier-series expansion with respect to 0 of p(, z, 0 ) is given by Fig. 1 . Classical scan geometry of 3D DT. A plane wave is incident at angle , and the scattered field is measured in the -z plane located at ϭ l. The measurement angle is varied between 0 and 2.
where the integer k is the angular frequency index with respect to 0 , and a and z are the continuous spatial frequencies of the 3D ideal sinogram with respect to and z, respectively. As a matter of convenience, we refer to P k ( a , z ) as the 3D FT of p(, z, 0 ). Substituting Eq. (3) into Eq. (4) and carrying out the integral over 0 yields
where J k is the kth-order Bessel function of the first kind. Because M( m , z , ) is a periodic function of , one can also calculate its Fourier-series expansion as
Again for convenience, we refer to M k ( m , z ) as the 3D FT of the filtered data function. Using Eq. (2) in Eq. (6) and noting that ϭ r cos( Ϫ ) and ϭ Ϫr sin( Ϫ ),
where
Carrying out the integral 15 in the large parentheses of Eq. (7), one can express
where m 2 ϩ z 2 р 0 . Comparison of Eqs. (5) and (8) yields
The explicit forms of this general relationship in Eq. (9) are determined completely by the forms of the relationship between a and m implied in Eq. (10) . For m 2 ϩ z 2 р 0 2 , using Eq. (10) and the definition of , one can show that two distinct roots m1 and m2 satisfy Eq. (10), which are given by
where 0 р a 2 ϩ z 2 р 2 0 2 . Therefore, for a given pair of a and z satisfying 0 р a
and also from M k ( m , z ) at m2 ϭ Ϫ m and z as
The fact that there are two distinct ways to obtain P k ( a , z ) from the measured data can be explained by the existence of a double coverage of the scattering object Fourier space 10 : At a given measurement angle , the 3D FDP theorem relates the 2D FT of the filtered measured data to the 3D FT of a(r) evaluated over a hemisphere oriented at angle . As the measurement angle is varied from 0 to 2, two overlapping coverages of the Fourier space are generated, with each coverage producing one of the relationships described by Eq. (13) or (14).
ESTIMATION OF
Equations (13) and (14) yield two identical values of P k ( a , z ) when the measured data are noiseless. However, the measured data in general contain noise and should thus be treated as a complex stochastic process. Consequently, the filtered data function M k ( m , z ) that is derived from the measured data also contains noise and should also be treated as complex stochastic processes. (Here and in the following, bold and lightface roman typefaces denote stochastic processes and their means, respectively.)
In this situation, using M k ( m , z ) and (13) and (14), respectively, generally results in two distinct estimates of P k ( a , z ), suggesting that they contain statistically complementary information.
A. Linear Estimation Methods
In an attempt to exploit such statistically complementary information to reduce the variance of the estimate of P k ( a , z ), we form a final estimate of P k ( a , z ) by taking a linear combination of the two estimates in Eqs. (13) and (14):
B. Statistical Analysis
Using Eqs. (13) and (14), we can readily verify that the mean of
, and therefore Eq. (15) is an unbiased estimator 16 of P k ( a , z ). We now analyze the variance of
, respectively, and let R and I denote the real and imaginary parts, respectively, of the generally complex-valued combination coefficient ( m , z ). Using Eq. (15), we can show that the variance of P k () ( a , z ) is given by
where the correlation coefficient is given by
cov denotes the covariance of a stochastic process, and Re and Im denote the real and imaginary parts of a complex function.
In practice, it is desired to use an optimal combination coefficient that minimizes the variance of P k () ( a , z ) so that the reconstructed image has a reduced global variance [see Eq. (24) below].
Solving the two equations resulting from ‫ץ‬ var͕P k () ( a , z )͖/‫ץ‬R ϭ 0 and ‫ץ‬ var͕P k () ( a , z )͖/‫ץ‬I ϭ 0, one can obtain the real and imaginary parts of the optimal combination coefficient as
respectively. From Eqs. (18) we see that the optimal combination coefficient that minimizes the variance of P k () ( a , z ) depends explicitly on ϩ , Ϫ , and (i.e., on the second-order statistics of the data noise), suggesting that R op and I op may not be obtainable unless prior knowledge of the data noise properties is available. In certain practical situations, it may be possible to estimate the necessary data noise statistics from experimental measurements. 17, 18 However, we will demonstrate below that statistically suboptimal estimation methods exist that can potentially reduce the variance of P k ( a , z ) without prior detailed knowledge of the second-order statistics of the data noise. Now we consider the situation when the noise in the measured data is uncorrelated, i.e.,
where ␦ (•) is the Dirac delta function and 2 (, z, ) is the variance of scattered data measured at coordinates (, z, ). Using Eq. (19) , one can show that 11 ϩ ϭ Ϫ ϵ , which, when used in Eqs. (18), yields
From Eqs. (20) we observe that, when the measured data noise is uncorrelated, the real part of the optimal combination coefficient op is always a constant, independent of the second-order statistics of the data noise. It is also seen that the imaginary part I op still remains dependent on the second-order statistics of the data noise and is therefore generally not obtainable without prior knowledge of the second-order statistics of the data noise. Although I op may not be attainable without prior knowledge of the second-order statistics of the data noise, one can choose combination coefficients of the general form
is potentially close to op ϭ 1/2 ϩ jI op .
IMAGE RECONSTRUCTION A. Estimate-Combination Reconstruction Algorithms
An estimate of the 3D ideal sinogram p(, z, 0 ) can be obtained from P k ( a , z ) as
As mentioned above, the 3D ideal sinogram p(, z, 0 ) can be interpreted as a stack of 2D Radon transforms of the 3D scattering object function a(r, , z) along the z axis. Unlike the original measured data function u s (, z, ), the ideal sinogram p(, z, 0 ) is free of out-of-plane scattering effects. Therefore each slice through the z axis of p(, z, 0 ) can be independently used to reconstruct the corresponding transverse slice of a(r, , z). Consequently, the 3D DT image reconstruction problem is effectively solved by performing a series of 2D x-ray CT reconstructions, which can be accomplished by use of the computationally efficient 2D FBPJ algorithm 19 and is expressed as
where * denotes a convolution over the variable and F Ϫ1 denotes the 1D inverse FT. For simplicity, we refer to the combination of the estimation method of Eq. (15) p(, z, 0 ) ], coupled with the 2D FBPJ algorithm to reconstruct a(r, , z), as a 3D estimate-combination (E-C) reconstruction algorithm. Because there is an infinite number of estimation methods specified by different choices of k ( m , z ) in Eq. (15), there is correspondingly an infinite number of E-C reconstruction algorithms specified by the different choices of k ( m , z ). A block diagram describing the E-C reconstruction algorithms is shown in Fig. 2 .
B. Noise Analysis of the Reconstructed Image
In practice, the measured scattered data are contaminated by noise that arises in the measurement process and from random inhomogeneities in the scattering or background medium. In certain applications it may be important to detect subtle features in the reconstructed image. Because the detectability of such features is a function of the image signal-to-noise ratio, it is particularly important to reduce the image variance. To facilitate the study of noise propagation by the reconstruction algorithms, we introduce two measures that will conveniently describe the overall statistical variability of the reconstructed image.
Global Variance
Using the orthonormal properties of the basis functions ͕exp(Ϫjk)J k (2 a r)exp(Ϫj2 z z)͖ in Eq. (5), one can express the estimated image in terms of P k ( a , z ) as
From Eq. (23) one can obtain an expression for the global variance (GV) of the reconstructed image, which is given by
Equation (24) implies that an image with a lowered GV can be obtained when it is reconstructed from the estimate P k ( a , z ) with a reduced variance. Furthermore, because the local variance var͕a(r)͖ is nonnegative for all r, a lower GV suggests, in general, lower local variances in the reconstructed image.
Planar Variance
We define the planar variance (PV) as the cumulative variance in a specified transverse plane of the reconstructed scattering object function. From Eq. (23) it can be shown that (25) where z specifies the transverse plane of interest. The GV can be obtained by summing the PV's over all the transverse planes, i.e., GV ϭ ͐ Ϫϱ ϱ PV(z)dz.
NUMERICAL STUDIES A. Data and Noise Model
We evaluated numerically the 3D E-C reconstruction algorithms by using simulated noiseless and noisy scattered data generated from two different scattering objects. The first scattering object, referred to as scattering object 1, was composed of three uniform spherical scatterers of radius 9 pixels centered at the coordinates (x, y, z) ϭ (13.5, 13.5, 9), (Ϫ13.5, Ϫ13.5, 0), and (Ϫ18, 18, 4.5) pixels, respectively. The second, referred to as scattering object 2, was composed of a single uniform spherical scatterer of radius 27 pixels centered at the origin. We used the 3D FDP theorem to calculate the noiseless scattered field data from each scattering object at 128 evenly spaced angles about the z axis. The size of the matrix containing the calculated scattered data was 128 ϫ 128 ϫ 128 pixels.
To simulate the stochastic nature of noisy scattered data, we treated the measured scattered data as a complex stochastic process with a real and an imaginary component, denoted by u s (r) (, z, ) and u s (i) (, z, ), respec- 
where r 2 and i 2 are the variances of ⌬u s (r) and ⌬u s (i) , respectively. This model, called the circular-Gaussian model, 20 describes uncorrelated data noise [see Eq. (19)]. By treating the simulated noiseless data u (r) and u (i) as the means of the real and imaginary components, respectively, of the noisy scattered data, we used Eq. (26) to generate noisy scattered datasets.
B. Computer Simulations
From the simulated noiseless and noisy datasets, we estimated the 3D ideal sinogram of a(r, , z) by using the estimation methods of Eq. (15) specified by the combination coefficient
where c is a real-valued constant. Different values of c, in effect, determine different estimation methods. From the estimated 3D ideal sinogram, we subsequently reconstructed a stack of 2D transverse slices of the 3D scattering object function by use of the 2D FBPJ algorithm. As discussed above, we refer to the combination of an estimation method and the FBPJ algorithm as a 3D E-C reconstruction algorithm. Because each of the estimation methods is specified by a value of c, each of the E-C algorithms is also indexed by the same value of c. We studied the noise properties of the reconstructed images by generating M (ϭ100) sets of noisy data using the noise model in Eq. (26) with r ϭ i ϭ 0.02. For each E-C algorithm, we reconstructed M noisy images and calculated the local variance empirically as
where a i (c) (r, , z) is the ith image obtained with a particular E-C algorithm specified by c. The empirical global and planar image variances were calculated by using Eq. (28) with Eqs. (24) and (25), respectively. Therefore the local, global, and planar image variances can be interpreted as functions of c.
RESULTS

A. Reconstruction from Noiseless Data
We first performed the image reconstruction by using noiseless data generated from scattering object 1. The E-C algorithm specified by c ϭ 0.5 in Eq. (27) was used to reconstruct 2D transverse slices through the 3D scattering object function. Three of the reconstructed slices are shown in Fig. 3 , along with the corresponding actual slices through the 3D scattering object function. By a comparison of the reconstructed slices with the actual slices, it is confirmed that the reconstructions lack any noticeable distortions or artifacts. It was also confirmed that the other transverse slices were reconstructed with high fidelity. Note that this would generally not be the case if a 2D reconstruction algorithm operating on slices of the 3D data set were utilized to reconstruct the transverse slices. Using E-C reconstruction algorithms specified by other values of c in Eq. (27) resulted in nearly identical reconstructions to those shown in Fig. 3 . This is in agreement with our assertion that the images obtained from noiseless data by using different E-C reconstruction algorithms should be identical.
B. Reconstruction from Noisy Data
The statistical properties of the E-C reconstruction algorithms were studied by using the noisy data obtained from scattering object 2. The E-C algorithms specified by c ϭ 0.5 and c ϭ 1.0 in Eq. (27) were used to reconstruct 2D transverse slices through the z ϭ 0 plane of the 3D scattering object, which are shown in Figs. 4(a) and 4(b), respectively. The images reconstructed by using the E-C algorithms specified by different values of c appear distinct, with the image reconstructed by using c ϭ 0.5 appearing to be less noisy than that reconstructed by using c ϭ 1.0. Figure 4 (c) displays the local image variances along the vertical line through the centers of the reconstructed 2D images, calculated by use of Eq. (28) from the ensemble of 100 noisy reconstructed images. The variance profiles quantitatively confirm that the E-C algorithms specified by different values of c propagate noise distinctively. Specifically, it is observed that the image variance profile corresponding to the E-C algorithms specified by c ϭ 0.5 is everywhere lower than the profile corresponding to the E-C algorithm specified by c ϭ 1.0. This is consistent with the theoretical prediction that, for uncorrelated data noise, the real part of the optimal combination coefficient should be 1 2 [see Eq. (20)]. Figure 5 displays the global image variance as a function of c, calculated from the 100 noisy images. It is observed that, for different E-C algorithms specified by different values of c, different global image variances are obtained, and the E-C algorithm specified by c ϭ 0.5 produces images that have the smallest global image variance. This observation is in agreement with the theoretical predictions made in Subsection 4.B [Eqs. (20) ], where we demonstrated that, for uncorrelated data noise, ϭ 0.5 determines the optimal estimation method that utilizes only real-valued combination coefficients. In addition, it is observed that the global image variance is a parabolic function of c, which can also be predicted by the analysis in Section 4.
The PV calculated from the 100 noisy reconstructions in three different transverse planes is displayed as a function of c in Fig. 6 . It is seen that, for a given value of c, the PV calculated in each transverse plane is identical. It was verified that the plots of PV versus c calculated for the other transverse slices of the reconstructed scattering object were also identical with those displayed in Fig. 6 . This can be explained as follows: It can readily be shown that var͕a(r, , z)͖ is independent of the z coordinate when the data noise is uncorrelated and has constant variance along the z coordinate, conditions that are satisfied by the noise model used in the simulations [Eq. (26)]. It then follows that the PV calculated in Eq. (25) will be independent of the z coordinate. Because of this, all of the plots of PV versus c are identical with the GV plot in Fig. 5 , scaled by one over the number of transverse slices (128) in the reconstructed scattering object function.
DISCUSSION
In this work we have developed E-C algorithms for image reconstruction in 3D DT. Each E-C algorithm consists of a method for estimating the 3D ideal sinogram of the image coupled with the 2D FBPJ algorithm for reconstructing 2D transverse slices of the 3D scattering object function. We have shown that two estimates of the 3D FT of the 3D ideal sinogram can be calculated from the measured data, which are identical in the absence of noise but are different and therefore contain statistically complementary information when the data are noisy. We made use of such statistically complementary information by linearly combining the two estimates to obtain a final estimate P k () ( a , z ) possessing a reduced variance. It was demonstrated that minimizing the variance of P k () ( a , z ) resulted in a minimization of the GV of the reconstructed image, which generally implies lower local variances within the reconstructed image.
Because the 3D ideal sinogram p(, z, ) can be viewed as a stack of 2D Radon transforms along the z axis, each transverse slice of the scattering object function can be reconstructed independently by using the 2D FBPJ algorithm. Thus the 3D DT reconstruction problem is effectively reduced to a series of 2D CT reconstruction problems. This greatly reduces the large computational load that is generally required by any 3D DT reconstruction technique. For example, the depth-dependent filtering in the 3D FBPP algorithm requires N d ϩ 1 2D FFT's to process the scattered data at each measurement angle, where N d is the number of discrete depths at which the filtering is applied. If the total number of measurement angles is N , then a total of (N d ϩ 1)N 2D FFT's are required for reconstruction. For an N ϫ N ϫ N reconstruction, N d and N are typically set equal to N to preserve spatial resolution, requiring the evaluation of approximately N 2 2D FFT's (ϳN 4 log N operations) for reconstruction. On the other hand, our 3D E-C reconstruction algorithms would require only 1 3D FFT ϩ N 2 1D FFT's (ϳN 3 log N operations) to perform the same reconstruction, dramatically decreasing the required computational load. With use of the E-C algorithms, the time needed to reconstruct a 128 ϫ 128 ϫ 128-pixel scattering object function on a contemporary personal computer using unoptimized code was approximately 3.5 min. If a simple (linear) interpolation strategy is employed in the 3D DF algorithm, the computational load of the algorithm will be approximately of the same order as that required by the E-C reconstruction algorithms. However, because the DF algorithm requires an explicit 3D interpolation in the 3D Fourier space of the scattering object function, the accuracy of the reconstruction will generally be inferior to that obtained by the E-C algorithms. 12 When more accurate (i.e., complicated) interpolation strategies are employed in the DF algorithm, the E-C algorithms will gain a distinct computational advantage.
We implemented and numerically evaluated the E-C reconstruction algorithms specified by Eq. (27). In the absence of noise, we confirmed that the different E-C reconstruction algorithms produced images that were virtually identical. When the scattered data were noisy, however, the images obtained by using different E-C reconstruction algorithms were distinct, confirming our theoretical assertion that the E-C reconstruction algorithms respond to noise differently. When the scattered data were contaminated with uncorrelated noise, we showed theoretically and confirmed numerically that the E-C reconstruction algorithm specified by ϭ 0.5 was the optimal algorithm that yields the lowest global image variance among algorithms specified by real-valued combination coefficients.
It has been previously observed 11 that the mathematical structure of the 2D E-C algorithms was nearly identical with the structure of a reconstruction theory for 2D single-photon-emission computed tomography 15 with uniform attenuation. It is interesting to note that the 3D E-C algorithms developed here for DT are also similar in mathematical structure to the reconstruction theory for 3D single-photon-emission computed tomography with uniform attenuation and spatially variant resolution. 21 In Appendix A we derive an infinite class of 3D generalized FBPP (GFBPP) algorithms that are again specified by a combination coefficient . The class of GFBPP algorithms includes the 3D generalization 8 of the 2D FBPP algorithm as a special member when ϭ 0.5. We demonstrated that when the combination coefficient satisfies the condition ( m , z ) ϩ (Ϫ m , z ) ϭ 1, the GFBPP and E-C algorithms specified by the same are mathematically identical and therefore a one-to-one correspondence exists between members of the two classes of reconstruction algorithms. We do not expect the 3D GFBPP algorithms to be of significant practical interest; the 3D E-C reconstruction algorithms are computationally much more efficient and do not possess the prohibitively large computational load of the 3D GFBPP algorithms.
In this work we have developed linear reconstruction algorithms for 3D DT. It was not our intent to address the limitations of Born or Rytov 22 weak-scattering approximations. However, the developed E-C reconstruction algorithms represent a fundamentally different and computationally efficient approach to the 3D DT reconstruction problem, which will provide a natural framework for the incorporation of higher-order scattering perturbation approximations 23 into the algorithms. We will report on the theoretical development and the numerical analysis of such nonlinear DT reconstruction algorithms in a forthcoming publication. We are also currently extending our reconstruction algorithms to utilize nonplane-wave incident radiation and nonclassical scanning geometries.
APPENDIX A: INFINITE CLASS OF GENERALIZED FILTERED BACKPROPAGATION RECONSTRUCTION ALGORITHMS
It is well-known that the 2D FBPP algorithm 7 can readily be extended to 3D DT. 8 The 3D FBPP algorithm can be expressed as a FBPP ͑ r, , z ͒ ϭ 
and the combination coefficient k ( m , z ) satisfies
The quantity M () ( m , z , ) is the inverse-Fourierseries expansion of the product of k ( m , z ) and M k ( m , z ) and can thus be interpreted as a convolution in the angular space between M( m , z , ) and a convolver that is obtained by inverse-Fourier-series expansion of k ( m , z ). It can be seen that the 3D GFBPP algorithms have exactly the same mathematical form as that of the FBPP algorithm, except that M( m , z , ) is replaced by its convolved version M () ( m , z , ). Also, similar to the E-C algorithms, the GFBPP algorithms are specified by a combination coefficient .
Each choice of in Eq. (A3) that satisfies Eq. (A4) specifies a particular 3D GFBPP algorithm in Eq. (A2). Because there are an infinite number of choices of , Eq. (A2), in effect, represents an infinite class of 3D GFBPP algorithms. The 3D FBPP algorithm is a special member of the infinite class of algorithms corresponding to the choice ϭ To demonstrate the mathematical equivalence of the 3D E-C and GFBPP algorithms, we will treat all variables as deterministic quantities. According to Eq. (23), the scattering object function can be expressed in terms of the estimate P k () ( a , z ) as
