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1 Introduction
After roughly two decades of intense research on the properties of organic molecular thin
films, the prospects for a wide industrial use of such films are steadily improving. Due to the
unique properties of molecular films, several potential fields of application have emerged: pho-
tovoltaic devices [1–4], light emitting diodes [5–9], and field effect transistors [10–15] are only
those devices which are momentarily considered most important. It is a well known fact that
the physical properties of molecular films strongly depend on the film morphology. For instance,
the mobility of charge carriers in highly ordered films can be several orders of magnitude higher
than in the corresponding polycrystalline films of the same molecular compound. Furthermore,
it is very convenient to study samples with well-defined structure in order to correlate measured
electronic or optical properties with the structural properties of the organic film.
One technique which is suitable for fabrication of highly ordered molecular films is Organic
Molecular Beam Epitaxy (OMBE). It is characterized by the deposition of an organic compound
onto a crystalline substrate under Ultra High Vacuum (UHV) conditions. In a large number of
cases, the initial layer structure, i.e. the structure of the first few layers on top of the substrate
surface, determines the morphology of subsequently grown layers. Therefore, it is very important
to consider the interface between the crystalline substrate and molecular film in order to control
and design molecular films with the desired properties. It has been found that the lattice constant
and even the symmetry of the substrate play an important role for the resulting structure of the
organic overlayer [16, 17]. While the mechanisms of epitaxial growth on top of a crystalline
substrate are well understood for inorganic or elemental systems [18], the principles which lead
to the formation of highly ordered molecular films are still under active investigation and are also
controversially debated in literature [19, 20].
Part of the reason for the still incomplete understanding of organic-inorganic- or organic-
organic heteroepitaxy is an usually delicate balance of nonbonded interactions between the mol-
ecules in the organic overlayer on one hand, and between the overlayer and the substrate on the
other hand. In particular for an only weakly interacting substrate1, the ultimate layer structure
depends sensitively on the competition between these two types of interaction. Furthermore, the
symmetry of the substrate lattice usually differs from that of a ”native” close-packed lattice of the
1This implies that there is no chemisorptive binding of the molecule to the substrate.
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molecular overlayer, and the respective lattice constants are not compatible. Often, the overlayer-
substrate interactions are insufficient to force the overlayer lattice into registry with the substrate
lattice (commensurate growth) by distortion of the native overlayer unit cell. In many of these
cases, the overlayer lattice typically exhibits a less obvious degree of lattice match to the substrate
surface [21].
In principle, potential energy calculations should allow a prediction of the epitaxial alignment
between a given set of overlayer and substrate. However, the consideration of large overlayer
domains might be required before a certain overlayer lattice structure emerges as energetically
most favorable [20, 22, 23], due to the above-mentioned sensitive balance of different types of
involved interactions. This fact renders the application of first principle calculations impossible,
and even empiric force field models which consider the interaction between every overlayer atom
and every substrate atom are computationally too tedious for that purpose [20].
In the first part of the present work, a potential calculation technique is introduced which
is based on the molecular force field technique, but additionally considers typical properties of
molecularly flat layers prepared by the OMBE technique. The speed gain combined with this
technique (in comparison to the standard approach) enables the calculation of the potential energy
for realistically large overlayer domains. Another major part of this work is dedicated to the
comparison of calculated results to already existing as well as newly obtained experimental results.
The investigation of the dependence of the overlayer-substrate interaction potential on size and
orientation of the overlayer domain yields new insights into the ordering mechanism in organic-
inorganic heteroepitaxy. Previously performed investigations of organic-organic heteroepitaxy
systems have already shown that the respective mutual relationship between overlayer lattice and
substrate lattice does not fit into the established picture of epitaxy [24, 25]. However, it is found
that the ordering mechanism which governs the overlayer domain alignment in such systems can
be understood as well, if potential energy calculations are performed for large overlayer domains.
2 Epitaxy of organic molecular layers
2.1 Types of epitaxy in organic-inorganic heteroepitaxy
systems
Unlike inorganic epitaxial films, low-symmetry molecular films on crystalline inorganic substrates
can establish an epitaxial relationship to the substrate lattice in which the overlayer lattice is not
necessarily in full registry with the substrate lattice. Subsequently, the terms and situations which
occur in the case of organic-inorganic epitaxy are classified.
An epitaxial interface between an overlayer lattice {b1,b2} and a substrate lattice {a1, a2}
can be described by the following matrix relation:
[
b1
b2
]
= C ·
[
a1
a2
]
=
[
C11 C12
C21 C22
]
·
[
a1
a2
]
. (2.1)
The matrix C in Eq. (2.1) describes the transformation between the lattice bases {a1, a2} and
{b1,b2} and is called epitaxy matrix. The matrix elements C11. . .C22 can be employed for the
classification of the different types of epitaxial growth. It has to be pointed out, though, that
the following classification scheme relies on the choice of a primitive overlayer unit cell, i.e., an
overlayer lattice matrix 1
[
b1
b2
]
has to be chosen such that it exhibits the smallest possible value
of the determinant (which corresponds to the unit cell area).
A huge problem of the past was a considerable confusion in the field of OMBE about how
to denote a certain type of epitaxial growth, with the result that a variety of different technical
terms were used for the very same type of epitaxial growth. In a recent publication, a hierarchi-
cal and consistent grammar was proposed which distinguishes between three types of epitaxial
growth/lattice match [21]. Before we proceed with the description of these three different types
of epitaxy, it is useful to analyze the effect of an integer value in one of the elements of the matrix
C on the overlayer lattice structure. We now consider an epitaxy matrix with a single integer
1The matrix
[
b1
b2
]
denotes the matrix
[
b1x b1y
b2x b2y
]
.
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a1
a2*
*a1
b1
a2
[1,0]
[0,1]
Fig. 2.1: Relationship between substrate lattice lines and reciprocal lattice vectors. The blue arrows indicate a hexago-
nal substrate lattice {a1,a2}; the corresponding reciprocal lattice vectors are drawn in black. The red arrow represents
an overlayer lattice vector b1 which starts and ends on primitive [1, 0] substrate lattice lines.
element, without loss of generality C11. This situation is sketched in Fig. 2.1. The blue arrows
depict a hexagonal substrate lattice {a1, a2}, the red arrow represents the overlayer lattice vector
b1 = C11a1+C12a2 = 1 ·a1 +1.7 ·a2. Furthermore, the corresponding reciprocal substrate lattice
vectors2 {a1, a2} (black) and the primitive3 [1, 0] and [0, 1] substrate lattice lines (dashed-dotted
lines) are depicted. The nomenclature for lattice lines which is used here is [h, k] with the vector
ha1 +ka

2 being perpendicular to [h, k] lattice lines [21]. By definition, the reciprocal basis lattice
vector ai is perpendicular to lattice lines parallel to basis lattice vector aj:
ai aj = δij. (2.2)
Therefore, lattice lines parallel to a1 in Fig. 2.1 are denoted [0, 1]. The following proposition
can be derived from Eq. (2.2): If the product a1 · x of the reciprocal basis lattice vector (without
loss of generality a1) with any vector x is an integer, the vector x starts and ends on lattice lines
parallel to a2, i.e. [1, 0] lattice lines. The product a1 · b1 = a1(C11a1 + C12a2) yields C11 which
we considered to be an integer in the present scenario. Hence, the hypothetical overlayer lattice
vector b1 starts and ends on [1, 0] lattice lines, as can be seen in Fig. 2.1. It can be summarized
that if C11 or C21 is an integer, the respective overlayer lattice vector b1 or b2 starts and ends
on [1, 0] substrate lattice lines (analogously for the elements of the second matrix column and
[0, 1] substrate lattice lines). The consideration of lattice lines will turn out to be crucial for the
following classification of epitaxial growth.
2Only the direction of reciprocal lattice vectors is meaningful when plotted in a real space diagram.
3Primitive lattice lines means low-indexed lattice lines, i.e., the lattice lines which have the largest possible per-
pendicular separation.
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• Commensurism: The matrix elements C11. . .C22 of the overlayer lattice as sketched in
Fig. 2.2(a) are all integers. Considering the lattice line discussion above, this translates into
the fact that the two overlayer lattice vectors b1 and b2 start and end on both [0, 1] and [1, 0]
substrate lattice lines, hence all overlayer lattice points lie on these two types of primitive
substrate lattice lines, simultaneously. Since the substrate lattice points are crossing points
of the two primitive substrate lattice lines, each overlayer lattice point also coincides with a
lattice point of the substrate. Commensurate growth is sometimes also referred to as ”point-
on-point” coincidence [26]. Commensurism is generally regarded as the most favorable
type of epitaxial lattice match with respect to the overlayer-substrate interaction potential.
If the overlayer-substrate interactions dominate the total interface potential then commen-
surate growth can be expected, e.g., in cases where the molecules establish a chemical bond
to specific sites of the crystalline substrate surface.
• Coincidence-I or Point-on-Line Coincidence (POL): Only one column of matrix elements
contains two integer values, which means that the two overlayer lattice vectors b1 and b2
start and end on one class of the primitive substrate lattice lines, either [1, 0] if the first col-
umn contains integers, or [0, 1] in case that the second column values are integers. Therefore,
all overlayer lattice points lie on parallel substrate lattice lines as sketched in Fig. 2.2(b). In
Ref. [21], the authors suggest a further distinction between coincidence-Ia and coincidence-
Ib depending on whether the non-integer column of the matrix C contains rational or irra-
tional numbers, respectively. If these matrix elements are rational then the overlayer lattice
forms a super cell additionally. Such a super cell is equivalent to a non-primitive, commen-
surate overlayer unit cell, i.e., the corner points of the super cell coincide with substrate
lattice points. Figure 2.2(b) provides an example for coincidence-Ia with an 1×2 overlayer
super cell (dotted line in Fig. 2.2(b)).
However, it has to be pointed out that the distinction between coincidence-Ia and coincidence-
Ib on the basis of rational and irrational numbers is somewhat problematic considering the
accuracy with which the epitaxy matrix elements can be determined experimentally. Still, if,
like in the present example, a small super cell is formed this distinction appears meaningful.
An energetic gain combined with point-on-line coincident epitaxy is not as obvious as it
is in case of commensurate growth. This is particularly true when the overlayer forms no
super cell with the substrate (coincidence-Ib). A super cell would at least allow a fraction
of the molecules in the overlayer to exhibit a site-specific adsorption with respect to the
substrate. It has even been doubted in literature that point-on-line coincidence represents an
energetically favorable overlayer alignment at all [19, 22, 27]. This problem is addressed
Chap. 5 in detail.
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• Coincidence-II: No column of the matrix C consists of integers, but the matrix elements
C11. . .C22 are rational. Therefore, integer multiples of the overlayer lattice vectors b1 and
b2 start and end on [0, 1] and [1, 0] substrate lattice lines, but not all overlayer lattice points
lie on primitive lattice lines of the substrate. However, the overlayer is in registry with the
substrate in that it forms a super cell with the substrate lattice. The example in Fig. 2.2(b)
exhibits a 2×2 overlayer super cell. In a hierarchy of the types of epitaxy which is based
on substrate lattice lines, coincidence-II represents the lowest form of geometrical lattice
match. While all overlayer lattice points lie on either two primitive substrate lattice lines
(commensurism), or one primitive substrate lattice line (point-on-line coincidence), this is
only true for a fraction of the overlayer lattice points in the case of coincidence-II.
• Incommensurism:
If none of the columns of the epitaxy matrix C consists of integers, and at least one of
the matrix elements C11. . .C22 is irrational, then there neither a distinctive registry between
the overlayer lattice and the substrate lattice, nor a coincidence with lattice lines. Such an
overlayer lattice is denoted incommensurate with respect to the substrate lattice.
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a2
a1
b1
b2
[0,1]
[1,0]
3 1
0 3
C
 

 

 
(a)
a2
a1
[1,0]
b1
b2
2 2
2 0.5
C

 

 
 
 
(b)
a2
a1
b1
b2
2.5 0.5
0 2.5
C
 

 

 
(c)
Fig. 2.2: The three different types of epitaxial growth. a) Commensurism. All elements in the matrix are integers.
Every lattice point of the overlayer coincides with a substrate lattice point and is placed on the two primitive [0, 1] and
[1, 0] substrate lattice lines at the same time. b) Coincidence-I / point-on-line coincidence. Coincidence-I requires
one column of the matrix to consist of integers. All overlayer lattice points lie on a particular class of primitive
substrate lattice line ([1, 0] in the present example). If the matrix elements in the other column are rational numbers,
the overlayer lattice additionally forms a super cell with the substrate lattice (a 1×2 super cell here). c) Coincidence-
II. The matrix elements are all rational, but no column in the matrix consists of integer values. The rational matrix
elements correspond to the existence of a super cell whose corner lattice points are in registry with the substrate
lattice.
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2.2 Review of epitaxy models in literature
2.2.1 Introduction
The models which are reviewed in the following paragraphs serve several purposes. Firstly, they
allow an analysis/classification of an experimentally determined overlayer lattice in accordance
with the grammar, which we discussed in the previous Section. Secondly, these models aim to
provide some kind of tool by which epitaxial overlayer structures can be predicted for a given
overlayer-substrate system. This is particularly useful in cases where the intervals in which the
overlayer lattice parameters (like unit cell dimensions, unit cell angle etc.) appear realistic4, are
sufficiently small. If an epitaxial overlayer structures is found in the searched region, it is then
likely to be assumed by the real overlayer, too.
The most rigorous approach [21], which is to calculate and evaluate the total interface potential
of an overlayer-substrate system by empirical or semi-empirical potential functions, is computa-
tionally tedious. Its application to large domains of molecular overlayers is, therefore, considered
to be difficult [20, 21, 23]. This has prompted the development of methods in which epitaxial
interfaces are either investigated by means of phase coherence between geometrical lattices (ge-
ometrical lattice match) or simple model potentials. It has to be emphasized that the geometrical
lattice match models do not account for the intermolecular interactions which are associated with a
certain overlayer lattice unit cell and unit cell layout. However, the overlayer structure in organic-
inorganic heteroepitaxial systems can, as already pointed out, represent a delicate balance between
the intermolecular interactions in the overlayer Vovl, and the overlayer-substrate (interlayer) inter-
actions Vinter. An energetically favorable epitaxial overlayer corresponds to a minimum in the
total potential energy Vtot of the interface. If strictly additive two-body potentials are assumed,
and any vibrational excitations are neglected (T=0 K), this total potential energy can be expressed
by the following sum [26, 28, 29] (where Vsub denotes the substrate lattice energy):
Vtot = Vovl + Vinter + Vsub. (2.3)
The search for geometrical lattice match between an overlayer lattice and a substrate lattice cor-
responds to the search for minima in the overlayer-substrate interaction potential Vinter only5.
Therefore, epitaxial overlayer configurations as obtained from geometrical lattice match algo-
rithms are not ranked in terms of the total potential energy of the overlayer-substrate system,
which significantly limits the predictive power of these approaches.
If a rigid substrate lattice can be assumed, i.e., the distortion of the substrate lattice as in-
duced by the presence of the molecular overlayer is negligible (see also discussion in Section 2.3),
4The shape of the molecule and/or the assumption of densely packed layers can provide limits for the search
intervals.
5A detailed discussion about the connection between lattice match and Vinter minima is given later in Sec. 5.4.
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then the substrate lattice energy Vsub is constant, and minima in Vovl + Vinter can be expected
to correspond to energetically favorable structures. Two existing models in which the complete
Vovl + Vinter potential sum is considered are described later in the Section 2.2.3.
2.2.2 Epitaxy prediction models based on lattice coherence
Matrix analysis method
The information regarding the lattice match between an overlayer lattice {b1,b2} and a substrate
lattice {a1, a2} are contained in the epitaxy matrix C. Therefore, the matrix analysis method
employs the epitaxy matrix C for searching possible epitaxial overlayer lattices [21, 29, 30].
Starting with an initial, predefined overlayer lattice, the search is performed by a stepwise variation
of the azimuthal angle θ of the overlayer lattice with respect to the substrate lattice. At each angle
θ, the overlayer unit cell parameters are varied within specified intervals and the matrix C is
calculated and analyzed for the resulting configuration. If a sufficient number of matrix elements
are integers (within a certain error span) in accordance with the definitions in Section 2.1, the
currently investigated configuration {b1(θ),b2(θ)} is assumed to represent an epitaxial overlayer.
Although it is the simplest of the three models discussed here, this method is the only one
which works in a purely analytical manner and requires a small computational effort.
O-Lattices
In Bollmans’s theory of grain boundaries [31, 32], the phase coherence between lattices is ad-
dressed as well. The registry between two opposing lattices is treated in form of a so-called
o-point lattice. By definition, an ”o-point” is a point at which the two lattices have identical inter-
nal coordinates. These o-points can, but do not have to, fall together with lattice points of the two
lattices. As an illustrative example, Fig. 2.3 shows a coincident-II superposition of two identical
square lattices with one of these lattices (dashed lines) being rotated by 36.9◦ with respect to the
other lattice (straight lines). Coincidence-II is characterized by the existence of a super cell which
is also sketched in Fig. 2.3. The corner points of the super cell (large circles) are o-points because
at these points the two lattices have identical internal coordinates (0,0). There are other o-points
which do not correspond to lattice points. The definition only requires identical internal coordi-
nates, hence the points where the two lattices both have internal coordinates (0.5, 0.5) are o-points
as well (◦ in Fig. 2.3). Note that an evaluation of the o-lattice is very similar to the analysis of a
Moire´ pattern.
A geometrical lattice match algorithm, called Chain Alignment on the Surface of Materi-
als (CHASM), is based on the principle of o-lattices. The authors suggest a correlation between
low-energy (favorable) epitaxial configurations and the size of the o-lattice unit cell. A quantity
N ′, which is denoted the ”total periodicity” in Ref. [33], is equivalent to the number of overlayer
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Fig. 2.3: Example for an o-lattice, resulting from two identical square lattices (straight lines, dashed lines) which
are rotated against each other by 36.9◦ (sketch after Ref. [21]). One type of o-points, the coincident sites of the two
lattices, is denoted by a filled circle (•). O-points where the two lattice both exhibit (0.5, 0.5) internal coordinates are
depicted as hollow circles (◦)
.
unit cells within the o-lattice super cell. The CHASM algorithm attempts to identify the azimuthal
angle between the overlayer lattice and the substrate lattice for which this quantity is minimal. Al-
though the authors of CHASM propose a general applicability of their algorithm to any scenario
which involves periodic overlayer and substrate systems, there is a severe limitation: The au-
thors distinguish between commensurate and incommensurate overlayer lattice only6. The case
of coincidence-Ia/b (which is shown to be of great importance in the field of organic-inorganic
heteroepitaxy later in this work) is not covered by the CHASM algorithm. In particular, neither
does a coincident-Ib layer form a super cell with the substrate lattice nor is the resulting Moire´
pattern 2-dimensional!
Local Misfit Sums
An attempt to quantify the amount of misfit between an overlayer lattice {b1,b2} and a substrate
lattice {a1, a2} was published by Hoshino et al. [26, 34]. For each azimuthal angle θ between the
two opposing lattices, the total misfit D(θ) is calculated by summing the local misfit over all m×n
overlayer lattice points. The local misfit is equivalent to the distance d of a specified overlayer
lattice point mb1(θ) + nb2(θ) from the nearest substrate lattice point.
D(θ) =
∑
m
∑
n d [mb1(θ) + nb2(θ)] (2.4)
6For incommensurate overlayers, they propose another algorithm which describes the overlayer as a series of
parallel dislocations.
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For a commensurate overlayer lattice, the total misfit D(θ) is zero, since there is no misfit
when all overlayer lattice points coincide with substrate lattice points. Coincident lattices yield
minima in the function D(θ) which are the deeper, the smaller a possible super cell is. Therefore,
the evaluation of the local misfit is capable of providing information about possible epitaxial
overlayer lattices. Nevertheless, this method has to be considered inferior to the matrix analysis
method: Both methods evaluate the coherence between two lattices on the basis of geometrical
lattice match and yield comparable information. However, as a numerical method, the misfit
method requires computation of m×n addends and the result depends on the choice of m and
n [29].
Plane Wave Superposition
In order to overcome the disadvantage of numerical approaches, Hillier and Ward suggested the
use of a 2-dimensional cosine plane wave field:
VPWF (r)∝ cos(2πa1r) + cos(2πa2r) (2.5)
as representation of the substrate [20, 21, 23].
Vinter ∝
∑
m
∑
n
VPWF (Rmn) (2.6)
The overlayer-substrate interaction potential Vinter in Eq. (2.6) is a dimensionless potential which
is proportional to the sum of the plane wave field values, mapped at the m×n overlayer lattice
point positions Rmn = mb1+nb2. This expression can now be solved analytically by application
of finite-sum formulae (M = 2m + 1, N = 2n + 1) and can be expressed in terms of the epitaxy
matrix C.
Vinter =
1
2MN
{
2MN − sin [MC11π] sin [NC21π]
sin [C11π] sin [C21π]
− sin [MC12π] sin [NC22π]
sin [C12π] sin [C22π]
}
(2.7)
The dimensionless potential Vinter yields specific values for the types of epitaxy defined in Sec-
tion 2.1.
• Vinter = 0 for a commensurate overlayer lattice
• Vinter = 0.5 in case of a (point-on-line) coincident overlayer lattice
• Vinter = 1 if the overlayer is incommensurate with respect to the substrate lattice
It has been shown in Ref. [29] that this model is equivalent to the matrix analysis method in the
limit of infinitely large overlayer domains.
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2.2.3 Models for strained overlayer systems
Orientational epitaxy
For weakly bound overlayer systems like inert gas atoms on graphite, the so-called Orientational
Epitaxy was proposed. According to theoretical studies by Novaco and McTague (NM-model),
a solid incommensurate overlayer of small adsorbate particles could minimize the lattice strain
energy by adopting domain orientations which are not related to symmetry directions of the sub-
strate [35–37]. The mismatch between the adsorbate lattice and the substrate lattice in orienta-
tional epitaxy systems results in periodic, static density variations in the overlayer (called mass
density waves). The main reason behind this effect are zero-point oscillations, i.e., phonon states
which are present at T=0 K. Calculations which were performed in order to estimate the influence
of orientational epitaxy on lattices of large aromatic molecules yielded the result that the mass
density waves represent a secondary effect for layers of such molecules [19, 22]. According to the
NM-model, the influence of mass density waves decreases with increasing mass and increasing
vibrational eigenfrequencies of the adsorbate particles in the overlayer, both of which are signifi-
cantly higher for organic molecules than they are for atomic overlayer particles. Furthermore, the
predictions of the NM-model are only valid for cases in which the ideal overlayer lattice (with-
out MDWs) is already incommensurate with respect to the substrate lattice which represents a
significant limit for its applicability to OMBE layers.
Frenkel-Kontorova Model
The Frenkel-Kontorova (FK) model is applied to strained overlayer lattices on crystalline sub-
strates. In its original form, the model consisted of an one-dimensional chain of harmonically
coupled particles which are subject to an external sinusoidal potential [38, 39]. The model has
been successfully applied to a variety of atomic overlayer systems (see Ref. [40] and references
therein). Equation (2.8) represents a version of the FK model which is more general and can be
applied to 2-dimensional substrate lattices. In this modified version [41], the substrate potential
Vinter is expressed in form of a Fourier series Vinter =
∑
i
∑
a VS(a
)e−ia
Ri over all overlayer
particle positions Ri. Usually, only a small set of reciprocal lattice vectors {a} are considered
for the calculations. As schematically shown in Fig. 2.4, the overlayer interaction potential is
modelled by the sum 1
2
∑
j k(lj − b)2 over all bonds (springs) that connect overlayer particles to
their nearest neighbors.
Vtot = Vovl + Vinter =
1
2
∑
j k(lj − b)2 +
∑
i
∑
a VS(a
)e−ia
Ri
= 1
2
∑
j k(lj − b)2+∑
i
[
V0 + 2
∑
{a} [V1 cos(a
Ri)− V2 sin(aRi)] + . . .
] (2.8)
In Eq. (2.8), Ri denotes the position of the ith atom/particle, k is the spring constant of the
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Fig. 2.4: Principle of a 2-dimensional Frenkel-Kontorova model. A strained overlayer is described by harmonically
coupled particles (red springs with elasticity k) subject to a sinusoidal potential surface, which represents the crys-
talline substrate {a1,a2}.
overlayer bonds, lj is the length of jth bond, and b is the equilibrium bond length. If only the
reciprocal substrate lattice vectors from the first few Wigner cells are considered, the overlayer-
substrate interaction potential Vinter is similar to the cosine plane wave field used in Ward’s lattice
coherence model (Section 2.2.2).
While the FK model represents an improvement over the lattice coherence models in that the
sum Vovl + Vinter and not only Vinter is considered, a severe problem arises if it should be ap-
plied to epitaxial layers of organic molecules on crystalline substrates. Unlike the atoms in the
atomic overlayer systems for which the FK model works well, large organic molecules cannot
be treated as spherically isotropic particles. Therefore, even in a special case like that of planar
flat-lying molecules, the model parameters would not be constant anymore - they would depend
on the azimuthal orientations (angles) ζj1 and ζj2 of the two molecules in the jth pair of mole-
cules: k = k(ζj1 , ζ
j
2), b = b(ζ
j
1 , ζ
j
2). The Fourier coefficients in the Vinter potential term would
also depend on the orientation of the ith molecule: VS = VS(a, ζ i). This fact removes the ease
and simplicity of the model and would complicate an application/implentation for organic over-
layer systems significantly. In fact, one could expect an appropriately modified FK model to
exhibit a computational tediousness like full potential energy calculation on the basis of atom-
atom-potentials.
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2.3 The GRID Technique
Here, a technique is introduced which enables potential energy calculations for large overlayer
domains on a crystalline substrate. Overlayers of organic molecules as prepared by means of
OMBE often exhibit typical properties. The GRID technique which is described in the following
paragraphs represents an attempt to account for these properties:
1. The molecular overlayer consists of a single molecular species.
2. The orientation of a single molecule with respect to the substrate surface plane is sufficiently
defined by one azimuthal angle (see Fig. 2.5). Large planar molecules with an extended π-
electron system have turned out to be very suitable for growing molecularly flat layers by the
OMBE technique [29]. The above requirement is usually met by such planar molecules (left
molecule in Fig. 2.5), but is also fulfilled by various non-planar/bowl-shaped OMBE mole-
cules like (sub)phthalocyanines (right molecule in Fig. 2.5). Furthermore, if all molecules
in the overlayer exhibit a defined (fixed) inclination to the substrate surface, the condition
is still satisfied. However, if several binding geometries are possible for a given molecule
or the inclination of a molecule to the substrate surface plane is a full degree of freedom
(center of Fig. 2.57), then the subsequently described technique cannot be applied.
3. The height over the substrate surface is either constant for all molecules in the overlayer,
or, if inequivalent adsorption sites lead to small height differences, i.e. individual molecular
z-coordinates, these can be considered negligible for the intermolecular interaction potential
Vovl.
4. The crystalline substrate can be approximated by an infinitely extended and rigid lattice, i.e.,
the substrate lattice structure is not perturbed by the presence of the molecular layer. There
are, however, OMBE systems where the topmost substrate layer is altered upon annealing
of the sample (Peri-hexabenzocoronene (HBC) on Au(111) [42], C60 on Au(111) [43]).
Still, for the majority of OMBE systems, this assumption appears justified and is absolutely
crucial concerning the feasibility of calculations involving large overlayer domains.
5. The internal degrees of freedom of the molecule can be disregarded. This assumption is very
convenient in terms of calculation speed and is widely used in models which involve organic
molecules [44–50]. It appears also reasonable in case of highly ordered organic molecu-
lar layers where the energy of the overlayer-substrate interface is insufficient to distort the
molecule geometry from that of the molecular bulk crystal significantly. This requirement
is usually met if weakly interacting8 OMBE substrates like graphite, semiconducting sub-
strates like Ge or MoS2, or inert metal surfaces like Au(111) are used. Furthermore, this
7The molecule PTCDA which is exemplarily inclined here lies flat on the substrate surface in almost all cases.
8This implies that the binding to the substrate involves no chemisorptive contributions.
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assumption is particularly justified in case of molecules which feature an extended delocal-
ized π-electron system [51, 52].
Fig. 2.5: The GRID technique requires the orientation of a molecule with respect to the substrate lattice to be defined
by a single azimuthal angle, i.e., there has to be a single rotational degree of freedom. This requirement is usually
met for planar molecules (left), but also for numerous non-planar OMBE molecules (right). If the molecule is known
to exhibit multiple binding geometries or the inclination to the substrate is an additional degree of freedom (center),
then the GRID technique cannot be applied.
The GRID technique implements an expression for the total interface potential Vtot which is
the sum of intermolecular interactions Vovl in the molecular overlayer and interlayer (overlayer-
substrate) interactions Vovl [Eq. (2.3)]. This expression for Vtot represents the static lattice poten-
tial in which inter- and intramolecular vibrational energies9 and zero-point oscillations are disre-
garded, i.e., in a strict sense, classical 0 K calculations are performed. The main idea of the GRID
technique is to parameterize the expressions for Vovl and Vinter by consideration of the properties
listed above. First, the parametrization of the intermolecular interaction part is discussed:
In the following, ΦMM denotes the intermolecular potential which acts between two mole-
cules. In Fig. 2.6, a domain of flat lying molecules on a crystalline substrate is schematically
shown. For the discussion of the ΦMM potential, the right hand part of this sketch is important.
With the assumption that the molecular domain consists of rigid molecules which all sit or lie in a
plane parallel to the substrate surface plane such that the orientation of each molecule is described
by an azimuthal angle ζ, the pair interaction potential ΦMM depends on only three parameters:
9Phononic excitations in the overlayer lattice could be considered by means of the harmonic- or quasiharmonic
approximation and added to the model quite easily. In such a model, the static lattice potential part would still be
covered by the GRID technique, i.e., the speed gain of this method would remain intact, while a potential term which
models vibronic excitations in the overlayer lattice could be added to the calculated static lattice potential.
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Fig. 2.6: Schematic representation of a molecular layer on a crystalline substrate. With all molecules fulfilling the
requirements for the applicability of the GRID technique, the intermolecular interaction potential ΦMM is dependent
on the distance Rkl between two selected molecules (k,l), and the orientation of the molecules with respect to each
other (in form of the angles ζkl, ζlk). The interaction potential ΦMS between a selected molecule and the substrate
depends on the orientation of that molecule ζu and its relative position R′u with respect to the substrate unit cell it is
positioned over (red arrow, gray unit cell).
• The (2-dimensional) distance Rkl = ‖Rk −Rl‖ in the overlayer plane parallel to the sub-
strate surface. The vector Rk denotes the position vector of the kth molecule in the overlayer
with the molecules geometrical center of gravity (⊙ in Fig. 2.6) defining the position.
• Two azimuthal angles ζkl and ζlk. Due to the fact that the potential function depends on a
distance parameter Rkl instead of a vector, these angles contain the information about the
relative orientations of the two molecules in the currently selected pair. With ζl being the
angle between a suitable molecular axis and a substrate lattice axis (∠(m, s1) in Fig. 2.6),
the angle ζlk is defined by: ζlk = ζl − ∠(Rk −Rl, s1) (ζkl analogously).
The potential Vovl which incorporates all interactions between the molecules in an overlayer do-
main with M molecules can be now be partitioned into a sum of the potential function ΦMM over
all pairs of molecules in the domain [Eq. (2.9)].
Vovl =
M−1∑
k=1
M∑
l=k+1
ΦMM(Rkl, ζkl, ζlk) (2.9)
In a similar way, a parameterized expression for Vinter can be derived. The ΦMS denotes
the interaction potential between a selected molecule and all (considered) atoms of the substrate.
For the discussion of the ΦMS potential, the left part of Fig. 2.6 is important. In case that a
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molecular layer is formed in compliance with the points in the list above, then ΦMS depends on
three parameters as well:
• The position of a selected molecule with respect to the substrate lattice (the molecule with
the index u in Fig. 2.6). However, the absolute position of the molecule is not a suitable
parameter, since the intention is to model large molecular domains. With the substrate being
considered as infinitely extended, the position of the molecule is unambiguously determined
by the vector R′u (red arrow in Fig. 2.6), which represents a ”reduced” position with respect
to that substrate unit cell the molecule is positioned over (gray unit cell). The vector R′u can
be parameterized by two substrate unit cell coordinates R′u = cu1s1 + cu2s2.
• The azimuthal orientation ζu of the molecule which, as already stated above, is the angle
between a suitable molecular axis and a substrate lattice axis (∠(m, s1) in Fig. 2.6).
• The height (z-coordinate) of the uth molecule over the substrate surface zu would actually
represent a fourth parameter, if the molecules in the domain exhibit slightly different z-
coordinates depending on the individual (inequivalent) adsorption sites. These differences
might have to be considered for the molecule-substrate interactions. Particularly in the case
of large planar molecules, almost all of the atoms of the molecules are equally close to
the substrate surface atoms. Hence, small differences in the separation between molecule
and substrate surface, i.e., differences in the z-coordinates of the molecules, could have a
relevant impact on the molecule-substrate interaction potential. However, with such height
differences being negligible for the ΦMM potential function (see above), the optimal z-
coordinate zoptu of the uth molecule is not influenced by the (slightly different) z-coordinates
of the neighboring molecules, i.e., zoptu is a function zoptu = zoptu (cu1 , cu2 , ζu) itself. Therefore,
regardless whether small height differences shall be accounted for or not, the molecule-
substrate interaction potential ΦMS can be written as being dependent on three parameters
only.
The potential Vinter, which denotes all interactions between the molecules in the overlayer domain
with the substrate can then be partitioned into a sum of the potential function ΦMS over all M
molecules in the domain [Eq. (2.10)].
Vinter =
M∑
u=1
ΦMS(c
u
1 , c
u
2 , ζu, z
opt
u (c
u
1 , c
u
2 , ζu)) =
M∑
u=1
ΦMS(c
u
1 , c
u
2 , ζu) (2.10)
Up to this point, the expressions derived for the Vovl and Vinter potentials are very general and
the benefits of their parametrization might not be immediately apparent. However, provided that
the potential functions ΦMM and ΦMS can be computed directly, the parametrization accelerates
the calculation of the total interface potential Vtot = Vovl + Vinter of a molecular domain on a
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crystalline substrate by about five orders of magnitude. In order to enable quick computational
access to the functions ΦMM and ΦMS , we tabulate the values of these two functions by variation
of the parameters in appropriate parameter ranges and record these values in what we call grid
files. The fact that the number of parameters could be reduced to three for each of the two potential
functions means that even if a fine granularity is chosen for the variation of the parameters, the
size of the grid files remains acceptable for modern computer hard disks (up to 100 MB).
Using such grid files, precalculated for a given molecule and substrate combination, the poten-
tial energy for a large molecular domain can be calculated very quickly. The molecule-molecule
interaction potential calculation, for example, is reduced to the determination of all possible mol-
ecule pairs in the domain (and the respective parameter triplets {Rkl, ζkl, ζlk}). The contribution
of each pair of molecules to the domain’s total intermolecular interaction potential Vovl can then
be looked-up in the respective ΦMM -grid file (analogously the molecule-substrate interactions).
A software package for the calculation of large domain energetics which also implements the
grid file technique was written. This software, named POWERGRID, and the exact procedures of
the grid file recording are described in more detail later (the grid file recording is exemplified in
Sec. 5.3.1 and Sec. 6.1.2, details on the software are given in App. A).
The fact that the calculation of the ΦMM and ΦMS is not a real-time10 calculation, i.e., it is
done before any potential calculation/optimum structure search for a whole domain is performed,
represents a very comfortable situation. It allows a flexible choice of the method by which the
values of ΦMM and ΦMS are actually calculated. Therefore, their calculation can be based on
potential expressions which are more realistic than, e.g., the harmonic spring potential in the FK
model, while the subsequent domain energy calculation is faster than it would be possible with
the FK model. In the following Chapter, the theoretical methods for the calculation of ΦMM and
ΦMS are reviewed.
10Real-time calculation means that a value is calculated at the very time it is required.
3 Calculation of molecular layer
energetics
3.1 Intermolecular interactions
A complete ab initio calculation of the intermolecular interactions for all possible relative ori-
entations and intermolecular separations is not feasible for large molecules (> 30 atoms), even if
modern computers are utilized [53]. This circumstance has led to the development and widespread
use of alternative approaches to calculate the interaction potential in form of various semiempirical
and empirical methods. One can roughly distinguish between two types of such alternative meth-
ods. The first one uses parameters in order to approximate the time-consuming integrals which
occur in ab initio calculations. The other type of method utilizes analytical expressions in order
to simulate the properties of the exact intermolecular potential. While being very convenient for
the computation (since they are much faster), the analytical methods exhibit the inherent problem
of the adequate choice of an analytical representation for the intermolecular potential.
The most common way to empirically calculate the interaction potential between two mole-
cules is the so-called Atom-Atom Potential Approximation. The idea to use atom-atom potentials
functions for the calculation of the intermolecular potential goes back to Kitaigorodsky, who pos-
tulated an Intermolecular Atomic Radius, which is a characteristic atomic constant [54] for or-
ganic crystals. Based on the experimental finding that the interatomic distances between specified
atom types vary only slightly in different organic crystals, he could determine numerical values
for the more important atom types occurring in organic crystals (H, C, N, O, Cl, Br, I). In his
earliest model, each molecule was represented by a set of hard spheres. Despite the obvious lim-
itations of this model, it yielded important results concerning the molecular packing of organic
crystals [55, 56].
The refinement of this model in form of a replacement of the hard-sphere ”potential” by analyt-
ical atom-atom-potential functions enabled the actual calculation of the intermolecular potential.
This refinement was already put forward by Kitaigorodsky in 1951 [57], but it was not before the
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mid 60s of the last century that computers were sufficiently fast to be utilized for the calculation
of the intermolecular potentials of organic crystals.
Like all atom-atom potential-based methods, this approximation partitions the interaction po-
tential of two polyatomic molecules into pairwise interactions between all atoms of the two mol-
ecules. The sum of an atom-atom potential function Vatom−atom over all these pairs yields the
interaction potential VMM between two molecules (indexed 1 and 2):
VMM =
n1∑
i=1
n2∑
j=1
Vatom−atom(r
(1)
i − r(2)j ) (3.1)
In Eq. (3.1), n1 denotes the number of atoms of molecule 1, r(1)i denotes the coordinate of the ith
atom of molecule 1 (molecule 2 analogously). Since the development of the atom-atom potential
method, several model potential functions Vatom−atom have been established which are widely
used for the calculation of intermolecular interactions in the field of Molecular Mechanics1. The
most important representatives of Vatom−atom are discussed in detail in Section 3.3.
3.2 Molecule-surface binding
The term adsorption describes a process during which molecules from gas phase or solution bind
to a surface (solid or liquid) and form a condensed layer [53]. The inverse process which is
characterized by the removal of the molecules from the surface is consequently called desorp-
tion. This process was independently discovered by Scheele and Fontana around 1777 [53] dur-
ing experiments with heated and cooled charcoal. The mechanism behind adsorption had been
controversially discussed for more than a century, with the most prominent explanation being
the existence of microscopic pores. In 1912, Langmuir investigated the adsorption of hydrogen
and oxygen on clean platinum and tungsten wires which clearly did not exhibit any detectable
pores. He concluded that gases can directly bind to clean metal surfaces [58, 59]. The distinc-
tion between physical bonds and chemical bonds was first proposed by Bancroft [60]. A possible
formulation [53] of this distinction is:
• A molecule is thought to be physisorbed if it adsorbs without undergoing a significant
change in electronic structure.
• A molecule is chemisorbed if the molecule’s electronic structure is significantly perturbed.
These two terms are still in use nowadays although a precise distinction on the basis of a nu-
merical threshold2 is arbitrary and difficult to justify. There are even cases where molecules are
1See also discussion of commonly used atom-atom potential functions in Section 3.3.
2If the adsorbate bond energy is larger than 10 kcal · mol−1, chemisorption is assumed while below that mark a
molecule is assumed to physisorb [53].
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physisorbed and chemisorbed at the same time. Some molecular species, when hitting the surface,
physisorb initially, but are subsequently converted into a chemisorbed state [53].
In the following two Sections, only models describing the physisorption of molecules on sur-
faces are discussed since the focus of the present work is put on the adsorption of molecular layers
on weakly interacting substrates. There are very simple empirical models which mimic covalent
bonding between two atomic species, like Morse potential functions3. The application of more
advanced methods like Density Functional Theory (DFT) or quantum mechanics in models for
the chemisorption of molecules on surfaces are discussed in detail in Ref. [53].
3.2.1 Physisorptive binding of molecules to weakly interacting,
nonmetallic surfaces
The first quantitative model which attempted to explain the physics behind physisorption was
brought forward by London in 1930 [61, 62]. In the London model, the interaction potential VMS
between a nonpolar gas molecule and nonpolar, nonmetallic substrate is described by a pairwise
additive potential:
VMS =
∑
s=1
V sMol−atom(R− rs) (3.2)
In Eq. (3.2), V sMol−atom is the interaction potential between the molecule and the sth surface atom,
R is the position of the molecule, and rs is the position of the sth surface atom. It was further
pointed out by London that each addend in Eq. (3.2) could be expressed by a 6-12 Lennard-Jones
potential [Eq. (3.3)] which contains an attractive term for the van der Waals interactions and a
repulsive term for the strongly repelling force resulting from orbital overlap (Pauli repulsion):
V sMol−atom = CLond
(
R6
2 ‖R− rs‖12
− 1‖R− rs‖6
)
(3.3)
with R being the equilibrium distance between the molecule and an isolated substrate atom,
and CLond being a constant which depends on the polarizabilities and the ionization potentials
of the molecule and the substrate atoms. Although, in its historical form, the potential function
V sMol−atom in Eqs. (3.2), (3.3) describes the interactions between a single atom and a molecule,
the London model can be expressed by an atom-atom potential sum and is, therefore, compatible
with Eq. (3.1). The Lennard-Jones potential function is commonly used in molecular simulations
as representation of interatomic interactions between nonbonded atoms4.
Calculations of the heat of adsorption performed for a variety of molecules on nonmetallic sub-
strates on the basis of the London model (or derived models like the Kirkwood-Miller formula)
3A Morse potential function is often utilized in molecular modelling studies to ”stimulate” a specific covalent
bond.
4See also discussion of various Lennard-Jones potential based force fields in Section 3.3.
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exhibit very good agreement with the experimental values (Ref. [53] and references therein). As
mentioned above, the London model is actually based on an atom-atom potential. This suggests
that atom-atom potential functions are generally capable to mimic the interactions between mol-
ecules and weakly interacting, nonmetallic surfaces. The various atom-atom potential functions
are discussed in detail in Sec. 3.3.
3.2.2 Physisorptive binding of molecules to metallic surfaces
The adsorption of molecules on metal surfaces is much more complicated compared to the sit-
uation discussed in the previous Section. In 1936, Lennard-Jones was able to develop an ap-
proximation for the physisorption of molecules on metals [Eq. (3.4)] by calculating the attractive
electrostatic dipole-image dipole interactions for the 1s orbital wave function of hydrogen. For
the repulsive part of the potential, he assumed a core-core repulsion inversely proportional to the
twelfth power of the interatomic separation, similar to the London model [Eq. (3.3)]. In Eq. (3.4),
A and B are constants, and zM is the distance of the molecule to surface plane (with respect to
the surface plane normal) . The analytical structure of this equation with an attractive part ∼ 1/z3
and a repulsive part ∼ 1/z9 is identical to what one would get if the potential expression of the
London model [Eq. (3.3)] would be spherically integrated (over a semi-infinite substrate crystal):
V MetalMS =
A
z9M
− B
z3M
(3.4)
Therefore, Lennard-Jones suggested that the pairwise atom-atom potential based London model
could also be applied to adsorption of molecules on metal surfaces. Generally, his approximation
underestimates the heats of adsorption, although the results do usually not differ more than 25%
from the experimental results [53]. There are several reasons why Eqs. (3.2), (3.4) do not represent
the molecular interactions with metal surfaces as successful as the interactions with nonmetallic
surfaces:
1. The assumption of pairwise additive potentials is insufficient for metals, since important
contributions from the metal electrons, which are certainly not associated with a specific
metal atom, are neglected .
2. There is an additional repulsive overlap between the orbitals of the metal5 and the closed
shells of the molecule, but also an attractive force which stems from the polarization of the
molecule.
3. Effects which are even more difficult to consider in a simple model like the London-model
are dipole fluctuations which occur upon the approach of the molecule towards the surface
5The metal orbitals are not confined to the bulk of the metal, but form an electron ”cloud” above the metal surface
also.
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or local perturbations of the metal electron density (called Friedel oscillations) caused by
the different electronegativities of the molecule’s atoms.
However, there are a number of more sophisticated approaches to model the adsorption on metals.
The probably least accurate of them is the so-called Cluster Model in which the adsorbate/surface
complex is treated as a single large molecule whereas the ”surface” consists of a small cluster of
atoms only. The bond strength between the adsorbate and the surface is then calculated either
by solving the exact Schro¨dinger equation, or by application of an approximation method (e.g.
Hu¨ckel, Complete Neglect of Differential Overlap (CNDO), Modified Intermediate Neglect of
Differential Overlap (MINDO)).
Other methods like the Newns-Anderson model [63] or the Lang-Williams theory [64] utilize
the so-called Jellium Model of metal surfaces. Unlike the simple cluster model, the Jellium model
accounts for the fact that a metal contains delocalized free electrons. Therefore, the metal surface
wave functions are approximated by free-electron wave functions in the Jellium model. The mod-
els which are derived from the Jellium model are capable of reproducing the interactions between
the metals s-band and the adsorbate molecule, but neglect the important d-band interactions.
The most advanced model as yet is the Effective Medium Model [65, 66]. It was derived from
the Lang-Williams theory by replacement of the Jellium-Greens function with the exact Greens
function and various approximations in the resulting expressions. The Effective Medium Model
includes the interactions between the adsorbate and the d-band of the metal surface and enables
the calculations of accurate heats of adsorption [53].
However, apart from the Lennard-Jones model (for its pairwise additive, analytical potential
representation of the molecule-metal surface interactions), the models discussed here cannot be
utilized for the calculation of the parameterized potential function ΦMS (Sec. 2.3), simply due to
the fact that the computation of the ΦMS values would be too time consuming.
3.2.3 Summary of molecule-surface binding
Modelling the energetics of the physisorption of molecules on surfaces requires a strategic choice
to be made. If one strives for quantitative accurate values of the binding energies (heats of adsorp-
tion) or the exact electronic structure of the adsorbed molecule, very complex and time consuming
calculations have to be performed. The complexity of such calculations prevents their application
to the calculation of the parameterized potential function ΦMS . The atom-atom potential method
remains as the only realistic candidate for that purpose. By treating the substrate as a super mol-
ecule, Eq. (3.1) can be applied to the calculation of the molecule-surface interaction potential,
too.
However, the attempt to model molecule-metal interactions by an atom-atom potential is not
unjustified. Apart from older publications in which the applicability of the atom-atom potential
method to the adsorption of rare gases on metal surfaces was investigated [see Refs. in [67]], there
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are more recent studies in literature in which atom-atom potentials were successfully employed
for the the description of the interactions between organic molecules and metal substrates [50,
68, 69]. In Ref. [69], it was shown that the adsorption geometry of Cyanophenyl-Porphyrins on
Au(111) are qualitatively reproduced by calculations in which the molecule-metal interactions are
expressed by atom-atom potential functions in combination with electrostatic image interactions.
The method by which electrostatic interactions between a molecule and any conductive substrate
surface can be modelled is discussed in detail in Sec. 3.4. However, the authors of this study also
stress the need for revised atom-atom potential parameters in order to obtain more reliable results
for the absolute binding energies. Commonly used atom-atom potential functions are reviewed in
the following Section.
3.3 Atom-atom potential functions
3.3.1 General remarks
Various atom-atom potential functions are reported in literature, most of them being utilized in the
field of Molecular Mechanics. The term Molecular Mechanics refers to a variety of computational
methods which utilize classical mechanics and empirical potential functions for analysis of the
conformations and dynamics of molecular systems such as polymers, proteins, and other organic
compounds. The Molecular Force Field is an integral part of molecular mechanics by which the
potential energy of a molecular system its calculated. In essence, such a force field consists of
parameter tables for the different types of atoms and bond types or interacting atomic groups
which occur in molecular systems. These parameters are either derived from experimental data,
e.g. crystal melting temperatures, or by fitting the parameterized potential function to ab initio
calculation results.
The nonbonded interactions between atoms or molecules are modelled by pairwise additive
atom-atom potentials in molecular force fields. The particular reason is that additive analytical
potential functions can be calculated much faster than semiempirical or ab initio potential func-
tions. The forces which act between nonbonded atoms are: the Pauli repulsion force which results
from the Pauli exclusion principle for electrons, the Coulomb force, and two attractive forces
which together are usually called van der Waals Forces: the London force and the Debye force.
The London force (or dispersion force) and the Debye force (or induction force) are of elec-
trodynamic nature in that both of them involve redistributions of electron densities. The London
force is caused by fluctuations in the electron density of an atom which corresponds to the for-
mation of temporary dipole moments. These temporary dipoles induce secondary dipoles in the
electron distribution of neighboring atoms. The interactions with these secondary dipoles yield an
attractive force.
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The Debye force occurs in cases where one of the interacting objects carries a permanent
dipole moment (e.g. a polar molecule). Such a permanent dipole moment causes a redistribution
in the electron density of a neighboring atom or molecule, too. The Debye force is the resulting
attractive force between the permanent dipole and the induced dipole. However, since the occur-
rence of the Debye force requires a permanent dipole moment, the corresponding potential cannot
be explicitly modelled via an atom-atom potential function and is therefore neglected in molecular
force fields.
The respective interaction potentials of the London force and the Debye force are approxi-
mately inversely proportional to the sixth power of the distance r between the two dipoles (∼
1/r6). The atom-atom potential functions which are listed in the following section represent at-
tempts to mimic the London dispersion force (in form of analytical potentials) while keeping the
balance between simplicity and accuracy.
3.3.2 Van der Waals potential functions and parameters
The oldest atom-atom potential function which models the Pauli repulsion as well as the London
force (via the gradient of the potential) is the Lennard-Jones potential. Historically, the attractive
term in the Lennard-Jones potential was derived by assuming dipole-mirror dipole interactions on
the basis of Coulombs law of electrostatics6:
V LJV dW (rij) =
Cij12
r12ij
− C
ij
6
r6ij
(3.5)
In Eq. (3.5), rij denotes the distance between two atoms with the indices i and j (rij = ‖rj − ri‖).
The two parameters Cij6 and C
ij
12 depend on the polarizabilities of the interacting atom pair. This
potential is the simplest of the atom-atom potential functions in that it exclusively contains simple
power terms of the interatomic separation rij and can thus be computed very fast. The very short-
ranged Pauli repulsion is modelled by a rapidly decaying ∼ 1/r12 term while the attractive part
is represented by a ∼ 1/r6 term. Two more often used alternative notations of the Lennard-Jones
potential are shown in the Eqs. (3.6), (3.7).
V LJV dW (ρij) = ij
(
1
ρij12
− 2
ρij6
)
(3.6)
Instead of the two pair-parameters Cij6 and C
ij
12, the potential in Eq. (3.6) is parameterized by the
minimum energy depth ij and the parameter rij which is the minimum-energy separation of the
two atoms with the indices i and j. In Eq. (3.6), the parameter rij is, however, implicitly contained
in form of a reduced interatomic separation ρij = rij/rij .
6Electrostatic interactions are discussed in detail in Sec. 3.4.
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V LJV dW (rij) = 4ij
((
σij
rij
)12
−
(
σij
rij
)6)
(3.7)
Equation (3.7) represents the second alternative form of the Lennard-Jones potential function. In
addition to ij , the second parameter is σij which denotes the zero-energy distance between the
two atoms (V LJV dW (σij) = 0). This zero-energy distance parameter σij can be easily converted
into the respective minimum-energy distance parameter rij via rij = 21/6σij . Figure 3.1 visu-
alizes the term structure of the Lennard-Jones potential in form of the repulsive term (triangles)
and the attractive term (circles). The resulting sum of these two contributions is plotted as solid
black line. There are several molecular force fields in which the nonbonded interactions between
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Fig. 3.1: The two algebraic parts of the Lennard-Jones potential: The triangle symbols represent the repulsive part,
the circles corresponds to the attractive part of the potential. The sum of these two terms is plotted as solid black line.
The Lennard-Jones potential requires two parameters, which are specific to the respective types of the two interacting
atoms i and j. Usually, one of these parameters is the minimum well depth ij . Depending on the force field, the
other parameter is either the sum of the van der Waals radii rij = ri + rj , or a characteristic interatomic distance σij
which is the zero-binding energy distance (V LJV dW (σij)=0).
atoms are modelled by a Lennard-Jones potential, among them: Universal Force Field (UFF) [70],
Optimized Potentials for Liquid Simulations (OPLS) [71], General Purpose Tripos Force Field
(TRIPOS) [72], Assisted Model Building and Energy Refinement (AMBER) [73].
The parameters for the different types of atoms or bonds are either provided as single-atom
parameters or as pair parameters in these force fields. In the first case, the pair parameters for
unlike atoms have to be generated before the calculation. Equation (3.8) shows the most widely
used and simplest rules for the generation of pair parameters from single-atom parameters, called
Lorentz-Berthelot [74] mixing rules. These rules employ an arithmetic average for the force fields
separation parameter (r or σ), while a geometric average is used for the well depth :
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rij = r

i + r

j
σij =
σi+σj
2
ij =
√
ij
(3.8)
The OPLS and the UFF force fields deviate from the original Lorentz-Berthelot scheme and use a
geometric mean for the generation of the σ pair parameter: σij =
√
σiσj .
Another major type of atom-atom potential representation incorporates an exponential term
for the Pauli repulsion. A flexible analytical potential function which models Pauli repulsion and
London force between two atoms was suggested by Giglio [75]:
V GiglioV dW (rij) =
Aije
−Bijrij
rdij
− C
ij
6
r6ij
. (3.9)
The Giglio potential function depends on four parameters Aij, Bij, Cij6 and d, whereas the more
often used Buckingham potential V BHV dW can be understood as derived from the Giglio potential
function (d = 0), but (more conveniently) depends on only three parameters:
V BHV dW (rij) = Aije
−Bijrij − C
ij
6
r6ij
(3.10)
The exponential terms in Eqs. (3.9), (3.10) represent an improvement over the 1/r12 term in the
Lennard-Jones model in terms of physical correctness. The exponential term provides a softer,
more accurate representation of the Pauli repulsion potential since the average electron density de-
cays exponentially. However, the computation of the exponential function is significantly slower
than the computation of a 1/r12 term. Furthermore, an inherent problem of the exponential re-
pulsion term is the fact that for very short distances, it becomes negative (i.e. attractive), thus
nonphysical, and decreases rapidly rij → 0 : V BHV dW (rij) → −∞. Several force fields which
employ the Buckingham potential to describe interactions between nonbonded atoms were pub-
lished. Williams et al. determined parameters for carbon and hydrogen (W67, W84, W99). These
parameters got refined several times (W67 [76], W84 [77]) and the most recent version W99 [48]
distinguishes between aromatic carbon and tetrahedrally coordinated carbon. A force field called
GF93 is described in Ref. [78]. While pair parameters are published for the GF93 force field, the
W67, W84, W99 force fields provide single atom parameters Ai, Bi, Ci only. The pair parameters
are generated by application of combination rules similar to those in Eq. (3.8): geometric mean
values for Aij, Cij , an arithmetic mean for Bij .
The two force fields MM2/MM+ and MM3 use modified versions of the Buckingham potential
which further reduce the number of parameters to two. Both force fields share the algebraic
structure of their nonbonded interaction potential:
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V MMxV dW (ρij) = ij
(
αe−βρij − γ
ρ6ij
)
(3.11)
In Eq. (3.11), α, β, and γ denote fixed values, thus the remaining atom-specific parameters are
ρij and ij . Similar to the Lennard-Jones potential functions, the pair parameters are generated
by application of the Lorentz-Berthelot combination rules in the MM2/MM+/MM3 force fields
[Eq. (3.8)].
αMM+ = 2.9×105, αMM3 = 1.84×105
βMM+ = 12.5, βMM3 = 12.0
γMM+ = 2.25, γMM3 = 2.25
(3.12)
Furthermore, the MM2/MM+ force field addresses the aforementioned problem that the expo-
nential repulsion term becomes attractive for very short interatomic separations. For very short
distances, i.e. distance parameters ρij ≤ 0.3021, the potential function in Eq. (3.11) is continu-
ously replaced [79] by the function:
V MM+V dW (ρij) = 336.176×ijρij−2 (3.13)
A Morse potential function is usually used to mimic covalent bond stretching and compression, but
has recently been successfully applied to describe the nonbonded interactions between the small
hydrocarbon molecules methylene, ethylene [45], and propane [47]. The authors found the Morse
potential as shown in Eq. (3.14) to fit the calculated ab initio potential surface surprisingly well;
much better than the Lennard-Jones or Buckingham potential functions. However, the authors
also emphasize the fact that they were unable to generate high quality single-atom parameters
for carbon and hydrogen which could have been combined by the Lorentz-Berthelot rules [47].
Therefore, the parameters are provided as pair parameters. The resulting ”force field” is referred
to as Jalkanen-Rowley Potential (JRP) in the following.
V MorseV dW (rij) = −ij
(
1− (1− exp−Aij(rij−rij))2) (3.14)
A high transferability of the such determined parameters ij, Aij, rij to scenarios which involve
similar hydrocarbon molecules is suggested [47]. Unfortunately, no parameters were determined
for oxygen or aromatic carbon, yet.
The last potential function to be discussed here is published as part of the Merck Molecular
Force Field 94 (MMFF94) by Halgren [80]. Instead of a Lennard-Jones 12-6 or Buckingham
exp-6 potential, the MMFF94 force field uses a Buffered-14-7 form of the van der Waals potential
function:
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V 14−7V dW (rij) = ij
(
1.07rij
rij + 0.07rij
)7( 1.12rij7
r7ij + 0.07r

ij
7 − 2
)
(3.15)
The two parameters are the well depth ij and the minimum-energy separation rij. Unlike other
force fields which provide these two parameters directly, they have to be calculated from a pub-
lished set of secondary parameters [Eq. (3.16)] in case of the MMFF94 force fields. These sec-
ondary parameters are the atomic polarizability αi, a scaling factor Ai which is invariant across
a row of the periodic table of elements, Ni which is the Slater-Kirkwood effective number of
valence electrons, and another scaling factor Gi.
rii
 = Aiαi
0.25
rij
 = 0.5 (rii
 + rjj
)
(
1 + B
(
1− e−βγij2
))
γij = (rii
 + rjj
) / (rii
 − rjj)
ij =
181.16GiGjαiαj√
αi/Ni+
√
αj/Nj
1
rij
6
(3.16)
A special augmented arithmetic mean [second line in Eq. (3.16)] is used in the MMFF94 force
field instead of a simple arithmetic mean for the combination of the distance parameters rij. The
standard values of the two constants B = 0.2 and β = 12 as published in Ref. [80] are set such
that rare gas minimum-energy distances are reproduced as accurately as possible.
Figure 3.2 shows the characteristics of the different vdW potential functions which were dis-
cussed above. For a meaningful comparison of the potential functions, the minimum-energy sepa-
ration was arbitrarily set to rii = 1.0 for all functions, as was the minimum well depth (ii = 1.0).
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Fig. 3.2: Comparison of the different analytical potential functions by which force fields simulate van der Waals
interactions. The minimum-energy distance is arbitrarily set rii = 1.0 with a well depth ii = 1.0 for all curves.
The potential functions which contain an exponential term to mimic the Pauli repulsion are significantly softer for
distances shorter than the minimum-energy distance.
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Since the Morse potential function of the JPR potential is more flexible in that it contains a
third parameter A, this was arbitrarily set such that it roughly matches the attractive part of the
other potential functions (A = 5.5). It is obvious that the potential functions which emulate the
Pauli repulsion by an exponential term provide a softer run of the repulsive potential part.
More important than the actual potential function are the force field parameters. The curves
in Fig. 3.3 show the nonbonded intermolecular interactions in the so-called parallel sandwich
dimer of benzene, calculated as a function of the vertical separation Rz (sketch in right part of
Fig. 3.3. The calculation was performed for various vdW potential functions and nonbonded
interaction parameter sets, including electrostatic interactions (see next Section). The colored
arrows mark the respective position of the minimum-energy separation between the two ben-
zene molecules; the grey lines correspond to values which stem from ab initio calculations [81]
(3.9 A˚, -0.853 kcal·mol−1). It can be seen that the spread of the calculated minimum separation
values is ∼0.4 A˚, and all lie within ∼0.2 A˚ of the ab initio-determined value of 3.9 A˚.
Fig. 3.3: Van der Waals potential of a sandwich benzene dimer, calculated as a function of the vertical separation
between the benzene molecules Rz using different potential functions force fields (Lennard-Jones [UFF, OPLS],
Buckingham [MM+, MM3], Morse [JRP], 14-7 [MMFF94]). The colored arrows indicate the respective vertical
minimum-energy separation between the benzene molecules in the dimer. The grey lines mark the minimum as
determined by ab initio calculations.
However, depending on the parameter set, the intermolecular potential values differ signifi-
cantly. The relatively large differences can be attributed to several facts: (i) The most important
reason is that some force field parameter sets (e.g. W99, OPLS, MMFF94) distinguish between
different types of bond types such as sp2-, sp3-hybridized or carboxylic carbon, while other force
fields provide parameters for different chemical elements only (e.g. UFF, JRP, TRIPOS). (ii)
Furthermore, some force field parameters are determined with the focus on generality and trans-
ferability (UFF), i.e., they are derived by fitting potential functions to physical properties of a
large number of molecules (called training set). Other parameter sets are determined with the
focus on increased accuracy for a certain family of molecules (OPLS, MMFF94). However, even
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if a parameter set is especially intended to be applicable to hydrocarbon molecules, there is no
guarantee that it works for any hydrocarbon molecule. The JRP parameters exemplify this prob-
lem. They yield accurate results for the small, purely hydrocarbon molecules ethane and propane,
but obviously fail to reproduce the dimer interaction energy of the hydrocarbon molecule benzene,
despite the fact that the authors claim a high transferability of the parameters to other hydrocarbon
molecules.
Generally, it was found that the OPLS parameters yield the most suitable results for large
aromatic molecules. Still, the use of other parameters is required in such cases where parameters
are missing which are vital for a description of a certain molecule-substrate combination. For
example, the UFF force field is the only which contains parameters for the nonbonded interactions
of gold. It is not suggested to mix elemental parameters from different force fields, i.e., the
gold parameter from the UFF parameter set cannot be simply added to another parameter set
like OPLS since the fitting procedure, used to derive force the field parameters, generates highly
cross-correlated parameters [48].
3.4 Electrostatic interactions - Coulomb forces
Apart from the van der Waals forces, the electrostatic Coulomb force represents another type of
the nonbonded interactions between molecules. This force decays much slower than the London
or Debye forces (∼ 1/r). Sometimes, the interactions between permanent molecular dipoles are
called Keesom forces in literature, but there is no obvious reason two separate them from Coulomb
forces.
Usually, a molecule consists of different atomic species with different electronegativities,
which causes the bonds between such atoms to be polar. The polar bonds of a molecule mediate
electrostatic intermolecular interactions by permanent dipole-, quadrupole-, or higher multipole
moments. In order to model the Molecular Electrostatic Potential (MEP), the most common ap-
proach is to assign so-called net atomic charges or partial charges qi to the atom (index i) center
positions. With partial charges assigned to the atoms of the molecule, the electrostatic interaction
potential can be calculated by a Coulomb potential expression:
VCoulomb =
1
4π
∫
R3
drρ1(r)
∫
R3
dr′
ρ2(r
′)
‖r− r′‖ (3.17)
V MMCoulomb =
1
4π
n1∑
i=1
n2∑
j=1
qiqj
‖rj − ri‖ . (3.18)
36 3 Calculation of molecular layer energetics
The electrostatic interaction potential VCoulomb between two charge density distributions ρ1(r),
ρ2(r) is given by Eq. (3.17). Since the partial charges are point charges, the expression for the
respective charge density of a molecule with the index k can be written as:
ρk(r) =
nk∑
i=1
qiδ(ri − r) (3.19)
In Eq. 3.4, nk denotes the number of atoms which the molecule k consists of, and ri is the position
of the ith atom. The electrostatic interaction potential V MMCoulomb between two molecules k = 1, 2
can then be calculated via Eq. (3.18) which follows from the insertion of the molecular charge
density distributions ρ1 and ρ2 into Eq. (3.17). However, Equation (3.17) is only true as long as
the presence of the charge density distribution ρ1 does not disturb the charge density distribution
ρ2 (and vice versa). In reality, two closely neighbored molecules polarize each other, which would
require a dynamic self-consistent calculation of partial charges which is not feasible. It has to be
pointed out that in some force fields, the electrostatic interactions are modelled by treatment of
bond dipoles, which however is fully equivalent to the atomic charges concept as discussed above.
There are various methods to calculate the partial charges. The MEP can be calculated ab
initio (since the MEP is a quantum mechanically observable quantity), or by application of semi-
empirical methods, or from DFT. The partial charges can then be derived by fitting Eq. (3.18) to
the calculated MEP. An alternative way to assign partial charges to the atom positions is called
population analysis or Mullikens population analysis [82]. However, Mulliken charges generally
yield a less accurate representation of the MEP [83]. Therefore, potential derived partial charges
were used for this work, calculated by HYPERCHEM [79] according to the Gasteiger-Marsili
method [84].
There are force fields (AMBER) which contain separate potential terms which are intended
to represent the effect of the so-called hydrogen bonds. The term hydrogen bond7 denotes weak
attractive forces between hydrogen atoms which are bonded to highly electronegative atoms chlo-
rine (Cl), oxygen (O), fluorine (F), or nitrogen (N) and a second of these strongly electronegative
atoms. It has to be pointed out that there is no physical/theoretical reason for which hydrogens
should be treated separately, since they are completely contained in the partial charge model of
electrostatic interactions.
In case of the physisorption of a polar molecule on a conductive substrate, like a metal, there
is an additional attractive force V MSCoulomb which stems from the interactions between the electrons
of the molecules and the free electrons of the substrate. This attractive force can be modelled by a
Coulomb potential acting between the partial charges of the molecules and the respective mirror
charges [Fig. 3.4, Eq. (3.20)]. It has to be pointed out that not only each partial charge interacts
7Hydrogen bonds account for many of the special physical properties of water, such as the high boiling point and
the high dielectric constant.
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Fig. 3.4: Scheme of a hypothetical two-atomic polar molecule, positioned above a conductive surface. The interac-
tions between partial charges and free metal electrons can be modelled as Coulomb interactions between the partial
charges and the respective mirror charges.
with its ”own” mirror charge (first term), but with all the images of the other partial charges, too
(second term).
V MSCoulomb =
1
4π
n∑
i=1
[
−qi2
2 |zi − zM | +
n∑
j>i
−qiqj√
(xj − xi)2 + (yj + yi)2 + (zi + zj − 2zM)2
]
(3.20)
In Eq. (3.20), xi, yi denote the two-dimensional coordinates of the ith atom in a plane, parallel to
the substrate surface, zi is the z-coordinate of that atom, and zM designates the z-coordinate of the
mirror plane.
3.5 GRID technique with atom-atom potentials - putting
it all together
The discussion of the problems of the layer potential calculations which were highlighted in the
Sections 3.1 and 3.2 lead to the conclusion that the Atom-Atom Approximation method currently
represents the only realistic approach to perform the nonbonded interaction potential calculation
for large molecular domains on weakly interacting crystalline substrates. In the previous Sections,
the possible representations of analytical atom-atom potential functions were discussed in detail,
as were the different parts of the nonbonded interactions. The grid technique which, as already
discussed in Section 2.3, is based on the idea of exploiting typical OMBE layer properties, splits
the total interface potential of the layer system into a sum of intermolecular interaction potential
Vovl and overlayer-substrate interactions Vinter [Eq. (3.21)].
Vtot = Vovl + Vinter (3.21)
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The potential terms Vovl and Vinter can be completely expressed in terms of atom-atom potentials:
Vovl =
M−1∑
k=1
M∑
l=k+1
nk∑
i=1
nl∑
j=1
Vatom−atom(rki − rlj)
=
M−1∑
k=1
M∑
l=k+1
nk∑
i=1
nl∑
j=1
(
VV dW (r
k
i − rlj) +
1
4π
qiqj∥∥rki − rlj∥∥
)
(3.22)
Vinter =
M∑
u=1
nu∑
v=1
s∑
w=1
Vatom−atom(rw − ruv)
=
M∑
u=1
[(
nu∑
v=1
s∑
w=1
VV dW (r
u
v − rw)
)
+ V MSCoulomb
]
.
In the Eqs. (3.22), M stands for the number of molecules in a domain, nk is the number of atoms
of the kth, s denotes the number of substrate atoms, and rki represents the position of the ith atom
on the kth molecule, VV dW denotes one of the van der Waals potential functions (vide supra).
However, the summation over all pairs of atoms during the calculation of the total interface
potential Vtot of a domain of molecules is a complete waste of computation time, if the conditions
for the applicability of the GRID technique as discussed in Sec. 2.3 are satisfied. By comparing
Eqs. (3.22) to Eqs. (2.9), (2.10), explicit expressions for the parameterized potential functions
ΦMM and ΦMS can be derived:
ΦMM(Rkl, ζkl, ζlk) :=
∑nk
i=1
∑nl
j=1
(
VV dW (r
k
i − rlj) + 14π qiqj‖rki −rlj‖
)
ΦMS(c
u
1 , c
u
2 , ζu) :=
∑nu
v=1
∑s
w=1 VV dW (r
u
v − rw) + V MSCoulomb.
(3.23)
With the values of ΦMM and ΦMS being tabulated in grid files for a given molecule substrate
combination beforehand, the total interface potential Vtot can then be quickly calculated:
Vtot = Vovl + Vinter
Vtot =
∑M−1
k=1
∑M
l=k+1 ΦMM(Rkl, ζkl, ζlk) +
∑M
u=1 ΦMS(c
u
1 , c
u
2 , ζu).
(3.24)
The saved computation time achieved by the precalculation of the ΦMM and ΦMS values can
be approximated by comparing Eqs. (3.22) and (3.24): Since we deal with a single molecular
species with N atoms, the calculation of the total interface potential for a molecular domain via
Eq. 3.24 requires N×N + N×s less function calls. The large aromatic molecules which are
investigated in the present work consist of > 30 atoms, and an adequate model substrate consist
of several thousand atoms. If the mesh size of the grid files, i.e. the parameter step width, is
chosen sufficiently fine, such that the accuracy which can be achieved by force field calculations
is fully exploited, then an equally accurate domain potential value is computed at least 105 times
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faster by application of the GRID technique than by the standard approach (which is to evaluate
the full expression in Eq. (3.22) on demand).

4 Characterization methods and
experimental details
4.1 Scanning Tunneling Microscopy
4.1.1 Setup and principle
The Scanning Tunneling Microscopy (STM), developed by Binning and Rohrer [85] in 1981, was
the first of the so-called Scanning Probe Microscopy (SPM) techniques. The STM has developed
into one of the most important tools for scientist in the field of nanotechnology and surface science.
The lateral image resolution which can be achieved by the STM is still unrivalled among the SPM
techniques.
Figure 4.1 shows the schematic setup of a STM device. A voltage VT is applied between the
sample and a very sharp metallic tip. This STM tip is attached to a piezoelectric tube which is
incrementally lowered towards the sample surface until the tunneling current1 reaches a preset
value. The lateral position of the piezoelectric tube is commanded by the STM control unit via
appropriate values of the voltages V PX , V PY , while the vertical position of the tube (and therefore
tip) is controlled with another voltage V PZ . If several simplifications (semi-spherical tip curva-
ture, low tunneling voltage, Wentzel-Kramers-Brillouin (WKB) approximation) are applied to the
Schro¨dinger equation of an electron tunneling from a STM tip into the sample [86, 87], a relatively
simple expression for the tunneling current IT can be derived:
IT (VT , d) ∝
∫ eVT
0
ns(E)nt(E − eVT )T (E, VT , d)dE (4.1)
T (E, VT , d) = e
−2d
√
2m
2
(
Φ+
eVT
2
−E
)
. (4.2)
In Eqs. (4.1) and (4.2), VT is the applied tunneling voltage, d is the tip-sample separation, ns and
nf denote the Local Density of States (LDOS) functions of the sample and the tip, respectively,
1The tunneling current is the result of the quantum mechanical tunneling process and does not require the tip to
be in contact with the surface.
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Fig. 4.1: Schematic setup of a Scanning Tunneling Microscope.
while T (E, VT , d) is the tunneling transmission coefficient, i.e., a measure for the tunneling prob-
ability. The energy E is the difference between the total energy of the tunneling electron and that
component of the electron energy which is parallel to the tunnel junction interface (the sample
surface), measured relative to the Fermi energy of the sample. An important property of the tun-
neling process which is apparent from Eq. (4.2) is the fact that the tunneling probability T , and
thus the tunneling current IT , increase exponentially with decreasing STM tip sample separation
d. Therefore, the STM technique is very sensitive to the sample surface corrugation.
Theoretically, one can distinguish between two different modes of operation for the STM. If
operated in the constant current mode, a feedback controller (contained in the STM control unit
depicted in Fig 4.1) controls the vertical position of the piezoelectric tube by tuning the voltage V PZ
such that the tunneling current IT remains constant while the sample surface is scanned. A STM
image which results from scanning in the constant current mode is often called height image. With
the feedback controller switched off, the STM works in the constant height mode. The absolute
position of the tip is fixed but the relative height of the tip over the sample surface, i.e, the tip-
sample separation d, changes with the topography and the LDOS of the sample at the tip position.
A STM image obtained in that mode is often called current image. In reality, the feedback loop
is always kept active and the STM device records the piezo z-voltage and the tunneling current in
two separate data channels. The degree of feedback control then determines in which way or by
what amount information about the sample surface is shifted from one channel to the other.
For the STM investigations described in the present work, tungsten or platinum-iridium STM
tips were produced by electrochemical etching. STM tips from 0.25 mm tungsten wire were etched
in aqueous 0.3 M NaOH solution by application of 10 V AC voltage. The PtIr tips were etched
from PtIr wire of 0.25 mm diameter in saturated aqueous CaCl2 solution by application of 30 V
AC voltage.
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4.1.2 STM at layers of organic molecules
Imaging organic molecules with the STM requires the molecules to be immobilized on the surface
of a conductive substrate. The immobilization is achieved either by appropriate cooling of the
sample or by choosing a molecular species with a binding energy to the substrate surface which
is sufficiently large to prevent thermal motion and diffusion. The formation of domains of closely
packed and hence immobile molecules represents another option.
Molecules which are embedded in a highly ordered, close-packed molecular layer, as prepared
by the OMBE technique, appear in form of a periodic modulation of the STM image contrast. Two
different pictures of the tunneling mechanism are usually held responsible for the fact that organic
molecules can be imaged with the STM at all:
• Direct tunneling into substrate states which are disturbed by the presence of the molecules,
or into hybridized states (which, for example, occur in the case of adsorption of mole-
cules on metal surfaces) without further contribution of the molecules to the tunneling cur-
rent [88].
• Resonant tunneling via one of the molecular front orbitals in case that the energetic level of
e.g. the molecule’s Lowest Unoccupied Molecular Orbital (LUMO) or Highest Occupied
Molecular Orbital (HOMO) is close to/in resonance with the electrochemical potential of the
tip. The fact that organic molecules can still be imaged in a broad tunneling voltage range,
despite LUMO and HOMO level separations of typically several eV , can be explained by
broadening of these molecular orbitals [89, 90].
However, it has to be pointed out that these two pictures describe simplified scenarios. A complete
understanding of the observed STM image contrast would require knowledge about the exact
electronic structure of the tip-molecule-surface complex.
Some molecules appear with intramolecular details in the STM images, i.e., several maxima
of the tunneling current within the area of a single molecule are apparent. The analysis of an
intramolecular tunneling contrast sometimes provides information about the mutual orientation of
the molecules in the layer. If a highly ordered molecular layer is grown on top of a crystalline
substrate and both the molecules and the substrate contribute to the tunneling current in a signif-
icant manner, then a Moire´ pattern might be additionally visible in the respective STM images.
Such a modulation in the tunneling contrast can be explained by the superposition of the LDOS
distributions of the molecular layer and the substrate. A Moire´ pattern is highly sensitive to the
mutual orientation of the molecular- and the substrate lattice. Therefore, highly accurate lattice
constants can be obtained if a quantitative analysis of the Moire´ pattern is possible [26, 34]. The
Moire´ pattern which occurs in the case of the molecular layers on the reconstructed2 Au(111)
2Some metal single crystals exhibit a rearrangement of the atoms in the topmost layer upon the preparation in
UHV. This effect is called reconstruction.
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crystal surface represents a superposition of the slightly mismatched surface layer lattice and the
subjacent bulk layer lattice, rather than a superposition of the molecular lattice and the substrate
lattice.
4.1.3 STM image correction
STM images are usually distorted for several reasons:
1. The piezo crystal ages and an anisotropy of the crystal axes can develop.
2. The scanner axes (x,y,z) are not perfectly orthogonal.
3. The piezo scanner is subject to mechanical creep and thermal drift.
The first two items in this list can be corrected by a calibration of the STM scanner. For a cal-
ibration, STM images of standard crystal surfaces are recorded with atomic resolution and the
lattice constant which result from measurements in the respective STM image are compared to
data from literature. It is quite difficult to obtain a satisfactory scanner calibration. One problem
is that the image distortion induced by the first two problems is superimposed by thermal drift or
creep. Therefore, this calibration method requires the absence of drift and creep which can only be
ensured by sufficiently high scanning speeds. Furthermore, an atomic resolution of an inorganic
single crystal substrate is achieved with a STM image scan size which is much smaller than the
scan size one would typically chose for a STM image of a molecular layer. Unfortunately, the
image distortion introduced by anisotropy and non-orthogonality of the scanner axes appears to
depend on the size of the scanned sample area and the selected scanning speed for the scanner of
the OMICRON STM/AFM.
In order to circumvent this ”cat bites its tail”-situation, another method for obtaining distortion-
free STM images was chosen. Since the unit mesh dimensions can be measured with higher ac-
curacy in Low Energy Electron Diffraction (LEED) images (see Section 4.2), most of the STM
images shown herein were scaled using LEED data obtained from the same sample. This can be
done whenever a crystalline phase of the molecular adsorbate layer that is visible in a STM im-
age can be unequivocally correlated with a diffraction pattern (see next Section) in the respective
LEED image. A 2 × 2 STM image scaling matrix can then be calculated by comparing the unit
mesh dimensions (b1,b2) as measured in the LEED image to those calculated from measurements
in the STM image (b′1,b
′
2). The scaling matrix M , which describes the linear transformation
(b1,b2)
T = M ·(b′1,b′2)T between distorted STM image space and the scaled (corrected) image
space, can be decomposed into the basic image transformation operations: (i) rotation R by the
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angle θ, (ii) sheering S, parallel to the x-axis by the angle φ, and (iii) horizontal (kH) and vertical
(kV ) compression/stretching C:[
M11 M12
M21 M22
]
= R·C·S·(R−1) =
[
cos θ − sin θ
sin θ cos θ
]
·
[
1 − tanφ
0 1
]
·
[
kH 0
0 kV
]
. (4.3)
The correction parameters θ, φ, kH , kV in Eq. (4.3) can then be applied to the distorted STM image
using standard image processing software. With the typical measurement error of lattice data
obtained from LEED images being ∼ 2%, the STM images which were scaled by this procedure
can be expected to be just as or somewhat less accurate3.
3Less accurate, because the scaling procedure itself requires a measurement of lengths and angles in the distorted
STM images.
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4.2 Low Energy Electron Diffraction
4.2.1 Principle of LEED
In 1924, L. de Broglie postulated the famous equation λ = h/mv that assigns a wavelength of 1 A˚
to electrons of 100 eV. Therefore, interference phenomena can be expected, if electrons are scat-
tered at structures which exhibit a periodicity in the order of magnitude of this wavelength. The
penetration depth of electrons in condensed matter is small compared to that of X-rays, which is
the reason for the applicability of LEED for the investigation of crystalline surfaces. In Figure 4.2,
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Fig. 4.2: Scheme of a display-type LEED system [91].
the schematic setup of a LEED-system is depicted. A typical LEED system consists of three basic
components:
1. An electron gun with a heatable filament and a system of lenses to focus the beam onto the
sample.
2. A hemispherical fluorescent screen onto which the electrons are accelerated by application
of a high voltage. This procedure is required in order to produce bright, visible spots where
the electrons impinge on the screen.
3. At least three concentrical grids. Two of them are necessary to filter out inelastically scat-
tered electrons (called Suppressor); another grid is used to increase the kinetic energy of the
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backscattered electrons. If the LEED system shall be capable of recording Auger Electron
Spectroscopy (AES) spectra, a fourth grid is required4.
Usually, a LEED system is additionally covered by a µ-metal foil to cancel external magnetic
fields. Considering the low electron energies, even small magnetic fields would disturb the elec-
tron paths significantly, thus rendering accurate measurements in LEED images impossible.
The electrons in the primary beam are (nearly) monochromatic and the respective de Broglie-
waves are plane. Since the elastically scattered electrons are of main interest for the LEED
method, it is advantageous to discuss the scattering process in reciprocal space. The relation
between real space lattice {ai} and reciprocal lattice {ai} is defined by Eq. (4.4).
aia

j = δij (4.4)
The Ewald construction as depicted in Fig. 4.3 is useful for the determination the directions of
elastically backscattered waves. The Ewald construction is based on the Laue condition Eq. (4.5)
which requires the difference of the momentum vectors of the primary electron beam k0 and that
of the diffracted electron k to be a reciprocal lattice vector, i.e., the linear coefficients (h, k, l) in
Eq. (4.5) have to be integers.
k− k0 = g = ha1 + ka2 + la3 (4.5)
The radius of the Ewald sphere corresponds to the momentum k0 of the primary electrons which
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Fig. 4.3: The relationship between Ewald construction (reciprocal space) and the diffraction pattern on the LEED
screen (real space) is illustrated. For simplification, an only one-dimensional reciprocal lattice is shown.
impinge the sample. The limited penetration depth of the electrons into the sample is responsible
4During an AES measurement, a small modulation voltage is applied to the retarding voltage (suppressor) and the
screen serves as collector, hence a fourth, grounded grid between the two of them is needed.
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for the formation of so-called reciprocal lattice rods in the reciprocal space, instead of a truly
three-dimensional reciprocal lattice. The only weakly probed, i.e. ”missing”, real space period-
icity perpendicular to the sample surface corresponds to a3 = 0 in reciprocal space which is the
mathematical reason for the formation of lattice rods. Therefore, the Laue condition in Eq. (4.5) is
satisfied for any value of l in case of a strictly two-dimensional crystal. The primary electrons are
elastically backscattered with momentum vectors k that are determined by the intersections of the
reciprocal lattice rods with the Ewald sphere. The reciprocal lattice rods and the corresponding
diffraction beams are labelled (hk) in Fig. 4.3, according to the respective Laue coefficients h, k
in Eq. (4.5). The backscattered electrons then impinge on the hemispherical LEED fluorescent
screen, thereby producing a bright spot, called diffraction spot or short reflex. In order to obtain
an undistorted projection of the two-dimensional reciprocal lattice of the sample surface on the
screen, the LEED screen exhibits a hemispherical shape and the sample is positioned in the center
(see Fig. 4.3).
4.2.2 Analysis of LEED images
As depicted in Fig. 4.3, LEED images are recorded by a Charge-Coupled Device (CCD) camera
which is attached to the LEED system flange in the current experimental setup (described in detail
in Sec. 4.3). Before accurate measurements in LEED images as obtained by the CCD camera were
possible, the image distortion introduced by the cameras lens system had to be compensated. This
was achieved by recording LEED images of a bare (7 × 7)-reconstructed Si(111) surface. This
surface is particularly suitable for that purpose because it exhibits a high number of diffraction
spots. By evaluation of the radial positions of the diffraction spots, the distortion function of the
lens system was determined [92, 93] for the present LEED system5.
The OMICRON LEED system which was used for all LEED investigations described herein
suffers from another problem: the primary beam voltage as displayed by the device is not cor-
rect, particularly for low voltages. The same problem was also reported by Gu¨nther [94]. He
assumes a constant error in the beam voltage caused by different work functions of the emitting
filament and the grids. This constant voltage error was determined for our LEED system by trac-
ing the positions of a selected spot in a diffraction pattern for a high number of different voltages.
The functional relationship between radial spot position6 rspot and beam voltage V should be
rspot(V ) = C/
√
V (with C being a constant number during the variation of the beam voltage).
The constant voltage error ∆V = 1.3 ± 0.1V was then determined by fitting the experimentally
determined spot positions rspot(V ) to the function rspot(V ) = C/
√
V + ∆V [93]. This constant
5The voltage display error discussed below was considered irrelevant for the Si(111) LEED images as they were
recorded using a high primary beam voltage.
6The term radial spot position denotes the distance of a diffraction spot from the LEED screen center.
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Fig. 4.4: Hypothetical LEED image of a hexagonal, commensurate (
√
27 × √27)R30◦ overlayer lattice {b1,b2}
on a hexagonal substrate {a1,a2}. For the calculation of the overlayer lattice constants, the radial diffraction spot
positions rb1,2 , ra1,2 as well as the lattice angles γb, γa have to be measured. The present case is the ideal one where
one can measure both the substrate and adsorbate diffraction spots simultaneously.
voltage error ∆V was added to the displayed primary beam voltage for all calculations of lattice
constants from experimentally obtained LEED images.
In the following, the calculation of the overlayer lattice constants from LEED images is dis-
cussed (with the aforementioned corrections already applied). Usually, the thickness of an OMBE
layer is below the penetration depth of the electrons at adequate primary electron energies. There-
fore, if the molecular overlayer is crystalline, i.e., exhibits a lattice {b1,b2}, it might be possible
to obtain diffraction patterns which contain diffraction spots from the molecular layer as well as
diffraction spots which stem from the substrate lattice {a1, a2} (like in the example depicted in
Fig. 4.4). In that case, the lattice constant of the organic overlayer can be calculated from the
known lattice constant of the substrate surface by evaluating the ratio of the radial spot positions
[Eq. (4.6) with Vb = Va]. However, the lattice constants of an organic overlayer are usually much
larger than those of the substrate which means that the respective primary electron energies which
produce suitable diffraction patterns differ significantly. Therefore, two LEED images have to be
recorded during each LEED measurement on OMBE layers: one with a suitable diffraction pat-
tern of the molecular layer at a primary voltage Vb, and another one showing the diffraction spots
of the substrate at a higher primary beam energy Va. In order to determine the overlayer lattice
constants, the radial spot positions rb1,2 , i.e., the distances of the (01) and (10) overlayer diffrac-
tion spots from the screen center are measured in a LEED image recorded at the primary beam
voltage of Vb. Analogously, the quantities ra1,2 of the substrate diffraction pattern are measured
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in a LEED image, obtained at a primary beam voltage of Va. The ratio between the respective
reciprocal lattice constants can then be calculated by:
‖bi ‖
‖aj‖
=
rbi
raj
√
Vb
Va
. (4.6)
By consideration of Eq. (4.4), Eq. (4.6) can be modified to yield the actually desired quantity,
which are the overlayer lattice constants ‖bi‖:
‖bi‖ = ‖aj‖
∣∣∣∣sin(γa)sin(γb)
∣∣∣∣ rajrbi
√
Va
Vb
. (4.7)
The angles γb and γa in Eq. (4.7) denote the lattice angles of the overlayer lattice and the sub-
strate lattice, as measured in the respective LEED images (see Fig. 4.4). The experimental error of
overlayer lattice constants is calculated analytically from Eq. (4.7). The relative error with which
lattice constants of organic overlayer are measured (subjective error) is typically ∼ 2%. However,
our LEED optic exhibits a small anisotropic image distortion which is not covered by the correc-
tion procedures. A remaining systematic error of ∼ 2% is assumed for measurements in LEED
images.
4.2.3 Kinematic LEED theory
The kinematic approximation represents an attempt to model the different diffraction spot intensi-
ties which occur in the observed diffraction patterns. Within the framework of the kinematic ap-
proximation, the electrons are treated as monochromatic plane waves which are scattered strictly
elastically. Furthermore, only single scattering processes are considered. A crystalline sample
surface can be modelled by an ideal two-dimensional lattice, composed of M1 ×M2 single scat-
terers with coordinates r = n1b1 + n2b2, 1 ≤ n1 ≤ M1, 1 ≤ n2 ≤ M2. The intensity of the
backscattered plane wave ψ can then be expressed as
ψ ∝ F ·∑M1n1=1 ein1b1(k−k0)∑M2n2=1 ein2b2(k−k0) ∝ F ·G (4.8)
The product of the two sums in Eq. (4.8) is usually referred to as lattice factor G. The lattice
factor is determined by the point lattice {b1,b2} and the angle of the diffracted beam (in form of
the k − k0 term) exclusively. All information about the actual unit cell structure is contained in
the so-called kinematic structure factor F. The factor F can be be calculated by Eq. (4.9), if one
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assumes that the incident electron ”wave” is scattered once at all atoms (atom index j = 1. . .s) in
the unit cell of the sample surface.
F =
s∑
j=1
fje
i(k−k0)rj (4.9)
In Eq. (4.9), fj denotes the atomic scattering constant while the vector rj refers to the position
of the jth atom within the unit cell. The intensity |ψ|2 of the backscattered electrons with the
momentum vector k is then proportional to |F |2 · |G|2.
It has to be pointed out that the applicability of the kinematic approximation to organic molec-
ular layers is limited. The scattering of the incident electrons at the electron density cloud around
a molecule is not adequately modelled by partitioning the molecule into single atomic scatterers
like in Eq. (4.9). Furthermore, the kinematic approximation is based on the assumption that the
incident radiation only weakly interacts with matter in a strictly elastically manner, an assump-
tion which is met in the case of X-rays or fast electrons, but which is not really compatible with
the LEED scenario. The so-called dynamic LEED theory considers inelastic scattering processes,
multiple scattering processes, and other secondary excitation effects, but is up to now not feasible
for complicated scatterers such as organic molecules.
Still, diffraction spot intensities which are calculated on the basis of the kinematic approxi-
mation can be expected to reflect certain properties of LEED images, e.g. diffraction spots that
are weakened or extinct due to a certain arrangement of the molecules within the unit cell [91].
A software [95] was implemented and continuously developed during the last few years which is
capable of calculating LEED images by the kinematic LEED theory as well as purely geometric
LEED theory7. This software was used to support the interpretation of the experimentally obtained
LEED images.
7The geometric LEED theory is more or less equivalent to the evaluation of the lattice factor G.
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4.3 Ultra High Vacuum chamber
The home-made UHV system (photograph in Fig. 4.5, vacuum layout in Fig. 4.6) has been used to
prepare and investigate samples of organic molecular thin films on single crystal substrates. This
system consists of four independently pumped chambers connected via a linear feed-through.
Samples or STM tips can be transferred in or out of the main chamber using a load-lock.
Fig. 4.5: Photograph of the UHV/OMBE chamber. The main chamber can be seen in the center of the picture. The
small chamber to the left of the main chamber is the load-lock while at the right border of the picture, the STM
chamber is partly visible. The three chambers are interconnected via a transfer rod.
The main chamber (labelled MBE-chamber in Fig. 4.6) is equipped with the following compo-
nents:
• Manipulator with five degrees of freedom (x,y,z,ϕ, ϑ)
• Quadrupole mass spectrometer (TRANSPECTOR, LEYBOLD-INFICON) 1-100 amu
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• Quartz crystal balance (XTC/2, LEYBOLD-INIFCON)
• Effusion cells for the evaporation of organic molecular compounds
• Sputter ion source (ISE 10, OMICRON) feed by an argon gas bootle
• 4-grid LEED optics (SPECTALEED, OMICRON) which also capable of producing AES
spectra. Attached to the LEED flange is a CCD camera which records images of the LEED
screen.
Fig. 4.6: Scheme of the vacuum layout of the UHV chamber.
The manipulator is used for positioning of the sample for sputter treatment, LEED investigation, or
OMBE deposition, respectively. Furthermore, the sample holder which is fitted to the manipulator
contains a tungsten filament by which the sample can be heated, either with radiative heating
only or additional high voltage electron bombardment. The sample temperature is probed by a
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thermocouple which, however, is not directly attached to the sample, but is attached to the sample
holder instead. Since it is not in direct contact with the sample, it does not provide accurate values
of the sample temperature. Therefore, the thermocouple was calibrated using a pyrometer for
comparative temperature measurements, while a silicon sample was gradually heated. The third
chamber (labelled STM-chamber in Fig. 4.6) contains a combined STM/Atomic Force Microscope
(AFM) (OMICRON) by which the STM images presented here were obtained. This chamber has
also a sample storage for up to sixteen samples. The latter is especially useful if other parts of
the UHV system have to be vented. Provided that the STM chamber can be kept within UHV
conditions, this can prevent exposure of the single crystals to air.
4.4 Substrates for Organic Molecular Beam Epitaxy
The OMBE technique requires a substrate which is atomically flat and exhibits extended crys-
talline domains. Organic molecules can form highly ordered layers on a variety of inorganic
substrates such as metals (e.g. Au, Ag, Pt, Cu), semi-metals (graphite, Highly Oriented Pyrolytic
Graphite (HOPG)), alkali halides (e.g. NaCl, KBr), or semiconductors (like Si, Ge, MoS2). For
the present work, graphite and Au(111) were chosen as substrate, i.e., substrates which are known
to only weakly interact with organic molecules. Thus, the nonbonded interactions between the
molecules and the substrate dominating the layer growth.
4.4.1 Graphite and HOPG
The graphite(0001) surface exhibits a hexagonal unit mesh with two carbon atoms (Fig. 4.7).
The ABA stacking of the graphite(0001) planes in the hexagonal close-packed (hcp) bulk crystal
(a=2.4612 A˚, c=6.7079 A˚) leads to two inequivalent carbon atoms in the (0001) unit mesh: the
Calpha (black circles in Fig. 4.7) atom is placed exactly below/above other carbon atoms in the
adjacent bulk planes while the Cbeta (gray circles in Fig. 4.7) carbon atom is placed above/below
the center of the ”benzene” rings in the neighboring (0001) planes. The difference in the electronic
states of Calpha and Cbeta also manifests itself in the fact that only the Calpha atoms are visible in
STM images. Graphite exists in form of natural single crystals but also as synthetically fabricated
HOPG. The synthetic form of graphite exhibits crystalline domains which, however, lack a distinct
azimuthal orientation with respect to each other. Therefore, a HOPG substrate is not suitable
for LEED experiments8. The graphite(0001) surface is easily prepared by cleaving in air and
immediate transfer to the UHV chamber.
8It would produce rings instead of isolated spots in the diffraction pattern.
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Fig. 4.7: Crystal structure of graphite.
4.4.2 Au(111) single crystals
For the present work, two Au(111) single crystals with a cutting angle accuracy of ±0.1◦ were
available. Like the graphite(0001) plane, the Au(111) plane exhibits a hexagonal unit mesh, with
an in-plane lattice constant of 2.884 A˚. Gold crystallizes in form of a face-centered cubic (fcc)
Bravais lattice (4.08 A˚ bulk lattice constant), in which the (111) planes are stacked ABCABC.
Unlike the graphite substrate, a clean Au(111) surface cannot be prepared in ambient conditions.
Instead, the gold single crystal has to undergo a preparation procedure in UHV conditions.
Preparation
The most common approach to clean metal substrate surfaces applies repeated cycles of noble gas
ion bombardment (sputtering) and subsequent annealing of the sample. The ion bombardment
can, depending on the ion energy used, remove contaminants on the substrate surface very effec-
tively, but at the same time it destroys the crystalline structure of several layers of the substrate.
Therefore, subsequent annealing is used to allow a recrystallization of these topmost substrate
layers. The annealing process, however, can lead to a migration of bulk impurities towards the
surface, thus producing new contaminants. For that reason, usually several cycles of sputtering
and annealing have to be performed until a clean sample surface is obtained.
Typical sets of parameters for the ion energy and the annealing temperature which have been
used to prepare Au single crystals can be found in Refs. [96–98]. For the preparation of our Au
single crystals, the following parameters were used:
1. Sputtering with Ar+ ions (600 eV) at 295 K for 30 min, perpendicular to the substrate surface
2. Annealing at 790 K for 30 min
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These cycles were repeated until the surface was satisfactory (reconstructed atomically flat ter-
races >100×100 nm). If a crystal had been exposed to ambient air conditions before, or was
prepared for the first time, a different procedure was applied:
1. Sputtering with Ar+ ions (2 kV) at 295 K at an angle of incidence of ∼ 30◦ for 2 h
2. Perpendicular sputtering with Ar+ ions (2 kV) at 295 K for 2 h
3. Annealing at 970 K for 2 h
4. Application of at least one standard cycle, as described above
The progress which is made during the preparation can be monitored with LEED, STM or AES.
The Figure 4.8 shows LEED images obtained from a bare Au(111) single crystal, after several
preparation cycles. The low background scattering intensity in Fig. 4.8(a) is an indication for
large, defect-free surface areas, because a large quantity of lattice faults or single scatterers would
shift intensity from the hexagonal diffraction pattern of the Au(111) bulk lattice to a (usually
Gaussian) background profile [91].
The Au(111) surface reconstruction
Like the metal or semi-conductor surfaces (e.g. Ir(100), Pt(100), Pt(111), Si(111)), the surface of
the Au(111) single crystal exhibits a surface reconstruction upon annealing in UHV conditions.
The formation of the surface reconstruction is, however, prevented if a significant amount of sur-
face impurities is adsorbed on the surface. Therefore, the existence of the surface reconstruction
as well as the observation of sharp spots in LEED images are indications for a well-prepared
substrate surface.
Diffraction spots of the Au(111) surface reconstruction can also be seen in LEED images
(Fig. 4.8(b)). The primary (00)-reflex was tilted off the screen center in order to obtain this LEED
image (the (00)-reflex is usually hidden by the shadow of the electron gun). The six diffraction
spots which can be seen around the large primary diffraction spot originate from multiple scat-
tering between the Au(111) bulk lattice and the lattice of the reconstructed surface. Figure 4.10
shows a STM image of the bare reconstructed Au(111) surface. A zigzag pattern is visible (or-
ange) which corresponds to a sequence of rotational domains of the Au(111) surface reconstruc-
tion. This behavior can be understood if one interprets the topmost reconstructed surface layer as
an overlayer structure itself. Due to the hexagonal symmetry of the subjacent Au(111) bulk plane,
there are three possible reconstruction domain angles which are equivalent by rotational symmetry
(by 120◦).
From diffraction experiments [99–101] as well as STM measurements [97] it is known that
the Au(111) surface reconstruction exhibits a large (22 × √3) unit cell. The microscopic lattice
structure, i.e. the arrangement of the atoms within the (22 ×√3) unit cell, is approximately that
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(a) The hexagonal LEED spot pattern of the Au(111)
bulk lattice can be seen (beam voltage V0 = 175 eV ).
(b) LEED image with the specular (00)-spot tilted off
the screen center. Around the primary spot, six hexag-
onally arranged spots are visible which stem from the
Au(111) surface reconstruction. (beam voltage V0 =
31 eV ).
Fig. 4.8: Leed images of a Au(111) single crystal after several cycles of sputtering and annealing.
of a hexagonal lattice which is uniaxially compressed along [1¯10]Au(111) direction by∼ 4.5%. The
next neighbor distance of gold atoms along the [1¯10]Au(111) direction decreases from 2.884 A˚ (bulk
value) to 2.758 A˚ due to the compression. In Fig. 4.9, the arrangement of the gold atoms in the
(22×√3) unit cell is schematically depicted. The orange dots are the gold atoms in the first bulk
layer, the black dots represent the gold atoms in the reconstructed top layer, and the compressed
hexagonal unit cell is drawn in blue. The compression forces the atoms in the reconstructed
surface layer to occupy three different stacking sites. Regions which exhibit fcc and hcp9 type
stacking are separated by regions where the gold atoms in the first layer occupy bridging sites.
These different stacking regimes alternate along the [1¯10]Au(111) direction, thereby producing the
bright-dark tunneling contrast in the STM images of the reconstructed Au(111) surface (Fig. 4.10).
It has to be pointed out that the uniaxial compression of the top layer is an approximation for the
actually more complicated structure10 of the Au(111) surface reconstruction [101, 102].
9Please note that fcc and hcp type stacking cannot be distinguished in the sketch Fig. 4.9 because the second bulk
layer is not shown there.
10The compression is not exactly uniform and the different stacking regions are separated by a soliton wall structure.
Furthermore, the gold atoms in the reconstructed top layer exhibit a slight vertical corrugation [97].
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Fig. 4.9: Schematic arrangement of gold atoms in the (22×√3) unit cell of the Au(111) surface reconstruction. The
orange dots are the gold atoms in the first bulk layer, the black dots represent the gold atoms in the reconstructed top
layer. The lattice in the top layer is approximately that of a hexagonal lattice (blue unit cell) which is compressed by
∼ 4.5% along the [1¯10]Au(111) direction.
Fig. 4.10: STM image of the reconstructed Au(111) surface [VT =0.7 V, IT =0.2 nA]. The visible zigzag pattern (orange
lines) is formed by a sequence of reconstruction domains. These domains are equivalent by the rotational symmetry
of the hexagonal Au(111) lattice in the subjacent bulk layer.
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4.5 Evaporation of organic molecules
Home-made Knudsen-like effusion cell were used for the evaporation of the organic compounds.
These effusion cells are made from boron-nitride, an advanced synthetic ceramic which is partic-
ularly suitable as effusion cell material since it can resist temperatures up to 2000◦C under low
pressure (vacuum) conditions. At the same time, it exhibits a very high thermal conductivity.
In the present effusion cell geometry, up to six different organic molecular compounds can be
evaporated. The
Although the main chamber is equipped with a quartz crystal balance, it could not be used for
the determination of layer thicknesses directly because it usually suffered from significant ther-
mal drift as soon as the effusion cells were opened. This was particularly problematic during the
deposition of ultrathin OMBE layers11. The deposition rates were usually calibrated by optical
measurements for the different molecular species. For that purpose, a mica sample with a defined
area is exposed to the molecular beam for 30 min. Afterwards, the sample is taken out of the
UHV chamber and the molecules which form the molecular layer are dissolved in a defined vol-
ume of solvent (chloroform for Chloro-triisoindolo-hexaazaboranaphthalene (SubPc)/sulfuric acid
in case of Perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA)). In order to support
and speed up this process, the beaker with the sample is put in an ultrasonic bath. Subsequently,
absorption spectra are recorded ex situ and compared to data from literature enabling the cal-
culation of the nominal evaporation rate [103–105]. This optical calibration has not yet been
performed for the molecule Titanylphthalocyanine (TiOPc) (Syntec) since the respective inves-
tigation has only started recently. Instead, the evaporation rate of 0.5 ML/s at an effusion cell
temperature of 623 K was estimated on the basis of STM investigations.
However, it has to be pointed out that the reproducibility of a specified evaporation rate is also
limited by the accuracy with which the effusion cell temperature can be set during an experiment.
An increase of the evaporation temperature of only 1 K can lead to an increase in the evaporation
rate by about 20% [106].
11This is less a problem in case of thick layer samples, because the quartz sensor stabilizes during the longer
deposition time which reduces the relative layer thickness error.
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5.1 Introduction
The planar aromatic molecule Perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA)
is a red pigment dye. The structural properties of the PTCDA molecular are depicted in Fig. 5.1.
Up to now, two bulk crystal polymorphs of PTCDA are known: α-PTCDA and β-PTCDA [107–
109] (Fig. 5.2, Tab. 5.1). The growth of PTCDA was investigated on numerous crystalline sub-
strates like alkali halides [108, 110, 111], HOPG [22, 26, 27, 112–114], semiconducting sub-
strates [115–117], and a variety of metal substrates [16, 17, 30, 68, 118–129]. PTCDA repre-
sents an archetypal OMBE molecule not only for its interesting optical and electronic properties:
PTCDA easily forms well-ordered and smooth films on the majority of the substrates it is de-
posited onto, due to a rather unique property. The two polymorphs have in common that a bulk
plane exists [(102)-plane] in which the PTCDA molecules lie almost flat. Furthermore, the lat-
tice constants of the 2-dimensional unit cell of the (102)-plane (see Tab. 5.1) are very similar as
is the mutual arrangement of the two molecules in the respective unit cells (called herringbone
arrangement, Fig. 5.2).
The fact that the molecules in the (102)-plane lie almost flat with respect to that plane makes
PTCDA a very suitable candidate for growing smooth OMBE layers. The arrangement of the
molecules in a bulk-plane represents an energetically favorable alignment in terms of the inter-
molecular interaction potential Vovl. In combination with the flat geometry of the molecule, which
favors the adsorption of flat lying molecules, this leads to the growth of smooth layers which ex-
hibit a (102)-plane like unit mesh with the herringbone arrangement of two molecules on most
substrates1. By adopting the herringbone arrangement, the electrostatic interactions, which stem
from the permanent quadrupole moment of the PTCDA molecules [94], are minimized.
1On silver crystals, other PTCDA lattice structures are observed (e.g. brick-like structures with a single molecule
per unit cell), most likely due to the strong chemical interaction between PTCDA and silver (PTCDA adsorbs on the
silver surface in a covalent, non-dissociative state [16, 127, 128]).
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Fig. 5.1: (a) Chemical structure of Perylene-3,4,9,10-tetracarboxylic-3,4,9,10-dianhydride (PTCDA) and the respec-
tive van der Waals dimensions. The molecule exhibits a 2mm symmetry with two perpendicular mirror axes m1 and
m2 (dashed-dotted lines) which lie in the molecular plane. (b) Space filling model of the PTCDA molecule.
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Fig. 5.2: The crystal structure of the two polymorphs of the PTCDA bulk crystal (Left: α-polymorph, Right: β-
polymorph). Both exhibit a monoclinic crystal structure with a herringbone arrangement of two molecules in the
(102) bulk plane (gray rectangle) and similar intermolecular distances in that bulk plane.
5.2 Review of experimental results and discussion in
literature
Three (102)-like unit cells (types-I,II,III) with different lattice parameters are reported for OMBE
layers of PTCDA on graphite/HOPG substrates. The respective unit cell parameters are listed in
Tab. 5.2. The unit cell parameter names in Tab. 5.2 are chosen in correspondence with the unit
cell layout, as exemplarily sketched for the type-II unit cell in Fig. 5.3. The short axis of the
rectangular2 unit cell is denoted b1, the long axis is denoted b2. The unit cell angle is referred
to as Γ, the angles ζ1 and ζ2 describe the respective orientation of the two molecules in the unit
cell, and the angle φ = ∠(b1, [1¯21¯0]Graph) is used to define the unit cell angle/domain angle with
respect to the substrate lattice.
2Almost rectangular in case of the type-I unit cell (see accurate values from Ref. [26] in Tab. 5.2).
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Table 5.1: Lattice parameters of the monoclinic α- and β- PTCDA bulk crystal polymorphs [108, 109].
A / A˚ B / A˚ C / A˚ β symm. vol. / A˚3 (102)-plane
‖b1‖ / A˚ ‖b2‖ / A˚ Γ |b1 × b2| / A˚2
α 3.74 11.96 17.34 98.8◦ P21/c 766.5 11.96 19.91 90◦ 238.12
β 3.78 19.30 10.77 83.6◦ P21/c 780.8 19.30 12.45 90◦ 240.29
Table 5.2: Unit cell data as reported for OMBE-prepared monolayers of PTCDA on graphite in literature. The data in
the table were mainly compiled from the numbers reported in Ref. [19]. The parameter names are defined in Fig. 5.3.
Since the mutual angles of the two molecules in the type-I and type-II unit cells were not reported in Ref. [26], the
corresponding angles of the PTCDA molecules from the (102)-plane of the β-polymorph [109] are listed here.
Ref. ‖b1‖ / A˚ ‖b2‖ / A˚ Γ / deg ζ1 / deg ζ2 / deg φ / deg type
STM [26] 12.71 19.26 89.5 (52) (38) ±3.1 I
STM [26] 12.39 19.47 90.0 (52) (38) ±9.9 II
STM [22, 130] 15.2±1.6 21.6±2.2 90 49.3±1.7 35±1.7 47.0±4 III
Theory [22] 15.7 20.0 90 49.3±1.0 21.8±1.0 48.7±4.0 III
STM [27] 14.2±1.5 20.5±1.2 90 55±1.7 20±9.7?? 8.4±3 II
STM [19] 13.2±0.45 19.5±0.6 90 48.6±1.9 41.4±1.9 ±10.5±3 II
LEED [112] 12.5±0.75 19.2±0.7 90 - - -3.0±0.15 I
STM [112] 12.7 19.2 90 49.5 40.5 ±3.2 I
The unit cell dimensions of types I and II are closer to the respective values of the β-polymorph
of PTCDA than to those of the α-polymorph. Since the mutual angles of the two molecules in the
type-I and type-II unit cells are not reported in Ref. [26], the corresponding angles of the PTCDA
molecules in the β-polymorph [109], projected onto the (102)-plane, are listed in Tab. 5.2. Most
of the growth parameters reported in literature, as measured by STM [19, 27, 112] or LEED [112],
can be classified as either type-I or type-II. A much larger type-III unit cell was determined from
STM measurements by only one group [22, 131]3.
The unit cell types I and II were determined with high precision by a careful analysis of the
Moire´ patterns in STM images by Hoshino et al. [26]. This is exemplarily shown in Fig. 5.4 for
type-I. In the left part (Fig. 5.4(a)), a STM image obtained from a type-I monolayer of PTCDA on
graphite is shown. This STM image shows a distinct contrast pattern, i.e., a Moire´ pattern, which
is successfully reproduced by the simulated Moire´ pattern (Fig. 5.4(b)). This simulated pattern is
obtained from a geometrical superposition of a type-I overlayer lattice with the hexagonal graphite
surface lattice, using the epitaxy matrix C =
[
5.00 −5.32
5.00 4.02
]
as determined by Hoshino et al. for
3Unfortunately, there appears to be no reliable source for type-III values. There are numerous typographic errors
and contradictions in the data tables of Refs. [22].
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Fig. 5.3: Schematic layout of the herringbone arrangement with two PTCDA molecules in the unit cell as observed
on graphite. The short unit cell axis is denoted b1, the long axis is denoted b2; Γ is the unit cell angle; ζ1 and ζ2
describe the orientation of the two molecules in the unit cell while the orientation of the unit cell with respect to the
graphite substrate lattice is defined by the angle φ = ∠(b1, [1¯21¯0]Graph).
type-I [26]. Each dot represents an overlayer lattice point, i.e., corner molecule of the type-I unit
cell, whereas the respective brightness value scales with the distance to the closest substrate lattice
point. Hoshino et al. fine-tuned the Moire´ patterns by slightly changing the matrix elements until
a satisfactory match with the experimental contrast patterns was achieved. Since Moire´ patterns
are highly sensitive to the mutual alignment of the two superimposed lattices which form them,
Hoshino et al. were able to determine the epitaxy matrix elements with high accuracy (to at least
two decimal places). The respective epitaxy matrix for type-II is C =
[
5.46 −1.00
3.14 9.00
]
. Both,
type-I and type-II can be classified as point-on-line coincident because the respective epitaxy
matrices each contain a column of integer elements.
However, the mechanism which governs the formation of point-on-line coincident domains
is still controversially discussed in literature [19, 20]. There is the opinion that the point-on-line
coincidence model lacks a compelling physical foundation and that it is not based on energy argu-
ments [19]. In particular, it is criticized that the point-on-line coincidence concept as discussed in
Refs. [20, 21, 23, 26, 29] by means of geometrical lattice match models does not account for the
inner structure of the unit cell [19].
In order to investigate a possible energetic gain related to point-on-line coincident growth,
Potential Energy (PE) calculations for point-on-line coincident systems are required. Such cal-
5.2 Review of experimental results and discussion in literature 65
(a)
b2
b1
(b)
Fig. 5.4: (a) STM image from Ref. [26] showing a monolayer of type-I PTCDA on graphite [37×37 nm2, VT =0.3 V,
IT =0.03 nA]. The PTCDA molecules exhibit different brightness, thereby forming a Moire´ pattern. (b) Simulation
of the STM contrast modulation by simple geometrical lattice superposition (after Ref. [26]), whereas the overlayer
lattice is calculated from the point-on-line coincident epitaxy matrix C =
[
5.00 −5.32
5.00 4.02
]
. The dots represent the
corner molecules of the type-I unit cell, and the brightness of the dots scales with the distance between the respective
overlayer lattice point and the closest substrate lattice point. The resulting contrast pattern reproduces the contrast
pattern in the STM pattern very well.
culations have been previously performed for OMBE systems [20, 22, 131], especially for the
prominent point-on-line coincident system PTCDA on graphite (highly oriented pyrolytic graph-
ite). In these studies, the dependence of the layer potential of PTCDA domains on the relative
lattice angle (domain angle) was investigated by rotating a rigid molecular lattice with respect to
a rigid substrate lattice. The potential was calculated using van der Waals potential functions (see
Sec. 3.3). The term PE curve which is frequently used in the following denotes the plot of the
overlayer-substrate interaction potential Vinter of a domain versus the domain angle. In Ref. [20],
it was demonstrated that some of the minima in the calculated PE curves correspond to point-on-
line coincident orientations. Another group performed similar calculations for type-III of PTCDA
on graphite, declared incommensurate by the authors [22, 131]. The calculated preferential do-
main orientation obtained from these calculations corresponds reasonably well to the respective
experimental result.
However, these calculations and their interpretation are not free of problems. Certain inaccu-
racies and simplifications were accepted in order to reduce the large computational effort of the
PE calculations. It will be demonstrated later that some of the simplifications occasionally lead to
false or missing minima as well as unphysical maxima in the PE curves, and even partly negate the
important advantage that PE calculations have over geometrical lattice match models (which is the
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consideration of the structure of both the molecules and the substrate). The number of molecules
in a domain which were considered in these PE calculations ranged from 200. . .400.
With the speed gain by application of the GRID technique (Sec. 2.3), the potential energy of
domains compromising well over 1000 molecules can be calculated, while the procedure by which
the PE curves are calculated can be much more accurate at the same time, thus circumventing
the aforementioned problems. Therefore, the energetic properties of the unit cell types-I..III of
PTCDA on graphite, including the allegedly incommensurate type-III, are investigated by means
of PE calculations in combination with the GRID technique. The calculation results are presented
in the following Sections.
5.3 Potential energy calculations for PTCDA on
graphite
5.3.1 Creation of the grid file for the PTCDA-graphite interaction
potential
In order to address the question whether the point-on-line coincidence represents an energetically
favorable type of epitaxy, it is sufficient to consider the overlayer-substrate interaction potential
Vinter, because epitaxial configurations correspond to minima in the Vinter potential45 [132, 133].
A grid file for the ΦMS potential function [by which the Vinter potential of a domain can be
calculated via Eq. (3.24)] was calculated using a Lennard-Jones potential function. The van der
Waals parameters were taken from the OPLS force field [71].
The electrostatic interactions between PTCDA molecules and the graphite substrate6 were
modelled by partial charges according to Eq. (3.20). A static dielectric constant r = 3 was used,
which corresponds to the spatially averaged dielectric constant of the PTCDA bulk crystal [19]. It
has to be pointed out, though, that the use of this value represents a rough approximation since the
dielectric tensor of the PTCDA crystal is highly anisotropic. Still, the inclusion of the electrostatic
interaction potential in the calculation of the ΦMS potential functions turned out to have no influ-
ence on the calculated optimal domain orientation (which is an expected result as the electrostatic
interactions are not site-specific in the present model).
Judging from the tunneling contrast of the molecules in STM images of PTCDA layers on
graphite [26, 112], it can be excluded that the molecules are significantly tilted with respect to
the substrate surface plane. Therefore, it is assumed that the PTCDA molecules are lying flat on
the substrate surface. The data for the internal structure of the PTCDA molecule were provided
4under the assumptions introduced in Section 2.3.
5see a later discussion on that issue in Sec. 6.2.1.
6taking the fact into account that graphite is semi-metallic.
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by Forrest [134]. The model substrate was a circular cutout of a graphite(0001) crystal with a
diameter of 60 A˚, consisting of 2741 atoms in two adjacent layers (separated by 3.4 A˚).
The grid file describing the interactions between a flat-lying PTCDA molecule and the graph-
ite substrate was recorded by translating and rotating a single molecule on the model substrate,
according to following procedure: By rotation, the azimuthal angle ζ of the molecule was varied
within the range 0 . . . 180◦ in steps of 1◦. Note, that the azimuthal angle did not have to be varied
within the range 0 . . . 360◦ due to the 2mm symmetry of the PTCDA molecule. At each angle, the
molecule was translated within the area of one substrate unit cell by incremental variation of the
two normalized substrate unit cell coordinates c1 and c2. The spatial resolution of the translation
as achieved by a step width of ∆c1,2 = 0.018 is ∼0.04 A˚. These grid step widths (1◦ and 0.04 A˚)
were tested concerning the required linearity condition discussed above and were found to be even
rather conservative.
As discussed in Sec. 2.3, the GRID technique allows the consideration of small differences in
the z-coordinate of the molecules (height of the molecule over the substrate surface plane). Before
the calculation of the grid file, the influence of the molecule position and angle on the optimal z-
coordinate was tested for a single PTCDA molecule, with the result that these differences are
very small: the calculated optimal z-coordinate exhibits a deviation <0.03 A˚ from the average
z-coordinate. Nevertheless, the PTCDA molecule was allowed to exhibit an orientation- and site-
specific z-coordinate during the calculation which means that for each grid point {c1, c2, ζ} the
optimum height zopt = zopt(c1, c2, ζ) of the PTCDA molecule was determined (by a line search
procedure with a threshold accuracy better than 0.001 A˚) before the ΦMS(c1, c2, ζ) value was
calculated and written into the ΦMS-grid file. With the potential energy values being stored as
double precision floating point values, the resulting grid file size was about 4.5 MB.
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5.3.2 Algorithm for the evaluation of different domain orientations
The azimuthal orientation of a circular PTCDA domain with respect to the graphite substrate7, i.e.,
the domain angle φ = ∠(b1, [1¯21¯0]Graph) (see Fig. 5.5) is varied by rotation of the domain within
the range 0 . . . 60◦8. If, like in the present case, no distinctively different overlayer domain shape is
observed experimentally, a circular domain shape should be used for the calculation because any
other domain shape would implicitly favor selected domain angles, thus rendering a comparison
of the different domain angles impossible. At each domain angle, the respective domain energy is
calculated by summing the respective contributions of all molecules as looked-up from the ΦMS-
grid file. There are two important details of the algorithm which are required for a meaningful
comparison of the different domain angles from an energetic point of view:
1. The step width at which the domain angle is incremented has to be sufficiently small. If, like
in Refs. [20, 22, 23, 131], a constant step width of 1◦ is chosen, the outer molecules in a do-
main with a diameter of only 15 nm move more than half a lattice constant of graphite[0001]
at each rotation step. However, since we attempt to investigate the energetics combined with
the coherence between the two lattices, a much smaller rotation step width has to be used
for large domains. Therefore, the rotation step width is dynamically adjusted such that the
lateral movement of the outer molecules in the domain is always less than 0.1 A˚ at a rota-
tion step. For the largest investigated domain of 50 nm diameter (∼ 1600 molecules), the
rotation step width adjusted this way was 0.02◦.
2. Other problems with the calculations in Refs. [20, 22, 23, 131] arose from the fact that
the domain center position ∆ (which is the relative position of the domain center with
respect to the substrate lattice, see Fig. 5.5) was kept fixed at ∆ = 0, i.e., the overlayer
domain center remained at the crystallographic origin substrate lattice, regardless of the
domain angle. However, the overlayer-substrate potential between a rigid overlayer domain
and a rigid substrate lattice depends on both the domain angle and the domain position
(Vinter = Vinter(φ,∆), see also discussion in Sec. 5.4). On a real substrate surface, a domain
with a certain angle would naturally grow with its lateral position relative to the substrate
lattice being optimized. If this fact is not accounted for in the model calculation, one not
only gets false minima in the potential energy curves but also maxima at domain angles
which would actually correspond to favorable orientations if the domain would be placed at
the ”correct” position on the substrate. In the worst case, the missing lateral optimization
can lead to the absence of a minimum in the potential energy curve (see below). Therefore,
7The term ”graphite substrate” is used, although technically only the grid file is accessed during the procedure
described here.
8The calculated potential corrugation mediated by subsequent graphite layers was found to be insignificant, com-
pared to the influence of the topmost graphite layer. Therefore, the actual trigonal symmetry of the model graphite
substrate was disregarded.
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the optimal position ∆Opt(φ) of the domain center is determined for each domain angle
(within the area of a single substrate unit cell) with an accuracy of 0.03 A˚.
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Fig. 5.5: In order to evaluate the Vinter potential energy combined with the possible domain orientations, a circular
domain is rotated stepwise with respect to the graphite substrate lattice {a1,a2} by variation of the angle φ =
∠(b1, [1¯21¯0]Graph). The vector ∆ denotes the relative position of the domain center with respect to the graphite
substrate lattice. Before the potential energy is actually calculated, the optimal domain center position ∆Opt with
respect to the substrate lattice is determined for each angle.
With the consideration of the two aforementioned issues in our algorithm, the calculation of a PE
curve for a 50 nm domain of PTCDA (consisting of∼ 1600 PTCDA molecules) requires 3.6×106
calculations of the domain energy. This would correspond to about 3 × 1015 calculations of the
Vatom atom-atom potential function which is not feasible9 without employing the GRID technique.
By using a ΦMS-grid file (the calculation of which took eleven hours) the aforementioned algo-
rithm takes about thirty minutes on a standard desktop PC (Athlon 1.4GHz).
5.3.3 Calculation results and discussion
A term that is frequently used in the following Section is ”energetic gain per molecule” which
denotes the difference between the potential energy corresponding to the current domain angle
and the potential energy corresponding to the worst domain alignment, divided by the number of
molecules in the domain.
9The procedure would take more than 135 years, cautiously estimated from the figures reported for a HP 710
workstation [20].
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The following results for type-I and type-II of PTCDA on graphite are shown as plot of the
normalized (normalized by division through N, the number of molecules in the domain) overlayer-
substrate interaction potential Vinter versus the domain angle φ = ∠(b1, [1¯21¯0]Graph). The type-I
and type-II unit cell data as reported by Hoshino et al. (rows 1 and 2 in Tab. 5.2) were used for
the calculation. In Fig. 5.6, the results for type-I PTCDA are plotted for different domain sizes,
ranging from a single unit cell (5 molecules) to a domain of 50 nm diameter (1603 molecules).
Despite the fact that the curves for the smaller domains exhibit a high number of local minima, it
can be seen in Fig. 5.6(a) that the most favorable domain orientation of domains with diameters
above 5 nm (17 molecules) corresponds very well to the experimentally obtained, point-on-line
coincident domain angle φ = −3.1◦ (Tab. 5.2). The curves corresponding to larger domains with
several hundreds of molecules are much smoother, but still exhibit a sharp minimum at the ex-
perimentally observed domain angle. The Vinter minimum at φ = −3.1◦ (see zoomed region in
Fig. 5.6(b)) exhibits several noteworthy characteristics. Apart from the correspondence of the cal-
culated optimal domain angle with the experimental, point-on-line coincident domain angle, these
characteristics indicate that it is in fact a form of lattice match which is responsible for the ener-
getic minimum at φ = −3.1◦: (i) The potential minimum gets narrower with increasing domain
size. This can be understood by considering the effect that if a large domain is slightly rotated, the
outer molecules in the domain move a considerable distance with respect to the substrate lattice.
Therefore, if the overlayer lattice exhibits a type of epitaxy with the substrate lattice, the lattice
coherence is the easier destroyed by rotation of the domain, the larger the domain is. The periodic
oscillations in close proximity to the minimum are caused by this effect, too. The fact that the
width of the minimum is ≤1◦ for domains with more than 200 molecules emphasizes the impor-
tance of using a sufficiently small angle step width in the domain angle evaluation procedure. (ii)
The energetic gain per molecule converges to a constant value for the point-on-line coincident
domain angle φ = −3.1◦, i.e., becomes independent of the domain size (see Fig. 5.6(b)). This is
the expected behavior if there is an epitaxial relationship between overlayer lattice and substrate
lattice [29]. The energetic gain per molecule is about -3.9 meV which corresponds to a ”rotation
energy barrier” of 6.3 eV for a 50 nm type-I domain.
Another information which can be retrieved from Fig. 5.6(b) is that the energetic gain for
domains with the orientation φ = +3.7◦ vanishes with increasing domain size. If the unit cell
of type-I would be exactly orthogonal, this orientation would be equivalent to the φ = −3.1◦
orientation by mirror symmetry of the graphite substrate. The slight nonorthogonality of the type-
I unit cell causes the shift of the orientation to φ = +3.7◦ (instead of φ = +3.1◦) and breaks the
mirror symmetry. Therefore, the minimum at φ = +3.7◦ corresponds to an ”almost” point-on-line
coincident domain orientation as long as the domains are relatively small. However, the deviation
of the type-I unit cell angle from 90◦ by only 0.5◦ breaks the point-on-line coincident epitaxy and
causes the disappearance of that minimum in the PE curves of large domains.
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Fig. 5.6: (a) Normalized overlayer-substrate potential Vinter of type-I PTCDA on graphite, plotted as function of the
domain orientation φ (PE curves). The curves for the smaller domains exhibit many local minima, but for the larger
domains a distinct minimum at φ = −3.1◦ is obtained which is equal to the experimental value. (b) Zoomed-in
region of the results plotted in (a). The minimum at φ = −3.1◦ gets narrower with increasing domain size and the
normalized potential valley depth converges to a value of ∼-3.9 meV. At the same time, the minimum at φ = 3.7◦
which, implying a rectangular unit cell, would correspond to a mirror symmetry domain, is shifted and vanishes with
increasing domain size due to the slight nonorthogonality of the type-I unit cell (Γ = 89.5◦).
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Fig. 5.7(a) shows the results obtained for different domain sizes of the type-II unit cell. Again,
the most favorable domain orientation of domains with diameters above 5 nm (19 molecules)
corresponds very well to the experimentally obtained domain orientation φ = ±9.9◦. For large
domains the curves become much smoother and exhibit pronounced, narrow minima at the exper-
imental angles. In contrast to the type-I unit cell, the type-II unit cell features an orthogonal unit
cell with p2gg symmetry (under the assumption of flat-lying molecules). One would, therefore,
expect all curves in Fig. 5.7(a) to reflect this property by exhibiting mirror symmetry with the
[1¯21¯0]Graph direction (angle 0◦). This is the case for the curves corresponding to large domains,
but is obviously not really true for the small domains (19 molecules and below). However, these
deviations from the mirror symmetry can be explained by the fact that, considering the substrate
symmetry, the two molecules in the unit cell are inequivalent (the angle between the two PTCDA
molecules in the unit cell is 76◦). In small domains, the numbers of molecules with these two
molecule orientations are unbalanced, while the difference in the numbers averages out for large
domains. The energetic gain per molecule exhibits, similar to that of type-I, a convergence to-
wards a constant value of -3.5 meV which corresponds to ”rotation energy barrier” of 5.7 eV for a
50 nm type-II domain (with 1625 molecules).
PE curves for type-III were also calculated, although this unit cell type was declared incom-
mensurate in Refs. [19, 22, 27]. The experimental error intervals of the type-III unit cell data are
significantly larger than those of the type-I and type-II unit cells. For the present calculated, theo-
retically calculated type-III unit cell dimensions were used instead of the STM results (Ref. [22],
4th line in Tab. 5.2). In Fig. 5.8, the black curve shows the calculation results for a 50 nm domain of
the type-III unit cell. Again, there is a distinct minimum at an angle of φ = 48.6◦ which naturally
(since we used the same unit cell dimensions) corresponds well to the minimum φ = 48.7 ± 1◦
obtained by the calculation described in Ref. [22]. It is also in good agreement with the experi-
mental value of φ = 47±4◦. The energy gain per molecule converges (curves for smaller domains
omitted in Fig. 5.8) to a value of -4.3 meV. Surprisingly, the sharpness of the minimum resembles
the minima in the curves for the point-on-line coincident type-I and type-II unit cell. In fact, we
found that there is a point-on-line coincident unit cell whose dimensions are very close to those
of the calculated type-III unit cell: a=15.73 A˚, b=20.02 A˚, φ=48.47◦. These findings suggest that
type-III domains of PTCDA on graphite which were previously declared incommensurate [19] are
point-on-line coincident as well.
In Sec. 5.3.2 it was already indicated that the calculations reported in Refs. [20, 22, 23, 131]
suffer from some problems. The impact of one of these is illustrated on the basis of PE curves
for type-III in Fig. 5.8. In Refs. [19, 22, 131] it is claimed that using sufficiently large domains
should make the calculation of PE curves insensitive to translation of the domain center, i.e., to
save computation time, the domain center was always kept fixed at an arbitrary position with re-
spect to the substrate lattice. Although the curves in Fig. 5.8 are obtained for domains which are
about six times larger than those used for the calculations in Ref. [22], an inappropriate position
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Fig. 5.7: Normalized overlayer-substrate potential Vinter of type-II PTCDA on graphite, plotted as function of the
domain orientation. (a) Similar to the results for type-I, the curves for the smaller domains exhibit many local minima
but the larger domains show a distinct minimum at φ = ±9.9◦ which is in perfect agreement with the experimental
value for type-II. (b) Zoomed-in portion of the PE curve shown in (a) at one of the point-on-line coincident domain
angles (φ = −9.9◦). It can be seen that the energetic gain per molecule combined with the type-II unit cell becomes
constant (∼-3.5 meV) with increasing domain size.
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Fig. 5.8: Normalized overlayer-substrate potential Vinter of two 50 nm domains of type-III PTCDA on graphite,
plotted as function of the domain orientation. During the calculation of the black curve, the domain center was
positioned optimal at ∆Opt for each domain angle, like it was routinely done for types-I,II. This curve exhibits a
distinct minimum at a domain angle φ = 48.6◦, within the error interval (grey bar) of the experimentally obtained
angle (47 ± 4◦). The minimum at φ = 48.6◦ is missing in the orange curve which was calculated with a fixed
(intentionally suboptimally chosen) domain center position in order to illustrate importance of an optimal domain
center position, regardless of the chosen overlayer size.
of the domain center with respect to the substrate lattice can even lead to the complete disappear-
ance of an otherwise existent minimum. Compared to the black curve, the only difference in the
calculation procedure for the orange curve in Fig. 5.8 was the position of the domain center with
respect to the substrate lattice. For the calculation of the orange curve, the domain center position
∆ was not optimized like it was done for the black curve (and all other curves shown here), but
was kept fixed at a position, ”appropriately” chosen10 to cancel the minimum at φ = 48.6◦. This
fact underlines that the calculation procedure as applied in Refs. [20, 22, 23, 131] is not really
sufficient for predicting energetically favorable domain orientations. By keeping the domain cen-
ter fixed during the calculation, a potentially point-on-line coincident minimum in the potential
energy curve occurs only if by coincidence an appropriate domain center position is chosen11,
regardless of the overlayer size.
The reason for this influence of the domain center position ∆ on the PE curves is now studied
by calculation of the lateral potential corrugation of the overlayer-substrate potential Vinter. For
that purpose, the functional dependence of the (normalized) Vinter potential on the domain position
vector ∆ is visualized in the potential maps. Figure 5.9(a) shows such a potential map, calculated
10Note that there are also domain center positions which transform the φ = 48.6◦ minimum into a maximum.
11In some cases it might be possible to guess the correct overlayer domain center position on the basis of symmetry
considerations.
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(a) Very small type-II domain with 7 molecules (b) 50 nm type-II domain (consisting of 1625 molecules)
Fig. 5.9: Vinter potential surfaces calculated by lateral translation of two type-II PTCDA domains of different size on
the graphite surface. The white circles mark the positions of the carbon atoms in the top graphite layer.
by translation of a very small type-II domain (7 molecules, φ = −9.9◦) in a rectangular area
over the graphite substrate. The small white circles mark the positions of the carbon atoms in
the first layer of the graphite model substrate. It can be seen that the potential map exhibits a
2-dimensional periodicity reflecting the translational symmetry of the graphite surface. The peak-
to-peak corrugation of the potential surface is about 0.21 kcal·mol−1 (9.1 meV).
In Fig. 5.9(b), a potential map is depicted which was calculated for a large 50 nm type-II
domain (1625 molecules) within the same rectangular area, and at the same point-on-line co-
incident domain angle. Unlike that of the small domain, this potential surface exhibits a 1-
dimensional periodicity with potential trenches along the [1¯21¯0]Graph direction12. The corruga-
tion of ∼ 0.16 kcal·mol−1 (6.9 meV) is only slightly lower than that of the small domain. If the
domain angle of a 50 nm type-II domain is rotated only 2◦ away from point-on-line coincident
orientation φ = −9.9◦ to an incommensurate domain orientation of φ = −11.9◦, the respective
potential corrugation drops by almost two orders of magnitude to 0.002 kcal·mol−1 (87 µeV). The
corresponding potential map is presented in Fig. 5.10. If the scale from Fig. 5.9 would have been
applied to this image, it would appear completely grey, without any contrast. The potential maps
of 50 nm domains of the other point-on-line coincident PTCDA phases type-I and type-III (not
shown) exhibit a similar13 1-dimensional potential surface with peak-to-peak corrugation values
of: 0.18 kcal·mol−1 (7.8 meV) for type-I, and 0.22 kcal·mol−1 (9.6 meV).
It is an important result that the substrate mediates a considerable Vinter potential corrugation
on large point-on-line domains, unlike the case of incommensurate domains of the same size.
When in Sec. 5.4 the physics behind point-on-line coincidence are theoretically investigated, this
12which is the direction along which type-II is point-on-line coincident.
13The potential trenches in these potential maps are running along the a1 graphite lattice vector instead of the
a2 − a2 ≡ [1¯21¯0]Graph direction, i.e., the are point-on-line coincident with a different graphite lattice azimuth than
type-I.
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Fig. 5.10: Vinter potential surface calculated by lateral translation of a 50 nm type-II-like PTCDA domain, but with
an arbitrarily selected, incommensurate domain angle of φ = −11.9◦. While the potential surface exhibits a two-
dimensional periodicity, the respective potential corrugation is very small compared to the respective corrugation of
the point-on-line coincident domains (see Fig. 5.9).
result can be understood very easily. Naturally, the domain center of point-on-line coincident
domains is optimally positioned alongside the potential ”trenches” (like those in Fig. 5.9(b)) only.
The remaining 1-dimensional periodicity explains the dependence of the curves shown in Fig. 5.8
on the position of the domain center.
5.3.4 Point-on-line coincidence and mass density waves
In Section 2.2.3, the concept of orientational epitaxy was discussed. The key property of orienta-
tional epitaxy is the minimization of strain energy in an overlayer lattice by the formation of static
mass density waves. Although this effect is expected to be very small in case of layers of large
organic molecules and remains to be verified experimentally, it was suggested that such mass den-
sity waves could possibly manifest in form of very small variations in the inner degrees of freedom
of the unit cell, e.g., small angular rotations of the second molecule in the unit cell [19, 22] which
extend over several overlayer unit cells.
It is therefore useful to test the robustness of the point-on-line coincident domain orientation
with respect to such small variations of the unit cell layout. The curves in Fig. 5.11 represent the
first derivative of the normalized overlayer-substrate potential 1
N
· ∂Vinter
∂φ
with respect to the domain
orientation φ, as calculated for several 50 nm type-II unit cell domains. For each of the curves,
slightly different parameters ix, iy for the position of the 2nd molecule and its orientation ζ2 were
used. Here, ix, iy denote internal coordinates with respect to the unit cell axes, e.g., ix = 0.5,
iy = 0.5 refers to position in the center of the unit cell. All curves exhibit zero values for the
first derivative at the point-on-line coincident domain angle φ = −9.9◦. This suggests that the
angular position of the point-on-line coincident minimum is stable against small variations of the
5.3 Potential energy calculations for PTCDA on graphite 77
-10.2 -10.1 -10.0 -9.9 -9.8 -9.7 -9.6
-0.4
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
( ix,iy,	)
(0.6,0.6,38°)
(0.5,0.5,40°)
(0.5,0.5,38°)
(0.5,0.5,36°)
(0.4,0.4,38°)
in
te
r
V 


[kc
al/
m
o
l]
1 N
ix
iy 52°
b1
	

b2
[1210])
HOPG
/ deg

b1,(
Fig. 5.11: First derivative of the Vinter potential with respect to the domain angle φ, calculated for five slightly
different type-II unit cell layouts (domain size 50 nm). All curves exhibit a first derivative of zero at the point-on-
line coincident domain angle φ = −9.9◦, showing the robustness of the point-on-line coincident potential minimum
against small variations of the inner unit cell structure.
inner unit cell structure. Therefore, even the possible manifestation of MDWs in form of small
periodic variations in a degree of freedom within the unit cell (over several unit cells) as suggested
in Ref. [19] should not alter an otherwise point-on-line coincident domain orientation.
5.3.5 Summary
It can be summarized that the calculated PE curves exhibit minima which exactly correspond to
point-on-line coincident domain orientations. The dependence of the respective minimum shape
on the domain size suggests that these minima are in fact caused by a coherence between overlayer
lattice and substrate lattice. This finding is corroborated by the respective lateral Vinter potential
surface corrugation which remains significant for large point-on-line coincident domains, despite
the fact that the overlayer lattice is not in registry with the graphite lattice. It is found that point-
on-line coincidence is combined with a constant ”energetic gain per molecule” in case of large
domains. However, the relatively small values of the energetic gain per molecule as obtained for
all three point-on-line coincident unit cell types readily explain why one can not succeed in imag-
ing small type-I,II,III domains of PTCDA on graphite in room temperature STM experiments.
Furthermore, the stability of the point-on-line coincident domain orientation (the respective po-
tential minimum) against small variations in the unit cell layout was demonstrated for type-II,
exemplarily.
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However, the question about the underlying physics behind the point-on-line epitaxy concept
remains to be addressed. In particular, it is an interesting question in which way point-on-line
coincidence differs from the well-understood commensurate epitaxy. Therefore, the general prop-
erties of point-on-line coincidence are theoretically analyzed in the next Section.
5.4 Physics behind point-on-line coincidence
In this Section, the question is addressed whether point-on-line coincidence represents a funda-
mental principle, or whether it can only be expected for certain organic heteroepitaxial systems.
As already discussed in Section 2.3, we consider the case of an infinitely extended, rigid, and crys-
talline substrate to which the molecules in the overlayer exhibit physisorptive binding. Vibrational
excitations in the overlayer are also neglected (T = 0K). Under these assumptions, epitaxial con-
figurations correspond to minima in the overlayer-substrate potential Vinter [132, 133].
It is advantageous to discuss the properties of the Vinter in reciprocal space. A domain of a
crystalline overlayer with the lattice vectors {b1,b2} shall be represented by a set of N adsorbate
lattice site vectors {L} (which is equivalent to a set of indices {i, j}: {L} = {i}b1 + {j}b2), and
the corresponding set {τ} of N reciprocal overlayer lattice vectors ({τ} = {i}b1 + {j}b2). The
overlayer substrate interaction potential Vinter can [slightly different, but equivalent to Eq. (2.10)]
be expressed as sum of a potential function ϕ(L) over the set of overlayer lattice vectors {L},
where ϕ denotes the interaction potential which acts between a single overlayer unit cell and the
substrate. The potential function ϕ(L) ≡ ϕ(L + ha1 + ka2) naturally exhibits the periodicity
of the (infinitely extended) substrate lattice {a1, a2} and can, therefore, be expanded in a Fourier
series:
Vinter =
N∑
{L}
ϕ(L) =
N∑
{L}
∑
G
ϕGe
2πiGL, (5.1)
ϕG =
e2πiG∆
VCell
∫
VCell
drϕ(r)e−2πiGr. (5.2)
In Eq. (5.1), G = ha1 + ka2 denotes a reciprocal substrate lattice vector, and ϕG represents the
corresponding Fourier coefficient as defined by Eq. (5.2). Here, VCell refers to the volume of a
single substrate unit cell. Possibly different origins of substrate lattice and overlayer lattice (i.e.
the relative overlayer domain center position with respect to the substrate lattice [see Fig. 5.5]) are
contained in the phase factor e2πiG∆.
The two sums in Eq. (5.1) can be swapped because the set of overlayer lattice vectors {L} is
finite, and the infinite Fourier series is zero-convergent:
Vinter =
N∑
{L}
∑
G
ϕGe
2πiGL =
∑
G
ϕG
N∑
{L}
e2πiGL. (5.3)
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The term
∑N
{L} e
2πiGL in Eq. (5.3) is denoted lock-in term in the following, in accordance with
Refs. [35, 36]. Since Vinter is not a complex value, the real part of
∑N
{L} e
2πiGL is called lock-in
term in the following, too. It is obvious that the lock-in term only depends on the mutual align-
ment of the overlayer lattice and the substrate lattice, while the information about the molecular
structure and the relative positions of the molecules in the domain are contained in the Fourier
coefficients ϕG.
(a) 5×5 overlayer unit cells, N=25. (b) 7×7 overlayer unit cells, N=49.
(c) 9×9 overlayer unit cells, N=81. (d) 21×21 overlayer unit cells, N=441.
Fig. 5.12: Influence of the overlayer domain size on the lock-in term
∑N
{L} e
2πikL (N = n2 denotes the number of
overlayer lattice points/unit cells in a square n×n overlayer lattice). The lock-in term exhibits sharp maxima where
the reciprocal vector k coincides with any reciprocal overlayer lattice vector τ , while other k vectors produce values
which fluctuate around zero (difficult to be seen here).
Figure 5.12 provides a graphical illustration of the lock-in term properties. For that purpose,
the lock-in term was calculated for differently sized square domains of a hypothetical, square
overlayer lattice {b1,b2}, but as a function of an arbitrary reciprocal space vector k [not restricted
to reciprocal substrate lattice vectors like in Eq. (5.3)]. It can be seen that the lock-in term not
only exhibits the periodicity and symmetry of the reciprocal overlayer lattice, but also shows
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distinct maxima where the reciprocal vector k coincides with a reciprocal overlayer lattice vector
τ whereas other k vectors produce values which are heavily fluctuating around zero. The larger
the set {L} and the respective number of overlayer unit cells N become, the closer the maxima
resemble Delta functions. In the limit N →∞, the lock-in term converges towards a Dirac Delta-
like function δ(k− τ), and yields zero, if averaged over any volume (area) of k-space which does
not contain a reciprocal overlayer vector. In the presently investigated scenario of finite overlayer
domains, the lock-in term yields a value of N for k vectors which coincide with a reciprocal
overlayer lattice vector τ .
By consideration of these properties, the expression for Vinter in Eq. (5.3) can be further trans-
formed into:
Vinter =
∑
G
ϕG
N∑
{L}
e2πiGL =
∑
G
ϕG
N∑
{τ}
δNG,τ . (5.4)
Here, δNG,τ denotes a function which behaves similar to a Kronecker-Delta for large domains, i.e.,
returns 1 for any reciprocal substrate lattice vector G which coincides with a reciprocal overlayer
lattice vector τ , and zero otherwise.
In the following, the difference between incommensurate- and point-on-line coincident over-
layer lattice alignments is analyzed by means of the lock-in term. For simplicity, we stick to the
square overlayer lattice and additionally consider a hexagonal substrate lattice. The right part
of Fig. 5.13 shows an incommensurate alignment of the square overlayer lattice (black dots, red
vectors) with respect to the hexagonal substrate lattice (orange dots, green vectors), with the b1
overlayer lattice vector being parallel to the substrate lattice vector a1 (φ = 0◦). The respec-
tive incommensurate epitaxy matrix is C =
[
1.94 0
−1.12 2.24
]
. In the left part in Fig. 5.13, the
corresponding reciprocal lattices are displayed. Additionally, the lock-in term, calculated for 81
overlayer unit cells (9×9 unit cells in a square domain), is plotted as a function in reciprocal space.
It can be seen that the reciprocal substrate lattice (green) is incommensurate with respect to the re-
ciprocal overlayer lattice14. Therefore, apart from the addend ϕ0 for G = 0, the other addends of
the Fourier series in Eq. (5.4) represent insignificant contributions to the Vinter potential because
the respective δNG,τ values are (almost) zero. However, the Fourier coefficient ϕ0 does neither
depend on the domain angle φ nor the position of the overlayer domain center ∆.
The consideration of this fact can explain some of the results of the calculations for PTCDA
on graphite, discussed in the previous Sections: (i) the independence of the overlayer-substrate
potential Vinter on the overlayer domain angle φ for sufficiently large, incommensurate overlayer
domains, i.e., the horizontal parts in the PE curves in (Figs. 5.6(a), 5.7(a), 5.8) which correspond to
incommensurate domain angles. (ii) the very small amount of lateral Vinter potential corrugation,
as depicted in Fig. 5.10 for an incommensurate domain angle. Here, the Fourier coefficient ϕ0
14The roles between overlayer lattice and substrate lattice appear swapped in reciprocal space.
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Fig. 5.13: Graphical representation of the lock-in term for an incommensurate, square overlayer lattice and a hexag-
onal substrate lattice. Right: Real space model of the the square overlayer lattice (black dots, red vectors) and the
hexagonal substrate lattice (orange dots, green vectors). Left: The corresponding reciprocal lattices exhibit an in-
commensurate relationship as well, hence no reciprocal substrate lattice vector coincides with one of the maxima in
the respective lock-in term.
determines the average Vinter potential value per molecule of ∼-52.8 kcal·mol−1, but the remain-
ing 2-dimensional corrugation in Fig. 5.10 stems from contributions of higher-order terms in the
Fourier series. Unlike ϕ0, the respective Fourier coefficients ϕG do depend on the domain angle
and the domain position vector, i.e., ϕG = ϕG(φ,∆). However, they only marginally influence
the Vinter potential value because the corresponding δNG,τ values are almost zero.
If the square overlayer lattice exhibits a domain angle of φ = ∠(b1, a1) = 33.4◦, a point-
on-line coincident epitaxy with respect to the hexagonal substrate lattice is established. This can
be seen from the fact that one column of the corresponding epitaxy matrix C =
[
1 1.23
−2 1.87
]
consists of integer values. The right part of Fig. 5.14 shows the point-on-line coincident situation,
where all overlayer lattice points lie on [1, 0] substrate lattice lines (parallel to a2). In the left part
of Fig. 5.14, the corresponding lock-in term and the reciprocal substrate lattice are depicted, again
calculated for 81 overlayer unit cells (square 9×9 point lattice).
Unlike in the situation of incommensurate epitaxy, there are reciprocal substrate lattice vec-
tors which coincide with the lock-in term maxima at reciprocal overlayer lattice sites (yellow
circles in Fig. 5.14). This can be explained by the fact that in case of a point-on-line coincident
overlayer lattice, one of the reciprocal substrate basis lattice vectors is a multiple of a reciprocal
overlayer lattice vector. In contrast to the case of an incommensurate overlayer, there are now
addends in the Fourier series which are definitely nonzero, because δNG,τ = 1. In the limit of an
infinitely extended overlayer, the slightest rotation of the overlayer lattice away from the point-
on-line coincident domain angle would break the coincidence between reciprocal substrate- and
overlayer lattice vectors, thus rendering the overlayer lattice incommensurate. A small variation
in the length of the overlayer lattice vectors would have the same impact. Therefore, in the case
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Fig. 5.14: Graphical representation of the lock-in term for the same square overlayer lattice, but this time with a
point-on-line coincident alignment with respect to the hexagonal substrate lattice. Right: Real space model of the
the square overlayer lattice (black dots, red vectors) and the hexagonal substrate lattice (orange dots, green vectors).
All lattice points of the point-on-line coincident overlayer lattice lie on primitive [1, 0] lattice lines of the substrate
(dashed-dotted lines parallel to a2). Left: The fact that an overlayer lattice is point-on-line coincident translates into
one of the reciprocal substrate lattice vectors being a multiple of one of the reciprocal overlayer, i.e., integer multiples
of the reciprocal substrate lattice vector a1 coincide with the respective multiples of the reciprocal overlayer lattice
vector b1 − 2b2 (indicated by yellow circles).
of large overlayer domains in particular, the lock-in term exhibits a sharp maximum at a point-
on-line coincident overlayer lattice configuration as represent by b1, b2, and the domain angle
φ. The maximum in the lock-in term is transformed into a minimum in the overlayer-substrate
interaction potential Vinter if the Fourier coefficients are negative. This requires a suitable domain
position vector ∆ in the first place, which explains why it was possible to cancel the minimum
in Fig. 5.8 by an inappropriate choice of ∆. The oscillations which occur in close proximity of
point-on-line coincident overlayer domain angles in the PE curves in Figs. 5.6(a), 5.7(a), 5.8 stem
from the fluctuations around the maxima in the lock-in term. Furthermore, the narrowing of the
minima with increasing overlayer domain size in the respective PE curves is also consistent with
the characteristics of δNG,τ with increasing N (Figs. 5.12).
Compared to the situation of commensurate epitaxy, the only difference is that in case of com-
mensurate epitaxy, each reciprocal substrate lattice vector coincides with a reciprocal overlayer
lattice vector. Thus, more Fourier coefficients are actually added to the Fourier series. Still, con-
sidering the mechanism which produces minima in the Vinter potential, point-on-line coincidence
is a principle as general as commensurate epitaxy, and is therefore not restricted to the scenario of
organic-inorganic heteroepitaxy. Point-on-line coincidence can be considered as particularly im-
portant type of epitaxy for weakly bound overlayers for which the distortion energy necessary to
form a commensurate structure can not be compensated by the energetic advantage of a potentially
site-specific adsorption.
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6.1 HBC on graphite
6.1.1 Introduction
The molecule HBC (Fig. 6.1) is another planar, aromatic molecule which is suitable for growing
highly ordered OMBE layers. HBC can be synthesized by cyclic intramolecular dehydrogenation
from a hexa-phenylbenzene precursor [135]. The crystal structure of HBC as presented in Tab. 6.1
was determined by X-ray scattering [136]. The bulk crystal structure is monoclinic with two
molecules per unit cell. The arrangement of the two HBC molecules in the bulk unit cell is
depicted in Fig. 6.2. It can be seen that HBC, unlike PTCDA, has no crystal plane in which
the molecules would lie flat. Instead, the crystal can be thought of as composed of two inclined
molecular stacks (see AB-plane in Fig. 6.2).
Despite the lack of such a bulk lattice plane, HBC forms highly ordered layers on various crys-
talline substrates. The growth of HBC has been investigated on a number of semiconducting sur-
faces, like GeS(010) (LEED: [94, 137]), MoS2(0001) (LEED: [94, 138], X-ray Absorption Spec-
troscopy (XAFS): [139]), and graphite(0001) (LEED: [138], AFM and XAFS: [139]). More re-
cently, the layers of HBC on various substrates were investigated in our group: on graphite(0001)
(STM [24, 25]), on Au(111) (Reflection High Energy Electron Diffraction (RHEED) [25], LEED/
STM [25, 42]), on Au(100) (Scanning Tunneling Spectroscopy (STS) [140], LEED/STM [25,
140]). In all investigated systems, the HBC molecules were found to be lying flat or nearly flat on
the substrate surface, i.e., if the molecules are inclined at all, it can only be by a small amount.
One reason for which our group had chosen to study HBC as the second molecule after PTCDA
was that the HBC molecule, apart from a different symmetry, also exhibits an optical/transport
Table 6.1: Lattice parameters of the monoclinic HBC bulk crystal [136].
A / A˚ B / A˚ C / A˚ α / deg β / ◦ γ / ◦ vol. / A˚3 symm. group
18.431 5.129 12.929 90 112.57 90 1126.4 P21/a
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Fig. 6.1: (a) Chemical structure of Peri-hexabenzocoronene (HBC) and the respective van der Waals dimensions. The
molecule exhibits a 6mm symmetry with two mirror axes m1 and m2 (dashed-dotted lines) which lie in the molecular
plane. (b) Space filling model of the HBC molecule.
gap which differs significantly from that of PTCDA (transport/optical gaps on Au(111): PTCDA:
2.8 eV/2.2 eV, HBC: 3.1 eV/2.8 eV [140]). On the other hand, both PTCDA and HBC are large
planar molecules with delocalized π-electron systems which suggests that it could be possible to
produce smooth heteroepitaxial HBC-PTCDA-HBC. . . sandwich layers [29]. These layers are
expected to exhibit very interesting electronic and optical properties. In that sense, the system
HBC on graphite, which is discussed in the following, represents the first step to the formation of
the organic-organic heteroepitaxial system PTCDA-HBC-graphite (discussed in Sec. 6.2).
In the previous Chapter, the GRID technique was successfully employed for the analysis of
the overlayer-substrate potential Vinter. However, a parametrization scheme for the intermolecular
potential Vovl of the overlayer was developed in Sec. 2.3, too. Therefore, if a ΦMM grid file
for the intermolecular potential between two molecules is created, the calculation of Vovl can
be performed with a similar speed as achieved by the use of Vinter grid files. Combined with
appropriate minimization techniques, minima in the sum Vovl = Vovl + Vinter can be identified for
large overlayer domain sizes by the GRID technique. The prediction of the OMBE monolayer
structure on the basis of minimization of the total layer potential Vtot is now demonstrated for the
example of HBC on graphite.
The creation of an overlayer-substrate potential grid file was performed analogously to the case
of PTCDA on graphite (see Sec. 5.3.1). Based on the experimental results, the HBC molecules
are assumed to lie flat on the substrate surface. A circular graphite(0001) crystal with a diameter
of 60 A˚, consisting of 2741 atoms in two adjacent layers (separation 3.4 A˚) was used as model
substrate. The creation of the ΦMM potential grid file is exemplarily described for HBC in the
following Section.
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Fig. 6.2: Arrangement of the two molecules in the HBC bulk crystal: AC-plane (left), BC-plane (right), AB-plane
(bottom).
6.1.2 Creation of the intermolecular potential grid file for HBC
The data of the internal structure of an isolated HBC molecule were obtained from semiempirical
calculations with HYPERCHEM, using the Parameterization Method 3 (PM3) method. Electro-
static interactions were neglected because the respective partial charges are very small in case
of the nonpolar molecule HBC. The grid file for the intermolecular potential was recorded for a
single pair of molecules by the following procedure (Fig. 6.3):
1. The pair distance parameter R12 for two molecules [see Eq. (2.9)] is varied in the range:
R12 = R
Min. . .RMax, with R12 = ‖R2 −R1‖ being defined by the geometrical centers of
gravity of the two molecules R1 and R2. The lower distance limit RMin is chosen such that it
is definitely in the repulsive regime, regardless of the azimuthal angles of the two molecules.
In case of HBC, the mimimum distance was set to RMin = 10 A˚, while the maximum
distance for which potential values were tabulated in the grid file was RMax = 26 A˚. The
step width at which the pair distance was sampled was ∆R = 0.05 A˚.
2. At each intermolecular separation value R12, the azimuthal angles ζ12 and ζ21 of the two
molecules [nomenclature as in Eq. (2.9)] are varied stepwise within the range 0. . .ζMax in
steps of ∆ζ = 0.5◦ . The angles ζ12 and ζ21 are measured between the vector R2 − R1,
(i.e. the axis which connects the centers of the two molecules) and the molecule’s m1 mirror
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axis. It was not necessary to consider the whole range 0. . .360◦, because the HBC molecule
exhibits a 6mm symmetry (ζMax = 60◦).
3. The intermolecular potential value ΦMM(R12, ζ12, ζ21) is then calculated via Eq. (3.23) and
written into a grid file which afterwards contained values for all possible pair constellations.
Here, a Lennard-Jones potential function was chosen as representation of the atom-atom
potential function in Eq. (3.23), using the van der Waals parameters from the OPLS force
field. The size of the resulting grid file which describes the intermolecular interactions
between two HBC molecules is 12 MB.
R
m1
	12
1 2
	

12
Fig. 6.3: The intermolecular potential grid file ΦMM contains potential values for all constellations between two
molecules (with the indices 1 and 2). The pair potential ΦMM is parameterized by the intermolecular separation R12
and the two azimuthal angles ζ12 and ζ21. For a given pair of molecules, these angles are unequivocally determined
by a specific molecular axis (here the mirror axis m1), and the axis which connects the geometrical centers of gravity
of the two molecules.
A practical issue concerning the parametrization of the ΦMM potential is the upper pair dis-
tance limit RMax (26 A˚ for HBC). When the Vovl potential is subsequently calculated for a large
domain by looking up pair contributions in the respective ΦMM grid file, there will of course be
pairs of molecules with correspond to much larger distance values. For these pairs, no potential
value is contained in the grid file. Truncation of the potential for distances larger than a so-called
cutoff distance is a commonly chosen option to address this problem. However, depending on
whether electrostatic interactions are modelled or not, the decay of the potential is either domi-
nated by the slowly decaying Coloumb potential (∼ 1
RX
, X=2 for dipoles, X=3 for quadrupoles
etc.) or the much faster decaying dispersion forces (∼ 1
R6
). Therefore, in the case of polar mole-
cules in particular, a simple truncation of the potential at a cutoff distance is not desirable.
In order to have a flexible and fast method, another technique is implemented in the software
POWERGRID (see App. A), which uses the GRID technique for the domain potential calcula-
tion: The ΦMM potential function is continuously prolonged for pair distances Rkl > RMax in
consideration of the molecule’s azimuthal angles by setting ΦMM(Rkl, ζkl, ζlk) to:
ΦMM(Rkl, ζkl, ζlk) = ΦMM(R
Max, ζkl, ζlk)
(
RMax
Rkl
)X
(6.1)
6.1 HBC on graphite 87
The exponent X in Eq. (6.1) can be chosen appropriately, e.g. X = 6 for nonpolar molecules
like HBC, or X = 3 for molecules which carry a significant quadrupole moment, like PTCDA.
Although contributions of pairs whose respective pair distance exceeds RMax is small, this method
is much more accurate than a simple potential truncation.
6.1.3 Calculation results for HBC on graphite
Finding the global minimum in the total interface potential Vtot of organic molecules is a nontrivial
task because there are usually a high number of local minima which are caused by the complicated
molecular structure. Especially gradient search techniques find the global minimum only if there is
no local minimum along the optimization path. On the other hand, the key advantage of the GRID
technique is its calculation speed. The Monte Carlo method of Simulated Annealing [141, 142]
is a technique that has attracted significant attention as it is suitable for optimization problems of
large scale, especially ones where a desired global extremum is hidden among many, shallower,
local extrema. The software POWERGRID implements simulated annealing in order to search for
global minima in the sum Vtot, represented by the ΦMM and ΦMS grid files.
In the following, results from the global-minimum search for HBC on graphite are presented.
In order to reduce degrees of freedom and to accelerate the convergence of the optimization, only
crystalline overlayer domains were evaluated (i.e. the overlayer was forced to form a lattice). The
initial configuration of the HBC overlayer was a circular domain of a relaxed hexagonal lattice
{h1,h2} with ‖h1,2‖ = 15 A˚ which contained 85 HBC molecules. The initial overlayer domain
angle φStart, defined by the angle ∠(h1, [1¯21¯0]Graph), was chosen randomly from within the range
0. . .60◦. In order to ensure that the global minimum is determined, the calculations were repeated
numerous times. One particularly important requirement is that the calculated optimum config-
uration has to be independent on the optimization path, i.e., the results must not depend on the
initial configuration prior to the optimization. Fig. 6.4 shows the results of 88 optimization runs,
with the calculated optimal domain angle φOpt being plotted versus the initial domain angle φStart.
It can be seen that distinct domain angles are found by the calculation procedure. These angles are
all equivalent, either by mirror symmetry, or the 60◦ rotational symmetry of the substrate lattice.
Therefore, it is safe to assume that the calculation yielded the global minimum (as predicted by
the OPLS force field under the assumption of flat lying molcules).
The calculation results are listed together with the experimentally obtained results in Tab. 6.2
and the calculated optimal unit cell is depicted in Fig. 6.5. Note that the respective error intervals
for the calculated lengths and angles listed in Tab. 6.2 are neither absolute errors nor confidence
intervals of the calculation, but represent statistical errors (the standard deviation). The calculated
optimal domain angle φ = (8.4 ± 0.6)◦ corresponds well to the experimentally observed domain
angle φ = (8.9 ± 0.5)◦. Although the calculated unit cell dimensions ‖h1‖, ‖h2‖ = 13.9 A˚ are
also in good agreement with the experimentally obtained commensurate (
√
31×√31)R8.9◦ HBC
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Fig. 6.4: Results of the optimization calculations for HBC on graphite: plot of calculated optimal domain angles φOpt
versus the respective initial domain angles φStart. The calculated domain angles correspond well to the experimental
value of (8.9±0.5)◦ (red line) or domain angles which are either equivalent by mirror symmetry (blue line) or by
rotational symmetry of the graphite substrate lattice (orange line).
Table 6.2: Experimental and calculated monolayer unit cell data for HBC on graphite. The notation of the values is
in accordance with Fig. 6.5.
Ref. ‖h1,2‖ / A˚ Γ / deg ζ / deg δ / deg φ / deg Epitaxy matrix C
LEED [138] 13.7±0.7 60.0±0.5 8.9±0.5
[
6 −1
1 5
]
STM [25] 13.7±0.3 60.0 21±3 0±3 8.9±3 dto.
Calculation 13.9±0.02 60.0±0.1 25.4±0.6 3.8±0.6 8.4±0.6
[
6.09 −1.01
1.01 5.08
]
unit cell, the calculated unit cell dimensions are slightly larger by ∼ 1% (compare matrices in
Tab. 6.2).
An interesting result of the calculation which is discussed in the following is that the graphitic
HBC molecules are not exactly aligned with the graphite lattice, which one might expect to be
the energetically most favorable alignment. Instead, the HBC molecules are slightly ”misaligned”
by δ = (3.8 ± 0.6)◦ (see Fig. 6.5). Optimization calculations for the growth of the next-smallest
graphitic molecule coronene on graphite were also performed, but are not discussed in detail
here. However, while the resulting calculated coronene unit cell showed an even better correspon-
dence with the experimentally obtained commensurate unit cell of coronene on graphite (deviation
< 0.5%), the angular misalignment between the graphitic coronene backbone and the graphite lat-
tice was even larger: δ = 11.8◦. Considering the ratio of the numbers of carbon and hydrogen
atoms NC :NH in both molecules - 2:1 for coronene and 213 :1 for HBC - it appears likely that the
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Fig. 6.5: The unit cell of HBC on graphite as obtained from the calculations. The lattice vectors of the hexagonal
unit cell are denoted h1 and h2; Γ is the unit cell angle; ζ describes the orientation of the HBC molecule with
respect to the h2 unit cell axis; φ is the HBC unit cell/domain angle with respect to the substrate lattice. The angle
δ (δ = φ + Γ + ζ − 90◦) describes the angular misalignment between the graphitic HBC skeleton and the graphite
substrate lattice.
packing of graphitic molecules in the layer represents a compromise between (i) achieving a per-
fect alignment of the graphitic part of the molecule with the graphite substrate, and (ii) the required
interdigitation of the peripheral hydrogen atoms. This assumption is corroborated by calculations
which were performed for a hypothetical de-hydrogenized HBC molecule (a HBC molecule with-
out the outer hydrogen atoms) which yielded the exact commensurate (√31×√31)R8.9◦ unit cell
with the graphitic HBC backbone being exactly aligned with the graphite substrate (δ = 0◦). It is
furthermore safe to assume that the repulsive forces between the hydrogen atoms prevent a closer
packing of the HBC molecules and thus the formation of an exactly commensurate unit cell.
In Fig. 6.6, a STM image of a HBC layer on graphite is shown in which both the graphite
substrate and the HBC molecules can be seen simultaneously [25]; the latter appearing in form
of bright spots only. The azimuthal alignment of the HBC molecules with respect to the graphite
lattice as determined by the positions of these bright spots is reasonably compatible to the calcu-
lated unit cell layout with slightly misaligned HBC molecules (HBC molecule shapes are drawn
with δ = 3.8◦ in the right part of Fig. 6.6). Although it was previously suggested that the HBC
molecules would grow aligned with the graphite lattice (δ = 0◦) [25], it seems difficult to make a
judgment on whether the molecules are slightly misaligned or not, exclusively on the basis of the
available STM data.
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Fig. 6.6: STM image of a monolayer of HBC on graphite [VT =1.0 V, IT =0.09 nA] (from Ref. [25], but subsequently
corrected for image distortion). Left: At the selected tunneling voltage both the HBC molecules as well as the graphite
lattice are imaged simultaneously. The commensurate, hexagonal (
√
31×√31)R8.9◦ HBC lattice (red arrows) can
be identified by means of bright spots in the STM image (marked by circles). Right: The orientation of the HBC
molecules with respect to the graphite lattice is depicted. Here, the molecules were assumed to be misaligned with an
angle δ = 3.8◦ which yields a reasonable agreement with the bright spot pattern. It can be seen that the intramolecular
contrast does not exhibit the 6mm symmetry of the HBC molecules (yellow arrows) which could indicate a small tilt
of the molecules around their m1 symmetry axis (orange dashed-dotted line).
The appearance of HBC molecules in STM images of HBC on graphite could also suggest a
possible inclination of molecules with respect to the graphite surface plane. As mentioned before,
one result from the experimental investigation of HBC on graphite layers with different techniques
was that, in consideration of the experimental error limits, the HBC molecules are lying flat on
the graphite surface [139]. However, the HBC molecules appear with an asymmetric tunneling
contrast insofar as there are two of the peripheral benzene rings (yellow arrows in Fig. 6.6) which,
although geometrically equivalent to the other four, exhibit a lower tunneling current. A possible
origin of this contrast anisotropy could be that electronic states, other than the 6mm symmetri-
cal HOMO or LUMO orbitals of the molecule, are involved in the tunneling process (hybridized
states are suggest in Ref. [25]). Alternatively, the molecules could be slightly inclined with respect
to the substrate surface, i.e., the molecules could be tilted around the m1 symmetry axis (orange
dashed-dotted line in Fig. 6.6). If at all, the amount of tilt can not be large because the arrangement
of the bright spots in the STM image corresponds well to the overlaid HBC molecule contours of
flat lying molecules (right part of Fig. 6.6). Still, the possibility of such a molecular tilt leads to the
question: Would an exactly commensurate unit cell with a lattice constant ‖h1,2‖ = 13.7 A˚ and
HBC molecules in full registry with the graphite substrate (δ = 0◦) be determined as global min-
imum by the force field calculation, if the assumption of flat lying molecules would be dropped?
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In order to answer this question, calculations for a cluster of seven HBC molecules on the
model graphite substrate were performed (calculation scenario depicted in Fig. 6.7(a)). The total
interface potential VCM of the center molecule in the cluster was calculated as a function of the
tilt angle ψ around the m1 and the lattice constant ‖h1,2‖, with the investigated ranges being:
ψ = −7◦. . .7◦ and ‖h1,2‖ = 13.7 A˚. . .14.0 A˚. For each cluster configuration {ψ, ‖h1,2‖}, the
molecules in the cluster were placed at the optimal height over the substrate surface as determined
by a line-search procedure with an accuracy <0.001 A˚. The angle δ was kept constant at δ = 0◦
as was the unit cell angle Γ = 60◦, i.e., only hexagonal overlayer lattices were considered.
The results of the calculations are presented Fig. 6.7(b), shown as VCM potential surface plot-
ted versus the tilt angle ψ and the lattice constant ‖h1,2‖. The potential surface exhibits mirror
symmetry with respect to the tilt angle ψ = 0◦, due to the fact that the tilt axis is the m1 mirror axis
of the molecule. It can be seen that there are two trenches in the potential surface in the lattice con-
stant range 13.70 A˚. . .13.85 A˚ which, for a given lattice constant, correspond to locally optimal
tilt angles. At the lattice constant of the exactly commensurate unit cell of 13.70 A˚, the optimal tilt
angle is ψ ∼ ±5.5◦. However, the VCM potential values decrease with increasing lattice constant
and the optimum tilt angle shifts towards ψ = 0◦ (which corresponds to flat lying molecules).
Therefore, it can be excluded that the assumption of flat lying molecules, on which the optimiza-
tion calculations were based, prevented the exactly commensurate unit cell with δ = 0◦ aligned
molecules to be identified as global optimum. More likely, the achieved calculation accuracy is
limited by (i) the empirical force field model, (ii) the quality of the van der Waals parameters
(OPLS), and (ii ), although to a presumably lesser extent, by the rigid molecule approximation.
6.1.4 Summary
It can be summarized that the GRID technique not only allows the investigation of the overlayer-
substrate interaction as performed for PTCDA on graphite in Sec. 5, but can also be utilized for
structure prediction by minimization of the total interface potential Vtot. This was demonstrated
exemplarily for HBC on graphite where the calculated optimal unit cell dimensions differ only by
∼ 1% from the experimentally obtained commensurate unit cell dimensions. The corresponding
calculated optimal domain angle is in very good agreement with the experimentally observed
domain angle. It could be shown that the differences between calculated and experimental values
would not have been smaller if an additional degree of freedom (the tilt angle ψ) would have been
considered. Furthermore, the calculations predict that the interactions of the peripheral hydrogen
atoms give rise to a small angular misalignment of 3.8◦ between the graphitic backbone of the
HBC molecule and the graphite lattice.
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Fig. 6.7: Results of the tilt angle investigation for HBC on graphite. (a) Schematic representation of the cluster of
seven HBC molecules for which the calculation was performed. The angle δ of the molecules in the cluster (see
Fig. 6.5) was kept constant at δ = 0◦, while the lattice constant ‖h1,2‖ and the tilt angle ψ were varied during the
calculation. (b) Results of the calculation shown as plot of the total interface potential of the center molecule in the
cluster VCM versus the lattice constant ‖h1,2‖ and the tilt angle ψ.
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6.2 Organic-organic heteroepitaxy: PTCDA on HBC on
graphite
6.2.1 Introduction
Here, the mechanisms behind the ordering in organic-organic heteroepitaxial systems shall be ex-
emplarily analyzed for the system PTCDA on HBC on graphite, with special emphasis on two
questions: Where are differences compared to organic-inorganic heteroepitaxial system PTCDA
on graphite? and: Can the terms of epitaxy as established in Sec. 2.1 be transferred to organic-
organic heteroepitaxial systems without changes? Due to the structural similarities between graph-
ite and HBC, this system is supposed to be particularly suitable for such a comparison. In order
to answer these questions, it appears useful to analyze the energetics of the heteroepitaxial sys-
tem. In the previous Section, the layer structure of HBC on graphite was successfully predicted
by minimizing the total interface potential Vtot = Vovl + Vinter. Similar potential minimization
calculations were also attempted for PTCDA on HBC on graphite. However, despite the inclusion
of electrostatic intermolecular interactions and variation of the force field parameter set, at least
one axis of the calculated optimal PTCDA unit cell was 5 − 10% off the experimental value in
all cases, hence outside the experimental error interval. Nevertheless, an exclusive investigation
of the overlayer-substrate potential Vinter reveals important information about the role of the sub-
strate for the ordering of the overlayer. This approach was already chosen for the investigation of
the point-on-line coincident PTCDA phases on graphite. The assumptions which have to be made
in order to justify this approach are highlighted now:
Proceeding with the assumptions introduced in Sec. 2.3 (rigid substrate layer etc.), the layer
structure represents a minimum in the total interface potential Vtot = Vovl+Vinter. In the following,
X denotes the set of overlayer unit cell parameters. The functional dependencies of the two
potential terms for an overlayer domain with a fixed domain size at a domain angle φ are then
given by: Vovl = Vovl(X), and Vinter = Vinter(X,φ,∆) (as in the previous Chapter, the vector ∆
denotes the relative position of the overlayer domain center with respect to the substrate lattice).
The discussion of the epitaxy of PTCDA on graphite in Sec. 5.4 has shown that minima in the
overlayer-substrate interaction potential Vinter of large domains are combined with a coherence
between the reciprocal lattices of substrate and overlayer. Therefore, the potential Vinter(X) varies
much stronger around its minima XMininter than the intermolecular potential Vovl(X) does. For this
reason, the intermolecular potential Vovl can be assumed to be (nearly) constant in the immediate
vicinity of a XMininter minimum. An overlayer unit cell configuration XMintot which represents a
minimum in the total interface potential Vtot is determined by a zero position of ∂Vtot∂X :
∂Vtot
∂X
=
∂Vovl
∂X
+
∂Vinter
∂X
(6.2)
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Assuming a constant Vovl potential around XMininter, Eq. 6.2 implies that minima in the overlayer-
substrate potential XMininter are very close1 to minima in the total interface potential2: XMininter≈XMintot .
On the other hand, the density of Vinter minima in the configuration space of X is typically much
higher than the respective density of minima in the intermolecular interaction potential Vovl. One
reason for this fact is that the domain angle φ and the vector ∆ represent additional degrees of
freedom (compared to Vovl) by which the Vinter potential can become minimal. Whether there is
any epitaxy, and if so which type, is then determined by the position XMinovl of the minimum of the
intermolecular potential Vovl.
It was already said that the calculated Vovl potential for PTCDA lacks the required precision.
However, if the overlayer unit cell configuration can be determined with sufficiently high precision
from experiment (XExperiment), we can assign: XMintot = XExperiment. An analysis of the overlayer-
substrate potential function Vinter(XExperiment, φ,∆) as a function of the domain angle φ and
overlayer position vector ∆ will then reveal, whether the experimentally obtained data for the
overlayer unit cell and domain angle are close to a minimum in the Vinter potential or not. All
types of epitaxy which were classified for organic-inorganic heteroepitaxial systems in Section 2.1
correspond to minima in the Vinter potential. Hence, an investigation of Vinter for PTCDA on HBC
should give insights into the substrate influence on the resultant PTCDA overlayer lattice, too.
In case of the type-I and type-II phases of PTCDA on graphite, an analysis of the Moire´
patterns in STM images allowed a determination of XExperiment with high accuracy (see Sec. 5).
Fortunately, a Moire´ pattern can also be observed in STM images of PTCDA on top of HBC. An
evaluation of this pattern not only yields precise PTCDA unit cell dimensions, but also the mutual
alignment of the two lattices which produce the Moiree´ pattern.
1Strictly spoken, Eq. 6.2 prevents that an overlayer grows exactly epitaxial, if the XMininter and XMinovl minima do
not fall together. However, a possible deviation between the XMininter and XMintot configurations could be very small,
depending on ∂Vovl(X
Min
inter)
∂X . Considering the accuracy of the available measurement techniques, it appears difficult to
quantify the amount of deviation for a system which is declared epitaxial on the basis of experimental data.
2This is not necessarily true the other way round, i.e, there does not always have to exist a Vinter potential
minimum in close vicinity of a specified minimum in the total interface potential (e.g. overlayer-substrate systems
which are incommensurate and lack any form of lattice match).
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6.2.2 Moire´ pattern analysis
1-2 ML thick layers of PTCDA on a monolayer of HBC on graphite were previously prepared by
OMBE and investigated in our group by STM [24, 25]. Some domains in the respective STM
images show 2-dimensional patterns of dark spots (domain I in Fig. 6.8(a)), which were identified
as Moire´ pattern between the PTCDA lattice and the HBC lattice [24]. Fig. 6.8(b) shows a zoomed
portion of domain I in Fig. 6.8(a) with molecular resolution. Although the STM image is rather
noisy (two organic layers have to be tunnelled through), the well-known herringbone pattern as
formed by two PTCDA in a rectangular unit cell can be identified (short axis b1, long axis b2).
The PTCDA unit cell dimensions, obtained from STM image measurements, are listed in Tab. 6.3.
Table 6.3: Unit cell dimensions of PTCDA as obtained from measurements in STM images (the nomenclature corre-
sponds to that used throughout Chap. 5).
Ref. ‖b1‖ / A˚ ‖b2‖ / A˚ Γ / deg η = ∠(b1,h1) / deg
STM [25] 12.7±0.5 19.0±0.5 90±2 1±1
(a) (b)
Fig. 6.8: (a) 300×300 nm2 STM image of PTCDA grown on top of a HBC monolayer on graphite from Refs. [24,
25] [VT =0.93 V, IT =0.11 nA]. The large domain in the image center (labelled I) exhibits a Moire´ pattern of dark
spots while the other domains (labelled II) appear with uniform tunneling contrast. (b) Zoomed-in STM image
(23×23 nm2) of the same sample region as in (a) [VT =1.17 V, IT =1.3 nA]. It can be seen that PTCDA grows with the
well-known herringbone structure (two molecules in a rectangular unit cell).
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One particularly important result of the study published in Refs. [24, 25] is that the lattice
structure and azimuthal domain alignment of PTCDA in such domains which exhibit the Moire´
pattern are most likely3 similar to those of PTCDA on graphite. Although STM images represent
a spatial contour of constant density of electronic states, the Moire´ images which occur in STM
images can often be explained by a superposition of the periodic structures in the layer system.
It was shown that a simulated Moire´ pattern which results from the superposition of a type-II
PTCDA overlayer lattice (see Sec. 5.2) with the commensurate lattice of HBC resembles the
experimentally observed Moire´ pattern in Fig. 6.8. Based on the assumption that PTCDA grows
on top of HBC just as it would grow on graphite, the angle between the PTCDA lattice and the
HBC lattice η = ∠(b1,h1) = 1◦ was deduced4. Like in the previous Section, the vector h1 refers
to the first lattice vector of HBC.
However, the accuracy by which the PTCDA lattice could have been determined via an analy-
sis of the Moire´ lattice was not exploited during the previous studies. Therefore, the Moire´ pattern
analysis was repeated and the new results are listed together with the old ones in Tab. 6.4. Therein,
m1 and m2 denote the Moire´ lattice vectors, and µ = ∠(m1,m2) is the respective lattice angle.
The angle β = ∠([11]m,b1) between the [11]m = m1 + m2 axis and the short PTCDA unit
cell axis defines the mutual alignment between the Moire´ lattice and the PTCDA lattice (see also
Fig. 6.9(b)). It can be seen that there are considerable differences between the measured Moire´
lattice dimensions and the dimensions of the simulated Moire´ lattice which results from the su-
perposition of type-II PTCDA with the commensurate (
√
31×√31)R8.9◦ HBC lattice (>7 A˚ for
‖m2‖).
The rectangular PTCDA lattice which is denoted type-II in Tab. 6.4 has a slightly shorter b1
axis and a marginally longer b2 axis, compared to the type-II unit cell. In contrast to these only
small differences in the unit cell geometry, the dimensions of the corresponding Moire´ pattern are
significantly closer to the measured ones. In Fig. 6.9(a), a zoomed and filtered portion of the STM
image in Fig. 6.8(a) is shown; the simulated Moire´ pattern of type-II can be seen in Fig. 6.9(b).
The simulated Moire´ pattern is created by drawing a type-II point lattice (brown circles) on top
of the hexagonal (
√
31×√31)R8.9◦ lattice of HBC (yellow circles). Note that despite its actually
different orientation, the center molecule in the rectangular type-II unit cell is treated equally,
i.e., is drawn as a circle too. The resulting simulated Moire´ pattern is in good agreement with
experimentally observed spot pattern in the STM image, and even capable of reproducing the
slightly elongated shape of the dark spots. The lower-left inset in Fig. 6.9(b) depicts the lengths
and angles, employed for the description of the Moire´ lattice and its relative position with respect
3Moire´ patterns are equivocal with respect to the two lattices whose superposition generates the pattern.
4The domain angle of type-II PTCDA with respect to the graphite lattice is φ = ∠(b1, [1¯21¯0]Graph) = ±9.9◦
while the domain angle of the commensurate (
√
31×√31)R8.9◦ HBC lattice (also with respect to the graphite sub-
strate) is φ = ±8.9◦, hence the difference is 1◦.
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Table 6.4: Dimensions of the Moire´ lattice caused by the superposition of the rectangular PTCDA lattice with the
hexagonal HBC lattice.
PTCDA lattice Moire´ lattice
source ‖b1‖ / A˚ ‖b2‖ / A˚ η / deg ‖m1‖ / A˚ ‖m2‖ / A˚ µ / deg β / deg
STM [25] 12.7±0.5 19.0±0.5 1±1 78 78 - ∼4
STM (this work) 77.3±0.2 81.5±0.2 84±1 4.5±1
type-II 12.39 19.47 1.0 80.8 88.9 79.6 4.27
type-II 12.28 19.48 1.1 76.3 83.2 85 4.77
to two molecular lattices in Tab. 6.4. The PTCDA unit cell is sketched as blue rectangle, the HBC
unit cell in form of a red hexagon.
The type-II unit cell dimensions were determined by a trial and error procedure, using a
software which calculates the superposition of specified lattices. It has to be emphasized that an
algebraic calculation of the PTCDA lattice geometry on the basis of the measured Moire´ lattice
would be a mathematically complicated, nontrivial task, and as such it has not been attempted.
Taking into account the relatively small differences between the type-II and type-II unit cell
dimensions on one hand, and the remaining deviation of the simulated Moire´ lattice from the
measured one as well as the achieved amount of improvement on the other hand, the type-II unit
cell is assumed to be very close to the actual unit cell of PTCDA on HBC. The type-II unit cell
can thus be considered sufficiently precise for an investigation of the overlayer-substrate potential
Vinter.
It has to be pointed out that the Moire´ pattern analysis yields only information about the lattice
structure of PTCDA in such domains which show such a pattern (domain I in Fig. 6.8(a)). How-
ever, there are also domains which exhibit uniform tunneling contrast (domain II in Fig. 6.8(a)).
The PTCDA lattice structure in these domains is therefore not accessible by Moire´ pattern analy-
sis. This problem is addressed later in this Chapter.
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(a)
(b)
Fig. 6.9: Comparison between experimentally observed and simulated Moire´ pattern of PTCDA on HBC on graphite.
(a) Zoomed and contrast-enhanced portion of the STM image shown in Fig. 6.8(a). (b) Simulated Moire´ pattern
in form of a superposition of a PTCDA type-II unit cell with the hexagonal (
√
31×√31)R8.9◦ lattice of HBC.
The azimuthal orientation of the PTCDA lattice with respect to the HBC lattice is η = 1.1◦. The rectangular PTCDA
lattice with two PTCDA molecules is drawn depicted by brown circles, whereas the HBC lattice is plotted with yellow
circles. The lower-left inset provides provides the definition of the lengths and angles which are used to characterize
the Moire´ lattice and its relative position with respect to two molecular lattices (see Tab. 6.4).
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6.2.3 Calculations for PTCDA on HBC on graphite
Analogously to the procedure in case of PTCDA on graphite (see Sec. 5.3.1), a Vinter potential grid
file was recorded in order to investigate the characteristics of the Vinter potential of PTCDA on top
of a highly ordered HBC layer on graphite. However, a remarkable difference of the two scenarios
is the size of the substrate lattice unit cell. In the organic-organic heteroepitaxy system PTCDA-
HBC-graphite, the HBC lattice serves as substrate layer for the PTCDA overlayer. The HBC
(
√
31×√31)R8.9◦ lattice unit mesh covers an area of (13.7×13.7× sin[60◦]) A˚2 = 162.5 A˚2
which compares to (2.46×2.46× sin[60◦]) A˚2 = 5.2 A˚2 area of the graphite unit cell. If the
overlayer-substrate potential grid file shall be recorded with the same spatial resolution as in the
case of PTCDA on graphite, then the grid file size, but also the computation time are increased
by a factor of ∼ 31. Therefore, the time-consuming consideration of a site-specific z-coordinate
(see discussion in Sec. 5.3.1) during the calculation was dropped here and a precalculated average
height of a PTCDA molecule over HBC was assumed instead. The influence of this measure on
the accuracy of the potential calculations is expected to be very small since the optimal height of
a PTCDA molecule over the HBC lattice varies only marginally with the angle and position of the
PTCDA molecule: zavg = 3.43±0.03 A˚. The area of the HBC unit cell was divided into∼ 72000
grid points which corresponds to a spatial resolution of ∼0.05 A˚.
The model substrate consisted of 34 HBC molecules arranged in a (
√
31×√31)R8.9◦ lattice
on top of a circular single layer domain of graphite with > 3000 atoms. Based on the calculation
results for HBC on graphite in Sec. 6.1, a slight angular misalignment between the graphitic HBC
backbone and the graphite substrate lattice was assumed (see Fig. 6.5). The force field parameter
set was again the nonbonded OPLS parameter set in combination with a Lennard-Jones potential.
In contrast to the case of PTCDA on graphite, no electrostatic overlayer-substrate interactions (in
form of mirror charges) were considered because the peripheral hydrogen atoms certainly prevent
the formation of a free electron gas like it exists in the case of graphite, despite the graphitic
molecular body of HBC. With the potential energy values being stored as double precision floating
point values, the resulting Vinter grid file size was about 105 MB (as compared to only 4.5 MB in
case of PTCDA on graphite).
Results and discussion
In the following, the results of the Vinter potential calculations for type-II PTCDA on HBC on
graphite are discussed. In a first step, PE curves were calculated by the procedure which is ex-
plained in detail in Sec. 5.3.2. Like there, the PE curves are shown as plot of the normalized Vinter
potential versus the domain angle. In order to allow a comparison with the curves for PTCDA
on graphite from Sec. 5.3.2, the domain angle φ is again defined by the angle between the short
PTCDA lattice axis and a graphite lattice axis: φ = ∠(b1, [1¯21¯0]Graph). In Fig. 6.11, PE curves
for various PTCDA domain sizes are shown, ranging from 10 nm domain diameter (65 molecules)
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up to 50 nm domain diameter (1649 molecules). The upper horizontal axis provides an alternative
description of the domain angle in form of the angle η = ∠(b1,h1) between the PTCDA lattice
vector b1 and the HBC lattice vector h1 (see sketch in Fig. 6.10).
b1

 

h1
[1210]Graph
Fig. 6.10: Schematic representation of the PE curve calculations for PTCDA on HBC on graphite. In order to
evaluate the Vinter potential energy combined with the different PTCDA domain orientations, a type-II PTCDA
domain (single black unit cell) is rotated stepwise with respect the substrate, consisting of a HBC lattice on top of a
graphite lattice. Two alternative descriptions of the PTCDA domain angle are given in the PE curves: 1) the angle φ
between the PTCDA lattice vector b1 and the graphite lattice azimuth [1¯21¯0]Graph, and 2) the angle η between the
PTCDA lattice vector b1 and the HBC lattice vector h1 (red vector). The vector ∆ (blue) defines the relative position
of the PTCDA domain in that it connects the crystallographic origins of the PTCDA lattice and the HBC lattice.
The HBC lattice can, despite the slightly misaligned HBC molecules, be approximately thought
of as a graphite layer which is periodically intermitted by hydrogen atoms. Therefore, it is par-
ticularly interesting to compare the PE curves for type-II PTCDA on HBC on graphite to those
calculated for type-II PTCDA on graphite. The first significant difference is the absolute value
of the calculated binding energy per molecule (i.e. the Vinter potential) which is lower by about
14 kcal·mol−1 (∼0.6 eV) in case of PTCDA on HBC on graphite. This is partly due to the ab-
sence of electrostatic overlayer-substrate interactions, but also a consequence of the fact that the
dispersion interaction activity of hydrogen is generally lower than that of carbon.
There are numerous minima in the PE curves of small PTCDA domains, most of which dis-
appear upon increase in the PTCDA domain size, similar to the case of PTCDA on graphite. The
largest domain for which a PE curve is presented in Fig. 6.11 has a diameter of 50 nm (black line,
1649 molecules). One of the minima in this curve corresponds exactly to the domain angle of
η = 1.1◦  φ = 10.0◦ as determined by the Moire´ pattern analysis. This agreement between
calculation and experiment indicates that the present scenario of organic-organic heteroepitaxy is
compatible with the assumptions on which the potential calculations were based.
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Fig. 6.11: Normalized overlayer-substrate potential Vinter of type-II domains of PTCDA on HBC on graphite,
plotted as function of the domain angle φ/η (PE curves). PE curves for five different PTCDA domain diameters
are shown, ranging from 10 nm (65 molecules) up to 50 nm (1649 molecules) with an increment of 10 nm. The
experimentally determined domain orientation at η = 1.1◦ (marked by a green arrow) is in agreement with one of the
two deepest minima in the PE curve for a domain size of 50 nm.
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The minima at φ = ±10.0◦ are also present in the PE curve for PTCDA on graphite in Fig. 5.7.
This hints that in fact the graphitic properties of the HBC ”substrate” layer govern the optimum
orientation of the PTCDA domains. However, there are several differences between the PE curves
shown in Fig. 6.11 and those for type-II PTCDA on graphite: (i) Even in the PE curve of the large
50 nm domain with 1649 molecules, there are additional distinct minima at the domain angles
φ = −18.6◦ and φ = 14.6◦ which do not occur in the respective curve of PTCDA on graphite.
(ii) The potential valley depth (energetic gain per molecule) at the domain angles φ = −18.6◦,
φ = ±10.0◦, and φ = 14.6◦ does not show the convergence which is obtained for the minima in
the 50 nm PE curve in case of PTCDA on graphite. (iii) The horizontal parts of the curve for a
50 nm domain of PTCDA on graphite in Fig. 5.7 are much smoother than they are in Fig. 6.11.
In order to further investigate the domain size dependence, PE curves for even larger do-
mains with a domain diameter of up to 100 nm (6579 molecules) were calculated (PE curve for a
100 nm domain in Fig. 6.12(a)). It can be seen that the valley depth of the minima at φ = −18.6◦
and φ = 14.6◦ decreases rapidly the larger the PTCDA domains become (zoomed sections in
Fig. 6.12(b)). These minima are likely to fully disappear on a further increase in domain size.
However, the two minima at φ = ±10.0◦ (η = 1.1◦,−18.9◦) persist even in the curves of the
100 nm domain (Fig. 6.12(a)). These minima show properties which were attributed to a coher-
ence between overlayer lattice and substrate lattice in the case of PTCDA on graphite: (i) The
minima get narrower with increasing domain size. (ii) The energetic gain per molecule converges
to a constant value of ∼-2.2 meV which corresponds to a ”rotation energy barrier” of 14.5 eV
for such 100 nm type-II domains. The ”late” (as compared to PTCDA on graphite) convergence
which requires very large PTCDA domains on HBC might be explicable by the ratio between
the PTCDA domain size and the number of covered substrate unit cells: a circular 50 nm type-II
PTCDA domain on graphite covers an area of ∼37435 graphite unit cells, whereas an equally
large circular type-II domain covers about ∼1208 HBC unit cells. The even larger 100 nm do-
main covers four times that number of unit cells (∼4832 HBC unit cells). However, it is difficult
to derive a general criterion for the overlayer domain size, required to obtain convergence in the
PE curves. The shape of the overlayer domain with respect to the substrate lattice and the inner
structure of the substrate unit cell are as important as the number of covered substrate unit cells5.
5In particular, the zero-convergence properties of the Fourier coefficients are strongly influenced by the inner
structure of the substrate unit cell [see Eq. (5.2)].
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Fig. 6.12: Normalized overlayer-substrate Vinter potential of very large type-II domains of PTCDA on HBC on
graphite. (a) PE curve for a 100 nm PTCDA domain with 6579 molecules. (b) Sections of PE curves for five
different domain diameters (60 nm. . . 100 nm), zoomed around domain angles for which minima were observed in the
50 nm curve in Fig. 6.11. With increasing domain size, all these minima vanish except the two at the φ = ±10.0◦
orientations.
Before the domain orientations at φ = ±10.0◦ are analyzed further, the focus shall again be
put on the two minima at φ = −18.6◦ and φ = 14.6◦. Despite the fact that PTCDA domain angles
which correspond to these minima have not been observed experimentally, it is still interesting
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Fig. 6.13: Vinter potential map calculated by lateral translation of a very small type-II PTCDA domain with 7
molecules on the HBC/graphite substrate at a domain angle of φ = 14.6◦. The HBC molecules in the substrate layer
are schematically depicted in orange. The yellow and blue ellipses mark two local potential minima within the area
of a single HBC molecule. These minima can be connected by parallel lines (dotted-green) which, concerning the
elongated shape of the minima, represent a prominent azimuth in the potential surface.
Fig. 6.14: Vinter potential map calculated by lateral translation of a 50 nm type-II PTCDA domain with 1649 mole-
cules on the HBC/graphite substrate at a domain angle of φ = 14.6◦. The potential surface exhibits a 1-dimensional
pattern whose periodicity (vector p, green) is related to the geometry of both the hexagonal HBC unit cell (yellow)
and the rectangular PTCDA unit cell (red).
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to investigate the origin of their existence and why they vanish for very large overlayer domains.
Since these minima do not occur in the PE curves of PTCDA on graphite, it is rather likely that
they are related to differences between the graphite substrate and the almost graphitic HBC sub-
strate. Here, the minimum potential domain angle at φ = 14.6◦ is examined exemplarily. For that
purpose, the spatial dependence of the Vinter potential6 is investigated by calculation of the Vinter
potential as a function of the PTCDA domain position vector ∆ (see Fig. 6.10).
Figures 6.13 and 6.14 show two Vinter potential maps, which were calculated for differently
sized PTCDA domains with the type-II unit cell under a domain angle of φ = 14.6◦. The po-
tential map in Fig. 6.13 was calculated for a very small domain with only seven molecules. The
HBC molecules in the substrate layer are schematically drawn in orange. As one would expect,
the potential surface exhibits a 2-dimensional periodicity which corresponds to the translational
symmetry of the hexagonal HBC lattice. However, there are a number of differences compared
to the corresponding potential maps of PTCDA on graphite (compare to Fig. 5.9). In case of an
organic-inorganic heteroepitaxy, there is one Vinter potential minimum within the area of a single
substrate unit cell. Here, multiple minima can be seen within the area of a single HBC molecule
(one unit cell). The two most favorable PTCDA domain center positions are marked by blue and
yellow ellipses in Fig. 6.13. Noteworthy is the existence of an azimuth along which these minima
appear elongated (indicated by green dotted lines in Fig. 6.13).
In Fig. 6.14, the respective Vinter potential map for a domain diameter of 50 nm (1649 mole-
cules) is shown. The potential surface exhibits a 1-dimensional periodicity (vector p), with poten-
tial trenches running exactly along that azimuth which was marked in Fig. 6.13. At this point it is
important to recall the finding from Sec. 5.3.3 that the Vinter potential map of point-on-line coin-
cident PTCDA unit cells on graphite are 1-dimensional, too. However, point-on-line coincidence
as defined in Sec. 2.1 can be excluded for the present case. The epitaxy matrix
C =
[
0.841 0.102
−0.957 1.633
]
of a type-II unit cell at an unit cell/domain angle of φ = 14.6◦ with respect to the underlying HBC
lattice is clearly incommensurate. It can be seen that the periodicity p of the potential surface in
Fig. 6.14 is related to the HBC unit cell (yellow). With ep = p‖p‖ being the unit vector in the
direction of p, the following equation can be derived from the periodicity of the potential surface:
ep·h1 = 2‖p‖
ep·h2 = 3‖p‖.
(6.3)
6Analogue potential maps for PTCDA on graphite were discussed in Sec. 5.3.3.
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The unit cell of PTCDA (red) appears to exhibit a similar relationship to the periodicity of the
potential surface in that each of the two PTCDA lattice vectors spans an integer number of periods:
ep·b1 = 2‖p‖
ep·b2 = 3‖p‖.
(6.4)
However, it is found that the PTCDA type-II unit cell is not exactly compatible with Eq. (6.4).
Based on the assumption of a rectangular PTCDA unit cell, one can calculate lattice vectors b1
and b2 which fulfill Eq. (6.4). Depending on which lattice vector of the type-II unit cell is kept
fixed, this yields two hypothetical PTCDA unit cells with slightly different dimensions: ‖b1‖ =
12.41 A˚, ‖b2‖ = 19.47 A˚ and ‖b1‖ = 12.28 A˚, ‖b2‖ = 19.70 A˚.
Still, it can be shown that there would be a certain degree of match between the respective
reciprocal lattices, if PTCDA would form an overlayer lattice on HBC with one of these hypo-
thetical unit cells. With the definition of the reciprocal lattice given in Eq. (2.2), Eqs. (6.3), and
(6.4) can only be satisfied at the same time if the vector ep adheres to the following condition7:
ep = ‖p‖ (2b1 + 3b2) = ‖p‖ (2h1 + 3h2) . (6.5)
Equation 6.5 corresponds to a coincidence between a reciprocal lattice vector of HBC and a recip-
rocal lattice vector of PTCDA (of course multiples of these vectors also coincide): 2b1 + 3b2 =
2h1 + 3h

2. In Sec. 5.4, it was shown that in case of epitaxy between an overlayer and a substrate
lattice, a lattice match in reciprocal space is a key requirement for the occurrence of minima in the
Vinter potential. Hence, the mutual alignment between the hypothetical PTCDA unit cells and the
HBC lattice can be interpreted as a yet unclassified type of epitaxy.
Using Eq. (6.3), the periodicity vector p can be calculated from the known dimensions of
the HBC lattice: p =
(
2.373
3.806
)
A˚. It is important to note that p does not correspond to a
characteristic distance in a graphite lattice! Therefore, the minimum at φ = 14.6◦ can not be
explained by the graphite-approximation of the HBC substrate layer. For very large domains of
type-II PTCDA, this minimum vanishes because the type-II unit cell does not exactly conform
to Eq. (6.4). Hence, its reciprocal 2b1 + 3b2 vector does not exactly match the 2h1 + 3h2 re-
ciprocal lattice vector of HBC. In PE curves (not shown here), which were calculated for the two
hypothetical PTCDA unit cells on HBC, the minimum at φ = 14.6◦ persists even for very large
domains.
7The physical dimensions of the vectors (length and inverse length) are disregarded here.
6.2 Organic-organic heteroepitaxy: PTCDA on HBC on graphite 107
Fig. 6.15: Vinter potential map calculated by lateral translation of a very small type-II PTCDA domain with 7 mol-
ecules at a domain angle of φ = 10.0◦ on the HBC/graphite substrate. The potential surface exhibits the translational
periodicity of the HBC substrate lattice (the HBC molecules are depicted in orange).
Now, the PE curve minimum at φ = 10.0◦, η = 1.1◦ (i.e. the PTCDA domain angle determined
by the Moire´ analysis) is further investigated. As already mentioned, there are obvious similarities
between type-II PTCDA on graphite and type-II PTCDA on HBC on graphite (φ = ±9.9◦ vs. φ =
±10.0◦, very similar unit cell dimensions). Therefore, Vinter potential maps of type-II PTCDA on
graphite (Fig. 5.9) and type-II PTCDA on HBC at φ = 10.0◦ can be directly compared to each
other8. Other important questions for the subsequent discussion are: Is the orientation φ = 10.0◦
also combined with a coincidence between reciprocal PTCDA and HBC lattice vectors? Is the
epitaxy of this domain orientation classifiable unlike that of the φ = 14.6◦ orientation?
In Figs. 6.15 and 6.16, two Vinter potential maps are presented which were calculated for
differently sized type-II PTCDA domains at φ = 10.0◦. In case of the very small PTCDA
domain (7 molecules, Fig. 6.15), the peak-to-peak potential corrugation value of 1.2 kcal·mol−1
(52.1 meV) is almost six times larger than the respective value of an equally small domain of type-
II PTCDA on graphite (9.1 meV). This can be attributed to the fact that in the latter case, a single
PTCDA molecule already covers the area of several graphite substrate unit cells which gives rise
to an averaging effect, and hence a lower lateral potential corrugation. Unlike that of PTCDA on
graphite (Fig. 5.9), the potential map in Fig. 6.15 exhibits the 2-dimensional periodicity of the
HBC substrate lattice, with multiple local Vinter potential minima within the area of a single HBC
molecule.
8The potential map for type-II PTCDA on graphite in Fig. 5.9 was calculated for the φ = −9.9◦ orientation which,
however, is fully equivalent to the respective φ = 9.9◦ orientation by mirror symmetry of the graphite lattice.
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Fig. 6.16: Vinter potential map calculated by lateral translation of a 50 nm type-II PTCDA domain (1649 molecules)
at a domain angle of φ = 10.0◦ on the HBC/graphite substrate. The potential surface exhibits a 1-dimensional
pattern. The hexagonal HBC unit cell (yellow) as well as the rectangular PTCDA unit cell (red) span integer numbers
of periods of this 1-dimensional pattern in the potential surface.
Fig. 6.16 shows the respective potential map for a 50 nm domain. Compared to that of the
small PTCDA domain, the lateral Vinter potential corrugation has dropped to 0.13 kcal·mol−1
(5.4 meV) which is about 3/4 of the corrugation value of a 50 nm type-II PTCDA domain on
graphite (0.16 kcal·mol−1 [6.9 meV]). Furthermore, the potential surface in Fig. 6.16 looks very
similar to that of type-II PTCDA on graphite now in that it exhibits an identical 1-dimensional
periodicity. The relationship between the periodicity vector of the potential surface p and the unit
cell of HBC (yellow) can again be expressed by the inner products between ep and HBC lattices
vectors h1,h2 being integer multiples of ‖p‖:
ep·h1 = 1‖p‖
ep·h2 = 6‖p‖.
(6.6)
From the known dimensions of the HBC lattice, the vector p can be calculated via Eq. (6.6):
p =
(
0
2.1313
)
A˚. The length ‖p‖ of this vector is a characteristic distance in the hexagonal
graphite lattice: 2.1313 A˚ =
√
3
2
×2.461 A˚, and is, as already pointed out, identical to the length
of the respective periodicity vector of the potential surface for type-II PTCDA on graphite. There-
fore, it can be concluded that the graphitic structure of the HBC molecules in combination with
the commensurate (
√
31×√31)R8.9◦ arrangement of the HBC molecules on graphite is the rea-
son why PTCDA grows on HBC almost as it does on graphite. The growth of type-II PTCDA on
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graphite was classified as point-on-line coincident because one column in the respective epitaxy
matrix C consisted of integers only. However, the epitaxy matrix
C =
[
0.886 0.019
−0.847 1.641
]
of a type-II unit cell with an azimuthal orientation of φ = 10.0◦ is incommensurate with respect to
the underlying HBC lattice, if only the established types of epitaxy are considered (see Sec. 2.1).
Still, like in the case of the φ = 14.6◦ orientation, the φ = 10.0◦ orientation is combined with
a certain type of lattice match between the PTCDA lattice and the HBC lattice. It can be seen that
a φ = 10.0◦-oriented PTCDA unit cell (depicted by a red rectangle in Fig. 6.16) spans an integer
number of periods of the 1-dimensional Vinter potential pattern, too. In contrast to the φ = 14.6◦
orientation where this was true only for slightly modified, hypothetical PTCDA unit cells, the
inner products between ep and the lattice vectors of the type-II PTCDA unit cell at φ = 10.0◦ are
exactly integer multiples of ‖p‖:
ep·b1 = 1‖p‖
ep·b2 = 9‖p‖.
(6.7)
Therefore, this orientation gives rise to persistent minima in the PE curves, even for very large
overlayer domains. The concurrence of Eqs. (6.6), (6.7) again corresponds to a coincidence be-
tween specific reciprocal lattice vectors of the HBC lattice and the PTCDA lattice:
ep = ‖p‖ (b1 + 9b2) = ‖p‖ (h1 + 6h2)
b1 + 9b

2 = h

1 + 6h

2.
(6.8)
In the PE curves for very large type-II PTCDA domains in Fig. 6.12(a), there is a minimum at
φ = −10.0◦ which is comparably deep as the minimum at φ = 10.0◦, but which was not examined
up to this point. In case of type-II PTCDA on graphite, the two φ = ±9.9◦ domain orientations
are equivalent by mirror symmetry of the substrate lattice. In case of PTCDA on HBC, this
”substrate” symmetry is actually broken by the slight misalignment of the HBC molecules with
respect to the underlying graphite lattice. Still, the respective potential surface of a 50 nm type-II
PTCDA domain at φ = −10.0◦ (not shown here) looks almost identical to that of the φ = 10.0◦
orientation in Fig. 6.16. It exhibits the same periodicity p and a very similar peak-to-peak potential
corrugation: 0.13 kcal·mol−1 (5.6 meV).
Like the φ = 10.0◦ orientation, the φ = −10.0◦ orientation is combined with an incommensu-
rate epitaxy matrix
C =
[
1.015 −0.336
−0.315 1.552
]
,
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but also with a coincidence between specific reciprocal lattice vectors of the HBC lattice and the
PTCDA lattice:
ep = ‖p‖ (−b1 + 9b2) = ‖p‖ (h1 + 6h2)
−b1 + 9b2 = h1 + 6h2.
(6.9)
With the minimum in the PE curve at φ = −10◦ being similarly deep9 as the minimum at φ = 10◦,
the question arises: Should not both PTCDA domain orientations be observable in experiments?
The φ = 10.0◦ (η = 1.1◦) orientation of the PTCDA lattice was determined by the analysis of the
Moire´ pattern in Fig. 6.9 (see above). However, it was already discussed that in STM images of
PTCDA on HBC, domains were found which do not show a distinct Moire´ pattern (labelled II in
Fig. 6.8(a)). The simulated Moire´ pattern in Fig. 6.17 is produced by a superposition of the HBC
lattice (red unit cell, yellow circles) and a type-II PTCDA lattice (blue unit cell, brown circles)
at a mutual lattice alignment of η = −18.9◦ (which corresponds to φ = −10.0◦). The resulting
Moire´ lattice exhibits a much weaker contrast and a significantly smaller periodicity, compared
to the Moire´ lattice which is produced by the η = 1.1 (φ = 10.0◦) orientation of the PTCDA
lattice (Fig. 6.9(b)). Therefore, it appears likely that those domains which appear with uniform
tunneling contrast in STM images correspond to type-II PTCDA domains with a domain angle
of φ = −10.0◦. Unfortunately, no molecular-resolution STM images of such islands are available
yet, which at the time being prevents a final clarification.
At this point, the question on the transferability of established terms of epitaxy to the scenario
of organic-organic heteroepitaxy, which was raised in the introduction to this Chapter, can be
answered: All investigated minima in the PE curves (i.e. domain orientations which are combined
with a minimum in the Vinter potential) correspond to PTCDA/HBC configurations which are
incommensurate, if the usual epitaxy classification scheme is applied. Still, it was demonstrated
that these orientations/domain angles of type-II PTCDA on HBC are combined with a new type
of lattice match between PTCDA lattice and HBC lattice. This lattice match is characterized by
the coincidence between non-primitive reciprocal lattice vectors. A revised epitaxy classification
scheme which incorporates this new type of epitaxy is proposed and discussed in the following
Chapter 7.
Finally, it is noteworthy that, while on graphite two PTCDA phases are repeatedly observed
(type-I and type-II), there is no indication for the growth of a type-I-like phase of PTCDA on
HBC on graphite, and the respective simulated Moire´ pattern (not shown) does not fit to the
experimentally observed Moire´ pattern [25]. As already discussed in Sec. 6.1, the HBC lattice
can be thought of as heavily modified graphite lattice (periodically intermitted by hydrogens plus
slight misalignment angle δ of the HBC molecules). A possible explanation for absence of a
type-I-like PTCDA lattice could be that these ”substrate modifications” shift the energetic balance
9It would certainly be equally deep, if the HBC molecules would not have been assumed to exhibit a slight
rotational misalignment of 3.8◦ with respect to the graphite lattice.
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Fig. 6.17: Simulated Moire´ pattern produced by a superposition of a PTCDA type-II lattice at φ = −10.0◦, η =
−18.9◦ with the hexagonal (√31×√31)R8.9◦ lattice of HBC. The rectangular PTCDA lattice with two PTCDA
molecules is depicted by brown circles, whereas the HBC lattice is plotted with yellow circles. Compared to the
Moire´ pattern of the φ = 10.0◦ orientation, the resulting Moire´ lattice unit cell at the φ = −10.0◦ orientation is likely
to yield a much weaker tunneling contrast in STM images.
towards the type-II phase, i.e., on the HBC substrate, the two phases are energetically no longer
equal.
6.3 Summary
The differences between organic-inorganic- and organic-organic heteroepitaxy in terms of the
ordering mechanism and the role of interlayer energetics were studied by means of the system
PTCDA on HBC on graphite. In the first part of the Chapter, the growth of the first monolayer of
HBC on graphite was discussed. Potential energy calculations, performed for HBC on graphite
predict an optimal HBC unit cell which corresponds well (accurate within ∼ 1%) to the exper-
imentally obtained (
√
31×√31)R8.9◦ commensurate unit cell of HBC. The corresponding cal-
culated optimal domain angle is also in very good agreement with the experimentally observed
domain angle. It was demonstrated that the differences between calculated and experimental val-
ues would not have been smaller if an additional degree of freedom (the tilt angle ψ) would have
been considered. Furthermore, the calculation predicts that the interactions of the peripheral hy-
drogen atoms give rise to a small angular misalignment of 3.8◦ between the graphitic backbone of
the HBC molecule and the graphite lattice.
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The evaluation of the Moire´ pattern, visible in STM images of PTCDA on HBC on graphite,
yields two domain orientations φ = ±10.0◦ of a type-II PTCDA phase. Besides the two min-
ima at φ = ±10.0◦ which are also present in the respective PE curves of the very similar type-II
PTCDA phase on graphite, there are other minima in the PE curves of type-II PTCDA domains
on the HBC which do not occur in the PE curves of PTCDA on graphite. In order to investigate the
mechanism which produces the different minima in the PE curves, spatial Vinter potential maps
were calculated for 50 nm type-II PTCDA domains at the respective domain angles. It is found
that all these potential maps exhibit a 1-dimensional periodicity. An evaluation of this periodicity
reveals that the PTCDA lattice and the HBC lattice are aligned such that coincidences between
non-primitive lattice vectors of the corresponding reciprocal lattices occur, despite a nominally
incommensurate relationship between the two real space lattices. Hence, the experimentally ob-
served alignments between the type-II PTCDA lattice and the (
√
31×√31)R8.9◦ HBC lattice
correspond to a new type of epitaxy (see generalized classification scheme for epitaxial growth in
Chap. 7).
7 Generalized classification scheme
for epitaxial growth
7.1 Introduction
The growth of PTCDA on HBC on graphite exhibits the typical properties of epitaxial growth in
that a crystalline overlayer grows under distinct azimuthal lattice/domain orientations on top of
a crystalline substrate layer. However, the type of epitaxy which occurs in the organic-organic
heteroepitaxy system PTCDA on HBC on graphite is not covered by the classification scheme for
the organic-inorganic heteroepitaxy types, provided in Sec. 2.1. The energetically favorable orien-
tations of the PTCDA lattice {b1,b2} with respect to the HBC lattice {h1,h2} are characterized
by a coincidence between non-primitive reciprocal lattice vectors (and naturally all multiples of
these):
kb1 + lb

2 = ih

1 + jh

2, (7.1)
with all the coefficients k, l, i and j being integers [see Eqs. (6.5), (6.8)]. The subsequently pro-
posed classification scheme for epitaxial growth comprises the established types of epitaxy (which
were discussed in Sec. 2.1), but also incorporates this new type of epitaxy.
7.2 The new classification scheme
The classification scheme described in Sec. 2.1 is based on the epitaxy matrix C which relates the
overlayer lattice matrix to the substrate lattice matrix:
[
b1
b2
]
=
[
C11 C12
C21 C22
][
h1
h2
]
. (7.2)
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Therefore, it is useful to express the characteristic Eq. (7.1) in terms of the epitaxy matrix C. This
can be achieved by multiplication of Eq. (7.2) with Eq. (7.1):
[
b1
b2
]
(kb1 + lb

2) =
[
C11 C12
C21 C22
]([
h1
h2
]
(ih1 + jh

2)
)
(7.3)
(
k
l
)
=
[
C11 C12
C21 C22
](
i
j
)
. (7.4)
In Eq. (7.4), the epitaxy matrix C no longer relates the lattice matrices of overlayer and substrate
to each other. Instead, C projects a vector of integer numbers onto another vector of integer num-
bers now. This form allows the coincidence between any reciprocal overlayer and substrate lattice
vectors to be expressed in terms of the (real space) epitaxy matrix C. An important result of the
discussion on point-on-line coincidence in Sec. 5.4 was that coincidence between reciprocal over-
layer and substrate lattice vectors is required for an energetically favorable lattice alignment. All
types of epitaxy defined in Sec. 2.1 (Commensurism, Coincidence-I, Coincidence-II) represent
different ways to obtain such energetically favorable lattice alignments. Therefore, it is adequate
to equate epitaxy with the formation of a distinct, energetically favorable alignment between crys-
talline layers. Equation (7.4) represents the most general requirement for the occurrence of epitaxy
between two lattices. The existence of a nontrivial1 quadruple (i, j, k, l) of integer values which
satisfies Eq. (7.4) is required but not necessarily sufficient for a minimum-potential alignment
between two crystalline layers.
The already defined types of epitaxy as well as the new type, denoted Coincidence-III, can be
characterized by the properties of the numbers i and j:
• Commensurism:
Eq. (7.4) is satisfied for any integer values i and j, i.e., the integer matrix of a commensurate
epitaxy matrix projects any integer vector onto another integer vector. In terms of i and j,
commensurism is the least demanding/most robust type of epitaxy. In reciprocal space,
this translates into the reciprocal substrate lattice being commensurate with the reciprocal
overlayer lattice.
• Coincidence-I:
In case of coincidence-I/point-on-line coincidence, only one column in the epitaxy matrix
contains integers. Therefore, Eq. (7.4) is generally only satisfied if either i or j is zero.
Which of the two is required to be zero depends on which column in the matrix C is inte-
ger. The other value can assume any integer value (including 1). The constraint that one
1The trivial integer quadruple (0,0,0,0) always satisfies Eq. (7.4).
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of the value has to be zero is compatible with the supposedly ”weaker” degree of geomet-
rical lattice match in case of point-on-line coincidence (compared to commensurism). A
point-on-line coincident overlayer lattice is characterized by an uniaxially commensurate
relationship between the reciprocal substrate lattice and the reciprocal overlayer lattice, i.e,
one of the reciprocal substrate basis lattice vectors is a multiple of a reciprocal overlayer
lattice vector (example in Fig. 5.14).
• Coincidence-II:
This type of lattice match is characterized by the formation of an overlayer super cell without
the coincidence of every overlayer lattice points with lattice lines of the substrate. The
matrix elements C11. . .C22 are rational, but no column of the matrix C consists of integers.
In order to satisfy Eq. (7.4), i has to be a multiple of LCM1 and j has to be a multiple
of LCM2. Here, LCM1 denotes the Least Common Multiple of the denominators in the
first column in the epitaxy matrix (LCM2 for the second column). In reciprocal space, the
reciprocal substrate lattice exhibits a LCM1×LCM2 super cell with respect to the reciprocal
overlayer lattice.
• Coincidence-III:
The yet unclassified type of epitaxy which is observed in the case of PTCDA on HBC on
graphite is denoted coincidence-III. In case of coincidence-III, neither integer elements nor
common denominators are required in the matrix C. Coincidence-III would be equivalent
to coincidence-I, if the latter would not require the overlayer lattice points to lie on primitive
substrate lattice lines (i.e., lattice lines with the largest possible perpendicular separation).
The condition in Eq. (7.4) is met for a distinct pair i, j of integer values and all of its mul-
tiples. It has to be emphasized that both columns of the matrix can even contain irrational
numbers! In literature, it is often claimed that in this case, no correlation between over-
layer lattice and substrate lattice would exist [21, 94]. However, to give an example which
disproves this assumption: The matrix
C =
[ √
2 (1−√2)
1 3
]
contains irrational numbers in both columns, but is clearly of the coincidence-III type (i =
1, j = 1). There is no registry between the two lattices in real space, and it is difficult to
anticipate the lattice match by looking at the matrix elements. Still, an overlayer growing
with that epitaxy matrix is aligned such that there are coinciding non-primitive reciprocal
lattice vectors: b1 + 4b2 = h1 + h2.
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7.3 The Fourier series - revisited
The question may arise whether a prediction algorithm based on Eq. (7.4), i.e., a computer al-
gorithm which would search for integer quadruples (i, j, k, l), could replace the existing lattice
match algorithms or even render potential calculations unnecessary. In order to answer these
questions, it is useful to recall the discussion on the Fourier series in Sec. 5.4. There, it was shown
that the overlayer-substrate potential Vinter of a whole overlayer domain can be expressed by a
Fourier series in terms of the reciprocal substrate lattice vectors. Furthermore, the Fourier series
was transformed such that one part of it, the lock-in term, is only sensitive to the geometrical
alignment between overlayer lattice and substrate lattice [Eq. (5.4)]. It was found that the lock-in
term effectively restricts the Fourier series (which runs over all reciprocal substrate lattice vectors)
to such reciprocal substrate lattice vectors which coincide with reciprocal overlayer lattice vec-
tors. Hence, the Vinter potential is the sum of the respective Fourier coefficients2. The algebraic
structure of the corresponding Fourier coefficients ϕG is again listed for convenience here:
ϕG =
e2πiG∆
VCell
∫
VCell
drϕ(r)e−2πiGr. (7.5)
In Eq. (7.5), the vector G denotes a reciprocal substrate lattice vector. The vector ∆ characterizes
the relative position of the overlayer lattice origin with respect to the substrate lattice origin, and
VCell denotes the area of a substrate unit cell. The potential function ϕ(r) denotes the Vinter
overlayer-substrate interaction potential of a single overlayer unit cell as a function of its relative
position r in the substrate surface plane (see Sec. 5.4).
In almost all cases of organic-inorganic heteroepitaxy (like PTCDA on graphite), there will be
exactly one minimum of ϕ(r) within the area of a substrate unit cell, regardless of the orientation
of the overlayer unit cell. In the integral expression of the Fourier coefficient, the function ϕ(r)
is multiplied with a plane wave term e−2πiGr. This plane wave term essentially ”probes” the
periodicity of the potential ϕ(r), whereas the wave frequency and direction are defined by the
vector G. Therefore, if there is a single minimum within the area of a substrate unit cell, the
contribution of Fourier coefficients which correspond to higher order reciprocal substrate lattice
vectors G are very small (they quickly converge towards zero with increasing ‖G‖).
However, the situation is fundamentally different in the PTCDA-on-HBC scenario. The po-
tential function ϕ(r) exhibits a considerable number of local minima within the area of a single
substrate unit cell, i.e., the HBC unit cell (red unit cell in Fig. 7.1). If the function ϕ(r) is multi-
plied with the plane wave term e−2πiGr of a suitable higher order reciprocal substrate lattice vector
G, this can lead to resonances in the Fourier coefficient. In case of the coincident-III orientation
of PTCDA on HBC at φ = 10.0◦, such a resonance occurs for G = b1 + 9b2 = h1 + 6h2 (see
2More precise, this is only true in the limit of infinite domains because otherwise, the lock-in term is not exactly
zero for other Fourier series addends.
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Fig. 7.1: Graphical representation of the potential function ϕ(r) for the case of type-II PTCDA on HBC at a domain
angle of φ = 10.0◦. It can be seen that ϕ(r) exhibits numerous local minima within the area of a single HBC unit
cell (red). Therefore, higher order reciprocal substrate lattice vectors can produce resonances which significantly
contribute to the Fourier series of the Vinter potential. In the depicted case, such a resonance is created by the
reciprocal substrate lattice vector G (corresponding plane wave sketched by yellow dotted lines). The respective
addends of the Fourier series (for G and multiples) are responsible for the formation of the minimum in Vinter at a
domain angle of φ = 10.0◦.
Eq. (6.8); the respective plane wave is depicted yellow in Fig. 7.1). Generally, if the substrate unit
cell has a complex inner structure, then Fourier coefficients ϕG which correspond to higher order
reciprocal substrate lattice vectors G can pose a numerically significant contribution to the Fourier
series, hence to the overlayer-substrate interaction potential Vinter. Which reciprocal lattice vector
G is suitable for creating a resonance in the corresponding Fourier coefficient ϕG can actually
only be determined by potential calculations. The fact that it is essential to consider higher or-
der Fourier terms in these cases also provides a lucid explanation for the missing capability of
pseudopotential-based epitaxy prediction methods (e.g. the plane-wave method from Sec. 2.2.2)
to detect Coincidence-III alignments between overlayer and substrate. The use of sinusoidal func-
tions as a model for the Vinter potential corresponds to a consideration of only first order terms of
the Fourier series.
Now, the question on the usefulness of a prediction algorithm based on Eq. (7.4) can be an-
swered. Unlike the presently available lattice match algorithms (Matrix element analysis, plane
wave method etc.), such an algorithm could very easily predict all potential epitaxial configura-
tions between a given adsorbate and substrate lattice, including the new coincidence-III epitaxy.
If an integer quadruple (i, j, k, l) is found which satisfies Eq. (7.4), then there is coincidence be-
tween the reciprocal overlayer lattice vector kb1 + lb2 and the reciprocal substrate lattice vector
ih1 +jh

2 ≡ G (and hence all multiples). A significant numerical problem of such a prediction al-
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gorithm would be to find suitable limits for the absolute values ‖i‖ and ‖j‖ up to which the search
is performed. The system PTCDA on HBC on graphite has shown that higher order reciprocal
substrate lattice vectors (‖i‖, ‖j‖ > 1) have to be considered, if the substrate unit cell exhibits an
inner structure. If too generous upper search limits would be chosen for i and j, then other numer-
ical problems would arise. There would be pairs of large i and j numbers which, within the limits
of computational accuracy, satisfy Eq. (7.4). Minima in Vinter which would correspond to such
large numbers of i and j are, however, likely to pose insignificant contributions to the overlayer-
substrate interaction potential (considering realistically extended overlayer domains). A typical
example would be a coincident-II overlayer super cell with several hundreds of molecules in a
single super cell. Therefore, it appears likely that the search algorithm would predict numerous
nonphysical lattice alignments. A complementary algorithm which would determine reliable and
meaningful upper limits for ‖i‖ and ‖j‖ on the basis of the inner structure of substrate and over-
layer is supposed to be comparably time-consuming as potential energy calculations. Such an
algorithm would have to test the beat frequencies which emerge from the superposition of the in-
ner structure of the molecule with the substrate lattice for all possible azimuthal molecular angles.
Despite the complexity of such an algorithm, it would still lack information about the energetics
of an epitaxial alignment. This suggests that in case of organic-organic heteroepitaxy, potential
energy calculations are indispensable.
7.4 Summary
A new classification scheme for epitaxial growth is proposed which incorporates the new epi-
taxy type Coincidence-III. The fundamental difference between organic-organic-heteroepitaxy
and organic-inorganic heteroepitaxy is that in the former case the substrate unit cell might ex-
hibit multiple locally favorable adsorption positions for a single overlayer molecule. An analysis
of the respective Fourier series representation of the Vinter potential reveals why coincident-III
overlayer domain orientations can be energetically favorable alignments: Depending on the en-
ergetic topology within a substrate unit cell, resonances in the lock-in term can occur for higher
order terms of the Fourier series which might then dominate the Vinter potential.
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8.1 Introduction
Phthalocyanines represent a technologically relevant molecular species, in that they are already
used for the fabrication of organic electronic devices such as thin film transistors or organic solar
cells. Hence, it is not surprising that phthalocyanines molecules are among the best studied organic
molecules with well over 1000 annual papers [143] on the optical/electronic/growth-properties of
various phthalocyanine molecules ([29] and Refs. therein). The phthalocyanine molecule TiOPc
(Fig. 8.1) is considered particularly interesting for an application as red and IR active sensitizer in
organic solar cells [144–146]. Like all phthalocyanine molecules, it is composed of four indoline
groups which form a cavity at the center of the molecule. In case of the TiOPc molecule, a titanyl
group is located in the central cavity. As opposed to bivalent phthalocyanines (e.g. CuPc, ZnPc),
this results in a non-planar molecule geometry due to the size of the titanyl group.
Fig. 8.1: (Left:) Chemical structure of Titanyl-phthalocyanine (TiOPc) and the respective molecule dimensions. The
(isolated) molecule exhibits a 4mm symmetry with two mirror axes m1 and m2 (dashed-dotted lines). (Right:) Space
filling model of the TiOPc molecule.
Five bulk crystal polymorphs of TiOPc are known up to now. The so-called phase-I [147]
is particularly relevant for the interpretation of the subsequently discussed results. The structure
of phase-I is depicted in Fig. 8.2 while the respective crystallographic dimensions are listed in
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Table 8.1: Lattice parameters of the monoclinic TiOPc bulk crystal phase-I [147].
A / A˚ B / A˚ C / A˚ α / deg β / deg γ / deg vol. / A˚3 symm. group
13.411 13.23 13.810 90 103.72 90 2380.36 P21/a
A
C C
B
B
A
~36°
~27°
m1
Fig. 8.2: Arrangement of the four molecules (red, green, blue, black) in the unit cell of the TiOPc bulk crystal phase-I:
AC-plane (left), BC-plane (right), AB-plane (bottom).
Tab. 8.1. There are four TiOPc molecules in the phase-I unit cell. Apart from the protruding
titanyl group, the TiOPc molecules are only slightly pyramidal, i.e., the phthalocyanine ring is
nearly planar. The molecules in the phase-I crystal are stacked such that the TiOPc molecules
almost lie in planes parallel to the AB plane (see CA, CB planes in Fig. 8.2). In adjacent planes, the
orientation of the molecules, as defined by the protruding titanyl group, is flipped. Furthermore,
if projected onto the AB plane, the four molecules in the unit cell exhibit two different azimuthal
angles. Therefore, there are adjacent crystal planes (AB planes) in which the molecules are rotated
against each other by ∼ 36◦ (red and green molecule in Fig. 8.2).
Films of TiOPc with a thickness varying between several nm and hundreds of nanometers have
already been investigated on different substrate types, such as sapphire [148], mica [149, 150],
quartz glass [149, 150], metals [151], Teflon [152], KBr [153], and ITO [151, 154]. However,
ultrathin films (in the monolayer regime) of TiOPc were up to now only investigated on graph-
ite [155, 156], and exclusively with spectroscopic techniques. In order to retrieve information
about the monolayer structure of TiOPc on Au(111), TiOPc films with a thickness of 1-3 ML were
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studied by means of LEED and STM in the present work. The results of these experiments are
discussed in the following Section.
The lattice structure of an organic overlayer is generally predictable by potential energy calcu-
lations, as was demonstrated for HBC on graphite in Sec. 6.1. So far, potential energy calculations
have been applied to systems where the substrate was either graphite (PTCDA-graphite, HBC-
graphite) or a layer of HBC molecules (PTCDA-HBC-graphite). The results of potential energy
calculations for the system TiOPc on Au(111), which are presented in this Chapter, demonstrate
that layer structure prediction on the basis of potential energy calculations is generally also possi-
ble for organic molecules on metal substrates (despite the limitations emphasized in Sec. 3.2.2).
8.2 Experimental results
Before the deposition of the organic compound, a clean Au(111) crystal surface was prepared
by application of the preparation scheme described in Sec. 4.4.2. The formation of the Au(111)
surface reconstruction (see Sec. 4.4.2) was verified by LEED. Subsequently, TiOPc was deposited
at a rate of 0.5 ML·min−1 onto the Au(111) substrate, which was gently heated to 340K in order to
improve the film quality. In some cases, the initially obtained STM image quality was poor. Such
samples were annealed at ∼ 400K for 10 min. Samples of monolayer coverage as well as 2-3 ML
samples were prepared by a deposition time of 120 s and 300 s, respectively. While samples with
submonolayer coverage were prepared as well, the mobility of the TiOPc molecules prevented a
STM investigation at room temperature.
First, the results of the LEED investigation are presented. The LEED image in Fig. 8.3 shows
a diffraction pattern which is formed by six symmetry equivalent domains of a single TiOPc
phase with a square reciprocal unit cell {t1, t2} (one domain is depicted red in Fig. 8.3). Before
the LEED image was measured, the LEED image correction procedure described in Sec. 4.2
was applied. The following TiOPc lattice parameters were obtained from LEED measurements:
‖t1,2‖ = (13.9 ± 0.4) A˚,Γ = (89 ± 2)◦. The {11} spots of the TiOPc diffraction pattern (see
blue circle in Fig. 8.3) appear with very low scattering intensity, i.e. are extinct. This fact already
indicates an alignment of TiOPc molecules in the unit cell which is combined with some sort of
glide reflection symmetry (see below).
In order to investigate a possible epitaxy between TiOPc and the Au(111) substrate lattice, the
mutual alignment between the TiOPc overlayer lattice and the Au(111) substrate lattice, i.e., the
domain angle, has to be determined. Here, the angle φ = ∠(t1, [1¯1¯2]Au(111)) is used to define the
TiOPc domain angle. Measurements in LEED images yield a TiOPc domain angle φ = (1± 2)◦.
In contrast to this measured value, the symmetry and geometry of the diffraction pattern suggest
that the angle φ should be (closer to) zero. Moreover, the TiOPc lattice should be very close to
an exactly square lattice although the measured unit cell angle is Γ = (89 ± 2)◦. The measured
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Fig. 8.3: LEED image of a 2-3 ML TiOPc layer on Au(111) (inverted, beam voltage V0 = 12.8 eV ). The diffraction
pattern can be explained by six symmetry equivalent domains of a square reciprocal TiOPc lattice {t1, t2} (a single
domain is depicted in red). The {11} spots (blue circle) appear with very low scattering intensity (i.e. are extinct).
The angle φ = ∠(t1, [1¯1¯2]Au(111)) = ∠(t1, [1¯1¯2]

Au(111)) between one axis of the reciprocal square TiOPc unit
cell (t1) and the [1¯1¯2]Au(111) direction is used to define the azimuthal alignment between the TiOPc lattice and the
substrate lattice. However, there are three equivalent 〈1¯1¯2〉Au(111) substrate lattice azimuths (dashed-dotted lines).
Since the choice of the 〈1¯1¯2〉Au(111) direction is equivocal, there are also three possible measurement values for the
TiOPc domain angle: φ, φ− 60◦, φ + 60◦. These domain angles are not symmetry equivalent, if the Au(111) surface
reconstruction is still present after the deposition of the TiOPc film.
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Fig. 8.4: Hypothetical spot splitting in the diffraction pattern of TiOPc on Au(111), as caused by deviations of the
overlayer lattice angles from high-symmetry values. For illustration purposes, a triangle of three diffraction spots in
the lower right of the LEED image was chosen (boxed). It consists of diffraction spots from six symmetry equivalent
TiOPc domains. At the bottom of the figure, hypothetical diffraction spot constellations are shown which would be
produced for the listed values of φ and Γ.
deviations from φ = 0◦ and Γ = 90◦ can be attributed to a slight anisotropic image distortion as
produced by our LEED optic (which is not accounted for by the correction procedure described in
Sec. 4.2.2). If the TiOPc lattice would enclose a defined angle with the [1¯1¯2]Au(111) direction, or
the TiOPc unit cell would not be square, one would expect a splitting of TiOPc diffraction spots1.
The impact of deviations from the high-symmetry values of Γ and φ is illustrated in Fig. 8.4.
The triangle in the lower right of the LEED image (boxed in Fig. 8.4) is formed by diffraction spots
from six symmetry equivalent TiOPc domains. If the TiOPc lattice would exhibit a significant
deviation from Γ = 90◦ and φ = 0◦, these six spots would not form a triangle any longer, but
would split up instead. Hypothetical constellations of these six spots are shown at the bottom of
Fig. 8.4, calculated for values of Γ and φ which differ from 90◦ and 0◦ by 1◦. Considering the
different appearances of these hypothetical constellations and the zoomed portion of the LEED
image, it is safe to assign: Γ = (90± 1)◦, φ = (0± 1)◦.
There is another point which has to be considered when the mutual alignment between over-
layer lattice and substrate lattice is determined by LEED measurements. In Fig. 8.3, the recip-
rocal substrate lattice azimuths 〈1¯1¯2〉Au(111), which correspond to the 〈1¯1¯2〉Au(111) directions, are
sketched by dashed-dotted lines. The choice of the 〈1¯1¯2〉Au(111) direction is equivocal due to the
1The [1¯1¯2]Au(111) direction is a mirror axis, even the in case of a reconstructed Au(111) surface.
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substrate-induced symmetry of the diffraction pattern. Thus, there are actually three ambiguous
measurement values for the angle φ: φ, φ − 60◦, φ + 60◦. By consideration of the fourfold sym-
metry of the diffraction pattern of a single TiOPc domain (φ ≡ φ± 90◦), two angles remain both
of which could have produced the diffraction pattern in Fig. 8.3: φ = (0± 1)◦, φ = (±30 ± 1)◦.
These domain angles are not equivalent, if the twofold (22×√3) lattice of the Au(111) surface
reconstruction is still present after the deposition of the TiOPc film (because in this case, TiOPc
grows on top of the reconstructed surface). Which of these potential TiOPc domain angles is
actually assumed can only be clarified by a real space investigation technique like STM.
The STM image in Fig. 8.5(a) shows an extended, highly ordered domain of the first TiOPc
monolayer on Au(111). As already explained in Chap. 4.1.3, lattice dimensions were not measured
in STM images because the achievable accuracy of STM measurements is inferior to that provided
by LEED. Instead, the STM images are scaled to reflect the lattice dimensions obtained from
LEED measurements. Apart from the square lattice of TiOPc molecules, a zigzag pattern can be
seen as a modulation of the molecular contrast in the STM image. This zigzag pattern stems from
the Au(111) surface reconstruction (see Chap. 4.4.2) which provides evidence that the Au(111)
surface reconstruction is not destroyed/lifted upon deposition of the TiOPc molecules. Therefore,
TiOPc has to be treated as growing on top of the lattice of the reconstructed Au(111) surface. The
respective Fast Fourier Transform (FFT) image in Fig. 8.5(b) shows sharp spots which belong to
the square TiOPc lattice (blue), but also a ”X” formed by low-frequency spots which stem from
the zigzag pattern of the reconstruction (green rectangles). The angle between the TiOPc lattice
(of the domain in Fig. 8.5(a)) and the [1¯1¯2]Au(111) direction as measured in the FFT image confirms
the angles, measured from LEED images: φ = ±30◦.
Samples which were annealed at ∼ 400K exhibited a slightly enlarged unit cell of Au(111)
surface reconstruction, compared to that of a freshly prepared Au(111) surface (like in Fig. 4.10).
This enlargement was determined by measurement of the zigzag pattern, visible in the respective
STM images of TiOPc. A shift in the periodicity of the zigzag pattern along the [1¯10]Au(111) direc-
tion was observed, from 63.5 A˚ - which is the value for the (22×√3) unit cell - to (70±2) A˚. The
periodicity of 70 A˚ corresponds to a (24×√3) unit cell under the assumption of a still uniaxially
compressed Au(111) surface lattice2. While the periodicity shift of ∼6 A˚ in the zigzag pattern
seems to be indicate a significant change in the substrate lattice structure at the first glance, it corre-
sponds to an enlargement of the nearest neighbor distance of the gold atoms along the [1¯10]Au(111)
(in the reconstructed layer) of only 0.01 A˚, i.e., the amount of the uniaxial compression along the
[1¯10]Au(111) direction decreases from ∼ 4.5% to ∼ 4.2%. A similar, but more significant enlarge-
ment of the unit cell of the Au(111) surface reconstruction was observed of samples of HBC on
Au(111) [25], or C60 on Au(111) [43], in both cases also after annealing of the sample. The TiOPc
samples which were not annealed exhibited unchanged dimensions of the Au(111) surface recon-
2An uniaxially compressed Au(111) lattice is a commonly used approximation for an actually more complicated
inner structure of the Au(111) surface reconstruction unit cell.
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(a)
(b)
Fig. 8.5: (a) STM image showing a large, highly ordered domain of the first monolayer of TiOPc on Au(111) with a
square unit cell [VT =0.8 V, IT =0.02 nA].The zigzag pattern (marked by green lines) stems from a series of alternating
Au(111) surface reconstruction domains. (b) FFT image of the STM image in (a). The sharp spots of the square
lattice of the TiOPc (blue) indicate a high quality of TiOPc film. The ”X” (green) of low-frequency spots close to the
center of the FFT image is caused by the zigzag pattern of the Au(111) surface reconstruction.
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struction unit cell. Within experimental accuracy, the structure of the TiOPc layer and the TiOPc
domain angles were found to be unaffected by the slight relaxation of the surface reconstruction
in an annealed sample.
An important fact which is revealed by STM images like Fig. 8.5(a) is that the TiOPc film
grows homogeneously on top of multiple domains of the Au(111) surface reconstruction. The
substrate lattice structure in different Au(111) reconstruction domains is slightly different (due to
the compression in the topmost layer). Therefore, a single TiOPc domain, growing on top of a
reconstruction domain sequence of the type visible in Fig. 8.5(a), actually exhibits two domain
angles with respect to the substrate lattice (φ = 30◦ and φ = −30◦ in Fig. 8.5(a)). Other TiOPc
domains in which one axis of the square unit cell is exactly aligned with a 〈1¯1¯2〉Au(111) direction
were observed in STM images, too. These domains were also found to grow homogenously on top
of the reconstruction, thereby enclosing the domain angles φ = 0◦ and φ = 30◦. Consequently,
the domain orientations φ = 0◦,±30◦, each of which could have produced diffraction pattern in
Fig. 8.3, are actually all observed in STM images.
(a) (b)
Fig. 8.6: (a) High resolution STM images of the first monolayer of TiOPc on Au(111) [VT =1.0 V, IT =0.04 nA].
The TiOPc molecules appear as nearly square objects with a dark center in most cases. However, there are TiOPc
molecules with a bright center (white arrow), depending on the position of the molecules with respect to the Au(111)
surface reconstruction (green lines). (a) Very high resolution STM images of the same sample location [VT =1.0 V,
IT =0.04 nA]. The white arrow marks a partially filled molecule which appears with a dark center (unfilled) for a
couple of scan lines.
Figures 8.6(a) and 8.6(b) show high resolution STM images of the same sample region as
in Fig. 8.5(a). These images show the square TiOPc lattice with a single TiOPc molecule per
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unit cell. The molecules exhibit an inner contrast which depends on the position of the TiOPc
molecules with respect to the Au(111) surface reconstruction. Most of the TiOPc molecules in
Fig. 8.6(a) appear with a dark center which, for the nearly square shape of the molecules, we
assign to the position of the titanyl group. Along the stacking region boundaries3 of the Au(111)
surface reconstruction (indicated by green lines in Fig. 8.6(a)), the TiOPc molecules tend to ex-
hibit a bright molecular center, i.e., appear filled (white arrows in Figs. 8.6(a) and 8.6(b)). This
could suggest that the molecules with a bright center adsorb with the titanyl group pointing away
from the Au(111) surface, while molecules with the dark center would be flipped, i.e., their oxygen
atom would point towards the Au(111) surface. Such a flipping of molecules was, for example, re-
ported to be induced by the STM tip in case of SubPc on the Cu(100) surface [157]. However, the
apparent height of the phthalocyanine ring (as composed of the four indoline groups) is identical
in both filled and unfilled (dark center) molecules. This should not be the case, if the molecules
with the dark center would be really flipped. Therefore, the presence of flipped molecules can
be excluded for the first monolayer of TiOPc. Furthermore, the very high resolution STM image
Fig. 8.6(b) reveals that there are molecules which are only partly filled, i.e., during the scanning
process, the center contrast changes from dark to bright, and vice versa. There are also numerous
streaks parallel to the scan lines which could stem from very mobile molecules (TiOPc molecules
or unknown gaseous UHV contaminants) on top of the first monolayer. Alternatively, the tunnel-
ing contrast of the molecule center could change upon local charging effects. The clarification of
this question requires further investigations, preferably spectroscopic measurements like STS.
While different orientations of the molecules in the first monolayer can be excluded, the mostly
dark molecule center could still indicate that all molecules bind with the oxygen to the Au(111)
surface. However, it is very difficult to draw conclusions about the topography of organic mole-
cules exclusively on the basis of STM images. In case of metal phthalocyanines, it was previously
demonstrated that the apparent height of the central metal ion critically depends on the d-orbital
occupation [158–160], hence does not reflect the topography of the molecule. The central metal
ion of FePc, CoPc, NiPc, and CuPc appears either as depression or protrusion, depending on the
occupation of the dz2 orbital. The VOPc molecule, which is chemically very similar to TiOPc,
shows also no protrusion in STM images of VOPc layers on Au(111) [158]. This fact is attributed
to a lack of states near the Fermi edge [158], i.e., the vanadyl group acts like an insulator.
In Fig. 8.7, another STM image of the first TiOPc monolayer is presented. Therein, the zigzag
pattern of the Au(111) surface reconstruction can again be observed in form of a modulation of
molecular tunneling contrast, like in Fig. 8.5(a). The zoomed-in portion at the bottom shows
that this contrast modulation is caused by different apparent heights of the molecule center/titanyl
group. Again, there are molecules which exhibit a dark center, while others have a bright center.
The apparent height of the Pc ring is equal for all molecules. Considering the points discussed
3These boundaries run along the 〈1¯1¯2〉Au(111) directions and separate fcc and hcp stacking regions.
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Fig. 8.7: STM image of the first monolayer of TiOPc on Au(111), exhibiting the highest resolution obtained in all
experiments, with clearly resolved indoline groups [VT =1.2 V, IT =0.03 nA]. In the zoomed-in portion at the bottom,
the resolution is sufficient to determine the azimuthal orientation of the TiOPc molecule within the square unit cell,
in form of the angle ζ = ∠ (t1,m1) = (28± 2)◦.
above, we conclude that in case of TiOPc on Au(111), the molecules adsorb in a flat geometry
with the Pc ring being attached to the Au(111) surface, while the Au(111) surface reconstruction
obviously modulates the electronic properties of the titanyl group, and thus its appearance in STM
images.
The resolution of the STM image Fig. 8.7 is sufficient to determine the azimuthal arrangement
of the TiOPc molecule within the square unit cell. Here, the angle ζ = ∠ (t1,m1) between the
m1 mirror axis of TiOPc and one of the axes of the square unit cell is used to define the azimuthal
orientation of the molecule. The angle ζ was determined from Fig. 8.7 as: ζ = (28 ± 2)◦. This
value is very close to the respective value of 27◦, measured in the AB plane of the phase-I bulk
crystal (see Fig. 8.2).
The azimuthal orientation of the TiOPc molecule within the square unit cell offers an explana-
tion for the extinct {11} spots in the LEED images of TiOPc on Au(111) (blue circle in Fig. 8.3).
The arrangement of the peripheral benzene rings on the indoline groups (black circles in Fig. 8.8)
in the square unit cell at ζ = 28◦ almost exhibits two perpendicular glide reflection axes g1 and g2
along the diagonals of the unit cells (exactly true for ζ = 30◦). It is a well known fact that glide
reflection symmetry leads to systematic absences of diffraction spots. This type of symmetry re-
quires a mirroring operation plus a translation by half an identity length, which in the present case
is the length d of the unit cell diagonal. In the left part of Fig. 8.8, this is exemplarily illustrated
for one benzene ring (green) which is ”equivalent” by glide reflection symmetry to another ben-
zene ring (red). The right part of Fig. 8.8 shows a hypothetical diffraction pattern, calculated for
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Fig. 8.8: Explanation for extinct diffraction spots in LEED images of TiOPc on Au(111). Left: The azimuthal angle
ζ = 28◦ of the TiOPc molecules with respect to one of the square unit cell axes creates an arrangement of the
molecule’s peripheral benzene rings (black circles) which nearly exhibits two perpendicular glide reflection axes g1
and g2 along the diagonals of the unit cells (exactly with ζ = 30◦). This is exemplarily illustrated for one benzene
ring (green) which is equivalent by glide reflection symmetry (g1) to another benzene ring (red). Right: Calculated
diffraction pattern for this arrangement of TiOPc molecules at a beam energy of 12.8 eV. Like in the LEED image in
Fig. 8.3, the {11} diffraction spots appear with very weak scattering intensity (blue circle marks (11) spot).
the primary beam energy at which the LEED image in Fig. 8.3 was recorded (12.8 eV). The spot
intensities were calculated on the basis of the kinematic approximation (see Sec. 4.2), assuming
an arrangement of TiOPc molecules as depicted in the left part of Fig. 8.8 (the central titanyl
group was neglected for the calculation in order to pronounce the effect). Like in the LEED image
in Fig. 8.3, the {11} spots in the calculated diffraction pattern are characterized by a very weak
scattering intensity (relative to that of the other diffraction spots; the (11) spot is marked by a blue
circle in Fig. 8.8).
Now, the structure of the second TiOPc monolayer is discussed. The appearance of the TiOPc
molecules in the second monolayer provides further evidence for a close relationship between the
respective structures of the TiOPc film on Au(111) and the phase-I bulk crystal. Fig. 8.9 shows
a STM image of a nearly complete second monolayer of TiOPc. The bright stripes which run
through the image stem from the Au(111) surface reconstruction which, surprisingly, is visible at
least up to the third monolayer in form of a tunneling contrast modulation. The second monolayer
grows homoepitaxially on top of the first monolayer, i.e., the size of the unit cell as well as the
unit cell angle correspond to those of the first monolayer. Unlike in the first monolayer, there are
numerous vacancies in the second monolayer, ranging from one to several molecules in size. In
the upper half of Fig. 8.9, the molecules of the first monolayer are visible within such a vacancy.
This allows a measurement of the position of the second monolayer lattice, relative to the lattice
of the first monolayer. It is found that the square unit cell of the second monolayer is shifted with
respect to that of the first monolayer by about half of a lattice constant (∼ 7 A˚) along each of the
unit cell axes. Furthermore, the molecules in the second monolayer are rotated by ∼ 35◦ against
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Fig. 8.9: Left: STM image of a nearly complete second monolayer of TiOPc on Au(111) [VT =1.2 V, IT =0.02 nA].
Right: Zoomed-in portion of the upper vacancy in which molecules from the first monolayer are visible. The lattice
of the second monolayer is shifted by a half lattice constant (0.5|t|) along each unit cell axis, while the molecules in
the second layer are rotated against those in the first monolayer by 35◦.
the molecules in the first monolayer. These values are compatible with the phase-I bulk crystal
where the molecules in adjacent crystal planes (AB planes) are also shifted and rotated against
each other by ∼ 36◦ (red and green molecules in Fig. 8.2).
The resolution by which the molecules are imaged is much improved in the second monolayer.
Unlike in the first monolayer, no variation in the tunneling contrast at the position of the central
titanyl group can be observed in the second monolayer. The apparent height of the titanyl group
of the molecules in the second layer is always significantly lower than that of the surrounding Pc
ring. If we additionally consider the structural similarities with the phase-I bulk crystal, it is safe to
assume that the molecules in the second monolayer grow upsidedown on top of the first monolayer
of TiOPc (see CA/CB planes of the bulk crystal in Fig. 8.2). This arrangement also prevents the
energetically disadvantageous formation of a permanent dipole moment in the molecular layer
(the titanyl group carries a dipole moment).
It can be summarized that when deposited at the conditions listed in Sec. 4.5, TiOPc forms
smooth layers whose structural properties are very similar to the phase-I bulk crystal. The TiOPc
molecules lie flat in the first monolayer with the Pc ring attached to the Au(111) surface, whereas
the molecules in the second layer grow upside down on top of the first monolayer. In the follow-
ing, the question shall be answered, whether an influence of the substrate on the observed order
in the TiOPc film exists. It was shown that the TiOPc domains in the first monolayer extend over
multiple, crystallographically different domains of the Au(111) surface reconstruction. This be-
havior seems to question the existence of any substrate-induced order (i.e. epitaxy), at the first
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glance. In the following, potential calculation results for TiOPc on Au(111) are presented. On the
basis of the calculation results, evidence for the existence of an epitaxial relationship between the
TiOPc lattice and the substrate lattice is given, by which even the homogenous domain growth can
be understood.
8.3 Potential energy calculations for TiOPc on Au(111)
The creation of an overlayer-substrate potential grid file was performed as described in Sec. 5.3.1.
Based on the experimental results, the TiOPc molecules were assumed to lie flat on the substrate
surface. The model substrate was a circular Au(111) crystal with a diameter of 60 A˚, consist-
ing of 1184 atoms in three adjacent layers (vertical separation 2.36 A˚). The topmost substrate
layer was assumed to exhibit the lattice of the (22 × √3) Au(111) surface reconstruction, i.e., a
Au(111) lattice, uniaxially compressed along the [1¯10]Au(111) direction by ∼ 4.5%. Calculations
with a (24×√3) Au(111) surface reconstruction were performed as well, but the qualitative and
quantitative differences of the results were found to be negligible4.
There is no Au parameter in any available force field but the UFF force field, which was
therefore chosen for the calculation. In order to model the additional binding energy due to the
conductivity of the Au(111) substrate, partial charges were calculated according to Eq. (3.20).
Since no data for the static dielectric constant are available, the default value of the force field was
used5. The ΦMM potential grid file was created according to the procedure exemplarily described
for HBC in Sec. 6.1.2. The structure of a free TiOPc molecule was calculated using the MM+
method6. For consistency reasons, the UFF force field was also chosen for the calculation of the
intermolecular interactions7. After the calculation of the grid files, the energetically most favorable
TiOPc structures on Au(111) were determined by potential optimization calculations of the total
interface potential Vtot, performed analogously to those for HBC on HOPG (Sec. 6.1.3).
Again, only crystalline overlayer domains were considered (i.e. the overlayer was forced to
form a lattice) in order to reduce degrees of freedom and to accelerate the convergence of the
optimization. The initial configuration of the TiOPc overlayer was a circular domain of a relaxed
square lattice ‖h1,2‖ = 17 A˚ with a diameter of 200 A˚, containing 109 TiOPc molecules. The
initial overlayer domain angle φStart was chosen randomly from the range 0. . .180◦. The optimiza-
4This is expected since the distance between gold atoms in the top layer of the model substrates differs only by
0.3% (0.01 A˚) in the two cases, and only along the [1¯10]Au(111) direction.
5The inclusion of electrostatic interactions turned out to have negligible influence on the resultant minimum-
potential layer structure.
6The supposedly superior PM3 method yielded a nonphysically unsymmetrical free TiOPc molecule instead of a
4-fold symmetrical molecule.
7Since there is no titanium parameter in the UFF force field, the dispersion interactions between the titanium
atoms were disregarded. This is assumed to have a marginal influence on the calculation due to the relatively large
separation between the titanium atoms in the close-packed TiOPc layer. The electrostatic interactions of the positively
charged titanium with all other atoms were not affected by this measure.
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Fig. 8.10: The unit cell of TiOPc on Au(111) as obtained from the potential optimization calculations. The lattice
vectors of the square unit cell are denoted t1 and t2; Γ is the unit cell angle; ζ describes the orientation of the TiOPc
molecule with respect to the t1 unit cell axis; φ = ∠(t1, [1¯1¯2]Au(111)) is the TiOPc domain angle with respect to
the lattice of the reconstructed Au(111) surface. The vectors a1 and a2 denote the lattice vectors of the uniaxially
compressed hexagonal lattice in the topmost substrate layer.
tion was repeated numerous times (the results from over 70 optimization runs were evaluated). In
order to limit the overall calculation time for such a high number of optimization runs, each op-
timization run was terminated after a fixed number of Monte Carlo steps (about 5.000.000). In
about 10% of the cases, this led to final configurations whose respective potential values were
noticeably higher (i.e. worse) than in the other 90% of the cases, i.e., the optimization procedure
had not found the global optimum in those case, but got stuck in a local minimum instead. These
cases were not considered further.
Subsequently, the results from the global-minimum search for TiOPc on Au(111) are pre-
sented. Figure 8.10 shows the minimum-potential unit cell configuration which was obtained in
all considered optimization runs; the corresponding unit cell parameters are listed in Tab. 8.2.
Note that the respective error intervals for the calculated lengths and angles listed in Tab. 8.2 rep-
resent statistical errors of the calculation and do not reveal anything about the reliability of the
empirical calculation. It can be seen that the calculated optimal unit cell dimensions, but also the
azimuthal orientation of the TiOPc molecule in the unit cell are in very good agreement with the
experimental values.
The diagram in Fig. 8.11 shows the calculated optimal domain angles φOpt from 70 optimiza-
tion runs, plotted versus the initial domain angle φStart. It can be seen that, regardless of the initial
domain angle value φStart (domain angle prior to the optimization), the optimization repeatedly
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Table 8.2: Comparison between experimentally obtained and calculated unit cell parameters for TiOPc on Au(111).
The notation of the values is in accordance with Fig. 8.10.
Source ‖t1,2‖ / A˚ Γ / deg ζ / deg φ = ∠(t1, [1¯1¯2]Au(111)) / deg
LEED/STM 13.9±0.4 90.0±1 28±2 (0,-30,30)±1
Calculation 13.99±0.03 90.0±0.2 27.0±0.1 (2.0,-29.9,29.9)±0.1
yields distinct optimal domain angles. The distribution of the optimal domain angles φOpt reflects
the mirror symmetry of the substrate lattice with respect to the [1¯1¯2]Au(111) direction as well as the
fourfold rotational symmetry of the TiOPc unit cell8. Apart from the angle φOpt = 2.0◦ which is
a bit larger than the respective experimental value φ = (0 ± 1)◦, the calculated optimal domain
angles are in very good correspondence with the experimentally obtained domain angles in that
they lie within the experimental error interval (indicated by light blue bars in Fig. 8.11).
It was already pointed out that the homogenous growth of an overlayer domains on top of
sequences of multiple Au(111) surface reconstruction domains corresponds to pairs of overlayer
domain angles (φ, φ ± 60◦). The main reason why this homogenous growth occurs in case of
the experimentally observed φ = 0◦, φ ± 30◦ TiOPc domains (without the formation of domain
boundaries), becomes evident by looking at the calculation results in Fig. 8.11. Obviously, these
TiOPc domains are energetically favorable in each of the Au(111) surface reconstruction domains,
i.e., there is no necessity to interrupt the homogenous TiOPc layer growth by domain boundaries
upon the changes of the substrate lattice underneath. This requires either the pair (φ, φ − 60◦)
of TiOPc domain angles or the pair (φ, φ + 60◦) to correspond to energetically favorable domain
angles, depending on what type of reconstruction domain sequence the TiOPc domain is growing
on. The colored brackets in Fig. 8.11 illustrate that this condition is met for domain angles which
correspond to experimentally observed domain angles (red bracket: offset of +60◦, green bracket:
offset of −60◦).
As demonstrated in previous Chapters, a possible epitaxy between an overlayer lattice and the
substrate lattice can be identified by means of the epitaxy matrices C. In Tab. 8.3, the matrices of
those calculated optimal TiOPc domain orientations are listed which correspond to the experimen-
tally observed domain angles φ = 0◦, φ = ±30◦. It can be seen that in each of the matrices, there
is a column in which the values are very close to integers (marked blue in Tab. 8.3). Hence, TiOPc
domains at the listed domain orientations exhibit point-on-line coincident epitaxy with respect
to the lattice of the reconstructed Au(111) surface (which represents an energetically favorable
domain orientation [see Chap. 5.4]). For example, the TiOPc unit cell as depicted in Fig. 8.10 cor-
8The fourfold symmetry of the unit cell manifests by the fact that with the φ = −30◦, φ = 30◦ orientations, the
equivalent φ = 60◦ , φ = −60◦ orientations are identified as energetically favorable, too.
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Fig. 8.11: Calculated optimal domain angles φOpt from 70 optimization runs, plotted versus the initial domain angle
φStart. The experimental error intervals are indicated by light blue bars. The agreement between the experimentally
observed domain angles and the domain angles, predicted as optimal by the calculation, is very good.
Table 8.3: Epitaxy matrices C of those TiOPc domain orientations φOpt which were identified as optimal by the
calculation procedure. Each of the matrices exhibits a column of (very nearly) integer values (blue printed values)
which indicates point-on-line coincident epitaxy (coincidence-II).
Exp. angle φ 0◦ −30◦ 30◦
Calc. angle φOpt 2.0◦ −29.9◦ 29.9◦
Matrix C
[ −4.975 5.169
2.995 2.589
] [
4.971 −0.110
−2.997 5.781
] [ −0.110 4.971
−5.781 2.997
]
responds to a φOpt = −29.9◦ domain orientation which has all TiOPc molecules lying on lattice
lines parallel to the a1 substrate lattice vector.
However, there is a notable deviation of at least 1◦ between the exactly point-on-line coincident
domain orientation φOpt = 2.0◦ and the respective experimental value φ = (0 ± 1)◦. It was
checked that there is no epitaxial domain alignment at exactly φ = 0◦ within the experimental
error limits of the TiOPc unit cell. This deviation might be explained by one or all of the following
points: (i) First, it has to be emphasized that the optimization procedure determines minimum-
potential configurations in a single domain of the modelled Au(111) substrate. In reality, the local
strain as represented by the small difference between the exactly point-on-line coincident domain
orientation φOpt = ±2.0◦ and the measured φ = (0 ± 1)◦ orientation might by compensated
by the fact that homogeneously grown TiOPc domains are exactly point-on-line coincident in
adjacent Au(111) reconstruction domains (φ = ±30◦), while on the other hand the creation of
a domain wall would probably be energetically more costly. (ii) The domains of the Au(111)
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reconstruction extend only ∼ 20 nm along the 〈1¯1¯2〉Au(111) direction. The discussion in Sec. 5.4
has shown that the lattice coherence function (lock-in term) δNG,τ is not a delta-function in case
of overlayer domains of finite size. Therefore, the energetic minimum combined with a point-
on-line coincident domain orientation certainly has a finite width around the exactly point-on-
line coincident angle. (iii) Furthermore, the reconstructed Au(111) top layer was modelled by
an uniaxially compressed hexagonal lattice for the potential calculations. It has already been
pointed out that this compressed hexagonal lattice is only an approximation for an actually more
complicated arrangement of gold atoms in the (22×√3) unit cell9.
We previously observed a similarly homogenous growth on top of the Au(111) surface recon-
struction in case of PTCDA on Au(111) [17]. Like here for TiOPc on Au(111), we were able
to demonstrate that the PTCDA domains are aligned such that they are simultaneously (nearly)
point-on-line coincident PTCDA in multiple domains of the surface reconstruction. As in the
present case, it is impossible to find three exactly point-on-line coincident domain angles, if a
homogenously grown PTCDA lattice with a single unit cell is assumed.
9See the more detailed discussion about the Au(111) reconstruction in Sec. 4.4.2.
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8.4 Summary
LEED and STM investigations of TiOPc on Au(111) reveal that TiOPc forms highly ordered layers
with a square unit cell on the reconstructed surface of Au(111). The arrangement of the molecule
in the unit cell is close to that within a plane of the phase-I bulk crystal. The close relationship to
the phase-I bulk crystal structure is corroborated by the homoepitaxial growth of the second layer,
and the position and angle of the molecules in the second layer with respect to those in the first
layer. STM images show large, nearly defect free TiOPc domains which homogenously extend
over multiple domains of the Au(111) surface reconstruction.
Potential energy calculations for TiOPc on Au(111) correctly predict the molecular arrange-
ment in the unit cell as well as the mutual alignment of the TiOPc domains with respect to the
lattice of the reconstructed Au(111) surface. An analysis of the calculated optimal domain orien-
tations reveals that the different TiOPc domain angles which arise from the homogenous growth
all (nearly) correspond to point-on-line coincident orientations. This provides a reasonable expla-
nation for the observed growth behavior. These results also prove that point-on-line epitaxy does
not only correspond to minima in the overlayer-substrate interaction potential (as demonstrated in
Sec. 5.4), but minima in the total interface potential Vtot can also be very close to point-on-line
coincident epitaxial alignments. Furthermore, the agreement between calculation results and ex-
perimental data demonstrates that a structure prediction on the basis of force field calculations is
not limited to weakly interacting substrates like graphite, but is generally also possible and useful
in case of organic molecules on metal substrates.
9 Summary and Outlook
9.1 Summary
The primary goal of the present work was to gain more insight into the energetics of epitaxially
grown layers of organic molecules on weakly interacting crystalline substrates. Such substrates
could either be inorganic crystals, or highly ordered layers of organic molecules themselves. For
that purpose, a calculation technique was developed and implemented (in form of a molecular me-
chanics software described in Appendix A) which accounts for typical properties of molecularly
flat layers prepared by the OMBE technique. In its present form, this calculation technique is
implemented on the basis of empiric molecular force fields. Compared to commonly performed
molecular force field calculations, the application of this technique (called GRID technique herein)
drastically accelerates the calculation of the potential energy, thus enabling potential energy cal-
culation for extended overlayer domains.
In Chap. 5, the system PTCDA on graphite, which is known to exhibit point-on-line epitaxy,
is investigated. By application of the GRID technique, it is demonstrated that there is a constant
energetic gain per molecule combined with large point-on-line coincident domains, despite the fact
that there is no site-specific binding of PTCDA molecules to the graphite substrate. Furthermore,
a phase of PTCDA on graphite (type-III), previously declared incommensurate in literature, is
identified as point-on-line coincident, too. The physics behind the point-on-line coincident epitaxy
are discussed, and the generality of this type of epitaxy is proven by interpretation of the overlayer-
substrate interaction potential Vinter as Fourier series (reciprocal space).
The capability of the GRID technique to predict the structure of OMBE layers is demon-
strated for the graphitic molecule HBC on graphite in Chap. 6. The optimization calculation
yields a structure which corresponds very well to the experimentally observed, commensurate
(
√
31×√31)R8.9◦ structure. Furthermore, the calculation reveals that the interdigitation of the
peripheral hydrogen atoms requires a slight misalignment of the HBC molecules with respect to
the graphite substrate.
An important topic which is addressed in Chap. 6 is the investigation of differences between
organic-inorganic- and organic-organic heteroepitaxy in terms of the ordering mechanism and the
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role of interlayer energetics. For that purpose, an organic-organic heteroepitaxial system is stud-
ied which is very similar to the already discussed system PTCDA on graphite: PTCDA on HBC
on graphite. A careful evaluation of the Moire´ pattern observed in STM images of PTCDA on
HBC on graphite yields a PTCDA lattice which is very close to the type-II phase of PTCDA on
graphite. However, the established terms of epitaxial growth do not suffice for a description of
the mutual relationship between PTCDA lattice and HBC lattice. The analysis of the respective
overlayer-substrate interaction potential reveals a type of lattice match (denoted Coincidence-III)
which has not been described in literature yet. A new epitaxy classification scheme is proposed
which incorporates this new type of epitaxy/lattice match. Furthermore, the impact of a funda-
mental difference between organic-organic- and organic-inorganic heteroepitaxy - the existence
of multiple locally favorable adsorption positions within the area of a single substrate unit cell - is
exemplarily highlighted for Coincidence-III by means of the Fourier series representation of the
Vinter potential.
The results of LEED and STM investigations of the initial layer growth (first two layers) of
TiOPc on a Au(111) single crystal are presented in Chap. 8. TiOPc forms highly ordered domains
with a square unit cell (13.9 A˚) on top of the reconstructed Au(111) surface. A surprising result
is the homogenous growth of extended TiOPc domains on top of multiple domains of the Au(111)
surface reconstruction. The second layer is found to grow homoepitaxially on top of the first layer.
The molecular lattices of the first and the second layer are found to be shifted with respect to each
other, while the molecules in the second layer are rotated (in-plane) with respect to the molecules
in the first layer. The measured values for the lattice shift and rotation angle are compatible with
the arrangement of TiOPc molecules in the phase-I bulk crystal. Future STS investigations should
allow clarification on whether the observed alternating tunneling contrast of the central titanyl
group in the first monolayer is an electronic effect or caused by mobile molecules of the second
layer.
Potential energy optimization calculations for TiOPc on Au(111) accurately predict the molec-
ular arrangement in the unit cell as well as the mutual alignment of the TiOPc domains with respect
to the lattice of the reconstructed Au(111) surface. The different TiOPc domain angles which arise
from the homogenous growth of the TiOPc domains are all identified as energetically favorable
by the calculation. An analysis of the mutual alignment between the calculated optimal TiOPc
lattice and the lattice of the employed model for the Au(111) surface reconstruction confirms that
all these domain orientations correspond to point-on-line lattice alignments. This fact offers a rea-
sonable explanation for the observed homogenous domain growth. The correspondence between
calculated layer structure and experimental layer structure suggests an applicability of empiric
force field calculation to large organic overlayers on weakly interacting metal substrates. Further-
more, these results also prove that point-on-line epitaxy does not only correspond to minima in
the overlayer-substrate interaction potential Vinter, but minima in the total interface potential Vtot
can also be very close to point-on-line coincident epitaxial alignments.
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9.2 Outlook
Several ideas for possibly valuable forthcoming tasks/investigations have emerged during this
work. Considering the similarities in the underlying growth mechanism of TiOPc on Au(111) and
PTCDA on Au(111) [17], as well as the molecularly flat first monolayers in both systems, the
growth of the organic-organic heteroepitaxy system PTCDA on TiOPc on Au(111) (or vice versa)
should be attempted in the future. If highly ordered growth occurs in case of PTCDA on TiOPc on
Au(111), it would certainly be interesting to investigate whether this type of growth could again
be explained by the new Coincidence-III epitaxy.
One difficulty which surfaced during the potential optimization study of PTCDA on HBC was
the inability to obtain precise unit cell dimensions of PTCDA. Despite the inclusion of electrostatic
intermolecular interactions and the use of different force field parameter sets, in all cases at least
one axis of the calculated optimal PTCDA unit cell was 5 − 10% off the respective experimental
value, hence outside the experimental error interval. Since perylene derivatives are widely used
for OMBE growth on various substrates, it would be useful to derive force field parameters which
yield highly accurate results primarily for this family of molecules. In order to achieve this,
existing force field parameters could be adjusted such that the respective bulk crystal structures
correspond to minimum-potential arrangements.
For future investigations, the functionality of the POWERGRID software could also be im-
proved and extended. First, it would be useful to implement a mechanism which would allow
mixing of different potential functions for a given molecule substrate system. This would, for
example, allow the modelling of chemisorption. The interactions between a specific atom pair
would be modelled by a special potential function (e.g. Morse potential) while the interactions
between all other atom pairs would be calculated via a standard vdW potential function.
Furthermore, there are recent studies which deal with binary, highly ordered OMBE layers
composed of two different molecular species: e.g. CuPc and PTCDA on Cu(111) [161], CuPc and
C60 on Au(111) [162]. In order to model large domains of such systems by the GRID technique, it
would no longer be sufficient to consider two grid files (one for the intermolecular interactions and
one for the overlayer-substrate interactions). Instead, three intermolecular interaction potential
grid files and two overlayer-substrate interaction potential grid files would be required for the
calculation of the total interface potential. However, such a mixing of potential grid files could be
easily added to the present POWERGRID software.

Appendix A The PowerGrid software
A.1 Introduction
Potential calculation and structure optimization on the basis of the Simulated Annealing technique
are the main purposes of the POWERGRID software. In order to treat extended domains of organic
molecules, it uses the GRID technique and is capable of handling the necessary potential grid files.
However, the core of the POWERGRID software is an interpreter for a script language, described
in the following Section. Apart from usual constructs which allow structured programming, this
script language additionally accepts special commands and functions (see Sec. A.2.3), e.g. for
the manipulation/control of domains and single molecules, or for potential energy calculation
and structure optimization. The intention behind the script language was to achieve flexibility
in terms of what calculation experiments could be done with the software. This flexibility may
be illustrated by the fact that the potential energy grids, which are required for the optimization
functions of POWERGRID, are created by executing appropriate script files themselves.
The interpreter is implemented in the programming language C and consists of ∼ 15000 lines
of code. It is designed to compile and run in an Win32 environment (Windows9x, Me, NT, 2000,
XP) as well as under Linux. To achieve this, the freely available GNU GCC compiler tool chain
was used for the development of POWERGRID. The main development was done under Windows
XP using the powerful and free software Dev-C++ [163] which can be used in conjunction with
the GCC compiler.
A great deal of attention was paid to the robustness of the interpreter. The interpretation of
a script is performed in two stages: the parsing stage and the execution stage. If syntactical
errors are discovered during the first stage, the interpreter quits and reports the error as well as the
respective script line. Errors which involve illegal variable content or similar problems cannot be
detected at this stage, but can occur during the execution of the script. Depending on the value of
the parameter QuitOnError (see below), the interpreter either attempts to ignore the error (which
might lead to a crash), or aborts the execution and displays an error and the respective script line.
The interpreter is called via command line:
> powergrid script1 script2 script3 . . .
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It can process multiple scripts in batch mode, i.e, after script1 has finished, script2 is invoked etc.
If the interpreter is called without a script filename, it attempts to open a script called default.pgs.
Figure A.1 shows a screenshot of POWERGRID, running a script which deals with the lattice
structure optimization of a PTCDA domain on graphite.
Fig. A.1: Screenshot of the POWERGRID software during the structure optimization of a large PTCDA domain on
graphite.
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The POWERGRID script language constructs are now described by using a simplified version of
the Extended Backus Naur Form (EBNF). The most important simplifications are: (i) In many
cases, the left side of the so-called grammar production rules are omitted. (ii) Some terminal
symbols (e.g. keywords) are not enclosed in quotes, but are printed bold instead.
A.2.1 General concepts and program flow
• Script line
Generally, only one command of function per line is allowed. Any text in the
present line after a double slash // is ignored (treated as comment). Leading
spaces or tabulators are also ignored. Variable identifiers and the subsequently
listed keywords and parameters are not case-sensitive.
• Variables
There are three types of variables: 32bit signed integer variables, 64bit double
precision floats, and strings. Variables can be defined anywhere outside of loops
or if-else-clauses, but have to be defined before the first reference.
DOUBLE NumID | INTEGER NumID | STRING StrID
NumID ::= ”%”Identifier.
StrID ::= ”$”Identifier.
Identifier ::= Letter {Letter | Digit}. (sixteen significant places)
• Constants and Operands
Any numerical floating point (DblConst) constants or integer constants IntConst
can be used as operands. Floating point constants must be in the scientific format.
String constants StrConst have to be enclosed in double quotes.
DblConst: -3.14159265 or 3.14E+00
IntConst: 1234567
StrConst: ”I am a string constant.”
Operands:
NumOp ::= DblOp | IntOp.
DblOp ::= DblConst | DblID.
144 Appendix A The PowerGrid software
IntOp ::= IntConst | IntID.
StrOp ::= StrConst | StrID.
• If . . . Else . . . Clause
IF Expression THEN
{Scriptlines}
ENDIF
IF Expression THEN
{Scriptlines}
ELSE
{Scriptlines}
ENDIF
Expression ::= NumOp Operator NumOp.
Operator::= ”<” | ”<=” | ”=<” | ”=” | ”>=” | ”=>” | ”>”.
• Loops
1. Loop, executed a fixed number of times (given by IntOp)
LOOP IntOp
{Scriptlines}
ENDLOOP
2. Conditional loop (endless loop)
LOOP
{Scriptlines}
IF Expression THEN
EXITLOOP
ENDIF
{Scriptlines}
ENDLOOP
The reserved variable %LOOPIDX contains the number of performed cycles for
the present loop. Its value cannot be changed.
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• Jumps, Subroutines
1. Unconditional jump
GOTO Label
Label ::= ”@”Identifier.
2. Subroutine jump
GOSUB Label
. . .
Label
{Scriptlines}
RETURN
• Program flow and termination
QUIT
PAUSE
The QUIT keyword ends the script interpretation immediately, while PAUSE
suspends the execution until a key is pressed.
A.2.2 General commands and functions
• Assignment of values
ASSIGN NumID, NumOp
STRSET StrID, StrOp
These commands assign the value of the right-standing operand to the left-standing
variable.
• Math operations
MathCmd NumID, NumOp
MathCmd ::= ADD | SUBTRACT | MULTIPLY | DIVIDE | MODULO.
The result of the operation is always stored in the left-standing NumID
The MODULO operation requires the type of both operands to be INTEGER.
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Conversion rules:
If an integer is assigned to a double variable, it is converted without
loss of accuracy. If a double value is assigned to an integer variable the
decimal places are cut. No range checks are performed! This is partic-
ularly important to consider in the case of double−→integer conversion
(in case of a range overflow, unexpected variable values will occur).
• Math functions
MathFun NumID
MathFun ::= ABS | SIN | COS | TAN | ARCSIN | ARCCOS | ARCTAN |
SQR | EXP | LOG.
Note, that the content of NumID gets overwritten by the result.
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• Miscellaneous functions
Syntax Explanation
Random numbers
RANDOMIZE Shuffles the random generator.
SEED IntOp Sets the generator state using IntOp.
RND DblID Returns random number in the range 0 . . . < 1.
RNDINT IntID Returns integer random number.
Console IO (Input/Ouput)
CLRSCR Clears screen.
CLREOL Clears current line.
CURSOR IntOp, IntOp Sets cursor to X, Y.
PRINT Carriage return on screen.
PRINT (NumOp | StrOp)[;] Prints content of operand on screen.
Opt. semicolon prevents a carriage return.
INPUT$ StrID Reads a string from the console.
GETKEY IntID Returns info on pressed key (-1=no key).
File IO
OPENFILE IntOp StrOp Opens/Creates file with filename StrOp.
APPENDFILE IntOp StrOp Appends the file with filename StrOp.
The file number is given by IntOp (1 . . . 10).
CLOSEFILE IntOp Closes file (fn. IntOp).
FPRINT IntOp Carriage return into file (fn. IntOp).
FPRINT IntOp (NumOp | StrOp)[;] Prints operand into file (fn. IntOp).
FPRINTBIN dito Prints binary content of operand into file.
PROTOCOL ON|OFF Switches logging into protocol file on or off.
PROTOCOL StrOp Closes current log file and reopens log file.
under new filename, given by StrOp.
String functions
STRCAT StrID StrOp Appends string StrOp to string StrOp.
INT2STR StrID IntOp Converts integer IntOp into a string StrID.
DBL2STR StrID DblOp Converts double DblOp into a string StrID.
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A.2.3 Special commands and functions
The purpose of the following commands and functions is loading, saving, and processing of mol-
ecule data, parameter files; the definition of unit cells, domains; as well as the calculation of
potential energy values etc. For the import/export of molecule data as well as parameter tables,
the specifications of the respective HYPERCHEM files were chosen. The physical dimensions of
function parameters are: A˚ for position values, lengths etc.; degree for angles; kcal·mol−1 for
energy values. If not stated differently, angles are signed and measured against the X-axis of the
internal cartesian coordinate system. The place holder MolIdx is frequently used throughout the
following table and denotes an IntOp operand with a value between 1 and 10. The string operand
FName denotes a StrOp operand which contains a valid file name.
Syntax Explanation
Import and export of molecule/parameter data
SetMolecule MolIdx FName Up to ten molecules can be loaded by this
command. The molecule index (1-10) is
given by MolIdx, the filename by FName.
The file format has to conform to the .HIN
file format (HYPERCHEM).
SetSubstrate FName Loads a .HIN file which serves as sub-
strate for the potential energy calcula-
tions. The substrate must consist of a
single type of atom. If multiple types
of atoms shall be considered, this can be
achieved by handling the substrate as su-
permolecule (SetMolecule).
Parameterfile ParType FName Loads nonbonded force field param-
eters from file FName. The force
field type is indicated by ParType
which accepts following abbreviations:
LJ=Lennard-Jones, B=free Bucking-
ham potential, MM+=MM+ force field,
MM3=MM3 force field, MRS=Jalkanen
Morse potential, M94=Merck molecular
force field 94
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SaveMolecule MolIdx FName Exports the molecule with the index
MolIdx as .HIN file.
SaveMolecules FName Exports all loaded molecules into a single
.HIN file.
Manipulation of molecules
MoveMolecule MolIdx DblOp DblOp DblOp Moves the molecule MolIdx to the posi-
tion X,Y,Z.
TranslateMolecule MolIdx DblOp DblOp DblOp Translates the molecule MolIdx by (∆X,
∆Y, ∆Z) A˚. If a question mark ”?” is
used instead of DblOp, then the respective
coordinate remains unchanged.
XRotateMolecule MolIdx DblOp Rotates the molecule MolIdx by DblOp
degrees around the X-axis.
YRotateMolecule MolIdx DblOp dito, around the Y-axis.
ZRotateMolecule MolIdx DblOp dito, around the Z-axis.
SetXY IntOp axislabel axislabel Aligns the molecule MolIdx such that two
of the perpendicular principal axes of in-
ertia fall together with the X-axis and the
Y-axis. The two principal axes are identi-
fied by axislabel which can have the val-
ues: primary, secondary, tertiary.
SetYZ IntOp axislabel axislabel dito, for the Y-axis and Z-axis.
SetZX IntOp axislabel axislabel dito, for the Z-axis and X-axis.
Potential energy calculation (w/o grid access)
CalcMolMolEnergy MolIdx MolIdx DblID Calculates the interaction potential en-
ergy for the two molecules, identified by
the two MolIdx indices. The result is
stored in the double variable DblID.
CalcAtomAtomEnergy MolIdx IntOp MolIdx IntOp
DblID
Calculates the interaction potential en-
ergy between two atoms on the mole-
cules. The atoms are identified by the two
IntOp indices; the two MolIdx parameters
are the molecule indices. The result is
stored in the double variable DblID.
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CalcAtomMolEnergy MolIdx IntOp MolIdx DblID Calculates the interaction potential en-
ergy between a specified atom (index
IntOp) on the first molecule (MolIdx) and
the whole second molecule (MolIdx). The
result is stored in the double variable
DblID.
CalcMolSubEnergy MolIdx DblID Calculates the interaction potential en-
ergy between molecule MolIdx and the
substrate (loaded by SetSubstrate), and
returns the energy in DblID.
Information on atoms in the molecule
GetNumofAtomsinMol MolIdx IntID Returns the number of atoms of the mole-
cule MolIdx in the integer variable IntID.
GetAtomPos MolIdx IntID DblID DblID DblID Returns the X,Y,Z-position of a spec-
ified atom (index IntID) of the mole-
cule MolIdx in the three double variables
DblID.
GetAtomElement MolIdx IntID StrID Returns the element identifier of atoms
IntID on molecule MolIdx in the string
variable StrID.
GetAtomFFLabel MolIdx IntID StrID Returns the force field type of atoms
IntID on molecule MolIdx in the string
variable StrID.
Domain creation and handling/information
SetUnitCell DblOp DblOp DblOp DblOp DblOp Defines a two-dimensional unit cell in
the XY-plane. The first four double val-
ues DblOp define the two unit cell vector
components (X1 Y1 X2 Y2). The trailing
double value is the angle of the first mole-
cule in the unit cell (measured against the
X-axis, see above).
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AddMoleculeToUnitCell DblOp DblOp DblOp The unit cell can contain up to 10 mole-
cules. The first two double operands de-
fine the relative position of the added mol-
ecule in unit cell coordinates (i.e. 0.5 0.5
denotes the unit cell center). The third
double value is the angle of the added
molecule.
RotateUnitCell DblOp Rotates the unit cell (around the Z-axis)
by DblOp degree.
GetUnitCellData IntID DblID DblID DblID DblID Returns information about the unit cell.
The number of molecules in the unit cell
is stored in IntID; the four DblID vari-
ables contain the unit cell vector compo-
nents (X1 Y1 X2 Y2).
GetUnitCellMolData IntOp DblID DblID DblID Provides information about a specific
molecule (index IntOp) in the unit cell.
The first two double variables contain the
respective unit cell coordinates; the third
DblID variable returns the angle of the
molecule.
CreateDomain DblOp DblOp DomShape DblOp Creates a domain on the basis of the pre-
defined unit cell. The first two DblOp
operands are the X-, Y-diameters of the
domain while the domain shape is con-
trolled by DomShape: rectangle | ellipse.
The last DblOp operand denotes the ini-
tial domain angle.
RotateDomain DblOp Rotates the domain (around the Z-axis) by
DblOp degree.
MoveDomain DblOp DblOp Moves the domain (position defined by
center) to a new X,Y-position.
TranslateDomain DblOp DblOp Translates domain by (∆X, ∆Y) A˚.
SaveDomain MolIdx FName Exports domain lattice into .HIN file, us-
ing the molecule MolIdx.
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GetDomainData IntID DblID DblID DblID Returns information on the current do-
main. The number of molecules in the do-
main is stored in IntID; the three DblID
variables return the X,Y-position of the
domain center and the current domain an-
gle.
GetDomainMolData IntOp DblID DblID DblID Returns information on the molecule with
the index IntOp in the current domain.
The three DblID variables return the X,Y-
position of the molecule and its angle.
Grid file-based functions and commands
MoleculeGridFile FName Attempts to load the grid file FName for
the intermolecular interactions into mem-
ory. If memory is insufficient, the grid file
is accessed from hard disk.
SubstrateGridFile FName dito, for the overlayer-substrate interac-
tion potential grid.
CalcUnitCellEnergy DblID Calculates the intermolecular interaction
energy in a freestanding molecule film
whose lattice structure is defined by the
predefined unit cell (see SetUnitCell).
The resulting value is normalized for a
single overlayer unit cell and stored in the
double variable DblID.
CalcEpitaxyMatrix DblID DblID DblID DblID If a substrate lattice is defined (contained
in the header of the overlayer-substrate
grid file) and an unit cell has been defined,
the epitaxy matrix can be calculated. The
four double variable DblID contain the
matrix elements M11, M12, M21, and M22.
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CalcDomainEnergy DblID Calculates the potential energy for the
current domain (see CreateDomain). The
result is influenced by a number of param-
eters (see below) and is stored in DblID.
OptimizeDomain This procedure attempts to opti-
mize/minimize the domain potential
by Simulated Annealing (a Monte Carlo
technique). The optimization procedure
is controlled by numerous parameters
(see below). When the optimization
starts, a graphic screen is opened which
shows the current domain configuration
during the optimization. The optimiza-
tion either ends after a predefined number
of Monte Carlo steps or on a the key ’Q’
being presed.
OptimizeFreeLayer Similar to OptimizeDomain, this proce-
dure optimizes the potential energy of a
freestanding molecule film, i.e., the sub-
strate is ignored.
GradientOptimizeDomain SearchType Similar to OptimizeDomain, but uses dif-
ferent gradient search techniques instead
of the Monte Carlo technique. The
operand SearchType: DD | FR | PR de-
notes the type of (conjugated) gradient
search which is to be used. Here, DD
denotes Deepest Descent, FR is Fletcher-
Reeves, and PR denotes Polak-Ribiere.
Gradient optimization is a preliminary
implementation. As such, it has not seen
intensive testing and cannot be considered
mature!
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A.2.4 Control parameters
Apart from commands and functions, the POWERGRID script language also allows setting of
parameter values. Most of these parameters control the Simulated Annealing optimization algo-
rithm [141, 142]. Some of them also influence the potential energy calculation procedures and
the domain creation. Parameters can be put at any place in the script file. However, they have to
be placed before the OptimizeDomain/OptimizeFreeLayer/GradientOptimizeDomain command
which they are intended to have effect on. Therefore, it is suggested to keep them at the begin-
ning of the script file. The keyword SETPARAMETER is used to set or change control parameter
values:
SETPARAMETER ParamName PType.
PType ::= IntOp | DblOp | BConst.
BConst ::= TRUE | FALSE.
The following table gives an overview over the currently implemented control parameters:
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Paramname PType Explanation
Electrostatic Interactions
ConsiderElectrostatics BConst If this parameter is TRUE, then electrostatic in-
teractions on partial charges in the .HIN file
are considered via a Coulomb potential. This
parameter only influences the potential energy
calculation commands without grid access (see
above) Default value: FALSE
ConsiderMirrorCharges BConst If ConsiderElectrostatics is TRUE, but this pa-
rameter is FALSE, then only direct intermolec-
ular Coulomb interactions are modelled. If
this parameter is set TRUE, the effect of mir-
ror charges (conductive substrates) is addition-
ally modelled. In case of the CalcMolSubEn-
ergy command, the Coulomb interactions be-
tween the molecule’s partial charges and the di-
rect mirror charges are evaluated. If the inter-
action involves two molecules, then the inter-
actions between partial charges on one mole-
cule and the direct mirror charges of the other
molecule are additionally considered (substrate
mediated intermolecular interactions). Default
value: FALSE
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DielectricConstant DblOp Static (isotropic) dielectric constant which is
employed for the Coloumb potential. Default
value: 1.0
ZMirrorPlane DblOp The Z-position of the model mirror plane. De-
fault value: 0.0
Parameters which control the optimization procedure
BailOutDotNumber IntOp During the optimization, a dot is printed in the
console every 1000 Monte Carlo steps. This pa-
rameter defines after how many thousand un-
successful attempts (the potential did not get
lower) the optimization shall stop. Default
value: 0 (no bailing out)
ConsiderAreaInFreeLayers BConst Determines whether the value which is opti-
mized by command OptimizeFreeLayer is the
potential energy or the potential energy density
(per area). Default value: FALSE
FixFirstLatticeConstant BConst Fixes the first axis of the unit cell based on
which the currently optimized domain was cre-
ated, i.e., the respective unit cell length is not
optimized. Has an effect only if the parame-
ter ForceLatticeWhileOptimizing is set TRUE
(which applies also to the other subsequently
listed Fix... parameters). Default value: FALSE
FixSecondLatticeConstant BConst analogous to FixFirstLatticeConstant. Default
value: FALSE
FixInternalCoordinates BConst This parameter determines whether the relative
positions molecules in the unit cell are subject
to the optimization procedure, or not. This can
be useful if , e.g., the energetically most favor-
able face centered overlayer lattice shall be de-
termined. Default value: FALSE
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FixLatticeAngle BConst Fixes the unit cell angle, if set to TRUE. Default
value: FALSE
FixMolAngle BConst Fixes the azimuthal orientation of the molecules
in the unit cell. Default value: FALSE
ForceLatticeWhileOptimizing BConst If this parameter is TRUE, then only the unit
cell parameters of the domain are optimized,
i.e., the energetically most favorable crystalline
domains is searched. If the value is FALSE, the
position and angles of all molecules are sepa-
rate degrees of freedom (much slower). Default
value: TRUE
GridInterpolation BConst Determines whether interpolation (trilinear) is
used for in-between grid point configurations of
the precalculated potential grid files. The in-
terpolation increases the accuracy and is only
slightly slower. Default value: TRUE
SaveAnimation BConst Saves domain information for each successful
Monte Carlo step in a file animation.anm which
can afterwards be processed by a supplemen-
tal software AnimTool in order to produce an
animation of the optimization process. The
software AnimTool itself works together with
POVRAY in order to create rendered frames of
the optimization steps. Default value: FALSE
SingleMoleculeMC BConst Decides whether the positions and angles of
only a single molecule (TRUE) or all mole-
cules (FALSE) in a domain are varied at each
Monte Carlo step. This parameter effects the
optimization only if the parameter ForceLat-
ticeWhileOptimizing is FALSE. Default value:
FALSE
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StartGraphicScreenPaused BConst Before the optimization starts, a graphic screen
is opened which shows the initial domain con-
figuration. If this parameter is TRUE, the ini-
tial domain configuration is drawn, but the op-
timization is suspended until a key is pressed.
Default value: FALSE
SubstratePotentialScaling BConst The impact of the substrate potential corruga-
tion can be artificially changed by this parame-
ter. The value of this parameter scales the con-
tribution of the overlayer-substrate potential to
the total interface potential in order to simulate
the effect of stronger or weaker binding to the
substrate. Default value: 1.0 (no scaling)
UseMoleculeGridFile BConst Switches the use of the intermolecular interac-
tion grid file on (TRUE) or off (FALSE), hence
controls whether the intermolecular interactions
contribute to the total interface potential during
the optimization. Default value: TRUE
UseSubstrateGridFile BConst Analogous to UseMoleculeGridFile, but for
overlayer-substrate interaction potential/grid
file. Default value: TRUE
Monte Carlo sampling control parameters
MaxAngleShakeInterval DblOp Sets the maximum angle step width at which the
configuration space is sampled by the Monte
Carlo optimization procedure (unit cell angle,
molecule angle). Depending on the number of
unsuccessful Monte Carlo steps since the last
change, the angle step width is varied in an os-
cillatory manner (up to this maximum value).
Default value: 180◦
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MaxDistanceShakeInterval DblOp Analogous to MaxAngleShakeInterval, but de-
termines the sampling step width for the length
parameters which are optimized such as mole-
cule positions/lenght of unit cell axes. Default
value: 10 A˚
MaxDomainPushDistance DblOp If crystalline domains on a crystalline substrate
are optimized (ForceLatticeWhileOptimizing is
TRUE), the domain position has to be con-
sidered, too. It is varied independently from
the other distance parameters (MaxDistance-
ShakeInterval), i.e., the whole domain gets a
litte ”push” at each Monte Carlo step. The max-
imum amount of domain position variation is
determined by this parameter. Default value:
3 A˚
MaxDomainSpinAngle DblOp In order to accelerate the optimization, the crys-
talline domain can also rotated as a whole at
each Monte Carlo step (see comments to Max-
DomainPushDistance). Default value: 90◦
SpinDomainWhenShaking BConst Switches the rotation of domains during the op-
timization on or off (in principle, the domain
angle degree of freedom is already contained in
the unit cell vectors). Default value: TRUE
MaxNumberofFailedAttempts IntOp The number of unsuccessful Monte Carlo steps
before the sampling step width is varied (see
comments to MaxAngleShakeInterval). Default
value: 50000
Cutoff distance control
NumofNeighbours IntOp The number of neighboring molecules (around
each molecule) to which intermolecular interac-
tions are considered . This parameter influences
the speed of the optimization and its accuracy.
The more neighbors are considered, the more
accurate the optimized domain structure will be.
Default value: 8
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VdWRange DblOp The maximum intermolecular interaction range
which defines the distance up to which neigh-
boring molecules are considered. The parame-
ter is evaluated at the time the command Cre-
ateDomain is issued (before the optimization).
It marks all pairs in a domain whose interac-
tion potential contributes to the domain poten-
tial. Therefore, this parameter should be cho-
sen according to the initial unit cell on the ba-
sis of which the domain is created (before the
optimization). This limit has to be considered
complementary to that given by the parameter
NumofNeighbours. Default value: 30 A˚
RadiusofReflectingBoundary DblOp If the molecule positions and angles of a do-
main are all optimized degrees of freedom, it
could happen that some molecules drift away
during the optimization. This parameters de-
fines the radius of a reflecting boundary which
cannot be passed by molecules inside, while the
molecules outside are ignored. Default value:
50 A˚
Temperature control for Simulated Annealing
CoolDownStepwidth BConst This parameters determines by how many
Kelvin the temperature drops after a speci-
fied number (NumberofIsothermalAttempts) of
Monte Carlo steps are performed. Default
value: 10
NumberofIsothermalAttempts IntOp The number of Monte Carlo steps (at one simu-
lation temperature value) which are performed
before the temperature is decreased. Default
value: 50000
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StartingTemperature IntOp Initial temperature at the start of the Simu-
lated Annealing optimization procedure. De-
fault value: 200

Appendix B Grid file specifications
B.1 Introduction
The optimization commands of the POWERGRID software require access to precalculated poten-
tial energy grid files (the creation procedure was described exemplarily for PTCDA on graphite
[Sec. 5.3.1] and HBC on graphite [Sec. 6.1.2]). Part of the reason why POWERGRID was imple-
mented as an interpreter for a script language and not only as a tool for potential energy minimum
search is that the potential energy grid files can be easily calculated by execution of appropriate
scripts files. Such grid files could of course also be calculated via another custom software. There-
fore, the specification of the grid files are provided here. Please note that the 〈Header〉 section of
the grid files contains only plain text (incl. numbers). The different parameters 〈. . .〉, listed in the
〈Header〉 section, are to be separated by a carriage return. For the notations of subsequently used
grid parameters refer to Secs. 6.1.2 (Vovl grid file) and 5.3.1 (Vinter grid file).
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B.2 Intermolecular interaction potential grid file
〈Gridfile〉 : 〈FileID〉 〈Header〉 〈GridData〉
〈FileID〉 : ”MMG”
〈Header〉 : 〈Start-R〉 〈Delta-R〉 〈R-Steps〉 〈Start-Zeta〉 〈Delta-Zeta〉 〈Zeta-Steps〉
〈Foldness〉 〈Cont-Exp〉 〈HIN-Fname〉 〈CommentBlock〉
〈Start-R〉 : Lower limit RMin of the pair distance parameter R12.
〈Delta-R〉 : The step width ∆R at which the pair distance parameter is sampled.
〈R-Steps〉 : The total number of grid points for the pair distance NR.
〈Start-Zeta〉 : Lower limit of the mol. azimuthal angle ζMin (usually 0.0).
〈Delta-Zeta〉 : The sampling step width ∆ζ for he molecule’s azimuthal angle.
〈Zeta-Steps〉 : The total number of angle grid points Nζ .
〈Foldness〉 : The in-plane rotational symmetry of the molecule (e.g. ”6” for sixfold).
〈Cont-Exp〉 : The exponent X for the prolongation beyond the upper distance limit RMax.
〈HIN-Fname〉 : Name of the molecule’s .HIN file which is used for the grid calculation.
〈CommentBlock〉 : ”<BEGIN COMMENTS>” Commentary. . . ”<END COMMENTS>”
〈GridData〉 : Binary potential energy data, saved as 8-bytes floating point (each grid point).
The arrangement of the potential energy grid points ΦMM for the different azimuthal molecule an-
gles ζ12, ζ21 at a fixed molecular separation R12 differs depending on the rotational symmetry of
the molecule. If the molecule’s rotational foldness is odd (1, 3, etc.), these grid points are arranged
in a square:
ΦMM(R
Min, 0◦, 0◦) , . . . , ΦMM(RMin, 0◦, 0◦ + (Nζ − 1)∆ζ),
ΦMM(R
Min, 0◦ + ∆ζ, 0◦) , . . . , ΦMM(RMin, 0◦ + ∆ζ, 0◦ + (Nζ − 1)∆ζ),
.
.
.
ΦMM(R
Min, 0◦ + (Nζ − 1)∆ζ, 0◦) , . . . , ΦMM(RMin, 0◦ + (Nζ − 1)∆ζ), 0◦ + (Nζ − 1)∆ζ),
ΦMM(R
Min + ∆R, 0◦, 0◦) , . . .
In case of an even foldness, the square arrangement would contain redundant grid points, because
ΦMM(R12, ζ12, ζ21) = ΦMM(R12, ζ21, ζ12). Therefore, the grid points are arranged trigonal in this
case:
. . . ,ΦMM(R
Min, 0◦ + ∆ζ, 0◦),ΦMM(RMin, 0◦ + ∆ζ, 0◦ + ∆ζ),ΦMM(RMin, 0◦ + 2∆ζ, 0◦), . . .
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B.3 Overlayer-substrate interaction potential grid file
〈Gridfile〉 : 〈FileID〉 〈Header〉 〈GridData〉
〈FileID〉 : ”MSG”
〈Header〉 : 〈SVec1X〉 〈SVec1Y〉 〈SVec2X〉 〈SVec2Y〉 〈C-Steps〉 〈Delta-C〉
〈Start-Zeta〉 〈Delta-Zeta〉 〈Zeta-Steps〉 〈Foldness〉 〈HIN-Fname1〉
〈HIN-Fname2〉 〈CommentBlock〉
〈SVec1X〉 〈SVec1Y〉 : X- and Y-components of the first substrate lattice vector.
〈SVec2X〉 〈SVec2Y〉 : X- and Y-components of the second substrate lattice vector.
〈C-Steps〉 : Number of grid points Nc for the internal substrate unit cell coordinates c1,2.
〈Delta-C〉 : The step width ∆c1,2 at which the mol. position in the sub. unit cell is sampled.
〈Start-Zeta〉 : Lower limit of the molecule’s azimuthal angle ζMin (usually 0.0).
〈Delta-Zeta〉 : The sampling step width ∆ζ for he molecule’s azimuthal angle.
〈Zeta-Steps〉 : The total number of angle grid points Nζ .
〈Foldness〉 : The in-plane rotational symmetry of the molecule (e.g. ”6” for sixfold).
〈HIN-Fname1〉 : Name of the .HIN file used for the molecule.
〈HIN-Fname2〉 : Name of the .HIN file which serves as model substrate.
〈CommentBlock〉 : ”<BEGIN COMMENTS>” Commentary. . . ”<END COMMENTS>”
〈GridData〉 : Binary potential energy data, saved as 8-bytes floating point (each grid point).
The potential energy grid points ΦMS are assumed to be arranged according to following scheme:
ΦMS(0, 0, 0
◦) , . . . , ΦMS(0, 0, 0◦ + (Nζ − 1)∆ζ),
ΦMS(0, 0 + ∆c1,2, 0
◦) , . . . , ΦMS(0, 0 + ∆c1,2, 0◦ + (Nζ − 1)∆ζ),
.
.
.
ΦMS(0, 0 + (Nc − 1)∆c1,2, 0◦) , . . . , ΦMS(0, 0 + (Nc − 1)∆c1,2, 0◦ + (Nζ − 1)∆ζ),
ΦMS(0 + ∆c1,2, 0 + ∆c1,2, 0
◦) , . . .
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