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vRÉSUMÉ
La synthèse de lois de commande pour les systèmes aérospatiaux demeure un problème com-
plexe soumis à de multiples contraintes d’architecture, de performance et de certification.
La recherche d’un rapport performance-poids minimal offrant une autonomie de fonctionne-
ment maximisée est une problématique majeure amenant à employer des structures dont la
flexibilité est sans cesse accrue. Une telle tendance amène à devoir développer des solutions
de commande active des phénomènes aéroélastiques. Dans ce contexte global, cette thèse
s’articule autour de deux thèmes majeurs, à savoir la commande des systèmes aérospatiaux
non linéaires par la méthode du séquencement des gains et la commande des ailes d’avions
flexibles modélisées par des systèmes à paramètres distribués.
Dans la première partie portant sur la méthode du séquencement des gains, on s’attarde plus
spécifiquement sur la problématique des termes de couplage cachés (TCC). Ces termes tirent
leur origine de la variation du paramètre de séquencement dans le temps. En effet, alors
que la synthèse des gains du contrôleur est effectuée en un point de fonctionnement donné
supposé invariant dans le temps, l’implémentation finale voit le paramètre de séquencement
varier. Cette différence de nature du point de fonctionnement entre la phase de synthèse
et l’implémentation finale est la source même des TCC. Lorsque négligés ou non considérés
adéquatement, ils sont à même de dégrader les performances du système bouclé, voire le
déstabiliser.
La première solution développée dans cette thèse pour gérer les TCC réside dans leur incor-
poration dans le processus de synthèse. La difficulté majeure d’une telle approche réside dans
le fait que les TCC ne dépendent pas uniquement de la valeur des gains au point d’opéra-
tion courant mais également de leur évolution dans un voisinage de ce dernier. Dès lors, les
méthodes de synthèse classiques de contrôleurs séquencés ne permettent par leur inclusion
de manière directe. La solution proposée dans cette thèse consiste à tirer profit de méthodes
d’autoséquencement des gains, i.e., des méthodes de synthèse de contrôleurs séquencés dont
les formules de séquencement sont fixées a priori. Trois approches sont investiguées : la syn-
thèse H∞ structurée, le placement de structure propre et une approche itérative pouvant se
baser sur une méthode de synthèse quelconque.
La seconde solution développée vise à s’affranchir de la problématique des TCC lors de la
phase de synthèse afin de la traiter au niveau de la stratégie d’implémentation du contrôleur
séquencé. La stratégie employée tire avantage de composantes de filtrage localisées en entrée
et en sortie du contrôleur séquencé. Sa validité est confirmée par des analyses théoriques assu-
vi
rant que l’implémentation permet de préserver le comportement entrée-sortie des contrôleurs
locaux tout en préservant leurs propriétés de stabilité interne du point de vue des modes non
commandables et non observables.
L’efficacité des différentes méthodes développées dans cette thèse quant à la gestion des TCC
est démontrée à travers deux études de cas : la commande en tangage d’un missile et la
commande des déplacements flexibles d’une section d’aile modélisée en dimension finie.
Dans la seconde partie de la thèse, on s’intéresse au problème de commande des ailes d’avions
flexibles. Les modèles en dimension finie d’un tel système ne pouvant capturer qu’un nombre
fini de modes flexibles, ils ne sont pas à même d’en fournir une description fidèle tenant compte
des modes flexibles dans leur totalité. Il est donc nécessaire de recourir à une modélisation
sous la forme d’un système distribué. Plus spécifiquement, on considère un modèle de l’aile
décrit par deux équations aux dérivées partielles (EDP) couplées décrivant respectivement
les déplacements en flexion et en torsion de l’aile sous l’effet d’efforts aérodynamiques quasi-
stationnaires. La stratégie d’actionnement consiste en des volets localisés à l’extrémité libre
de l’aile permettant de générer localement une portance et un moment de torsion.
Le problème de commande à la frontière ainsi posé est étudié dans le cadre de la théorie des
C0-semi-groupes. On démontre en particulier que le système placé en boucle fermée est bien
posé au sens de Hadamard (well-posed), permettant de garantir l’existence et l’unicité des
trajectoires du système. Dans un second temps, une analyse de stabilité reposant sur une
fonction de Lyapunov est effectuée. Elle permet de dégager un ensemble de contraintes, ana-
logues à celles reportées dans la littérature sur des problématiques de commande similaires,
sous lesquelles la stabilité exponentielle du système bouclé peut être garantie.
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ABSTRACT
Control system development for aerospace systems remains a complex issue due to mul-
tiple architectural constraints, stringent performance requirements, and strict certification
processes. As the autonomy of such systems is critical, the balance between weight and per-
formance pushes toward structures exhibiting increased flexibility. Such a trend forces the
development of active control strategies for aeroelastic phenomenon. In this context, this
thesis investigates two main themes: gain-scheduling control of nonlinear aerospace systems
and control of flexible aircraft wings modeled by distributed parameter systems.
The first part of the thesis deals with gain-scheduling control design. The investigations are
devoted to the issue of hidden coupling terms (HCTs). The occurrence of HCTs is due to
the time-varying nature of the scheduling parameter. Indeed, the operating points that are
supposed to be constant in the synthesis phase are time-varying in final implementation,
which induces the HCTs. If not considered properly, they can result in a severe performance
degradation, and even the destabilization of the closed-loop system.
The first solution developed in this thesis for handling HCTs consists in the explicit inclusion
of HCTs in the synthesis process. The main difficulty of such an approach comes from
the fact that HCTs do not only depend on the controller gains at the current operating
point, but also on their evolution around this point. Thus, classic gain-scheduled control
design methods cannot include the effect of HCTs in a straightforward manner. The solution
proposed in this thesis takes advantage of self-scheduling methods, i.e., gain-scheduled control
synthesis methods allowing to impose a priori the scheduling functions. Three approaches
are investigated: structured H∞ design, eigenstructure assignment, and an iterative approach
employing an arbitrary synthesis method.
The second solution developed aims at avoiding the occurrence of the HCTs at the imple-
mentation level. Such a solution allows proceeding to the synthesis of the gain-scheduled
controller while not considering the impact of the HCTs, as their occurrence can be avoided
by an appropriate implementation. The employed strategy takes advantage of filtering com-
ponents located at both input and output of the gain-scheduled controller. The validity of
this scheme is confirmed by theoretical analyses ensuring that the implementation preserves
the input-output behavior of the local controllers, while not affecting the internal stability
properties corresponding to the uncontrollable and unobservable modes.
The efficiency of the developed methods for handling HCTs is assessed by two case studies:
the control of missile pitch axis dynamics and the control of the flexible displacements for a
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wing section modeled in finite dimension.
In the second part of this thesis, the control of flexible aircraft wings is investigated. As
finite dimensional models of such flexible systems can only capture a finite number of flexible
modes, this kind of approach cannot provide a full description of the system embracing all
the flexible modes in their globality. To avoid this pitfall, the approach adopted in this thesis
consists in resorting to a wing modeled by a distributed parameter system. More specifically,
the wing is described by two coupled partial differential equations (PDEs) modeling the
bending and twisting flexible displacements under quasi-steady aerodynamic loads. The
actuation scheme is composed of flaps located at the wing tip allowing for the generation of
aerodynamic efforts.
The underlying boundary control problem is studied under the framework of C0-semigroups.
It is shown that the system placed in closed-loop is well-posed, ensuring the unique existence
of the closed-loop trajectories. Furthermore, a Lyapunov theory-based stability analysis is
conducted. An important accomplishment of this research, is that it achieves an assessment
on the exponential stability of the closed-loop system, while relaxing some basic constraints
commonly used in the existing literature for similar problems.
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1CHAPITRE 1 INTRODUCTION
1.1 Contexte
L’automatique a joué un rôle prépondérant dans le développement des technologies aéronau-
tiques et spatiales lors du dernier siècle. En alliant des aspects de modélisation, d’analyse et
de commande des systèmes dynamiques, l’automatique a permis de développer des stratégies
sophistiquées assurant la commande et le guidage de technologies complexes telles que (en
se limitant aux domaines de l’aéronautique et du spatial) les avions, les missiles, les lan-
ceurs spatiaux, les satellites, les sondes spatiale, etc. La démocratisation de telles stratégies
de commande a été rendue possible grâce à l’essor combiné des calculateurs numériques et
de technologies d’actionnement fiables et performantes. Dans le cadre de systèmes avec un
être humain aux commandes, dont un exemple typique est l’avion, l’émergence des systèmes
de commande a permis un allégement significatif de la tâche du pilote, allant des systèmes
d’augmentation de stabilité et de contrôlabilité jusqu’aux systèmes de guidage et de pilotage
automatique. Les systèmes de commande ont également permis l’émergence de technologies
s’affranchissant de la présence directe d’un être humain afin d’être opéré en temps réel. C’est
par exemple le cas des sondes spatiales dont l’éloignement à plusieurs minutes ou heures
lumières de la Terre empêche tout contrôle en temps réel par un être humain.
Dans le domaine de l’aviation, la démocratisation des systèmes de commandes de vol s’est
accompagnée de l’explosion du trafic aérien. On compte aujourd’hui plus de 100,000 vols par
jour, soit un total annuel excédant les 37 millions de vols. Cette croissance du trafic aérien,
combinée avec le prix croissant du pétrole, incite les avionneurs, sous l’impulsion des compa-
gnies aériennes, à concevoir des avions de plus en plus performants tout en étant de plus en
plus économes en carburant. Une des principales approches engagées dans l’industrie réside
dans la réduction de la masse des avions. La piste privilégiée consiste à intégrer massivement
aux avions modernes des matériaux composites, dont le rapport performance-poids constitue
un atout majeur. La même problématique se pose pour les avions militaires et les drones qui
doivent allier un haut niveau de performance et une autonomie maximisée. Cette flexibilité
accrue induit de nombreux nombreux défis en termes de commande. En effet, de par l’inter-
action de phénomènes aérodynamiques, élastiques et inertiels, les phénomènes aéroélastiques
peuvent aboutir à une sévère dégradation des performances de l’appareil, voire compromettre
totalement son intégrité structurelle. On retrouve ici une problématique inhérente aux ap-
plications spatiales telles que les lanceurs et les panneaux solaire de satellite en termes de
compromis entre masse minimale et rigidité suffisante de la structure.
2La principale conséquence de cette plus grande flexibilité se situe au niveau des fréquences
d’excitation des modes flexibles de l’avion (ou modes de vibration) qui viennent se recou-
per avec la bande de fréquence utilisée pour le contrôle. Dans le passé, les avions étaient
conçus avec des matériaux dont la rigidité était importante. De cette manière, les fréquences
d’excitation des modes flexibles de l’avion ne se recoupaient que très peu avec la bande de
fréquence utilisée pour les commandes de vol. Des solutions passives étaient alors mises en
place pour limiter le couplage à travers l’implémentation de filtres coupe-bande (notch filters)
de manière à atténuer les fréquences susceptibles d’introduire des phénomènes de vibration
au niveau de la structure de l’appareil. Une telle approche se révèle aujourd’hui insuffisante
dans le cadre des avions flexibles afin d’assurer la stabilité et l’intégrité de la structure.
La modélisation et le contrôle des avions flexibles constituent l’un des principaux défis à
relever pour les décennies à venir, comme en atteste l’éditeur en chef du IEEE Control
Systems Magazine, Jonathan P. How : «Can the control field develop and publish a set of
benchmark problems that capture and clearly identify the current key challenges in the field,
such as [...] control of nonlinear flexible aircraft ?» (IEEE Control Systems Magazine, février
2015).
1.2 Axes de recherche
Deux axes de recherche principaux sont investigués dans le cadre de cette thèse. Le premier
porte sur la commande de systèmes non linéaires par le recours à la méthode populaire dans
le contexte aéronautique du séquencement des gains. Le second porte sur le contrôle d’une
aile flexible en dimension infinie.
Axe de recherche portant sur le séquencement des gains
Les domaines de l’aéronautique et de l’aérospatial sont soumis à des critères de fiabilité et
de performance très stricts. Plus encore, le domaine de l’aviation civile, sous l’impulsion
des agences gouvernementales, est soumis à un processus de certification exigeant. C’est
pour cela que les ingénieurs privilégient généralement dans ces domaines des architectures
de contrôle simples, dont le réglage est relativement intuitif sur la base de considérations
physiques et disposant d’un retour d’expérience sur plusieurs années. Dans ce contexte, l’une
des méthodes privilégiées est celle du séquencement des gains, également connue sous le terme
de gain-scheduling. Cette méthode permet de commander un système non linéaire sur la base
d’une famille de contrôleurs linéaires à temps invariant (LTI), chacun ayant été synthétisé afin
de fournir un niveau de performance adéquat en un point de fonctionnement spécifique du
système. Dès lors, les gains du contrôleur séquencé sont mis à jour en temps réel en fonction
3du point d’opération courant du système.
Bien que la méthode du séquencement des gains est aujourd’hui largement employée dans
les domaines de l’aéronautique et de l’aérospatial avec un très fort retour d’expérience, des
défis demeurent. Celui investigué dans le cadre de cette thèse est référé sous la dénomina-
tion de termes de couplage cachés (TCC), encore appelés hidden coupling terms en anglais.
Ces « termes cachés » tirent leur origine du fait que la synthèse des contrôleurs locaux est
effectuée en un point de fonctionnement constant, alors que ce dernier est en réalité amené
à varier dans le temps au sein du contrôleur séquencé final. De manière plus spécifique, la
linéarisation du contrôleur séquencé fait en général apparaître des termes supplémentaires,
les TCC, dont l’origine provient des variations temporelles du point d’opération. Dès lors,
ces TCC introduisent une disparité entre la dynamique utilisée lors de la synthèse et celle
réellement obtenue une fois le contrôleur séquencé implémenté sur le système d’origine.
Dans le cas d’un point d’opération uniquement fonction de signaux exogènes, les TCC ont
pour effet d’introduire une entrée de type perturbation et n’ont donc pas d’impact sur la
stabilité locale du système bouclé. Ce n’est pas le cas lorsque le point d’opération dépend d’un
signal endogène telle une variable d’état ou une sortie du système. Dans cette configuration,
la dynamique du contrôleur devient non linéaire et les TCC introduisent des boucles internes
cachées. De telles boucles internes, lorsque non gérées adéquatement, sont à même de dégrader
la performance du système bouclé, voire de le déstabiliser.
Dans ce contexte, le premier axe de recherche de cette thèse vise à développer des méthodes
permettant une gestion explicite des TCC, en particulier en présence d’un séquencement
endogène. Pour cela, deux méthodes sont investiguées. La première consiste en la gestion ex-
plicite des TCC durant la phase de synthèse des gains du contrôleur. La seconde vise à fournir
une implémentation générique et systématique évitant de manière structurelle l’apparition
des TCC lors de la phase d’implémentation du contrôleur séquencé.
Axe de recherche portant sur le contrôle d’une aile en dimension infinie
L’émergence de structures de plus en plus flexibles dans les domaines de l’aéronautique et de
l’espace conduit à une interaction toujours plus prononcée entre dynamique rigide et dyna-
mique flexible. Dans ce contexte, les phénomènes aéroélastiques, introduits par l’interaction
des forces structurelles, inertielles et aérodynamiques, jouent un rôle de plus en plus prépon-
dérant et sont à même de dégrader de manière dramatique les performances d’un avion et de
compromettre l’intégrité de sa structure. Le développement de solutions de commande pour
contrer ces effets néfastes devient primordial.
L’un des phénomènes aéroélastiques les plus critiques pour les avions conventionnels est le
4flutter, parfois traduit en français sous l’expression de « battement des ailes ». Ce dernier est
une instabilité aéroélastique de type oscillatoire caractérisée par une sévère dégradation de
l’amortissement de la structure résultant de la présence d’efforts aérodynamiques instation-
naires. Il en résulte de manière générale l’émergence d’un cycle limite d’oscillations causant
la dégradation de la manœuvrabilité de l’appareil et la réduction de sa durée de vie en fatigue
dû aux cycles de contraintes sous-jacents.
Des études ont été menées afin de développer des modèles et des dispositifs expérimentaux
pour supprimer par des stratégies de commande ce phénomène de flutter. Néanmoins, la
majorité des approches se limitent au recours à un modèle en dimension finie ne capturant
que les premiers modes flexibles de l’aile. Or, la dynamique d’une aile peut être modélisée de
manière plus précise en dimension infinie par un système d’équations aux dérivées partielles
(EDP) couplées modélisant respectivement la dynamique en flexion et en torsion. Dans le
cadre de cette thèse, un tel système à paramètres distribués est considéré avec une commande
à la frontière exercée à l’extrémité de l’aile. Plus spécifiquement, l’aile considérée dispose de
volets localisés en bout d’aile permettant de générer localement des efforts aérodynamiques
en portance et en torsion.
Il existe deux approches afin de commander un tel système à paramètres distribués. La
première consiste en la discrétisation du problème en un jeu d’équations différentielle ordinaire
(EDO) en utilisant par exemple les méthodes de Galerkin ou de Rayleigh-Ritz. Une telle
approche présente l’avantage de pouvoir tirer profit des méthodes de commande en dimension
finie. Cependant, il n’existe en général pas de garantie que la transposition de la loi de
commande ainsi obtenue fonctionne adéquatement sur le système à paramètres distribués
d’origine. A contrario la seconde approche, qui est celle employée dans cette thèse, consiste
à procéder à la synthèse de la loi de commande directement sur le modèle EDP.
1.3 Plan de la thèse
Le Chapitre 2 est consacré à la revue de littérature portant sur les différents thèmes abordés
dans cette thèse. Les principaux éléments passés en revue portent sur la méthode du séquen-
cement des gains et les TCC associés, et sur la problématique d’une aile flexible modélisée par
un système à paramètres distribués. Le chapitre se conclut sur les objectifs et contributions
de la thèse.
La suite de la thèse se divise en deux parties. La première correspond aux Chapitres 3 à 5 et
est consacrée à la problématique du séquencement des gains en présence de TCC. Le Cha-
pitre 3 vise à effectuer des rappels généraux et à introduire la problématique des TCC. Après
5avoir illustré à travers des exemples académiques le phénomène d’apparition des TCC, le pro-
blème dans sa généralité est introduit. Les solutions et limitations des méthodes disponibles
dans la littérature sont finalement présentées. Après avoir motivé le recours à des méthodes
d’autoséquencement dans le cadre de la gestion explicite des TCC, le Chapitre 4 détaille la
stratégie ainsi proposée à travers trois méthodes de synthèse de contrôleurs autoséquencés.
La première tire profit des méthodes de synthèse H∞ structurée. La deuxième repose sur une
méthode de placement de structure propre. La dernière emploie une approche de type syn-
thèse itérative. L’efficacité de ces différentes méthodes est illustrée sur deux exemples tirés du
domaine aérospatial, à savoir la commande en tangage d’un missile et la commande des dépla-
cements flexibles d’une section d’aile à deux degrés de liberté. À contre-courant de la stratégie
présentée dans le chapitre précédent, le Chapitre 5 propose une méthode d’implémentation
des contrôleurs séquencés qui permet d’éviter structurellement l’apparition des TCC. Une
comparaison avec l’approche pré-existante reportée dans la littérature y est documentée.
La seconde partie de la thèse est développée au sein des Chapitres 6 à 8. Elle est consacrée
au problème de commande d’une aile flexible actionnée à son extrémité et modélisée par un
système à paramètres distribués de deux EDP couplées. Le Chapitre 6 introduit dans un
premier temps le modèle de l’aile étudié. Dans un second temps, les outils théoriques de la
théorie des C0-semi-groupes permettant de traiter les problèmes de commande en dimension
infinie sont brièvement présentés. Le Chapitre 7 est dévolu au problème de commande de
l’aile homogène, où l’on s’attarde en particulier sur les propriétés de well-posedness (problème
« bien posé ») et de stabilité exponentielle. Finalement, le Chapitre 8 étend l’étude du chapitre
précédent aux cas d’une aile non homogène et en présence de perturbations en entrée de
commande.
Le Chapitre 9 fait office de conclusion de la thèse, tirant le bilan sur les objectifs de recherche
accomplis et les perspectives qui en résultent.
6CHAPITRE 2 MÉTHODE DE SÉQUENCEMENT DES GAINS ET
COMMANDE DES PHÉNOMÈNES AÉROÉLASTIQUES
Cette thèse s’ouvre par une revue de littérature visant à effectuer l’état de l’art concernant
les différentes problématiques évoquées en introduction et qui motivent les différents axes
de recherche. Deux axes de recherche principaux se dégagent : la commande de systèmes
non linéaires par séquencement des gains et la commande de systèmes de dimension infinie.
La revue de littérature aborde ces aspects en deux temps dans le contexte d’applications
aéronautiques.
La premier thème concernant la commande des systèmes non linéaires est abordé sous l’angle
de la problématique du séquencement de gains à architecture fixe. Cette problématique vise
à concilier le recours à des architectures de contrôle simples dont le réglage est effectué par
des méthodes linéaires avec la nécessité de commander des systèmes non linéaires sur un
large domaine d’opération. Le revue de littérature sur ce thème est abordée de manière à
s’attaquer plus spécifiquement au problème des TCC qui représente le cœur des travaux de
recherche conduits.
Le second thème concerne la commande d’une aile flexible modélisée par un système à pa-
ramètres distribués. La revue de littérature vise à placer cette problématique dans le cadre
général de la commande des phénomènes aéroélastiques. Les contributions portant sur la
commande de tels systèmes, modélisés autant en dimension finie qu’en dimension infinie,
sont passées en revue.
Tirant profit de cette revue de littérature, les objectifs de la thèse ainsi que les contributions
apportées seront exposés.
2.1 Revue de littérature
2.1.1 Commande de systèmes non linéaires par la méthode du séquencement
des gains
La synthèse de systèmes de commandes reposant sur le séquencement de contrôleurs à archi-
tecture fixe est un problème complexe au confluent de plusieurs champs d’étude de l’automa-
tique. Bien que largement employée dans l’industrie aérospatial depuis plusieurs décennies,
la méthode du séquencement des gains présente encore à l’heure actuelle un certain nombre
de défis. L’un d’entre eux, investigué dans cette thèse, est celui des TCC dont la gestion
demeure un problème épineux. Les différents aspects de cette problématique sont détaillés
7ci-dessous.
2.1.1.1 Synthèse de contrôleurs LTI à architecture fixe
La synthèse d’un contrôleur LTI à architecture fixe est l’une des problématiques majeures de
l’automatique. Elle correspond à un problème de stabilisation par retour de sortie pour une
architecture définie a priori. De nombreuses méthodes ont été développées pour résoudre ce
problème (Blondel et al., 1995; Syrmos et al., 1997). Parmi les plus élémentaires on trouve
les méthodes de placement de pôles via le lieu des racines ou les critères algébriques de type
Routh-Hurwitz (Dorf and Bishop (2010)). Parmi les plus sophistiquées on peut mentionner
celles impliquant la résolution d’inégalités matricielles linéaires (en anglais Linear Matrix
Inequality (LMI)) (Apkarian et al., 2003; Benton and Smith, 1998; Cao and Sun, 1998; Dong
and Yang, 2013; Ebihara et al., 2004; Kim et al., 2007) dans le cadre de la théorie de Lyapunov
(Rugh, 1996) ou des méthodes d’optimisation non lisse (Burke and Overton, 1994; Toscano,
2013). La majorité de ces méthodes repose sur une procédure itérative. Il est à souligner que
la synthèse d’un contrôleur à architecture fixe demeure un sujet de recherche actif présentant
encore à l’heure actuelle de nombreux défis. Cela s’explique en partie dû au fait que même
dans le cas d’un simple contrôleur statique par retour de sortie, le problème à résoudre se
reformule naturellement sous la forme d’inégalités matricielles bilinéaires (en anglais Bilinear
Matrix Inequality (BMI)) et est généralement NP-difficile (Toker and Ozbay, 1995).
Le problème de synthèse à architecture fixe peut se voir augmenter du problème de synthèse
robuste (Sadabadi and Peaucelle, 2016). Dans cette configuration, le contrôleur doit être
ajusté de façon à ce que le système en boucle fermée rencontre les performances de manière
robuste quant aux incertitudes du modèle. Les solutions classiques en termes de synthèse
robuste, à savoir la synthèse H∞ (Zames, 1981; Doyle, 1982) et la µ-synthèse (Doyle, 1982),
mènent à l’obtention de contrôleurs d’ordre élevé et dont la structure ne peut être imposée a
priori. L’émergence d’outils d’analyse robuste (Kharitonov, 1981; Saydy et al., 1990) a permis
de lever ces limitations en permettant la synthèse robuste à architecture fixe (Saussié et al.,
2011). De nombreux travaux ont été menés sur l’extension des méthodes H∞ classiques au
problème de synthèse à architecture fixe. Ils aboutissent soit à la résolution de BMI (Safonov
et al., 1994), soit à une approche d’optimisation non lisse (Clarke et al., 2008; Clarke, 2013)
donnant lieu aux méthodes de synthèse H∞ structurées (Apkarian and Noll, 2006, 2007;
Burke et al., 2006; Gahinet and Apkarian, 2011).
82.1.1.2 Séquencement des gains
Les méthodes de synthèse de contrôleurs LTI évoquées précédemment permettent de com-
mander un système non linéaire au voisinage d’un point d’équilibre donné. À cet effet, la
synthèse est effectuée sur la dynamique linéarisée du système au point d’équilibre d’intérêt.
Le contrôleur ainsi obtenu ne peut, en règle générale, assurer la stabilité et la performance du
système non linéaire qu’au voisinage du point d’équilibre considéré. Dans le cas d’un système
devant être opéré sur un large domaine d’opération, une telle approche se révèle en général
insuffisante.
L’approche classique consiste alors à procéder à un séquencement des gains, plus connu sous
le terme anglais de gain-scheduling. Il s’agit d’actualiser la valeur des gains du contrôleur en
temps réel en fonction du point de fonctionnement courant du système (Rugh and Shamma,
2000; Leith and Leithead, 2000a). À cette fin, des contrôleurs LTI sont synthétisés pour un
nombre fini de points de fonctionnement couvrant le domaine d’opération. Les gains ainsi
obtenus sont interpolés en fonction des variables dites de séquencement, celles-ci étant choisies
de manière à être représentatives du point d’opération courant. Des exemples typiques de
variables de séquencement dans le contexte aéronautique sont la vitesse, l’altitude, la pression
dynamique et l’angle d’attaque. La procédure usuellement employée pour le séquencement
des gains est la suivante :
1. Sélection d’un nombre fini de points d’opérations couvrant la plage de fonctionnement
du système.
2. Linéarisation de la dynamique du système en chacun de ces points d’opération.
3. Pour chaque modèle linéaire ainsi obtenu, synthèse d’un contrôleur LTI pour une ar-
chitecture fixée a priori.
4. Obtention des gains du contrôleur séquencé en interpolant les gains des contrôleurs
précédemment synthétisés.
Bien que simple en apparence, la méthode du séquencement des gain soulève de nombreux
défis, notamment en regard des étapes 1 et 4. En effet, une sélection adéquate des points d’opé-
ration est nécessaire afin de capturer efficacement l’évolution de la dynamique du système
sur l’intégralité du domaine d’opération. L’une des tentatives les plus notables permettant
de formaliser un tel choix réside dans le recours à la gap metric qui permet de mesurer, en
un certain sens, la distance entre deux modèles LTI (Georgiou, 1988). Le recours à une telle
métrique dans l’aide à la sélection des points d’opération pour le séquencement des gains a
été reporté dans (Li and Zheng, 2008; Theodoulis and Duc, 2009). La phase d’interpolation
est également une phase délicate car ne fournissant généralement aucune garantie quant au
bon fonctionnement du système entre deux points de design (Stilwell and Rugh, 2000). Des
9travaux ont néanmoins été entrepris de manière à pouvoir fournir, sous certaines conditions,
de telles garanties (Stilwell and Rugh, 1999, 2000). Dans le cas où la phase d’interpola-
tion aboutit à la stabilité du système bouclé en tout point de fonctionnement, la stabilité
du système d’origine placé en boucle fermée avec le contrôleur séquencé peut alors être as-
surée pour des variations suffisamment lentes du point d’opération (Lawrence et al., 1990;
Shamma and Athans, 1991). Il s’agit donc de vérifier a posteriori que les variables de sé-
quencement employées varient suffisamment lentement pour préserver la stabilité du système
bouclé (Shamma and Athans, 1992).
Afin d’éviter une telle vérification a posteriori, des méthodes ont été développées pour tenter
de fournir des garanties a priori. Supposons que le système non linéaire à commander peut
être directement écrit sous une forme linear parameter-varying (LPV) avec un point d’opé-
ration dépendant exclusivement de variables exogènes. Dans ce cas, des approches basées sur
des fonctions de Lyapunov permettent l’obtention d’un contrôleur LPV assurant la stabilité
du système bouclé avec un niveau adéquat de performance pour une vitesse de variation
maximum prédéfinie des variables de séquencement (Biannic and Apkarian, 1999; Vesely` and
Ilka, 2013; Wu et al., 1997). Cependant, l’écriture du système non linéaire d’origine sous
forme LPV n’est en général pas une tâche aisée. En particulier, l’obtention d’un modèle LPV
basé sur la linéarisation de la dynamique du système en chaque point d’opération peut s’avé-
rer non représentative de la dynamique du système d’origine (Leith and Leithead, 2000b).
Une approche systématique permettant d’obtenir une formulation quasi-LPV, où le préfixe
« quasi » indique que le point d’opération dépend en partie de variables endogènes, réside
dans la velocity-based linearization (Leith and Leithead, 1998). Elle consiste à prendre la
dérivée temporelle des équations de la représentation d’état, donnant lieu à un modèle quasi-
LPV dont l’entrée et la sortie sont respectivement les dérivées temporelles de l’entrée et de
la sortie du système d’origine. Cependant, une telle approche pose trois difficultés majeures.
La première réside dans le fait que le contrôleur quasi-LPV prend comme entrée la dérivée
temporelle de la sortie du système qui n’est en général pas accessible pour une commande
temps réel. La deuxième tient au fait que le modèle quasi-LPV ainsi obtenu présente un
point d’opération qui dépend de l’état du système et qui doit donc être mesuré afin d’être
utilisé pour implémenter le contrôleur quasi-LPV. Finalement, la nature endogène du point
d’opération rend caduque les garanties quant à la stabilité du système quasi-LPV bouclé
pour une vitesse de variation maximum prédéfinie des variables de séquencement (Scorletti
et al., 2015).
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2.1.1.3 Problématique des termes de couplage cachés
Dans cette thèse, on s’intéresse de manière spécifique à la problématique des TCC dans le
séquencement des gains. Leur origine provient de la transition entre les étapes 3 et 4 de
la procédure générale de synthèse d’un contrôleur séquencé tel qu’exposée précédemment.
En effet, alors que la synthèse de la famille de contrôleurs LTI locaux est effectuée à point
d’opération constant, ce dernier est en réalité amené à évoluer dans le temps au niveau du
contrôleur séquencé final. Cette disparité de nature du point de fonctionnement entre la phase
de synthèse et l’implémentation finale est la source même de l’apparition des TCC (Rugh and
Shamma, 2000). Plus spécifiquement, les TCC font référence aux termes qui apparaissent lors
de la linéarisation de la dynamique du contrôleur séquencé de par les variations induites par
le point d’opération ; termes qui n’étaient pas présent au moment de la synthèse car effectuée
en supposant le point d’opération constant.
Dans le cas où les variables de séquencement sont exogènes, les TCC ne donnent lieu qu’à
l’émergence d’une entrée de perturbation externe dans la dynamique du contrôleur. Ces
termes n’ont pas d’impact sur la stabilité locale du système car il y a préservation du pla-
cement de pôle entre la phase de synthèse et l’implémentation finale. La situation devient
plus complexe lorsqu’au moins l’une des variables de séquencement est endogène (sortie ou
variable d’état du système). Les TCC se traduisent alors par l’introduction de bouclages
internes cachés dans la dynamique du système en boucle fermée. S’ils ne sont pas considé-
rés adéquatement, ces termes sont alors à même de modifier le positionnement des pôles
obtenu lors de la synthèse point à point. Cela induit en général une sévère dégradation des
performances, voire la déstabilisation du système bouclé (Rugh and Shamma, 2000; Leith
and Leithead, 2000a). Les solutions reportées dans la littérature afin de gérer l’impact de ces
TCC sont passées en revue ci-dessous.
La première famille de solutions vise à incorporer la contribution des TCC dans la phase de
synthèse du contrôleur. Une approche possible consiste en un choix adéquat de l’architecture
du contrôleur séquencé de manière à annuler les TCC (Lawrence and Rugh, 1993; Rugh
and Shamma, 2000; Lawrence, 2001a). Cette approche a notamment été employée pour la
commande de la dynamique en tangage d’un missile (Nichols et al., 1993) ou le système dit
du ball and beam (Ignatov and Lawrence, 2001; Lawrence, 2001b; Lawrence and Sznaier,
2004; Wu et al., 2016). Une seconde approche, nommée le dynamical gain-scheduling (DGS),
consiste à procéder en une synthèse classique et de n’intégrer l’impact des TCC qu’a posteriori
pour obtenir les gains du contrôleur séquencé (Yang et al., 2010, 2015). Comme exemples
d’applications, citons la commande de l’avion de combat américain F-16 (Yang et al., 2012) et
la commande d’une aile volante (Jones et al., 2006). Ces deux approches sont essentiellement
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basées sur la résolution d’un système d’EDP impliquant les dérivées partielles des gains
du contrôleur relativement aux variables de séquencement. Cependant, la résolution de ces
EDP aboutit généralement à imposer de forte contraintes sur l’architecture du contrôleur
ou le choix des fonctions de séquencement. De plus, ce type de solution est mis en œuvre
sur le modèle nominal du système, induisant des problématiques de robustesse en présence
d’incertitudes paramétriques.
La seconde famille de solutions vise à fournir une implémentation générique des contrôleurs
séquencés qui évite de manière structurelle l’apparition des TCC. De la sorte, la synthèse
du contrôleur séquencé peut être effectuée de manière classique, sans avoir à se soucier de
la problématique des TCC. La solution existante pour résoudre ce problème est connue sous
la dénomination de velocity-based algorithm (Kaminer et al., 1995) et a été appliquée dans
différentes configurations : contrôleurs proportionnel intégral dérivé (PID) en réseau (Rong
et al., 2002), véhicule à actionnement hydrostatique (Backas et al., 2017), véhicule sous-
marin (Upadhyay et al., 2015), hélicoptère (Paulino et al., 2006), dirigeable (do Valle et al.,
2014), etc. Afin d’être mise en œuvre, cette stratégie nécessite de disposer en temps réel de la
dérivée temporelle de la sortie du système. Un tel signal n’étant que rarement disponible en
pratique, la forme exacte du velocity-based algorithm ne peut généralement pas être employée.
La solution usuelle consiste à recourir à une stratégie de pseudo-dérivation. Il a en particulier
été montré que l’implémentation ainsi obtenu permet de recouvrir de manière asymptotique
les performances de la stratégie d’origine lorsque le paramètre de pseudo-dérivation tend vers
zéro (Kaminer et al., 1995).
2.1.2 Commande des phénomènes aéroélastiques
Depuis les origines de l’aéronautique, l’interaction entre les effets structurels, effets aérody-
namiques et la commande, résumée sous le terme aéroservoélasticité, est un problème de
recherche majeur en aéroélasticité et en commande. L’étude des phénomènes aéroélastiques
traite de divers problèmes tels que les vibrations, le flutter, la divergence, les cycles limites
d’oscillation, le phénomène de reversal, l’efficacité des surfaces de contrôle et l’impact des
turbulences atmosphériques (Dowell, 2005; Hodges and Pierce, 2011). Un historique complet
de ces phénomènes, autant au niveau expérimental que dans ses développements théoriques,
peut être trouvé dans (Mukhopadhyay, 2003). Le premier incident impliquant les phénomènes
aéroélastiques remonte probablement à 1903 avec la machine à voler conçue par Langley. Lors
du second essai de catapultage de l’appareil, une défaillance technique, sans doute liée au
phénomène de divergence (instabilité résultant de la torsion de l’aile sous l’effet de l’écoule-
ment de l’air), provoqua le crash de l’appareil. Ce n’est que quelques semaines plus tard que
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les frères Wright réalisèrent leur vol historique. Le contrôle de l’appareil était assuré par un
système de câbles permettant de déformer les ailes. Bien que l’aéronautique n’en était qu’à
ses balbutiements, les phénomènes aéroélastiques étaient déjà mis à profit pour le contrôle
de l’appareil.
La difficulté inhérente à la modélisation et au contrôle des phénomènes aéroservoélastiques
tire son origine dans les interactions complexes qui existent entre la structure, l’aérodyna-
mique et les gouvernes. Un des aspects prépondérants de ces couplages réside dans les effets
rétroactifs, e.g., un effort aérodynamique qui amène une déformation de la structure, in-
duisant elle-même une modification des efforts aérodynamiques s’exerçant sur cette dernière.
Ces rétroactions expliquent en grande partie les difficultés rencontrées lors de la modélisation,
l’analyse et le contrôle de tels phénomènes. Ils impliquent en effet de combiner des théories
aussi diverses et variées que la mécanique du vol (Nelson, 1998; Stevens and Lewis, 2003),
l’aérodynamique stationnaire (Anderson, 2011; Bertin and Cummings, 2009) et instation-
naire (Gülçat, 2010), la théorie des structures déformables (Allen, 2012) et la théorie de la
commande (Dorf, 1995; Khalil and Grizzle, 2002; Rugh, 1996; Skogestad and Postlethwaite,
2007; Zhou et al., 1996).
Comme mentionné précédemment, les couplages aéroservoélastiques se manifestent à travers
une multitude de phénomènes. Ces derniers peuvent avoir des conséquences plus ou moins
importantes aussi bien sur le confort des passagers que sur les qualités de manœuvrabilité,
le cycle de vie ou l’intégrité de l’appareil.
2.1.2.1 Phénomène de flutter et de cycles limites d’oscillation
Bien qu’une multitude de phénomènes aéroélastique soit répertoriée (Dowell, 2005; Hodges
and Pierce, 2011; Mukhopadhyay, 2003), la présente revue de littérature se focalise plus
spécifiquement sur les phénomènes de flutter et de cycles limites d’oscillation.
Flutter Le phénomène de battement, ou de flutter, tire son origine de l’interaction entre
les modes rigides de l’avion et les modes flexibles de la structure (Livne and Weisshaar, 2003;
Shearer and Cesnik, 2007; Su and Cesnik, 2011; Su and S. Cesnik, 2010). Pour des structures
suffisamment rigides, il existe un découplage naturel entre la bande de fréquences des modes
rigides de l’avion, située à basses fréquences, et les modes flexibles de la structure, situés à
plus hautes fréquences. Cette séparation s’amenuise dès lors que la rigidité de la structure
se réduit, ce qui est par exemple le cas lorsque l’on réduit sa masse. Lorsque les plages de
fréquences des modes rigides se recoupent avec les modes flexibles de plus basses fréquences,
un fort couplage se produit entre la dynamique de l’avion et celle de la structure. Dans ce
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contexte, les modes flexibles peuvent être excités par la dynamique rigide de l’appareil et
inversement, causant une déstabilisation oscillatoire du système. Un tel couplage est connu
sous le terme de flutter. Cette situation peut être aisément illustrée en considérant un modèle
linéarisé du système (Beranek et al., 2010). Pour cela, notons respectivement xR et xF les
vecteurs d’état des modes rigides et des modes flexibles. La dynamique linéarisée de l’avion
souple prend la forme :
x˙R
x˙F
 =
ARR ARF
AFR AFF
 xR
xF
+
BR
BF
u, (2.1)
avec :
– ARR : dynamique des modes rigides en l’absence des modes flexibles ;
– AFF : dynamique des modes flexibles en l’absence des modes rigides ;
– AFR : couplage des modes flexibles sur les modes rigides ;
– ARF : couplage des modes rigides sur les modes flexibles.
La configuration traditionnelle, qui se caractérise par un découplage des modes flexibles et
rigides, i.e., AFR ≈ 0 et ARF ≈ 0, se retrouve dans les avions de ligne et les avions de com-
bat classiques tels que le F-16 Fighting Falcon. La configuration intermédiaire dans laquelle
modes flexibles et modes rigides se recoupent de manière limitée est par exemple illustrée par
l’aile volante expérimentale et sans pilote Polcat développée par Lockheed Martin au milieu
des années 2000. La configuration critique pour laquelle modes flexibles et modes rigides
deviennent indissociables est associée à des avions dont les ailes sont hautement flexibles.
C’est particulièrement le cas des aéronefs de type high altitude long endurance (HALE) qui
se caractérisent par une structure légère et une envergure importante (Patil et al., 2001a).
Un autre exemple de ce type est fourni via l’étude menée par Lockheed Martin Aeronautics
au sein du Air Force Research Laboratory (Beranek et al., 2010). L’objectif du projet est
d’étudier la faisabilité pratique d’avions autonomes et volant à hautes altitudes à des fins de
surveillance et de reconnaissance (avions placés sous l’appellation SensorCraft). Ces études
aboutirent au design d’une aile volante dont le dimensionnement de la structure a été opti-
misé de manière à la rendre aussi légère que possible. Ce dimensionnement agressif de par la
légèreté de la structure et les contraintes en carburant 1 rend les phénomènes aéroélastiques
prépondérants. En particulier, bien que le système soit stable pour de faibles vitesses de vol,
il devient instable aux alentours de 130 km/h. Cette déstabilisation du système est causée
par le couplage d’un mode rigide de l’appareil (le mode Short Period) avec le premier mode
de flexion symétrique des ailes. Ce couplage se révèle d’autant plus important que le moment
1. Au décollage, la masse de carburant représente environ 50% de la masse totale de l’appareil.
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d’inertie en tangage de la structure est faible (Gaukroger et al., 1950).
D’un point de vue énergétique, le flutter tire son origine de l’extraction de l’énergie provenant
de l’écoulement de l’air le long des ailes. Le flutter se produit lorsque cette énergie extraite
dépasse un certain seuil limite au-dessus duquel l’amortissement naturel de la structure n’est
plus suffisant pour la dissiper. Pour une altitude de vol donnée, l’énergie extraite étant d’au-
tant plus élevée que la vitesse de vol de l’appareil est élevée, il existe une vitesse limite appelée
flutter speed à partir de laquelle on observe la déstabilisation de l’appareil. Cette vitesse se
définit comme la première vitesse à laquelle la matrice A de la représentation d’état du sys-
tème aéroélastique devient instable via la présence d’un couple de pôles complexes conjugués
imaginaires purs (Tuzcu, 2008).
Comme indiqué précédemment, le phénomène de flutter est fortement lié à la rigidité et à
l’inertie de la structure. Une solution dite passive consiste alors en la conception d’une struc-
ture plus rigide et avec une meilleure inertie, ce qui permet de rejeter la vitesse de flutter
au-delà de l’enveloppe de vol. Néanmoins, une telle solution conduit à augmenter significati-
vement la masse de l’appareil et donc à réduire son efficacité autant en terme d’autonomie
que de performances atteignables. A contrario, une structure légère amène non seulement
un faible amortissement des modes flexibles, mais également à un couplage accru des modes
rigides et élastiques. Le faible amortissement des modes flexibles a pour conséquence directe
des vibrations plus importantes de la structure, réduisant son cycle de vie en fatigue. Plus
problématiques encore, les phénomènes aéroélastiques peuvent déstabiliser l’appareil. Dès
lors, tout effort aérodynamique induit par des turbulences atmosphériques ou par des rafales
de vent peut potentiellement amener l’avion à dépasser la vitesse de flutter et ainsi provoquer
sa déstabilisation. Dans un tel cas de figure, des solutions dites actives sont mises en place ;
le système est placé en boucle fermée avec un contrôleur de manière à améliorer à la fois
l’amortissement du système et repousser la vitesse de flutter en dehors de l’enveloppe de vol.
Cycles limites d’oscillation La théorie des systèmes linéaires prévoit que le système li-
néarisé est exponentiellement stable pour une vitesse d’écoulement de l’air inférieure à la
vitesse de flutter et diverge exponentiellement pour toute vitesse supérieure. Bien que per-
mettant de caractériser la nature de l’équilibre du système réel, les conclusions qui découlent
de l’analyse du modèle linéarisé doivent être affinées par l’étude de l’impact des non linéa-
rités présentes dans le système. Ce besoin d’affiner l’analyse des phénomènes aéroélastiques
a été motivé par la volonté d’améliorer la compréhension des phénomènes observés expéri-
mentalement. En effet, des tests en vol effectués sur différents avions militaires tels que les
avions de combat F-16 et F/A-18 (Bunton and Denegri, 2000; Chen et al., 1998; Denegri,
2000), ainsi que pour le bombardier B-2 (Jacobson et al., 1998) ont montré l’existence de
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cycles limites d’oscillation, alors même que ces derniers n’étaient initialement prévus théo-
riquement que pour des vitesses de vol bien supérieures à celles de l’enveloppe de vol. De
tels résultats sont également reportés dans le cas d’une aile flexible de grande envergure dans
(Patil et al., 2001b). Ces cycles limites se produisent autant pour un vol de type croisière que
lors de manœuvres, et se caractérisent par des mouvements antisymétriques des ailes et par
des déplacements latéraux de l’appareil. Ils peuvent être induits autant par des commandes
du pilote que par des perturbations atmosphériques ou de larges déviations relativement au
point d’équilibre (Bunton and Denegri, 2000). Ils sont néfastes car ils induisent des vibrations,
réduisent la durée de vie en fatigue de la structure, diminuent la manœuvrabilité de l’appareil
et rendent le travail du pilote plus difficile (Thompson and Strganac, 2000; Thompson Jr and
Strganac, 2005).
De manière à élaborer des modèles reflétant fidèlement la dynamique des systèmes aéroé-
lastiques, les experts en aéronautique ont étudié les sources potentielles des non linéarités
pouvant induire les cycles limites d’oscillation. Dans ce cadre, il a été montré que la non
linéarité de la rigidité en torsion et en flexion de l’aile joue un rôle crucial (Chen et al., 1998;
Berggren et al., 2004; O’Neil et al., 1996; Price et al., 1995). De plus, plusieurs séries de tests
ont montré le fort lien qu’il existe entre les caractéristiques du matériel placé sous les ailes
(masse, inertie, position du centre de gravité) et l’apparition des cycles limites d’oscillation et
leurs caractéristiques (fréquence et amplitude), résultats qui furent ultérieurement confirmés
par des études numériques (Abbas et al., 2008; Dawson and Maxwell, 2005; Dowell et al.,
2009; Fazelzadeh et al., 2009; Lee and Chen; Parker et al., 2007).
Les phénomènes de cycles limites d’oscillation peuvent se produire aussi bien pour des vitesses
supérieures mais également inférieures à la vitesse de flutter. En effet, lorsque la vitesse de vol
est supérieure à la vitesse de flutter, l’étude du système linéarisé laisse penser que le système
aura une divergence exponentielle. Néanmoins, une fois sortie du domaine de validité du
modèle linéaire, la dynamique du système est alors dominée par les effets non linéaires qui
amènent le système aéroélastique dans un cycle limite d’oscillation. A contrario, pour une
vitesse de vol inférieure à la vitesse de flutter, bien que l’origine du système soit un point
d’équilibre stable, une large déformation de l’aile ou une forte perturbation peuvent amener
le système en dehors du domaine de stabilité de l’origine, amenant également le système dans
un cycle limite d’oscillation (Patil et al., 2001b; Block and Strganac, 1998). Dans ce cadre,
certaines études s’intéressent à déterminer le domaine de stabilité de l’origine (Gujjula et al.,
2004) et l’impact des limites en saturation de la gouverne sur le domaine de contrôlabilité
autour de l’origine (Goman and Demenkov, 2004).
Ces phénomènes de cycles limites d’oscillation peuvent être observés sur l’aile seule sous les
16
effets des phénomènes aéroélastiques. Le phénomène se complexifie lorsque l’on couple ces
phénomènes avec la dynamique du vol. Il en a effet été montré que la dynamique de ces
oscillations se couple avec la dynamique des modes rigides (Patil et al., 2000). En particulier,
l’amplitude des oscillations pour des vitesses supérieures à la vitesse de flutter sont limitées
par le phénomène de décrochage. De plus, le couplage entre ces cycles limites d’oscillation et
la dynamique du vol est d’autant plus important que la masse du fuselage est réduite. Dans
ce cadre, des études plus poussées ont montré que le flutter et les cycles limites d’oscillation
qu’il génère, entraîne un accroissement de la traînée de l’appareil pouvant résulter en une
oscillation de la vitesse de vol de l’appareil autour de la vitesse de flutter (Patil, 2002, 2003).
2.1.2.2 Commande des phénomènes aéroélastiques en dimension finie
Dans le but d’étudier les phénomènes aéroélastiques subsoniques et transsoniques, la Natio-
nal Aeronautics and Space Administration (NASA) a mis en place un programme d’étude
de modèles de référence de systèmes aéroélastiques (Bennett et al., 1992). En particulier, le
projet benchmark active control technology (BACT) a permis de collecter des données aéro-
dynamiques expérimentales (Bennett et al., 2000; Scott et al., 2000) mettant en évidence les
phénomènes de flutter, d’instabilité en flexion et de décrochage. Il a également pour objectif
de démontrer l’applicabilité des lois de commande sur le système réel. Le dispositif expéri-
mental utilisé se compose de deux parties. La première est l’aile munie d’un aileron à des fins
de commande. La seconde est le support sur lequel est fixé l’aile qui a été conçu de manière
à permettre des mouvements en torsion/rotation et en flexion/déplacement vertical de l’aile.
La mise en place de lois de commande pour un tel système nécessite de disposer d’un modèle
de référence reproduisant fidèlement le comportement du système réel. Le modèle utilisé au
cours du projet, ainsi que dans la grande majorité des publications liées à ce dispositif, se
base sur le modèle développé par la NASA (Waszak, 1996). Cette modélisation fait l’hy-
pothèse d’une section d’aile à deux dimensions et à deux degrés de liberté, i.e., l’angle de
torsion et le déplacement vertical. Les efforts aérodynamiques sont généralement modélisés
sous forme quasi-stationnaires. Certaines études prennent néanmoins en compte des phéno-
mènes aérodynamiques instationnaires en augmentant le modèle du système via la théorie
de Theodorsen (Theodorsen and Mutchler, 1935) portant sur les écoulement instationnaires
le long d’une aile. L’application de cette théorie au problème considéré conduit à l’obten-
tion d’un système d’équations augmenté de plusieurs états liés aux effets aérodynamiques
instationnaires (Librescu et al., 2005).
Historiquement, les premières techniques qui ont été employées dans le cadre du contrôle
du BACT sont des techniques linéaires. En premier lieu, des approches basées sur le dia-
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gramme de Nyquist et le lieu des racines ont été expérimentées pour un modèle tenant
compte des phénomènes aérodynamiques instationnaires (Mukhopadhyay, 2000). Ces straté-
gies, bien que particulièrement simples, ont permis de démontrer expérimentalement qu’il est
possible de contrôler le BACT au-delà du flutter, avec une frontière d’instabilité repoussée
de l’ordre de 50% en termes de pression dynamique à nombre de Mach fixé. Des méthodes
de commande classiques se basant sur la représentation d’état du système ont également été
investiguées. La synthèse LQR (Linear Quadratic Regulator) a été mise en œuvre, démon-
trant de meilleures performances en robustesse (Block and Strganac, 1998; Friedmann et al.,
1997; Mukhopadhyay, 2000). Des techniques de µ-synthèse (itérations D-K), et de synthèse
H2 ont été comparées en simulation et expérimentalement (Vipperman et al., 1999). Les ré-
sultats concluent sur la meilleure performance du contrôleur obtenu par µ-synthèse en terme
d’augmentation de la vitesse en flutter et de rejet des perturbations. L’intérêt de l’utilisation
de plusieurs surfaces de contrôle et de plusieurs capteurs dans le cadre du contrôle MIMO
(Multi Input Multi Output) a été étudié via la synthèse H∞ et la µ-synthèse (Waszak, 2001).
La comparaison avec les résultats obtenus dans la cadre des systèmes SISO (Single Input
Single Output) démontre la meilleure efficacité des contrôleurs MIMO autant en termes de
robustesse que de performance et de sollicitation des actionneurs (Mukhopadhyay, 2000). Les
contrôleurs mentionnés jusqu’à présent ont été synthétisés pour une vitesse d’écoulement de
l’air donnée. De manière à étendre la plage de fonctionnement de la stratégie de commande,
des approches tirant profit du séquencement des gains ont été reportées (Barker et al., 1999;
Barker and Balas, 2000).
Les techniques linéaires se montrent efficaces tant que le contrôle est activé lorsque le sys-
tème n’est pas entré en cycle limite d’oscillation. Dans le cas contraire, i.e., si le contrôle
est activé alors que le système est déjà entré en cycle limite d’oscillation, les méthodes li-
néaires peuvent parfois se révéler insuffisantes pour faire sortir le système de ce mouvement
oscillatoire (Block and Strganac, 1998). Dans ces conditions, des méthodes de commande
non linéaires tenant compte de la nature non linéaire du phénomène de cycle limite ont été
considérées. La majorité des approches proposées reposent sur la technique de linéarisation
par retour de sortie (Strganac et al., 2000) avec composantes adaptatives pour gérer les in-
certitudes paramétriques (Ko et al., 1999; Strganac et al., 2000; Behal et al., 2006a; Lee and
Singh, 2009; Cassaro et al., 2014). D’autres approches incluant des aspects de commande
adaptative ont également été proposées parmi lesquelles la commande par méthode de glisse-
ment (Behal et al., 2006b; Lin and Chin, 2006), le backstepping (Xing and Singh, 2000; Singh
and Wang, 2002; Behal et al., 2006a; Reddy et al., 2007), le modular adaptive control (Bhoir
and Singh, 2004a; Singh and Brenner, 2003), le model reference adaptive control (Ioannou
and Sun, 2012), etc.
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L’une des difficultés majeures de ces approches basées sur la technique de linéarisation par
retour de sortie réside dans le fait que lorsque la sortie est choisie comme étant l’angle de
torsion ou le déplacement en flexion, la linéarisation du système n’est que partielle. De plus,
la dynamique des zéros ainsi obtenue voit ses propriétés de stabilité dépendre de la vitesse
d’écoulement de l’air et de la position de l’axe d’élasticité de l’aile (Ko et al., 1997, 1998).
De manière à contourner ce problème, il a été proposé de recourir à l’utilisation de deux
gouvernes de contrôle, permettant alors de rendre le système (complètement) linéarisable par
retour de sortie (Ko et al., 1997; Platanitis and Strganac, 2004; Lee and Singh, 2015).
2.1.2.3 Approche par des systèmes à paramètres distribués
L’investigation intensive de la commande du BACT, autant en simulation qu’expérimen-
talement, a permis de démontrer la capacité des stratégies de commande à supprimer le
phénomène de flutter. Néanmoins, une telle approche en dimension finie ne peut capturer
qu’un nombre restreint des modes flexibles de l’aile. Dans le cas d’une aile dont la flexibilité
est accrue, une telle approche peut se révéler insuffisante, nécessitant de recourir à un modèle
plus fidèle des déplacement élastiques de la structure. En effet, de tels phénomènes sont plus
naturellement décrits en dimension infinie par un système à paramètres distribués composé
d’EDP (Bialy et al., 2016; Zhang et al., 2005; Ziabari and Ghadiri, 2010).
Il existe deux approches afin de commander un tel système La première consiste en la discré-
tisation du problème en un jeu d’EDO en utilisant par exemple les méthodes de Galerkin ou
de Rayleigh-Ritz (Christofides and Daoutidis, 1997; Baker and Christofides, 2000; Shawky
et al., 2002). Le système se décompose ainsi en un modèle à dimension finie et un modèle rési-
duel à dimension infinie qui est généralement négligé pour effectuer la synthèse du contrôleur.
Une telle approche présente l’avantage de pouvoir tirer profit du large éventail de méthodes
qu’offre la théorie de la commande en dimension finie. Néanmoins, il n’existe en général
aucune garantie que la transposition de la loi de contrôle ainsi obtenue fonctionne adéqua-
tement sur le système à paramètres distribués d’origine (Bontsema and Curtain, 1988). Ce
phénomène, dû au couplage entre le modèle approché et le modèle résiduel, est connu sous
le terme anglais de spillover (Balas, 1978; Meirovitch and Baruh, 1983; Hagen and Mezic,
2000). Cette problématique inhérente à la première approche pousse à adopter la seconde
approche qui consiste à procéder au design de la loi de commande directement sur le modèle
EDP.
L’élaboration de lois de commande directement sur le système à paramètres distribués a fait
l’objet de nombreuses travaux dans les années récentes. Parmi les plus notables, on trouve le
backstepping (Krstic and Smyshlyaev, 2008; Smyshlyaev et al., 2009), la méthode de Lyapunov
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(De Queiroz et al., 2012; Luo et al., 2012; Rahn and Rahn, 2001), la commande passive
(Henikl et al., 2016; Rahn and Rahn, 2001), l’approche par platitude (Aoustin et al., 1997;
Meurer, 2012), l’analyse spectrale (Curtain and Zwart, 2012; Luo et al., 2012) et la commande
optimale (Bensoussan et al., 1993; Curtain and Zwart, 2012; Lasiecka and Triggiani, 2000).
L’extension de ces méthodes au cas d’EDP couplées demeure un problème épineux pour
lequel de récentes contributions ont été reportées (Di Meglio et al., 2013; Vazquez et al.,
2011; Vazquez and Krstic, 2014).
Dans ce contexte, des modèles distribués ont récemment été considérés pour la commande
d’une aile dont la dynamique est décrite par deux EDP couplées et avec des actionneurs de
type volets situés à son extrémité. Une approche de type commande adaptative a été présentée
dans (Bialy et al., 2016). Un problème similaire dans le contexte de drones miniatures à
ailes battantes a été reportée dans (Paranjape et al., 2011a,b, 2013a,b) où la technique
du backstepping a été employée de manière à commander la force aérodynamique globale
s’exerçant le long de l’aile. Le même modèle a été utilisé dans (He and Zhang, 2017) où une
approche de type fonction de Lyapunov a été employée pour garantir que les déplacements
flexibles demeurent bornés en présence de perturbations aérodynamiques.
2.2 Objectifs et méthodologie
À la lumière de la revue de littérature, deux principaux objectifs se dégagent, l’un portant sur
la commande de systèmes non linéaires en dimension finie par la méthode du séquencement
des gains, l’autre portant sur la commande d’une aile flexible modélisée par un système
à paramètres distribués en dimension infinie. Ces deux objectifs principaux, ainsi que les
sous-objectifs sous-jacents et les contributions associées sont détaillées ci-après.
2.2.1 Objectifs de la thèse
2.2.1.1 Objectifs pour la commande des systèmes non linéaires par la méthode
du séquencement des gains
L’objectif principal de la première partie portant sur le séquencement des gains peut être
résumé de la façon suivante :
Objectif 1 : Développer des méthodes de synthèse et/ou d’implémentation de
contrôleurs séquencés à architecture fixe en présence de termes de couplage ca-
chés.
Comme cela a été vu lors de la revue de littérature, il existe deux familles de solutions
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permettant de gérer l’impact des TCC. Le première vise à en tenir compte lors de la phase
de synthèse du contrôleur séquencé. La seconde vise quant à elle à proposer une stratégie
d’implémentation générique permettant d’éviter de manière structurelle leur apparition. Dans
ce contexte, l’objectif principal tel qu’énoncé précédemment se scinde sous la forme de deux
sous-objectifs :
– La revue de littérature a mis en avant les difficultés des méthodes existantes quant à la
gestion des TCC dans le processus de synthèse. En particulier, la résolution des EDP
sous-jacentes imposent des contraintes structurelles, aboutissant généralement à des archi-
tectures de contrôle et/ou des formules de séquencement complexes. Il est donc désirable
de disposer de nouvelles approches permettant de tenir compte de l’impact des TCC tout
en maintenant une architecture de contrôle pré-définie. Le premier sous-objectif prend la
forme suivante :
Sous-objectif 1.1 : Développer des méthodes de synthèse de contrôleurs séquen-
cés à architecture fixe permettant d’inclure de manière explicite l’impact des
termes de couplage cachés dans le processus de synthèse.
– La seconde solution existante réside dans le recours en une stratégie d’implémentation des
contrôleurs séquencés qui évite l’apparition des TCC. La solution classique de ce problème
est le velocity-based algorithm (Kaminer et al., 1995) mais nécessite de disposer de la
dérivée temporelle de la sortie du système pour être implémentée. L’approche par pseudo-
dérivation permet de contourner le problème mais n’est qu’une solution approchée du
problème d’origine introduisant une dynamique parasitaire. Dans ce contexte, le second
sous-objectif est formulé de la façon suivante :
Sous-objectif 1.2 : En supposant que seule la sortie du système est disponible
pour la commande, proposer une stratégie d’implémentation générique et sys-
tématique de contrôleurs séquencés évitant de manière structurelle l’émergence
des TCC.
2.2.1.2 Objectifs pour la commande d’une aile flexible modélisée en dimension
infinie
Dans les travaux reportés dans la revue de littérature portant sur la commande d’une aile
flexible modélisée par un système à paramètres distribués, l’hypothèse commune émise à
des fins de design du contrôleur est que : 1) l’énergie du système est bornée ; 2) l’état du
système et ses dérivées partielles existent, sont suffisamment réguliers et sont uniformément
bornés jusqu’à un certain ordre. De telles hypothèses peuvent être motivées sur la base
d’intuitions physiques (De Queiroz et al., 2012; De Queiroz and Rahn, 2002) et visent à
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simplifier l’analyse de la stabilité du système bouclé. Cependant, ces hypothèses ad hoc émises
a priori n’ont pas de fondement mathématiques rigoureux. En particulier, elles balayent la
question fondamentale de la well-posedness du problème étudié telle que définie au sens de
Hadamard (Hadamard, 1902), i.e., la question de l’étude de l’existence d’une solution, de
son unicité et de sa continuité vis-à-vis des conditions initiales. Or, l’analyse de tout système
démarre par l’étude de cette question cruciale. Dans le cadre des systèmes en dimension
infinie, la réponse à cette question s’inscrit dans le cadre de la théorie des opérateurs de C0-
semi-groupe à travers les théorèmes de Hille-Yosida et Lumer-Phillips (Curtain and Zwart,
2012; Luo et al., 2012) qui jouent un rôle analogue au théorème de Cauchy-Lipschitz et ses
corollaires (Khalil and Grizzle, 2002; Perko, 2013) en dimension finie. Dans ce contexte, le
second objectif de cette thèse peut être résumé de la façon suivante :
Objectif 2 : Proposer et étudier dans le cadre de la théorie des C0-semi-groupe
une stratégie de commande d’une aile flexible décrite par un système couplé de
deux EDP décrivant les déplacements en flexion et en torsion de l’aile sous l’effet
d’efforts aérodynamiques instationnaires.
2.2.2 Méthodologie et contributions
2.2.2.1 Méthodologie et contributions à la gestion des termes de couplage cachés
Les contributions apportées au premier objectif sont décrites à travers celles apportées à ses
deux sous-objectifs.
Méthodologie et contribution au sous-objectif 1.1 (Chapitre 4) : La difficulté ma-
jeure dans la gestion des TCC par les méthodes de séquencement classiques réside dans le
fait que ces termes font généralement intervenir les dérivées partielles des gains séquencés
relativement aux variables de séquencement. Dès lors, une synthèse point à point classique
des contrôleurs LTI locaux ne permet pas de tenir compte de l’impact de ces termes puisqu’ils
ne dépendent pas exclusivement de la valeur des gains du contrôleur au point de fonctionne-
ment courant, mais également de leur évolution dans un voisinage de ce dernier. De manière à
contourner cette difficulté tout en évitant le recours à la résolution d’EDP, l’idée développée
dans cette thèse se base sur le recours à des méthodes de synthèse de type autoséquence-
ment. L’autoséquencement consiste à éviter la phase d’interpolation a posteriori des gains des
contrôleurs LTI locaux par un choix a priori des formules de séquencement. En adoptant une
telle stratégie, il est possible de calculer de manière explicite les dérivées partielles des gains
du contrôleur relativement aux variables de séquencement, et donc de surcroît la contribution
des TCC. Ces dernier peuvent dès lors être intégrés dans le processus de synthèse.
22
Au-delà de l’idée générale du recours à des méthodes d’autoséquencement telle qu’énoncée
précédemment, la mise en œuvre d’une telle stratégie requiert de disposer de méthodes de
synthèse permettant de résoudre numériquement un tel problème.
1. La première approche explorée repose sur les méthodes de synthèse H∞ structurée
(Apkarian and Noll, 2006, 2007; Burke et al., 2006; Gahinet and Apkarian, 2011) dont
les capacités de synthèse multimodèle peuvent être mises à profit pour la synthèse de
contrôleurs autoséquencés. L’extension de cette méthode de synthèse quant à l’inclusion
des TCC est développée dans cette thèse.
2. La seconde solution proposée est une approche modale tirant profit de la méthode
de placement de structures propres (Le Gorrec et al., 1998; Magni, 1999). Il est en
particulier montré que les capacités d’autoséquencement de cette méthode (Magni,
1999) peuvent être mises à profit pour incorporer la contribution des TCC.
3. La dernière approche investiguée est une procédure de synthèse générique de contrôleurs
autoséquencés ne reposant pas sur une méthode de synthèse spécifique contrairement
aux deux solutions précédentes. Elle consiste à venir ajuster de manière successive les
degrés de liberté offerts par les formules de séquencement sélectionnées a priori. En
particulier, le résultat de synthèse obtenu en un point d’opération donné du système
est préservé lors des itérations suivantes en choisissant les degrés de liberté ajustables
dans le noyau d’une application linéaire judicieusement sélectionnée.
Au détour de la mise en application de ces différentes approches s’est posé le problème de
l’extension de la première méthode de Lyapunov (Khalil and Grizzle, 2002) au cas de champs
de vecteurs qui ne sont pas continûment différentiables. En effet, lorsque le champ de vecteur
est de classe C1, on sait que la stabilité locale d’un système est assurée si son linéarisé tangent
est exponentiellement stable. Or, certaines des formules de séquencement employées dans les
études de cas ne sont pas de classe C1, ce qui ne permet donc pas une application directe du
résultat précédent. L’étude de cette problématique est reportée en Annexe B.
Méthodologie et contribution au sous-objectif 1.2 (Chapitre 5) :
L’implémentation de contrôleurs séquencés introduite dans cette thèse permet d’éviter l’ap-
parition des TCC tout en présentant l’avantage majeur de ne pas recourir à la dérivée tem-
porelle du signal de sortie. L’approche proposée consiste au recours de stratégies de pré- et
post-filtrage. La composante de pré-filtrage est utilisée pour éviter l’émergence des TCC. La
composante de post-filtrage est quant à elle employée afin de préserver la dynamique entrée-
sortie du contrôleur à implémenter. En particulier, elle vise à incorporer la dynamique du
pré-filtrage au sein des modes cachés de manière à éviter l’introduction d’une dynamique
parasitaire. Il est montré qu’une telle stratégie peut être employée avec succès de manière à
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remplir le sous-objectif 1.2.
2.2.2.2 Méthodologie et contribution à la commande d’une aile flexible en di-
mension infinie
Le modèle étudié ainsi que des rappels portant sur la théorie des C0-semi-groupes sont pré-
sentés dans le Chapitre 6. Les contributions apportées au second objectif sont brièvement
décrites ci-dessous.
Méthodologie et contribution à l’objectif 2 (Chapitres 7 et 8) : L’étude menée porte
sur une version linéaire des modèles utilisés dans (Bialy et al., 2016; He and Zhang, 2017).
L’aile est modélisée par un système à paramètres distribués de deux EDP couplées décrivant
respectivement la dynamique en flexion et en torsion des déplacements flexibles. La loi de
commande proposée consiste en un retour de sortie se basant sur la position, la vitesse et
l’accélération des déplacements en flexion et en torsion à l’extrémité de l’aile. Il est à noter
qu’une telle loi de commande est similaire à celle proposée dans (He and Zhang, 2017) mais,
contrairement à cette dernière, présente l’avantage d’éviter l’implémentation d’un contrôleur
dynamique nécessitant l’introduction de deux filtres d’ordre 1.
Dans un premier temps, la validité de la stratégie de commande proposée est évaluée pour
le cas particulier d’une aile homogène. De manière à s’assurer de l’existence et de l’unicité
des trajectoires du systèmes bouclé, le problème de sa well-posedness est investigué dans
le cadre de la théorie des C0-semi-groupes. Une analyse de stabilité du système bouclé est
ensuite effectuée dans le cadre des méthodes des multiplicateurs d’énergie 2 (Luo et al., 2012) à
travers la recherche d’une fonction de Lyapunov. Sous l’hypothèse de contraintes structurelles
portant sur les paramètres physiques du système (Bialy et al., 2016; He and Zhang, 2017),
cette analyse permet de garantir que l’énergie du système décroît exponentiellement vers zéro.
Des analyses complémentaires permettent alors de conclure que les déplacements en flexion
et en torsion de l’aile convergent uniformément le long de l’aile de manière exponentielle vers
zéro.
Dans un second temps, l’extension des résultats précédents au cas plus réaliste d’une aile non
homogène en présence de perturbations en entrée de commande est étudiée. Il est montré
qu’un tel problème peut être reformulé comme étant un problème de commande à la fron-
tière sous forme abstraite dont la well-posedness est analysée dans le cadre de la théorie des
C0-semi-groupes. En adoptant une démarche similaire à celle employée pour l’aile non homo-
gène, on retrouve en l’absence de perturbation en entrée les mêmes propriétés de stabilité de
2. Plus communément connues dans la littérature sous le terme anglais de energy multiplier methods.
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l’énergie et des déplacements flexibles. En présence de perturbations bornées, il est montré
que l’énergie et les déplacements flexibles demeurent bornés.
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CHAPITRE 3 PROBLÉMATIQUE DES TERMES DE COUPLAGE
CACHÉS INTRODUITS PAR LE SÉQUENCEMENT DES GAINS
Ce chapitre vise à rappeler les fondements du contrôle par séquencement des gains et à intro-
duire plus particulièrement la problématique des TCC. Le séquencement des gains est une
méthode employée lorsqu’un système doit être commandé sur un large domaine d’opération
et pour lequel un simple contrôleur LTI ne permet pas d’assurer la stabilité et le niveau de
performance requis, de par la forte dépendance de la dynamique du système vis-à-vis du
point d’opération. Un exemple typique d’un tel système est l’avion. En effet, un avion doit
être opéré sur un large domaine de vol constitué des altitudes et vitesses de vol admissibles.
Ces paramètres ayant un impact très important sur la dynamique-même de l’avion, un simple
contrôleur LTI se révèle insuffisant. Dans ce cadre, l’approche par séquencement des gains
vise à synthétiser un contrôleur non linéaire permettant le contrôle du système sur l’intégra-
lité du domaine d’opération en tirant profit des méthodes de synthèse de contrôleurs LTI.
Les gains du contrôleurs sont alors amenés à varier en fonction du point d’opération courant
du système.
Dans le cadre général de la problématique du séquencement des gains, le problème traité
dans la première partie de cette thèse concerne la problématique des TCC. Cette probléma-
tique surgit lorsque les gains du contrôleur sont séquencés par l’intermédiaire d’une variable
endogène du système, qui est typiquement une variable d’état ou une sortie du système à
commander. Dans cette configuration, le contrôleur voit ses gains varier en fonction d’une
grandeur qu’il cherche, directement ou indirectement, à contrôler. Cette dualité entre variable
de séquencement et variable à contrôler est à même d’introduire des bouclages internes « ca-
chés » dans le système bouclé, pouvant parasiter, s’ils ne sont pas adéquatement considérés
lors de la phase de synthèse, le comportement du système bouclé.
La Section 3.1 est consacrée à l’introduction et aux motivations de la méthode de séquence-
ment des gains. La Section 3.2 s’attache à mettre en exergue le phénomène des TCC dans le
cadre des contrôleurs séquencés. On s’attarde en particulier sur la raison de leur apparition et
leur impact sur la dynamique du système en boucle fermée. Les solutions développées dans la
littérature pour gérer l’émergence des TCC sont présentées dans la Section 3.3. Finalement,
tirant profit de l’une des méthodes existantes dans la littérature, la Section 3.4 introduit la
motivation qui amènera aux solutions proposées dans la cadre de cette thèse et qui seront
présentées dans le Chapite 4.
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3.1 Rappels généraux sur la méthode du séquencement des gains
Cette première section vise à effectuer des rappels généraux portant sur la synthèse et l’im-
plémentation de contrôleurs LTI afin d’effectuer le contrôle d’un système non linéaire. Dans
le cas plus complexe d’un système devant être opéré pour un point de fonctionnement amené
à évoluer au cours du temps, on présente l’extension de ces approches à la méthode dite du
séquencement des gains.
3.1.1 Synthèse et implémentation d’un contrôleur LTI pour un système non
linéaire
On suppose que le système à commander est sous la forme d’une représentation d’état dont
la dynamique est décrite par une EDO :
S ,
 x˙ = f(x,u)y = h(x,u) (3.1)
avec x(t) ∈ Rn le vecteur d’état, u(t) ∈ Rm le vecteur d’entrée et y(t) ∈ Rp le vecteur de
sortie. Le champ de vecteurs f : Rn × Rm → Rn représente la dynamique du système et la
fonction h : Rn × Rm → Rp génère le vecteur de sortie. On suppose par la suite que f et h
sont des fonctions de classe C1, i.e., continûment différentiables.
Supposons que S admette un point d’équilibre (xe,ue) ∈ Rn×Rm caractérisé par f(xe,ue) =
0. Notons ye = h(xe,ue) ∈ Rp la sortie associée à cette condition d’équilibre. La dynamique
linéarisée du système en ce point d’équilibre est donnée par :
Sl ,

δx˙ = ∂f
∂x
∣∣∣∣∣
(xe,ue)
δx+ ∂f
∂u
∣∣∣∣∣
(xe,ue)
δu
δy = ∂h
∂x
∣∣∣∣∣
(xe,ue)
δx+ ∂h
∂u
∣∣∣∣∣
(xe,ue)
δu
(3.2)
où δx, δu et δy s’interprètent comme étant les déviations des vecteurs x, u et y relative-
ment à leur valeur à l’équilibre. Sur la base de cette dynamique linéaire, il est possible de
synthétiser un contrôleur LTI grâce aux nombreuses méthodes disponibles dans la littérature
(e.g., placement de pôles, synthèse H∞, LQR, ...). Supposons que l’on ait synthétisé, par
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l’une de ces méthodes, un contrôleur sous la forme :
Cl ,

δx˙i = δr − δy1
δx˙c = ACcδxc + ACi δxi + BCyδy
δu = CCcδxc + CCi δxi + DCyδy
(3.3)
où r(t) ∈ Rp1 est un signal de référence que doit suivre y1(t) ∈ Rp1 qui correspond à un
sous-vecteur de y(t). Dans cette configuration, la synthèse consiste à choisir la structure
des matrices ACc , . . . ,DCy du contrôleur ainsi que d’en ajuster (numériquement) les degrés de
liberté de manière à ce que Cl, une fois implémenté sur Sl, soit stable et offre un niveau de
performance satisfaisant (temps de réponse, dépassement, etc).
Une fois le contrôleur Cl synthétisé il faut l’implémenter sur le système non linéaire d’origine
S. Pour cela, la solution classique est de substituer dans (3.3) les symboles « δ » par les
déviations des signaux du système non linéaire par rapport à leur valeur à l’équilibre 1. Cela
donne lieu à l’implémentation suivante :
C ,

x˙i = r − y1
x˙c = ACcxc + ACi xi + BCy [y − ye]
u = ue + CCcxc + CCi xi + DCy [y − ye]
(3.4)
Il s’agit à présent de vérifier que l’implémentation C ainsi proposée est conforme à la dyna-
mique LTI d’origine. Pour cela, le contrôleur C est placé en boucle fermée avec le système S.
À l’équilibre du système, on obtient bien re = y1,e, assurant ainsi le suivi de référence désiré
et ACc ACi
CCc CCi
 xc,e
xi,e
 = 0. (3.5)
Sous réserve que la matrice intervenant dans (3.5) est de colonne rang plein 2, on obtient
xc,e = 0 et xi,e = 0. La linéarisation en ce point d’équilibre de C, caractérisé par (3.4),
redonne bien la dynamique LTI d’origine Cl donnée par (3.3).
Une telle approche, à savoir synthétiser un contrôleur LTI sur la dynamique linéarisée pour
ensuite l’implémenter sur le système non linéaire d’origine, se justifie par deux théorèmes au
1. Cette approche se justifie intuitivement par le fait que la dynamique linéarisée est obtenue en effectuant
un développement de Taylor à l’ordre 1 des fonctions f et h au voisinage du point d’équilibre étudié.
2. Cette hypothèse sera largement reprise dans les prochains développements. Elle permet de garantir
l’unicité de la condition d’équilibre du contrôleur. En effet, si elle n’était pas vérifiée, le vecteur d’état à
l’équilibre du contrôleur
[
x>c,e x
>
i,e
]> serait libre de prendre n’importe quelle valeur dans le sous-espace
vectoriel Ker
([
ACc ACi
CCc CCi
])
) {0}.
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fondement de l’étude de la dynamique des systèmes non linéaires par leur linéarisé tangent.
En supposant que le champ de vecteurs est de classe C1 :
– le théorème dit de la première méthode de Lyapunov (Khalil, 1996) assure qu’un point
d’équilibre est localement exponentiellement stable si et seulement si la matrice jacobienne
du champs de vecteur évaluée au point d’équilibre est Hurwitz (cf. Théorème B.5) ;
– si la matrice jacobienne évaluée au point d’équilibre étudié ne présente aucune valeur propre
à partie réelle nulle, le théorème de Hartman-Grohman (Perko, 2013) assure l’existence d’un
homéomorphisme local (dans l’espace d’état et en temps) entre les trajectoires du système
non linéaire et de son linéarisé tangent au voisinage du point d’équilibre.
3.1.2 Contrôleur séquencé
Dans de nombreuses applications, le contrôle du système au voisinage d’un point d’équilibre
unique s’avère souvent trop limité, voire insuffisant. C’est par exemple le cas de l’avion
qui doit être opéré sur un large domaine de vol (i.e., l’ensemble des altitudes et des vitesses
atteignables par l’avion). Dans ce type de configuration, un seul contrôleur LTI ne permet pas
d’assurer un niveau de performance adéquat du système bouclé sur l’intégralité du domaine
d’opération. On a alors recours à la méthode dite du séquencement des gains (gain-scheduling)
dont on présente ici les principales caractéristiques.
Supposons que le système à commander prend la forme de la représentation d’état paramé-
trique suivante :
S ,

x˙ = f(x,u,θ)
y = h(x,u,θ)
θ ∈ Θ
(3.6)
où, comparativement à la configuration (3.1) précédemment étudiée, on observe la présence
du terme supplémentaire θ(t), évoluant dans l’ensemble Θ ⊂ Rs appelé domaine d’opération,
et qui intervient en argument des fonctions f et h. On suppose que ce paramètre est exogène
et lentement variant dans le temps 3. Il permet ainsi de capturer des changements dans la
dynamique du système lors de son fonctionnement. On suppose que pour tout θe ∈ Θ fixé, en
prenant θ(t) = θe pour t ≥ 0, le système S décrit par (3.6) admet un unique point d’équilibre
caractérisé par (xe(θe),ue(θe)) ∈ Rn × Rm vérifiant f(xe(θe),ue(θe),θe) = 0. On introduit
la sortie à l’équilibre associée ye(θe) ∈ Rp définie par ye(θe) = h(xe(θe),ue(θe),θe).
Pour tout θe fixé, on peut procéder similairement à la sous-section précédente. Dans un
premier temps on linéarise le système au voisinage du point d’équilibre associé au point
3. Lentement variant dans le temps signifie qu’il existe % > 0 tel que pour tout t ≥ 0, ∥∥θ˙(t)∥∥ ≤ %.
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d’opération θe, donnant lieu à la dynamique LTI Sl(θe). Dans un second temps on procède
à la synthèse d’un contrôleur LTI, par exemple sous la forme suivante :
Cl(θe) ,

δx˙i = δr − δy1
δx˙c = ACc (θe)δxc + ACi (θe)δxi + BCy(θe)δy
δu = CCc (θe)δxc + CCi (θe)δxi + DCy(θe)δy
(3.7)
où, dans la synthèse, on impose que ACc (θ), . . . ,DCy(θ) dépendent de manière C1 du point de
fonctionnement courant.
Selon les développements précédents, la famille de contrôleurs LTI ainsi synthétisée peut être
implémentée sous la forme suivante :
C ,

x˙i = r − y1
x˙c = ACc (θ)xc + ACi (θ)xi + BCy(θ)[y − ye(θ)]
u = ue(θ) + CCc (θ)xc + CCi (θ)xi + DCy(θ)[y − ye(θ)]
(3.8)
Comme précédemment l’équilibre du contrôleur au point d’opération θe ∈ Θ, lorsque placé
en boucle fermée avec le système S, est caractérisé par :ACc (θe) ACi (θe)
CCc (θe) CCi (θe)
 xc,e(θe)
xi,e(θe)
 = 0. (3.9)
Sous réserve que la matrice intervenant dans (3.9) est de colonne rang plein pour tout θe ∈ Θ,
on obtient xc,e(θe) = 0 et xi,e(θe) = 0. La linéarisation de C en un point d’opération θe ∈ Θ
arbitraire redonne bien la dynamique LTI Cl(θe) donnée par (3.7). Ainsi, C est bien une im-
plémentation adéquate de la famille de contrôleurs LTI précédemment synthétisée. Le contrô-
leur obtenu est dit séquencé par rapport au point d’opération θ et prend la dénomination de
contrôleur séquencé. On dit que θ est un paramètre ou une variable de séquencement.
En plaçant le système S en boucle fermée avec le contrôleur séquencé C, on obtient un système
bouclé pouvant s’écrire sous la forme :
CL(S, C) ,
 X˙ = f˜(X,U )y = h˜(X,U) (3.10)
où X =
[
x> x>i x
>
c
]>
et U =
[
r> θ>
]>
. Le point d’équilibre au point d’opération θe ∈
Θ est alors caractérisé par Xe(θe) =
[
xe(θe)> 0> 0>
]>
, U e(θe) =
[
y1,e(θe)> θ>e
]>
et
ye(θe) = h˜(Xe(θe),U e(θe)). En supposant que la famille de contrôleurs LTI a été synthétisée
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de manière à ce que pour tout point d’opération θe ∈ Θ le système bouclé composé de Sl(θe)
et de Cl(θe) est stable, alors le théorème de la première méthode de Lyapunov permet de
garantir la stabilité exponentielle locale de CL(S, C) pour tout point de fonctionnement θe
invariant dans le temps. La question est alors de savoir si, en un certain sens à définir, le
système CL(S, C) demeure stable pour de « lentes » variations du paramètre de séquencement
θ et de l’entrée exogène de référence r. Une réponse positive peut, sous certaines hypothèses,
être apportée par le résultat suivant.
Théorème 3.1 (Lawrence et al. (1990)) Soit f : Rn × Rm → Rn un champ de vecteurs
de classe C2. Fixons x0 ∈ Rn et t0 ∈ R. On suppose que les hypothèses suivantes sont vérifiées.
– Il existe un ensemble ouvert borné U ⊂ Rm et une fonction xe : U¯ → Rn de classe C1 telle
que pour tout u ∈ U , f(xe(u),u) = 0.
– Il existe un nombre réel λ > 0 tel que pour tout u ∈ U , les valeurs propres de la matrice
jacobienne (∂f/∂x)(xe(u),u) ont toutes une partie réelle inférieure ou égale à −λ.
Alors, il existe %∗ > 0 tel que pour tout ρ ∈ [0, %∗) et tout T > 0, on puisse trouver
δ1(%), δ2(%, T ) > 0 de telle sorte que, pour toute fonction u : [t0,+∞) → U de classe C1
vérifiant :
1. ‖x0 − xe(u(t0))‖ < δ1(%) ;
2. pour tout t ≥ t0, 1
T
∫ t+T
t ‖u˙(τ)‖ dτ < δ2(%, T ),
la solution de l’EDO x˙ = f(x,u) pour la condition initiale x(t0) = x0 vérifie, pour tout
t ≥ t0, ‖x(t)− xe(u(t))‖ < %.
De manière intuitive, le théorème précédent, appliqué au cas du séquencement de gain, éta-
blit que des variations suffisamment lentes du paramètre de séquencement et de l’entrée de
référence permettent d’assurer que l’état du système demeure proche de la valeur de l’état à
l’équilibre associé au point de fonctionnement courant.
3.2 Problématique des termes de couplage cachés
La problématique des TCC est intrinsèquement liée à la nature instationnaire du paramètre
de séquencement θ. Plus précisément, cette problématique émerge lorsque le contrôleur est
séquencé par l’intermédiaire d’une variable endogène, typiquement une variable d’état ou un
signal de sortie du système à commander. Dans ce cas, le contrôleur présente des gains qui
varient en fonction d’une grandeur qu’il cherche, directement ou indirectement, à contrôler.
Cette dualité entre variable de séquencement et variable à contrôler est la source de l’intro-
duction de bouclages internes « cachés » dans le système en boucle fermée. Cette section vise
à identifier ces TCC et à évaluer leur impact sur la dynamique du système en boucle fermée.
32
3.2.1 Exemples illustratifs
De manière à bien cerner la problématiques des TCC, on considère deux exemples acadé-
miques. Le premier traite du cas du contrôle d’un système dont la dynamique est non linéaire
par un retour d’état avec composante intégrale. Le second traite du contrôle par retour de
sortie avec composante intégrale d’un système dont la dynamique est linéaire mais l’équation
de sortie est non linéaire.
3.2.1.1 Exemple 1 - Non linéarité dans la dynamique du système
Soit le système non linéaire d’ordre 2 décrit par (Khalil, 1996) :
S ,

x˙1 = tan x1 + x2
x˙2 = x1 + u
y = x2
(3.11)
où u et y représentent respectivement l’entrée et la sortie du système. On suppose que les
variables d’état x1 et x2 sont utilisables pour procéder à un retour d’état. L’objectif de cet
exemple est de synthétiser un contrôleur séquencé permettant de garantir que la sortie y suit
le signal de référence r. Pour cela, le point d’équilibre du système (3.11) associé à ye = θe ∈ R
est caractérisé par :
x1,e(θe) = − tan−1 θe, x2,e(θe) = ye(θe) = θe, ue(θe) = tan−1 θe. (3.12)
La linéarisation du système S au point d’équilibre θe est donnée par :
Sl(θe) =

δx˙1 = (1 + θ2e)δx1 + δx2
δx˙2 = δx1 + δu
δy = δx2
(3.13)
où δx1, δx2, δy et δu représentent les déviations de x1, x2, y et u relativement à x1,e(θe),
x2,e(θe), ye(θe) et ue(θe). Pour chaque point d’équilibre θe ∈ R donné, le contrôleur par retour
d’état avec composante intégrale Cl(θe) donné ci-dessous est proposé (Khalil, 1996) :
Cl(θe) =
 δx˙i = δr − δyδu = ki(θe)δxi + k1(θe)δx1 + k2(θe)δx2 (3.14)
33
où δr dénote la déviation du signal de référence r de la valeur d’équilibre re = θe. La fonction
de transfert du système bouclé liant l’entrée de référence δr à la sortie δy est alors donnée
par :
T (Sl(θe), Cl(θe)) (3.15)
= ki(θe)(s− (1 + θ
2
e))
s3 − [k2(θe) + (1 + θ2e)]s2 + [−k1(θe) + k2(θe)(1 + θ2e) + ki(θe)− 1]s− ki(θe)(1 + θ2e)
.
Les gains ki(θe), k1(θe) et k2(θe) sont calculés de manière à placer les trois pôles du système
en boucle fermée CL(Sl(θe), Cl(θe)) en −1 et −1/2± j
√
3/2. On obtient alors que :
ki(θe) = − 11 + θ2e
, k1(θe) = −3− (1 + θ2e)(3 + θ2e)−
1
1 + θ2e
, k2(θe) = −3− θ2e . (3.16)
Ce choix de gains donne lieu à la fonction de transfert en boucle fermée :
T (Sl(θe), Cl(θe)) = −s/(1 + θ
2
e) + 1
s3 + 2s2 + 2s+ 1 . (3.17)
L’architecture du système linéaire bouclé CL(Sl(θe), Cl(θe)) est illustrée à la Fig. 3.1(a).
Il s’agit à présent de proposer un contrôleur (non linéaire) séquencé permettant d’implémenter
sur le système non linéaire d’origine S la famille de contrôleurs LTI Cl = (Cl(θe))θe∈R. Pour
cela, deux approches sont classiquement utilisées. La première consiste à substituer dans
(3.14) θe par sa valeur courante y ainsi que de remplacer les déviations δx1, δx2, δy et δu par
x1−x1,e(y), x2−x2,e(y), y−ye(y) et u−ue(y) respectivement. Néanmoins, cette approche n’est
ici clairement pas adéquate puisqu’elle aboutirait à remplacer δx2 par x2−x2,e(y) = y−y = 0,
amenant donc à annuler le retour de sortie de gain k2. La seconde approche consiste en
l’implémentation du contrôleur non linéaire donné par :
Cseq =
 x˙i = r − yu = ki(y)xi + k1(y)x1 + k2(y)y (3.18)
L’architecture du système en boucle fermée consistant en l’interconnexion du système S et
du contrôleur séquencé Cseq, notée CL(S, Cseq), est illustrée à la Fig. 3.1(b).
Afin de valider le choix du contrôleur séquencé Cseq, on cherche à évaluer si le placement de
pôles effectué lors de la synthèse est bien satisfait. La linéarisation de la dynamique de Cseq
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ki(θe)
k2(θe)
k1(θe)
∫×
× Sl(θe)
δxiδeδr+
+
+
+
δu
δx2 δy
−
δx1
(a) Architecture du système linéaire en boucle fermée CL(Sl(θe), Cl(θe))
au point d’opération θe utilisé lors de la synthèse.
ki(y)
k2(y)
k1(y)
∫×
× S
xier +
++
+
u
x2 y
−
x1
(b) Architecture du système non linéaire en boucle fermée CL(S, Cseq)
basée sur le séquencement des gains du contrôleur.
ki(θe)
k2(θe)
k1(θe)
kTCC2 (θe)
∫×
×
×
Sl(θe)
δxiδeδr+
++
++
+
δu
δx2 δy
−
δx1
(c) Architecture du système linéarisé CLl(S, Cseq)(θe) résultant de la li-
néarisation du système bouclé CL(S, Cseq) au point d’opération θe.
Figure 3.1 Exemple 1 - Illustration de l’impact de l’implémentation d’un contrôleur séquencé.
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au point d’opération θe donne la dynamique linéarisée Cseq,l(θe) caractérisée par :
Cseq,l(θe) =
 δx˙i = δr − δyδu = ki(θe)δxi + k1(θe)δx1 + (k2(θe) + kTCC2 (θe))δy (3.19)
où, en introduisant xi,e(θe) = [ue(θe)−k1(θe)x1,e(θe)−k2(θe)θe]/ki(θe) la condition d’équilibre
associée à la composante intégrale du contrôleur,
kTCC2 (θe) =
dki
dy
∣∣∣∣∣
θe
xi,e(θe) +
dk1
dy
∣∣∣∣∣
θe
x1,e(θe) +
dk2
dy
∣∣∣∣∣
θe
θe (3.20)
= −4(1 + θ2e) +
4
1 + θ2e
+ 2
[
θe(7 + 3θ2e) +
2θe
1 + θ2e
]
tan−1(θe).
Le contrôleur séquencé Cseq présente donc une dynamique linéarisée Cseq,l(θe) différente de
celle donnée par Cl(θe) qui a été utilisée lors de la phase de synthèse. En particulier, on
observe que le gain du retour portant sur la seconde variable d’état δx2 est augmenté d’un
terme supplémentaire kTCC2 (θe), référé sous la dénomination TCC. Ce terme fait intervenir
la dérivation des gains séquencés du contrôleur par rapport au signal de séquencement y,
ainsi que les conditions d’équilibre du système. Il introduit une boucle interne « cachée »
lors de la linéarisation du système bouclé au point d’opération θe, noté CLl(S, Cseq)(θe) =
CL(Sl(θe), Cseq,l(θe)), comme l’illustre la Fig. 3.1(c). On note en particulier que cette boucle n’a
pas été considérée lors de la phase de synthèse, cette dernière étant basée sur CL(Sl(θe), Cl(θe))
(comparaison des Figs. 3.1(a) et 3.1(c)).
Cette boucle « cachée » introduite par les TCC a un impact sur la dynamique du système
bouclé, et en particulier sur le placement de pôles. Dès lors, n’ayant pas tenu compte de sa
contribution lors de la synthèse des gains du contrôleur, le placement précédent n’est plus
assuré par le contrôleur séquencé Cseq. La Fig. 3.2 illustre la position des pôles du système
bouclé CLl(S, Cseq) après linéarisation pour différentes valeurs d’équilibre du point d’opération
θe. Le placement de pôles désiré est uniquement satisfait pour θe = 0 (pour lequel le TCC est
nul). De plus, il s’avère que le système est stable en boucle fermée uniquement pour |θe| < θlim
où θlim ≈ 0.417.
Ce premier exemple met en lumière le problème de l’émergence des TCC lors du design d’un
contrôleur séquencé et l’éventuelle perte de stabilité et de performance associée.
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Figure 3.2 Exemple 1 - Évolution des valeurs propres du système bouclé CL(S, Cseq) après
linéarisation pour différentes valeurs d’équilibre du point d’opération |θe| ∈ [0, 1], en bleu pour
|θe| proche de 0 et en jaune pour |θe| proche de 1. Les croix rouges indiquent le placement de
valeurs propres souhaité.
3.2.1.2 Exemple 2 - Non linéarité dans l’équation de sortie du système
Ce second exemple montre que le problème des TCC peut également survenir quand la
non linéarité est présente uniquement dans l’équation de sortie. Soit le système non linéaire
d’ordre 1 décrit par (Rugh and Shamma, 2000) :
S ,
 x˙ = −x+ uy = tanh(x) (3.21)
où u et y représentent respectivement l’entrée et la sortie du système. L’objectif de cet exemple
est de synthétiser un contrôleur séquencé par retour de sortie permettant de garantir que la
sortie y suive le signal de référence r. Pour cela, le point d’équilibre du système (3.21) associé
à ye = θe ∈ (−1, 1) est caractérisé par :
xe(θe) = ue(θe) = tanh−1 θe. (3.22)
La linéarisation du système S au point d’équilibre θe est alors donnée par :
Sl(θe) =
 δx˙ = −δx+ δuδy = (1− θ2e)δx (3.23)
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où δx, δy et δu représentent les déviations de x, y et u relativement à xe(θe), ye(θe) et ue(θe).
Pour chaque point d’équilibre θe ∈ (−1, 1) donné, le contrôleur proportionnel intégral (PI)
suivant est proposé (Rugh and Shamma, 2000) :
Cl(θe) =
 δx˙i = δr − δyδu = ki(θe)δxi + kp(θe)(δr − δy) (3.24)
où δr dénote la déviation du signal de référence r de la valeur d’équilibre re = θe. Les gains
ki(θe) et kp(θe) sont donnés par :
ki(θe) =
1
1− θ2e
, kp(θe) =
1
3(1− θ2e)
, (3.25)
et permettent d’assurer que la fonction de transfert du système bouclé est indépendante du
point d’opération courant θe, soit :
∆Y (s)
∆R(s) =
(1/3)s+ 1
s2 + (4/3)s+ 1 , (3.26)
où ∆R et ∆Y dénotent respectivement les transformées de Laplace de δr et δy.
On cherche dès lors un contrôleur (non linéaire) séquencé permettant d’implémenter sur le
système non linéaire d’origine S la famille de contrôleurs LTI Cl = (Cl(θe))θe∈(−1,1). Pour cela,
l’implémentation suivante est classiquement suggérée :
Cseq =
 x˙i = r − yu = ki(y)xi + kp(y)(r − y) (3.27)
La linéarisation de la dynamique du contrôleur Cseq au point d’opération θe donne alors :
Cseq,l =
 δx˙i = δr − δyδu = ki(θe)δxi + kp(θe)(δr − δy) + kTCCy (θe)δy (3.28)
où, en introduisant xi,e(θe) = ue(θe)/ki(θe) la condition d’équilibre associée à la composante
intégrale du contrôleur,
kTCCy (θe) =
dki
dy
∣∣∣∣∣
θe
xi,e(θe) =
2θe tanh−1 θe
1− θ2e
. (3.29)
Le contrôleur séquencé linéarisé Cseq,l présente donc une dynamique différente de celle de Cl.
En particulier, on observe que le gain du retour de sortie est augmenté d’un terme supplé-
38
mentaire kTCCy (θe). Tout comme dans le cas de l’exemple précédent, ce terme additionnel
introduit une boucle interne « cachée » qui va venir perturber la dynamique du système
bouclé relativement à ce qui est attendu lors de la synthèse des gains. De manière plus spé-
cifique, en tenant compte de l’impact du TCC, la fonction de transfert du système bouclé
CL(Sl(θe), Cseq,l(θe)) est donnée par :
∆Y (s)
∆R(s) =
(1/3)s+ 1
s2 + (4/3− 2θe tanh−1 θe)s+ 1
. (3.30)
En comparant la fonction de transfert ainsi obtenue après implémentation (3.30) à celle impo-
sée lors de la synthèse (3.26), on note que la présence des TCC se traduit par l’introduction
d’un terme supplémentaire dans le coefficient de degré 1 au dénominateur de la fonction
de transfert (3.30). L’application du critère de Routh-Hurwitz garantit alors que (3.30) est
stable si et seulement si θe tanh−1 θe < 2/3. Or, la fonction ϕ : (−1, 1) → R définie par
ϕ(θ) = θ tanh−1(θ) est paire, strictement croissante sur [0, 1), admet un minimum global en
θ = 0 tel que ϕ(0) = 0 et vérifie ϕ(θ) −→
|θ|→1−
+∞. Le théorème des valeurs intermédiaires
garantit alors l’existence d’un unique θlim ∈ (0, 1) tel que ϕ(θlim) = 2/3. On obtient numéri-
quement que θlim ≈ 0.725. Dès lors, le système non linéaire bouclé composé de S et de Cseq
est localement exponentiellement stable pour |θe| < θlim et instable pour |θe| ≥ θlim.
3.2.1.3 Analyse et bilan des deux exemples
Les deux exemples développés précédemment montrent l’émergence d’un problème manifeste
lors de la synthèse de contrôleurs séquencés. De manière plus spécifique, la difficulté surgit
lors de la transition entre :
1. la famille de contrôleurs LTI Cl = (Cl(θe))θe∈Θ qui a été synthétisée pour chaque point
de fonctionnement θe du domaine d’opération Θ ;
2. l’obtention d’un contrôleur non linéaire Cseq obtenu par le séquencement de Cl avec une
variable endogène (variable d’état ou signal de sortie) .
Un séquencement non adéquat de Cl donne lieu à un contrôleur non linéaire Cseq dont la
dynamique linéarisée Cseq,l(θe) ne coïncide généralement pas avec celle de Cl(θe) à cause de
l’apparition des TCC. Cette différence provient du fait que lors de la synthèse des gains du
contrôleur LTI Cl(θe), on suppose de manière implicite que le point d’opération ne varie pas.
Or, le point d’opération étant fonction de certaines variables endogènes 4, les gains du contrô-
leur séquencé sont amenés à évoluer en fonction de la valeur courante de certaines variables
internes du système bouclé ; c’est la source même des boucles internes « cachées » introduites
4. Pour les deux exemple développés, le point d’opération coïncide avec le signal de sortie du système.
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par les TCC. Lorsqu’ils ne sont pas considérés adéquatement lors de la phase de synthèse,
ils peuvent conduire à des résultats non conformes aux attentes dont, potentiellement, la
déstabilisation du système en boucle fermée.
3.2.2 Formulation générale du problème
On s’attache à présent à introduire la problématique des TCC dans le cadre général d’un
contrôleur séquencé par retour de sortie.
3.2.2.1 Système non linéaire, système linéarisé et paramétrisation
On suppose que le système à commander est sous la forme de la représentation d’état sui-
vante :
S ,
 x˙ = f(x,u,w)y = h(x,u,w) (3.31)
avec x(t) ∈ Rn le vecteur d’état, u(t) ∈ Rm le vecteur d’entrée de commande, w(t) ∈ Rq
le vecteur d’entrée exogène et y(t) ∈ Rp le vecteur de sortie (où n,m, p, q ∈ N∗). Le champ
de vecteurs f : Rn × Rm × Rq → Rn représente la dynamique du système et la fonction
h : Rn × Rm × Rq → Rp génère les sorties du système. On suppose par la suite que f et h
sont des fonctions de classe C1.
On s’attache ici au problème de suivi pour des signaux de référence lentement variant dans
le temps. On introduit alors r(t) ∈ Rp1 le vecteur de référence et on suppose sans perte
de généralité que le vecteur de sortie s’écrit sous la forme y =
[
y>1 y
>
2
]>
, où y1(t) ∈ Rp1
contient les sorties du système qui doivent suivre r(t), et où y2(t) ∈ Rp2 contient les sorties
supplémentaires utilisables par la loi de commande avec p1 + p2 = p (où p1 ∈ N∗ et p2 ∈ N).
Dès lors, l’équation de sortie de (3.31) se scinde sous la forme y1 = h1(x,u,w) et y2 =
h2(x,u,w) de telle sorte que h =
[
h>1 h
>
2
]>
. Le vecteur d’entrées exogènes est décomposé
sous la forme w =
[
d> w>m
]>
, où d(t) ∈ Rq1 est le vecteur représentant les perturbations non
mesurables (e.g., bruit des capteurs), wm(t) ∈ Rq2 le vecteur des entrées exogènes mesurables
(e.g, dans le contexte aéronautique, altitude, vitesse de vol, pression dynamique) avec q1+q2 =
q (où q1, q2 ∈ N).
Dans la mesure où l’objectif du contrôle est d’assurer que y1 suive le signal de référence r, on
s’intéresse aux points d’équilibre tels que leur valeur à l’équilibre coïncident. Cela se traduit
pas la contrainte y1,e = re ∈ Ω, où Ω est un sous-ensemble fermé et connexe par arc de
Rp1 dans lequel on souhaite faire évoluer le signal de référence r. De plus, on considère des
perturbations d de faible amplitude autour de leur valeur nominale de ∈ Rq1 . Sans perte de
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généralité, on peut supposer que de = 0. On considère alors la famille de points d’équilibres
définie par :
Eq , {(xe,ue,we) ∈ Rn × Rm × Rq :
f(xe,ue,we) = 0, h1(xe,ue,we) = re, de = 0, re ∈ Ω} ,
(3.32)
où xe, ue et we représentent respectivement les valeurs prises à l’équilibre par x, u et
w. On suppose que Eq peut être paramétrisé de manière C1 par un vecteur, référé sous la
dénomination de « point d’opération », θ ∈ Θ, où Θ est un sous-ensemble fermé connexe
par arc de Rs (où s ∈ N∗), i.e., il existe une fonction µ : Θ → Eq bijective, de classe
C1(Θ;Rn × Rm × Rq) et telle que :
(xe,ue,we) ∈ Eq ⇔ ∃θe ∈ Θ : (xe,ue,we) = µ(θe). (3.33)
De plus, on suppose que le point d’opération θe = µ−1(xe,ue,we) dépend uniquement de la
mesure de la sortie du système ye et des sorties exogènes mesurables wm,e. Cette hypothèse
implique que pour tout vecteur admissible ye et wm,e, il existe un couple unique de vecteurs
(xe,ue) tel que (xe,ue,we) ∈ Eq et h(xe,ue,we) = ye. De manière plus spécifique, on
suppose qu’il existe une fonction ν : R → Θ bijective, de classe C1(R,Rs) avec
R = {(ye,wm,e) ∈ Rp × Rq2 : h(xe,ue,we) = ye, (xe,ue,we) ∈ Eq} , (3.34)
et telle que
(xe,ue,we) = µ(θe)⇔ θe = ν(ye,wm,e). (3.35)
Par la suite, lorsque l’on considérera un point de fonctionnement θ ∈ Θ donné, on notera
xe(θ) ∈ Rn, ue(θ) ∈ Rm, ye(θ) = [y1,e(θ)>y2,e(θ)>]> ∈ Rp, wm,e(θ) ∈ Rq2 les grandeurs
associées au point d’équilibre µ(θ). Dès lors, les grandeurs précédemment énumérées sont
assimilées à des fonctions de classe C1 définies sur le domaine d’opération Θ (la régularité C1
provient du fait que µ, h1 et h2 sont supposées continûment différentiables).
Dans le cadre de la synthèse d’un contrôleur séquencé, le système S est linéarisé pour chacun
des points d’opération θe ∈ Θ (i.e., autour du point d’équilibre associé µ(θe)). Introduisant
respectivement δx, δu, δw et δy, les déviations de x, u, w et y relativement à la condition
d’équilibre xe(θe), ue(θe), we(θe) et ye(θe), la linéarisation de S donne le système LTI
suivant :
Sl(θe) ,
 δx˙ = A
S(θe)δx+ BSu(θe)δu+ BSw(θe)δw
δy = CS(θe)δx+ DSu(θe)δu+ DSw(θe)δw
(3.36)
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où
AS(θe) =
∂f
∂x
∣∣∣∣∣
µ(θe)
∈ Rn×n, BSu(θe) =
∂f
∂u
∣∣∣∣∣
µ(θe)
∈ Rn×m, BSw(θe) =
∂f
∂w
∣∣∣∣∣
µ(θe)
∈ Rn×q,
(3.37)
CS(θe) =
∂h
∂x
∣∣∣∣∣
µ(θe)
∈ Rp×n, DSu(θe) =
∂h
∂u
∣∣∣∣∣
µ(θe)
∈ Rp×m, DSw(θe) =
∂h
∂w
∣∣∣∣∣
µ(θe)
∈ Rp×q.
(3.38)
On définit alors la famille de modèles LTI associée au système S indexée par le point d’opé-
ration θe ∈ Θ comme suit :
Sl , {Sl(θe) : θe ∈ Θ} . (3.39)
3.2.2.2 Famille de contrôleurs LTI
Dans le contexte d’une synthèse de contrôleur par séquencement des gains, le premier objectif
est de synthétiser, pour chaque modèle Sl(θe) ∈ Sl, un contrôleur Cl(θe). Plusieurs méthodes
existent pour synthétiser une telle famille de contrôleurs, que ce soit par une approche de
synthèse point à point classique ou par des méthodes modernes de type LPV.
Soit le contrôleur LTI Cl(θe) illustré à la Fig. 3.3 et de la forme :
Cl(θe) ,

δx˙i = δr − δy1
δx˙c = ACc (θe)δxc + ACi (θe)δxi + BCr (θe)δr + BCy(θe)δy
δu = CCc (θe)δxc + CCi (θe)δxi + DCr (θe)δr + DCy(θe)δy
(3.40)
où δr, δy1 et δy2 désignent les déviations de r, y1 et y2 par rapport à leur valeur d’équilibre
re(θe), y1,e(θe) et y2,e(θe), et où le vecteur d’état du contrôleur est constitué de la composante
intégrale δxi(t) ∈ Rp1 et du vecteur δxc(t) ∈ Rnc (avec nc ∈ N).
ACc
[
ACi BCr BCy
]
CCc
[
CCi DCr DCy
]
× 1
s
δr +
δy1
− δxi
δy
δu
θe = ν(ye,wm,e)
Figure 3.3 Contrôleur linéaire Cl(θe)
On suppose que les entrées des matrices ACc (θ) ∈ Rnc×nc , . . . ,DC2(θ) ∈ Rm×p sont des fonc-
tions C1 du paramètre de séquencement θ ∈ Θ. On suppose de plus que pour tout θe ∈ Θ,
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la matrice suivante est de colonne rang plein :
E(θe) ,
ACc (θe) ACi (θe)
CCc (θe) CCi (θe)
 ∈ R(nc+m)×(nc+p1), (3.41)
c’est-à-dire, rg(E(θe)) = nc + p1 pour tout θe ∈ Θ. Cette hypothèse implique en particulier
que m ≥ p1, indiquant que le système présente un plus grand nombre d’entrées m que le
nombre de sorties impliquées dans le suivi de référence p1. Elle sera utilisée par la suite afin
de garantir l’unicité du vecteur d’état du contrôleur à l’équilibre pour un point d’opération θe
donné. On peut alors introduire la famille de contrôleurs LTI indexée par le point d’opération
θe ∈ Θ comme suit :
Cl , {Cl(θe) : θe ∈ Θ} . (3.42)
Sl(θe)
Cl(θe)
δyδu
δr
δw
Figure 3.4 Système linéaire en boucle fermée CL(Sl(θe), Cl(θe))
Dans ce contexte, l’objectif est donc d’ajuster les gains du contrôleur à architecture fixe
de manière à garantir qu’à chaque point d’opération θe ∈ Θ, le système en boucle fermée
dénoté CL(Sl(θe), Cl(θe)) (cf. Fig. 3.4) est asymptotiquement stable et présente un niveau de
performance qui rencontre les requis. Dans le cas d’un design basé sur une approche LPV,
on peut également chercher à garantir que la stabilité et les performances du système LPV
en boucle fermée soient satisfaites pour un niveau prédéfini de la vitesse de variation des
paramètres à temps variant.
3.2.2.3 Contrôleur séquencé et émergence des termes de couplage cachés
Deux architectures de contrôleurs séquencés sont classiquement proposées pour implémenter
la famille de contrôleurs LTI Cl précédemment synthétisée. La première s’inspire directe-
ment de la méthode d’implémentation d’un contrôleur LTI conçu pour fonctionner autour
d’un point de fonctionnement donné du système non linéaire. Pour cela, si l’on souhaite
43
implémenter pour un point d’opération θe fixé le contrôleur LTI Cl(θe) sur le système non
linéaire S afin de le commander au voisinage du point d’équilibre µ(θe), on aurait recours à
l’implémentation suivante :
x˙i = r − y1
x˙c = ACc (θe)xc + ACi (θe)xi + BCr (θe)[r − y1,e(θe)] + BCy(θe)[y − ye(θe)]
u = ue(θe) + CCc (θe)xc + CCi (θe)xi + DCr (θe)[r − y1,e(θe)] + DCy(θe)[y − ye(θe)]
(3.43)
En effet, une fois ce contrôleur placé en boucle fermée avec le système non linéaire S, son
point d’équilibre associé au point d’opération θe est caractérisé par
re(θe) = y1,e(θe), E(θe)
xc,e(θe)
xi,e(θe)
 = 0. (3.44)
Cela implique, puisque la matrice E(θe) est supposée de colonne rang plein, que xc,e(θe) = 0
et xi,e(θe) = 0. Dès lors, la linéarisation de (3.43) au point d’équilibre associé au point de
fonctionnement θe permet bien de retrouver le contrôleur LTI Cl(θe) d’origine donné par
(3.40). Néanmoins, l’implémentation (3.43) n’est valable que dans un voisinage du point
d’opération θe. De manière à ce que le stratégie de contrôle s’adapte aux variations du point
d’opération, une approche classique pour obtenir le contrôleur séquencé consiste à remplacer
θe par sa valeur courante dans (3.43) :
Cseq,1 ,

x˙i = r − y1
x˙c = ACc (θ)xc + ACi (θ)xi + BCr (θ)[r − y1,e(θ)] + BCy(θ)[y − ye(θ)]
u = ue(θ) + CCc (θ)xc + CCi (θ)xi + DCr (θ)[r − y1,e(θ)] + DCy(θ)[y − ye(θ)]
θ = ν(y,wm)
(3.45)
Bien que Cseq,1 semble être à première vue une simple extension de l’implémentation valable
autour d’un point de fonctionnement fixé tel que donnée en (3.43), le fait de remplacer θe
par sa valeur courante θ = ν(y,wm) introduit un couplage supplémentaire qui va modifier la
dynamique du contrôleur. Pour le montrer, on caractérise dans un premier temps l’équilibre de
Cseq,1 associé au point de fonctionnement θe lorsque placé en boucle fermée avec le système S.
La composante intégrale garantie que re(θe) = y1,e(θe). Comme précédemment, la présence
des conditions d’équilibre dans l’architecture du contrôleur séquencé Cseq,1 et le fait que E(θe)
est supposé de colonne rang plein assure que xc,e(θe) = 0 et xi,e(θe) = 0. La dynamique
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linéarisée de Cseq,1, illustrée à la Fig. 3.5, est alors donnée par :
Cseq,l(θe) ,

δx˙i = δr − δy1
δx˙c = ACc (θe)δxc + ACi (θe)δxi + BCr (θe)δr + BCy(θe)δy + BCθ (θe)δθ
δu = CCc (θe)δxc + CCi (θe)δxi + DCr (θe)δr + DCy(θe)δy + DCθ (θe)δθ
δθ = ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
δy + ∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
δwm
(3.46)
où BCθ (θe) ∈ Rn×s et DCθ (θe) ∈ Rp×s sont les TCC qui prennent la forme :
BCθ (θe) = −BCr (θe)
∂y1,e
∂θ
∣∣∣∣∣
θe
−BCy(θe)
∂ye
∂θ
∣∣∣∣∣
θe
,
DCθ (θe) =
∂ue
∂θ
∣∣∣∣∣
θe
−DCr (θe)
∂y1,e
∂θ
∣∣∣∣∣
θe
−DCy(θe)
∂ye
∂θ
∣∣∣∣∣
θe
.
(3.47)
 ACc [ACi BCr BCy BCθ ]
CCc
[
CCi DCr DCy DCθ
] 
× 1
s
∂ν
∂y
∣∣∣∣∣
ν−1(θe)
∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
×
δu
θe = ν(ye,wm,e)
δr +
δy
δy1
−
δxi
δwm
+
+
δθ
Figure 3.5 Dynamique linéarisée Cseq,l(θe) du contrôleur séquencé
On observe donc que l’implémentation Cseq,1 ne permet pas de retrouver, après linéarisation,
l’architecture du contrôleur LTI Cl(θe) donnée par (3.40) dû à l’émergence des TCC. Ces
termes de couplages sont ici la conséquence directe du recours aux conditions d’équilibre
du système S au sein du contrôleur séquencé et de leur évolution en fonction du point
d’opération courant θ. En effet, les TCC (3.47) dépendent ici des dérivées partielles des
conditions d’équilibre relativement au paramètre de séquencement θ. Ces résultats tendraient
à indiquer que la problématique des TCC est conditionnée par l’utilisation des conditions
d’équilibre du système S dans l’architecture du contrôleur séquencé. On verra cependant que
ce n’est pas le cas à travers l’exemple d’une seconde architecture.
45
L’architecture Cseq,1, au-delà de l’émergence des TCC, présente le défaut d’utiliser explicite-
ment les conditions d’équilibre du système S. De manière à éviter cela, la seconde approche
classique consiste à directement utiliser l’architecture du contrôleur LTI (3.40) en rempla-
çant simplement le point d’équilibre θe par sa valeur courante θ = ν(y,wm). Le contrôleur
séquencé ainsi obtenu prend la forme :
Cseq,2 ,

x˙i = r − y1
x˙c = ACc (θ)xc + ACi (θ)xi + BCr (θ)r + BCy(θ)y
u = CCc (θ)xc + CCi (θ)xi + DCr (θ)r + DCy(θ)y
θ = ν(y,wm)
(3.48)
Cette architecture présente l’avantage d’être la plus simple possible, ne nécessitant que la
connaissance des gains du contrôleur à travers le domaine d’opération. De manière à évaluer
sa dynamique linéarisée, on cherche à caractériser l’équilibre du contrôleur Cseq,2 associé
au point d’opération θe lorsque placé en boucle fermée avec le système non linéaire S. La
composante intégrale garantit que re(θe)−y1,e(θe) = 0. De plus, l’équilibre du vecteur d’état
du contrôleur est caractérisé par l’équation :
E(θe)
xc,e(θe)
xi,e(θe)
 = F (θe) ,
 −BCr (θe)re(θe)−BCy(θe)ye(θe)
ue(θe)−DCr (θe)re(θe)−DCy(θe)ye(θe)
 . (3.49)
La matrice E(θe) étant supposée de colonne rang plein, E(θe)>E(θe) ∈ GLnc+m(R). Ainsi,
sous l’hypothèse que l’équation (3.49) admette une solution, celle-ci est unique et est donnée
par : xc,e(θe)
xi,e(θe)
 = E(θe)†F (θe), (3.50)
où (·)† correspond à la matrice pseudo-inverse de Moore-Penrose qui, dans le cas présent, s’ex-
prime sous la forme E(θe)† = (E(θe)>E(θe))−1E(θe)>. Il est à noter que sous les hypothèses
actuelles, l’existence d’un tel point d’équilibre n’est pas assurée, dans la mesure où (3.49) n’ad-
met pas nécessairement de solution lorsque m > p1. Ainsi, dès lors que F (θe) /∈ Im(E(θe)),
le contrôleur, et donc a fortiori le système en boule fermée, n’admet pas de point d’équilibre
pour le point d’opération θe. Une condition nécessaire et suffisante garantissant l’existence
d’un point d’équilibre pour chacun des points de fonctionnement à travers le domaine d’opé-
ration est donnée par :
∀θ ∈ Θ, E(θ)E(θ)†F (θ) = F (θ). (3.51)
Cette condition prend la forme d’une contrainte faisant intervenir les matrices de la représen-
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tation d’état de la famille de contrôleurs LTI Cl(θe) et les conditions d’équilibre du système
en boucle ouverte S. En général, elle impose des contraintes sur le choix de l’architecture du
contrôleur. En supposant que la contrainte (3.51) est satisfaite, la dynamique linéarisée du
contrôleur séquencé Cseq,2 coïncide avec celle de (3.47) tel qu’illustré à la Fig 3.5. Cependant,
les TCC différent de ceux obtenus avec l’architecture de contrôle Cseq,1 (3.47) et prennent la
forme suivante :
BCθ,l(θe) =
∂ACc
∂θl
∣∣∣∣∣
θe
xc,e(θe) +
∂ACi
∂θl
∣∣∣∣∣
θe
xi,e(θe) +
∂BCr
∂θl
∣∣∣∣∣
θe
re(θe) +
∂BCy
∂θl
∣∣∣∣∣
θe
ye(θe),
DCθ,l(θe) =
∂CCc
∂θl
∣∣∣∣∣
θe
xc,e(θe) +
∂CCi
∂θl
∣∣∣∣∣
θe
xi,e(θe) +
∂DCr
∂θl
∣∣∣∣∣
θe
re(θe) +
∂DCy
∂θl
∣∣∣∣∣
θe
ye(θe),
(3.52)
où BCθ,l et DCθ,l correspondent respectivement à la l-ième colonne des matrices BCθ et DCθ , et
θl représente la l-ième composante du vecteur θ.
Il est à noter que les développements précédents se simplifient lorsque le nombre de sorties
impliquées dans le suivi de référence coïncide avec la dimension du vecteur d’entrée, i.e.,
m = p1. En effet, la matrice E(θe) est dans ce cas carrée et l’hypothèse de colonne rang plein
est alors équivalente à l’inversibilité de la matrice. La condition (3.51) est alors trivialement
vérifiée puisque pour tout θ ∈ Θ, E(θ)† = E(θ)−1. Il en découle donc que l’équation (3.49)
admet toujours une unique solution, permettant de caractériser le vecteur d’état du contrôleur
à l’équilibre au point d’opération θe par [xc,e(θe)>xi,e(θe)>]> = E(θe)−1F (θe).
Ainsi, bien que le contrôleur séquencé Cseq,2 ne fasse pas intervenir les conditions d’équilibre
du système S, on observe tout de même l’apparition de TCC. Contrairement au contrôleur
séquencé Cseq,1 dont les TCC (3.47) font intervenir les dérivées partielles des conditions d’équi-
libre du système S, les TCC (3.52) engendrés par le contrôleur séquencé Cseq,2 font intervenir
des dérivées partielles portant sur les matrices de la famille de contrôleurs LTI Cl.
3.2.2.4 Bilan
L’étude de la dynamique linéarisée des deux contrôleurs séquencés précédemment introduits
indique que l’apparition des TCC est une problématique inhérente au séquencement des
gains et tire son origine de la nature instationnaire du point d’opération. En effet, lors de
la synthèse point à point des contrôleurs LTI, on suppose de manière implicite que le point
d’opération et les gains du contrôleur sont statiques. Hors, ces hypothèses sont mises en
défaut lors de l’étape de séquencement des gains puisque le contrôleur séquencé voit alors son
point d’opération varier dans le temps. Cette dualité entre synthèse sur un point d’opération
constant et implémentation pour un point d’opération variant dans le temps est la source
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même de l’introduction des TCC (3.47) et (3.52).
Sl(θe)
 ACc [ACi BCr BCy BCθ ]
CCc
[
CCi DCr DCy DCθ
] 
1
s
×
× ∂ν∂y
∣∣∣∣∣
ν−1(θe)
∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
δw
θe = ν(ye,wm,e)
δu
δxi
δy1
−
δr+
δy
δθ +
+
δwm
Figure 3.6 Système linéarisé en boucle fermée CLl(S, Cseq)(θe)
De manière à analyser l’impact des TCC, l’architecture CLl(S, Cseq)(θe) du système en boucle
fermée linéarisée au point de fonctionnement θe est illustrée à la Fig. 3.6. Cette architecture
est à comparer à celle du système linéaire CL(Sl(θe), Cl(θe)) utilisée à des fins d’ajustement
des gains du contrôleur de la Fig. 3.4. On observe que le passage d’un point d’opération
invariant dans le temps θe pour la famille de contrôleurs LTI Cl vers un point d’opération
qui varie dans le temps θ(t) = ν(y(t),wm(t)) pour le contrôleur séquencé Cseq résulte en
l’apparition des TCC qui ont un double impact sur la dynamique du système bouclé. Le
premier consiste en une contribution de type perturbation externe induite par les variations
du signal de séquencement exogène wm. Cette contribution correspond à la partie en bleu
sur le schéma bloc de la Fig. 3.6. La nature exogène de cette perturbation n’a alors pas
d’impact sur le positionnement des pôles du système en boucle fermée et n’est donc pas de
nature à modifier les propriétés de stabilité locale du système non linéaire en boucle fermée.
Ce n’est pas le cas de la seconde contribution des TCC dont l’impact est illustré par la partie
en rouge sur le schéma bloc de la Fig. 3.6. En effet, la contribution des TCC est ici liée à
la variation du paramètre de séquencement en fonction du signal endogène y. Il introduit
dès lors un bouclage interne qui impacte la position des pôles du système linéarisé en boucle
fermée et modifie donc les propriétés de stabilité locale du système non linéaire en boucle
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fermée (confère les deux exemples de la Sous-Section 3.2.1). Il s’agit donc d’intégrer ou de
contrer l’impact des TCC lors de la synthèse du contrôleur séquencé.
3.3 Solutions développées dans la littérature
L’objectif de cette sous-section est de passer en revue les méthodes reportées dans la litté-
rature permettant de traiter la problématique des TCC au niveau du design du contrôleur
séquencé.
3.3.1 Structure de contrôleur séquencé s’affranchissant des termes de couplage
cachés
La première approche consiste à chercher une architecture de contrôle qui permet de garan-
tir l’annulation des TCC (Lawrence and Rugh, 1993; Rugh and Shamma, 2000; Lawrence,
2001a). Pour les contrôleurs séquencés Cseq,1 et Cseq,2 donnés respectivement par (3.47) et
(3.52), il s’agit donc, au vu de la dynamique linéarisée Cseq,l(θe) donnée par (3.46), d’assurer
que :
∀θ ∈ Θ, BCθ (θ)
∂ν
∂y
∣∣∣∣∣
ν−1(θe)
= 0nc×p, DCθ (θ)
∂ν
∂y
∣∣∣∣∣
ν−1(θe)
= 0m×p, (3.53)
∀θ ∈ Θ, BCθ (θ)
∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
= 0nc×q2 , DCθ (θ)
∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
= 0m×q2 . (3.54)
La condition (3.53) vise à prévenir l’apparition d’un bouclage interne non désiré lié au séquen-
cement par des variables endogènes, tandis que (3.54) vise à annuler l’effet de perturbations
externes causées par les variables de séquencement exogènes. De par leur nature différente,
la satisfaction de la contrainte (3.53) revêt un caractère prioritaire comparativement à la
contrainte (3.54). Les contraintes (3.53) et (3.54) imposent des contraintes structurelles pour
les architectures des contrôleurs séquencés Cseq,1 et Cseq,2. Si l’on considère à titre d’exemple
le contrôleur séquencé Cseq,1, la contrainte (3.53) revient à imposer 5 que pour tout ∀θ ∈ Θ :{
BCr (θ)
∂y1,e
∂θ
∣∣∣∣∣
θ
+ BCy(θ)
∂ye
∂θ
∣∣∣∣∣
θ
}
∂ν
∂y
∣∣∣∣∣
ν−1(θ)
= 0n×p,{
∂ue
∂θ
∣∣∣∣∣
θ
−DCr (θ)
∂y1,e
∂θ
∣∣∣∣∣
θ
−DCy(θ)
∂ye
∂θ
∣∣∣∣∣
θ
}
∂ν
∂y
∣∣∣∣∣
ν−1(θ)
= 0m×p.
(3.55)
5. La satisfaction de la contrainte (3.54) donne lieu à une contrainte similaire à (3.55) dans laquelle les
dérivée partielles de ν relativement à y sont remplacées par les dérivée partielles de ν relativement à wm.
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Les conditions d’équilibre étant fixées par le système à commander S, les degrés de liberté
afin de satisfaire la contrainte précédente sont donc 1) le choix du séquencement ν et 2)
la structure des matrices impliquées dans la famille de contrôleurs LTI Cl, ainsi que leur
dépendance vis-à-vis du paramètre de séquencement θ. Il est à noter que dans le cadre du
contrôleur séquencé Cseq,1, les contraintes (3.53) et (3.54) impliquent uniquement les matrices
BCr , BCy , DCr et DCy issues du contrôleur LTI Cl(θe) (3.40). Ce constat ne s’applique pas dans
le cas de l’architecture de contrôleur séquencé Cseq,2 pour laquelle les TCC donnés par (3.52)
impliquent l’ensemble des matrices de la représentation d’état du contrôleur LTI Cl(θe).
Les conditions (3.53) et (3.54) s’avèrent très restrictives, imposant de sévères contraintes sur
la structure des matrices impliquées dans le contrôleur séquencé. Plusieurs degrés de liberté
du contrôleur doivent être fixés, généralement au détriment des critères de stabilité et de
performance. De plus, la satisfaction de ces conditions d’annulation des TCC va à l’encontre
des méthodes traditionnelles de synthèse de contrôleurs séquencés. En effet, la satisfaction
des conditions (3.53) et (3.54) nécessite, dès la phase de synthèse des gains, d’anticiper ce que
seront les TCC une fois le contrôleur séquencé obtenu de manière à identifier correctement les
contraintes structurelles sous-jacentes visant à leur annulation. Ces contraintes structurelles
devront alors être intégrées dans le design dès la phase de synthèse point à point.
Une solution alternative consiste à annuler les TCC lors de l’implémentation de (3.40) grâce
l’architecture suivante (Rugh and Shamma, 2000) :
Cseq,3 ,

x˙i =r − y1
x˙c =ACc (θ)[xc − xc,e(θ)] + ACi (θ)[xi − xi,e(θ)]
+ BCr (θ)[r − y1,e(θ)] + BCy(θ)[y − ye(θ)]
u =ue(θ) + CCc (θ)[xc − xc,e(θ)] + CCi (θ)[xi − xi,e(θ)]
+ DCr (θ)[r − y1,e(θ)] + DCy(θ)[y − ye(θ)]
θ =ν(y,wm)
(3.56)
où xc,e : Θ → Rnc et xi,e : Θ → Rp1 sont deux fonctions de classe C1 dont le choix est
dicté par la volonté de prévenir l’apparition des TCC. La notation de ces fonctions tire son
origine du fait que pour tout point d’opération θe ∈ Θ, xc,e(θe) et xi,e(θe) coïncident, sous
l’hypothèse que E(θe) est de colonne rang plein, avec les conditions d’équilibre du vecteur
d’état du contrôleur Cseq,3 (au point d’opération θe) lorsque ce dernier est placé en boucle
fermée avec le système S. Il est à noter que Cseq,1 est un cas particulier de Cseq,3, obtenu
lorsque l’on impose xc,e ≡ 0 et xi,e ≡ 0. La linéarisation de la dynamique du contrôleur
séquencé (3.56) au point d’opération θe résulte une nouvelle fois en la dynamique Cseq,l(θe)
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donnée par (3.46) mais dont les TCC prennent cette fois la forme suivante :
BCθ (θe) = −ACc (θe)
∂xc,e
∂θ
∣∣∣∣∣
θe
−ACi (θe)
∂xi,e
∂θ
∣∣∣∣∣
θe
−BCr (θe)
∂y1,e
∂θ
∣∣∣∣∣
θe
−BCy(θe)
∂ye
∂θ
∣∣∣∣∣
θe
,
DCθ (θe) =
∂ue
∂θ
∣∣∣∣∣
θe
−CCc (θe)
∂xc,e
∂θ
∣∣∣∣∣
θe
−CCi (θe)
∂xi,e
∂θ
∣∣∣∣∣
θe
−DCr (θe)
∂y1,e
∂θ
∣∣∣∣∣
θe
−DCy(θe)
∂ye
∂θ
∣∣∣∣∣
θe
.
(3.57)
L’introduction des fonctions xc,e et xi,e fait apparaître dans l’expression des TCC deux termes
supplémentaires par rapport aux TCC résultant du contrôleur Cseq,1 donnés par (3.47). De
manière à garantir l’annulation de ces TCC, les contraintes (3.53) et (3.54) doivent alors être
satisfaites. En particulier, la condition (3.53) est équivalente à la contrainte 6 que pour tout
θ ∈ Θ , {
ACc (θ)
∂xc,e
∂θ
∣∣∣∣∣
θ
+ ACi (θ)
∂xi,e
∂θ
∣∣∣∣∣
θ
+ BCr (θ)
∂y1,e
∂θ
∣∣∣∣∣
θ
+ BCy(θ)
∂ye
∂θ
∣∣∣∣∣
θ
}
∂ν
∂y
∣∣∣∣∣
ν−1(θ)
= 0,
{
CCc (θ)
∂xc,e
∂θ
∣∣∣∣∣
θ
+ CCi (θ)
∂xi,e
∂θ
∣∣∣∣∣
θ
+ DCr (θ)
∂y1,e
∂θ
∣∣∣∣∣
θ
+ DCy(θ)
∂ye
∂θ
∣∣∣∣∣
θ
− ∂ue
∂θ
∣∣∣∣∣
θ
}
∂ν
∂y
∣∣∣∣∣
ν−1(θ)
= 0.
(3.58)
En comparant les contraintes (3.55) et (3.58), l’introduction des fonctions xc,e et xi,e permet
de donner plus de degrés de liberté lors de l’implémentation du contrôleur séquencé. Alors que
la condition (3.55) fait porter des contraintes uniquement sur l’architecture des matrices de
la famille de contrôleurs LTI Cl, une partie de ces contraintes peut dans le cas du contrôleur
Cseq,3 être transférée sur le choix des fonctions xc,e et xi,e. Dans une configuration idéale, on
peut alors envisager d’effectuer la synthèse de la famille de contrôleurs LTI Cl indépendam-
ment de la problématique des TCC, et de n’intégrer cette problématique que dans la phase
d’implémentation de Cl via le recours au contrôleur séquencé Cseq,3 dont les composantes xc,e
et xi,e (ainsi qu’éventuellement le séquencement ν) sont déterminées de manière à satisfaire
les contraintes (3.58). Cependant, il n’existe pas de garantie quant à l’existence de fonctions
xc,e et xi,e solutions de (3.58) pour une famille de contrôleurs LTI Cl donnée a priori. Il faut
donc en général recourir à une solution intermédiaire où la contrainte (3.58) est satisfaite à
la fois par le choix des fonctions xc,e et xi,e, ainsi que par la restriction de certains degrés de
liberté dans la structure des matrices des contrôleurs LTI.
Remarquons pour conclure que dans le cas courant où le nombre de composantes intégrales
6. La satisfaction de la contrainte (3.54) donne lieu à une contrainte similaire à (3.58) dans laquelle les
dérivée partielles de ν relativement à y sont remplacées par les dérivée partielles de ν relativement à wm.
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coïncide avec le nombre d’entrées du système, i.e., p1 = m, et sous l’hypothèse habituelle que
la matrice E(θ) est de colonne rang plein pour tout θ ∈ Θ, la condition (3.58) se simplifie
en se réduisant pour tout θ ∈ Θ à :

∂xc,e
∂θ
∣∣∣∣∣
θ
∂xi,e
∂θ
∣∣∣∣∣
θ
 ∂ν∂y
∣∣∣∣∣
ν−1(θ)
= E(θ)−1

−
{
BCr (θ)
∂y1,e
∂θ
∣∣∣∣∣
θ
+ BCy(θ)
∂ye
∂θ
∣∣∣∣∣
θ
}
{
∂ue
∂θ
∣∣∣∣∣
θ
−DCr (θ)
∂y1,e
∂θ
∣∣∣∣∣
θ
−DCy(θ)
∂ye
∂θ
∣∣∣∣∣
θ
}
 ∂ν∂y
∣∣∣∣∣
ν−1(θ)
.
(3.59)
Cette approche dans la gestion des TCC a notamment été employée pour la commande de
la dynamique en tangage d’un missile (Nichols et al., 1993) ou le système dit du ball and
beam (Ignatov and Lawrence, 2001; Lawrence, 2001b; Lawrence and Sznaier, 2004; Wu et al.,
2016).
3.3.2 Dynamical Gain Scheduling
La méthode du DGS consiste à effectuer une synthèse point à point classique sans se soucier
des TCC puis à intégrer l’impact de ces derniers au niveau de la recherche d’un contrôleur
séquencé (Yang et al., 2010, 2015). On ne cherche donc pas à imposer a priori de contrainte sur
l’architecture des contrôleurs LTI Cl mais de faire directement peser l’ensemble des contraintes
sur le choix de l’architecture du contrôleur séquencé. Pour illustrer le concept, considérons à
nouveau la famille de contrôleurs LTI Cl dont l’architecture est donnée par (3.40). On cherche
alors à implémenter cette dernière via le recours à un contrôleur séquencé du type :
Cseq,4 ,

x˙i = r − y1
x˙c = A∗c(θ)xc + A∗i (θ)xi + B∗r(θ)r + B∗y(θ)y
u = C∗c(θ)xc + C∗i (θ)xi + D∗r(θ)r + D∗y(θ)y
θ = ν(y,wm)
(3.60)
où les matrices A∗c(θ) ∈ Rnc×nc , A∗i (θ) ∈ Rnc×p1 , . . . ,D∗y(θ) ∈ Rm×p sont à spécifier de
manière à garantir pour chaque point d’opération θe ∈ Θ 1) l’existence et l’unicité d’un
point d’équilibre pour le contrôleur séquencé Cseq,4 lorsque placé en boucle fermée avec S ; 2)
la dynamique linéarisée du contrôleur séquencé Cseq,4 coïncide avec Cl(θe) donnée par (3.40).
En procédant de manière analogue aux développements menés lors de l’étude du contrôleur
Cseq,2, on montre que cela revient à imposer A∗c = ACc , A∗i = ACi , B∗r = BCr , C∗c = CCc ,
C∗i = CCi , D∗r = BCr , et que les matrices B∗y(θ) et D∗y(θ) doivent satisfaire les contraintes
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suivantes :
∀θ ∈ Θ, B∗y(θ) + B∗θ(θ)
∂ν
∂y
∣∣∣∣∣
ν−1(θe)
= BCy(θ), D∗y(θ) + D∗θ(θ)
∂ν
∂y
∣∣∣∣∣
ν−1(θe)
= DCy(θ), (3.61)
∀θ ∈ Θ, B∗y(θ)+B∗θ(θ)
∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
= 0nc×q2 , D∗y(θ)+D∗θ(θ)
∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
= 0m×q2 . (3.62)
Les l-ième colonnes de B∗θ(θ) ∈ Rnc×s et D∗θ(θ) ∈ Rm×s s’expriment respectivement en
fonction des fonctions dérivées partielles de B∗y(θ) et D∗y(θ) par rapport à θ sous la forme :
B∗θ,l(θ) =
∂ACc
∂θl
∣∣∣∣∣
θ
xc,e(θ) +
∂ACi
∂θl
∣∣∣∣∣
θ
xi,e(θ) +
∂BCr
∂θl
∣∣∣∣∣
θ
re(θ) +
∂B∗y
∂θl
∣∣∣∣∣
θ
ye(θ),
D∗θ,l(θ) =
∂CCc
∂θl
∣∣∣∣∣
θ
xc,e(θ) +
∂CCi
∂θl
∣∣∣∣∣
θ
xi,e(θ) +
∂DCr
∂θl
∣∣∣∣∣
θ
re(θ) +
∂D∗y
∂θl
∣∣∣∣∣
θ
ye(θ),
(3.63)
où, sous couvert que E(θe) est de colonne rang plein et que (3.51) est satisfaite, les xc,e(θ)
et xi,e(θ) sont donnés par :xc,e(θ)
xi,e(θ)
 = E(θ)†
 −BCr (θ)re(θ)−B∗y(θ)ye(θ)
ue(θ)−DCr (θ)re(θ)−D∗y(θ)ye(θ)
 . (3.64)
La condition (3.61) est liée à la partie endogène du séquencement et vise à contrer l’introduc-
tion d’une boucle interne cachée. A contrario, la condition (3.62) vise à supprimer l’effet de la
perturbation externe introduit par la nature temps variant du signal de séquencement exogène
wm. Les contraintes ainsi obtenues conduisent à un système d’EDP couplées en B∗y et D∗y.
Comme précédemment, il n’existe pas de garantie a priori qu’un tel système de contraintes
admette une solution. Comme exemples d’applications reportés dans la littérature, citons la
commande de l’avion de combat américain F-16 (Yang et al., 2012) et la commande d’une
aile volante (Jones et al., 2006).
3.3.3 Bilan des méthodes proposées dans la littérature
La comparaison des contraintes (3.53-3.54) avec (3.61-3.62) fait clairement apparaître la dif-
férence d’approche entre les deux méthodes proposées dans la littérature pour gérer les TCC.
La première méthode consiste à choisir une architecture annulant les TCC. Au contraire,
la seconde tire profit de leur apparition afin de les contraindre. Les deux méthodes mènent
cependant à des contraintes formulées sous la forme de systèmes d’EDP couplées à résoudre.
Il n’existe pas a priori de garantie d’existence d’une solution pour un tel jeu de contraintes
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pour tout système à commander S et pour une structure de contrôleur LTI arbitraire. Qui
plus est, même en cas d’existence, la mise en œuvre pratique de telles méthodes peut s’avé-
rer difficile. Premièrement, les solutions peuvent être complexes, rendant leur implémentation
temps réel difficile. Secondement, la grande majorité des systèmes présentent des incertitudes
paramétriques. Or, les contraintes (3.53-3.54) et (3.61-3.62) sont formulées pour le modèle
nominal du système. En présence d’incertitudes paramétriques, les conditions d’équilibre im-
pliquées dans ces contraintes sont alors fonction de la configuration incertaine, ce qui n’est
pas le cas des gains du contrôleur. Ainsi, en règle générale, les contraintes (3.53-3.54) et
(3.61-3.62) ne pourront être vérifiées que sur le seul modèle nominal mais pas sur le domaine
de variation des paramètres incertains. Des TCC sont donc sujet à émerger dès lors que la
configuration incertaine ne coïncide pas avec la configuration nominale. Cette problématique
sera plus amplement abordée dans la Sous-Section 4.1.3.
3.4 Motivation pour le recours à des méthodes d’autoséquencement
Les solutions développées dans le Chapitre 4 tireront profit de méthodes d’autoséquencement.
L’avantage essentiel de ces méthodes réside dans le fait qu’un choix a priori des formules de
séquencement rend possible un calcul a priori des dérivées partielles des gains séquencés (cf.
(3.52)), permettant leur inclusion directe dans le processus de synthèse. De la sorte, on évite
la nécessité de devoir résoudre de manière explicite des systèmes d’EDP. Dans cette section,
nous allons montrer comment les solutions présentées précédemment peuvent venir légitimer
le recours à de telles méthodes d’autoséquencement.
3.4.1 Critères de stabilité/performance
Dans cette section, on se fixe Θ ⊂ Rs un ensemble compact et connexe par arc 7, ainsi que
K ⊂ Rnk un ensemble ouvert et connexe par arc. Pour ces deux ensembles, on définit la
notion de critère de performance comme suit.
Définition 3.1 Soit une fonction continue fp : Θ×K → R. On dit qu’un paramètre κ ∈ K
satisfait le critère de performance fp au point d’opération θ ∈ Θ si l’inégalité fp(θ,κ) < 0
est vérifiée.
7. L’hypothèse de connexité par arc n’est pas essentielle dans les développements présentés ici. Elle vise
simplement à contraindre le domaine d’opération à être en "un seul morceau" en garantissant que l’on puisse
joindre deux points d’opération quelconques par un chemin continu demeurant au sein du domaine d’opéra-
tion.
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Dans le cadre du contrôle par séquencement de gain, θ représente le point d’opération du
système évoluant dans le domaine d’opération Θ et κ un choix particulier des paramètres
du contrôleur dans l’ensemble des valeurs admissibles de K. Dans ce contexte, considérons
pour n,m, p ∈ N∗ fixés les fonctions matricielles A : Θ × K → Rn×n, B : Θ × K → Rn×m,
C : Θ×K → Rp×n, D : Θ×K → Rp×m. Une liste non exhaustive de critères de performance
au sens de la Définition 3.1 pour le modèle d’état (A(θ,κ),B(θ,κ),C(θ,κ),D(θ,κ)) dont
la fonction de transfert est donnée par
G[θ,κ](s) , C(θ,κ) [sI −A(θ,κ)]−1 B(θ,κ) + D(θ,κ) (3.65)
est proposée ci-dessous.
– Stabilité Hurwitz si et seulement si fp(θ,κ) < 0 avec 8
fp(θ,κ) = max {Re(λ), λ ∈ spC(A(θ,κ))} . (3.66)
– Taux de croissance exponentiel au point d’opération θ strictement inférieur à α(θ) où
α ∈ C0(Θ;R) si et seulement si fp(θ,κ) < 0 avec
fp(θ,κ) = max {Re(λ), λ ∈ spC(A(θ,κ))} − α(θ). (3.67)
– Amortissement des pôles au point d’opération θ strictement supérieur à ξ(θ) où ξ ∈
C0(Θ; [0, 1]) si et seulement si fp(θ,κ) < 0 avec
fp(θ,κ) = max
{
Re
(
λ · exp
[
i(pi/2− cos−1(ξ(θ))
])
, λ ∈ spC(A(θ,κ))
}
. (3.68)
– Gain H∞ inférieur à γ(θ) où γ ∈ C0(Θ;R+). Supposons que pour tout θ ∈ Θ et κ ∈ K,
R(θ,κ) , γ(θ)2Im−D(θ,κ)>D(θ,κ) ∈ Glm(R). Alors, ||G[θ,κ]||∞ < γ(θ) si et seulement
si fp(θ,κ) , max {fp1(θ,κ), fp2(θ,κ)} < 0 avec (Zhou et al., 1996)
fp1(θ,κ) =σ(D(θ,κ))− γ(θ), (3.69a)
fp2(θ,κ) =−min {|Re(λ)| , λ ∈ spC(H(θ,κ))} , (3.69b)
où, en omettant la dépendance des matrices vis-à-vis de θ et κ :
H ,
 A + BR−1D>C BR−1B>
−C>
(
Ip + DR−1D>
)
C −
(
A + BR−1D>C
)>
 . (3.70)
8. La continuité de la fonction fp repose ici sur le fait que les racines d’un polynôme dépendent continument
des coefficients du dit polynôme (Ortega, 1990).
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Le critère de performance en termes de gain H∞ est ici présenté pour le modèle d’état
(A(θ,κ),B(θ,κ),C(θ,κ),D(θ,κ)) dans sa globalité. Il est néanmoins possible, en mo-
difiant les matrices d’entrée et de sortie du modèle, de considérer certains jeux d’entrées
et de sorties spécifiques d’intérêt. Il est également possible d’augmenter le modèle d’état
d’origine pour tenir compte de fonctions de transfert utilisées en tant que pondération.
– Gain H2 inférieur à γ(θ) où γ ∈ C0(Θ;R+). Supposons que pour tout θ ∈ Θ et κ ∈ K,
A(θ,κ) est Hurwitz, ce qui implique que G[θ,κ] ∈ RHp×m∞ . Alors, ||G[θ,κ]||2 < γ(θ) si
et seulement si fp(θ,κ) < 0 avec (Zhou et al., 1996)
fp(θ,κ) =
√
Tr [C(θ,κ)Lc(θ,κ)C(θ,κ)>]− γ(θ), (3.71)
où Lc(θ,κ) représente le grammien de contrôlabilité. Une remarque similaire à celle pré-
sentée en conclusion de l’introduction du critère H∞ s’applique également au critère H2.
– Contrainte sur le signe des composantes de κ. Soit, k0 ∈ {1, . . . , nk} fixé. Le k0-ième
coefficient de κ, noté κk0 , est au point d’opération θ strictement supérieur à κk0,inf(θ) où
κk0,inf ∈ C0(Θ;R) si et seulement si fp(θ,κ) < 0 avec
fp(θ,κ) = κk0,inf(θ)− κk0 . (3.72)
On définit de manière analogue une contrainte sur la borne supérieure des coefficients du
vecteur κ.
Dans le cas de multiples critères de performance fp,1, . . . , fp,k devant être considérés simulta-
nément, il est toujours possible de se ramener à la Définition 3.1 en introduisant la fonction
fp définie par
∀(θ,κ) ∈ Θ×K, fp(θ,κ) = max
i∈{1,...,k}
(fp,i(θ,κ)) . (3.73)
Il est alors trivial de vérifier que fp est une fonction continue telle que fp(θ,κ) < 0 si et
seulement si, pour tout i ∈ {1, . . . , k}, fp,i(θ,κ) < 0. Ainsi, quitte à fusionner de la sorte les
critères de performances, on considérera par la suite une unique fonction fp comme critère
de performance.
3.4.2 Passage d’un séquencement continu vers un séquencement polynomial
Pour un critère de performance fp : Θ×K → R donné, on cherche dans le cadre de la méthode
du séquencement des gains à trouver une fonction g : Θ → K continue telle que pour tout
θ ∈ Θ, fp(θ, g(θ)) < 0. En supposant qu’un tel séquencement existe, on s’intéresse à la
possibilité d’en obtenir un dont chacune des composantes est polynomiale. Pour un vecteur
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x = (x1, . . . , xn) ∈ Rn on note ‖x‖∞ , max
i∈{1,...,n}
|xi|. Pour une fonction f ∈ C0(X;Rm) avec
X compact, on introduit la norme de la convergence uniforme ‖f‖∞,X , max
i∈{1,...,m}
max
x∈X
|fi(x)|
où f1, . . . , fm ∈ C0(X;R) représentent les m composantes de f .
Lemme 3.2 Soient Θ ⊂ Rs un compact et K ⊂ Rnk un ouvert. Soient fp : Θ × K → R et
g : Θ→ K deux fonctions continues telles que ∀θ ∈ Θ, fp(θ, g(θ)) < 0. On a alors le résultat
suivant :
∃η > 0 / ∀θ ∈ Θ,∀p ∈ Rnk , ||p||∞ < η ⇒ g(θ) + p ∈ K, fp(θ, g(θ) + p) < 0. (3.74)
Démonstration : Puisque g est continue et définie sur Θ compact, g(Θ) est compact. Or
g(Θ) ⊂ K avec K ouvert de Rnk . Donc Kc = Rnk\K est un fermé tel que g(Θ) ∩ Kc = ∅. On
en déduit donc que d(g(Θ),Kc) , inf {||g(θ)− x||∞ : θ ∈ Θ, x ∈ Kc} > 0. Dès lors, pour
tout θ ∈ Θ et p ∈ Rnk , ||p||∞ < d(g(Θ), Kc) ⇒ g(θ) + p ∈ K. Supposons à présent que la
propriété à démontrer n’est pas vérifiée. On peut alors construire deux suites (θn)n∈N∗ ∈ ΘN et
(pn)n∈N∗ ∈ KN telles que pour tout n ≥ 1, ||pn||∞ < d(g(Θ), Kc)/n et fp(θn, g(θn)+pn) ≥ 0.
Puisque Θ est compact, on peut, quitte à extraire une sous suite convergente, supposer qu’il
existe θl ∈ Θ tel que θn −→
n→+∞ θl. Par continuité de f et g, avec ||pn||∞ < d(g(Θ), K
c)/n −→
n→+∞
0, on en déduit que fp(θl, g(θl)) ≥ 0, aboutissant ainsi à une contradiction. 
Corollaire 3.3 En reprenant l’énoncé du Lemme 3.2, si l’on suppose de plus qu’il existe une
suite de fonctions (gn)n∈N qui converge uniformément sur Θ vers la fonction g, alors il existe
N ∈ N tel que pour tout n ≥ N , et pour tout θ ∈ Θ, fp(θ, gn(θ)) < 0.
Démonstration. On fixe une valeur de η telle que fournie par le Lemme 3.2. Par convergence
uniforme de (gn)n∈N vers g, il existe N ∈ N tel que pour tout n ≥ N et tout θ ∈ Θ,
|gn(θ)− g(θ)| < η. La conclusion provient alors de l’application du Lemme 3.2. 
Lemme 3.4 Soient Θ ⊂ Rs un compact et K ⊂ Rnk un ouvert. Soient fp : Θ × K → R
et g : Θ → K deux fonctions continues telles que ∀θ ∈ Θ, fp(θ, g(θ)) < 0. Il existe alors
une fonction h : Θ → K dont les composantes hi : Θ → R sont polynomiales qui vérifie
∀θ ∈ Θ, fp(θ, h(θ)) < 0.
Démonstration. On fixe une valeur de η telle que fournie par le Lemme 3.2. Ainsi pour
tout θ ∈ Θ et tout p ∈ Rnk tel que ||p||∞ < η, g(θ) + p ∈ K et fp(θ, g(θ) + p) < 0.
On introduit les notations g =
[
g1 . . . gnk
]>
où par définition gi ∈ C0(Θ;R). L’ensemble
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Θ étant compact, il existe par le théorème de Stone-Weierstrass 9 une fonction polynomiale
hi : Θ → R telle que ||gi − hi||∞,Θ < η. Ainsi, en posant h =
[
h1 . . . hnk
]>
, h : Θ → K
est une fonction telle que ||g − h||∞,Θ < η. On en déduit que pour tout θ ∈ Θ, fp(θ, h(θ)) =
fp(θ, g(θ) + (h(θ)− g(θ))) < 0. 
Le Lemme 3.4 assure donc qu’en cas d’existence d’un séquencement continu vérifiant un
critère de performance fp donné, il est possible de construire un séquencement polynomial
satisfaisant le même critère fp.
3.4.3 Problème de retour de sortie avec composante intégrale en présence de
termes de couplages cachés
3.4.3.1 Position du problème
Considérons le système S donné par (3.31) dans le cas d’une entrée u scalaire (l’extension
des résultats obtenus au cas du contrôle des systèmes multi-entrées sera discutée en fin de
la Sous-Section 3.4.4). On suppose que le domaine d’opération associé peut être ramené à
l’hypercube Θ = [−1, 1]s. On considère la famille de contrôleurs LTI par retour de sortie
donnée pour θe ∈ Θ par : 
δx˙i =δr − δyk0
δu =K∗i (θe)δxi +
p∑
j=1
K∗j (θe)δyj
(3.75)
où y =
[
y1 . . . yp
]>
et k0 ∈ {1, . . . , p} est un entier tel que la sortie yk0(t) doive suivre le
signal de référence r(t) ∈ R. On suppose que les p+ 1 gains séquencés ont été préalablement
synthétisés et qu’ils sont donnés par des fonctions K∗i , K∗1 , . . . , K∗p ∈ C0(Θ;R) assurant la
stabilité et les performances du système en boucle fermée, i.e., tels que pour tout θ ∈ Θ,
fp(θ, κ∗(θ)) < 0 avec κ∗ =
[
K∗i K
∗
1 . . . K
∗
p
]> ∈ C0(Θ;Rp+1). On suppose de plus que K∗i
ne s’annule pas sur Θ.
Sous ces hypothèses on peut, quitte à substituer les gains précédents sur la base du Lemme 3.4,
les supposer polynomiaux et donc de classe C∞. De plus, de manière à conserver via ce
procédé l’hypothèse que le gain intégral ne s’annule pas sur Θ, il suffit d’augmenter le critère
de performance fp avec une contrainte sur le signe des gains du type (3.72). Ainsi, on suppose
pour la suite que les fonctions K∗i , K∗1 , . . . , K∗p ∈ C0(Θ;K) ∩ C∞(Θ;Rnk) sont polynomiales
avec K∗i ne s’annulant pas.
9. Le théorème de Stone-Weierstrass assure que l’ensemble fonctions polynomiales définies sur un compact
X est dense dans l’espace des fonctions de classe C0(X,R) muni de la norme uniforme (Rudin, 1991).
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L’objectif est de réaliser un séquencement des gains de la famille de contrôleurs (3.75) lors-
qu’un signal endogène scalaire est utilisé comme paramètre de séquencement. Sans perte de
généralité, on suppose que le contrôleur est séquencé avec y1(t) ∈ R. On cherche alors à
trouver un contrôleur séquencé par retour de sortie sous la forme :
C ,

x˙i =r − yk0
u =Ki(θ)xi +
p∑
j=1
Kj(θ)yj
θ =(y1,wm)
(3.76)
où Ki, K1, . . . , Kp ∈ C1(Θ,R) et avec un gain intégral Ki ne s’annulant pas 10. On a également
y1 ∈ [−1, 1] et wm ∈ Θw , [−1, 1]q2 . L’objectif est de déterminer des fonctions Ki, K1, . . . , Kp
de telle sorte à ce que la linéarisation de la dynamique du contrôleur séquencé C (3.76) coïncide
avec la famille de contrôleurs (3.75).
3.4.3.2 Résolution du problème
Pour résoudre ce problème, l’approche adoptée consiste à recourir à la méthode du DGS
telle qu’exposée dans la Sous-Section 3.3. Pour cela, on caractérise dans un premier temps
l’équilibre du contrôleur séquencé C au point d’opération θe ∈ Θ par yk,e(θe) = re et
xi,e(θe) =
1
Ki(θe)
ue(θe)− p∑
j=1
Kj(θe)yj,e(θe)
 . (3.77)
La linéarisation du contrôleur séquencé C au point d’opération θe donne alors lieu à la
dynamique suivante 11 :
Cl(θe) =

δx˙i =δr − δyk0
δu =Ki(θe)δxi +
[
K1(θe) +KTCC1 (θe)
]
δy1 +
p∑
j=2
Kj(θe)δyj
θe =(y1,e,we)
(3.78)
10. Permet de garantir l’unicité de la condition d’équilibre de la composante intégrale xi
11. On considère ici uniquement la contribution du TCC lié à la variable endogène y1.
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avec
KTCC1 (θe) =
∂Ki
∂y1
∣∣∣∣∣
θe
xi,e(θe) +
p∑
j=1
∂Kj
∂y1
∣∣∣∣∣
θe
yj,e(θe)
=y1,e
∂K1
∂y1
∣∣∣∣∣
θe
− α(θe)y1,eK1(θe) + φ(θe), (3.79)
où pour tout θ ∈ Θ,
α(θ) = 1
Ki(θ)
∂Ki
∂y1
∣∣∣∣∣
θ
, (3.80a)
φ(θ) = 1
Ki(θ)
∂Ki
∂y1
∣∣∣∣∣
θ
ue(θ)− 1
Ki(θ)
∂Ki
∂y1
∣∣∣∣∣
θ
p∑
j=2
Kj(θ)yj,e(θ) +
p∑
j=2
∂Kj
∂y1
∣∣∣∣∣
θ
yj,e(θ). (3.80b)
On suppose pour la suite que ue, y2,e, . . . , yp,e ∈ C1(Θ;R), donnant lieu à la régularité α, φ ∈
C1(Θ;R). En tenant compte de l’impact des TCC, le critère de performance est donné par :
∀θ ∈ Θ, fp
(
θ,
[
Ki(θ) K1(θ) +KTCC1 (θ) K2(θ) . . . Kp(θ)
]>)
< 0. (3.81)
Sur la base de la famille de contrôleurs séquencé point-à-point (3.75), on choisit d’opter
pour les gains séquencés : Ki = K∗i et pour j ∈ {2, . . . , p}, Kj = K∗j . Il ne reste ainsi
plus qu’à trouver un gain séquencé K1 permettant de rencontrer le critère de performance.
Pour cela, comme proposé dans le cadre du DGS, on cherche un gain séquencé K1 tel que
K1 + KTCC1 = K∗1 où KTCC1 est donné par (3.79). En introduisant f(y1, w) , K1(θ), on
cherche donc à résoudre l’équation différentielle suivante :
∀(y1,wm) ∈ Θ, y1 ∂f
∂y1
∣∣∣∣∣
(y1,wm)
+ [1− α(y1,wm)y1] f(y1,wm) = ψ(y1,wm), (3.82)
où ψ = K∗1 − φ ∈ C1(Θ;R). Un calcul direct montre que la fonction f définie par
∀(y1,wm) ∈ Θ\({0} ×Θw), f(y1,wm) = 1
y1
K∗i (y1,wm)
∫ y1
0
ψ(ξ,wm)
K∗i (ξ,wm)
dξ, (3.83)
vérifie l’équation (3.82) sur Θ\({0} ×Θw). De plus, il est montré en Annexe A que f définie
par (3.83) peut être prolongée par continuité en y1 = 0 par f(0,w0) = ψ(0,w0). On obtient
alors une fonction f ∈ C0(Θ;R) qui 1) admet une dérivée partielle ∂f/∂y1 ∈ C0(Θ;R) et
2) vérifie (3.82) sur Θ. En prenant K1 = f , le problème de l’implémentation du contrôleur
séquencé est ainsi résolu.
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3.4.4 De l’approximation polynomiale vers l’autoséquencement
L’approche DGS a permis pour l’architecture de contrôle (3.76) de tenir compte de l’impact
des TCC liés au séquencement endogène lors du choix des gains du contrôleur séquencé. De
plus, les gains Ki, K2, . . . , Kp ont été obtenus sous forme polynomiale. Cependant, tel n’est
pas le cas du gain séquencé K1 dont la structure est relativement complexe. On montre dans
cette sous-section comment il est possible d’obtenir un gain K1 sous forme polynomiale tout
en préservant le critère de performance fp.
Puisque ∂f/∂y1 ∈ C0(Θ;R) avec Θ compact, il existe par application du théorème de Stone-
Weierstrass une suite de fonctions polynomiales
(
gdn : Θ→ R
)
n∈N qui converge uniformément
sur Θ vers ∂f/∂y1. De même, puisque f(0, ·) ∈ C0(Θw;R), il existe une suite de fonctions
polynomiales (g0n : Θw → R)n∈N qui converge uniformément sur Θw vers f(0, ·). On introduit
pour tout n ∈ N la fonction polynomiale gn : Θ→ R définie par
∀(y1,wm) ∈ Θ, gn(y1,wm) = g0n(wm) +
∫ y1
0
gdn(ξ,wm)dξ. (3.84)
Puisque ∂f/∂y1 ∈ C0(Θ;R), on a que
∀(y1,wm) ∈ Θ, f(y1,wm) = f(0,wm) +
∫ y1
0
∂f
∂y1
∣∣∣∣∣
(ξ,wm)
dξ. (3.85)
Ainsi, en notant que pour tout (y1,wm) ∈ Θ on a |y1| ≤ 1, on obtient que
||gn − f ||∞,Θ ≤
∣∣∣∣∣∣g0n − f(0, ·)∣∣∣∣∣∣∞,Θw +
∣∣∣∣∣
∣∣∣∣∣gdn − ∂f∂y1
∣∣∣∣∣
∣∣∣∣∣∞,Θ −→n→+∞ 0. (3.86)
Ainsi (gn)n∈N converge uniformément vers f sur Θ. De plus, puisque ∂gn/∂y1 = gdn, on
a également la converge uniforme de (∂gn/∂y1)n∈N vers ∂f/∂y1 sur Θ. En se basant sur
l’équation différentielle (3.82) vérifiée par la fonction f , on en déduit que la suite de fonctions
(hn : Θ→ R)n∈N définie par
∀(y1,wm) ∈ Θ, hn(y1,wm) = y1 ∂gn
∂y1
∣∣∣∣∣
(y1,wm)
+ [1− α(y1,wm)y1] gn(y1,wm) + φ(y1,wm)
(3.87)
converge uniformément sur Θ vers K∗1 car :
||hn −K∗1 ||∞,Θ ≤
∣∣∣∣∣
∣∣∣∣∣∂gn∂y1 − ∂f∂y1
∣∣∣∣∣
∣∣∣∣∣∞,Θ +
(
1 + ||α||∞,Θ
)
||gn − f ||∞,Θ
−→
n→+∞ 0.
(3.88)
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Puisque pour tout θ ∈ Θ,
fp
(
θ,
[
Ki(θ) K∗1(θ) K2(θ) . . . Kp(θ)
]>)
< 0, (3.89)
on déduit du Corollaire 3.3 qu’il existe N ∈ N tel que pour tout θ ∈ Θ,
fp
(
θ,
[
Ki(θ) hN(θ) K2(θ) . . . Kp(θ)
]>)
< 0. (3.90)
On prend donc K1 = gN , aboutissant à des gains séquencés Ki, K1, . . . , Kp polynomiaux
permettant au contrôleur séquencé C de satisfaire le critère de performance fp.
Au bilan, on a donc démontré que s’il existe une famille de contrôleurs LTI Cl (3.75) dont les
gains dépendent continument du point d’opération θ et permettent de satisfaire un critère
de performance fp donné, alors il existe un séquencement polynomial des gains du contrôleur
séquencé C (3.76) permettant, en présence des TCC liés au séquencement endogène, de vérifier
le critère de performance fp.
Bien qu’ayant été établi pour des contrôleurs mono-sortie, ce résultat peut être directement
étendu au cas du contrôleur MIMO suivant :
δx˙i =δr − δyk0
δu =diag
[
K∗i,1(θe), . . . , K∗i,m(θe)
]
δxi +
p∑
j=1
K∗j(θe)δyj
(3.91)
où δu(t), δr(t), δxi(t), δyk0(t) ∈ Rm. En effet, la structure diagonale de la matrice de gain
intégral permet d’appliquer de manière directe le résultat précédemment établi en considérant
m équations d’approximation indépendantes du type (3.88) simultanément.
Ces résultats viennent légitimiter, en présence d’un séquencement endogène, la recherche d’un
séquencement des gains du contrôleur sous forme de fonctions polynomiales. Bien qu’il serait
possible pour une application donnée de passer au travers des étapes précédentes, les degrés
des polynômes obtenus seraient en général relativement élevés dû à l’étape d’approximation.
De manière à éviter cet écueil, les méthodes développées dans le Chapitre 4 tirent profit de
méthodes d’autoséquencement pour des polynômes dont l’ordre est fixé a priori.
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CHAPITRE 4 GESTION DES TERMES DE COUPLAGE CACHÉS PAR
DES MÉTHODES D’AUTOSÉQUENCEMENT
Suite à l’introduction de la problématique des TCC lors du Chapitre 3, les solutions proposées
dans le cadre de cette thèse sont présentées dans ce chapitre. Les conclusions du chapitre
précédent motivent le recours à un séquencement sous forme polynomiale ; nous aborderons
ainsi les méthodes d’autoséquencement où l’on choisit a priori les fonctions de séquencement,
ce qui permet d’inclure de manière explicite la problématique des TCC. D’une part, on
évite ainsi d’imposer a priori des contraintes structurelles trop fortes sur l’architecture du
contrôleur séquencé (cf. Sous-Section 3.3.1). D’autre part, il n’est plus nécessaire d’intégrer
a posteriori l’impact des TCC via la résolution explicite d’EDP (cf. Sous-Section 3.3.2).
La première approche proposée est basée sur la synthèse H∞ structurée. Cette approche
tire profit des récents développements dans le domaine de l’optimisation non lisse et non
convexe, et permet de synthétiser des contrôleurs LTI à architecture fixe satisfaisant des
critères de performance de type H∞, H2, placement de pôles, etc. Ces méthodes ayant des
capacités de synthèse multimodèle, i.e., de synthétiser un contrôleur LTI en considérant
plusieurs modèles simultanément, elles peuvent être employées dans le cadre de la synthèse
robuste ou/et l’autoséquencement de gains. Ces caractéristiques seront mises à profit dans la
Section 4.1 pour effectuer la synthèse de contrôleurs séquencés en présence de TCC.
Une solution alternative à la synthèse H∞ structurée est proposée dans la Section 4.2. L’ap-
proche développée se base sur les méthodes de placement de structure propre qui permettent
d’effectuer à la fois un placement de pôles et de vecteurs propres associés. L’idée est une
nouvelle fois de tirer profit des capacités d’autoséquencement de la méthode de manière à
pouvoir inclure, de manière explicite, l’impact des TCC dans la synthèse.
Une dernière approche, de type itérative et pouvant se baser sur n’importe quelle méthode
de synthèse de contrôleurs LTI (e.g., LQR, LMI, etc.), est proposée dans la Section 4.3.
4.1 Approche par la synthèse H∞ structurée
On s’attaque dans un premier temps au problème des TCC dans le cadre de la synthèse H∞
structurée. Pour cela, on présente dans la Sous-Section 4.1.1 les fondements des méthodes
H∞ classiques et ensuite, dans la Sous-Section 4.1.2, leur extension à la problématique de
contrôleurs à architecture fixée. Il est ensuite montré dans la Sous-Section 4.1.3 comment les
capacités de synthèse multimodèle des méthodes H∞ structurées permettent de procéder à
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de l’autoséquencement de gains en présence de TCC. Finalement, deux applications de la
méthode sont développées dans la Sous-Section 4.1.4.
4.1.1 Rappels sur la synthèse H∞
Cette sous-section est consacrée à des rappels sur les fondements et la mise en œuvre de la
synthèse H∞.
4.1.1.1 Fondements théoriques
Considérons un système linéaire temps invariant caractérisé par la représentation d’état mi-
nimale (A,B,C) ∈ Rn×n×Rn×m×Rp×n. On suppose le système stable, i.e., que la matrice A
est Hurwitz. On note G : L2(R+)→ L2(R+) l’opérateur qui à une entrée u ∈ L2(R+) associe
la sortie y = Gu du système donnée par
y(t) =
∫ t
0
CeA(t−τ)Bu(τ)dτ = (g ∗ u) (t), (4.1)
où g(t) , CeAtB est la réponse impulsionnelle du système et ∗ le produit de convolution. Le
produit de convolution ainsi posé est bien défini car u ∈ L2(R+) et, puisque A est Hurwitz,
g ∈ L2(R+). Ainsi, l’inégalité de Hölder garantit que pour tout t ≥ 0, ‖g(t− ·)u‖L1(0,t) ≤
‖g‖L2(0,t) ‖u‖L2(0,t) <∞. De manière analogue, puisque A Hurwitz implique que g ∈ L1(R+),
on en déduit par l’inégalité de Young pour la convolution (Castillo and Rafeiro, 2016, page
294) que ‖y‖L2(R+) ≤ ‖g‖L1(R+) ‖u‖L2(R+) <∞, i.e., y ∈ L2(R+).
Soit u ∈ L1(R+) ∩ L2(R+). De par l’application directe du théorème de Fubini-Tonelli pour
g, u ∈ L1(R+), on a y = g ∗ u ∈ L1(R+). En rappelant que la transformée de Fourier d’une
fonction f ∈ L1(R+) est définie par
∀ω ∈ R, fˆ(ω) =
∫
R+
f(τ)e−jωτdτ, (4.2)
les transformées de Fourier des fonctions u et y sont alors bien définies et sont notées, respec-
tivement, uˆ et yˆ. Le recours aux théorèmes de Fubini-Tonelli et de Fubini-Lebesgue montrent
alors que yˆ = gˆ · uˆ. De plus, le théorème de Parseval-Plancherel (Stein and Weiss, 2016,
Chapitre 1, Théorème 2.1) garantit que pour toute fonction f ∈ L1(R+)∩L2(R+), fˆ ∈ L2(R)
et ‖f‖L2(R+) =
∥∥∥fˆ∥∥∥
L2(R)
/
√
2pi. On obtient alors que
‖y‖2L2(R) =
1
2pi ‖yˆ‖
2
L2(R) =
1
2pi
∫
R
yˆ(ω)∗yˆ(ω)dω = 12pi
∫
R
uˆ(ω)∗gˆ(ω)∗gˆ(ω)uˆ(ω)dω, (4.3)
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où pour une matrice à coefficients complexesM de dimensions quelconques,M∗ = M> (trans-
position hermitienne). En particulier, une matrice M est dite hermitienne lorsque M∗ = M .
Une telle matrice n’a que des valeurs propres réelles et est diagonalisable par l’intermédiaire
d’une matrice de passage unitaire à coefficients complexes U, i.e., vérifiant U∗U = UU∗ = I.
Ainsi, pour tout ω ∈ R, gˆ(ω)∗gˆ(ω) ∈ Cp×p est une matrice hermitienne et l’on vérifie aisément
que pour tout x ∈ Cp, 0 ≤ x∗gˆ(ω)∗gˆ(ω)x ≤ λ (gˆ(ω)∗gˆ(ω))x∗x où λ (gˆ(ω)∗gˆ(ω)) désigne la
plus grande valeur propre de gˆ(ω)∗gˆ(ω). On en déduit ainsi que
‖y‖2L2(R) =
1
2pi
∫
R
uˆ(ω)∗gˆ(ω)∗gˆ(ω)uˆ(ω)dω
≤ 12pi · supω∈R λ (gˆ(ω)
∗gˆ(ω)) ·
∫
R
uˆ(ω)∗uˆ(ω)dω
≤ sup
ω∈R
λ (gˆ(ω)∗gˆ(ω)) · ‖u‖2L2(R) . (4.4)
La quantité sup
ω∈R
λ (gˆ(ω)∗gˆ(ω)) vient donc majorer l’amplification maximale, en norme L2,
entre le signal d’entrée u et le signal de sortie y. Plus précisément, pour une matrice à
coefficients complexes N ∈ Cq×r, la matrice N∗N étant hermitienne, on peut définir la plus
grande valeur singulière de la matrice N comme étant σ(N) ,
√
λ(N∗N). En particulier, σ
coïncide avec la norme matricielle induite par la norme-2 usuelle. En d’autres termes,
∀N ∈ Cq×r, σ(N) = sup
x∈Cq\{0}
‖Nx‖2
‖x‖2
. (4.5)
Avec cette notation, on en déduit que
∀u ∈ L1(R+) ∩ L2(R+), y = Gu ⇒ ‖y‖L2(R) ≤ sup
ω∈R
σ (gˆ(ω)) ‖u‖L2(R) . (4.6)
On cherche à présent à étendre l’inégalité (4.6) à toute fonction u ∈ L2(R+). Pour cela on
recourt à un argument de densité en notant que L1(R+)∩L2(R+) est un sous-ensemble dense
de L2(R+) muni de la norme ‖·‖L2(R+) usuelle. Pour u ∈ L2(R+) fixé, on pose pour tout
n ∈ N, un = 1[0,n] · u. On vérifie alors que un ∈ L2(R+) puisque ‖un‖L2(R+) ≤ ‖u‖L2(R+) <∞
et que un ∈ L1(R+) car, par l’inégalité de Cauchy-Schwartz, ‖un‖L1(R+) ≤
√
n ‖u‖L2(R+) <∞.
De plus, puisque |un − u|2 ≤ 4 |u|2, u ∈ L2(R+) et |un − u| converge simplement vers 0, le
théorème de convergence dominé garantit que ‖un − u‖L2(R+) −→n→+∞ 0. Dès lors, en posant
yn = Gun = h ∗ un et y = Gu = h ∗ u, l’inégalité de Young pour la convolution montre que
pour tout n ≥ 0,
‖yn − y‖L2(R+) = ‖h ∗ (un − u)‖L2(R+) ≤ ‖h‖L1(R+) ‖un − u‖L2(R+) −→n→+∞ 0. (4.7)
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Ainsi, en appliquant l’inégalité (4.6) à un ∈ L2(R+) pour tout n ∈ N et en passant à la limite
lorsque n→ +∞, on obtient, en notant que g est indépendant de n,
∀u ∈ L2(R+), y = Gu ⇒ ‖y‖L2(R) ≤ sup
ω∈R
σ (gˆ(ω)) ‖u‖L2(R) . (4.8)
Il est possible de montrer que la constante obtenue dans l’inégalité (4.8) est la meilleure
possible. Cette constante est appelée le gain H∞ de l’opérateur G et est notée comme suit :
‖G‖∞ , sup
ω∈R
σ (gˆ(ω)) . (4.9)
Ce gain caractérise ainsi l’amplification maximale du signal de sortie y = Gu en fonction
du signal d’entrée u relativement à la norme L2(R+). En notant que gˆ(ω) correspond à
l’évaluation de la fonction de transfert du système donnée par G(s) , C(sIn − A)−1B en
s = jω, on obtient que :
‖G‖∞ , ‖G‖∞ = sup
ω∈R
σ (G(jω)) . (4.10)
Dans ce contexte, il peut être montré que ‖·‖∞ définie une norme sur RH∞, l’espace des
fonctions de transfert matricielles rationnelles et propres à coefficients réels et dont les pôles
sont à partie réelle strictement négative.
4.1.1.2 Forme standard et problème H∞
Tel que initié par (Zames, 1981) puis développé par (Doyle, 1982), le problème de synthèse
H∞ est un problème de stabilisation et de rejet de perturbations tirant profit de la relation
(4.8). Il repose sur la traduction des contraintes de design sous le formalisme de la forme
standard illustrée à la Fig. 4.1.
P (s)
w
u
z
y
Figure 4.1 Forme standard pour la synthèse H∞
Dans cette représentation, le système augmenté est noté P (s). Les entrées se répartissent
alors entre l’entrée de commande du système u et les entrées exogènes w comportant les
consignes et/ou les perturbations. Les sorties se répartissent également en deux catégories,
les sorties de mesure y disponibles pour la loi de contrôle et les sorties régulées z qui ont été
introduites à travers les branches de performances. Le système augmenté P (s) est obtenu à
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partir du système à contrôler G(s) de par l’ajout de canaux de performances qui traduisent
le cahier des charges via l’introduction de filtres de pondération.
L’objectif du problème de synthèse H∞ consiste alors à trouver un contrôleur K(s) rebou-
clant la sortie y sur l’entrée u (Fig. 4.2) permettant de stabiliser internement le système
et minimisant l’impact des perturbations w sur les sorties régulées z. Pour cela, le système
augmenté est écrit de la façon suivante :Z(s)
Y (s)
 = P (s)
W (s)
U(s)
 =
P11(s) P12(s)
P21(s) P22(s)
W (s)
U(s)
 . (4.11)
P (s)
K(s)
w
u
z
y
Figure 4.2 Problème H∞ standard
La fonction de transfert reliant les entrées exogènes w aux sorties régulées z est alors donnée
sous la forme d’une Linear Fractionnal Transformation (LFT) inférieure :
Tzw(P,K)(s) = Fl (P (s), K(s)) = P11(s) + P12(s)K(s) (I − P22(s)K(s))−1 P21(s). (4.12)
Problème 4.1 Le problème H∞ optimal consiste alors à trouver un contrôleur K(s)
stabilisant internement le système en boucle fermée et minimisant ‖Tzw(P,K)‖∞.
On s’assure ainsi, de par l’inégalité (4.8), de minimiser l’impact des perturbations w sur
les sorties régulées z via la minimisation de l’amplification maximale de l’énergie du signal
z relativement à l’ensemble des entrées w d’énergie finie. La norme H∞ optimale est alors
notée γopt et permet de mesurer les limites de performance atteignables du système bouclé.
En pratique, on s’intéresse généralement à résoudre le problème sous-optimal suivant.
Problème 4.2 Le problème H∞ sous-optimal consiste, pour γ > γopt, à trouver un
contrôleur K(s) stabilisant internement le système et tel que ‖Tzw(P,K)‖∞ < γ.
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4.1.1.3 Résolution classique du problème H∞ et limitations
Plusieurs solutions existent pour résoudre le problème H∞ sous-optimal. Celle qui demeure,
à l’heure actuelle, la plus populaire a été proposée par Doyle et al. (1989). Cette solution
s’appuie sur le formalisme de la représentation d’état en introduisant une représentation
minimale du système augmenté P (s) :

x˙
z
y
 =

A B1 B2
C1 D11 D12
C2 D21 D22


x
w
u
 (4.13)
avec x(t) ∈ Rn, w(t) ∈ Rm1 , u(t) ∈ Rm2 , z(t) ∈ Rp1 , y(t) ∈ Rp2 , m = m1 +m2 et p = p1 +p2.
De manière à résoudre le problème H∞ sous-optimal par la méthode de Doyle et al. (1989),
les hypothèses suivantes doivent être vérifiées.
(H1) La représentation (A,B2,C2) est stabilisable et détectable.
(H2) Les matrices D12 et D21 sont de rang plein.
(H3) Pour tout ω ∈ R,
rang
jω −A −B2
C1 D12
 = n+m2, rang
jω −A −B1
C2 D21
 = n+ p2. (4.14)
(H4) D>12[D12 C1] = [Ip2 0] et D21[D>21 B1] = [Ip2 0].
(H5) D22 = 0.
En particulier, l’hypothèse (H1) garantit l’existence d’un contrôleur stabilisant internement
le système. L’hypothèse (H3) implique que la représentation d’état (A,B2,C1,D12), respec-
tivement (A,B1,C2,D21), n’admet pas de zéro invariant sur l’axe des imaginaires purs et
donc que P12(s), respectivement P21(s), n’admet pas de zéro de transmission sur l’axe des
imaginaires purs. L’hypothèse (H4) implique que p1 ≥ m2 et m1 ≥ p2. Sous ces hypothèses,
on a le résultat suivant.
Théorème 4.1 (Doyle et al., 1989) Sous les hypothèses (H1)-(H5), il existe un contrôleur
K(s) rationnel à coefficients réels stabilisant internement P (s) avec ‖Tzw(P,K)|∞ < γ si et
seulement s’il existe X,Y ∈ S+n (R) tels que ρ(XY) < γ2 et vérifient, respectivement, les
équations de Riccati suivantes :
A>X + XA + X(γ−2B1B>1 −B2B>2 )X + C>1 C1 = 0, (4.15a)
AY + YA> + Y(γ−2C>1 C1 −C>2 C2)Y + B1B>1 = 0. (4.15b)
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Une solution particulière du problème, dit contrôleur central, est alors donné par K(s) =
CK(sIn −AK)−1BK où
AK = A + (γ−2B1B>1 −B2B>2 )X− (In − γ−2YX)−1YC>2 C2, (4.16a)
BK = (In − γ−2YX)−1YC>2 , (4.16b)
CK = −B>2 X. (4.16c)
Au-delà du contrôleur central, l’ensemble des contrôleurs peut être obtenu sous la forme d’une
paramétrisation (Zhou et al., 1996, Théorème 17.1). Afin de relaxer les hypothèses (H1)-(H5),
l’approche par résolution de LMI proposée par Gahinet and P (1994) demeure l’une des plus
couramment employées.
Les méthodesH∞ classiques présentent, en dépit de leurs qualités, un certain nombre d’incon-
vénients limitant leur mise en œuvre pratique. Il faut tout d’abord souligner qu’elles donnent
lieu à des contrôleurs K(s) dont l’ordre est aussi élevé que celui du système augmenté P (s)
utilisé pour la synthèse (cf. (4.16a)). Il est alors en général nécessaire de réduire a poste-
riori l’ordre du contrôleur tout en tentant de limiter la perte de performance associée. En
outre, l’architecture des contrôleurs ainsi obtenus est généralement complexe, ne permettant
pas de dégager d’intuition physique simple de son comportement. Finalement, les approches
classiques s’attaquent au problème de la minimisation de la norme H∞ de la fonction de
transfert Tzw(P,K) liant l’ensemble des entrées exogènes à l’ensemble des sorties régulées.
Or, en général, seul un nombre limité de fonctions de transfert scalaires au sein de Tzw(P,K)
correspondant à des jeux d’entrées/sorties spécifiques présentent un intérêt au regard des
critères de performances à optimiser. Ainsi, les fonctions de transfert correspondant à des
termes croisés sont à même de venir limiter l’optimisation des canaux qui présentent un réel
intérêt.
4.1.2 De la synthèse H∞ structurée vers l’autoséquencement des gains
De manière à s’affranchir des limitations inhérentes aux méthodes de synthèse H∞ classiques,
des méthodes de synthèse dites H∞ structurées ont fait l’objet de nombreuses investigations.
Ces méthodes visent essentiellement l’optimisation de critères H∞ sur la base d’une archi-
tecture de contrôleur fixée a priori. L’extension des méthodes H∞ classiques au problème de
synthèse de contrôleurs dont l’architecture est fixée a priori conduit généralement à devoir
résoudre un problème non convexe bien plus complexe que le problème H∞ originel sous la
forme de BMI (Safonov et al., 1994). Cette complexité accrue dans la résolution analytique
du problème de synthèse H∞ structurée a conduit à le reformuler sous la forme d’un pro-
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blème d’optimisation visant à minimiser des contraintes H∞ en ajustant directement les gains
du contrôleur dont l’architecture est définie a priori. Cette approche par optimisation d’une
fonction coût a fait l’objet d’avancées très significatives au cours des deux dernière décennies ;
elles ont abouti, parmi les contributions les plus notables, à l’émergence de la toolbox HIFOO
(Burke et al., 2006) ainsi que des fonctions hinfstruct, systune et looptune intégrées dans
la Robust Control Toolbox de MATLAB (Gahinet and Apkarian, 2011). Ces méthodes de
synthèse H∞ structurée sont basées sur des méthodes d’optimisation non lisse (Apkarian and
Noll, 2006, 2007) permettant d’ajuster de manière itérative les gains du contrôleur afin de
stabiliser internement le système en boucle fermée et de minimiser des contraintes H∞. Ces
dernières évolutions permettent de tenir compte de critères de synthèse additionnels tels que
le confinement de pôles, la norme H2, le suivi de référence, etc.
4.1.2.1 Synthèse H∞ structurée
Soit une famille de contrôleurs (K(κ, s))κ∈K ∈ (R(s)m2×p2)K paramétrisée par le vecteur de
paramètres ajustables κ évoluant dans l’espace des vecteurs admissibles K ⊂ Rnk , où nk est
le nombre de composantes du vecteur κ. Des exemples typiques dans le cas de contrôleurs
SISO sont donnés ci-dessous :
– Contrôleur PID :
K(κ, s) = Kp +
Ki
s
+Kds, κ = (Kp, Ki, Kd) ∈ R3. (4.17)
– Fonction de transfert stable d’ordre 2 :
K(κ, s) = ω
2
n
s2 + 2ξωns+ ω2n
, κ = (ξ, ωn) ∈ [0, 1]× R+. (4.18)
– Contrôleur SISO quelconque :
K(κ, s) = bms
m + . . .+ b0
sn + an−1sn−1 + . . .+ a0
, κ = (a0, . . . , bm) ∈ Rm+n+1. (4.19)
Bien évidemment, ces exemples s’étendent aisément au cas des contrôleurs MIMO. Le pro-
blème H∞ structuré est alors formulé comme suit.
Problème 4.3 Soit un système P (s) ∈ R(s)m×p propre donné dans le formalisme de la
forme standard. Pour une famille de contrôleurs donnée (K(κ, s))κ∈K ∈ (R(s)m2×p2)K, le
gain optimal est donné par
γopt , inf
κ∈Kstab
||Tzw (P,K(κ))||∞ , (4.20)
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où Kstab ⊂ K est l’ensemble des vecteurs κ ∈ K stabilisant internement le système bouclé. Le
problème H∞ structuré consiste alors à trouver, pour γ > γopt, un vecteur de paramètres κ∗ ∈
K tel que K (κ∗, s) stabilise internement le système bouclé et telle que ‖Tzw (P,K(κ∗))‖∞ < γ.
La résolution du Problème 4.3 permet de s’affranchir du manque de structuration du cor-
recteur, une des deux principales limitations de la synthèse H∞ classique. De manière à
s’affranchir de la seconde, on souhaiterait pouvoir, non pas minimiser la norme H∞ de la
fonction de transfert matricielle globale Tzw (P,K(κ)), mais de minimiser uniquement la
norme H∞ de canaux de performance d’intérêt liant des entrées et des sorties spécifiques.
Problème 4.4 Soient un système P (s) ∈ R(s)m×p propre donné dans le formalisme de la
forme standard et une famille de contrôleurs (K(κ, s))κ∈K ∈ (R(s)m2×p2)K. Sur la base de
l’interconnexion du système P (s) avec le contrôleur K(κ, s), soient des critères de perfor-
mances 1) à optimiser λ : K → R+ et 2) à contrainte sous le seuil unitaire µ : K → R+.
Ces critères sont la concaténation 1 de critères H∞ sur des jeux d’entrées/sorties spécifiques,
mais peuvent également être étendus à des critères de type contraintes sur le placement de
pôles, norme H2, etc. Le gain optimal est donné par
γopt , inf
κ∈Kstab t.q. µ(κ)≤1
λ(κ). (4.21)
où Kstab ⊂ K est l’ensemble des vecteurs κ ∈ K stabilisant internement le système bouclé.
Le problème H∞ structuré consiste alors à trouver, pour γ > γopt, un vecteur de paramètres
κ∗ ∈ K tel que K (κ∗, s) stabilise internement le système bouclé avec µ(κ∗) ≤ 1 et telle que
λ(κ∗) < γ.
Le Problème 4.4 de synthèse à architecture de contrôleur fixe est un problème d’optimisation
non lisse et non convexe, le rendant non solvable par des méthodes d’optimisation convention-
nel de type descente de gradient. L’outil qui semble à l’heure actuelle le plus efficace pour
résoudre le Problème 4.4 est la fonction systune intégrée dans la Robust Control Toolbox
de MATLAB (Gahinet and Apkarian, 2011). Cette fonction s’appuie sur des outils avancés
d’analyse non lisse. La raison principale de la nécessité de recourir à l’analyse non lisse découle
du fait que l’on cherche ici à résoudre un problème de type min-max. En effet, on cherche
à trouver la valeur des gains du contrôleur qui permettent de minimiser une norme H∞ qui
s’exprime elle-même comme étant un supremum (Eq. 4.10). Or les fonctions min et max (ou
inf et sup) ne permettent pas de conserver les propriétés de dérivabilité des fonctions, et ce
1. La concaténation est réalisée par l’intermédiaire de la fonction maximum.
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même pour des problème élémentaires. Pour s’en convaincre, considérons la fonction suivante
de classe C∞ (Lhachemi, 2013) :
F (κ, ω) = ω
2
1 + ω2f1(κ) +
1
1 + ω2f2(κ), (4.22)
où les fonctions f1 et f2 sont données pour tout κ ∈ R par
f1(κ) = 5− 41 + (κ− 2)2 , f2(κ) = 5−
4
1 + (κ+ 2)2 . (4.23)
On cherche alors à résoudre le problème min-max suivant :
arg inf
κ∈R
sup
ω∈R+
|F (κ, ω)| = arg inf
κ∈R
max (f1(κ), f2(κ)) , (4.24)
où l’égalité se démontre de manière directe à partir de l’expression de la fonction F . Les
fonctions f1, f2 et max(f1, f2) ainsi obtenues sont tracées à la Fig. 4.3. On observe ainsi que
la fonction max(f1, f2) n’est pas dérivable au point en lequel elle admet un minimum global.
La solution du problème min-max ainsi considéré ne peut donc pas être caractérisée par les
valeurs annulant le gradient de la fonction max(f1, f2), ce dernier pouvant ne pas exister aux
points d’intérêt, et cela quand bien même la fonction d’origine F est de classe C∞.
κ
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Figure 4.3 Illustration du caractère non lisse des problèmes min-max
Afin de palier à ce problème de non dérivabilité, la solution adoptée pour systune est le
recours au concept de dérivée de Clarke, notée ∂cf (Clarke et al., 2008; Clarke, 2013), qui
étend, en un certain sens, la notion de dérivée à des fonctions qui ne le sont pas. Pour
introduire cette notion, rappelons préalablement le théorème de Rademacher :
Théorème 4.2 (Theorème de Rademacher) Soit une fonction f : U → R lipschitzienne
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sur un ouvert U de Rn. La fonction f est alors différentiable presque partout 2 sur U .
Ce résultat permet d’introduire la caractérisation de la dérivée de Clarke pour les fonctions
localement lipschitziennes.
Théorème 4.3 (Dérivée de Clarke) (Clarke, 2013, Théorème 10.27) Soit x ∈ Rn, et soit
f : Rn → R une fonction localement lipschitzienne au voisinage de x. Soit E un sous-ensemble
de mesure nulle de Rn et soit Ef l’ensemble des points en lesquels f n’est pas différentiable.
On a alors :
∂cf(x) = Co
{
lim
i→∞
∇f(xi) : xi→x, xi /∈E∪Ef
}
, (4.25)
où, dans le cadre R-espace vectoriel E, Co(A) représente la fermeture convexe d’un sous-
ensemble A⊂E qui est définie par :
Co (A) =
{
r∑
i=1
αixi : r ∈ N∗, x1, . . . , xr ∈ A, α1, . . . , αr ≥ 0,
r∑
i=1
αi = 1
}
. (4.26)
Dans le cas où la fonction f est continûment différentiable en un point x, la notion de dérivée
de Clarke coïncide avec la notion usuelle de différentiation puisque dans ce cas ∂cf(x) =
{∇f(x)}. L’utilité de la dérivée de Clarke dans le cadre de l’analyse non lisse réside dans le
résultat énoncé ci-dessous.
Lemme 4.4 Soit f : Rn → R une fonction localement lipschitzienne. Alors,
x∗ ∈ Rn minimise localement f =⇒ 0 ∈ ∂cf(x∗). (4.27)
Ainsi, pour l’exemple (4.24) précédemment développé, un calcul direct montre que ∂cf(0) =
[−16/25, 16/25] et donc que l’on a bien 0 ∈ ∂cf(0).
Dans le cadre du problème de synthèse H∞ structurée, les méthodes numériques telles que
systune vont chercher de manière itérative à trouver un point x∗ tel que 0 ∈ ∂cf(x∗) (Apka-
rian et al. (2009)) en recourant à des approximations de la fonction à minimiser. Pour cela,
à partir d’un point xk donné (condition initiale ou calculé lors d’une itération précédente),
la méthode va dans un premier temps localement approximer la fonction f au voisinage de
xk par une fonction Φx dont la complexité est réduite. L’algorithme de minimisation est
alors appliqué à cette approximation dans un certain voisinage de xk. Si le point ainsi ob-
tenu engendre une décroissance suffisante de f par rapport à sa valeur en xk, le point est
2. Au sens de la mesure de Lebesgue.
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alors conservé en tant que xk+1. Si le résultat n’est pas satisfaisant, l’approximation Φx est
améliorée de manière à approximer plus fidèlement le comportement de f au voisinage de xk.
Comme mentionné précédemment, les méthodes de synthèse H∞ structurée ainsi développées
présentent de nombreux avantages parmi lesquels :
– la synthèse à architecture fixe ;
– la considération uniquement des canaux de performance d’intérêt (i.e., des jeux d’en-
trées/sorties spécifiques) lors du calcul des normes H∞ ;
– la prise en compte d’autres critères de type confinement des pôles, norme H2, etc ;
– la synthèse multimodèle (décrite ultérieurement à la Sous-Section 4.1.2.2).
Cependant, ces méthodes présentent également deux principales limitations. La première li-
mitation réside dans le fait que, contrairement aux méthodes H∞ classiques, les méthodes de
type H∞ structurée n’offrent aucune garantie quant à la stabilisation du système en boucle
fermée. Cette non garantie provient de la liberté offerte dans le choix a priori de l’architec-
ture du contrôleur. En effet, il est vain de vouloir stabiliser un système en boucle fermée avec
une méthode H∞ structurée si l’architecture adoptée pour le contrôleur ne le permet pas
de manière intrinsèque. Un choix judicieux de l’architecture du contrôleur se basant sur la
connaissance préalable du système à contrôler est donc indispensable. La seconde limitation
réside dans la non convexité du problème d’optimisation, ce qui confère une importance capi-
tale quant au choix de la condition initiale vis-à-vis de la solution renvoyée par l’algorithme.
En effet, une mauvaise initialisation peut conduire à ne pas trouver de solution stabilisant le
système, alors qu’une condition initiale choisie plus adéquatement pourrait le permettre.
4.1.2.2 Synthèse robuste et autoséquencement des gains dans le cadre de la
synthèse H∞ structurée
L’un des avantages majeurs de la synthèse H∞ structurée, au-delà de la possibilité d’effectuer
une synthèse de contrôleur à architecture fixe pour la minimisation de critères H∞, réside
dans sa capacité de synthèse multimodèle. Cela signifie que la méthode permet d’ajuster les
gains d’un contrôleur à architecture fixe en considérant plusieurs modèles simultanément.
Pour expliquer cela, revenons au Problème 4.4 de synthèse H∞ structurée. Dans celui-ci, sur
la base d’un unique système LTI sous forme standard P (s) et une famille de contrôleurs
LTI (K(κ, s))κ∈K ∈ (R(s)m2×p2)K, on définissait pour le système en boucle fermée des cri-
tères de performances 1) à optimiser λ : K → R+ et 2) à contrainte sous le seuil unitaire
µ : K → R+, donnant lieu au problème d’optimisation (4.21). Ce problème d’optimisation
est dit mono-modèle car basé sur un unique système standard P (s). L’approche multimodèle
permet de considérer dans la synthèse un nombre fini N de modèles sous forme standard
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P1(s), . . . , PN(s). Chaque modèle Pi(s), est placé en boucle fermée avec la famille de contrô-
leurs LTI à architecture fixe (K(κ, s))κ∈K ∈ (R(s)m2×p2)K et des critères de performances
associés λi, µi : K → R+. Les critères de performances peuvent différer d’un modèle Pi(s) à
l’autre. Le gain optimal du problème d’optimisation multimodèle est alors donné par
γopt , inf
κ∈Kstab t.q. max
i∈{1,...,N}
µi(κ)≤1
max
j∈{1,...,n}
λj(κ), (4.28)
oùKstab ⊂ K est l’ensemble des vecteurs κ ∈ K stabilisant internement lesN systèmes bouclés
composés de Pi(s) et de K(κ, s). Le problème H∞ structuré consiste alors à trouver, pour
γ > γopt, un vecteur de paramètres κ∗ ∈ K tel que K (κ∗, s) stabilise internement le système
bouclé avec, pour tout i ∈ {1, . . . , N}, µi(κ∗) ≤ 1 et telle que, pour tout j ∈ {1, . . . , N},
λj(κ∗) < γ.
La première application possible de la synthèse multimodèle est la synthèse robuste à archi-
tecture fixe. En effet, supposons que le système à contrôler est sujet à des incertitudes pa-
ramétriques δ ∈ ∆ où ∆ ⊂ Rn∆ représente l’ensemble des valeurs admissibles du paramètre
incertain δ. Le problème sous forme standard prend alors la forme P (δ, s). Ainsi, en plaçant
le système en boucle fermée avec la famille de contrôleurs LTI (K(κ, s))κ∈K ∈ (R(s)m2×p2)K,
les critères de performances associés dépendent dès lors du vecteur de paramètres ajustables
κ ∈ K, mais également de la configuration incertaine δ ∈ ∆, i.e., λ, µ : K×∆→ R+. Le gain
optimal du problème de synthèse robuste est alors donné par
γopt , inf
κ∈Kstab t.q. sup
δ∈∆
µ(κ,δ)≤1
sup
δ∈∆
λ(κ, δ), (4.29)
où Kstab ⊂ K est l’ensemble des vecteurs κ ∈ K stabilisant internement pour tout δ ∈ ∆
les systèmes bouclés composés de P (δ, s) et de K(κ, s). En pratique, on résout la version
discrétisée du problème d’optimisation (4.29). Pour cela, on procède à la discrétisation du
domaine incertain sous la forme d’un ensemble fini de configurations incertaines, i.e., on
sélectionne ∆d ⊂ ∆ avec Card(∆d) <∞. Une telle discrétisation permet alors de se ramener
à la configuration (4.28), rendant possible la résolution numérique de ce problème de synthèse
robuste.
La seconde application possible est le problème d’autoséquencement des gains. Pour cela,
supposons que le système à contrôler dépende d’un paramètre de séquencement θe ∈ Θ
faisant évoluer la dynamique du système, i.e., le système sous forme standard s’écrit sous la
forme P (θe, s). Contrairement à la synthèse robuste où l’on cherchait à trouver un unique
contrôleur permettant de rencontrer les critères de performance sur l’ensemble du domaine
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incertain, on suppose ici que le paramètre de séquencement θe est mesuré ou estimé afin
d’être utilisé par le contrôleur. Dans ce cadre, on souhaite faire évoluer le vecteur de gains
κ du contrôleur LTI à architecture fixe K(κ, s). En d’autres termes, on cherche les gains du
contrôleur sous la forme d’une fonction κ : Θ → K de telle sorte que pour tout θe ∈ Θ, le
système bouclé composé de P (θe, s) et de K(κ(θe), s) rencontre les critères de performances.
Pour cela, on choisit a priori la structure de séquencement des gains du contrôleur sous la
forme
∀θe ∈ Θ, κ(θe) =
r∑
i=1
κiφi(θe), (4.30)
où pour i ∈ {1, . . . , r}, κi ∈ RnK représente les paramètres ajustables lors de la synthèse et
φi : Θ→ R est une fonction de séquencement choisie a priori. En règle générale, les fonctions
φi sont choisies la forme de polynômes de la variable de séquencement θ. Néanmoins, tout
autre type de fonction, préférablement continue, est admissible. De manière à faire ressortir
explicitement les paramètres ajustables dans la synthèse, le contrôleur K(κ, s), incluant les
formules d’autoséquencement des gains du controleur via κ(θe), peut se réécrire sous la forme
K˜(κ˜,θe, s) où κ˜ ∈ K˜ concatène les r paramètres ajustables κi. Les critères de performances
associés dépendent dès lors du vecteur de paramètres ajustables κ˜ ∈ K˜, mais également de
la variable de séquencement θe ∈ Θ, i.e., λ, µ : K˜ × Θ → R+. Le gain optimal du problème
d’autoséquencement est alors donné par
γopt , inf
κ˜∈K˜stab t.q. sup
θe∈Θ
µ(κ˜,θe)≤1
sup
θe∈Θ
λ(κ˜,θe), (4.31)
où K˜stab ⊂ K˜ est l’ensemble des vecteurs κ˜ ∈ K˜ stabilisant internement pour tout θe ∈ Θ les
systèmes bouclés composés de P (θe, s) et de K˜(κ˜,θe, s). Comme dans le cas de la synthèse
robuste, on résout la version discrétisée du problème d’optimisation (4.31). Pour cela, on
procède à la discrétisation du domaine d’opération sous la forme d’un ensemble fini de points
d’opération. Une telle discrétisation permet une nouvelle fois de se ramener à la configuration
(4.28), rendant ainsi possible la résolution numérique de ce problème d’autoséquencement des
gains par des routines de synthèse H∞ structurée.
Il est évidemment possible de combiner les approches de synthèse robuste et d’autoséquence-
ment des gains de manière à synthétiser, en un seul processus d’optimisation, un contrôleur
robuste et autoséquencé. Une telle stratégie a été appliquée pour la commande de la dyna-
mique longitudinale de l’avion de combat américain F-16 (Lhachemi et al., 2014a,b) et d’un
dirigeable (do Valle et al., 2014). Elle a été étendue au cas du codesign permettant d’ajuster
simultanément les gains du contrôleur et certains des paramètres physiques du système. Ce
travail est reporté dans un article scientifique publié dans Aerospace Science and Technology
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(Lhachemi et al., 2015).
4.1.3 Inclusion de l’impact des termes de couplage cachés dans la synthèse H∞
structurée
La sous-section précédente a montré comment tirer profit des capacités multimodèle des
méthodes de synthèse H∞ structurée pour la synthèse de contrôleurs autoséquencés. On
s’attache à présent à expliciter la démarche permettant d’y inclure, de manière explicite, la
contribution des TCC. L’idée originelle de recourir à des méthodes d’autoséquencement dans
la gestion des TCC a été initialement présentée dans un article de conférence (Lhachemi et al.,
2016a). Sa formalisation a été présentée dans un article scientifique publié dans Journal of
Guidance, Control, and Dynamics (Lhachemi et al., 2016b) et dont les principaux éléments
d’explications sont repris dans cette sous-section.
4.1.3.1 Incertitudes paramétriques : modèle non linéaire, modèle linéarisé et
paramétrisation
Reprenons la configuration initialement étudiée dans le Chapitre 3 en incluant l’impact d’in-
certitudes paramétriques. Pour cela, on suppose que le système à contrôler est sous la forme
de la représentation d’état suivante :
S(δ) ,
 x˙ = f(x,u,w, δ)y = h(x,u,w, δ) (4.32)
Une nouvelle fois, on a x(t) ∈ Rn le vecteur d’état, u(t) ∈ Rm le vecteur d’entrée de com-
mande, w(t) ∈ Rq le vecteur d’entrées exogènes et y(t) ∈ Rp le vecteur de sortie (où
n,m, p, q ∈ N∗). Le vecteur δ ∈ ∆ ⊂ Rn∆ représente les incertitudes paramétriques qui
portent sur le système et est supposé statique, i.e., indépendant du temps. On suppose que
∆ est fermé et connexe par arc. Le champ de vecteurs f : Rn×Rm×Rq×∆→ Rn représente
la dynamique du système et la fonction h : Rn × Rm × Rq × ∆ → Rp génère les sorties du
système. On suppose par la suite que f et h sont des fonctions de classe C1. Comme pour le
Chapitre 3, on cherche à caractériser les points d’équilibre du système par l’intermédiaire d’un
point d’opération θ. La construction de ce point d’opération diffère néanmoins légèrement
de la précédente construction dû à la présence du terme incertain δ.
On introduit alors r(t) ∈ Rp1 le vecteur de référence et on suppose que le vecteur de sortie
s’écrit sous la forme y =
[
y>1 y
>
2
]>
, où y1(t) ∈ Rp1 contient les sorties du système qui
doivent suivre r(t), et où y2(t) ∈ Rp2 contient les sorties supplémentaires utilisables par la
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loi de commande et p1+p2 = p (où p1 ∈ N∗, p2 ∈ N). En adéquation avec cette décomposition,
l’équation de sortie de (4.32) se scinde sous la forme y1 = h1(x,u,w, δ) et y2 = h2(x,u,w, δ)
de telle sorte que h =
[
h>1 h
>
2
]>
. Le vecteur d’entrées exogènes est décomposé sous la forme
w =
[
d> w>m
]>
, où d(t) ∈ Rq1 est le vecteur représentant les perturbations non mesurables
(e.g., bruit des capteurs), wm(t) ∈ Rq2 le vecteur des entrées exogènes mesurables (e.g, dans
le contexte aéronautique, altitude, vitesse de vol, pression dynamique) et q1 + q2 = q (où
q1, q2 ∈ N).
De manière similaire aux développements du Chapitre 3, on s’intéresse à la famille de points
d’équilibres donnée par :
Eq , {(xe,ue,we, δ) ∈ Rn × Rm × Rq ×∆ :
f(xe,ue,we, δ) = 0, h1(xe,ue,we, δ) = re, de = 0, re ∈ Ω},
(4.33)
où xe, ue et we représentent respectivement les valeurs prises à l’équilibre par le veteur
d’état x, le vecteur de sortie u et le vecteur d’entrée exogène w. On suppose que Eq peut
être paramétrisé par l’intermédiaire de la configuration incertaine δ et d’un vecteur, référé
sous la dénomination de « point d’opération », θ ∈ Θ, où Θ est un sous-ensemble fermé
connexe par arc de Rs (où s ∈ N∗). En d’autres termes, on suppose l’existence d’une fonction
µ : Θ×∆→ Eq qui est bijective, de classe C1(Θ×∆;Rn × Rm × Rq ×∆) et telle que :
(xe,ue,we, δ) ∈ Eq ⇔ ∃θe ∈ Θ : (xe,ue,we, δ) = µ(θe, δ). (4.34)
De plus, on suppose que le point d’opération θe = µ−1(xe,ue,we, δ) dépend uniquement de
la mesure de la sortie du système y1,e et des entrées exogènes mesurables wm,e. En particulier
θe est indépendant de la configuration incertaine δ, rendant possible la caractérisation de
sorties d’intérêt du système par l’intermédiaire du point d’opération θe sans connaître la
configuration incertaine δ ∈ ∆. De manière plus spécifique, on suppose qu’il existe une
fonction ν : R → Θ qui est bijective, de classe C1(R,Rs) où :
R =
{
(y1,e,wm,e) ∈ Rp1 × Rq2 : h1(xe,ue,we, δ) = y1,e, (xe,ue,we, δ) ∈ Eq
}
, (4.35)
et telle que pour tout δ ∈ ∆,
(xe,ue,we, δ) = µ(θe, δ)⇔ θe = ν(y1,e,wm,e). (4.36)
Par la suite, lorsque l’on considérera un point de fonctionnement θ ∈ Θ donné, on no-
tera, pour une configuration incertaine δ fixée, xe(θ, δ) ∈ Rn, ue(θ, δ) ∈ Rm, ye(θ, δ) =
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[y1,e(θ)>y2,e(θ, δ)>]> ∈ Rp, wm,e(θ) ∈ Rq2 les grandeurs associées au point d’équilibre
µ(θ, δ). Dès lors, les grandeurs précédemment énumérées sont assimilées à des fonctions
de classe C1 définies, suivant les cas, sur Θ×∆ ou Θ (la régularité C1 provient du fait que µ,
h1 et h2 sont supposées de classe C1).
Une nouvelle fois, de manière à procéder à la synthèse d’un contrôleur séquencé, le système
S(δ) est linéarisé pour chacun des points d’opération θe ∈ Θ et configurations incertaines
δ ∈ ∆ (i.e., autour du point d’équilibre associé µ(θe, δ)). Introduisant respectivement δx,
δu, δw et δy, les déviations de x, u, w et y relativement à la condition d’équilibre xe(θe, δ),
ue(θe, δ), we(θe) et ye(θe, δ), la linéarisation de S(δ) donne le système LTI suivant :
Sl(θe, δ) =
 δx˙ = A
S(θe, δ)δx+ BSu(θe, δ)δu+ BSw(θe, δ)δw
δy = CS(θe, δ)δx+ DSu(θe, δ)δu+ DSw(θe, δ)δw
(4.37)
où
AS(θe, δ) =
∂f
∂x
∣∣∣∣∣
µ(θe,δ)
, BSu(θe, δ) =
∂f
∂u
∣∣∣∣∣
µ(θev)
, BSw(θe, δ) =
∂f
∂w
∣∣∣∣∣
µ(θe,δ)
,
CS(θe, δ) =
∂h
∂x
∣∣∣∣∣
µ(θe,δ)
, DSu(θe, δ) =
∂h
∂u
∣∣∣∣∣
µ(θe,δ)
, DSw(θe, δ) =
∂h
∂w
∣∣∣∣∣
µ(θe,δ)
.
(4.38)
On définit alors la famille de modèles LTI associée au système S(δ) indexée par le point
d’opération θe ∈ Θ et le paramètre incertain δ ∈ ∆ comme suit :
Sl , {Sl(θe, δ) : θe ∈ Θ , δ ∈ ∆} . (4.39)
4.1.3.2 TCC en présence d’incertitudes paramétriques
Comme cela a été illustré au Chapitre 3, l’une des difficultés inhérentes aux TCC réside dans
le fait qu’ils font émerger des termes supplémentaires impliquant des dérivées partielles des
gains séquencés et/ou des conditions d’équilibre du système. Les solutions développées dans
la littérature, telles que détaillées dans la Section 3.3, se basent sur la résolution a posteriori
d’EDP pour absorber ou rejeter l’impact des TCC. La solution ici proposée, au contraire de
ces méthodes, vise à inclure a priori l’impact des TCC dans la synthèse, de manière à en
tenir compte directement dans l’ajustement des gains. Pour cela, étant donné que les TCC
dépendent en partie des dérivées partielles des gains séquencés, l’idée développée dans cette
section tire profit des capacités d’autoséquencement des méthodes H∞ structurées. En effet,
un choix a priori des formules de séquencement permet de calculer explicitement les TCC et
de les intégrer directement dans la phase d’ajustement des gains du contrôleur.
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Afin d’illustrer le principe de la méthode, reprenons l’architecture du contrôleur (3.48) dont
on suppose l’architecture fixée a priori. Conformément à l’approche expliquée précédemment,
on choisit a priori une structure de séquencement pour les gains ajustables du contrôleur en
faisant apparaître les paramètres devant être ajustés lors de la phase de synthèse. De manière
plus spécifique, prenons le cas de la matrice ACc du contrôleur (3.48). Cette matrice contient,
en règle générale, des gains que l’on cherche à ajuster en fonction du point d’opération. Pour
cela, on propose de séquencer a priori la matrice ACc sous la forme :
ACc (θ) = ACc,0 +
N∑
k=1
ACc,kφk(θ), (4.40)
où les φk : Θ→ R sont des fonctions continues sélectionnée a priori. Dans cette configuration,
les gains ajustables lors de la synthèse sont une partie des coefficients des matrices ACc,k. En
particulier ces gains sont statiques, i.e., indépendant du point d’opération courant. À titre
d’exemple, supposons que pour un problème donné avec Θ ⊂ R, on considère une architecture
de contrôleur fixée a priori qui donne lieu, après réécriture sous la forme (3.48), à une matrice
ACc prenant la forme suivante :
∀θ ∈ Θ, ACc (θ) =
 0 1
k1(θ) k2(θ)
 , (4.41)
où k1 et k2 sont deux gains à séquencer sur le domaine d’opération Θ. Selon la procédure
précédemment décrite, on choisit a priori une forme de séquencement pour les gains k1 et
k2, e.g.,
∀i ∈ {1, 2}, ∀θ ∈ Θ, ki(θ) = ki0 + ki1θ + ki2θ2. (4.42)
On obtient alors la forme générale (4.40) puisque :
∀θ ∈ Θ, ACc (θ) =
 0 1
k10 k20

︸ ︷︷ ︸
=ACc,0
+
 0 0
k11 k21

︸ ︷︷ ︸
=ACc,1
θ︸︷︷︸
=φ1(θ)
+
 0 0
k12 k22

︸ ︷︷ ︸
=ACc,2
θ2︸︷︷︸
=φ2(θ)
. (4.43)
En particulier, les paramètres ajustables pour la phase de synthèse sont les coefficients k10,
k11, k12, k20, k21 et k22. A contrario les coefficients 0 et 1 qui apparaissent pour cet exemple
sur la première ligne des matrices ACc,i sont constants, i.e., ne peuvent être modifiés lors de
la synthèse.
En appliquant la procédure de séquencement a priori à l’ensemble des matrices de l’architec-
ture de contrôleur (3.48), on peut alors stocker l’ensemble des gains ajustables intervenant
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dans les formules de séquencement dans le vecteur de paramètres κ ∈ K ⊂ Rnk . Sur la base
de l’architecture de contrôle d’origine (3.48), on est alors amené à considérer l’architecture
de contrôle suivante :
Cautoseq,2(κ) ,

x˙i = r − y1
x˙c = ACc (κ,θ)xc + ACi (κ,θ)xi + BCr (κ,θ)r + BCy(κ,θ)y
u = CCc (κ,θ)xc + CCi (κ,θ)xi + DCr (κ,θ)r + DCy(κ,θ)y
θ = ν(y1,wm)
(4.44)
De la sorte, le problème originel de séquencement des gains se transforme en un problème
de synthèse multimodèle. En effet, en intégrant a priori la structure de séquencement dans
l’architecture de contrôle (3.48), on obtient l’architecture de contrôle Cautoseq,2(κ) pour la-
quelle le design consiste à trouver une unique valeur du vecteur de paramètres ajustables κ
de manière à assurer la stabilité et la performance du système bouclé composé de S(δ) et de
Cautoseq,2(κ) sur l’ensemble du domaine d’opération Θ et pour toute configuration incertaine
δ ∈ ∆.
Afin de procéder à la synthèse du contrôleur séquencé, on se doit de linéariser la dynamique de
Cautoseq,2(κ). De manière analogue à la Section 3.2, le séquencement endogène du contrôleur
provoque l’émergence des TCC. Cependant, on étudie ici le cas d’un système S(δ) dont
la dynamique dépend d’un vecteur de paramètres incertains δ ∈ ∆. Dû à la présence des
ces incertitudes, la dynamique linéarisée de Cautoseq,2(κ) au point d’opération θe et pour la
configuration incertaine δ (i.e., au point d’équilibre caractérisé par µ(θe, δ)) est donnée par :
Cautoseq,l(κ,θe, δ) ,

δx˙i =δr − δy1
δx˙c =ACc (κ,θe)δxc + ACi (κ,θe)δxi
+ BCr (κ, θe)δr + BCy(κ,θe)δy + BCθ (κ,θe, δ)δθ
δu =CCc (κ,θe)δxc + CCi (κ,θe)δxi
+ DCr (κ,θe)δr + DCy(κ,θe)δy + DCθ (κ,θe, δ)δθ
δθ = ∂ν
∂y1
∣∣∣∣∣
ν−1(θe)
δy1 +
∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
δwm
(4.45)
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où les TCC s’expriment sous la forme :
BCθ,l(κ,θe, δ) =
∂ACc
∂θl
∣∣∣∣∣
(κ,θe)
xc,e(κ,θe, δ) +
∂ACi
∂θl
∣∣∣∣∣
(κ,θe)
xi,e(κ,θe, δ)
+ ∂B
C
r
∂θl
∣∣∣∣∣
(κ,θe)
re(θe) +
∂BCy
∂θl
∣∣∣∣∣
(κ,θe)
ye(θe, δ),
DCθ,l(κ,θe, δ) =
∂CCc
∂θl
∣∣∣∣∣
(κ,θe)
xc,e(κ,θe, δ) +
∂CCi
∂θl
∣∣∣∣∣
(κ,θe)
xi,e(κ,θe, δ)
+ ∂D
C
r
∂θl
∣∣∣∣∣
(κ,θe)
re(θe) +
∂DCy
∂θl
∣∣∣∣∣
(κ,θe)
ye(θe, δ),
(4.46)
où θl représente la l-ième composante du vecteur θ, alors que BCθ,l et DCθ,l correspondent
respectivement à la l-ième colonne des matrices BCθ et DCθ . Les conditions d’équilibre du
contrôleur, intervenant dans les TCC (4.46), sont caractérisés par :
xc,e(κ,θe, δ)
xi,e(κ,θe, δ)
 = E(κ,θe)†F (κ,θe, δ), (4.47)
où
E(κ, θe) =
ACc (κ,θe) ACi (κ,θe)
CCc (κ,θe) CCi (κ,θe)
 , (4.48)
F (κ,θe, δ) =
 −BCr (κ,θe)re(θe)−BCy(κ,θe)ye(θe, δ)
ue(θe, δ)−DCr (κ,θe)re(θe)−DCy(κ,θe)ye(θe, δ)
 , (4.49)
sous réserve des conditions d’existence de l’équilibre du contrôleur telles que discutées dans
la Section 3.2.
Il est intéressant de noter ici la dépendance de la dynamique linéarisée Cautoseq,l(κ,θe, δ) du
contrôleur séquencé vis-à-vis de la configuration incertaine δ. En effet, bien que la dynamique
du contrôleur séquencé Cautoseq,2(κ,θe) donnée par (4.44) ne dépende pas de la configuration
incertaine δ, cette dépendance apparait lors de la linéarisation en un point d’opération θe
donné de par la présence d’un séquencement des gains. En effet, ce séquencement introduit,
lors de la linéarisation, les TCC. Or, ces termes dépendent des conditions d’équilibre du
système à contrôler S(δ). Le système étant incertain, cette incertitude se retrouve donc au
niveau de la condition d’équilibre du système associée au point d’opération θe. On obtient
dès lors des TCC qui sont bien dépendants du paramètre incertain δ.
De manière à mieux identifier le problème de synthèse ainsi formulé, il est utile de reformuler le
problème sous la forme standard illustrée à la Fig. 4.4. Pour cela, en un point d’opération θe ∈
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P (θe, δ, s)
K(κ, s)
wl zl
ylul
Figure 4.4 Reformulation sous forme standard du problème d’autoséquencement en présence
de TCC
Θ donné, on réécrit la dynamique linéarisée du système en boule fermée composé de Sl(θe, δ)
et de Cautoseq,l(κ,θe, δ), sous la forme de la LFT inférieure Fl(P (θe, δ, s), K(κ, s)). Cette
représentation inclut les éventuelles composantes additionnelles (e.g., modèle de référence et
pondérations) inhérentes aux méthodes de synthèse H∞ aboutissant à l’écriture d’un système
sous forme augmentée. Dans cette configuration, P (θe, δ, s) représente le système augmenté
et inclut l’ensemble des composantes liées à la variable de séquencement θe et le vecteur
de paramètres incertains δ. Le vecteur de paramètres ajustables κ est quant à lui inclus
dans la dynamique du contrôleur K(κ, s). Avec cette représentation, il est aisé de noter que
le problème de synthèse du contrôleur séquencé d’origine devient un problème de synthèse
multimodèle. En effet, pour un niveau de performance γ > 0 souhaité, la synthèse consiste
à trouver un unique vecteur κ∗ ∈ K permettant pour tout point d’opération θe ∈ Θ et
toute configuration incertaine δ ∈ ∆, de stabiliser internement Fl(P (θe, δ, s), K(κ, s)) tout
en garantissant ‖Fl(P (θe, δ, s), K(κ, s))‖∞ < γ.
L’architecture de contrôleur (4.44) précédemment étudiée présente l’avantage de ne pas né-
cessiter de recourir aux conditions d’équilibre du système. Cependant, la démarche précé-
demment développée ne se limite pas à cette architecture de contrôle et peut être généralisée
à d’autres configurations, incluant celles qui ont recours dans leur implémentation aux condi-
tions d’équilibre du système. En particulier, il a été vu dans le Chapitre 3 que l’architecture
de contrôleur séquencé (3.45) faisant explicitement intervenir les conditions d’équilibre du
système présente l’avantage de se rapprocher dans sa structure de l’implémentation d’un
simple contrôleur LTI au voisinage d’un point d’équilibre donné. De plus, l’intérêt de cette
implémentation réside dans le fait qu’en l’absence d’incertitudes paramétriques, les TCC
qu’il engendre (3.47) ne font pas intervenir de dérivées partielles des gains du contrôleur,
mais uniquement des dérivées partielles des conditions d’équilibre du système à contrôler.
Cependant, cette conclusion ne tient plus en présence d’incertitudes paramétriques, faisant
perdre à cette implémentation son principal avantage. Pour s’en convaincre, reprenons l’ar-
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chitecture de contrôle (4.44) en tenant compte de l’aspect incertain du système à contrôler
S(δ). Pour cela, notons δ0 ∈ ∆ la configuration nominale du système pour laquelle on choisit
d’implémenter le contrôleur autoséquencé sous la forme suivante :
Cautoseq,1(κ) ,

x˙i =r − y1
x˙c =ACc (κ,θ)xc + ACi (κ,θ)xi + BCr (κ,θ)[r − y1,e(θ)]
+ BCy,1(κ,θ)[y1 − y1,e(θ)] + BCy,2(κ,θ)[y2 − y2,e(θ, δ0)]
u =ue(θ, δ0) + CCc (κ,θ)xc + CCi (κ,θ)xi + DCr (κ,θ)[r − y1,e(θ)]
+ DCy,1(κ,θ)[y1 − y1,e(θ)] + DCy,2(κ,θ)[y2 − y2,e(θ, δ0)]
θ =ν(y1,wm)
(4.50)
Il a été vu qu’en l’absence d’incertitudes (cf. Chapitre 3), cette implémentation permet de
garantir, sous l’hypothèse usuelle que la matrice E(κ,θe) définie similairement à (3.41) est de
colonne rang plein, que l’état du contrôleur est identiquement nul à l’équilibre pour tout point
d’opération θe ∈ Θ. Cette propriété permettait alors d’assurer que les dérivées partielles des
gains du contrôleur n’apparaissaient pas dans la dynamique linéarisée du contrôleur séquencé.
Cependant, ce résultat ne tient plus en présence d’incertitudes. En effet, l’équilibre de (4.50)
associé au point d’opération θe ∈ Θ est caractérisé par :
E(κ,θe)
xc,e(θe, δ)
xi,e(θe, δ)
 =
 −BCy,2(κ,θe)[y2,e(θ, δ)− y2,e(θ, δ0)]
[ue(θe, δ)− ue(θe, δ0)]−DCy,2(κ,θe)[y2,e(θ, δ)− y2,e(θ, δ0)]

(4.51)
et est donc en général non nul dès que la configuration incertaine réelle du système δ diffère
de la configuration nominale δ0. Dès lors, la linéarisation de la dynamique (4.50) au voisi-
nage d’un point de fonctionnement θe donne une nouvelle fois lieu à la dynamique linéarisée
(4.45) mais avec des TCC ayant une complexité accrue. Ces derniers font à présent intervenir
à la fois des dérivées partielles 1) des matrices du contrôleur et 2) des conditions d’équi-
libre du système. On perd ainsi, de par la présence d’incertitudes paramétriques, l’intérêt
fondamental de cette implémentation. Ainsi, bien que la stratégie d’autoséquencement pré-
sentée précédemment peut s’appliquer au contrôleur séquencé (4.50), on se focalisera, pour
les applications, sur l’architecture (4.44).
4.1.4 Applications
La méthode de gestion des TCC est à présent mise en œuvre sur deux applications dans
le domaine aéronautique. La première application est celle du contrôle de la dynamique en
tangage d’un missile, alors que la seconde porte sur le contrôle de la dynamique flexible d’une
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section d’aile.
Dans le cadre de ces deux applications, les formules de séquencement employées font inter-
venir la fonction valeur absolue. Cette utilisation est motivée par les propriétés de symétrie
des systèmes étudiés. Cependant, elle rend le champ de vecteur du système bouclé non conti-
nûment différentiable, ne permettant pas une application directe de la première méthode
de Lyapunov pour assurer la stabilité du système non linéaire à partir du linéarisé tangent
(cf. Théorème B.5). Cette problématique est investiguée en Annexe B dans un cadre général
et a fait l’objet d’une publication dans le journal IEEE Control Systems Letters (Lhachemi
et al., 2017a). Les résultats obtenus, notamment au regard du Théorème B.13, permettent de
garantir que pour les différentes applications traitées ici, la stabilité obtenue sur le linéarisé
tangent induit bien la stabilité exponentielle locale du système non linéaire d’origine.
4.1.4.1 Contrôle de la dynamique en tangage d’un missile
Cette section traite du contrôle de la dynamique en tangage d’un missile par le recours à la
méthode du séquencement des gains en présence de TCC. Les résultats présentés sont issus
de l’article de conférence (Lhachemi et al., 2016a) et de l’article de journal (Lhachemi et al.,
2016b).
Modèle de la dynamique en tangage d’un missile et critères de performance. La
dynamique en tangage d’un missile est donnée par (Reichert, 1992) :
 α˙ = K1M(1 + δn)Cn (α, δt,M) cos(α) + qq˙ = K2M2(1 + δm)Cm (α, δt,M) (4.52)
où α représente l’angle d’attaque, q la vitesse en tangage et δt l’angle de la gouverne. Le
vecteur δ = (δn, δm) ∈ ∆ représente les incertitudes aérodynamiques. Les coefficients aéro-
dynamiques liés à la portance Cn et le moment en tangage Cm sont donnés par :
Cn (α, δt,M) = sgn(α)
[
an|α|3 + bn|α|2 + cn(2−M/3)|α|
]
+ dnδt,
Cm (α, δt,M) = sgn(α)
[
am|α|3 + bm|α|2 + cm(−7 + 8M/3)|α|
]
+ dmδt.
(4.53)
Le braquage de la gouverne est liée à sa position commandée par l’intermédiaire d’un système
du second ordre :
δt
δc
= ω
2
a
s2 + 2ξaωas+ ω2a
. (4.54)
85
La sortie à contrôler est l’accélération normale η du missile qui est caractérisée par :
η = K3M2(1 + δn)Cn (α, δt,M) . (4.55)
Les grandeurs mesurées utilisables pour la stratégie de contrôle sont η et q. L’angle d’attaque
α (variable endogène) et le nombre de Mach M (variable exogène) sont utilisés en tant que
variables de séquencement. L’entrée de commande du système est le braquage commandé
de la gouverne δc. Les détails de ce modèle, incluant les valeurs numériques utilisées, sont
extraits de (Reichert, 1992).
La dynamique du système, composée des équations (4.52), (4.53), (4.54) et (4.55), est réécrite
sous la forme d’une représentation d’état donnée par (4.32) et notée S(δ). En particulier,
le vecteur d’état est choisi comme étant x =
[
α q δt δ˙t
]>
. L’entrée de commande et l’entrée
exogène sont respectivement u = δc et wm = M . La sortie du système est quant à elle donnée
par y = [η α q]>.
En ce qui concerne les requis de performance, le contrôle de la dynamique en tangage du
missile doit être garanti sur le domaine d’opération défini par (Reichert, 1992) :
Θ = {θ = (α,M) : α ∈ [−20◦ , 20◦], M ∈ [1.5 , 4]} , (4.56)
de manière à assurer :
– la stabilité robuste du système bouclé à travers le domaine d’opération Θ en dépit des
incertitudes aérodynamiques caractérisées par des variations indépendantes des coefficients
aérodynamiques allant jusqu’à ±25%, i.e., pour δ = (δn, δm) ∈ [−0.25 , 0.25]2 ;
– assurer la poursuite d’un signal de référence ηc de type échelon pour l’accélération normale
η avec une constante de temps τr inférieure à 0.35 s, un dépassement maximal inférieur à
10% et une erreur en régime permanent inférieure à 1% ;
– la vitesse de braquage de la gouverne ne doit pas excéder, en valeur absolue, 25◦/s (avec
quelques tolérances pour M ≤ 2) pour une entrée de référence ηc fixée à 1 g (Wu et al.,
1995).
Architecture de contrôleur séquencé et TCC La stratégie de contrôle adoptée étant
celle du séquencement des gains, la dynamique du système S(δ) est mise à l’équilibre puis
linéarisée au point de fonctionnement θe = (αe,Me) pour la configuration incertaine δ ∈ ∆.
En particulier, la mise à l’équilibre donne lieu à un vecteur d’état à l’équilibre xe(θe, δ) =
[αe qe(θe, δ) δt,e(θe, δ) 0]>, ainsi qu’une entrée de commande ue(θe, δ) = δc,e(θe) = δt,e(θe, δ)
et une entrée exogène wme(θe) = Me, vérifiant f(xe(θe, δ),ue(θe, δ),we(θe, δ), δ) = 0. Au
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point d’équilibre ainsi obtenu, la dynamique du système non linéaire S(δ) est linéarisée,
donnant lieu à la dynamique LTI notée Sl(θe, δ).
Sur la base d’architectures classiquement utilisées pour ce problème de contrôle, l’architec-
ture adoptée ici est celle illustrée à la Fig. 4.5. Elle est composée de deux boucles de contrôle
internes et d’un bouclage intégral externe portant sur l’erreur entre la référence ηc et l’accé-
lération effective η. Les trois gains associés, Kη, Kq et Ki sont séquencés en fonction de α et
M .
Ki(θ)
Kη(θ)
Kq(θ)
∫×
× S(δ)
xieηc+
++
+
δc
η
−
q
M
α
M
Figure 4.5 Missile en boucle fermée avec l’architecture de contrôleur séquencé proposée
Ainsi, l’architecture de contrôle considérée est donnée par la dynamique suivante :
C(κ) ,

x˙i =ηc − η
δc =Ki(θ)xi +Kη(θ)η +Kq(θ)q
θ =(α,M)
(4.57)
où κ est un vecteur rassemblant les paramètres ajustables du contrôleur séquencé et qui sera
précisé par la suite. Il est à noter que d’un point de vue applicatif, il aurait été plus judicieux
de séquencer les gains relativement à l’accélération normale η plutôt que l’angle d’attaque α.
En effet, la première variable est facilement mesurable par l’intermédiaire d’un accéléromètre.
A contrario, la seconde est plus difficile à mesurer de manière précise. Cependant, la majorité
des travaux reportés dans la littérature sont basés sur un séquencement en α. Il a donc été
choisi, à des fins de comparaison, de conserver ce choix de séquencement.
Le contrôleur séquencé C(κ) induit l’émergence des TCC 3. En effet, l’équilibre du contrôleur
C(κ) au point d’opération θe = (αe,Me), lorsque place en boucle fermée avec le système
3. Il en aurait été de même si η avait été choisi en lieu et place de α comme variable de séquencement.
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S(δ), est caractérisé par ηc,e = ηe(θe) ainsi que
δt,e(θe, δ) = Ki(θe)xi,e(θe, δ) +Kη(θe)ηe(θe, δ) +Kq(θe)qe(θe, δ). (4.58)
En supposant que le gain Ki ne s’annule pas sur le domaine d’opération Θ, on obtient que
l’équilibre du contrôleur est donnée par :
xi,e(θe, δ) =
1
Ki(θe)
δt,e(θe, δ)− Kη(θe)
Ki(θe)
ηe(θe, δ)− Kq(θe)
Ki(θe)
qe(θe, δ). (4.59)
On en déduit que la dynamique linéarisée du contrôleur au point d’opération θe prend la
forme :
Cl(κ,θe, δ) ,
 δx˙i = δηc − δηδu =Ki(θe)δxi +Kη(θe)δη +Kq(θe)δq +KTCCα (θe, δ)δα +KTCCM (θe, δ)δM
(4.60)
où les TCC sont donnés par :
KTCCα (θe, δ) =
∂Ki
∂α
∣∣∣∣∣
θe
xi,e(θe, δ) +
∂Kη
∂α
∣∣∣∣∣
θe
ηe(θe, δ) +
∂Kq
∂α
∣∣∣∣∣
θe
qe(θe, δ)
= 1
Ki(θe)
∂Ki
∂α
∣∣∣∣∣
θe
δt,e(θe, δ) +
[
∂Kη
∂α
∣∣∣∣∣
θe
− Kη(θe)
Ki(θe)
∂Ki
∂α
∣∣∣∣∣
θe
]
ηe(θe, δ) (4.61a)
+
[
∂Kq
∂α
∣∣∣∣∣
θe
− Kq(θe)
Ki(θe)
∂Ki
∂α
∣∣∣∣∣
θe
]
qe(θe, δ),
KTCCM (θe, δ) =
∂Ki
∂M
∣∣∣∣∣
θe
xi,e(θe, δ) +
∂Kη
∂M
∣∣∣∣∣
θe
ηe(θe, δ) +
∂Kq
∂M
∣∣∣∣∣
θe
qe(θe, δ)
= 1
Ki(θe)
∂Ki
∂M
∣∣∣∣∣
θe
δt,e(θe, δ) +
[
∂Kη
∂M
∣∣∣∣∣
θe
− Kη(θe)
Ki(θe)
∂Ki
∂M
∣∣∣∣∣
θe
]
ηe(θe, δ) (4.61b)
+
[
∂Kq
∂M
∣∣∣∣∣
θe
− Kq(θe)
Ki(θe)
∂Ki
∂M
∣∣∣∣∣
θe
]
qe(θe, δ).
De manière à tenir compte de manière explicite des TCC conformément à la stratégie de la
sous-section 4.1.3, on introduit une structure de séquencement pour les gains du contrôleur.
Dans cette étude, on opte pour un séquencement sous forme de polynômes quadratiques des
variables de séquencement. En d’autres termes, pour tout gain K ∈ {Ki, Kη, Kq}, on impose
a priori :
∀θ = (α,M) ∈ Θ, K(θ) = K00 +K10M +K01|α|+K20M2 +K11M |α|+K02|α|2, (4.62)
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où K00, K10, . . . , K02 constituent les paramètres ajustables du contrôleur séquencé. De la
sorte, l’ensemble des 18 paramètres ajustables liés aux trois gains séquencés Ki, Kη et Kq
sont réunis dans le vecteur de paramètres ajustables κ ∈ R18. Le recours à la valeur absolue
de l’angle d’attaque α dans la formule de séquencement se justifie de par les propriétés de
symétrie du système. Ce point sera plus amplement détaillé par la suite.
Il est à présent possible de calculer explicitement les dérivées partielles des gains séquencés
intervenant dans les TCC (4.61a) et (4.61b). En effet, pour K ∈ {Ki, Kη, Kq} on a :
∀(α,M) ∈ Θ,

∂K
∂α
= sign(α) (K01 +K11M + 2K02|α|) , lorsqueα 6= 0
∂K
∂M
= K10 +K11|α|+ 2K20M
(4.63)
Le choix de la formule de séquencement (4.62) implique que la dérivée partielle ∂K/∂α
n’existe pas en α = 0. Néanmoins, étant donné que les dérivées partielles à gauche et à droite
existent en α = 0, et puisque θe = (0,Me) implique δt,e(θe, δ) = qe(θe, δ) = ηe(θe, δ) = 0,
la dynamique linéarisée donnée par (4.60) demeure valide avec KTCCα ((0,Me) , δ) = 0. Ce
résultat est compatible avec (4.63) en adoptant la convention sign(0) = 0.
De par les propriétés de symétrie du système non linéaire S(δ), le design peut être res-
treint aux points d’opération θe = (αe,Me) tels que αe ≥ 0. En effet, étant donné un
profil de Mach t → M(t), t → (α(t), q(t), η(t)) est une solution de (4.52) si et seule-
ment si t → (−α(t),−q(t),−η(t)) est également une solution. Puisque l’architecture du
contrôleur séquencé a été choisie de telle sorte que pour chaque gain K ∈ {Ki, Kη, Kq}
on ait K(α,M) = K(−α,M), cela garantit que KTCCα ((α,M), δ) = KTCCα ((−α,M), δ) et
KTCCM ((α,M), δ) = −KTCCM ((−α,M), δ). Ce résultat est bien compatible avec la symétrie du
système.
En un point de fonctionnement θe ∈ Θ donné, l’interconnexion des dynamiques linéarisées
Sl(θe, δ) et Cl(κ,θe, δ) employée à des fins de design est illustrée à la Fig. 4.6. Dans le cas
d’un design classique faisant fi des TCC, le système linéaire utilisé dans la synthèse est celui
de la Fig. 4.6 dont on retirerait les composantes en rouge. En particulier, cela revient à ne
pas considérer le bouclage interne introduit par le séquencement de la variable endogène
α. On s’attend donc à obtenir des résultats significativement différents entre une approche
classique ne considérant pas les TCC dans la synthèse et l’approche ici développée tenant
explicitement compte des TCC.
Comme décrit dans la Sous-Section 4.1.3.2, le problème de synthèse consiste à trouver un
ajustement statique du vecteur de paramètres κ de manière à obtenir un comportement adé-
quat du système bouclé pour tout point d’opération θe ∈ Θ et toute configuration incertaine
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Figure 4.6 Dynamique linéarisée du missile en boucle fermée utilisée à des fins de synthèse
δ ∈ ∆. On retrouve ainsi la configuration de synthèse robuste et multimodèle telle qu’illustrée
par la Fig. 4.4 lorsque le problème est réarrangé sous la forme d’une LFT inférieure du type
Fl(P (θe, δ, s), K(κ, s)).
Synthèse du contrôleur séquencé La méthode employée est celle de la synthèse H∞
structurée, ce qui nécessite de traduire les critères de performances sous la forme de contraintes
H∞ et de placement de pôles.
– Pour garantir un niveau adéquat du taux de convergence et du facteur d’amortissement, des
contraintes de type confinement des pôles sont introduites. On note A(κ,θe, δ) la matrice
d’état d’une représentation minimale du système en boucle fermée composé de Sl(θe, δ) et
de Cl(κ,θe, δ). Une première fonction coût vise à garantir un taux de convergence minimal
de αp = −5 du système en boucle fermée : λ1(κ,θe, δ) = αp/α(A(κ,θe, δ)), avec α(.) la
fonction abscisse spectrale 4. Une seconde fonction coût assure un taux d’amortissement
minimal ξp = 0.5 au système bouclé : λ2(κ,θe, δ) = ξp/ξ(A(κ,θe, δ)), où ξ(.) représente
l’amortissement minimal des valeurs propres de la matrice carrée en argument 5.
– La performance en suivi de référence quant à l’accélération normale est spécifiée en contrai-
gnant la fonction de transfert Tηc→e(κ,θe, δ) liant l’entrée de référence ηc à l’erreur en suivi
e = ηc − η. Le suivi de référence étant désiré aux basses et moyennes fréquences, on intro-
duit la contrainte λ3(κ,θe, δ) = ||Tηc→e(κ,θe, δ)W3||∞ où la pondération est sélectionnée
comme étant W3 = 3(0.07s+ 1)/(s+ ε). Le paramètre ε > 0 est introduit afin de garantir
4. Pour une matrice carrée à coefficients complexes M, α(M) , max{Re(λ) : det(M− λId) = 0}.
5. Pour une valeur propre λ ∈ C∗ donnée, l’amortissement est défini par −Re(λ)/|λ|.
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la stabilité de W3 et est ici fixé à ε = 10−6.
– Pour limiter l’entrée de signaux hautes fréquences dans l’actionneur, on considère la fonc-
tion coût λ4(κ,θe, δ) = ||Tηc→δc(κ,θe, δ)W4||∞ avec la pondération W4 = 30s/(s+ 10).
– De manière analogue, afin d’éviter des vitesses excessives de la gouverne, on introduit la
fonction coût λ5(κ,θe, δ) =
∣∣∣∣∣∣Tηc→δ˙t(κ,θe, δ)W5∣∣∣∣∣∣∞ où W5 = 1.25s/(s+ 1).
– Finalement, pour rejeter les perturbations introduites par le signal exogèneM , on considère
la fonction coût λ6(κ,θe, δ) = ||TM→η(κ,θe, δ)W6||∞ avec la pondération W6 = 0.4/((s +
ε)(s+ 1)2).
De manière à rendre le problème de synthèse numériquement solvable par les méthodes de
synthèse H∞ structurée (cf. Sous-Section 4.1.2.2), on procède en une discrétisation finie du
domaine d’opération Θd ⊂ Θ ainsi que du domaine incertain ∆d ⊂ ∆ telles qu’illustrées, res-
pectivement, par les Figs. 4.7(a) et 4.7(b). Puisque le domaine d’incertitudes est relativement
large, l’objectif du design est de synthétiser un contrôleur assurant la stabilité robuste mais
présentant des performances dégradées pour les configurations incertaines extrêmes. Plus
précisément, on souhaite rencontrer le niveau de performance requis pour des incertitudes
allant jusqu’à ±10%, tout en garantissant la stabilité pour des incertitudes allant jusqu’à
±25%. Pour cela, au regard de la Fig. 4.7(b), les contraintes de performances sont unique-
ment appliquées pour les configurations incertaines marquées d’une croix (“×”), i.e., pour des
incertitudes aérodynamiques allant jusqu’à ±10%. Des contraintes de stabilité sont ajoutées
pour les configurations incertaines marquées par un cercle (“◦”), i.e., pour des incertitudes
aérodynamiques allant jusque ±25%.
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Figure 4.7 Domaine d’opération du missile et domaine des incertitudes aérodynamiques
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La nature non lisse et non convexe du problème nécessite un choix adéquat de la condition
initiale donnée en entrée de la fonction d’optimisation. Celle-ci a été obtenue sur la base d’un
design point à point préliminaire et le recours à une méthode de type moindres carrés. De plus,
une normalisation des fonctions coût a été effectuée à travers les différents point d’opérations
de manière à assurer un effort d’optimisation adéquatement distribué au travers du domaine
d’opération (Lhachemi, 2013; Lhachemi et al., 2014b). Plus précisément, chaque fonction
coût liée à un point d’opération θe ∈ Θ spécifique a été normalisée avec le gain γ(θe) obtenu
sur la base du design préliminaire considérant l’unique point d’opération θe. Cependant, afin
de garantir un taux de convergence et un amortissement adéquat sur l’ensemble du domaine
d’opération Θ, le processus de normalisation n’a pas été appliqué aux fonctions coûts λ1,θe,δe ,
et λ2,θe,δe . Le problème de synthèse du contrôleur autoséquencé prend alors la forme suivante :
inf
κ∈Kstab
max
θe∈Θd, δ∈∆d, i∈{1,...,6}
λi(κ,θe, δ)/γi(θe), (4.64)
où γi(θe) = 1 pour 1 ≤ i ≤ 2, γi(θe) = γ(θe) pour 3 ≤ i ≤ 6 et Kstab ⊂ K représente
l’ensemble des vecteurs κ ∈ K stabilisant internement pour tout θe ∈ Θd et δ ∈ ∆d le
système bouclé au point d’opération θe et pour la configuration incertaine δ.
À des fins de comparaison, deux synthèses des gains du contrôleur autoséquencé ont été effec-
tuées. La première, qualifiée de synthèse « classique », a été effectuée en négligeant la contri-
bution des TCC. Au niveau de la dynamique linéarisée du contrôleur séquencé Cl(κ,θe, δ)
caractérisée par (4.60), cela revient à supposer que KTCCα = KTCCM = 0. L’architecture de la
dynamique linéaire du système bouclé utilisée à des fins de synthèse correspond alors à celle
de la Fig. 4.6 dont on aurait supprimé les composantes en rouge. A contrario, la seconde
synthèse, dite « avec TCC », considère l’impact des TCC donnés par (4.61a) et (4.61b). L’ar-
chitecture de contrôle utilisée à des fins de synthèse est alors exactement celle de la Fig. 4.6.
Les résultats ainsi obtenus sont résumés dans le Tab. 4.1 6.
Tableau 4.1 Résultats de la synthèse H∞ structurée sur le missile
Synthèse Norme H∞ initiale Norme H∞ finale Itérations Temps de calcul
Classique 5.09 1.11 31 4 min 12 s
Avec TCC 25.9 1.09 78 40 min 24 s
L’intégration des TCC donne lieu à un temps de calcul accru d’un facteur 10. Cela s’explique
par la complexité relative des TCC tels qu’exprimés par (4.61a) et (4.61b), ces derniers
dépendant de manière non linéaire des paramètres ajustables lors de la synthèse. Pour les
6. Résultats obtenus avec un ordinateur présentant un quad-core intel i7-3630QM cadencé à 2.40GHz avec
16.00GB RAM et Matlab 2014b.
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deux synthèses, le gain final est approximativement de 1.1, indiquant que les contraintes
imposées par les fonctions coût sont en grande partie rencontrées. Cependant, si l’on intègre a
posteriori l’impact des TCC dans l’évaluation du résultat obtenu via la synthèse « classique »,
on observe une sévère dégradation du gain H∞, ce dernier passant de 1.11 à 6.04. Cette sévère
dégradation imputable aux TCC est plus amplement illustrée à la section suivante sur la base
de simulations sur le modèle non linéaire.
Évaluation comparative du comportement du système non linéaire en boule fer-
mée Le contrôleur autoséquencé C(κ) précédemment synthétisé est implémenté sur le sys-
tème non linéaire d’origine S(δ) tel qu’illustré à la Fig. 4.5. Pour la simulation, le profil du
nombre de Mach est généré par (Reichert, 1992) :

M˙ = 1
vs
(
−|η|g sin(|α|) + AxM2 cos(α)
)
M(0) = 3.0
(4.65)
La réponse du système nominal (i.e., pour δ = 0) en boucle fermée en réponse à une série
d’échelons de commande ηc est illustrée à la Fig. 4.8 pour les gains obtenus par les approches
avec et sans l’inclusion des TCC dans la phase de synthèse. La réponse en suivi de référence
de l’accélération normale du missile est montrée à la Fig. 4.8(a). Ce choix de sortie donne
lieu à un système en boucle ouverte qui est à non minimum de phase (Nichols et al., 1993),
raison pour laquelle on observe au niveau des réponses temporelles de l’accélération normale
un dépassement initial allant dans le sens contraire de l’échelon injecté en référence. En
comparant les résultats, on observe que le contrôleur synthétisé en négligeant l’impact des
TCC introduit de larges dépassements, ce qui n’est pas le cas des gains obtenus en tenant
compte des TCC. Ces dépassements excessifs induisent une traînée importante du missile,
débouchant sur une plus grande perte de vitesse au cours de la manœuvre (Fig. 4.8(b)). Ils
induisent également des oscillations au niveau de l’angle d’attaque α (Fig. 4.8(c)) ainsi que
de la vitesse en tangage q (Fig. 4.8(d)). De plus, l’effort de commande illustré par l’évolution
de la position de la gouverne δt (Fig. 4.8(e)) et de sa vitesse δ˙t (Fig. 4.8(f)) est analogue
à ce qui a été obtenu dans les différents travaux publiés (Wu et al., 1995). Néanmoins, une
réduction significative est observée lorsque les TCC sont inclus dans le processus de synthèse.
L’évolution temporelle des gains du contrôleur est illustrée à la Fig. 4.9. On observe que la
meilleure performance obtenue en tenant compte des TCC dans la synthèse n’aboutit pas à
des gains plus forts. En effet, l’amplitude des gainsKi etKq est significativement réduite com-
parativement à l’approche négligeant les TCC, alors que Kη présente une amplitude similaire.
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Figure 4.8 Réponse temporelle du missile en boucle fermée pour une série d’échelons de
référence
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La meilleure performance obtenue en incluant les TCC dans le processus de synthèse n’est
donc pas nécessairement au prix d’un effort de commande plus fort et/ou d’une amplitude
des gains plus élevée.
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Figure 4.9 Évolution des gains du contrôleur lorsque placé en boucle fermée avec le missile
pour une série d’échelons de référence
La performance du système bouclé est évaluée à la Fig. 4.10 pour des coefficients aérodyna-
miques perturbés d’une amplitude maximale de ±25%. Les Figs. 4.10(a) et 4.10(b) indiquent
que la stabilité du système bouclé est préservée pour les deux approches testées. Néanmoins,
le contrôleur synthétisé en négligeant les TCC présente des dépassements très importants.
A contrario, en dépit de l’amplitude importante des incertitudes, le contrôleur synthétisé en
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Figure 4.10 Réponse du missile en boucle fermée avec des coefficients aérodynamiques per-
turbés avec une amplitude maximale de ±25%
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incorporant l’impact des TCC présente un niveau de performance satisfaisant, autant pour
le temps de réponse que le dépassement. Qui plus est, le système est opéré avec un effort de
commande moins excessif comme cela est illustré par les Figs. 4.10(c) et 4.10(f). Ces résul-
tats tendent à démontrer les bénéfices de l’intégration des TCC dans le design du contrôleur
séquencé.
4.1.4.2 Suppression active du flutter pour le BACT
Les phénomènes aéroélastiques, introduits par l’interaction des forces structurelles, inertielles
et aérodynamiques (Mukhopadhyay, 2003), sont à même de dégrader de manière dramatique
les performances d’un avion et de compromettre l’intégrité de sa structure. L’un des phéno-
mènes aéroélastiques les plus critiques pour les avions conventionnels est le flutter (Shearer
and Cesnik, 2007; Su and S. Cesnik, 2010). Ce dernier est une instabilité aéroélastique de
type oscillatoire caractérisée par une sévère dégradation de l’amortissement de la structure
résultant de la présence d’efforts aérodynamiques instationnaires. Il en résulte de manière gé-
nérale l’émergence d’un cycle limite d’oscillations (Dowell et al., 2004) causant la dégradation
de la manœuvrabilité de l’appareil et la réduction de sa durée de vie en fatigue dû aux cycles
de contraintes sous-jacents. Avec l’allégement des structures des avions modernes découlant
de la volonté des avionneurs d’offrir des avions toujours plus performants et économes en
carburant, les phénomènes aéroélastiques deviennent de plus en plus prépondérants, requé-
rant des stratégies de commande dites actives 7. Dans ce cadre, le modèle dit BACT a été
développé par le Langley Research Center de la NASA afin de reproduire en souﬄerie les phé-
nomènes aéroélastiques notamment observés sur l’avion de combat américain F-16 (Bennett
et al., 2000; Scott et al., 2000; Waszak, 2001). Le BACT consiste en une section d’aile à deux
degrés de liberté capturant le premier mode en flexion et le premier mode en torsion d’une
aile flexible. Ce modèle fournit une base pour analyser théoriquement et expérimentale un
certain nombre de phénomènes aérolastiques tels que le décrochage, le flutter et l’émergence
de cycles limites d’oscillation. Dans cette sous-section, on se focalise sur le phénomène du
flutter et sa suppression par le moyen d’une stratégie de contrôlede type séquencement des
gains. Les résultats présentés sont issus de l’article de conférence (Lhachemi et al., 2017b).
Modèle du BACT et mise en évidence du phénomène de flutter. Le BACT, tel
qu’illustré à la Fig. 4.11, est une section d’aile aéroélastique à deux degrés de liberté que sont
le déplacement en flexion h et celui en torsion α. La section d’aile est supposée actionnée
par l’intermédiaire d’une gouverne unique située à l’arrière de l’aile (on parle de trailing edge
7. En opposition aux solutions passives consistant en l’accroissement de la rigidité de sa structure, géné-
ralement accompagné d’un accroissement de la masse de l’appareil.
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Figure 4.11 Modèle aéroélastique du BACT
flap). Les équations de la dynamique du BACT, capturant le premier mode en flexion et le
premier mode en torsion du système, sont données par (Strganac et al., 2000) :
 mT mWxαb
mWxαb Iα
h¨
α¨
+
ch 0
0 cα
h˙
α˙
+
kh 0
0 (1 + δ)kα(α)
h
α
 =
−L
M
 . (4.66)
Les paramètres du modèle sont la masse totale du dispositif mT , la masse de l’aile mW , la
demi-corde de l’aile b, le moment d’inertie Iα et la distance adimensionnée 8 entre le centre
de masse et l’axe d’élasticité. Les coefficients d’amortissement en torsion et en flexion sont
respectivement donnés par cα et ch. Le coefficient d’élasticité structurel en flexion kh est une
constante, tandis que le coefficient d’élasticité structurel en torsion kα est, sur la base de
mesures expérimentales, modélisé par un polynôme d’ordre 4 de l’angle de torsion :
kα(α) , kα0 + kα1α + kα2α2 + kα3α3 + kα4α4. (4.67)
Étant donné que le modèle de kα résulte d’une modélisation ad hoc obtenue sur la base de
résultats expérimentaux, on introduit le paramètre incertain δ ∈ ∆ = [−0.1, 0.1] portant sur
l’amplitude de kα. Les efforts aérodynamiques sont modélisés sous forme quasi-stationnaire
comme suit :
L = ρU2bclα
[
α + h˙
U
+ (0.5− a)b α˙
U
]
+ ρU2bclββ, (4.68a)
M = ρU2b2cmα
[
α + h˙
U
+ (0.5− a)b α˙
U
]
+ ρU2b2cmββ, (4.68b)
8. Relativement à b.
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où L représente la portance de l’aile générée par le flot d’air, alors que M dénote le moment
aérodynamique en tangage. Les paramètres de ce modèle sont ρ la masse volumique de l’air,
U ≥ 0 la vitesse d’écoulement du flot d’air, a la distance adimensionnée8 entre le milieu
de la corde et l’axe d’élasticité. Les constantes clα et cmα représentent, respectivement, les
coefficients aérodynamiques de portance et de moment en tangage relativement à l’angle
d’attaque α. Les même grandeurs, définies relativement à l’angle de la gouverne β, sont
notées clβ et cmβ . Finalement, la dynamique de la gouverne est modélisée par le système du
second ordre suivant (Block and Strganac, 1998) :
β˙
β¨
 =
 0 1
−Kb −Cb
β
β˙
+
 0
Kb
 βc, (4.69)
où βc représente le braquage commandé de la gouverne. Étant donné que les valeurs nu-
mériques utilisées pour ce modèle peuvent varier de manière significative d’une publication
à l’autre, les valeurs utilisées dans cette étude sont résumées dans le Tab. 4.2 ci-dessous
(Strganac et al., 2000).
Tableau 4.2 Valeurs numériques des paramètres du BACT
a = −0.6847 b = 0.135 m ch = 27.43 N · s/m
clα = 6.28 cmα = (0.5 + a)clα clβ = 3.358
cmβ = -1.94 cα = 0.036 N · s Iα = mWx2αb2 + 0.0517 kg ·m2
kh = 2844.4 N/m kα0 = 6.833 N ·m kα1 = 9.967 N ·m
kα2 = 667.685 N ·m kα3 = 26.569 N ·m kα4 = −5087.9 N ·m
mT = 12.387 kg mW = 2.046 kg xα = [0.0873− (b+ ab)]/b
ρ = 1.225 kg/m3 Cb = 50 s−1 Kb = 2500 s−2
Autant à des fins d’analyse que de design d’un contrôleur, les équations de la dynamique
du BACT (4.66) et (4.69) sont reformulées sous la forme d’une représentation d’état. On
suppose ici que l’ensemble des états de la section d’aile sont utilisables à des fins de contrôle.
Le vecteur d’état et le vecteur de sortie sont alors définis par :

x =
[
h α h˙ α˙ β β˙
]>
=
[
x1 x2 x3 x4 x5 x6
]>
y =
[
x1 x2 x3 x4
]> (4.70)
Cela donne lieu à la représentation d’état donnée par (Ko et al., 1997) :
S(δ) ,
x˙ = f(x, U, δ) + gβcy = h(x) (4.71)
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avec
f(x, U, δ) =

x3
x4
−k1kh(x1)x1 − [k2U2 + c5(1 + δ)kα(x2)]x2 − c1(U)x3 − c2(U)x4 + g3U2x5
−k3kh(x1)x1 − [k4U2 + c6(1 + δ)kα(x2)]x2 − c3(U)x3 − c4(U)x4 + g4U2x5
x6
−Kbx5 − Cbx6

,
(4.72a)
g =

0
0
0
0
0
Kb

, h(x) =

x1
x2
x3
x4
 , (4.72b)
où les différents éléments sont définis dans le Tab. 4.3.
Tableau 4.3 Paramètres de la représentation d’état du BACT
d = mT Iα −m2Wx2αb2
k1 = Iα/d
k2 = (Iαρbclα +mWxαρb3cmα)/d
k3 = −mWxαb/d
k4 = −(mWxαρb2clα +mTρb2cmα)/d
c1(U) = [Iα(ch + ρUbclα) +mWxαρUb3cmα ] /d
c2(U) = [IαρUb2clα(0.5− a)−mWxαbcα +mWxαρUb4cmα(0.5− a)] /d
c3(U) = − [mWxαb(ch + ρUbclα) +mTρUb2cmα ] /d
c4(U) = [mT (cα − ρUb3cmα(0.5− a))−mWxαρUb3clα(0.5− a)] /d
c5 = −mWxαb/d
c6 = mT/d
g3 = −(Iαρbclβ +mWxαb3ρcmβ)/d
g4 = (mWxαρb2clβ +mTρb2cmβ)/d
Afin de mettre en avant les caractéristiques du BACT, il est intéressant de s’intéresser à son
comportement en boucle ouverte. En effet, ce modèle a été développé de manière à pouvoir
reproduire le phénomène de flutter qui se caractérise par une oscillation en flexion et en
torsion de l’aile. Le BACT est simulé en boucle ouverte pour une vitesse d’écoulement de
l’air fixée à U = 15 m/s et en prenant pour condition initiale α0 = 5◦ et h0 = 0.01 m (les
autres conditions initiales sont nulles). Les résultats obtenus sont illustrés à la Fig. 4.12. La
condition initiale, en termes de position de la section d’aile, est indiquée par une croix rouge.
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On observe ainsi que le modèle du BACT exhibe bien un comportement de type cycle limite
d’oscillation, autant dans le déplacement en torsion que celui en flexion, i.e., le phénomène
aéroelastique de flutter.
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Figure 4.12 Comportement en boucle ouverte du BACT pour la vitesse d’écoulement de l’air
U = 15 m/s
L’objectif de la stratégie de contrôle, à mettre en place sur la plage de vitesse d’écoulement
de l’air 10 m/s ≤ U ≤ 20 m/s, est donc triple :
– lorsque le contrôleur est actif, il doit permettre d’empêcher le système d’entrer dans un
cycle limite d’oscillation ;
– lorsque le contrôleur est activé alors que le système est entré dans un cycle limite d’oscil-
lation, il doit parvenir à l’en sortir ;
– le contrôleur doit permettre de contrôler la position angulaire α de l’aile vis-à-vis d’un
signal de référence αr ∈ [−10◦ , +10◦] pour des entrées de type échelon.
Motivation pour une approche de type séquencement des gains Dans les travaux
reportés dans la littérature, la majorité des techniques employées pour le contrôle du BACT
repose sur la méthode de linéarisation par retour de sortie en considérant soit l’angle de
torsion α, soit le déplacement en flexion h, comme étant la sortie de contrôle (Ko et al.,
1999; Bhoir and Singh, 2004b). Ces approches ont été étendues afin d’inclure des aspects
de commande adaptative pour gérer les incertitudes paramétriques du modèle (Singh and
Brenner, 2003; Behal et al., 2006a; Lee and Singh, 2009; Elhami and Narab, 2012; Zhang
and Singh, 2001; Cassaro et al., 2014). Cependant, lorsque l’angle de torsion (respectivement
le déplacement en flexion) est choisi comme sortie, la dynamique du déplacement en flexion
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(respectivement l’angle de torsion) fait partie de la dynamique des zéros. Dès lors, la linéarisa-
tion par retour de sortie n’est que partielle et il n’est pas possible d’améliorer simultanément
l’amortissement pour les déplacements en torsion et en flexion. Pire, dépendamment de la
position de l’axe aéroélastique et de la vitesse de l’écoulement de l’air, la dynamique des zéros
peut être instable (Ko et al., 1997, 1998), rendant la méthode de linéarisation par retour de
sortie inapplicable.
À la vue des élements précédents, il est alors raisonnable de se demander si une sortie plus
adéquate pourrait être choisie de manière à éviter l’émergence d’une dynamique des zéros.
La réponse à cette question est négative comme cela est démontré en Annexe C. En effet,
il y est montré que le BACT, avec une seule surface de contrôle, est sous-actionné dans la
mesure où le système n’est pas linéarisable par retour de sortie. En d’autres termes, quel que
soit le choix de sortie y = h(x), le système n’est que partiellement linéarisable par retour
de sortie. Cela implique donc que les méthodes non linéaires basées sur une approche de
type linéarisation par retour de sortie ne peuvent contrôler l’intégralité de la dynamique du
système, s’exposant à une dynamique des zéros pouvant potentiellement être mal amortie,
voire instable. Afin d’éviter ce problème, il a été proposé dans la littérature d’ajouter une
seconde surface de contrôle à l’avant de l’aile (on parle de leading edge flap), ayant pour
effet de rendre le BACT linéarisable par retour de sortie pour y =
[
α h
]>
(Platanitis and
Strganac, 2004, 2005; Wang et al., 2012; Lee and Singh, 2009). Cependant, cette solution
entraîne un accroissement de la complexité de la structure de l’appareil et du schéma de
contrôle.
Puisque le BACT avec une seule surface de contrôle est contrôlable au voisinage de chacun
de ses points d’équilibre (Block and Strganac, 1998; Kelkar and Joshi, 2000), une solution
alternative est de recourir aux méthodes de synthèse LTI. Cependant, dû à la plage de va-
riation de la vitesse d’écoulement de l’air et au comportement non local des cycles limites
d’oscillation, un simple contrôleur LTI peut se révéler insuffisant (Strganac et al., 2000).
Pour cette raison, des contrôleurs non linéaires obtenus sur la base de la théorie des systèmes
LTI ont été considérés avec notamment des approches portant sur la résolution d’équations
de Riccatti dépendant du vecteur d’état (Mracek and Cloutier, 1998; Tadi, 2003; Bhoir and
Singh, 2005) et le séquencement de gains (Barker et al., 1999; Barker and Balas, 2000). Dans
ces deux derniers travaux, le séquencement des gains a été effectué pour une variable de sé-
quencement prise comme étant la vitesse d’écoulement de l’air U . On se propose ici d’étendre
cette approche en prenant comme variable de séquencement additionnelle l’angle de torsion
α. Ce choix vise à tenir compte de la physique du système afin d’améliorer les performances
puisque, comme cela a été vu pour la simulation en boucle ouverte de la Fig. 4.12, le flutter
peut entraîner des angles α relativement importants.
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Architecture du contrôleur séquencé et TCC La stratégie de contrôle adoptée étant
celle du séquencement des gains, la dynamique du système S(δ) est mise à l’équilibre puis
linéarisée au point de fonctionnement θe = (αe, Ue) pour la configuration incertaine δ ∈ ∆.
En particulier, au point de fonctionnement θe = (αe, Ue), l’équilibre du système est caractérisé
par xe(θe) =
[
he(θe) αe 0 0 βe(θe) 0
]>
, βc,e(θe) = βe(θe), ye(θe) =
[
he(θe) αe 0 0
]>
et wme(θe) = Ue, où
βe(θe, δ) =
(k3k2 − k1k4)U2e + (k3c5 − k1c6)(1 + δ)kα(αe)
(k3g3 − k1g4)U2e
αe, (4.73)
he(θe, δ) =
(g4k2 − g3k4)U2e + (g4c5 − g3c6)(1 + δ)kα(αe)
k3g3 − k1g4 αe. (4.74)
Le terme de droite de (4.73), ainsi que celui de (4.74), sont bien définis puisque k3g3−k1g4 =
−ρb2cmβ/d 6= 0.
Au point d’équilibre obtenu, la dynamique du système non linéaire S(δ) est linéarisée, don-
nant lieu à la dynamique LTI suivante :
Sl(θe, δ) ,

˙δx = A(θe, δ)δx+Bβcδβc +BU(θe, δ)δU
δy = Cδx
(4.75)
avec
A(θe, δ) =

0 0 1 0 0 0
0 0 0 1 0 0
−k1 −k2U2e − c5(1 + δ)(kα(αe) + αek′α(αe)) −c1(Ue) −c2(Ue) g3U2e 0
−k3 −k4U2e − c6(1 + δ)(kα(αe) + αek′α(αe)) −c3(Ue) −c4(Ue) g4U2e 0
0 0 0 0 0 1
0 0 0 0 −Kb −Cb

,
(4.76a)
Bβc =

0
0
0
0
0
Kb

, BU(θe, δ) =

0
0
2Ue(g3βe(θe, δ)− k2αe)
2Ue(g4βe(θe, δ)− k4αe)
0
0

, C =
[
I4 04×2
]
. (4.76b)
Le contrôleur séquencé adopté ici est illustré à la Fig. 4.13. Il consiste en quatre bouclages
internes portant sur α, α˙, h et h˙, ainsi qu’un bouclage externe de type intégral portant sur
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Figure 4.13 BACT en boucle fermée avec l’architecture de contrôleur séquencé proposée
l’erreur de suivi e = αr − α. La dynamique du contrôleur est donnée par :
C(κ) ,

x˙i = αr − α
βc = Ki(θ)xi +Kα(θ)α +Kh(θ)h+Kα˙(θ)α˙ +Kh˙(θ)h˙
θ = (α, U)
(4.77)
où les gains Kh, Kα, Kh˙, Kα˙ et Ki sont séquencés relativement à θ = (α, U). Le vecteur κ
représente quant à lui les paramètres ajustables dans la synthèse. Au point d’opération θe,
la condition d’équilibre du contrôleur, lorsque placé en boucle fermée avec le système S(δ),
est donnée par αe = αr et la composante intégrale xi,e(θe, δ) satisfait :
βe(θe, δ) = Ki(θe)xi,e(θe, δ) +Kα(θe)αe +Kh(θe)he(θe, δ). (4.78)
En supposant que Ki(θe) 6= 0, xi,e(θe, δ) est donc caractérisé par les conditions d’équilibre
βe(θe, δ) et he(θe, δ), respectivement données par (4.73) et (4.74).
Puisque la variable de séquencement α correspond à un signal endogène, le contrôleur sé-
quencé C(κ), une fois placé en boucle fermée avec S(δ), exhibe une dynamique non linéaire.
Le calcul de sa dynamique linéarisée Cl(θe, δ) au point de fonctionnement θe donne :
Cl(κ,θe, δ) =

δx˙i =δαr − δα
δβc =Ki(θe)δxi +
[
Kα(θe) +KTCCα (θe, δ)
]
δα +Kh(θe)δh
+Kα˙(θe)δα˙ +Kh˙(θe)δh˙+KTCCU (θe, δ)δU
(4.79)
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où les TCC, compte tenu de (4.78), sont donnés par :
KTCCα (θe, δ) =
1
Ki(θe)
∂Ki
∂α
∣∣∣∣∣
θe
βc,e(θe, δ) +
[
∂Kα
∂α
∣∣∣∣∣
θe
− Kα(θe)
Ki(θe)
∂Ki
∂α
∣∣∣∣∣
θe
]
αe (4.80a)
+
[
∂Kh
∂α
∣∣∣∣∣
θe
− Kh(θe)
Ki(θe)
∂Ki
∂α
∣∣∣∣∣
θe
]
he(θe, δ),
KTCCU (θe, δ) =
1
Ki(θe)
∂Ki
∂U
∣∣∣∣∣
θe
βc,e(θe, δ) +
[
∂Kα
∂U
∣∣∣∣∣
θe
− Kα(θe)
Ki(θe)
∂Ki
∂U
∣∣∣∣∣
θe
]
αe (4.80b)
+
[
∂Kh
∂U
∣∣∣∣∣
θe
− Kh(θe)
Ki(θe)
∂Ki
∂U
∣∣∣∣∣
θe
]
he(θe, δ).
La dynamique du système en boucle fermée linéarisée au point d’opération θe ainsi obtenue
est illustrée à la Fig. 4.14. Conformément à l’étude générale des TCC effectuée dans le
Chapitre 3, on note l’apparition d’un bouclage interne de gain KTCCα (θe, δ) introduit par
la nature endogène de la variable de séquencement α, ainsi qu’une entrée de perturbation
KTCCU (θe, δ) introduite par la nature exogène de la variable de séquencement U .
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Kh(θe)
Kα˙(θe)
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KTCCα (θe, δ)
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1
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× ×
×
×
×
×
δαr + δe δxi+
δβc
δh˙
δα˙
δh
δU
δα
−
+
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+
+
+
+
+
+
δU +
TCC
Figure 4.14 Dynamique linéarisée du BACT en boucle fermée utilisée à des fins de synthèse
Afin de tenir compte de manière explicite des TCC, on introduit une structure de séquen-
cement pour les gains du contrôleur. Dans cette étude, on opte pour un séquencement sous
forme de polynômes quadratiques des variables de séquencement. En d’autres termes, pour
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tout gain K ∈ {Ki, Kα, Kh, Kα˙, Kh˙}, on impose a priori :
∀θ = (U, α) ∈ Θ, K(θ) = K00 +K10U +K01|α|+K20U2 +K11U |α|+K02|α|2, (4.81)
où K00, K10, . . . , K02 constituent les paramètres ajustables du contrôleur séquencé. De la
sorte, l’ensemble des 30 paramètres ajustables liés aux cinq gains séquencés Ki, Kα, Kh, Kα˙,
et Kh˙ sont réunis dans le vecteur de paramètres ajustables κ ∈ R30. Comme dans le cas
du missile, la valeur absolue est utilisée afin de tirer avantage des propriétés de symétrie du
système. En l’occurent le modèle du BACT n’est pas réellement symétrique relativement à
α = 0 puisque kα n’est pas une fonction paire. Néanmoins, les dynamiques Cl((Ue, αe), δ) et
Cl((Ue,−αe), δ) sont numériquement très proches sur la plage de fonctionnement du système.
On calcule à présent de manière explicite les dérivées partielles des gains séquencés interve-
nant dans les TCC (4.80a) et (4.80b). Pour K ∈ {Ki, Kα, Kh, Kα˙, Kh˙} on a :
∀(α,M) ∈ Θ,

∂K
∂α
= sign(α) (K01 +K11U + 2K02|α|) , lorsqueα 6= 0
∂K
∂U
= K10 +K11|α|+ 2K20U
(4.82)
Une nouvelle fois, la formule de séquencement (4.81) implique que la dérivée partielle ∂K/∂α
n’existe pas en α = 0. Néanmoins, par un raisonnement analogue à celui effectué sur le missile,
la dynamique linéarisée donnée par (4.79) demeure valide avec KTCCα ((0,Me) , δ) = 0. Ce
résultat est compatible avec (4.82) en adoptant la convention sign(0) = 0.
Synthèse du contrôleur séquencé Afin de résoudre ce problème de synthèse par l’utili-
sation des méthodes de synthèse H∞ structurée, les critères de performances sont reformulés
sous la forme de contraintes H∞ et placement de pôles.
– La première fonction coût λ1(κ,θe, δ) vise à garantir un taux de convergence minimal de
αp = −0.3 du système bouclé. La seconde fonction coût λ2(κ,θe, δ) est définie pour assurer
un taux d’amortissement minimal ξp = 0.2. Même s’il serait désirable d’imposer une valeur
de ξp plus élevée, cela aboutirait à imposer des contraintes de design trop sévères sur les
pôles les plus rapides du BACT qui sont relativement mal amortis, pouvant aboutir à des
efforts de commande importants.
– La performance en suivi de référence quant à l’angle de torsion α vis-à-vis du signal de
référence αr est spécifiée en contraignant la fonction de transfert Tαr→e(κ,θe, δ) liant αr à
l’erreur en suivi e = αr − α. Le suivi de référence étant désiré aux basses et moyennes fré-
quences, on introduit la contrainte λ3(κ,θe, δ) = ||Tαr→e(κ,θe, δ)W3||∞ où la pondération
est sélectionnée comme étant W3 = (s+ 2)/(5(s+ ε)) avec ε = 10−6.
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– De manière à éviter des vitesses de braquage excessives de la gouverne, on introduit la
fonction coût λ4(κ,θe, δ) =
∣∣∣∣∣∣Tαr→β˙(κ,θe, δ)W4∣∣∣∣∣∣∞ où W4 = 0.05s/(s+ 1).
– Finalement, de manière à prévenir l’entrée de signaux hautes fréquences dans l’actionneur,
on considère la fonction coût λ5(κ,θe, δ) = ||Tαr→βc(κ,θe, δ)W5||∞ avec la pondération
W5 = 0.6s/(s+ 10).
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Figure 4.15 Discrétisation du domaine d’opération du BACT
La discrétisation du domaine d’opération Θd ⊂ Θ considérée à des fins de synthèse, telle
qu’illustrée à la Fig. 4.15, est composée de 66 points d’opération. Le domaine incertain est
quant à lui discrétisé comme suit : ∆d = {−0.1,−0.05, 0, 0.05, 0.1} ⊂ ∆. Similairement au
design sur le missile, une condition initiale adéquate du contrôleur séquencé est obtenue sur
la base d’un design point à point et d’une méthode des moindres carrés. Le problème de
synthèse du contrôleur autoséquencé prend alors la forme suivante :
inf
κ∈Kstab
max
θe∈Θd, δ∈∆d, i∈{1,...,5}
λi(κ,θe, δ). (4.83)
où Kstab ⊂ K représente l’ensemble des vecteurs κ ∈ K stabilisant internement le système
bouclé pour tout θe ∈ Θd et δ ∈ ∆d.
Deux synthèses des gains du contrôleur autoséquencé ont été effectuées. La première, dite
« classique », a été effectuée en négligeant la contribution des TCC. En d’autre termes, on
impose KTCCα = KTCCU = 0 au niveau de la dynamique linéarisée du contrôleur séquencé
Cl(κ,θe, δ) caractérisée par (4.79). L’architecture de la dynamique linéaire du système en
boucle fermée utilisée à des fins de synthèse correspond alors à celle de la Fig. 4.14 dont
on aurait supprimé les composantes en rouge. La seconde synthèse « avec TCC » inclus
explicitement l’impact des TCC donnés par (4.80a) et (4.80b). Dans cette configuration,
l’architecture de contrôle utilisée à des fins de synthèse correspond exactement à celle décrite
107
par la Fig. 4.14. Les résultats découlant de la synthèse sont résumés dans le Tab. 4.4 9.
Tableau 4.4 Résultats de la synthèse H∞ structurée sur le BACT
Synthèse Norme H∞ initiale Norme H∞ finale Itérations Temps de calcul
Classique 517.1 1.99 119 4 min 55 s
Avec TCC 8.40 1.22 135 12 min 59 s
La condition initiale obtenue sur la base d’une méthode des moindres carrés donne lieu à
une valeur très dégradée de la fonction coût pour le problème d’autoséquencement. En effet,
alors que pour le design préliminaire point à point la plus grande valeur obtenue du gain
d’optimisation était de 1.14, la condition initiale de l’autoséquencement aboutit à un gain de
517.1. Un tel résultat semblerait, à première vue, indiquer que la formule de séquencement
adoptée pour les gains n’est pas suffisamment riche. Cependant, l’optimisation des gains avec
séquencement quadratique en tenant compte simultanément des 330 modèles LTI permet
d’obtenir un compromis bien plus satisfaisant avec un gain final de 1.99. Cependant, après
la réintégration a posteriori de l’impact des TCC, ce gain se dégrade, passant de 1.99 à 8.40.
Cela tend une nouvelle fois à démontrer l’impact primordial des TCC sur la dynamique du
système bouclé. Utilisant le résultat de la synthèse classique comme condition initiale de
la synthèse tenant compte des TCC, la nouvelle synthèse des gains permet d’atteindre un
gain final de 1.22. On note en particulier que le gain atteint par l’inclusion des TCC est
très significativement inférieur à celui obtenu avec la synthèse classique. Ce résultat met en
lumière le fait que, en dépit de leur contribution généralement qualifiée dans la littérature
de parasitaire, les TCC peuvent contribuer à améliorer les performances du système bouclé
lorsqu’ils sont adéquatement considérés dans la phase de synthèse.
Évaluation comparative du comportement du système non linéaire en boule fer-
mée Le contrôleur autoséquencé C(κ) précédemment synthétisé est implémenté sur le sys-
tème non linéaire d’origine S(δ) tel qu’illustré à la Fig. 4.13. Les performances des deux
ajustements du contrôleur autoséquencé sont évaluées de manière comparative. Le premier
objectif est d’évaluer la capacité du contrôleur à supprimer le phénomène de flutter tout en
fournissant un niveau de performance adéquat en termes de temps de réponse et d’amortis-
sement. À cette fin, on considère une vitesse d’écoulement de l’air de U = 15 m/s avec la
condition initiale α0 = 5◦ et h0 = 0.01 m pour laquelle le BACT présente un cycle limite
d’oscillation. Le système, initialement en boucle ouverte, est placé en boucle fermée à t = 5 s.
Finalement, la performance en suivi de référence est évaluée en imposant la valeur de ±8◦
9. Résultats obtenus avec un ordinateur présentant un quad-core intel i7-3630QM cadencé à 2.40GHz avec
16.00GB RAM et Matlab 2014b.
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à l’entrée de référence à l’instant t = 10 s. Les résultats de simulation sont illustrés à la
Fig. 4.16 avec une évolution des gains du contrôleur montrée à la Fig. 4.17.
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Figure 4.16 Réponse du BACT en boucle fermée en suppression du flutter et en suivi de
référence pour U = 15 m/s
Les deux contrôleurs séquencés suppriment avec succès le flutter en moins d’une seconde
(Figs. 4.16(a) et 4.16(b)) avec un effort de commande raisonnable (Fig. 4.16(c)). Cependant,
le contrôleur séquencé synthétisé en négligeant les TCC ne permet pas d’opérer correcte-
ment le système pour des angles de torsion supérieurs ou égaux à ±8◦. De telles références
provoquent en effet la déstabilisation du système bouclé. Inversement, le contrôleur séquencé
synthétisé en tenant compte des TCC maintient la stabilité du système bouclé avec un niveau
de performance adéquat en termes de temps de réponse et d’amortissement.
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Figure 4.17 Évolution des gains du contrôleur lorsque placé en boucle fermée avec le BACT
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On se focalise à présent sur la simulation du BACT en boucle fermée avec le contrôleur
synthétisé en présence des TCC. La figure 4.18 illustre la réponse du système bouclé pour
les vitesses d’écoulement de l’air U ∈ {10, 11, . . . , 19, 20}m/s en suppression de flutter et en
suivi de référence pour αr ∈ {−10◦,−8◦, . . . , 8◦, 10◦}. Ce résultat confirme que la stratégie
de contrôle permet une suppression adéquate du flutter et un bon suivi de référence pour
αr ∈ [−10◦, 10◦], autant en termes de temps de réponse que d’amortissement. L’effort de
commande demeure satisfaisant, à l’exception des configurations aérodynamiques les moins
favorables, i.e., pour de faibles vitesses d’écoulement de l’air U ≤ 12m/s et pour de larges
valeurs du signal de référence αr.
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Figure 4.18 Réponse du BACT en boucle fermée en suppression du flutter et en suivi de
référence U ∈ {10, 11, . . . , 19, 20}m/s
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Finalement, la robustesse de la stratégie de contrôle est évaluée pour des perturbations de
la rigidité structurelle en torsion du BACT atteignant les ±10%. Sur la base de la Fig. 4.19,
on observe que le contrôleur séquencé garantit la suppression robuste du flutter et un bon
niveau de performance en suivi de référence.
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Figure 4.19 Réponse du BACT en boucle fermée en suppression du flutter et en suivi de
référence pour U = 16 m/s et une perturbation du coefficient de rigidé en torsion atteignant
les ±10%
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4.2 Approche modale par placement de structure propre
La Section 4.1 a permis de mettre en avant la méthode d’autoséquencement des gains comme
étant une méthode pertinente qui permet la gestion efficace des TCC dans le processus de
synthèse des contrôleurs séquencé. La solution proposée dans la Section 4.1 repose sur des
méthodes de synthèse H∞ structurée dont la mise en œuvre pratique peut s’avérer complexe
(choix des canaux de performance, optimisation multiobjectif, nécessité de lisser l’effort d’op-
timisation sur le domaine d’opération, importance du choix de la condition initiale, ...). Dans
cette section, une approche basée sur le placement de structure propre est proposée. Bien
que ne permettant pas de prendre en compte autant de critères qu’une synthèse H∞ structu-
rée, cette approche présente l’avantage d’une plus grande simplicité dans sa mise en œuvre
pratique. La Sous-Section 4.2.1 présente quelques rappels quant à la méthode de placement
de structure propre et son extension au problème du séquencement des gains. L’extension de
la méthode quant à l’inclusion des TCC est détaillée dans la Sous-Section 4.2.2. Finalement,
des exemples d’application sont présentés dans la Sous-Section 4.2.3.
4.2.1 Rappels sur le placement de structure propre
L’un des aspects primordiaux du contrôle de systèmes LTI réside dans la capacité de la
stratégie de contrôle adoptée à placer correctement les pôles du système en boucle fermée.
Plus généralement, dans le cadre de systèmes multi-entrées multi-sorties, le placement de
structure propre vise à placer à la fois les pôles et les vecteurs propres associés du système
bouclé.
4.2.1.1 Décomposition modale
Afin de mettre en lumière l’impact des valeurs propres et des vecteurs propres sur la réponse
temporelle, considérons le système :
x˙ = Ax+ Bu, (4.84)
où A ∈ Rn×n et B ∈ Rn×m. On suppose que le signal d’entrée est tel que u ∈ L2(0, T )
pour tout T ≥ 0. Afin de simplifier l’étude, supposons que A admette n valeurs propres
λ1, . . . , λn ∈ C deux à deux distinctes 10. Notons alors u1, . . . ,un ∈ Cn les vecteurs propres
associés et posons la matrice U =
[
u1 . . . un
]
∈ Gln(C). De l’identité AU = UΛ où
10. Dans le cas d’une matrice A dont au moins l’une des valeurs propres est de multiplicité supérieure ou
égale à deux, des développements analogues peuvent être menés en remplaçant l’étape de diagonalisation par
l’étape d’obtention de la forme de Jordan.
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Λ = diag(λ1, . . . , λn) ∈ Cn, on obtient que A = UΛU−1. En notant v1, . . . ,vn ∈ Cn les
colonnes de (U−1)>, la solution du système associée à la condition initiale x0 ∈ Rn est
donnée pour tout t ≥ 0 par :
x(t) = eAtx0 +
∫ t
0
eA(t−τ)Bu(τ)dτ
= UeΛtU−1x0 +
∫ t
0
UeΛ(t−τ)U−1Bu(τ)dτ
=
n∑
i=1
(v>i x0)eλitui︸ ︷︷ ︸
Réponse à la condition initiale
+
n∑
i=1
∫ t
0
(v>i Bu(τ))eλi(t−τ)dτ ui︸ ︷︷ ︸
Réponse forcée
. (4.85a)
La réponse du système, autant pour sa composante homogène liée à la condition initiale
que pour sa composante forcée, se présente comme étant la somme de la contribution des
différents modes (λi,ui). On observe en particulier, autant au niveau de la réponse homogène
que de la réponse forcée, que le i-ème mode du système, à travers le terme eλit, se trouve
être exclusivement excité dans la direction du vecteur propre ui associé 11. Si l’entrée de
commande u est choisie de telle sorte que Bu = αui0 avec α ∈ L2(0, T ) pour tout T ≥ 0, on
obtient que :
x(t) =
∫ t
0
α(τ)eλi0 (t−τ)dτ ui0 + ot→+∞(e
ωt), (4.86)
pour ω > ω0 = max(Re(λ1), . . . ,Re(λn)). En particulier, si A est Hurwitz, i.e., ω0 < 0, on
peut prendre ω0 < ω < 0, traduisant le fait que la composante liée à la condition initiale x0
converge exponentiellement vers 0. La réponse du système se retrouve ainsi dominée par le
i0-mode dans la direction ui0 .
Le résultat précédent portant sur la décomposition modale est le fondement de l’approche
modale par placement de structure propre qui permet, en choisissant judicieusement les
vecteurs propres, d’assigner les modes du système sur certaines sorties ou états.
4.2.1.2 Placement de structure propre
Considérons un système LTI donné par la représentation d’état :
 x˙ = Ax+ Buy = Cx+ Du (4.87)
11. Dans le cas général d’une matrice A présentant au moins une valeur propre avec multiplicité supérieure
ou égale à deux, l’excitation se produit dans le sous-espace propre associé à la valeur propre.
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où A ∈ Rn×n, B ∈ Rn×m , C ∈ Rp×n et D ∈ Rp×m. Supposons que la stratégie de contrôle
consiste à trouver un gain de retour de sortie K ∈ Rm×p. La commande prend alors la forme
u = Ky. De manière à assurer que le système en boucle fermée ainsi posé est bien défini,
i.e., que les fonctions de transfert rentrant en jeu sont bien définies et propres (Zhou et al.,
1996), il faut supposer que Ip−KD ∈ Glp(R). Dans la majorité des applications, D = 0p×m,
rendant la condition trivialement satisfaite pour tout gain de retour de sortie K ∈ Rm×p.
Sous cette hypothèse, on obtient la dynamique en boucle fermée suivante :
x˙ =
[
A + BK (Ip −DK)−1 C
]
x
y = (Ip −DK)−1 Cx
(4.88)
L’objectif du placement de structure propre est alors de trouver un gain K ∈ Rm×p permettant
de placer les valeurs propres et les vecteur propres correspondant du système en boucle fermée.
Plus précisément, on a la définition suivante.
Définition 4.1 Soit un système LTI (A,B,C,D) ∈ Rn × Rn×m × Rp×n × Rp×m. La paire
(λ,v) ∈ C × Cn\{0} est dite assignée par le retour de sortie K ∈ Rm×p si λ est une valeur
propre du système bouclé avec v pour vecteur propre correspondant, i.e.,
[
A + BK (Ip −DK)−1 C
]
v = λv. (4.89)
La résolution directe du placement de structure propre tel que formulé par (4.89) n’est pas
aisé dans la mesure où la matrice de gain K y intervient de manière non linéaire. De manière
à simplifier la résolution de ce problème, fixons (λ,v) ∈ C× Cn\{0} la paire à assigner par
le retour de sortie K. Introduisons le vecteur w = (Im − KD)−1KCv qui, par définition,
satisfait K (Cv + Dw) = w. En notant que K (Ip −DK) = (Im −KD) K, on obtient que 12
w = K(Ip−DK)−1Cv. Ainsi, (4.89) est équivalent à Av+ Bw = λv. On en déduit alors le
théorème suivant qui est le fondement des méthodes de placement de structure propre.
Théorème 4.5 (Le Gorrec et al. (1998)) Soit un système LTI (A,B,C,D) ∈ Rn×Rn×m×
Rp×n×Rp×m. La paire (λ,v) ∈ C×Cn\{0} est assignée par le retour de sortie K ∈ Rp×m si
12. Un calcul direct sur la recherche d’un élément du noyau des différentes matrices montre que Ip−KD ∈
Glp(R)⇔
[
Ip D
K Im
]
∈ Glm+p(R)⇔ Im −DK ∈ Glm(R)
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et seulement s’il existe w ∈ Cm tel que
[
A− λIn B
] v
w
 = 0, (4.90a)
K (Cv + Dw) = w. (4.90b)
L’avantage de la formulation du Théorème 4.5 comparativement à la formulation de (4.89)
réside dans le fait que le gain K y intervient de manière affine. La condition (4.90a) consiste
à trouver un vecteur dans le noyau de
[
A− λIn B
]
, i.e.,
v
w
 ∈ ker ([A− λIn B]). Un
tel vecteur existe toujours puisque dimC
(
ker
([
A− λIn B
]))
≥ m ≥ 1. Lorsque l’on a
dimC
(
ker
([
A− λIn B
]))
= 1, il n’y a pas de degré de liberté quant au placement du
vecteur propre v associé à la valeur propre λ désirée en boucle fermée. A contrario, si
dimC
(
ker
([
A− λIn B
]))
> 1, des degrés de liberté existent quant au choix du vecteur
propre v. D’un point de vue applicatif, on a dans la majorité des cas que rg(B) = m et
λ /∈ spC(A), i.e., la matrice B est de colonne rang plein et la valeur propre à placer en
boucle fermée ne coïncide pas avec un pôle du système en boucle ouverte. Dans ce cas, on
a dimC
(
ker
([
A− λIn B
]))
= m ≥ 1. Sous ces hypothèses, des degrés de libertés existent
quant au choix de v dès lors que m ≥ 2, i.e., une configuration d’un système multi-entrées.
Dans ce cas, le choix du vecteur v peut être dicté par des considérations de type découplage.
En effet, supposons que l’on souhaite placer la valeur propre λ ∈ C de manière à ce qu’elle
n’ait pas d’influence sur une partie des sortie yk = Ckx+ Dku une fois le système placé en
boucle fermée avec le retour de sortie u = Ky. Afin de formuler ce problème, notons que
yk = Ckx+ Dku =
[
Ck + DkK (Ip −DK)−1 C
]
x. (4.91)
Ainsi, sur la base de l’analyse modale de la Sous-Section 4.2.1.1, le mode (λ,v) est découplé
de la sortie yk si et seulement si
[
Ck + DkK (Ip −DK)−1 C
]
v = 0. À la vue de (4.90b), la
dernière égalité est vérifiée si et seulement si Ckv + Dkw = 0. On obtient du Théorème 4.5,
le corollaire suivant.
Corollaire 4.6 Soit un système LTI (A,B,C,D) ∈ Rn × Rn×m × Rp×n × Rp×m. La paire
(λ,v) ∈ C × Cn\{0} est assignée par le retour de sortie K ∈ Rp×m avec découplage sur la
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sortie yk = Ckx+ Dku si et seulement s’il existe w ∈ Cm telle queA− λIn B
Ck Dk
v
w
 = 0, (4.92a)
K (Cv + Dw) = w. (4.92b)
Avec ou sans découplage, on cherche en général à placer simultanément plusieurs paires 13
(λi,vi) ∈ C×Cn\{0} , 1 ≤ i ≤ np. Dans le cas sans découplage (le raisonnement est analogue
pour le cas avec découplage), le Théorème 4.5 mène à chercher w1, . . . ,wnp ∈ Cm et K ∈
Cm×p tels que pour tout i ∈ {1, . . . , np},
[
A− λiIn B
] vi
wi
 = 0 et K (Cvi + Dwi) = wi.
En particulier, en posant V =
[
v1 . . . vnp
]
et W =
[
w1 . . . wnp
]
, la seconde condition
s’écrit de manière compacte sous la forme K (CV + DW) = W. Si une solution existe pour
cette équation matricielle, et si CV + DW est de ligne rang plein, i.e., rg (CV + DW) = p,
alors K = W (CV + DW)†. Cependant, sous la seule hypothèse que CV + DW est de ligne
rang plein, il n’est pas garanti que la matrice définie par W (CV + DW)† vérifie bel et bien
l’égalité matricielle W (CV + DW)† (CV + DW) = W. Ainsi, en général, la procédure de
synthèse consiste à :
1. choisir les paires (λi,vi) ∈ C× Cn\{0} , 1 ≤ i ≤ np, à assigner en boucle fermée ;
2. calculer pour 1 ≤ i ≤ np les vecteurs w1, . . . ,wnp ∈ Cm tels que :
– cas du placement sans découplage :
[
A− λiIn B
] vi
wi
 = 0 ;
– cas du placement avec découplage :
A− λiIn B
Ck,i Dk,i
vi
wi
 = 0 ;
3. vérifier si CV + DW est de ligne rang plein ;
4. vérifier si W (CV + DW)† (CV + DW) = W .
Dans ce cas, l’unique gain fournissant le placement de structure propre désiré est donné par
K = W (CV + DW)†. Si le point 3 est vérifié mais que le point 4 est mis en défaut, cela
indique qu’il n’existe pas de solution au placement de structure propre désiré. Ce cas de
figure peut par exemple se produire lorsque l’on essaye de placer plus de valeurs propres
que la dimension du système (np > p) ou lorsque les vecteurs propres à placer ne forment
pas une famille libre de vecteurs de Rn. Un tel problème peut également survenir lorsque la
13. D’un point de vue théorique, les λi ∈ C peuvent être sélectionnés de manière quelconque. Néanmoins,
travaillant avec des systèmes à coefficients réels et désirant obtenir un gain de retour de sortie également
à coefficients réels, l’ensemble des valeurs propres λi imposées au système en boucle fermée, comptées avec
multiplicité, doit être involutif par passage au conjugué.
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représentation d’état du système en boucle ouverte n’est pas minimale (présence de modes
cachés).
4.2.1.3 Autoséquencement des gains
La méthode de placement de structure propre peut être mise à profit dans le cadre de l’auto-
séquencement des gains. En effet, considérons un système linéaire (A(θ),B(θ),C(θ),D(θ))
où θ ∈ Θ représente le paramètre de séquencement. Dans cette configuration, on cherche à
séquencer le gain de retour de sortie de dimension m× p comme suit :
K(θ) = K1φ1(θ) + . . .+ Krφr(θ), (4.93)
où K1, . . . ,Kr ∈ Rm×p sont les gains ajustables du contrôleur et φ1, . . . , φr : Θ → R sont
des fonctions de séquencement choisies a priori. La synthèse d’un tel contrôleur séquencé
peut être effectuée par la technique du placement de structure propre en tirant avantage du
produit de Kronecker : pour M = (mi,j)i,j ∈ Cm×n et N ∈ Cp×q quelconques, leur produit de
Kronecker est la matrice M⊗N ∈ Cnp×mq définie par
M⊗N =

m11N . . . m1nN
... . . . ...
mm1N . . . mmnN
 . (4.94)
On a alors le lemme suivant.
Lemme 4.7 (Magni (1999)) La synthèse du gain de retour de sortie séquencé (4.93) est
équivalente à la synthèse dans le cadre d’une approche multimodèle du contrôleur par retour
de sortie :
KGS =
[
K1 K2 . . . Kr
]
∈ Rm×pr, (4.95)
relativement au système augmenté :
(A(θ), B(θ), Φ(θ)⊗C(θ), Φ(θ)⊗D(θ)) , (4.96)
où Φ(θ) =
[
φ1(θ) . . . φr(θ)
]>
.
Ainsi, la stratégie d’autoséquencement nécessite d’augmenter le nombre p de sorties du sys-
tème à contrôler à pr sorties. En combinant le Théorème 4.5 et le Lemme 4.7, il est possible
de tirer profit des capacités multimodèle de la synthèse par placement de structure propre en
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considérant simultanément plusieurs points de fonctionnement couvrant le domaine d’opéra-
tion Θ.
4.2.1.4 Exemple de mise en œuvre et émergence des termes de couplage cachés
La mise en œuvre de la méthode d’autoséquencement par placement de structure propre est
illustrée sur l’exemple du missile introduit à la Sous-Section 4.1.4.1 et est issue de l’article
(Döll et al., 2001). Au point de fonctionnement θe = (αe,Me), la dynamique du système
linéarisé est donnée sous forme de la représentation d’état suivante 14 :
Sl(θe) =
 δx˙ = A(θe)δx+B(θe)δuδy = C(θe)δx (4.97)
où x =
[
α q δt δ˙t
]>
, u = δc et y =
[
η q
]>
. La stratégie de contrôle adoptée est celle d’un
retour d’état avec composante intégrale :
Cl(θe) =
 δx˙i = δηc − δηδu = Ki(θe)δxi +Kη(θe)δη +Kq(θe)δq (4.98)
où Ki, Kη et Kq sont les trois gains du contrôleur à séquencer sur le domaine d’opération
Θ. Le séquencement est spécifié a priori sous la forme d’un polynôme quadratique du point
de fonctionnement θ = (α,M). Sur la base de (4.93), on choisit donc de prendre r = 6
avec φ1(θ) = 1, φ2(θ) = |α|, φ3(θ) = M , φ4(θ) = α2, φ6(θ) = |α|M et φ5(θ) = M2. La
méthode de placement de structure propre étant formulée pour une configuration de type
retour de sortie, la composant intégrale du contrôleur est incluse dans une augmentation de
la dynamique du système :
Sl,a(θe) =

δx˙
δx˙i
 = Aa(θe)
δx
xi
+ Ba(θe)
 δu
δηc

δxi
δy
 = Ca(θe)
δx
δxi
 (4.99)
14. Contrairement à l’approche basée sur la synthèse H∞ structurée, on ne tient pas compte ici des aspects
de robustesse, i.e., δn = δm = 0.
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avec
Aa(θe) =
 A(θe) 04×1
−Cη(θe) 0
 , Ba(θe) =
B(θe) 04×1
0 1
 , Ca(θe) =
 01×4 1
C(θe) 0
 ,
(4.100)
où Cη(θe) est la sortie associée à l’accélération normale η, correspondant à la première
ligne de la matrice C(θe). Dès lors, sur la base du système augmenté Sl,a(θe), le pro-
blème de synthèse se résume au problème du design du contrôleur par retour de sortie δu =[
Ki(θe) Kη(θe) Kq(θe)
] δxi
δy
. Dans le design, on souhaite assigner les valeurs propres au
système en boucle fermée telles que données dans le Tab. 4.5 (Döll et al., 2001).
Tableau 4.5 Points d’opération et valeurs propres associées désirées pour le système en boucle
fermée
Me αe λr λc
θ1 4 20◦ −14 −19± 19j
θ2 4 0◦ −13.9 −15± 16j
θ3 2 0◦ −12 −12± 12j
θ4 2 20◦ −13.5 −13.5± 13.5j
θ5 4 10◦ −13.7 −13.7± 13.7j
θ6 3 0◦ −12.5 −12.5± 12.5j
Le nombre de gains ajustables dans la synthèse est de 3 × 6 = 18, ce qui correspond au
nombre de valeurs propres que l’on souhaite placer. On a donc autant de contraintes que de
degrés de liberté. On augmente alors l’équation de sortie du système tel que suggéré par le
Lemme 4.7 et on applique ensuite le Théorème 4.5 pour synthétiser les gains du contrôleur
autoséquencé.
L’étape de synthèse étant à présent complétée, il reste à implémenter le contrôleur séquencé
sur le système non linéaire d’origine. Pour cela on recourt à l’implémentation classique C(κ)
(4.57) illustrée à la Fig 4.5 dont on sait déjà qu’elle va mener à l’émergence de TCC. Ce
résultat se visualise aisément au niveau de l’analyse de l’implémentation finale. En effet,
on souhaite qu’une fois le système non linéaire S placé en boucle fermée avec le contrôleur
séquencé C(κ), la linéarisation du système bouclé (illustré à la Fig 4.5) au point d’opération
θe donne lieu à un système linéaire dont les caractéristiques correspondent au placement de
pôles désiré du Tab 4.5. Or ce n’est pas le cas comme l’illustre les résultats du Tab. 4.6.
On observe en effet que les placements de pôles obtenus pour les points d’opération θ1, θ4 et
θ5 différent de ceux initialement imposés lors de la synthèse 15. En particulier pour θ5, alors
15. Notons que les résultats coïncident pour les points d’opération θ2, θ3 et θ6. Cela provient du fait que
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Tableau 4.6 Position des pôles du système en boucle fermée pour des gains synthétisés en ne
tenant pas compte de l’impact des TCC et implémentés avec C(κ)
Me αe λr λc
θ1 4 20◦ −10.3 −19.5± 24.2j
θ2 4 0◦ −13.9 −15± 16j
θ3 2 0◦ −12 −12± 12j
θ4 2 20◦ −34.2 −5.90± 10.8j
θ5 4 10◦ −47.9 −1.51± 10.6j
θ6 3 0◦ −12.5 −12.5± 12.5j
que l’on souhaitait imposer un amortissement de
√
2/2 ≈ 0.707, le résultat final donne lieu
à un système mal amorti avec un facteur d’amortissement d’approximativement 0.141. On
s’attend donc au niveau temporel à observer des dépassements importants en suivi d’entrées
de référence de type échelon. Dans la littérature, ce problème a généralement été adressé via
l’ajout ad hoc de pré-filtres permettant d’atténuer les dépassements (Döll et al., 2001). Nous
allons voir qu’un tel ajout est en réalité non nécessaire et que l’intégration explicite des TCC
dans la méthode de placement de structure propre permet de résoudre ce problème.
4.2.2 Inclusion des termes de couplage cachés dans le placement de structure
propre
L’inclusion des TCC dans la méthode de placement de structure propre pour l’autoséquen-
cement des gains a été présentée dans deux articles de conférences (Lhachemi et al., 2016c,d)
et deux articles de journaux publiés dans Journal of Guidance, Control, and Dynamics (Lha-
chemi et al., 2017c) et Control Engineering Practice (Lhachemi et al., 2017d). Les différents
éléments qui y sont présentés sont ici repris.
4.2.2.1 Discussion préliminaire sur l’impact de la position du gain intégral
L’étude présentée se scinde en deux parties, les deux portant sur la synthèse d’un contrôleur
séquencé par retour de sortie avec composante intégrale. La première partie de l’étude est
présentée dans la Sous-Section 4.2.2.2 et se focalise sur le cas où le gain de l’intégrateur se
situe en amont de la composante intégrale. La seconde partie est présentée dans la Sous-
Section 4.2.2.3 et s’intéresse à un gain de l’intégrateur se situant en aval de la composante
intégrale. Dans le cas de figure d’un gain intégral Ki statique (i.e., Ki ∈ R), une telle per-
mutation n’a aucun impact sur la dynamique du contrôleur outre un facteur d’échelle quant
les TCC sont nuls pour αe = 0, confère (4.61a-4.61b).
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à la valeur de l’état intégral. Cependant, dans le cas d’un contrôleur séquencé par l’intermé-
diaire d’une variable endogène, le choix de l’une ou de l’autre des deux configurations a un
impact important sur la structure même des TCC (Rugh and Shamma, 2000). Pour illustrer
cela, considérons l’exemple d’un système mono-entrée u(t) ∈ R et mono-sortie y(t) ∈ R dont
l’équilibre peut être caractérisé par la valeur de la sortie à l’équilibre, notée ye. Supposons
que l’on souhaite contrôler ce système avec un simple contrôleur PI. L’équilibre du système
étant paramétrisé par la valeur prise par la sortie à l’équilibre, l’implémentation du contrôleur
séquencé est envisagé sous l’une des deux formes suivantes :
CPI,1 ,
 ˙˜xi = Ki(y)(r − y)u = x˜i +Kp(y)y CPI,2 ,
 x˙i = r − yu = Ki(y)xi +Kp(y)y (4.101)
où Ki, Kp : R → R sont deux gains séquencés que l’on suppose de classe C1. On suppose
également que le gain intégral Ki ne s’annule pas. Dans les deux cas, la composante intégrale
permet alors de garantir qu’à l’équilibre l’égalité re = ye est vérifiée. Dans le cas du contrôleur
CPI,1 l’équilibre de la composante intégrale est donnée par x˜i,e = ue − Kp(ye)ye, tandis que
dans le cas du contrôleur CPI,2, on a xi,e = (ue −Kp(ye)ye) /Ki(ye). La linéarisation de la
dynamique du contrôleur CPI,1 associée à la sortie à l’équilibre ye est donnée par
CPI,1,l(ye) =

δz˙i = δr − δy
δu = Ki(ye)δzi +
Kp(ye)+ ∂Kp
∂y
∣∣∣∣∣
ye
ye
 δy (4.102)
où δzi = δx˜i/Ki(ye) (la partie en rouge correspond aux TCC). Dans le cas du second contrô-
leur CPI,2, on obtient que
CPI,2,l(ye) =

δx˙i = δr − δy
δu = Ki(ye)δxi +
[
Kp(ye)+
1
Ki(ye)
∂Ki
∂y
∣∣∣∣
ye
ue +
(
∂Kp
∂y
∣∣∣∣
ye
− Kp(ye)
Ki(ye)
∂Ki
∂y
∣∣∣∣
ye
)
ye
]
δy
(4.103)
En comparant les dynamiques linéarisées données par (4.102) et (4.103), on note que CPI,1
présente des TCC relativement simples dépendant linéairement du gain Kp. A contrario,
les TCC émergeant de CPI,2 présentent une structure plus complexe, dépendant de manière
non linéare des gains Ki et Kp. Cette disparité observée entre les deux architectures de
contrôleurs séquencés provient directement de la nature de la contribution de la composante
intégrale au niveau de l’équation de sortie. En effet, dans le cas de CPI,1, la linéarisation
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du terme x˜i donne simplement lieu à δx˜i. La situation de CPI,2 est plus complexe puisque
le terme intégral intervient sous la forme Ki(y)xi, ce qui donne lieu, après linéarisation, à
Ki(ye)δxi + (∂Ki/∂y) (ye)xi,eδy.
Ainsi, l’étude de la structure des TCC semble indiquer que la synthèse des gains du contrôleur
CPI,1 est plus aisée que celle du contrôleur CPI,2. Néanmoins, la présence d’une composante
intégrale pure est généralement préférable à des fins de rejet de perturbations. Le contrôleur
séquencé CPI,2 semble donc plus adéquat que l’architecture de contrôle CPI,1. Ces deux confi-
gurations, pour le cas général d’un contrôleur par retour de sortie avec composante intégrale,
sont étudiées dans le cadre de la synthèse par placement de structure propre dans les pro-
chains paragraphes. Pour cela, on se place dans le cadre du système à contrôler S donné par
(3.31) tel qu’introduit à la Sous-Section 3.2.2.
Les deux approches se basent sur l’augmentation de la dynamique du système linéarisé avec
la composant intégrale portant sur l’erreur de suivi r−y1. Plus spécifiquement, la dynamique
du système linéarisé Sl(θe) est augmentée comme suit 16 :
Sa,l(θe) ,

δx˙
δx˙i
 = ASa (θe)
δx
δxi
+ BSa (θe)
δu
δr

δxi
δy
 = CSa (θe)
δx
δxi
+ DSa (θe)
δu
δr
 (4.104)
avec
ASa (θe) =
 AS(θe) 0n×p1
−CSy1(θe) 0p1×p1
 , BSa (θe) =
 BSu(θe) 0n×p1
−DSu,y1(θe) Ip1
 , (4.105a)
CSa (θe) =
 0p1×n Ip1
CS(θe) 0p×p1
 , DSa (θe) =
 0p1×m 0p1×p1
DSu(θe) 0p×p1
 , (4.105b)
où CSy1(θe) ∈ Rp1×n et DSu,y1(θe) ∈ Rp1×m correspondent aux p1 première lignes des matrices
CS(θe) et DSu(θe).
4.2.2.2 Gain intégral localisé en amont de l’action intégrale
Dans cette première phase, on s’attache à étudier le contrôle de S par un contrôleur séquencé
par retour de sortie avec gain d’intégration situé en amont de la composante intégrale. Plus
précisément, on s’intéresse à l’architecture de contrôle illustrée à la Fig. 4.20 et dont la
16. La contribution de l’entrée δw est omise car, de par sa nature exogène, n’a pas d’impact sur le placement
de structure propre.
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×× Ki(κ,θ)
Ky(κ,θ)
∫ ur +
θ = ν(y,wm)
−
y1
x˜i
+
y
+
Figure 4.20 Structure du contrôleur nonlinéaire séquencé par retour de sortie avec gain intégal
en amont de la composante intégrale C˜(κ)
dynamique est donnée par :
C˜(κ) ,

˙˜xi = Ki(κ,θ) [r − y1]
u = x˜i + Ky(κ,θ)y
θ = ν(y,wm)
(4.106)
où Ki(κ,θ) ∈ Rm×p1 et Ky(κ,θ) ∈ Rm×p sont des matrices dont les coefficients sont des
fonctions de classe C1 du point d’opération θ ∈ Θ, utilisé comme variable de séquencement.
Ces deux matrices dépendent également du vecteur κ ∈ K ⊂ Rnk rassemblant l’ensemble des
paramètres ajustables au cours de la synthèse. On suppose que m = p1, i.e., que le nombre
d’entrées m du système coïncide avec le nombre de sorties p1 du système à contrôler.
L’équilibre du contrôleur séquencé C˜(κ) au point d’opération θe ∈ Θ, lorsque placé en boucle
fermée avec le système S, est caractérisé par :
0 = Ki(κ,θe)
[
re(θe)− y1,e(θe)
]
ue(θe) = x˜i,e(θe) + Ky(κ,θe)ye(θe)
(4.107)
De manière à garantir une erreur de suivi nulle en régime permanent, on doit donc supposer
que Ki(κ,θe) est de colonne rang plein. Puisque m = p1, cela revient à supposer que le
gain intégral est inversible, i.e., Ki(κ,θe) ∈ Glm(R). Sous cette hypothèse, re(θe) = y1,e(θe)
et l’équilibre de la variable d’intégration est caractérisé de manière unique par x˜i,e(θe) =
ue(θe)−Ky(κ,θe)ye(θe).
La dynamique linéarisée C˜l(κ,θe) du contrôleur séquencé est alors illustrée à la Fig. 4.21 et
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Ki(κ,θe)
Ky(κ,θe)
Kθ(κ,θe)
∂ν
∂y
∣∣∣∣∣
e
∂ν
∂wm
∣∣∣∣∣
e
×
×
δu
δr +
θe = ν(ye,wm,e)
−
δy1
δxi
+
+
+
δy
δwm
+
+
Figure 4.21 Dynamique linéarisée C˜l(κ,θe) du contrôleur séquencé
est caractérisée par :
C˜l(κ,θe) =

δx˙i =δr − δy1
δu =Ki(κ,θe)δxi + Ky(κ,θe)δy + Kθ(κ,θe)δθ
δθ = ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
δy + ∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
δwm
(4.108)
où δxi = Ki(κ,θe)−1δx˜i. En notant θl la l-ième composante de θ, la l-ième colonne du TCC
Kθ prend la forme :
Kθ,l(κ,θe) =
∂Ky
∂θl
∣∣∣∣∣
(κ,θe)
ye. (4.109)
Sur la base du système augmenté (4.104) incluant la contribution de l’intégrateur δxi, le
système bouclé constitué de Sl(θe) et de C˜l(κ,θe) est équivalent au contrôle par retour de
sortie du système Sa,l(θe) avec le gain 17 :
Ka(κ,θe) ,
[
Ki(κ,θe) Ky(κ,θe) + Kθ(κ,θe)
∂ν
∂y
∣∣∣∣∣
ν−1(θe)
]
. (4.110)
La méthode de placement de structure propre n’est pas directement applicable sur Ka(κ,θe)
dans la mesure où Kθ n’est pas indépendant de Kσ et de Ky. Le problème doit donc encore
être reformulé de manière à pouvoir appliquer le Théorème 4.5 portant sur le placement de
structure propre. Pour cela, dans le contexte du Lemme 4.7, on choisit a priori la struc-
17. La contribution de l’entrée wm est omise puisque sa nature exogène la rend non contributive du point
de vue du placement de structure propre.
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ture de séquencement des gains sous la forme de (4.93). Plus précisément, r fonctions de
séquencement φ1, . . . , φr : Θ → R de classe C1 sont choisies a priori, permettant d’effectuer
le séquencement des gains :
∀θ ∈ Θ, Ki(κ,θ) =
r∑
j=1
Ki,jφj(θ), Ky(κ,θ) =
r∑
j=1
Ky,jφj(θ), (4.111)
où le vecteur de paramètres ajustables κ ∈ Rrm(p+p1) rassemble les éléments des matrices
Ki,j ∈ Rm×p1 et Ky,j ∈ Rm×p pour j ∈ {1, . . . , r}. En notant Φ(θ) =
[
φ1(θ) . . . φr(θ)
]>
,
les TCC se réécrivent sous la forme suivante :
Kθ(κ,θe) =
[
Kθ,1(κ,θe) . . . Kθ,s(κ,θe)
]
=
r∑
j=1
Ky,j
(
∇φj(θe)> ⊗ ye(θe)
)
= Kb
JΦ(θe)⊗
 0p1×1
ye(θe)
 , (4.112)
où Kb ∈ Rm×r(p+p1) rassemble les paramètres ajustables :
Kb ,
[
Ki,1 Ky,1 Ki,2 Ky,2 . . . Ki,r Ky,r
]
, (4.113)
et JΦ(θe) dénote la matrice jacobienne de Φ évaluée en θe. Sur la base de l’équation de sortie
de C˜l(κ,θe), on obtient :
δu = Kb
Φ(θe)⊗
δσ
δy
+
JΦ(θe)⊗
 0p1×1
ye(θe)
 ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
δy
 . (4.114)
Sous cette formulation, il est à présent possible de modifier l’équation de sortie du système
augmenté Sa,l(θe) comme suit :
Sb,l(θe) ,

δx˙
δx˙i
 = ASb (θe)
δx
δxi
+ BSb (θe)
δu
δr

Y b = CSb (θe)
δx
δxi
+ DSb (θe)
δu
δr
 (4.115)
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avec ASb (θe) = ASa (θe), BSb (θe) = BSa (θe),
CSb (θe) = Φ(θe)⊗CSa (θe) +
JΦ(θe)⊗
 0p1×1
ye(θe)
 ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
CSa,y(θe),
DSb (θe) = Φ(θe)⊗DSa (θe) +
JΦ(θe)⊗
 0p1×1
ye(θe)
 ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
DSa,y(θe),
(4.116)
où CSa,y(θe) ∈ Rp×(n+p1) et DSa,y(θe) ∈ Rp×(m+p1) dénotent, respectivement, les sous-matrices
CSa (θe) et DSa (θe) correspondant à la sortie du système δy (i.e., les p dernières lignes).
Sous cette nouvelle formulation, la sortie du système est donnée par δu = KbY b où les
composantes de Kb sont statiques (i.e., indépendantes du point d’opération courant θe) et
indépendantes. De la sorte, il est possible d’effectuer la synthèse du contrôleur autoséquencé
en présence de TCC via la technique du placement de structure propre sur la base du système
augmenté Sb,l(θe). Cela est résumé dans la proposition suivante.
Proposition 4.8 Le design du contrôleur séquencé (non linéaire) par retour de sortie C˜(κ)
donné par (4.107), sur la base de la dynamique linéarisée C˜l(κ,θe) exprimée par (4.108) avec
un séquencement des gains choisi sous la forme (4.111) est équivalent au design, dans le
cadre d’une synthèse multimodèle, du gain par retour de sortie Kb relativement au système
augmenté (Ab(θ), Bb(θ), Cb(θ), Db(θ)) où les matrices sont données par (4.116).
Dans la configuration où aucun TCC n’émerge dans la dynamique linéarisée du contrôleur
séquencé, les matrices de l’équation de sortie du système augmenté Sb,l(θe) se réduisent à
CSb (θe) = Φ(θe) ⊗ CSa (θe) et DSb (θe) = Φ(θe) ⊗DSa (θe). Dans ce cas, la Proposition 4.8 se
réduit au résultat du Lemme 4.7.
La procédure de synthèse est alors la suivante. Soient Nθ points d’opération (θk)1≤k≤Nθ ∈ Θ
et Nθ scalaires (λk)1≤k≤Nθ ∈ C. L’objectif du design est de calculer une unique matrice
Kb ∈ Rm×r(p+p1) telle que chaque λk soit un pôle du système bouclé pour le système dont
la représentation d’état en boucle ouverte est donnée par (4.116) avec θe = θk. Si plusieurs
pôles λk, λk+1 . . . , λk′ sont à imposer en boucle fermée pour un unique point d’opération θe,
la procédure précédente est appliquée en prenant θk = θk+1 = . . . = θk′ = θe.
Sur la base du Théorème 4.5 portant sur le placement de structure propre, la première
étape réside dans le calcul d’une paire (vk,wk) ∈ Cn+p1 × Cm pour chaque point d’opé-
ration θk telle que
(
ASb (θk)− λIn+p1
)
vk + BSb,δu(θk)wk = 0, où BSb,δu(θk) et DSb,δu(θk)
dénotent respectivement les m premières colonnes de BSb (θk) et DSb (θk) correspondant à
l’entrée δu. Ensuite, la synthèse consiste à trouver une unique matrice Kb telle que pour tout
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k ∈ {1, . . . , Nθ}, Kb
[
CSb (θk)vk + DSb,δu(θk)wk
]
= wk. En introduisant V =
[
v1 . . . vNθ
]
et W =
[
w1 . . . wNθ
]
, et en supposant que 1) un tel gain Kb existe et 2) CSb (θk)V +
DSb,δu(θk)W est de ligne rang plein, alors on a Kb = W
(
CSb (θk)V + DSb,δu(θk)W
)†
. En
pratique on vérifie 1) CSb (θk)V + DSb,δu(θk)W est de ligne rang plein et 2) l’égalité ma-
tricielle W
(
CSb (θk)V + DSb,δu(θk)W
)† (
CSb (θk)V + DSb,δu(θk)W
)
= W est satisfaite. Si ces
deux conditions sont rencontrées, alors l’unique gain Kb fournissant le placement de structure
propre désiré est donné par Kb = W
(
CSb (θk)V + DSb,δu(θk)W
)†
.
4.2.2.3 Gain intégral localisé en aval de l’action intégrale
×× ∫ Ki(κ,θ)
Ky(κ,θ)
ur +
θ = ν(y,wm)
−
y1
xi +
y
+
Figure 4.22 Structure du contrôleur nonlinéaire séquencé par retour de sortie avec gain intégal
en aval de la composante intégrale C(κ)
Dans cette seconde phase, on s’attache à étudier le contrôle du système S par un contrôleur
séquencé de type retour de sortie pour un gain d’intégration situé en aval de la composante
intégrale. L’architecture de contrôle étudiée est celle de la Fig. 4.22 et la dynamique est
donnée par :
C(κ) ,

x˙i = r − y1
u = Ki(κ,θ)xi + Ky(κ,θ)y
θ = ν(y,wm)
(4.117)
où Ki(κ,θ) ∈ Rm×p1 et Ky(κ,θ) ∈ Rm×p sont des matrices dont les coefficients sont des
fonctions de classe C1 du point d’opération θ ∈ Θ. La dépendance vis-à-vis du vecteur
κ ∈ K ⊂ Rnk dénote la dépendance des matrices relativement à des paramètres ajustables.
Comme pour l’étude précédente, on suppose que le m = p1, i.e., que le nombre d’entrées m
du système coïncide avec le nombre de sorties p1 du système à contrôler.
La mise à l’équilibre de C(κ) au point d’opération θe ∈ Θ, lorsque placé en boucle fermée
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avec le système S, donne les relations :
 0 = re(θe)− y1,e(θe)ue(θe) = Ki(κ,θe)xi,e(θe) + Ky(κ,θe)ye(θe) (4.118)
Ainsi, re(θe) = y1,e(θe) et, sous l’hypothèse que le gain intégral est inversible, la variable
d’intégration à l’équilibre est caractérisé de manière unique par :
xi,e(θe) = Ki(κ,θe)−1 [ue(θe)−Ky(κ,θe)ye(θe)] . (4.119)
La linéarisation de la dynamique du contrôleur séquencé C(κ) au point de fonctionnement
θe donne alors lieu à la dynamique linéarisée Cl(κ,θe) illustrée à la Fig. 4.21 et caractérisée
par :
Cl(κ,θe) =

δx˙i =δr − δy1
δu =Ki(κ,θe)δxi + Ky(κ,θe)δy + Kθ(κ,θe)δθ
δθ = ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
δy + ∂ν
∂wm
∣∣∣∣∣
ν−1(θe)
δwm
(4.120)
En notant θl la l-ième composante de θ, la l-ième colonne du TCC Kθ prend la forme :
Kθ,l(κ,θe) =
∂Ki
∂θl
∣∣∣∣∣
(κ,θe)
xi,e(θe) +
∂Ky
∂θl
∣∣∣∣∣
(κ,θe)
ye(θe). (4.121)
En comparant les contrôleurs séquencés C(κ) et C˜(κ) correspondant, respectivement, à un
gain intégral situé en aval et en amont de la composante intégrale, les dynamique linéarisées
associées données par (4.108) et (4.120) présentent la même structure globale. La différence
intervient dans la structure des TCC respectivement donnés par (4.109) et (4.121). En par-
ticulier, les TCC liés au contrôleur séquencé ici étudié C(κ) font intervenir la composante
intégrale à l’équilibre xi,e(θe).
Comme lors de la première phase de l’étude, on considère le système augmenté (4.104) in-
cluant la contribution de l’intégrateur δxi. Ainsi, le système bouclé résultant de l’intercon-
nexion de Sl(θe) avec Cl(κ,θe) est équivalent au contrôle par retour de sortie du système
Sa,l(θe) via le gain de rétroaction 18 :
Ka(κ,θe) ,
[
Ki(κ,θe) Ky(κ,θe) + Kθ(κ,θe)
∂ν
∂y
∣∣∣∣∣
ν−1(θe)
]
. (4.122)
18. La contribution de l’entrée wm est omise puisque sa nature exogène la rend non contributive du point
de vue du placement de structure propre.
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Dans le contexte du Lemme 4.7, on choisit une nouvelle fois a priori la structure de séquen-
cement des gains sous la forme :
∀θ ∈ Θ, Ki(κ,θ) =
r∑
j=1
Ki,jφj(θ), Ky(κ,θ) =
r∑
j=1
Ky,jφj(θ), (4.123)
où le vecteur de paramètres ajustables κ ∈ Rrm(p+p1) rassemble les éléments des matrices
Ki,j ∈ Rm×p1 et Ky,j ∈ Rm×p pour j ∈ {1, . . . , r}. Les TCC émergeant de Cl(κ,θe) sont alors
reformulés sous la forme suivante :
Kθ(κ,θe) =
[
Kθ,1(κ,θe) . . . Kθ,s(κ,θe)
]
=
r∑
j=1
Ki,j
(
∇φj(θe)> ⊗ xi,e(θe)
)
+
r∑
j=1
Ky,j
(
∇φj(θe)> ⊗ ye(θe)
)
= Kb
JΦ(θe)⊗
xi,e(θe)
ye(θe)
 , (4.124)
où Φ(θ) =
[
φ1(θ) . . . φr(θ)
]>
, JΦ(θe) représente la matrice jacobienne de Φ évaluée en θe
et Kb ∈ Rm×r(p+p1) tel que :
Kb ,
[
Ki,1 Ky,1 Ki,2 Ky,2 . . . Ki,r Ky,r
]
. (4.125)
Sur la base de l’équation de sortie de Cl(κ,θe), on obtient :
δu = Kb
Φ(θe)⊗
δxi
δy
+
JΦ(θe)⊗
xi,e(θe)
ye(θe)
 ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
δy
 . (4.126)
Il est à présent possible de modifier l’équation de sortie du système augmenté Sa,l(θe) afin
d’obtenir la représentation d’état suivante :
Sb,l(θe) ,

δx˙
δx˙i
 = ASb (θe)
δx
δxi
+ BSb (θe)
δu
δr

Y b = CSb (θe)
δx
δxi
+ DSb (θe)
δu
δr
 (4.127)
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avec ASb (θe) = ASa (θe), BSb (θe) = BSa (θe),
CSb (θe) = Φ(θe)⊗CSa (θe) +
JΦ(θe)⊗
xi,e(θe)
ye(θe)
 ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
CSa,y(θe),
DSb (θe) = Φ(θe)⊗DSa (θe) +
JΦ(θe)⊗
xi,e(θe)
ye(θe)
 ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
DSa,y(θe).
(4.128)
où CSa,y(θe) ∈ Rp×(n+p1) et DSa,y(θe) ∈ Rp×(m+p1) dénotent, respectivement, les sous-matrices
CSa (θe) et DSa (θe) correspondant à la sortie du système δy (i.e., les p dernières lignes).
Sous cette nouvelle formulation, la sortie du système est donnée par δu = KbY b où les
composantes de Kb sont statiques (i.e., indépendantes du point d’opération courant θe) et
indépendantes. Cependant, contrairement à la configuration C˜(θe) précédemment étudiée,
les matrices de l’équation de sortie dépendent ici explicitement de la condition d’équilibre
xi,e(θe) de la composante intégrale du contrôleur séquencé. Celle-ci étant caractérisée par la
valeur des gains du contrôleur et les conditions d’équilibre du système (4.118), on obtient,
après reformulation,
ue(θe) = Kb
Φ(θe)⊗
xi,e(θe)
ye(θe)
 . (4.129)
Le problème ainsi reformulé prend alors la forme de la proposition suivante.
Proposition 4.9 Le design du contrôleur séquencé (non linéaire) par retour de sortie C(κ)
donné par (4.118), sur la base de la dynamique linéarisée Cl(κ,θe) exprimée par (4.120) avec
un séquencement des gains choisi sous la forme (4.123) est équivalent au design, dans le
cadre d’une synthèse multimodèle, du gain par retour de sortie Kb relativement au système
augmenté (Ab(θ), Bb(θ), Cb(θ), Db(θ)) où les matrices sont données par (4.128) et avec une
composante intégrale à l’équilibre caractérisée par (4.129).
La procédure de synthèse est alors la suivante. Soient Nθ points d’opération (θk)1≤k≤Nθ ∈ Θ
et Nθ scalaires (λk)1≤k≤Nθ ∈ C. L’objectif du design est de calculer une unique matrice
Kb ∈ Rm×r(p+p1) telle que chaque λk soit un pôle du système bouclé pour le système ont
la représentation d’état en boucle ouverte est donnée par (4.128) avec θe = θk. Tirant
une nouvelle fois profit du Théorème 4.5 portant sur la placement de structure propre, la
première étape est identique à celle de l’étude sur le gain intégral situé en amont de la
composante intégrale. En effet, pour chaque point d’opération θk, on détermine une paire
(vk,wk) ∈ Cn+p1 × Cm telle que
(
ASb (θk)− λIn+p1
)
vk + BSb,δu(θk)wk = 0. Dans un second
temps, la synthèse consiste également à trouver une unique matrice Kb telle que pour tout
k ∈ {1, . . . , Nθ}, Kb
[
CSb (θk)vk + DSb,δu(θk)wk
]
= wk. Cependant, les matrices CSb (θk) et
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DSb (θk) dépendent de la valeur de la condition d’équilibre de la composante intégrale xi,e(θk).
Cette dernière s’exprimant sous la forme (4.129), la synthèse des gains du contrôleur séquencé
consiste donc à déterminer le gain de retour de sorte Kb ∈ Rm×r(p+p1) et les valeurs des
composantes intégrales à l’équilibre xi,e(θ1), . . . ,xi,e(θNθ) ∈ Rp1 tels que
∀k ∈ {1, . . . , Nθ},

ue(θk) = Kb
Φ(θk)⊗
xi,e(θk)
ye(θk)

wk = Kb
[
CSb (θk)vk + DSb,δu(θk)wk
] (4.130)
On obtient donc un système d’équations couplées à résoudre afin d’obtenir le placement de
pôles souhaité.
4.2.3 Applications
La méthode de gestion des TCC sur la base de la technique du placement de structure propre
est mise en œuvre pour les deux mêmes applications que dans le cadre de la synthèse H∞
structurée (Sous-Section 4.1.4), à savoir le contrôle de la dynamique en tangage d’un missile
ainsi que le contrôle de la dynamique flexible d’une section d’aile.
4.2.3.1 Contrôle de la dynamique en tangage d’un missile
On considère à nouveau le modèle du missile tel que présenté à la Sous-Section 4.1.4.1. On
reprend en particulier l’étude menée dans la Sous-Section 4.2.1.4. Les résultats présentés
sont issus des deux articles de conférences (Lhachemi et al., 2016a,c) et de l’article de journal
(Lhachemi et al., 2017d).
Structure de contrôle. On envisage les deux structures de contrôle précédemment étu-
diées, à savoir un contrôleur séquencé par retour de sortie avec gain intégral situé, respective-
ment, en amont et en aval de la composante intégrale. Plus spécifiquement, la configuration
« en aval » C(κ) est caractérisée par la dynamique (4.57) et est illustrée à la Fig 4.5. Pour
la configuration « en amont », la dynamique du contrôleur est illustrée à la Fig. 4.23 et est
caractérisée par :
C˜(κ) ,

˙˜xi =Ki(θ)ηc − η
δc =x˜i +Kη(θ)η +Kq(θ)q
θ =(α,M)
(4.131)
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Ki(θ)
Kη(θ)
Kq(θ)
∫×
× S(δ)
x˜ieηc+
++
+
δc
η
−
q
M
α
M
Figure 4.23 Missile en boucle fermée avec le contrôleur séquencé C˜(κ) corrrespondant à un
gain intégral situé en amont de la composante intégrale
Les TCC pour le contrôleur séquencé C˜(κ), sont donnés par :
KTCCα (θe, δ) =
∂Kη
∂α
∣∣∣∣∣
θe
ηe(θe, δ) +
∂Kq
∂α
∣∣∣∣∣
θe
qe(θe, δ) (4.132a)
KTCCM (θe, δ) =
∂Kη
∂M
∣∣∣∣∣
θe
ηe(θe, δ) +
∂Kq
∂M
∣∣∣∣∣
θe
qe(θe, δ) (4.132b)
qui sont à comparer aux TCC du contrôleur séquencé C(κ) donnés par (4.61a-4.61a).
Augmentation de la dynamique du système pour le placement de structure
propre. En suivant les procédures détaillées dans les Sous-Sections 4.2.2.2 et 4.2.2.3, les
paramètres ajustables du contrôleur sont rassemblés dans Kb ∈ R1×18, prenant la forme :
Kb =
[
Ki,1 Kη,1 Kq,1 Ki,2 . . . Kq,6
]
. (4.133)
La dynamique linéarisée du missile Sl(θe) est augmentée afin d’inclure la composante inté-
grale de la stratégie de contrôle, donnant lieu à la représentation d’état Sl,a(θe) donnée par
(4.99). Ensuite, l’équation de sortie du système augmenté Sl,a(θe) est modifiée en Sl,b(θe)
afin de tenir compte de la structure de séquencement employée pour les gains du contrôleur
conformément au Lemme 4.7. Pour cela, les fonctions utilisées pour le séquencement des gains
sont rassemblées comme suit : Φ(θ) =
[
1 M |α| M2 M |α| α2
]>
. Les matrices de la re-
présentation d’état de Sl,b(θe) sont alors données par Ab(θe) = Aa(θe), Bb(θe) = Ba(θe),
Db(θe) = 018×2 et, pour la configuration du gain intégral situé en amont de la composante
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intégrale (4.116),
Cb(θe) = Φ(θe)⊗

Ca,xi(θe)
Ca,xi(θe)
Ca,q(θe)
+
JΦ(θe)⊗

0
ηe(θe)
qe(θe)

Ca,α(θe), (4.134)
tandis que pour la configuration avec un gain intégral situé en aval de la composante intégrale
(4.128),
Cb(θe) = Φ(θe)⊗

Ca,xi(θe)
Ca,η(θe)
Ca,q(θe)
+
JΦ(θe)⊗

xi,e(θe)
ηe(θe)
qe(θe)

Ca,α(θe), (4.135)
où 19 JΦ(θe) = sign(αe)
[
0 0 1 0 Me 2|αe|
]>
avec la convention sign(0) = 0. Les matrices
Ca,xi(θe), Ca,η(θe), Ca,q(θe) et Ca,α(θe) représentent, respectivement, les lignes de Ca(θe)
correspondant aux sorties du système δxi, δη, δq et δα.
Synthèse des gains du contrôleur séquencé. Sous cette forme, il est possible de procé-
der à la synthèse des gains des deux contrôleurs C(κ) et C˜(κ) en tenant compte de l’impact
des TCC. Les gains ainsi obtenus, pour
1. la synthèse sans tenir compte des TCC telle que effectuée à la Sous-Section 4.2.1.4,
2. la synthèse avec TCC pour C(κ),
3. la synthèse avec TCC pour C˜(κ),
sont donnés, respectivement, dans les Tab. 4.7, Tab. 4.8 et Tab. 4.9.
On note que les gains K1, K2 et K4 obtenus sont identiques pour les trois approches. Cela
provient du fait que ces gains, de par le choix des fonctions de séquencement, n’interviennent
pas dans l’expression des TCC (cf. (4.134) et (4.135) sur la base de l’expression de JΦ(θe)).
Analyse des résultats de synthèse. Afin de valider la phase de synthèse, le système
est placé en boucle fermée avec les différents contrôleurs synthétisés. On a déjà vu que les
gains obtenus en négligeant l’impact des TCC et implémentés avec l’architecture de contrôle
C(κ) aboutissent au placement de pôles du Tab. 4.6, ne coïncidant pas avec le placement
de pôles initialement souhaité du Tab. 4.5. Similairement, l’implémentation de ces mêmes
gains avec l’architecture de contrôle C˜(κ) donne lieu au placement de pôles du Tab. 4.10
19. La matrice jacobienne est ici calculée uniquement relativement à la variable de séquencement endogène
α.
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Tableau 4.7 Gains séquencés du missile par placement de structure propre - Synthèse ne
tenant pas compte des TCC
K Ki Kη Kq
K1 1.9890 −0.3018 0.8019
K2 −0.9998 0.1498 −0.3382
K3 0.4270 0.2247 0.6279
K4 0.1297 −0.0199 0.0394
K5 −0.1045 −0.0274 −0.0986
K6 0.3489 −0.2069 −0.1977
Tableau 4.8 Gains séquencés du missile par placement de structure propre - Synthèse tenant
compte des TCC pour C(κ)
K Ki Kη Kq
K1 1.9890 −0.3018 0.8019
K2 −0.9998 0.1498 −0.3382
K3 0.0041 0.1517 0.3693
K4 0.1297 −0.0199 0.0394
K5 −0.0230 −0.0188 −0.0674
K6 0.4682 −0.1299 0.0219
Tableau 4.9 Gains séquencés du missile par placement de structure propre - Synthèse tenant
compte des TCC pour C˜(κ)
K Ki Kη Kq
K1 1.9890 −0.3018 0.8019
K2 −0.9998 0.1498 −0.3382
K3 0.0777 0.1549 0.3602
K4 0.1297 −0.0199 0.0394
K5 −0.0476 −0.0204 −0.0705
K6 0.6613 −0.0951 0.2099
qui, une nouvelle fois, ne coïncide pas avec celui initialement désiré. A contrario, pour les
deux synthèses effectuées en tenant compte des TCC, correspondant respectivement aux
contrôleurs C(κ) et C˜(κ), la linéarisation de la dynamique en boucle fermée aux différents
points d’opération utilisés dans le design permettent de retrouver le placement de pôles
souhaité du Tab. 4.5. Ces résultats valident les procédures de synthèse employées.
Évaluation comparative du comportement du système non linéaire en boucle
fermée. Pour conclure ce premier exemple d’application, on présente les simulations tem-
porelles correspondant aux différents ajustements obtenus. L’évolution du nombre de Mach
est régie par (4.65). Pour le cas du contrôleur C˜(κ) l’implémentation utilisée est illustrée à la
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Tableau 4.10 Position des pôles du système en boucle fermée pour des gains synthétisés en
ne tenant pas compte de l’impact des TCC et implémentés avec C˜(κ)
θ1 Me αe λr λc
θ1 4 20◦ −5.62 −16.3± 37.0j
θ2 4 0◦ −13.9 −15± 16j
θ3 2 0◦ −12 −12± 12j
θ4 2 20◦ −19.4 −11.2± 11.5j
θ5 4 10◦ −42.7 −2.95± 10.8j
θ6 3 0◦ −12.5 −12.5± 12.5j
Fig. 4.5, tandis que pour le contrôleur séquencé C(κ) l’implémentation est celle de la Fig. 4.23.
Les évolutions temporelles obtenues pour les grandeurs physiques et les gains des contrôleurs
sont illustrées aux Figs. 4.24-4.26. Pour les deux structures de contrôle C˜(κ) et C(κ), la per-
formance en suivi de référence (Figs. 4.24(a) et 4.25(a)) est meilleure pour les gains obtenus
en tenant compte des TCC, notamment en termes de dépassement. En particulier pour la
Fig. 4.25(a), le dépassement maximal obtenu est de 48.2% pour les gains synthétisés sans
inclure l’impact des TCC contre 6.7% lorsque ces termes sont adéquatement considérés dans
le design. Le dépassement excessif en suivi de référence se traduit par une réduction plus
importante du nombre de Mach au cours de la manœuvre (Figs. 4.24(b) et 4.25(b)) et plus
d’oscillations pour l’angle d’attaque α (Figs. 4.24(c) et 4.25(c)) et la vitesse en tangage q
(Figs. 4.24(d) et 4.25(d)). L’effort de commande obtenu est également moins soutenu com-
parativement à l’approche négligeant les TCC (Figs. 4.24(e) et 4.24(f) ainsi que Figs. 4.25(e)
et 4.25(f)), avec des gains dont l’amplitude demeure similaire (Fig. 4.26).
Notons que le contrôleur C(κ) dont le gain intégral est située en aval de la composante
intégrale assure un meilleur rejet de perturbations comparativement au contrôleur C˜(κ) dont
le gain intégral est situé en amont de la composante intégrale. En effet, lors du premier
échelon, l’erreur de suivi observé à t = 1 s est légèrement supérieur à 1.85 g pour C˜(κ) alors
qu’elle est inférieure à 0.2 g pour C(κ). Cette erreur, en dépit de la composante intégrale, est
induite par la nature temps variant de la variable de séquencement qu’est le nombre de Mach
dont l’évolution est donnée par les Figs. 4.24(b) et 4.25(b).
On évalue finalement la robustesse de la stratégie de contrôle en procédant à des simulations
temporelles pour des coefficients aérodynamiques perturbés d’une amplitude maximale de
±25%. On se limite ici à la configuration du contrôleur C(κ) qui affiche une meilleure perfor-
mance en rejet de perturbation. Les résultats obtenus sont illustrés à la Fig. 4.27, indiquant
une bien meilleure performance robuste du système bouclé dont les gains du contrôleur ont
été synthétisés en tenant compte des TCC. Il est à noter que le comportement temporel ob-
136
Time (s)
0 1 2 3 4 5
η
 
(g)
-30
-20
-10
0
10
20
30
40
50
Classique
TCC
η
c
(a) Accélération normale η
Temps (s)
0 1 2 3 4 5
M
2.2
2.4
2.6
2.8
3
(b) Nombre de Mach M
Temps (s)
0 1 2 3 4 5
α
 
(°)
-30
-20
-10
0
10
20
(c) Angle d’attaque α
Temps (s)
0 1 2 3 4 5
q 
(ra
d/s
)
-3
-2
-1
0
1
2
3
4
5
(d) Vitesse en tangage q
Temps (s)
0 1 2 3 4 5
δ
c 
(°)
-20
-10
0
10
20
30
40
(e) Angle de la gouverne δt
Temps (s)
0 1 2 3 4 5
dδ
/d
t (°
/s)
-1000
-500
0
500
1000
(f) Vitesse de la gouverne δ˙t
Figure 4.24 Réponse du missile en boucle fermée avec C˜(κ) pour une série d’échelons de
référence
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Figure 4.25 Réponse du missile en boucle fermée avec C(κ) pour une série d’échelons de
référence
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Figure 4.26 Commande du missile - Évolution des gains des contrôleurs C˜(κ) (colonne de
gauche) et C(κ) (colonne de droite)
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Figure 4.27 Réponse du missile en boucle fermée avec C(κ) pour des coefficients aérodyna-
miques perturbés avec une amplitude maximale de ±25%
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tenu sur la base du placement de structure propre (dont la complexité de mise en œuvre est
réduite) est proche des résultats obtenus avec l’approche de synthèse robuste H∞ structurée
de la Sous-Section 4.1.4.1 (cf. Fig. 4.10).
4.2.3.2 Suppression active du flutter pour le BACT
Pour le second exemple d’application, on reprend le cas du modèle du BACT étudié à la
Sous-Section 4.1.4.2. Les résultats présentés sont tirés de l’article de journal (Lhachemi et al.,
2017c). On se focalise sur la synthèse du contrôleur séquencé par retour de sortie C(κ) donnée
par (4.77) et illustrée à la Fig. 4.13 correspondant à un gain d’intégration situé en aval de la
composante intégrale.
Augmentation de la dynamique du système pour le placement de structure
propre. De manière à formuler le problème de synthèse sous la forme d’un contrôle par
retour de sortie, la composante intégrale du contrôleur est incluse dans un modèle augmenté
du BACT. On obtient, sur la base du modèle linéarisé du BACT 20 Sl(θe) donné par (4.75),
le modèle augmenté :
Sa,l(θe) =

δx˙
δx˙i
 = Aa(θe)
δx
δxi
+ Ba
 δβ
δαr

δxi
δy
 = Ca
δx
δxi
 (4.136)
avec
Aa(θe) =
A(θe) 06×1
−Cα 0
 , Ba =
Bβc 06×1
0 1
 , Ca =
01×6 1
C 04×1
 , (4.137)
où Cα représente la ligne de C correspondant à la sortie δα. Dès lors, la dynamique en boucle
fermée du système Sl(θe) avec le contrôleur Cl(θe) est équivalente au contrôle par retour de
sortie du système augmenté Sa,l(θe) avec le gain matriciel :
Ka(κ,θe) ,
[
Ki(θe) Kh(θe) Kα(θe) +KTCCα (θe) Kh˙(θe) Kα˙(θe)
]
, (4.138)
où le TCC KTCCα (θe) est donné par (4.80a). Sur la base de la formule de séquence a priori
(4.93), on choisit de prendre r = 6 avec φ1(θ) = 1, φ2(θ) = U , φ3(θ) = α, φ4(θ) = U2,
20. On ne considère pas explicitement les aspects d’incertitudes paramétriques. Dès lors, comparativement
à la représentation Sl(θe, δ) donnée par (4.75), la dépendance relativement à δ est omise.
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φ5(θ) = U |α| et φ6(θ) = α2. On introduit en conséquence Φ(θ) =
[
1 U |α| U2 U |α| α2
]>
.
Les matrices de la représentation d’état de Sl,b(θe) sont alors données par Ab(θe) = Aa(θe),
Bb = Ba, Db = 030×2 et, puisque le gain intégral est situé en aval de la composante intégrale,
l’application de (4.128) donne :
Cb(θe) = Φ(θe)⊗Ca +
JΦ(θe)⊗
xi,e(θe)
ye(θe)
Ca,α, (4.139)
où 21 JΦ(θe) = sign(αe)
[
0 0 1 0 Ue 2|αe|
]>
avec la convention sign(0) = 0. La matrice
Ca,α représente la ligne de Ca correspondant à la sortie du système δα. Les paramètres
ajustables du contrôleur sont alors rassemblés dans Kb ∈ R1×30, prenant la forme :
Kb =
[
Ki,1 Kα,1 Kh,1 Kα˙,1 Kh˙,1 Ki,2 . . . Kh˙,6
]
. (4.140)
Procédure de synthèse des gains du contrôleur séquencé. Sous cette forme, il est
possible de procéder à la synthèse des gains du contrôleur C(κ) conformément à la pro-
cédure décrite dans la Sous-Section 4.2.2.3. À cette fin, il s’agit de déterminer les points
d’opération et les placements de pôles associés à considérer dans la synthèse. La stratégie
employée pour sélectionner les points d’opération est la suivante. Un premier point d’opéra-
tion θ1 = (10◦, 12 m/s) est considéré pour calculer un premier gain Kb,1. Basé sur l’évaluation
des pôles du système en boucle ouverte (Tab. 4.11) et un design LQR préliminaire (de plus
amples explications sont fournies ci-dessous), les valeurs propres spécifiées dans le Tab. 4.12
sont placées pour améliorer à la fois la constante de temps et l’amortissement des pôles do-
minants du système bouclé. Une analyse de stabilité du système LTI en boucle fermée avec
le gain Kb,1 ainsi calculé, au travers du domaine d’opération Θ, est effectuée. Sur la base de
ces résultats, un second point d’opération θ2 = (10◦, 20 m/s) est sélectionné parmi les points
d’opération échouant le test de stabilité, ainsi que le placement de structure propre corres-
pondant à effectuer (Tab. 4.12). La procédure est ensuite itérée, permettant de sélectionner
six points d’opération. Les valeurs propres ainsi placées en boucle fermée sont résumées dans
le Tab. 4.12. La procédure est complétée avec succès dès lors que le test de stabilité et
de performance (constante de temps et amortissement) est positif pour les différents points
d’opération testés. Dans le cas contraire, la première possibilité est de modifier les paramètres
de synthèse en modifiant les points d’opération utilisés et/ou les valeurs propres placées en
boucle fermée. Si de tels ajustements ne permettent pas d’obtenir de résultats satisfaisants
21. La matrice jacobienne est ici calculée uniquement relativement à la variable de séquencement endogène
α.
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sur l’ensemble du domaine d’opération, la seconde option est de modifier les fonctions de
séquencement de manière à augmenter leurs degrés de liberté, permettant ainsi de considérer
un plus grand nombre de points d’opération dans la procédure de synthèse.
Tableau 4.11 Points d’opération utilisés pour le design du contrôleur du BACT et pôles en
boucle ouverte associés
θk αe (deg) Ue (m/s) λc,1 λc,2 λc,3
θ1 10 12 −0.599± 30.3i −1.65± 15.3i −25± 43.3i
θ2 10 20 −0.820± 31.5i −1.97± 15.6i −25± 43.3i
θ3 3 14 0.854± 16.9i −3.24± 16.0i −25± 43.3i
θ4 6 13 −0.543± 23.5i −1.78± 15.5i −25± 43.3i
θ5 3 18 1.06± 17.6i −3.72± 16.6i −25± 43.3i
θ6 1 20 2.00± 16.3i −4.79± 16.0i −25± 43.3i
Tableau 4.12 Paramètres du placement de pôles pour le contrôle du BACT
θk αe (deg) Ue (m/s) λr λc,1 λc,2
θ1 10 12 −2.98 −8.19± 6.58i −8.78± 13.3i
θ2 10 20 −2.84 −1.95± 10.2i −16.2± 28.8i
θ3 3 14 −0.509 −4.60± 18.7i −15.2± 14.2i
θ4 6 13 −0.858 −2.66± 14.0i −16.4± 13.1i
θ5 3 18 −0.661 −6.11± 16.2i −14.0± 24.4i
θ6 1 20 −1.03 −2.91± 13.8i −15.0± 24.5i
Le choix du placement de pôles désiré est toujours délicat. En effet, il n’existe pas de règles
s’appliquant de manière universelle permettant d’obtenir un niveau de performance adéquat
pour le système bouclé. Pour le cas du BACT, on observe en particulier que l’amélioration de
l’amortissement des pôles non dominants aboutit généralement à un effort de commande non
soutenable ou à des performances du système bouclé non satisfaisantes dans certaines régions
du domaine d’opération. Dans ce contexte, les valeurs propres placées en boucle fermée telles
que listées dans le Tab. 4.12 sont issues d’un design LQR préliminaire permettant de dessiner
une zone pertinente du plan complexe où assigner les pôles, ainsi que d’un ajustement a
posteriori effectué à la main sur la base d’une procédure de type « essais-erreurs ». Pour
chaque point d’opération θk, l’index de performance quadratique J a été sélectionné comme
suit :
J = 12
∫ +∞
0
c1δx
2
i (t) + c2δα2(t) + c3δh2(t) + c4δβ2c (t)dt, (4.141)
où les pondérations ci ∈ R∗+ sont ajustées afin d’obtenir un comportement adéquat du système
bouclé au point d’opération θk avec un effort de commande soutenable. Parmi les sept pôles
143
du système bouclé ainsi obtenu, les cinq plus lents sont utilisés comme valeurs initiales pour
le placement de structure propre. De par le fait que seuls cinq des sept pôles que compte le
système bouclé sont placés lors de la synthèse, il est nécessaire de valider a posteriori que les
deux pôles restants sont adéquatement placés.
Une nouvelle fois, deux synthèses ont été effectuées, la première faisant fi de la contribution
des TCC, tandis que la seconde les inclut explicitement dans le processus de synthèse. Les
gains ainsi obtenus sont résumés dans le Tab. 4.13. La seule différence observée l’est pour les
paramètres ajustables du gain séquencé Kα.
Tableau 4.13 Gains séquencés du BACT par placement de structure propre - synthèse
avec/sans TCC
Ki Kα Kh Kα˙ Kh˙
classique TCC
K1 −7.3150 −1.4693 18.8081 −113.8780 1.2779 −9.5216
K2 0.7420 0.7455 −1.8065 15.7404 −0.1040 0.8274
K3 4.7541 −104.0091 −36.6005 −140.7791 −1.8637 22.7389
K4 −0.0217 −0.0321 0.0429 −0.4840 0.0021 −0.0170
K5 −0.5841 4.9016 2.5877 −4.2826 0.1282 −1.7004
K6 −41.6507 2.0273 −16.4242 633.5000 −2.7847 31.8530
Analyse des résultats de synthèse. Afin de valider le processus de synthèse, le système
non linéaire en boucle fermée est linéarisé aux différents points d’opération utilisés dans
le design (Tab. 4.12). Comme attendu, la mise en œuvre de la méthode de placement de
structure propre en faisait fi de la contribution des TCC donne lieu à un placement de
pôles effectif distinct de celui désiré, confère le Tab. 4.14. En particulier, le système bouclé
est instable pour des angles d’attaque αe au-delà de cinq degrés. A contrario, l’approche ici
développée pour inclure la contribution des TCC permet effectivement d’obtenir le placement
de pôles désiré du Tab. 4.5.
Comme mentionné précédemment, la position des deux pôles restants qui n’ont pas été placés
lors de la synthèse doivent être validés a posteriori. Pour l’approche incluant l’impact des
TCC, ces pôles sont localisés, pour les six points d’opération du design, respectivement en
−8.79 ± 49.0i, −8.22 ± 43.4i, −7.33 ± 39.2i, −7.83 ± 44.8i, −7.21 ± 35.3i et −9.37 ± 35.7i.
Ils sont ainsi stables, correspondant aux pôles les plus rapides du système bouclé.
Évaluation comparative du comportement du système non linéaire en boucle
fermée. Le contrôleur autoséquencé C(κ) précédemment synthétisé est implémenté sur le
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Tableau 4.14 Position des pôles du système en boucle fermée pour des gains synthétisés en
ne tenant pas compte de l’impact des TCC et implémentés avec C(κ)
θk αe (deg) Ue (m/s) λ1 λ2 λ3
θ1 10 12 8.77 0.728 −3.46± 16.6i
θ2 10 20 3.47± 2.99i −5.60± 18.6i −11.1± 52.1i
θ3 3 14 −0.963± 2.22i −1.37± 18.4i −9.63± 44.8i
θ4 6 13 6.08 1.00 −2.66± 16.1i
θ5 3 18 −1.97 −6.66 −2.35± 19.6i
θ6 1 20 −1.04 −2.93± 13.8i −14.9± 24.3i
système non linéaire d’origine S tel qu’illustré à la Fig. 4.13. Pour une vitesse d’écoulement
de l’air U = 16 m/s, la condition initiale est prise comme étant h0 = 0.01 m et α0 = 5◦ (les
autres composantes du vecteur d’état sont initialisés à zéro), entraînant en boucle ouverte
le phénomène de flutter à travers l’émergence de cycles limites d’oscillation. Le système est
placé en boucle fermée à t = 5 s. La performance du contrôleur en termes de suppression
du flutter est évaluée en fixant à zéro l’entrée de référence αr durant 5 s. Finalement, de
manière à évaluer la performance en suivi de références de type échelon à travers le domaine
d’opération, l’entrée de référence αr est imposée à ±8◦ à t = 10 s. Les réponses temporelles
des différentes grandeurs physiques sont illustrées à la Fig. 4.28, tandis que l’évolution des
gains est donnée à la Fig. 4.29.
Les gains du contrôleur séquencé obtenus en ignorant la contribution des TCC permettent de
réduire l’amplitude des oscillations, autant pour l’angle de torsion α que le déplacement en
flexion h, mais échouent à supprimer totalement le phénomène de flutter. De plus le système
bouclé est instable pour des angles de référence au-delà de 4◦. A contrario, le contrôleur
séquencé synthétisé en tenant compte des TCC offre un bon niveau de performance, autant
en suppression du flutter qu’en suivi de référence, tout en maintenant un effort de commande
soutenable.
Les simulations se focalisent à présent sur les gains synthétisés en présence des TCC. La
Fig. 4.30 illustre la réponse du système bouclé pour différentes valeurs de la vitesse de l’écou-
lement de l’air U ∈ {12, 13, . . . , 19, 20}m/s afin d’évaluer la performance en suppression du
flutter et suivi de référence pour αref ∈ {−10,−8, . . . , 8, 10} deg. En particulier, on constate
que la stratégie de contrôle proposée permet d’obtenir la suppression du flutter ainsi qu’un
suivi de référence avec un bon temps de réponse (inférieur à deux secondes) et un bon amor-
tissement (Fig. 4.30(a) et Fig. 4.30(b)). De plus, l’effort de commande demeure raisonnable
(Fig. 4.30(c)), à l’exception des configurations aérodynamiques les plus défavorables (corres-
pondant aux faibles vitesses de l’écoulement de l’air U) et les angles de référence les plus
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Figure 4.28 Réponse du BACT en boucle fermée en suppression du flutter et en suivi de
référence pour U = 16 m/s
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Figure 4.29 Commande du BACT - Évolution des gains du contrôleur C(κ)
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élevés.
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Figure 4.30 Réponse du BACT en boucle fermée en suppression du flutter et en suivi de
référence pour U ∈ {12, 13, . . . , 19, 20}
4.3 Approche par une méthode de synthèse itérative
L’idée commune développée dans les Sections 4.1 et 4.2 pour gérer les TCC réside dans
l’autoséquencement des gains du contrôleur. En tirant une nouvelle fois profit de cette idée
d’autoséquencement des gains, cette section vise à fournir une dernière méthode d’ajuste-
ment des gains impliqués dans la formule d’autoséquencement par le biais d’une procédure
de synthèse générique. L’approche proposée est développée dans la Sous-Section 4.3.1 pour
ensuite être étendue de manière à inclure l’impact des TCC dans la Sous-Section 4.3.2.
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4.3.1 Méthode des noyaux pour l’autoséquencement des gains
Dans cette section, on reprend le système précédemment étudié tel qu’introduit à la Sous-
Section 3.2.2 en supposant que l’équation de sortie ne dépend pas explicitement de l’entrée
de commande u, i.e.,
S ,
 x˙ = f(x,u,w)y = h(x,w) (4.142)
On renvoie à la Sous-Section 3.2.2 pour l’explication des différentes grandeurs ainsi que
l’introduction du point d’opération θ ∈ Θ du système. À des fins de synthèse, on considère
une nouvelle fois la dynamique linéarisée, au point d’opération θe ∈ Θ du système S. En
négligeant la contribution de δw, elle prend la forme :
Sl(θe) =
 δx˙ = A
S(θe)δx+ BSu(θe)δu
δy = CS(θe)δx
(4.143)
L’objectif est de synthétiser une famille de contrôleurs séquencée par retour de sortie prenant
la forme suivante :
Cl(κ,θe) ,
 δx˙i = δr − δy1δu = Ki(θe)δxi + Ky(θe)δy (4.144)
où
Ki(κ,θ) =
[
k1(κ,θ) . . . kp1(κ,θ)
]
∈ Rm×p1 , (4.145a)
Ky(κ,θ) =
[
kp1+1(κ,θ) . . . kp1+p(κ,θ)
]
∈ Rm×p, (4.145b)
sont les gains du contrôleur à ajuster au travers du domaine d’opération Θ.
Supposons que pour chaque gain kj(κ,θ) =
[
kj,1(κ,θ) . . . kj,m(κ,θ)
]> ∈ Rm, 1 ≤ j ≤ p+
p1, un ensemble fini de rj ∈ N∗ fonctions linéairement indépendantes φj,1, . . . , φj,rj ∈ C0(Θ,R)
ont été sélectionnées a priori. On note alors Ej = spanR(φj,1, . . . , φj,rj) ⊂ C0(Θ,R) le sous-
espace vectoriel dans lequel peuvent être sélectionnés les gains kj,1(κ,θ), . . . , kj,m(κ,θ), où,
par définition, dimR(Ej) = rj. On introduit également la notation r = r1 + . . .+ rp+p1 .
Dans ce cadre, l’objectif du design est de trouverm(p+p1) gains prenant la forme de fonctions
kj,k ∈ Ej, 1 ≤ j ≤ p+p1 et 1 ≤ k ≤ m, de telle sorte que pour tout point d’opération θe ∈ Θ,
l’interconnexion de Sl(θe) avec Cl(θe) est stable et présente un niveau adéquat de performance
(au regard de l’application considérée).
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4.3.1.1 Reformulation du problème
Les gains du contrôleur kj,k ∈ Ej, 1 ≤ j ≤ p + p1 et 1 ≤ k ≤ m, peuvent être réécrits de
manière explicite sous la forme :
∀θ ∈ Θ, kj,k(κ,θ) =
rj∑
l=1
kj,k,lφj,l(θ), (4.146)
où κ rassemble l’ensemble des mr paramètres (scalaire) ajustables kj,k,l ∈ R lors de la syn-
thèse. En introduisant les matrices :
Φj(θ) =
[
φj,1(θ) . . . φj,rj(θ)
]
∈ R1×rj , (4.147)
Lj = (kj,k,l)k,l ∈ Rm×rj , (4.148)
l’équation (4.146) peut être écrite sous la forme compacte suivante :
kj(κ,θ) =

kj,1(θ)
...
kj,m(θ)
 = LjΦj(θ)>. (4.149)
Finalement, en concaténant les gains séquencés et les paramètres ajustables comme suit :
Ka(κ,θ) =
[
k1(κ,θ) . . . kp+p1(κ,θ)
]> ∈ R(p+p1)×m, (4.150a)
K =
[
L1 . . . Lp+p1
]> ∈ Rr×m, (4.150b)
la forme compacte suivante peut être obtenue :
Ka(κ,θ) = G(θ)K, (4.151)
où
G(θ) = diag (Φ1(θ), . . . ,Φp+p1(θ)) ∈ R(p+p1)×r. (4.152)
On obtient que la transformation linéaire G(θe) ∈ L (Rr,Rp+p1) permet de faire le lien entre
la matrice de paramètres ajustables K impliquée dans les fonctions de séquencement et les
gains du contrôleur LTI Cl(θe).
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4.3.1.2 Stratégie de synthèse
La procédure de synthèse consiste à ajuster de manière itérative les paramètres ajustables
du contrôleur, i.e., K ∈ Rr×m. Supposons pour cela que K a déjà été ajusté, en fixant un
certain nombre de degrés de liberté, à la valeur de Kk−1 ∈ Rr×m de telle sorte à ce que le
système en boucle fermée composé de Sl(θe) et de Cl(θe) est stable et présente un niveau de
performance adéquat pour θe ∈ {θ1, . . . ,θk−1} ⊂ Θ. En s’inspirant des approches classiques
de séquencement des gains, l’étape suivante consiste à ajuster le gain K en la nouvelle valeur
Kk sur la base du modèle du système au point d’opération θk ∈ Θ tout en préservant le design
déjà effectué aux points d’opération θ1, . . . ,θk−1 précédemment considérés. Cette contrainte
est formalisée par :
∀θe ∈ {θ1, . . . ,θk−1}, G(θe)Kk−1 = G(θe)Kk. (4.153)
En introduisant K(θe) = ker [G(θe)] le noyau de l’application linéaire G(θe), la contrainte
précédente est équivalente à :
∀θe ∈ {θ1, . . . ,θk−1}, ∀l ∈ {1, . . . ,m}, (Kk −Kk−1)l ∈ K(θe), (4.154)
où, pour une matrice M quelconque, (M)l dénote la l-ième colonne de M. Ainsi, on cherche
∆Kk ∈ Rr×m satisfaisant :
∀l ∈ {1, . . . ,m}, (∆Kk)l ∈ Nk ,
⋂
θe∈{θ1,...,θk−1}
K(θe), (4.155)
tel que Kk = Kk−1+∆Kk assure la stabilité et un niveau de performance adéquat au système
bouclé au point d’opération θk. En introduisant l’application linéaire :
Hk = G(θk)|Nk ∈ L
(
Nk,Rp+p1
)
, (4.156)
i.e., la restriction de G(θk) au sous-espace vectoriel Nk ⊂ Rr, il est possible de décomposer
l’espace en la somme directe :
Nk = ker(Hk)⊕ Ik = Nk+1 ⊕ Ik, (4.157)
où Ik est un supplémentaire quelconque de ker(Hk) dans Nk. La seconde égalité est vérifiée
car Nk+1 = Nk ∩ K(θk) ⊂ Nk. Soit nk ∈ N la codimension de Nk+1 dans Nk, i.e., nk =
codimNk(Nk+1) = dim(Nk)− dim(Nk+1) = dim(Ik) et soit
(
f 1k, . . . ,f
nk
k
)
une base de Ik. On
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peut alors écrire les colonnes de ∆Kk sous la forme :
∀l ∈ {1, . . . ,m}, ∃!vk,l ∈ Nk+1, ∃!(λ1k,l, . . . , λnkk,l) ∈ Rnk : (∆Kk)l = vk,l+
nk∑
i=1
λik,lf
i
k. (4.158)
Ainsi, G(θe)∆Kk = 0 pour tout θe ∈ {θ1, . . . ,θk−1} et
∀l ∈ {1, . . . ,m}, (G(θk)∆Kk)l =
nk∑
i=1
λik,l
(
Hkf ik
)
, (4.159)
où
(
Hkf ik
)
1≤i≤nk
est une famille linéairement indépendante telle que
Im(Hk) = spanR
(
Hkf 1k, . . . ,Hkfnkk
)
, (4.160)
i.e., est une base de l’espace des degrés de liberté dans l’ajustement du gain du contrôleur
Ka(θk) permettant de préserver le design effectués aux points d’opération θe ∈ {θ1, . . . ,θk−1}.
Dans ce contexte, (λ1k,1, . . . , λ
nk
k,m) ∈ Rrnk sont les degrés de liberté à ajuster de manière à
assurer la stabilité et le niveau de performance souhaité au système bouclé au point d’opéra-
tion θk. Le vecteur vk,l ∈ Nk+1 peut être omis à cette étape de la procédure de synthèse dans
l’expression de ∆Kk puisque, par définition, G(θe)vk,l = 0 pour tout θe ∈ {θ1, . . . ,θk}. En
effet, le sous-espace Nk+1 représente les degrés de liberté devant être ajustés ultérieurement
sur la base de nouveaux points d’opération θk+1,θk+2, . . .
4.3.1.3 Convergence des itérations
La procédure précédemment décrite est stoppée à l’itération kf ∈ N∗ si et seulement s’il ne
reste plus aucun degré de liberté lors de la mise en œuvre de la synthèse à l’itération kf + 1,
i.e., Nkf+1 = ∅. Le théorème ci-dessous garantit l’existence d’un tel entier kf .
Théorème 4.10 Supposons que pour 1 ≤ j ≤ p+ p1, la famille de fonctions
(
φj,1, . . . , φj,rj
)
est libre. Alors il existe kf ∈ N∗ et un ensemble de points d’opération θ1, . . . ,θkf ∈ Θ tel que
N1 ) N2 ) . . . ) Nkf+1 = ∅.
Démonstration. Notons tout d’abord que si la chaîne d’inclusions N1 ⊃ N2 ⊃ . . . ⊃
Nkf+1 = ∅ n’était pas stricte, i.e., il existe k0 ∈ N∗ tel que Nk0 = Nk0+1, alors, sur la base
de (4.157), on a que Ik0 = {0}, i.e., aucun degré de liberté n’est disponible lors de l’itération
k0. De la sorte, le gain Kkf obtenu sur la base des points θ1, . . . ,θk0−1,θk0 ,θk0+1, . . . ,θkf
est, par construction, identique au gain K∗kf−1 obtenu sur la base des points d’opération
θ∗1 = θ1, . . . ,θ∗k0−1 = θk0−1,θ
∗
k0 = θk0+1, . . . ,θ
∗
kf−1 = θkf en respectant scrupuleusement
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la même procédure de design (i.e., entre les deux synthèses, on ne fait que retirer le point
d’opération θk0 en lequel aucun degré de liberté n’est disponible ; le reste de la procédure
demeurant strictement identique.). En itérant de la sorte, il n’y a donc pas de restriction à
supposer que la chaîne d’inclusions est stricte.
Raisonnons par l’absurde en supposant qu’un tel kf n’existe pas. Alors, il existe un k0 ∈ N∗
et des points d’opération θ1, . . . ,θk0 ∈ Θ tels que 1) Nk0+1 n’est pas réduit au sous-espace
vectoriel trivial ; 2) pour tout θ ∈ Θ, prendre θk0+1 = θ donne lieu à Nk0+1 = Nk0+2. Il en
découle donc que pour tout θ ∈ Θ et tout vecteur non nul x ∈ Nk0+1 6= {0}, G(θ)x = 0. De
par la structure bloc diagonale de G(θ) donnée par (4.152), il existe j ∈ {1, . . . , p+p1} et un
vecteur non nul xj ∈ Rrj tels que pour tout θ ∈ Θ, Φj(θ)xj = 0. La famille
(
φj,1, . . . , φj,rj
)
étant supposée libre, on obtient la contradiction souhaitée. 
Le Théorème 4.10 assure l’existence d’un ensemble fini de points d’opération permettant de
fixer progressivement l’ensemble des degrés de liberté du contrôleur séquencé. Cela donne
donc lieu, pour une telle suite de points d’opération satisfaisant l’énoncé du théorème, à la
décomposition suivante de l’espace des paramètres ajustables :
Rr =
kf⊕
k=1
Ik =
kf⊕
k=1
spanR
(
f 1k, . . . ,f
nk
k
)
. (4.161)
On déduit le corollaire ci-dessous assurant qu’après un certain nombre d’itérations déjà effec-
tuées en des points d’opération quelconques, un choix judicieux des prochains points d’opé-
ration permet de compléter la procédure de synthèse.
Corollaire 4.11 Supposons que pour 1 ≤ j ≤ p+ p1, la famille de fonctions
(
φj,1, . . . , φj,rj
)
est libre. Soit ki ∈ N∗ et soient θ1, . . . ,θki ∈ Θ un ensemble de points d’opération vérifiant
N1 ) N2 ) . . . ) Nki+1 6= ∅. Alors il existe un entier kf > ki et un ensemble de points
d’opération θki+1, . . . ,θkf ∈ Θ tel que N1 ) N2 ) . . . ) Nkf+1 = ∅.
Démonstration. Ce résultat est une conséquence directe de la seconde partie de la démons-
tration du Théorème 4.10 
Finalement, en supposant que k itérations ont été effectuées et que Nk+1 6= ∅, on caractérise
les points d’opération admissibles θ ∈ Θ permettant d’obtenir des degrés de libertés dans
l’ajustement des gains du contrôleur à l’itération k + 1 (i.e., Ik+1 6= {0}). Pour cela, on
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introduit pour tout 1 ≤ j ≤ p+ p1 l’opérateur de projection pij : Rr → Rrj tel que
∀x ∈ Rr, x =

pi1(x)
...
pip+p1(x)
 . (4.162)
Un point d’opération θ ∈ Θ pris comme θk+1 = θ est tel que Nk+1 ) Nk+2 si et seulement
si Ik+1 6= {0}, ce qui est équivalent à G(θ)Nk+1 6= 0 où Nk+1 est une matrice dont les
colonnes forment une base de Nk+1. Sur la base de la structure bloc diagonale de G(θ)
(4.152), la dernière condition est satisfaite si et seulement s’il existe 1 ≤ j ≤ p + p1 tel que
Φj(θ)pij(Nk+1) 6= 0.
4.3.1.4 Ajustement des gains du contrôleur à chaque itération
À des fins de synthèse, la représentation d’état (4.143) est augmentée de manière à inclure
la composante intégrale de contrôleur :

δx˙
δx˙i
 = ACa(θe)
δx
δxi
+ BCa(θe)
δu
δr

δxi
δy
 = CCa(θe)
δx
δxi
 (4.163)
avec
ACa(θe) =
 AC(θe) 0n×p1
−CCy1(θe) 0p1×p1
 , BCa(θe) =
Bu(θe) 0n×p1
0p1×m Ip1
 , CCa(θe) =
 0p1×n Ip1
CC(θe) 0p×p1
 ,
(4.164)
où CCy1(θe) représente les p1 premières lignes de CC(θe) qui correspondent à la sortie δy1 de
(4.143). Ainsi, la dynamique du système bouclé composée de Sl(θe) et de Cl(θe) est équivalente
au retour de sortie du système augmenté (4.163) avec le gain Ka(κ,θe)> = K>G(θe)>.
Puisque G(θe) est une application linéaire, l’équation de sortie du système augmenté (4.163)
peut être modifiée comme suit :

δx˙
δx˙i
 = ACa(θe)
δx
δxi
+ BCa(θe)
δu
δr

δY b = CCb (θe)
δx
δxi
 (4.165)
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où l’on a CCb (θe) = G(θe)>CCa(θe). Dès lors, le modèle d’état (4.163) en boucle fermée avec
le gain séquencé Ka(θe)> est équivalent à (4.165) en boucle fermée avec le gain statique
K, i.e., δu = K>δY b. Le principal avantage de la représentation d’état augmentée (4.165)
relativement à (4.163) est que les composantes du gain K sont statiques (i.e., ne sont pas
fonction de la variable de séquencement θe) et indépendantes.
Supposons que le gain K a été ajusté à la valeur Kk−1 sur la base des points d’opération θe ∈
{θ1, . . . ,θk−1}. On cherche à présent (lorsque des degrés de liberté sont encore disponibles),
à ajuster le gain K à sa nouvelle valeur Kk afin de stabiliser et d’assurer un niveau de
performance adéquat au système bouclé en θk tout en préservant le design précédemment
effectué aux points d’opération θe ∈ {θ1, . . . ,θk−1}. Sur la base de la stratégie développée
précédemment, on a Kk = Kk−1 + ∆Kk où ∆Kk est donné par :
∆Kk = FkΛk, (4.166)
avec
Fk =
[
f 1k . . . f
nk
k
]
∈ Rr×nk , Λk =
(
λik,l
)
i,l
∈ Rnk×m. (4.167)
On obtient,
δu = K>k δY b
= K>k−1δY b + ∆K>k δY b
= K>k−1δY b + Λ>k F>k δY b. (4.168)
Puisque Kk−1 a déjà été obtenu lors de l’itération précédente, c’est alors une constante, de telle
sorte que le terme K>k−1δY b peut être directement intégré dans le modèle augmenté (4.165).
L’ensemble des paramètres ajustables disponibles à l’itération courante sont rassemblés dans
Λk. Dès lors, le système augmenté peut être modifié de manière à ce que la sortie du système
augmenté devienne δY k = F>k δY b, donnant lieu à la nouvelle entrée de commande δU k =
Λ>k δY k. On obtient le modèle augmenté suivant utilisé à la k-ième itération :
δx˙
δx˙i
 = ACk(θk)
δx
δxi
+ BCk(θk)
δU k
δr

δY k = CCk(θk)
δx
δxi
 (4.169)
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avec
ACk(θk) = ACa(θk) + BCa,u(θk)K>k−1CCb (θk), (4.170a)
BCk(θk) = BCa(θk), (4.170b)
CCk(θk) = Fk>CCb (θk), (4.170c)
où BCa,u(θk) rassemble les m premières colonnes de BCa(θk) qui correspondent à l’entrée
δu. Dans cette configuration, le gain à ajuster est Λk ∈ Rnk pour la loi de commande
δU k = Λ>k δY k relativement au modèle augmenté (4.169). Un tel gain peut être obtenu par
n’importe quelle méthode de synthèse disponible dans la littérature (placement de pôle, LMI,
LQR, etc.). Une fois Λk synthétisé, les gains intervenant dans les formules de séquencement
du contrôleur pour le système d’origine sont alors donnés par Kk = Kk−1 + FkΛk. Cette
procédure est itérée jusqu’à ce que le critère d’arrêt Nkf+1 = {0} soit atteint.
4.3.2 Inclusion de l’impact des termes de couplage cachés dans la méthode des
noyaux
En l’état, la méthode des noyaux présentée à la Sous-Section 4.3.1 s’apparente à une méthode
d’interpolation a priori des gains du contrôleur séquencé. L’objectif de cette section est
d’étendre cette méthode au cas du séquencement de gains en présence de TCC.
4.3.2.1 Extension de la méthode
De manière à étendre la méthode des noyaux, on se place dans le cas de figure du contrôleur
séquencé par retour de sortie déjà étudié lors de l’approche par placement de structure propre
(4.106), contrôleur pour lequel le gain d’intégration se situe en amont de la composante
intégrale :
C˜(κ) ,

˙˜xi = Ki(κ,θ) [r − y1]
u = x˜i + Ky(κ,θ)y
θ = ν(y,wm)
(4.171)
où
Ki(κ,θ) =
[
k1(κ,θ) . . . kp1(κ,θ)
]
∈ Rm×p1 , (4.172a)
Ky(κ,θ) =
[
kp1+1(κ,θ) . . . kp1+p(κ,θ)
]
∈ Rm×p. (4.172b)
On rappelle qu’il a été obtenu, sous les hypothèses que m = p1 et que Ki(κ,θe) est de
colonne rang plein, que la linéarisation de C˜(κ) au point de fonctionnement θe donne lieu à
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la dynamique linéarisée :
C˜l(κ,θe) =

δx˙i =δr − δy1
δu =Ki(κ,θe)δxi +
Ky(κ,θe) + Kθ(κ,θe) ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
 δy (4.173)
où δxi = Ki(κ,θe)−1δx˜i. On se focalise dans cette section sur le TCC introduit par le
séquencement endogène (i.e., via la variable y). C’est pour cette raison que la contribution
liée au signal exogène wm est omise dans (4.173) comparativement à (4.108). En notant θl la
l-ième composante de θ ∈ Rnθ , la l-ième colonne du TCC Kθ, 1 ≤ l ≤ nθ, prend la forme :
Kθ,l(κ,θe) =
∂Ky
∂θl
∣∣∣∣∣
(κ,θe)
ye. (4.174)
Comme précédemment, pour chaque gain kj(κ,θ) =
[
kj,1(κ,θ) . . . kj,m(κ,θ)
]> ∈ Rm,
1 ≤ j ≤ p + p1, on suppose qu’un ensemble fini de rj ∈ N∗ fonctions linéairement in-
dépendantes φj,1, . . . , φj,rj ∈ C0(Θ,R) ont été sélectionnées a priori. On note alors Ej =
spanR(φj,1, . . . , φj,rj) ⊂ C0(Θ,R) le sous-espace vectoriel dans lequel peuvent être sélection-
nés les gains scalaires kj,1(κ,θ), . . . , kj,m(κ,θ), où, par définition, dimR(Ej) = rj. On émet
l’hypothèse supplémentaire que Ej est clos par rapport aux dérivées partielles portant sur θ.
En d’autres termes, pour tout 1 ≤ l ≤ nθ et tout f ∈ Ej, on a ∂f/∂θl ∈ Ej. Un exemple
typique consiste à sélectionner Ej = Rrj [θ]. En reprenant la définition de Φj (4.147), on a
donc par hypothèse l’existence de matrices Dj,l ∈ Rrj×rj telles que :
∀θ ∈ Θ, ∂Φj
∂θl
(θ) = Φj(θ)Dj,l. (4.175)
En reprenant l’écriture explicite des gains sous la forme (4.146), l’équation de sortie de
C˜l(κ,θe) se réécrit sous la forme :
δu = K>G(θe)>
δxi
δy
+ Kθ(κ,θe) ∂ν
∂y
∣∣∣∣∣
ν−1(θe)
δy (4.176)
où K et G(θ) sont définis comme précédemment par (4.150b) et (4.152). De manière à évaluer
le second terme de l’équation précédente à partir de (4.174), on part de (4.149) dont on déduit
que
∂kj
∂θl
(κ,θ) = Lj
{
∂Φj
∂θl
(θ)
}>
= LjD>j,lΦj(θ)>, (4.177)
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où Lj est défini par (4.148). Il s’en suit que pour 1 ≤ l ≤ nθ,
Kθ,l(κ,θe) =
[
∂kp1+1
∂θl
∣∣∣∣∣
(κ,θe)
. . .
∂kp1+p
∂θl
∣∣∣∣∣
(κ,θe)
]
ye
=
[
Lp1+1 . . . Lp1+p
]
diag
(
D>p1+1,lΦp1+1(θe)
>, . . . ,D>p1+1,pΦp1+p(θe)
>)ye
= K>
 0(r1+...+rp1 )×p
diag
(
D>p1+1,lΦp1+1(θe)>, . . . ,D>p1+1,pΦp1+p(θe)>
)ye︸ ︷︷ ︸
,Ψl(θe)∈Rr
. (4.178)
On en déduit donc que
Kθ(κ,θe) = K>
[
Ψ1(θe) . . . Ψnθ(θe)
]
, (4.179)
d’où, en posant
G∗(θe) = G(θe) +

0p1×nθ ∂ν∂y
∣∣∣∣∣
ν−1(θe)

>
 [Ψ1(θe) . . . Ψnθ(θe)]> ∈ R(p+p1)×r, (4.180)
on obtient finalement que l’équation de sortie du contrôleur (4.176) se réécrit sous la forme :
δu = K>G∗(θe)>
δxi
δy
 . (4.181)
Il est alors possible de mettre en œuvre la méthode introduite à la Sous-Section 4.3.1 en
utilisant la matrice G∗(θe) en lieu et place de la matrice G(θe) initialement employée. Alors
que la matrice G(θe) présente une structure diagonale par bloc, on ne retrouve pas cette même
structure au niveau de la matrice G∗(θe) dû à l’interférence des TCC. Dès lors, les résultats
portant sur la convergence des itérations ne s’appliquent plus, nécessitant une analyse au cas
par cas suivant les fonctions de séquencement employées.
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4.3.2.2 Application
On considère à nouveau le problème du contrôle du missile tel que présenté à la Sous-
Section 4.1.4.1. On cherche à synthétiser un contrôleur séquencé prenant la forme :
C ,

˙˜xi =Ki(θ)(ηc − η)
δc =x˜i +Kη(θ)η +Kq(θ)q
θ =(η,M)
(4.182)
où Ki(θ), Kη(θ) et Kq(θ) sont les trois gains séquencés devant être synthétisé de manière
à assurer la stabilité et la performance du système bouclé. Contrairement aux synthèses
précédentes, on cherche ici à séquencer les gains en fonction de l’accélération normale η et
non l’angle d’attaque α.
La linéarisation de la dynamique du contrôleur au point d’opération θe = (ηe,Me) donne la
dynamique suivante :
Cl(θe) ,
 δx˙i =δηc − δηδu =Ki(θe)δxi + [Kη(θe) +KTCCη (θe)] δη +Kq(θe)δq +KTCCM (θe)δM (4.183)
avec δxi = δx˜i/Ki(θe) et où les TCC dont donnés pour z ∈ {η,M} par :
KTCCz (θe) =
∂Kη
∂z
∣∣∣∣∣
θe
ηe +
∂Kq
∂z
∣∣∣∣∣
θe
qe(θe). (4.184)
On considère une nouvelle fois un séquencement quadratique des gains, tout en tenant compte
de la symétrie du problème en ηe = 0. Ainsi, pour chaque gain K ∈ {Ki, Kη, Kq} :
K(η,M) = K00 +K10M +K01|η|+K20M2 +K11M |η|+K02|η|2. (4.185)
Dès lors, l’application linéaire G∗(θe) telle que donnée par (4.180) s’écrit sous la forme :
G∗(θe) =

Φ(θe) 01×6 01×6
01×6 Φ(θe) + ηe
∂Φ
∂η
(θe) qe(θe)
∂Φ
∂η
(θe)
01×6 01×6 Φ(θe)
 , (4.186)
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où
Φ(θe) =
[
1 Me |ηe| M2e Me|ηe| |ηe|2
]
, (4.187a)
∂Φ
∂η
(θe) = sign(ηe)
[
0 0 1 0 Me 2|ηe|
]
, (4.187b)
avec la convention sign(0) = 0. On obtient alors que
[
Ki(θe) Kη(θe) +Khctη (θe) Kq(θe)
]>
= G∗(θe)K, (4.188)
où K ∈ R18 rassemble les 18 paramètres ajustables :
K> =
[
Ki00 Ki10 . . . Kq02
]
. (4.189)
À des fins de synthèse, six points d’opération ont été sélectionnés tels que listés dans le
Tab. 4.15. Ils sont tels que, pour tout k ∈ {1, . . . , 6}, rang(Hk) = 3 (i.e., nk = 3), où
Hk est défini par (4.156). Cela permet de garantir que le critère d’arrêt est satisfait après
l’accomplissement de la sixième itération (i.e., N7 = {0}).
Tableau 4.15 Point d’opération considérés pour mettre en œuvre la méthode des noyaux sur
le modèle du missile
θ1 θ2 θ3 θ4 θ5 θ6
αe 0◦ 20◦ 0◦ 10◦ 0◦ 20◦
Me 2 2 2.5 2.5 3 3
Parmi l’ensemble infini des possibilités permettant de choisir le supplémentaire algébrique Ik
afin de former la décomposition de l’espace des paramètres ajustables suivant (4.161), une
famille (f 1k , f 2k , f 3k )1≤k≤6 formant une base orthogonale de l’espace des paramètres ajustable a
été choisie. Finalement, une approche de type LQR par retour de sortie (Stevens and Lewis,
2003) a été adoptée afin de procéder lors de chaque itération à l’ajustement des degrés de
liberté dans l’espace des paramètres ajustables, conformément à la procédure décrite dans la
Sous-Section 4.3.1.4.
Les résultats obtenus sont illustrés par des simulations sur le modèle non linéaire pour l’im-
plémentation du contrôleur séquencé de la Fig. 4.23. Les évolutions temporelles des différentes
grandeurs physiques du système sont illustrées à la Fig. 4.31. Une nouvelle fois, on observe
que l’intégration explicite des TCC dans le processus de synthèse permet d’obtenir une ré-
ponse temporelle en suivi de référence avec un dépassement moindre (Fig. 4.31(a)). L’effort
de commande associé est également réduit et moins oscillatoire (Fig. 4.31(e) et Fig. 4.31(f)).
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Figure 4.31 Réponse temporelle du missile en boucle fermée pour une série d’échelons de
référence
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L’évolution temporelle des gains est illustrée à la Fig. 4.32, montrant que le meilleur compor-
tement temporel observé dans le cadre de la synthèse avec l’intégration des TCC ne donne
pas lieu à des gains plus élevés.
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Figure 4.32 Commande du missile - Évolution des gains du contrôleur C(κ)
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CHAPITRE 5 IMPLÉMENTATIONS DE CONTRÔLEURS SÉQUENCÉS
LIBRES DE TERMES DE COUPLAGE CACHÉS
Dans le Chapitre 4, il a été vu comment des méthodes d’autoséquencement permettent, de
par un choix a priori des formules de séquencement, de tenir compte de manière explicite des
TCC dans la synthèse des gains d’un contrôleur séquencé. Néanmoins, de telles approches re-
quièrent de modifier les procédures de synthèse des contrôleurs séquencés. Elles ne permettent
pas, entre autres, de procéder à une synthèse point à point classique avec un séquencement
des gains a posteriori.
Dans ce chapitre, on s’intéresse au problème de gestion des TCC, non pas dans la phase
de synthèse des gains du contrôleur séquencé, mais dans la phase d’implémentation de la
famille de contrôleurs LTI. Plus précisément, on investigue l’existence d’une stratégie d’im-
plémentation de familles de contrôleurs LTI sous la forme d’un contrôleur séquencé évitant
structurellement l’émergence de TCC. L’avantage d’une telle implémentation est que la fa-
mille de contrôleurs LTI peut alors être obtenue par n’importe quelle méthode de synthèse
existante, sans se soucier de la contribution des TCC dans la phase de synthèse.
Une telle stratégie d’implémentation a été présentée par Kaminer et al. (1995) sous la dé-
nomination de velocity-based algorithm. L’idée fondamentale derrière cette stratégie repose
dans l’utilisation, non pas du signal de mesure y, mais de sa dérivée temporelle y˙ comme
entrée du contrôleur séquencé. L’avantage de cette approche réside dans le fait qu’en général
le signal de mesure à l’équilibre est non nul, tandis que la dérivée temporelle du signal de
mesure à l’équilibre est nulle. Dès lors, le recours au signal y˙ en lieu et place de y présente
l’avantage de ne pas faire émerger de TCC. Avec une telle approche, on obtient en sortie du
contrôleur la dérivée temporelle du signal de commande u˙, nécessitant alors l’ajout d’une
composante intégrale afin d’obtenir le signal de commande u à injecter en entrée du système.
La principale limitation dans la mise en œuvre du velocity-based algorithm réside dans le fait
que le signal y˙ n’est en règle générale pas accessible en pratique. Afin de palier ce problème,
il a été proposé de pseudo-dériver le signal de mesure y, donnant lieu au velocity-based algo-
rithm avec stratégie de pseudo-dérivation (Kaminer et al., 1995). Cependant, cette approche
introduit des pôles additionnels dans la dynamique du contrôleur qui viennent interférer dans
la dynamique du système en boucle fermée.
Le présent chapitre, s’appuyant sur les développements de Kaminer et al. (1995), propose
une implémentation de contrôleurs séquencés visant à structurellement éviter l’émergence des
TCC. Contrairement au velocity-based algorithm, l’implémentation proposée requiert exclu-
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sivement en entrée le signal de mesure y. De plus, la stratégie proposée évite l’inclusion de
pôles supplémentaires venant interférer dans la dynamique du système bouclé. Cette stratégie
a fait l’objet d’une publication scientifique dans International Journal of Control (Lhachemi
et al., 2017e).
Les développements sont de ce chapitre sont organisés comme suit. La Section 5.1 formalise
le problème de l’implémentation d’une famille de contrôleurs LTI visant à éviter l’émergence
des TCC. La solution développée par Kaminer et al. (1995) ainsi que ses limitations sont
présentées en détails dans la Section 5.2. La stratégie ici proposée est développée dans la
Section 5.3. Celle-ci est mise en œuvre pour un contrôle par retour de sortie dans la Section 5.4
ainsi que dans le cas de contrôleurs dynamiques dans la Section 5.5.
5.1 Position du problème
Système à contrôler. De manière à positionner le problème ici étudié, on reprend le
formalisme de la Sous-Section 4.1.3.1. Plus spécifiquement, on considère le système incertain
S(δ) caractérisé par :
S(δ) ,
 x˙ = f(x,u,w, δ)y = h(x,u,w, δ) (5.1)
où x(t) ∈ Rn représente le vecteur d’état, u(t) ∈ Rm le vecteur d’entrées de contrôle, w(t) ∈
Rq le vecteur d’entrées exogènes et y(t) ∈ Rp le vecteur de sortie (où n,m, p, q ∈ N∗). Les
incertitudes paramétriques sont rassemblées dans le vecteur δ ∈ ∆ ⊂ Rn∆ , où ∆ est fermé et
connexe par arc. Le champ de vecteurs f : Rn×Rm×Rq×∆→ Rn représente la dynamique
du système et la fonction h : Rn×Rm×Rq×∆→ Rp génère les sorties du système. On suppose
par la suite que f et h sont des fonctions de classe C1. On suppose que l’on peut paramétriser
les points d’équilibre de S(δ) par l’intermédiaire d’un point d’opération θe = ν(y1,e,wm,e)
et de la configuration incertaine δ. On renvoie à la Sous-Section 4.1.3.1 pour de plus amples
détails sur une telle paramétrisation.
Le système S(δ) est linéarisé pour chacun des points d’opération θe ∈ Θ et configurations
incertaines δ ∈ ∆ (i.e., autour du point d’équilibre associé µ(θe, δ)), donnant le système LTI
suivant :
Sl(θe, δ) =
 δx˙ = A
S(θe, δ)δx+ BSu(θe, δ)δu+ BSw(θe, δ)δw
δy = CS(θe, δ)δx+ DSu(θe, δ)δu+ DSw(θe, δ)δw
(5.2)
où
AS(θe, δ) =
∂f
∂x
∣∣∣∣∣
µ(θe,δ)
, BSu(θe, δ) =
∂f
∂u
∣∣∣∣∣
µ(θev)
, BSw(θe, δ) =
∂f
∂w
∣∣∣∣∣
µ(θe,δ)
, (5.3)
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CS(θe, δ) =
∂h
∂x
∣∣∣∣∣
µ(θe,δ)
, DSu(θe, δ) =
∂h
∂u
∣∣∣∣∣
µ(θe,δ)
, DSw(θe, δ) =
∂h
∂w
∣∣∣∣∣
µ(θe,δ)
. (5.4)
On introduit alors la famille de modèles LTI associée au système S(δ) indexée par le point
d’opération θe ∈ Θ et le paramètre incertain δ ∈ ∆ comme suit :
Sl , {Sl(θe, δ) : θe ∈ Θ , δ ∈ ∆} . (5.5)
Famille de contrôleurs LTI. Dans le cadre du contrôle par séquencement des gains, le
premier objectif est de synthétiser pour chacun des modèles LTI Sl(θe) ∈ Sl un contrôleur
LTI Cl(θe).
ACc
[
ACi BCr BC1 BC2
]
CCc
[
CCi DCr DC1 DC2
]
× 1
s
δr +
−
δxi
δy1
δy2
δu
θe = ν(y1,e,wm,e)
Figure 5.1 Contrôleur linéaire Cl(θe)
Soient δr, δy1 et δy2 les déviations de r, y1 et y2 relativement aux conditions d’équilibre
re(θe), y1,e(θe) et y2,e(θe, δ). On considère l’architecture de contrôle LTI Cl(θe) illustrée par
la Fig. 5.1 et caractérisée par :
Cl(θe) ,

δx˙i = δr − δy1
δx˙c = ACc (θe)δxc + ACi (θe)δxi + BCr (θe)δr + BC1(θe)δy1 + BC2(θe)δy2
δu = CCc (θe)δxc + CCi (θe)δxi + DCr (θe)δr + DC1(θe)δy1 + DC2(θe)δy2
(5.6)
où le vecteur d’état du contrôleur est constitué d’une composante intégrale δxi(t) ∈ Rp1 et
du vecteur δxc(t) ∈ Rnc . Les coefficients des matrices ACi (θ), . . . ,DC2(θ) sont supposés être
des fonctions de classe C1 de la variable de séquencement θ ∈ Θ. On définit alors la famille
de contrôleurs LTI indexée par le point d’opération θe ∈ Θ comme suit :
Cl , {Cl(θe) : θe ∈ Θ} . (5.7)
Dans ce cadre, l’objectif de la phase de synthèse est d’ajuster les gains du contrôleur à archi-
tecture fixe de telle sorte que pour chaque point d’opération θe ∈ Θ et chaque configuration
incertaine δ ∈ ∆, le système bouclé CL(Sl(θe, δ), Cl(θe)) illustré à la Fig. 5.2 est stable et
présente un niveau de performance adéquat. Afin de se concentrer uniquement sur la stra-
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tégie d’implémentation, on suppose dans ce chapitre que cette synthèse a été préalablement
effectuée via une méthode quelconque, e.g., une approche classique de synthèse point à point
ou une approche moderne de type LPV.
Sl(θe)
Cl(θe)
δyδu
δr
δw
Figure 5.2 Système en boucle fermée CL(Sl(θe), Cl(θe))
En préparation des développements à venir, on introduit la représentation d’état (5.8) du
contrôleur Cl(θe) défini par (5.6) où le vecteur d’état est X>l =
[
δx>i δx
>
c
]>
, l’entrée du
contrôleur U>l =
[
δr> δy>1 δy
>
2
]>
et la sortie du contrôleur Y l = δu. Avec ces notations, la
dynamique du contrôleur LTI est exprimée par :
 X˙ l = Al(θe)X l +Bl(θe)U lY l = Cl(θe)X l +Dl(θe)U l (5.8)
où les matrices sont données par :
Al(θe) =
 0 0
ACi (θe) ACc (θe)
 , Bl(θe) =
 Ip1 −Ip1 0
BCr (θe) BC1(θe) BC2(θe)
 , (5.9)
Cl(θe) =
[
CCi (θe) CCc (θe)
]
, Dl(θe) =
[
DCr (θe) DC1(θe) DC2(θe)
]
, (5.10)
avec Al(θe) ∈ R(nc+p1)×(nc+p1), Bl(θe) ∈ R(nc+p1)×(p+p1), Cl(θe) ∈ Rm×(nc+p1) et Dl(θe) ∈
Rm×(p+p1). La fonction de transfert du contrôleur LTI Cl(θe) est donnée par :
∆u =1
s
[
CCi (θe) + CCc (θe)(sIn −ACc (θe))−1ACi (θe)
]
(∆r −∆y1)
+
[
DCr (θe) + CCc (θe)(sIn −ACc (θe))−1BCr (θe)
]
∆r
+
[
DC1(θe) + CCc (θe)(sIn −ACc (θe))−1BC1(θe)
]
∆y1
+
[
DC2(θe) + CCc (θe)(sIn −ACc (θe))−1BC2(θe)
]
∆y2,
(5.11)
où ∆u, ∆r, ∆y1 et ∆y2 représentent les transformées de Laplace de δu, δr, δy1 et δy2.
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Formulation du problème. Dans la suite de ce chapitre, on suppose que pour un système
S(θ) donné, une famille de contrôleurs Cl avec la structure (5.6) a été synthétisée sur l’en-
semble du domaine d’opération Θ de telle sorte que, pour chaque point d’opération θe ∈ Θ,
CL(Sl(θe), Cl(θe)) est stable et présente un niveau de performance adéquat. Il s’agit donc à
présent de trouver un contrôleur non linéaire séquencé sous la forme :
C ,

x˙k = fk(xk,y, r,θ)
u = hk(xk,y, r,θ)
θ = ν(y1,wm)
(5.12)
pouvant préserver les propriétés entrée-sortie du système linéarisé en boucle fermée. En
d’autres termes, l’objectif de l’implémentation de la famille de contrôleurs Cl est de trou-
ver un contrôleur non linéaire C tel que, une fois placé en boucle fermée avec le système non
linéaire S(δ), la linéarisation du système bouclé au point de fonctionnement θe ∈ Θ résulte
en une dynamique LTI qui coïncide (du point de vue de la stabilité interne et du compor-
tement entrée-sortie) avec celle utilisée lors de la synthèse correspondant à l’interconnexion
de Sl(θe, δ) et Cl(θe). Une telle propriété de l’implémentation du contrôleur séquencé est es-
sentielle dans la mesure où elle garantit que l’implémentation est conforme aux dynamiques
LTI employées lors de la phase de synthèse. En particulier, une telle implémentation vise à
éviter l’émergence des TCC.
De manière à formuler le problème ainsi étudié, notons CL(Sl(θe, δ), Cl(θe)) : (δr, δw)→ δy
le système bouclé correspondant à l’interconnexion du système linéarisé Sl(θe, δ) et du contrô-
leur LTI Cl(θe). La fonction de transfert correspondante est notée T (Sl(θe, δ), Cl(θe)). Le sys-
tème non linéaire en boucle fermée correspondant à l’interconnexion du système non linéaire
S(δ) et du contrôleur non linéaire C est notée CL(S(δ), C) : (r,w)→ y. Soit CLl(S(δ), C)(θe)
la linéarisation de CL(S(δ), C) au point d’opération θe ∈ Θ et Tl(S(δ), C)(θe) la fonction
de transfert correspondante. Le problème d’implémentation du contrôleur (non linéaire) sé-
quencé est formulé ci-après.
Problème 5.1 (Implémentation s’affranchissant de l’émergence des TCC) Trouver
un contrôleur (non linéaire) séquencé C sous la forme (5.12) tel que pour tout point d’opéra-
tion θe ∈ Θ et toute configuration incertaine δ ∈ ∆, les propriétés suivantes soient vérifiées :
1. la fonction de transfert Tl(S(δ), C)(θe) coïncide avec T (Sl(θe, δ), Cl(θe)) ;
2. si CL(Sl(θe, δ), Cl(θe)) est internement stable (i.e., ne présente pas de modes cachés),
alors il en est de même pour CLl(S(δ), C)(θe).
Dans le Problème 5.1, la condition (1) vise à trouver un contrôleur non linéaire séquencé C
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capable de préserver, une fois linéarisé au point de fonctionnement θe ∈ Θ, la dynamique
entrée-sortie du système bouclé CL(Sl(θe, δ), Cl(θe)). Étant donné que la stratégie élaborée
pour une telle implémentation C pourrait impliquer des modes cachés, la condition (2) vise
à imposer qu’ils soient stables de manière à préserver la stabilité interne du système bouclé.
Il est à souligner que la méthode du DGS exposée dans la Sous-Section 3.3.2 vise à satisfaire les
conditions du Problème 5.1 via la résolution des EDP (3.61) et (3.62). Cependant, comme cela
a déjà été souligné, cette méthode nécessite une résolution au cas par cas sans garantie a priori
de l’existence de solutions. De plus, la résolution ne peut en général qu’être effectuée pour
une configuration nominale δ0 ∈ ∆ fixée des paramètres incertains, induisant des problèmes
de robustesse dès lors que δ 6= δ0. Pour ces raisons, le DGS n’est qu’une solution partielle du
Problème 5.1. De plus, on cherche ici à mettre en place une stratégie d’implémentation simple
et générique permettant d’implémenter de manière directe et systématique toute famille de
contrôleurs LTI en évitant la résolution d’équations postérieure à la phase de synthèse.
5.2 Implémentation basée sur la dérivée temporelle du signal de sortie
Dans la littérature, le Problème 5.1 a été solutionné par Kaminer et al. (1995) via la pro-
position d’implémentation dénommée velocity-based algorithm qui tire profit de la dérivée
temporelle y˙ du signal de sortie du système y. Cette stratégie d’implémentation, ainsi que
ses limitations et les solutions proposées dans la littérature pour les pallier sont présentées
dans cette section.
5.2.1 Solution exacte
De manière à introduire la méthode proposée par Kaminer et al. (1995), on s’attarde dans
un premier temps sur le premier exemple illustratif qui a été utilisé dans la Section 3.2.1
afin d’introduire la problématique des TCC. Sur cette base, la stratégie d’implémentation du
velocity-based algorithm est ensuite introduite dans sa généralité.
5.2.1.1 Exemple illustratif
On considère le système S donné par (3.11) avec la famille de contrôleurs LTI Cl :
Cl(θe) =
 δx˙i = δr − δyδu = ki(θe)δxi + k1(θe)δx1 + k2(θe)δx2 (5.13)
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où les gains ki(θe), k1(θe) et k2(θe), donnés par (3.16), ont été calculés de manière à imposer
les trois pôles du système en boucle fermée CL(Sl(θe), Cl(θe)) en −1 et −1/2± j
√
3/2. On a
vu que l’implémentation :
Cseq =
 x˙i = r − yu = ki(y)xi + k1(y)x1 + k2(y)y (5.14)
ne permet pas d’obtenir une implémentation adéquate car sujette à l’émergence de TCC (cf.
(3.19)). Il avait en particulier été observé sur la base de l’expression des TCC (3.20) que leur
émergence est liée au fait que les conditions d’équilibre du système, à savoir x1,e(θe) et ye(θe) =
x2,e(θe) = θe, ainsi que la condition d’équilibre de la composante intégrale du contrôleur
xi,e(θe), sont non nulles. De manière à forcer les signaux intervenant dans l’architecture du
contrôleur séquencé à prendre des valeurs nulles à l’équilibre, l’idée est de recourir non pas
directement aux signaux mesurés x1 et y = x2, mais à leur dérivée temporelle x˙1 et y˙ = x˙2.
Pour évaluer l’intérêt de recourir à ces grandeurs, réécrivons la dynamique du système S
(3.11) en prenant y1,d = x˙1 et y2,d = x˙2 comme sorties du système. En posant x =
[
x1 x2
]>
et yd =
[
y1,d y2,d
]>
, on obtient alors la dynamique du système sous la forme :
 x˙ = f(x, u)yd = hd(x, u) (5.15)
où f(x, u) = hd(x, u) = (tan(x1) + x2, x1 + u). On obtient alors à l’équilibre, yd,e(θe) =
hd(xe(θe), ue(θe)) = f(xe(θe), ue(θe)) = 0. Les signaux y1,d = x˙1 et y2,d = x˙2 prennent donc
bien des valeurs nulles à l’équilibre, ce que l’on note sous la forme 1 x˙1,e(θe) = x˙2,e(θe) = 0.
Le résultat précédent incite donc à employer dans l’architecture du contrôleur séquencé les
signaux x˙1 et y˙ = x˙2 en lieu et place des signaux x1 et y = x2. Plus spécifiquement,considérons
l’implémentation suivante :
Cvel ,
 v = ki(y)[r − y] + k1(y)x˙1 + k2(y)y˙u˙ = v (5.16)
Comparativement à l’implémentation naïve Cseq (5.14) illustrée à la Fig. 5.3(b), l’implémen-
tation Cvel (5.16) illustrée à la Fig. 5.3(c) est obtenue en déplaçant la composante intégrale
depuis l’entrée vers la sortie sur contrôleur.
Remarquons que l’implémentation Cvel ne présente pas, de manière explicite, une composante
1. Pour k ∈ {1, 2}, on devrait en toute rigueur recourir à la notation (x˙k)e(θe) pour noter l’équilibre du
signal x˙k associé au point d’opération θe. On recourt néanmoins à la notation x˙k,e(θe) à des fins de simplicité.
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ki(θe)
k2(θe)
k1(θe)
∫×
× S
δxiδeδr+
+
+
+
δu
δx2 δy
−
δx1
(a) Architecture du système linéaire en boucle fermée CL(Sl(θe), Cl(θe))
au point d’opération θe utilisé lors de la synthèse.
ki(y)
k2(y)
k1(y)
∫×
× S
xier +
++
+
u
x2 y
−
x1
(b) Architecture du système non linéaire en boucle fermée CL(S, Cseq)
basée sur le séquencement des gains du contrôleur et donnant lieu à
l’apparition de TCC.
ki(y)
k2(y)
k1(y)
×
× ∫ Sd/dt
d/dt
u
er +
++
+
v
x2 y
−
x˙2
x1
x˙1
(c) Architecture du système non linéaire en boucle fermée CL(S, Cvel) basée sur l’implé-
mentation velocity-based algorithm du contrôleur séquencé.
Figure 5.3 Exemple 1 - Comparaison de l’implémentation naïve et de l’implémentation
velocity-based algorithm.
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intégrale portant sur le signal d’erreur e = r−y. La composante intégrale est néanmoins réa-
lisée de manière structurelle. En effet, la mise à l’équilibre de (5.16) pour le point d’opération
θe ∈ R (lorsque placé en boucle fermée avec le système S) donne ki(θe)[re(θe) − ye(θe)] =
ve(θe) = 0. Le gain séquencé ki ne s’annulant pas, on en déduit que re(θe) = ye(θe). On
retrouve ici bien le rôle de la composante intégrale usuellement employée. La linéarisation de
la première composante de (5.16) donne alors :
δv =ki(θe)[δr − δy] + k1(θe)δx˙1 + k2(θe)δy˙
+ ∂ki
∂θ
∣∣∣∣∣
θe
[re(θe)− ye(θe)]︸ ︷︷ ︸
=0
+ ∂k1
∂θ
∣∣∣∣∣
θe
x˙1,e(θe)︸ ︷︷ ︸
=0
+ ∂k2
∂θ
∣∣∣∣∣
θe
y˙e(θe)︸ ︷︷ ︸
=0︸ ︷︷ ︸
TCC
=ki(θe)[δr − δy] + k1(θe)δx˙1 + k2(θe)δy˙. (5.17)
On obtient donc la dynamique linéarisée :
Cvel,l(θe) =
 δv = ki(θe)[δr − δy] + k1(θe)δx˙1 + k2(θe)δy˙δu˙ = δv (5.18)
Pour conclure, il reste à remarquer que δx˙1 =
·︷︸︸︷
δx1, δy˙ =
·︷︸︸︷
δy et δu˙ =
·︷︸︸︷
δu . En effet, en
reprenant (5.15) avec y1,d = x˙1 et y2,d = x˙2, on a δx˙ = δyd =
∂hd
∂x
δx + ∂hd
∂u
δu = ∂f
∂x
δx +
∂f
∂u
δu =
·︷︸︸︷
δx . Un raisonnement similaire s’applique pour montrer que δu˙ =
·︷︸︸︷
δu . On obtient
alors par intégration de la première équation de (5.18) et en supposant les conditions initiales
nulles que :
Cvel,l(θe) =
 δx˙i = δr − δyδu = ki(θe)δxi + k1(θe)δx1 + k2(θe)δy (5.19)
On retrouve ainsi exactement la dynamique du contrôleur LTI d’origine (5.13). De la sorte, le
velocity-based algorithm fournit une implémentation Cvel adéquate de la famille de contrôleurs
LTI Cl, permettant en particulier d’éviter l’émergence des TCC.
Le comportement du système bouclé pour les deux architectures de contrôle Cseq et Cvel est
illustré à la Fig. 5.4 pour une entrée de référence de type échelon d’amplitude 0.5 > θlim. Les
implémentations utilisées sont celles données par les Fig. 5.3(b) et 5.3(c). Comme attendu,
le système en boucle fermée avec l’implémentation naïve Cseq ne permet pas de stabiliser le
système. A contrario, l’implémentation velocity-based algorithm Cvel permet de faire converger
le signal de sortie y(t) vers la valeur de la référence appliquée en entrée. Ce résultat tend à
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démontrer le bénéfice de recourir à des stratégies d’implémentation, certes plus complexes,
mais réellement conformes à la famille de contrôleurs Cl issue de la phase de synthèse point
à point.
Temps (s)
0 5 10 15
So
rti
é 
y
-0.5
0
0.5
1
1.5
2
Ref
Naive
Vel
(a) Sortie y = x2
Temps (s)
0 5 10 15
Et
at
 x
1
-4
-2
0
2
4
(b) État x1
Temps (s)
0 5 10 15
Co
m
m
an
de
 u
-4
-2
0
2
4
(c) Commande u
Figure 5.4 Comparaison de la réponse du système en boucle fermée pour l’implémentation
naïve Cseq et l’implémentation velocity-based algorithm Cvel pour une entrée de référence de
type échelon d’amplitude 0.5
5.2.1.2 Implémentation basée sur la dérivée temporelle du signal de sortie
En tirant profit de la dérivée temporelle du signal de mesure, l’exemple académique précédent
a montré qu’il était possible de mettre en place des implémentations évitant structurellement
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ACc (θ)
[
ACi (θ) BCr (θ) BC1(θ) BC2(θ)
]
CCc (θ)
[
CCi (θ) DCr (θ) DC1(θ) DC2(θ)
]
d/dt
d/dt
d/dt
×
∫
r
y1
y2
+
−
v u
θ = ν(y1,wm)
r˙
y˙1
y˙2
Figure 5.5 Velocity-based algorithm Cvel
l’émergence des TCC. L’objet de ce paragraphe est de généraliser cette idée pour toute
architecture de contrôle prenant la forme (5.6). Les résultats ici relatés sont l’œuvre de
Kaminer et al. (1995) qui a proposé l’implémentation illustrée à la Fig. 5.5 connue sous
l’appellation velocity-based algorithm. La dynamique du contrôleur prend la forme suivante :
Cvel ,

x˙c = ACc (θ)xc + ACi (θ)[r − y1] + BCr (θ)r˙ + BC1(θ)y˙1 + BC2(θ)y˙2
v = CCc (θ)xc + CCi (θ)[r − y1] + DCr (θ)r˙ + DC1(θ)y˙1 + DC2(θ)y˙2
u˙ = v
θ = ν(y1,wm)
(5.20)
où xc(t) ∈ Rnc et v(t) ∈ Rm. L’idée de base motivant cette stratégie est la même que celle
observée pour l’exemple illustratif, à savoir que les signaux y˙ et r˙ s’annulent à l’équilibre.
En effet, considérons le système à contrôler S(δ) caractérisé par (5.1) et évaluons y˙ :
y˙ = ∂h
∂x
∣∣∣∣∣
(x,u,w,δ)
x˙+ ∂h
∂u
∣∣∣∣∣
(x,u,w,δ)
u˙+ ∂h
∂w
∣∣∣∣∣
(x,u,w,δ)
w˙
= ∂h
∂x
∣∣∣∣∣
(x,u,w,δ)
f(x,u,w, δ) + ∂h
∂u
∣∣∣∣∣
(x,u,w,δ)
u˙+ ∂h
∂w
∣∣∣∣∣
(x,u,w,δ)
w˙. (5.21)
La configuration incertaine δ étant supposée constante, on a δ˙ = 0, raison pour laquelle
l’expression précédente ne fait pas intervenir de dérivée partielle relativement à δ. Cela amène
à considérer le modèle augmenté suivant dont l’entrée de commande est ua = u˙ et l’entrée
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exogène est wa = w˙ :
Sa(δ) ,

ξ˙u = ua, ξu(0) = u(0)
ξ˙w = wa, ξw(0) = w(0)
x˙ = f(x, ξu, ξw, δ)
y = h(x, ξu, ξw, δ)
yd =
∂h
∂x
∣∣∣∣∣
(x,ξu,ξw,δ)
f(x, ξu, ξw, δ) +
∂h
∂u
∣∣∣∣∣
(x,ξu,ξw,δ)
ua +
∂h
∂w
∣∣∣∣∣
(x,ξu,ξw,δ)
wa
(5.22)
où la sortie yd correspond avec la dérivée temporelle du signal de sortie y, i.e., yd = y˙.
Puisque les lignes trois et quatre de (5.22) coïncident avec (5.1), l’équilibre de Sa(δ) associé
au point d’opération θe = ν(y1,e,wm,e) coïncide avec l’équilibre de S(δ) au même point
de fonctionnement. L’équilibre de (5.22) est alors caractérisé par ξu,e(θe, δ) = ue(θe, δ),
ξw,e(θe, δ) = we(θe), xe(θe, δ) et ye(θe, δ), où ue(θe, δ), we(θe), xe(θe, δ) et ye(θe, δ)
caractérisent l’équilibre de (5.1) au même point d’opération. De plus, ua,e(θe, δ) = 0 et
wa,e(θe, δ) = 0, i.e., u˙e(θe, δ) = 0 et w˙e(θe, δ) = 0. La sortie yd du système augmenté
vérifie alors à l’équilibre :
yd,e(θe, δ) =
∂h
∂x
∣∣∣∣∣
(xe(θe,δ),ue(θe,δ),we(θe),δ)
f(xe(θe, δ),ue(θe, δ),w(θe), δ)︸ ︷︷ ︸
=0
+ ∂h
∂u
∣∣∣∣∣
(xe(θe,δ),ue(θe,δ),we(θe),δ)
ua,e(θe, δ)︸ ︷︷ ︸
=0
+ ∂h
∂w
∣∣∣∣∣
(xe(θe,δ),ue(θe,δ),we(θe),δ)
wa,e(θe, δ)︸ ︷︷ ︸
=0
= 0. (5.23)
Ainsi, la dérivée temporelle y˙ de la sortie y du système prend la valeur 0 à l’équilibre, ce
que l’on notera par y˙e(θe, δ) = 0. Similairement, en augmentant Cvel donné par (5.20) en
prenant ra = r˙ comme entrée de référence, on obtient que ra,e(θe, δ) = 0, ce que l’on notera
r˙e(θe, δ) = 0.
Sur cette base, l’équilibre du contrôleur séquencé Cvel au point d’opération θe est caractérisé
par ve(θe, δ) = 0 et : ACc (θe) ACi (θe)
CCc (θe) CCi (θe)
 xc,e(θe, δ)
re(θe, δ)− y1,e(θe)
 = 0. (5.24)
On retrouve une nouvelle fois la matrice E(θe) définie par (3.41) permettant de caractériser
l’équilibre du contrôleur séquencé. De manière à dériver les propriétés de l’implémentation
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Cvel, les deux hypothèses suivantes sont formulées (Kaminer et al., 1995).
Hypothèse 5.1 (Hypothèse du velocity-based alogithm) Dans le contexte du contrôle
du système S(δ) (5.1), dont la dynamique linéarisée Sl(θe, δ) est donnée par (5.2), avec le
contrôleur séquencé Cvel défini par (5.20), on suppose que :
(H1) les coefficients des matrices ACc (θ), . . . ,DC2(θ) du contrôleur sont des fonctions de classe
C1 de la variable de séquencement θ ∈ Θ ;
(H2) pour tout point d’opération θe ∈ Θ, la matrice E(θe) définie par (3.41) est de colonne
rang plein ;
(H3) la dimension de l’entrée de contrôle du système u coïncide avec celle du signal de
référence r, i.e, m = p1.
Sous réserve de l’Hypothèse 5.1, la matrice E(θe) est carrée et inversible. Dès lors, de (5.24),
on déduit que l’équilibre du contrôleur est caractérisé par : xc,e(θe, δ) = 0 et re(θe, δ) =
y1,e(θe). En particulier, puisque le signal de référence à l’équilibre pour le point d’opération
θe est indépendant de la configuration incertaine δ ∈ ∆, on le notera pour la suite simplement
re(θe), vérifiant ainsi re(θe) = y1,e(θe). Cette égalité garantit qu’à l’équilibre, le signal à
contrôler y1 coïncide bel et bien avec le signal de référence r. Ainsi, bien que l’implémentation
Cvel donnée par (5.24) ne fasse pas intervenir de manière explicite une composante intégrale
portant sur le signal d’erreur e = r − y1, la composante intégrale est néanmoins réalisée de
manière structurelle par l’implémentation.
En reprenant à présent (5.20), et en tirant profit de la nullité des conditions d’équilibre des
grandeurs intervenant dans l’implémentation Cvel, il peut être montré (Kaminer et al., 1995)
que l’on obtient la dynamique linéarisée suivante :
Cvel,l(θe) =

δx˙c = ACc (θe)δxc + ACi (θe)[δr − δy1] + BCr (θe)δr˙ + BC1(θe)δy˙1 + BC2(θe)δy˙2
δv = CCc (θe)δxc + CCi (θe)[δr − δy1] + DCr (θe)δr˙ + DC1(θe)δy˙1 + DC2(θe)δy˙2
δu˙ = δv
(5.25)
Notons que δy˙1 =
·︷︸︸︷
δy1 et δy˙2 =
·︷︸︸︷
δy2. Pour s’en convaincre, reprenons la dynamique augmen-
175
tée Sa(δ) donnée par (5.22) où, par définition, yd = y˙. Par linéarisation on obtient 2 :
δy˙ = δyd =
∂h
∂x
∣∣∣∣∣
ζe(θe,δ)
 ∂f∂x
∣∣∣∣∣
ζe(θe,δ)
δx+ ∂f
∂u
∣∣∣∣∣
ζe(θe,δ)
δu+ ∂f
∂w
∣∣∣∣∣
ζe(θe,δ)
δw

+ ∂h
∂u
∣∣∣∣∣
ζe(θe,δ)
δua +
∂h
∂w
∣∣∣∣∣
ζe(θe,δ)
δwa
= ∂h
∂x
∣∣∣∣∣
ζe(θe,δ)
·︷︸︸︷
δx + ∂h
∂u
∣∣∣∣∣
ζe(θe,δ)
·︷︸︸︷
δξu +
∂h
∂w
∣∣∣∣∣
ζe(θe,δ)
·︷︸︸︷
δξw
=
·︷ ︸︸ ︷
∂h
∂x
∣∣∣∣∣
ζe(θe,δ)
δx+ ∂h
∂u
∣∣∣∣∣
ζe(θe,δ)
δξu +
∂h
∂w
∣∣∣∣∣
ζe(θe,δ)
δξw
=
·︷︸︸︷
δy , (5.26)
où ζe(θe, δ) = (xe(θe, δ), ξu,e(θe, δ), ξw,e(θe, δ), δ) = (xe(θe, δ),ue(θe, δ),we(θe), δ) et où la
seconde égalité a été obtenue en tenant compte du fait que f(ζe(θe, δ)) = 0, ua,e(θe, δ) = 0 et
wa,e(θe, δ) = 0. Similairement, on montre que δr˙ =
·︷︸︸︷
δr . Dès lors, en intégrant relativement à
la variable temporelle les équations de la dynamique Cvel,l(θe) données par (5.25), on obtient,
en notant δx˜c(t) =
∫ t
0 δxc(τ)dτ et en supposant les conditions initiales nulles,
Cvel,l(θe) =

δx˙i = δr − δy1
δ ˙˜xc = ACc (θe)δx˜c + ACi (θe)δxi + BCr (θe)δr + BC1(θe)δy1 + BC2(θe)δy2
δu = CCc (θe)δx˜c + CCi (θe)δxi + DCr (θe)δr + DC1(θe)δy1 + DC2(θe)δy2
(5.27)
On obtient de la sorte la dynamique initiale du contrôleur LTI Cl(θe) donnée par (5.6) que
l’on souhaitait implémenter. Dès lors, l’implémentation Cvel donnée par (5.20) est une solution
du Problème 5.1.
5.2.2 Solution approchée par stratégie de pseudo-dérivation
L’inconvénient de l’implémentation Cvel réside dans la nécessité de disposer de la dérivée
temporelle y˙ du signal de mesure y afin d’implémenter (5.20). Or, en pratique, le signal y˙
n’est en général pas mesurable. Par exemple, dans le cas du missile de la Sous-Section 4.1.4.1,
la mise en œuvre de l’implémentation velocity-based algorithm afin de contrôler l’accélération
normale η requérait la mesure du signal η˙. Alors que la mesure de η peut être obtenue par
2. On a ici besoin de l’hypothèse supplémentaire que la fonction h est de classe C2.
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un accéléromètre, le signal η˙ n’est pas directement accessible par la mesure. Pour pallier ce
type de problème, on peut recourir à une stratégie de pseudo-dérivation afin d’approximer y˙
(Kaminer et al., 1995).
5.2.2.1 Stratégie de pseudo-dérivation
La stratégie de pseudo-dérivation employée est donnée par la fonction de transfert s/(εs+ 1)
où ε ∈ R∗+ est le paramètre de pseudo-dérivation. En choisissant ε petit, l’idée est alors d’ap-
proximer la fonction de transfert s d’un dérivateur pur qui n’est pas physiquement réalisable 3
en introduisant un pôle stable rapide localisé en −1/ε. Ce raisonnement se justifie d’un point
de vue mathématique de la façon suivante. Pour ε > 0 donné, supposons que l’on injecte un
signal u ∈ C2(R+) en entrée du système LTI de fonctions de transfert s/(εs+ 1), produisant
le signal de sortie yε : R+ → R. Par définition, on a alors la relation y˙ε + yε = u˙. Une
intégration directe montre que pour tout t ≥ 0,
yε(t) = y0e−t/ε +
e−t/ε
ε
∫ t
0
u˙(τ)eτ/εdτ, (5.28)
où y0 ∈ R est la condition initiale d’intégration. En évaluant l’intégrale par une intégration
par parties, on en déduit que pour tout t ≥ 0,
yε(t) = u˙(t) + [y0 − u˙(0)] e−t/ε −
∫ t
0
u¨(τ)e−(t−τ)/εdτ. (5.29)
Puisque ε > 0, le théorème de convergence dominé de Lebesgue assure, pour tout t ≥ 0 fixé,
la convergence de l’intégrale vers 0 lorsque ε→ 0+. Ainsi, pour tout t ≥ 0, yε(t) −→
ε→0+
u˙(t).
Sur cette base, en tirant profit de l’identité :
s
εs+ 1 =
1
ε
(
1− 1
εs+ 1
)
, (5.30)
l’implémentation du velocity-based algorithm Cvel est modifiée, telle que illustrée à la Fig. 5.6,
3. Cela découle du fait que la fonction de transfert est impropre, impliquant la nécessité d’une énergie
infinie afin de la réaliser en pratique.
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comme suit :
Cvel,a ,

x˙r,f =− ε−1xr,f + ε−1r
x˙y1,f =− ε−1xy1,f + ε−1y1
x˙y2,f =− ε−1xy2,f + ε−1y2
x˙c =Ac(θ)xc + εAi(θ)[r − y1]
+ Br(θ)[r − xr,f ] + B1(θ)[y1 − xy1,f ] + B2(θ)[y2 − xy2,f ]
v =Cc(θ)xc + εCi(θ)[r − y1]
+ Dr(θ)[r − xr,f ] + D1(θ)[y1 − xy1,f ] + D2(θ)[y2 − xy2,f ]
u˙ =ε−1v
θ =ν(y1,wm)
(5.31)
ACc (θ)
[
εACi (θ) BCr (θ) BC1(θ) BC2(θ)
]
CCc (θ)
[
εCCi (θ) DCr (θ) DC1(θ) DC2(θ)
]
×
1
εs+ 1
×
1
εs+ 1
×
1
εs+ 1
×
ε−1
∫
r + −
xr,f
y1 + −
xy1,f
y2 + −
xy2,f
+
−
v u
θ = ν(y1,wm)
Figure 5.6 Approximation du velocity-based algorithm avec pseudo-dérivation des entrées Cvel,a
La mise à l’équilibre de (5.31) au point d’opération θe, lorsque S(δ) est placé en boucle fer-
mée avec Cvel,a, donne xr,f,e(θe, δ) = r(θe, δ), xy1,f,e(θe) = y1(θe), xy2,f,e(θe, δ) = y2(θe, δ),
ve(θe, δ) = 0 et 4 E(θe)
 xc,e(θe, δ)
re(θe, δ)− y1,e(θe)
 = 0. Sur la base des Hypothèses 5.1 du
velocity-based algorithm, on obtient que xc,e(θe, δ) = 0 et le signal de référence à l’équi-
libre vérifie re(θe, δ) = y1,e(θe). L’expression de ce dernier étant indépendante de δ, on le
4. La matrice E(θe) est définie par (3.41).
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notera simplement re(θe) par la suite. Ainsi, comme dans le cas du contrôleur Cvel, les signaux
intervenant dans sa dynamique ont une contribution nulle à l’équilibre. Dès lors, en procédant
comme pour l’établissement de la dynamique linéarisée Cvel,l(θe) à la Sous-Section 5.2.1, on
obtient la dynamique linéarisée suivante :
Cvel,a,l(θe) ,

δx˙r,f =− ε−1δxr,f + ε−1δr
δx˙y1,f =− ε−1δxy1,f + ε−1δy1
δx˙y2,f =− ε−1xδy2,f + ε−1δy2
δx˙c =Ac(θ)δxc + εAi(θ)[δr − δy1]
+ Br(θ)[δr − δxr,f ] + B1(θ)[δy1 − δxy1,f ] + B2(θ)[δy2 − δxy2,f ]
δv =Cc(θ)δxc + εCi(θ)[δr − δy1]
+ Dr(θ)[δr − δxr,f ] + D1(θ)[δy1 − δxy1,f ] + D2(θ)[δy2 − δxy2,f ]
δu˙ =ε−1δv
(5.32)
où l’ensemble des TCC sont nuls.
La stratégie de pseudo-dérivation permet donc d’éviter l’émergence des TCC. Elle introduit
cependant des composantes de filtrage supplémentaires. De manière à évaluer l’impact de
cette stratégie de pseudo-dérivation sur la dynamique du contrôleur, on évalue la fonction de
transfert de ce dernier. En notant respectivement ∆u, ∆r, ∆y1 et ∆y2 les transformées de
Laplace de δu, δr, δy1 et δy2, on a :
∆u =1
s
[
CCi (θe) + CCc (θe)(sIn −ACc (θe))−1ACi (θe)
]
(∆r −∆y1)
+ 1
εs+ 1
[
DCr (θe) + CCc (θe)(sIn −ACc (θe))−1BCr (θe)
]
∆r
+ 1
εs+ 1
[
DC1(θe) + CCc (θe)(sIn −ACc (θe))−1BC1(θe)
]
∆y1
+ 1
εs+ 1
[
DC2(θe) + CCc (θe)(sIn −ACc (θe))−1BC2(θe)
]
∆y2
(5.33)
En comparant la fonction de transfert du contrôleur obtenue sur la base du velocity-based
algorithm (5.33) et celle du contrôleur linéaire C l(θe) initial donnée par (5.11), on constate
que la stratégie de pseudo-dérivation introduit des dynamiques résiduelles dont les pôles
sont localisés en −1/ε. Ainsi, bien que la stratégie de pseudo-dérivation présente l’avantage
d’éviter à la fois la nécessité de mesurer explicitement y˙ et l’émergence de TCC, elle présente
le désavantage d’introduire une dynamique parasitaire non désirée et non incluse dans la phase
de synthèse de la famille de contrôleurs LTI Cl. Dès lors, l’implémentation Cvel,a approximant
le velocity-based algorithm Cvel ne permet pas de résoudre le Problème 5.1 de manière exacte.
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De manière à éviter une interférence trop importante de cette dynamique résiduelle sur la
dynamique du système en boucle fermée, il a été montré dans (Kaminer et al., 1995), en
s’appuyant sur la théorie des perturbations singulières (Kokotović et al., 1999), que pour
ε → 0+, 1) les pôles introduits par la stratégie de pseudo-dérivation de CLl(S(δ), Cvel,a)(θe)
approchent l’infini, tandis que les pôles restant tendent vers ceux de CL(Sl(θe, δ), Cl(θe)) et
2) Tl(S(δ), Cvel,a)(θe) converge en norme H∞ vers T (Sl(θe, δ), Cl(θe)).
Cependant, d’un point de vue pratique, prendre ε arbitrairement proche de 0+ n’est pas
viable. En effet, diminuer fortement ε implique d’augmenter la fréquence d’échantillonnage à
laquelle le contrôleur doit être discrétisé. Qui plus est, une telle stratégie, dû à la composante
de pseudo-dérivation, pose des problèmes liés à l’amplification des bruits de mesures. D’un
côté ε doit donc être choisit suffisamment petit pour approximer de manière satisfaisante le
comportement du velocity-based algorithm, mais doit d’un autre côté être pris suffisamment
grand de manière à éviter des problèmes pratiques d’implémentation.
5.2.2.2 Application à l’exemple illustratif
On reprend l’exemple illustratif de la Sous-Section 5.2.1.1 pour lui appliquer la stratégie de
pseudo-dérivation dans l’implémentation du velovity-based algorithm. En particulier, l’implé-
mentation Cvel donnée par (5.16) est modifiée de manière à éviter le recours explicite à x˙1 et
y˙ = x˙2. Plus spécifiquement, on considère l’implémentation illustrée à la Fig. 5.7 et donnée
par :
Cvel,a ,

x˙x1,f = −ε−1xx1,f + ε−1x1
x˙y,f = −ε−1xy,f + ε−1y
v = εki(y)[r − y] + k1(y)[x1 − xx1,f ] + k2(y)[y − xy,f ]
u˙ = ε−1v
(5.34)
La fonction de transfert du contrôleur LTI Cvel,a,l(θe), obtenu par linéarisation de Cvel,a au
point de fonctionnement θe = ye ∈ R, est alors donnée par :
∆u = ki(θe)
s
(∆r −∆y) + k1(θe)
εs+ 1∆x1 +
k2(θe)
εs+ 1∆y. (5.35)
On en déduit, en utilisant les gains du contrôleur donnés par (3.16), que la fonction de
transfert du système en boucle fermée CLl(S, Cvel,a)(θe) liant l’entrée de référence δr à la
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εki(y)
k2(y)
k1(y)
×
× ε−1 ∫ S
1
εs+ 1
×
1
εs+ 1
×
u
er +
+
+
+
v
x2 y
−
+
xy,f
−
x1
+
xx1,f
−
Figure 5.7 Exemple 1 - Architecture du système non linéaire en boucle fermée CL(S, Cvel,a)
basée sur l’implémentation velocity-based algorithm avec pseudo-dérivation des entrées
sortie δy, est donnée par :
Tl(S,Cvel,a)(θe)
= (εs+ 1)(−s/(1 + θ
2
e) + 1)
εs4 + (1− ε(1 + θ2e))s3 + (2− ε(1/(1 + θ2e) + 1))s2 + (2 + ε)s+ 1
. (5.36)
Cette fonction de transfert est à comparer à celle obtenue lors du design donnée par (3.17). En
prenant ε = 0 dans (5.36), on retrouve exactement la fonction de transfert (3.17) initialement
employée. L’impact de la valeur de ε > 0 sur la position des pôles dans le plan complexe est
illustré sur le lieu des racines de la Fig 5.8 pour θe = 0.5. On note que lorsque ε → 0+, la
valeur des trois pôles désirés en boucle fermée est asymptotiquement respectée et que l’on a
la présence d’un pôle réel supplémentaire qui tend vers −∞. Cependant, lorsque la valeur de
ε croît, les pôles s’éloignent de leur position désirée et le pôle réel du filtre croît, interférant
ainsi dans la dynamique du système en boucle fermée. Lorsque ε passe approximativement
la valeur de 0.31, le système bouclé, au point d’opération θe = 0.5, devient instable avec les
pôles complexes conjugués qui migrent dans le demi-plan droit.
Bien que faire tendre ε vers 0+ permet de retrouver pour un point de fonctionnement θe ∈ Θ
donné les caractéristiques de l’implémentation velocity-based algorithm, ce résultat ne tient
en général pas de manière uniforme sur le domaine d’opération Θ. En effet, sur la base du
critère de Routh-Hurwitz, une condition nécessaire quant à la stabilité de la fonction de
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Figure 5.8 Exemple 1 - Lieu des racines pour θe = 0.5 illustrant l’impact du paramètre
de pseudo-dérivation pour l’implémentation Cvel,a sur la position des pôles en boucle fermée
lorsque ε ∈ [0.001, 1] ; les symboles "croix", "étoile" et "rond" correspondent respectivement à
ε = 0.001, ε = 0.31 et ε = 1
transfert (5.36) est 0 < ε < 1/(1 + θ2e). Dès lors, on ne peut trouver une valeur unique
ε0 ∈ R∗+ permettant de garantir la stabilité du système bouclé pour tout point d’opération
θe = ye ∈ R. La mise en œuvre de la stratégie de pseudo-dérivation ne peut donc être effectuée
que sur une plage de fonctionnement bornée du domaine d’opération Θ = R d’origine.
Afin d’évaluer l’impact du choix de la valeur de ε sur le comportement du système bouclé, des
résultats de simulation sont présentés pour l’implémentation de la Fig. 5.7. Les résultats sont
comparés à ceux obtenus pour l’implémentation d’origine du velocity-based algorithm telle
que illustrée à la Fig. 5.3(c) qui fait ici office d’implémentation de référence. Les résultats
obtenus sont donnés à la Fig. 5.9, venant confirmer les tendances précédemment énoncées.
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Figure 5.9 Comparaison de la réponse du système en boucle fermée pour l’implémentation
velocity-based algorithm Cvel et pour l’approche par pseudo-dérivation Cvel,a pour ε = 0.01 et
ε = 0.31
5.3 Implémentation évitant le recours à la dérivée temporelle du signal de sortie
Sur la base des éléments présentés à la Section 5.2, on propose dans cette section une alter-
native à l’implémentation velocity-based algorithm de manière à résoudre le Problème 5.1. La
stratégie proposée ici a fait l’objet d’une publication scientifique dans International Journal
of Control (Lhachemi et al., 2017e).
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5.3.1 D’une stratégie de pseudo-dérivation vers l’utilisation de modes cachés
On se propose dans un premier temps de réinterpréter la stratégie de pseudo-dérivation
précédemment employée sous l’angle plus général des stratégies de filtrage des signaux du
contrôleur. Par la suite, on montre dans le cadre de l’exemple illustratif précédemment traité
comment de telles stratégies de filtrage peuvent être mises en œuvre afin de résoudre le
Problème 5.1.
5.3.1.1 Réinterprétation de la stratégie de pseudo-dérivation en une stratégie
de filtrage
Préalablement à l’introduction détaillée de la stratégie d’implémentation, il est intéressant de
revisiter l’implémentation velocity-based algorithm avec stratégie de pseudo-dérivation Cvel,a.
Pour cela, repartons de l’implémentation velocity-based algorithm d’origine Cvel. Comme cela a
été vu à la Sous-Section 5.2.1, l’émergence des TCC est évitée du fait que la dérivée temporelle
du signal de mesure est nul à l’équilibre. Bien que la stratégie de pseudo-dérivation parvienne
également à éviter l’apparition des TCC, la raison fondamentale diffère. Pour montrer cela,
notons F le système LTI associé à la fonction de transfert F (s) = 1/(εs + 1), ainsi que I
l’opérateur identité. Dans ce cas, l’implémentation Cvel,a donnée par (5.31) peut se réécrire
sous la forme :
Cvel,a =

x˙c =Ac(θ)xc + εAi(θ)[r − y1] +Br(θ)[I − F ]r +B1(θ)[I − F ]y1 +B2(θ)[I − F ]y2
v =Cc(θ)xc + εCi(θ)[r − y1] +Dr(θ)[I − F ]r +D1(θ)[I − F ]y1 +D2(θ)[I − F ]y2
u˙ =ε−1v
θ =ν(y1,wm)
(5.37)
De la sorte, l’approche par pseudo-dérivation est réinterprétée sous la forme du filtrage des
signaux d’entrée du contrôleur. En particulier, pour z ∈ {r,y1,y2}, [I − F ]z = z − Fz
représente l’erreur entre le signal d’origine et sa version filtrée. Le point crucial quant à l’an-
nulation des TCC réside donc dans le fait que, sous réserve de satisfaction des Hypothèses 5.1,
le gain statique associé à l’opérateur I − F doit être nul. Ceci revient à imposer que le gain
statique du filtre F soit unitaire, ce qui est le cas de l’approche par pseudo-dérivation puisque
F (0) = 1.
Ainsi, le problème de l’implémentation Cvel,a réside dans le fait que la stratégie de filtrage
employée permet certes d’éviter l’émergence des TCC mais, comme cela a été vu dans la
Sous-Section 5.2.2, introduit une dynamique résiduelle liée aux composantes de filtrage ve-
nant parasiter la dynamique du système en boucle fermée. Dès lors, en adoptant une stratégie
d’implémentation basée sur le recours à des filtres unitaires au niveau des entrées du contrô-
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leur, le Problème 5.1 de l’implémentation de la famille de contrôleurs LTI Cl visant à éviter
l’émergence des TCC est transformé en un problème de sélection des composantes de filtrage
dans le but de préserver le comportement entrée-sortie et les propriétés de stabilité interne
du système en boucle fermée.
5.3.1.2 Exemple illustratif
Afin d’introduire de manière intuitive l’implémentation proposée dans cette section, on re-
prend l’étude de l’exemple académique étudié de la Sous-Section 5.2.2.2. La dynamique du
contrôleur implémenté via le velocity-based algorithm avec pseudo-dérivation donne lieu au
point d’opération θe à la fonction de transfert :
∆u = ∆v
εs
= ki(θe)
s
(∆r −∆y) + k1(θe)
εs+ 1∆x1 +
k2(θe)
εs+ 1∆y. (5.38)
On raisonne dans un premier temps directement sur la dynamique linéarisée du contrôleur sur
la base de la fonction de transfert précédente. Dans le but de s’affranchir de la contribution
parasitaire du pôle localisé en −1/ε, on suggère de modifier la composante intégrale de
l’implémentation d’origine ∆u/∆v = 1/(εs) par la composante de filtrage ∆u/∆v = (εs +
1)/(εs). On obtient alors :
∆u = εs+ 1
εs
∆v = ki(θe)
εs+ 1
s
(∆r −∆y) + k1(θe)∆x1 + k2(θe)∆y. (5.39)
De la sorte, −1/ε devient un pôle caché stable du contrôleur. Cependant, cette stratégie
introduit un zéro en −1/ε au niveau de la composante intégrale. Afin d’éviter cela, au lieu
d’injecter le signal d’erreur ∆r −∆y dans le contrôleur, on injecte leur composantes filtrées
par l’intermédiaire du filtre 1/(εs+ 1), i.e., que l’on injecte le signal ∆xr,f −∆xy,f = (∆r −
∆y)/(εs+ 1). De la sorte, on obtient :
∆u = ki(θe)
εs+ 1
s
(∆xr,f −∆xy,f ) + k1(θe)∆x1 + k2(θe)∆y
= ki(θe) (∆r −∆y) + k1(θe)∆x1 + k2(θe)∆y. (5.40)
On retrouve bien la fonction de transfert associée au contrôleur LTI Cl(θe), donnée par (3.14),
originellement employée pour ajuster les gains du contrôleur.
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On suggère alors le recours à l’implémentation suivante telle que illustrée à la Fig. 5.10 :
Cvel+ ,

x˙r,f = −τ−1xr,f + τ−1r
x˙x1,f = −τ−1xx1,f + τ−1x1
x˙y,f = −τ−1xy,f + τ−1y
v = τki(y)[xr,f − xy,f ] + k1(y)[x1 − xx1,f ] + k2(y)[y − xy,f ]
x˙v,f = τ−1v
u = xv,f + v
(5.41)
où τ > 0 est un paramètre de filtrage.
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Figure 5.10 Exemple 1 - Architecture du système non linéaire en boucle fermée CL(S, Cvel+)
basée sur l’implémentation d’une version modifiée du velocity-based algorithm avec stratégie
de pseudo-dérivation du contrôleur séquencé.
De la sorte, l’ensemble des entrées du système sont pré-filtrées avec un premier ordre dont le
pôle est localisé en −1/τ . Cette stratégie de pré-filtrage doit permettre d’éviter l’émergence
des TCC mais va introduire un pôle en −1/τ qui aura une contribution parasitaire sur
la dynamique du contrôleur. Afin de s’en affranchir, une stratégie de post-filtrage est mise
en œuvre pour générer l’entrée de commande u du système. En particulier, le post-filtrage
introduit un zéro en −1/τ qui vise à compenser, du point de vue de la fonction de transfert du
contrôleur calculée au point d’opération θe, le pôle en −1/τ introduit lors du pré-filtrage. On
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espère ainsi que le contrôleur séquencé Cvel+ permette, lorsque linéarisé au point d’opération
θe et après passage à la transformée de Laplace, de retrouver la fonction de transfert (3.14)
du contrôleur LTI Cl(θe) d’origine.
La validation de manière rigoureuse de cette stratégie d’implémentation quant à la résolution
du Problème 5.1 sera discutée dans le cadre général dans les prochaines sous-sections. Pour
l’instant, on se contente d’effectuer une validation numérique. Pour cela, on cherche dans un
premier temps à vérifier que pour un point d’opération θe = ye ∈ R fixée, la linéarisation
numérique effectuée en ce point à l’aide de Matlab de la dynamique du système bouclée
CL(S, Cvel+) permet de retrouver la fonction de transfert (3.17) obtenue lors du design de la
famille de contrôleurs Cl. Pour cela, le schéma de la Fig. 5.10 est réalisé sous Simulink. En
utilisant les fonctions trim puis linmod de Matlab, on procède à la recherche d’un point
d’équilibre du système bouclé puis on procède à la linéarisation associée. En appliquant
cette procédure pour, e.g., θe = ye = 0.5 et en fixant le paramètre de filtrage à τ = 0.1,
les pôles du système en boucle fermée sont donnés, avec multiplicité, par −0.500 ± 0.866i,
−1.000, −10.000, −10.000 et −10.000. Les trois premiers pôles correspondent au placement
de pôles initialement effectué, i.e., −0.5±√3/2i et −1, alors que les trois pôles localisés en
−10 correspondent aux pôles introduits par la stratégie de pré-filtrage en −1/τ = −10. De
plus, le fonction de transfert du système obtenue numériquement est donnée, avant et après
simplification via la commande Matlab minreal, par :
Tl(S, Cvel+)(0.5) = (−0.8s+ 1)(s+ 10)
3
(s2 + s+ 1)(s+ 1)(s+ 10)3 =
−0.8s+ 1
s3 + 2s2 + 2s+ 1 (5.42)
On retrouve bien la fonction de transfert T (Sl(0.5), Cl(0.5)) donnée par (3.17) initialement
obtenue lors du design. En particulier, le pôle en −1/τ = −10 introduit par la stratégie
de pré-filtrage fait bien partie des modes cachés stables du système en boucle fermée. Un
résultat analogue étant observé pour toutes les valeurs testées de θe ∈ Θ = R et de τ > 0,
l’évaluation numérique des propriétés de l’implémentation Cvel+ tendent à valider la stratégie
de pré/post-filtrage précédemment introduite.
Finalement, on évalue en simulation la réponse du système S lorsque placé en boucle fermée
avec Cvel+ en la comparant aux résultats obtenus avec les implémentations précédentes Cvel
et Cvel,a. Les résultats de simulation obtenus sont illustrés à la Fig. 5.11.
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Figure 5.11 Comparaison de la réponse du système en boucle fermée pour l’implémentation
velocity-based algorithm Cvel+ pour τ = 0.31 et τ = 1 avec l’implémentation Cvel et son
approximation par pseudo-dérivation pour ε = 0.31
L’implémentation avec pseudo-dérivation Cvel,a pour ε = 0.31 aboutit en un système bouclé
à la limite de l’instabilité (Fig. 5.11(a)). A contrario, lorsque l’on considère l’implémentation
Cvel+ pour un paramètre de filtrage fixé à τ = 0.31, on observe que le système en boucle fermée
a un comportement adéquat, très proche de celui observé avec l’implémentation velocity-
based algorithm Cvel, autant au niveau de la sortie y = x2 (Fig. 5.11(a)) que de l’état x1
(Fig. 5.11(b)) et de la commande u (Fig. 5.11(c)). Même dans le cas de valeurs plus grandes
du paramètre de filtrage τ , le système en boucle fermée présente toujours un comportement
adéquat. Cela est illustré à la Fig. 5.11 pour τ = 1. Ce bon comportement, en dépit d’un
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paramètre de filtrage plus important, est la conséquence directe du fait que l’implémentation
Cvel+, contrairement à l’implémentation Cvel,a, préserve le placement de pôles initialement
effectué lors du design des gains du contrôleur séquencé (ainsi que la fonction de transfert du
contrôleur) indépendamment de la valeur sélectionnée pour le paramètre de filtrage.
5.3.2 Proposition d’une implémentation améliorée
On généralise à présent l’intuition précédente de manière à proposer une implémentation
alternative au velocity-based algorithm. On considère la famille de contrôleurs LTI Cl, définie
par (5.6) et synthétisée de manière à stabiliser le système bouclé CL(Sl(θe), Cl(θe)) en tout
point d’opération θe ∈ Θ. On propose l’implémentation du contrôleur séquencé caractérisé
par (5.43) et illustré à la Fig. 5.12, où τ > 0 est un paramètre de design.
Cvel+ ,

x˙r,f =− τ−1xr,f + τ−1r
x˙y1,f =− τ−1xy1,f + τ−1y1
x˙y2,f =− τ−1xy2,f + τ−1y2
x˙c =ACc (θ)xc + τACi (θ)[xr,f − xy1,f ]
+ BCr (θ)[r − xr,f ] + BC1(θ)[y1 − xy1,f ] + BC2(θ)[y2 − xy2,f ]
v =CCc (θ)xc + τCCi (θ)[xr,f − xy1,f ]
+ DCr (θ)[r − xr,f ] + DC1(θ)[y1 − xy1,f ] + DC2(θ)[y2 − xy2,f ]
x˙v,f =τ−1v
u =xv,f + v
θ =ν(y1,wm)
(5.43)
Pour des raisons de lisibilité, la dépendance des matrices du contrôleur relativement au point
d’opération courant θ a été omise au niveau de la Fig. 5.12. Plusieurs remarques se dégagent :
– Chaque entrée z ∈ {r,y1,y2} du contrôleur est pré-filtrée par un filtre passe-bas 1/(τs+1),
donnant lieu au signal xz,f . Ainsi, le signal d’erreur z − xz,f utilisé pour la stratégie
de contrôle est essentiellement constitué des composantes moyennes et hautes fréquences
du signal d’entrée z. Intuitivement, pour un signal z évoluant dans le voisinage de sa
valeur d’équilibre ze(θe, δ), on s’attend à ce que xz,f ≈ ze(θe, δ), et donc que z − xz,f ≈
z − ze(θe, δ). On retrouve la situation d’un contrôleur LTI classique (non séquencé) à
implémenter autour d’un point d’équilibre donné d’un système non linéaire.
– Le signal basse fréquence xr,f−xy1,f est utilisé à des fins de suivi de référence. Il est montré
par la suite qu’il permet de garantir que la condition d’équilibre y1,e(θe) = re(θe) est bien
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Figure 5.12 Architecture de l’implémentation améliorée d’un controleur séquencé Cvel+
satisfaite.
– La commande est générée par une stratégie de post-filtrage. À l’équilibre, le signal v est
nul, i.e., ve(θe, δ) = 0. Ainsi, la valeur du signal de sortie u en régime permanent ue(θe, δ)
est obtenue par la stratégie de post-filtrage par l’intermédiaire de la composante intégrale.
– Le paramètre de filtrage τ est impliqué à la fois dans la dynamique de l’état du contrôleur
xc et dans l’équation de v. Il y intervient en tant que facteur multiplicatif des matrices
ACi (θ) et CCi (θ). Il est montré dans la prochaine sous-section que ce facteur multiplicatif
est nécessaire afin de préserver les propriétés entrée-sortie du système bouclé.
– Comme dans le cas de l’implémentation velocity-based implementation Cvel, l’implémenta-
tion proposée Cvel+ ne requiert pas d’implémenter des conditions d’équilibre du système
non linéaire S à contrôler (e.g., ue(θe, δ) et ye(θe, δ)). On évite de la sorte les problèmes
de robustesse tels que présentés à la fin de la Sous-Section 4.1.3.2.
5.3.3 Propriétés de l’implémentation
Afin d’établir les propriétés de l’implémentation améliorée du velocity-based alogithm Cvel+,
on formule les hypothèses suivantes.
Hypothèse 5.2 (Hypothèses de l’implémentation Cvel+) Dans le contexte du contrôle
du système S(δ) caractérisé par (5.1) avec l’implémentation Cvel+ définie par (5.43), on
suppose que :
(H1) les coefficients des matrices ACc (θ), . . . ,DC2(θ) du contrôleur sont des fonctions de classe
C1 de la variable de séquencement θ ∈ Θ ;
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(H2) pour tout point d’opération θe ∈ Θ, la matrice
E(θe) ,
ACc (θe) ACi (θe)
CCc (θe) CCi (θe)
 ∈ R(nc+m)×(nc+p1) (5.44)
est de colonne rang plein ;
(H3) la dimension de l’entrée de contrôle du système u coïncide avec celle du signal de
référence r, i.e, m = p1 ;
(H4) pour tout point d’opération θe ∈ Θ, la représentation d’état du contrôleur Cl(θe) carac-
térisée par (Al(θe),Bl(θe),Cl(θe),Dl(θe)) telle qu’introduite par (5.8) est stabilisable et
détectable.
L’hypothèse (H1), commune aux deux implémentations, est une hypothèse de régularité
visant à assurer l’existence de dynamiques linéarisées. L’hypothèse (H3) implique pour Cl(θ)
que le nombre de composantes intégrales coïncide avec la dimension du signal de référence r.
Combinée avec l’hypothèse (H2), cela implique que la matrice E(θe) est carrée et inversible.
Les hypothèses (H2) et (H3) coïncident avec les Hypothèses 5.1 de l’implémentation velocity-
based algorithm Cvel. L’hypothèse (H4), bien que non formulée de manière explicite pour Cvel,
est une hypothèse généralement implicitement formulée signifiant que les éventuels modes
cachés de la dynamique du contrôleur sont stables. On cherche ainsi à éviter l’introduction
de modes cachés qui soient instables.
5.3.3.1 Propriétés portant sur le comportement entrée-sortie
Le théorème suivant porte sur le comportement entrée-sortie du système bouclé.
Théorème 5.1 Supposons que (H1) et (H2) de l’Hypothèse 5.2 sont vérifiées pour le contrô-
leur séquencé Cvel+ donné par (5.43). Alors, pour tout point d’opération θe ∈ Θ et toute
configuration incertaine δ ∈ ∆, les fonctions de transfert en boucle fermée Tl(S(δ), Cvel+)(θe)
et T (Sl(θe, δ), Cl(θe)) coïncident.
En d’autres termes, le Théorème 5.1 assure que la fonction de transfert obtenue en linéarisa-
tion au point d’opération θe le système bouclé composé du système non linéaire S(δ) et du
contrôleur séquencé Cvel+ coïncide avec la fonction de transfert du système bouclé composé
du système linéarisé Sl(θe, δ) et du contrôleur LTI Cl(θe). En ce sens, la stratégie d’implé-
mentation Cvel+ proposée permet de préserver les propriétés entrée-sortie du système bouclé
tel qu’obtenu lors du design de la famille de contrôleurs LTI Cl.
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Démonstration. Fixons pour le reste de la preuve un point d’opération θe ∈ Θ et une
configuration incertaine δ ∈ ∆ quelconques. L’équilibre du contrôleur séquencé Cvel+, lorsque
placé en boucle fermée avec le système non linéaire S(δ), est caractérisé par les équations
suivantes :

xr,f,e(θe, δ) = re(θe, δ)
xy1,f,e(θe) = y1,e(θe)
xy2,f,e(θe, δ) = y2,e(θe, δ)
0 = ACc (θe)xc,e(θe, δ) + τACi (θe)
[
re(θe, δ)− y1,e(θe)
]
0 = CCc (θe)xc,e(θe, δ) + τCCi (θe)
[
re(θe, δ)− y1,e(θe)
]
0 = ve(θe, δ)
ue(θe, δ) = xv,f,e(θe, δ)
(5.45)
En particulier, on obtient que :
ACc (θe) ACi (θe)
CCc (θe) CCi (θe)
  xc,e(θe, δ)
τ
[
re(θe, δ)− y1,e(θe)
] = 0. (5.46)
Sur la base de l’hypothèse (H2), il s’en suit que re(θe, δ) = y1,e(θe), xc,e(θe, δ) = 0. Dès
lors, le signal de référence à l’équilibre est indépendant de la configuration incertaine δ et
sera donc noté par la suite re(θe) = y1,e(θe). On obtient ainsi, tout du moins à l’équilibre,
le suivi de référence souhaité.
Afin de prouver que les fonctions de transfert Tl(S(δ), Cvel+)(θe) et T (Sl(θe, δ), Cl(θe)) sont
égales, il est suffisant de montrer que la fonction de transfert résultant de la linéarisation
du contrôleur séquencé Cvel+ au point d’opération θe coïncide avec celle obtenue sur la base
de Cl(θe) donnée par (5.6). À cette fin, la première étape est de calculer la dynamique
linéarisée du contrôleur séquencé Cvel+ donnée par (5.43). Pour le point d’opération θe et
la configuration incertaine δ, les déviations des signaux du contrôleur séquencé xr,f , xy1,f ,
xy2,f , xc, v et xv,f de leur valeur d’équilibre respective précédemment définies sont notées
δxr,f , δxy1,f , δxy2,f , δxc, δv et δxv,f . La linéarisation des composantes de pré/post-filtrage
192
donne lieu aux dynamiques suivantes :
δx˙r,f =− τ−1δxr,f + τ−1δr
δx˙y1,f =− τ−1δxy1,f + τ−1δy1
δx˙y2,f =− τ−1δxy2,f + τ−1δy2
δx˙v,f =τ−1δv
δu =δxv,f + δv
(5.47)
Sur la base de (H1), la linéarisation de la dynamique de xc est donnée par :
δx˙c = ACc (θe)δxc +
∂
∂y1
[
ACc (ν(y1,wm))xc]
]∣∣∣∣∣
e
δy1
+ ∂
∂wm
[
ACc (ν(y1,wm))xc]
]∣∣∣∣∣
e
δwm
+ τACi (θe)[δxr,f − δxy1,f ] + τ
∂
∂y1
[
ACi (ν(y1,wm))[xr,f − xy1,f ]
]∣∣∣∣∣
e
δy1
+ τ ∂
∂wm
[
ACi (ν(y1,wm))[xr,f − xy1,f ]
]∣∣∣∣∣
e
δwm
+ BCr (θe)[δr − δxr,f ] +
∂
∂y1
[
BCr (ν(y1,wm))[r − xr,f ]
]∣∣∣∣∣
e
δy1
+ ∂
∂wm
[
BCr (ν(y1,wm))[r − xr,f ]
]∣∣∣∣∣
e
δwm
−BC1(θe)δxy1,f +
∂
∂y1
[
BC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣∣∣
e
δy1
+ ∂
∂wm
[
BC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣∣∣
e
δwm
−BC2(θe)δxy2,f +
∂
∂y1
[
BC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣∣∣
e
δy1
+ ∂
∂y2
[
BC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣∣∣
e
δy2
+ ∂
∂wm
[
BC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣∣∣
e
δwm
(5.48)
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alors que la linéarisation de l’équation produisant v est donnée par :
δv = CCc (θe)δxc +
∂
∂y1
[
CCc (ν(y1,wm))xc]
]∣∣∣∣∣
e
δy1
+ ∂
∂wm
[
CCc (ν(y1,wm))xc]
]∣∣∣∣∣
e
δwm
τCCi (θe)[δxr,f − δxy1,f ] + τ
∂
∂y1
[
CCi (ν(y1,wm))[xr,f − xy1,f ]
]∣∣∣∣∣
e
δy1
+ τ ∂
∂wm
[
CCi (ν(y1,wm))[xr,f − xy1,f ]
]∣∣∣∣∣
e
δwm
+ DCr (θe)[δr − δxr,f ] +
∂
∂y1
[
DCr (ν(y1,wm))[r − xr,f ]
]∣∣∣∣∣
e
δy1
+ ∂
∂wm
[
DCr (ν(y1,wm))[r − xr,f ]
]∣∣∣∣∣
e
δwm
−DC1(θe)δxy1,f +
∂
∂y1
[
DC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣∣∣
e
δy1
+ ∂
∂wm
[
DC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣∣∣
e
δwm
−DC2(θe)δxy2,f +
∂
∂y1
[
DC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣∣∣
e
δy1
+ ∂
∂y2
[
DC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣∣∣
e
δy2
+ ∂
∂wm
[
DC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣∣∣
e
δwm
(5.49)
où les dérivées partielles sont évaluées au point d’équilibre associé au point d’opération θe.
Afin de simplifier les équations (5.48) et (5.49), on remarque que pour z ∈ {y,wm} on a :
∂
∂z
[
ACc (ν(y1,wm))xc
]∣∣∣∣∣
e
=
nc∑
k=1
xc,e(θe, δ)(k)
∂
∂z
[
ACc,Ck(ν(y1,wm))
]∣∣∣∣∣
e
= 0 (5.50)
dû au fait que xc,e(θe, δ) = 0. Dans l’équation (5.50), xc,e(θe, δ)(k) représente la k-ième
composante du vecteur xc,e(θe, δ), tandis que ACc,Ck dénote la k-ième colonne de la matrice
ACc . En procédant de manière identique, tirant profit du fait que xr,f,e(θe)− xy1,f,e(θe) = 0,
xc,e(θe, δ) = 0, re(θe)−xr,f,e(θe) = 0, y1,e(θe)−xy1,f,e(θe) = 0 et y2,e(θe, δ)−xy2,f,e(θe, δ) =
0, l’ensemble des dérivées intervenant dans les équations (5.48) et (5.49) sont nulles à
l’exception des quatre dérivées partielles suivantes : (∂/∂y1)
[
BC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣
e
,
(∂/∂y1)
[
DC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣
e
, (∂/∂y2)
[
BC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣
e
et
(∂/∂y2)
[
DC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣
e
. Par exemple, la première dérivée partielle peut être
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évaluée comme suit :
∂
∂y1
[
BC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣∣∣
e
= ∂
∂y1
[ p1∑
k=1
[y1(k)− xy1,f (k)]BC1,Ck(ν(y1,wm))
]∣∣∣∣∣
e
=
p1∑
k=1
{
∂
∂y1
[
[y1(k)− xy1,f (k)]BC1,Ck(θe)
]∣∣∣∣∣
e
+ [y1,e(θe)(k)− xy1,f,e(θe)(k)]︸ ︷︷ ︸
=0
∂
∂y1
[
BC1,Ck(ν(y1,wm))
]∣∣∣∣∣
e

=
p1∑
k=1
[0| . . . |0| BC1,Ck(θe)︸ ︷︷ ︸
k−ième colonne
|0| . . . |0]
= BC1(θe) (5.51)
Un calcul similaire montre que les trois dérivées partielles restantes deviennent après simpli-
fication :
(∂/∂y1)
[
DC1(ν(y1,wm))[y1 − xy1,f ]
]∣∣∣
e
= DC1(θe), (5.52a)
(∂/∂y2)
[
BC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣
e
= BC2(θe), (5.52b)
(∂/∂y2)
[
DC2(ν(y1,wm))[y2 − xy2,f ]
]∣∣∣
e
= DC2(θe). (5.52c)
Ainsi, les équations (5.48) et (5.49) se simplifient sous la forme :

δx˙c =ACc (θe)δxc + τACi (θe)[δxr,f − δxy1,f ] + BCr (θe)[δr − δxr,f ]
+ BC1(θe)[δy1 − δxy1,f ] + BC2(θe)[δy2 − δxy2,f ]
δv =CCc (θe)δxc + τCCi (θe)[δxr,f − δxy1,f ] + DCr (θe)[δr − δxr,f ]
+ DC1(θe)[δy1 − δxy1,f ] + DC2(θe)[δy2 − δxy2,f ]
(5.53)
L’objectif de la stratégie de pré-filtrage est bien atteint dans la mesure où elle a permis
d’éviter l’émergence de TCC. Il s’agit à présent de vérifier si le comportement entrée-sortie
du contrôleur linéarisé est bien fidèle à la dynamique LTI d’origine Cl(θe) donnée par (3.40).
Pour cela, on calcule la fonction de transfert de la dynamique linéarisée du contrôleur au point
d’opération θe. Sur la base des trois premières lignes de (5.47), les fonctions de transfert des
composantes de pré-filtrage sont données par :
∆xr,f =
1
τs+ 1∆r, ∆xy1,f =
1
τs+ 1∆y1, ∆xy2,f =
1
τs+ 1∆y2, (5.54)
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où ∆u, ∆v, ∆r, ∆y1, ∆y2, ∆xr,f , ∆xy1,f et ∆xy2,f représentent respectivement les trans-
formées de Laplace de δu, δv, δr, δy1, δy2, δxr,f , δxy1,f et δxy2,f . On obtient donc :
∆r −∆xr,f = τs
τs+ 1∆r, ∆y1 −∆xy1,f =
τs
τs+ 1∆y1, (5.55)
∆y2 −∆xy2,f =
τs
τs+ 1∆y2, ∆xr,f −∆xy1,f =
1
τs+ 1 (∆r −∆y1) . (5.56)
En prenant la transformée de Laplace de (5.53) et en utilisant les relations précédentes portant
sur le pré-filtrage, on obtient :
∆v = τ
τs+ 1
[
CCi (θe) + CCc (θe)(sIn −ACc (θe))−1ACi (θe)
]
(∆r −∆y1)
+ τs
τs+ 1
[
DCr (θe) + CCc (θe)(sIn −ACc (θe))−1BCr (θe)
]
∆r
+ τs
τs+ 1
[
DC1(θe) + CCc (θe)(sIn −ACc (θe))−1BC1(θe)
]
∆y1
+ τs
τs+ 1
[
DC2(θe) + CCc (θe)(sIn −ACc (θe))−1BC2(θe)
]
∆y2.
(5.57)
En incluant sur la base des deux dernières lignes de (5.47) le post-filtrage qui donne lieu à la
fonction de transfert ∆u = τs+ 1
τs
∆v, on obtient finalement la relation suivante :
∆u =1
s
[
CCi (θe) + CCc (θe)(sIn −ACc (θe))−1ACi (θe)
]
(∆r −∆y1)
+
[
DCr (θe) + CCc (θe)(sIn −ACc (θe))−1BCr (θe)
]
∆r
+
[
DC1(θe) + CCc (θe)(sIn −ACc (θe))−1BC1(θe)
]
∆y1
+
[
DC2(θe) + CCc (θe)(sIn −ACc (θe))−1BC2(θe)
]
∆y2.
(5.58)
Le post-filtrage permet donc bien de cacher, du point de vue de la fonction de transfert entrée-
sortie de la dynamique linéarisée du contrôleur, la contribution du pôle localisé en −1/τ
introduit par le pré-filtrage. La preuve est ainsi complétée puisque la fonction de transfert
(5.58) précédemment obtenue est identique à celle du contrôleur LTI Cl(θe) d’origine donnée
par (5.11). 
Le Théorème 5.1 garantit ainsi que Tl(S(δ), Cvel+)(θe) = T (Sl(θe, δ), Cl(θe)), i.e., que l’implé-
mentation Cvel+ de la famille de contrôleurs LTI Cl permet de préserver la fonction de transfert
entrée-sortie du système bouclé linéarisé pour tout point d’opération θe ∈ Θ et toute configu-
ration incertaine δ. En réalité, le résultat précédemment démontré est encore plus fort dans
la mesure où l’on a montré que la fonction de transfert entrée-sortie de Cvel+,l(θe) donnée
par (5.58) coïncide avec la fonction de transfert (5.11) du contrôleur LTI Cl(θe) d’origine.
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L’implémentation Cvel+ permet ainsi de préserver directement le comportement entrée-sortie
de la famille de contrôleurs LTI Cl.
5.3.3.2 Propriétés portant sur la stabilité interne
Le Théorème 5.1 atteste la pertinence de l’implémentation Cvel+ d’un point de vue entrée-
sortie. Néanmoins, l’utilisation de modes cachés requiert l’analyse de sa stabilité interne. À
cette fin, on considère la représentation d’état (Al(θe),Bl(θe),Cl(θe),Dl(θe)) du contrôleur
LTI Cl(θe) d’origine donnée par (5.8) ainsi que celle de la dynamique linéarisée Cvel+,l(θe) du
contrôleur Cvel+ au point d’opération θe qui est, sur la base de (5.47) et (5.53), donnée par : X˙a = Aa(θe)Xa +Ba(θe)U aY a = Ca(θe)Xa +Da(θe)U a (5.59)
où le vecteur d’état du contrôleur est X>a =
[
δx>r,f δx
>
y1,f δx
>
y2,f δx
>
c δx
>
v,f
]>
, le vecteur
d’entrée est U>a =
[
δr> δy>1 δy
>
2
]>
et le vecteur de sortie est Y a = δu. Les matrices de la
représentation d’état précédente sont données par :
Aa(θe) =

−τ−1Ip1 0 0 0 0
0 −τ−1Ip1 0 0 0
0 0 −τ−1Ip2 0 0
τACi (θe)−BCr (θe) −τACi (θe)−BC1(θe) −BC2(θe) ACc (θe) 0
CCi (θe)− τ−1DCr (θe) −CCi (θe)− τ−1DC1(θe) −τ−1DC2(θe) τ−1CCc (θe) 0

,
(5.60a)
Ba(θe) =

τ−1Ip1 0 0
0 τ−1Ip1 0
0 0 τ−1Ip2
BCr (θe) BC1(θe) BC2(θe)
τ−1DCr (θe) τ−1DC1(θe) τ−1DC2(θe)

, (5.60b)
Ca(θe) =
[
τCCi (θe)−DCr (θe) −τCCi (θe)−DC1(θe) −DC2(θe) CCc (θe) Im
]
, (5.60c)
Da(θe) =
[
DCr (θe) DC1(θe) DC2(θe)
]
, (5.60d)
oùAa(θe) ∈ R(m+nc+p+p1)×(m+nc+p+p1),Ba(θe) ∈ R(m+nc+p+p1)×(p+p1), Ca(θe) ∈ Rm×(m+nc+p+p1)
et Da(θe) ∈ Rm×(p+p1). Le signal v de l’implémentation Cvel+ donnée par (5.43) n’est ni une
variable d’état, ni une sortie de la dynamique du contrôleur, mais uniquement un signal inter-
médiaire. Ainsi, δv n’apparaît pas de manière explicite dans la représentation d’état donnée
par (5.59) ; l’équation associée a été utilisée afin d’obtenir l’équation de la dynamique de
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δxv,f ainsi que l’équation de sortie de δu.
Notons qu’à partir de la structure triangulaire inférieure par bloc de la matrice Aa(θe), les
pôles de la représentation d’état (5.59) sont aisément obtenus comme suit :
– les nc valeurs propres de ACc (θe) comptées avec leur multiplicité ;
– λ = 0 pôle de multiplicité m ;
– λ = −1/τ pôle de multiplicité p+ p1.
Il a été vu à la sous-section précédente que les pôles introduits en −1/τ par la stratégie
de pré-filtrage sont des modes cachés de la dynamique du contrôleur. On se propose ici
d’analyser de manière plus précise la situation afin de caractériser la stabilité interne du
système bouclé avec l’implémentation Cvel+ en un point d’opération θe ∈ Θ donné. À des
fins de simplicité des notations, on omettra dans la suite de cette sous-section de noter la
dépendance des matrices précédentes vis-à-vis du point d’opération θe. Les résultats présentés
seront donc valables pour tout point d’opération θe ∈ Θ. En rappelant que la représentation
d’état (Al,Bl,Cl,Dl) du contrôleur LTI Cl(θe) d’origine est donnée par (5.8), tandis que la
représentation d’état (Aa,Ba,Ca,Da) de la dynamique linéarisée de l’implémentation Cvel+
au point d’opération θe est caractérisée par (5.59), on a les résultats suivants.
Lemme 5.2 Supposons vérifiée (H2) de l’Hypothèse 5.2. Pour tout λ ∈ C\{−1/τ}, λ est un
pôle non observable de (Aa,Ca) si et seulement s’il est un pôle non observable de (Al,Cl).
Démonstration. Soit X =
[
x>1 x
>
2 x
>
3 x
>
4 x
>
5
]> ∈ Rm+nc+p+p1 un vecteur non nul par-
titionné conformément à la structure par bloc de la matrice Aa tel que AaX = λX et
CaX = 0. On a alors :
−1
τ

x1
x2
x3
 = λ

x1
x2
x3

(τACi −BCr )x1 + (−τACi −BC1)x2 −BC2x3 + ACcx4 = λx4(
CCi − τ−1DCr
)
x1 +
(
−CCi − τ−1DC1
)
x2 − τ−1DC2x3 + τ−1CCcx4 = λx5
(τCCi −DCr )x1 + (−τCCi −DC1)x2 −DC2x3 + CCcx4 + x5 = 0
(5.61)
Puisque λ 6= −1/τ , la première ligne du système (5.61) implique que x1, x2 et x3 sont des
vecteurs nuls. Il s’en suit que 
ACcx4 = λx4
τ−1Ccx4 = λx5
CCcx4 + x5 = 0
(5.62)
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Sur la base des deux dernières équations de (5.62), on obtient (1/τ + λ)x5 = 0, impliquant
que x5 = 0. On en déduit que A
C
cx4 = λx4
CCcx4 = 0
(5.63)
Ayant supposé que X 6= 0, cela implique nécessairement que x4 6= 0 puisque l’on a déjà
montré que x1, x2, x3 et x5 sont nuls. On en déduit que λ est un pôle non observable de
(ACc ,CCc ). Réciproquement, si λ est un pôle non observable de (ACc ,CCc ), il est suffisant de
considérer x1 = 0, x2 = 0, x3 = 0, x5 = 0 et x4 6= 0 vérifiant ACcx4 = λx4 et CCcx4 = 0
pour montrer que λ est un pôle non observable de (Aa,Ca).
Il reste à montrer que λ est un pôle non observable de (ACc ,CCc ) si et seulement s’il est un pôle
non observable de (Al,Cl). Considérons dans un premier temps le cas λ 6= 0. S’il existe un
vecteur non nul x ∈ Rnc tel que ACcx = λx et CCcx = 0, alors X = [0> x>]> ∈ Rnc+p1 est un
vecteur non nul vérifiant AlX = λX et ClX = 0. Réciproquement, supposons qu’il existe
un vecteur non nulX = [x>1 x>2 ]> ∈ Rnc+p1 avec x1 ∈ Rp1 et x2 ∈ Rnc tel queAlX = λX et
ClX = 0. La première égalité implique que λx1 = 0. Puisque λ 6= 0, on a x1 = 0, impliquant
que x2 6= 0, ACcx2 = λx2 et CCcx2 = 0.
Dans le cas λ = 0, AlX = λX = 0 et ClX = 0 impliquent :ACi ACc
CCi CCc
X = 0. (5.64)
Sur la base de l’hypothèse (H2), on déduit queX = 0, et donc que λ = 0 ne peut être un pôle
non observable de (Al,Cl). De manière analogue, λ = 0 ne peut être un pôle non observable
de (ACc ,CCc ) puisque, sur la base de (H2), ACcx = λx = 0 et CCcx = 0 impliquent que x = 0.

L’hypothèse (H2) n’est requise dans la démonstration du Lemme 5.2 que pour traiter le cas
λ = 0. En particulier, elle permet de prévenir la présence d’intégrateurs non observables dans
la dynamique du contrôleur. Le cas λ = 1/τ , laissé de côté par le Lemme 5.2, est traité par
le résultat suivant.
Lemme 5.3 Le sous-espace non observable du pôle λ = −1/τ de (Aa,Ca) est de dimension
supérieur ou égal à p+ p1.
Démonstration. Soit X =
[
x>1 x
>
2 x
>
3 x
>
4 x
>
5
]> ∈ Rm+nc+p+p1 un vecteur partitionné
conformément à la structure par bloc de la matrice Aa tel que AaX = −1/τX et CaX = 0.
En reprenant (5.61) avec λ = −1/τ , la première ligne du système d’équations devient tri-
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vial alors que les deux dernières deviennent équivalentes. Dès lors, −1/τ est un pôle non
observable de (Aa,Ca) si et seulement s’il existe X ∈ Rm+nc+p+p1\{0} tel que HX = 0 où
H ,
τACi −BCr −τACi −BC1 −BC2 ACc + τ−1Inc 0
τCCi −DCr −τCCi −DC1 −DC2 CCc Im
 ∈ R(m+nc)×(m+nc+p+p1) (5.65)
Le théorème du rang garantissant que dim (Ker(H)) + dim (Im(H)) = m + nc + p + p1 et
puisque dim (Im(H)) ≤ dim (Rm+nc) = m+ nc, on en déduit que dim (Ker(H)) ≥ p+ p1. 
Ainsi, les pôles introduits pas la stratégie de pré-filtrage font partie des modes non observables
du contrôleur LTI Cvel+,l(θe). En particulier, si le contrôleur d’origine Cl(θe) ne présente pas
de pôle en −1/τ , i.e., −1/τ n’est pas une valeur propre de la matrice ACc , alors l’ensemble
des pôles localisés en −1/τ sont exclusivement introduits par la stratégie de pré-filtrage et
sont non observables (et font donc de surcroît partie des modes cachés).
Ayant investigué les propriétés d’observabilité des pôles de la représentation d’état de Cvel+,l(θe),
on s’intéresse à présent à leurs propriétés de commandabilité.
Lemme 5.4 Pour tout λ ∈ C∗, λ est un pôle non commandable de (Aa,Ba) si et seulement
s’il est un pôle non commandable de (Al,Bl).
Démonstration. Soit X =
[
x>1 x
>
2 x
>
3 x
>
4 x
>
5
]> ∈ Rm+nc+p+p1 un vecteur non nul parti-
tionné conformément à la structure par bloc de la matrice Aa tel que X>Aa = λX> et
X>Ba = 0. Le développement des équations matricielles donne lieu au système d’équations
équivalent :
−τ−1x>1 + x>4 (τACi −BCr ) + x>5
(
CCi − τ−1DCr
)
= λx>1 (5.66a)
−τ−1x>2 − x>4 (τACi + BC1)− x>5
(
CCi + τ−1DC1
)
= λx>2 (5.66b)
−τ−1x>3 − x>4 BC2 − τ−1x>5 DC2 = λx>3 (5.66c)
x>4 ACc + τ−1x>5 CCc = λx>4 (5.66d)
0 = λx>5 (5.66e)
τ−1x>1 + x>4 BCr + τ−1x>5 DCr = 0 (5.66f)
τ−1x>2 + x>4 BC1 + τ−1x>5 DC1 = 0 (5.66g)
τ−1x>3 + x>4 BC2 + τ−1x>5 DC2 = 0 (5.66h)
Puisque λ 6= 0, (5.66e) implique que x5 = 0. De manière analogue, on déduit de (5.66c)
et (5.66h) que x3 = 0. En injectant (5.66f) dans (5.66a), on obtient que τx>4 ACi = λx>1 .
En injectant de même avec (5.66g) dans (5.66b), on a −τx>4 ACi = λx>2 . Des deux dernières
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égalités obtenues, en tenant compte du fait que λ 6= 0, on déduit que x2 = −x1. De (5.66d),
on obtient x>4 ACc = λx>4 . Ces relations permettent d’obtenir le système équivalent 5 suivant :
[1
λ
x>4 ACi , x>4
]
Al = λ
[1
λ
x>4 ACi , x>4
]
[1
λ
x>4 ACi , x>4
]
Bl = 0
x>1 =
τ
λ
x>4 ACi
x2 = −x1
x3 = 0
x5 = 0
(5.67)
La première égalité de (5.67), sur la base de la définition de la matriceAl (5.8), est équivalente
à l’égalité précédemment établie x>4 ACc = λx>4 . La seconde égalité de (5.67) est quant à
elle équivalente aux équations (5.66f-5.66h) sur la base des relations précédemment établies
x3 = 0, x5 = 0, x2 = −x1 et τx>4 ACi = λx>1 .
Afin de conclure à partir de (5.67) que λ est un pôle non commandable de (Al,Bl), il
est suffisant de remarquer que X 6= 0 si et seulement si x4 6= 0, i.e., si et seulement si
[1/λx>4 Ai , x>4 ] 6= 0. Réciproquement, soit Z =
[
z>1 z
>
2
]>
un vecteur non nul avec z1 ∈ Rp1
et z2 ∈ Rnc tel que Z>Al = λZ> et Z>Bl = 0. À partir de la définition de la matrice Al
(5.8), la première égalité implique que z>2 ACi = λz>1 . Donc, puisque λ 6= 0 et Z est non nul,
on obtient que z2 6= 0. Ainsi, avec x4 = z2, il suffit de prendre x1, x2, x3 et x5 définis par
(5.67) de manière à conclure que λ est un pôle non commandable de (Aa,Ba). 
Lemme 5.5 Supposons vérifiées (H2) et (H3) de l’Hypothèse 5.2. Une valeur nulle de λ ne
peut être un pôle non commandable ni de (Aa,Ba), ni de (Al,Bl).
Démonstration. Soit X =
[
x>1 x
>
2 x
>
3 x
>
4 x
>
5
]> ∈ Rm+nc+p+p1 un vecteur non nul par-
titionné conformément à la structure par bloc de la matrice Aa tel que X>Aa = 0 et
X>Ba = 0. Le développement de ces deux équations matricielles donne lieu au système
5. On détaille ici seulement le sens « implique », le sens « retour » se vérifiant aisément.
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suivant : 
−τ−1x>1 + x>4 (τACi −BCr ) + x>5
(
CCi − τ−1DCr
)
= 0
−τ−1x>2 − x>4 (τACi + BC1)− x>5
(
CCi + τ−1DC1
)
= 0
−τ−1x>3 − x>4 BC2 − τ−1x>5 DC2 = 0
x>4 ACc + τ−1x>5 CCc = 0
0 = 0
τ−1x>1 + x>4 BCr + τ−1x>5 DCr = 0
τ−1x>2 + x>4 BC1 + τ−1x>5 DC1 = 0
τ−1x>3 + x>4 BC2 + τ−1x>5 DC2 = 0
(5.68)
qui, par calcul direct, est équivalent à :

0 = [τx>4 , x>5 ]
ACc ACi
CCc CCi

x>1 = −τx>4 BCr − x>5 DCr
x>2 = −τx>4 BC1 − x>5 DC1
x>3 = −τx>4 BC2 − x>5 DC2
(5.69)
Sur la base des hypothèses (H2) et (H3), la matrice (5.44) est inversible. On en déduit que
(5.69) est équivalent à X = 0.
À présent, soit X =
[
x>1 x
>
2
]>
, avec x1 ∈ Rp1 et x2 ∈ Rnc , tel que X>Al = 0 et X>Bl = 0.
Alors, X>Al = 0 implique que :
[
x>2 0>
] ACc ACi
CCc CCi
 = 0. (5.70)
Puisque la matrice (5.44) est inversible, x2 = 0. De plus, de X>Bl = 0, on déduit de la
définition de la matrice Bl (5.8) que x>1 +x>2 BCr = 0 d’où x1 = 0. On obtient X = 0, ce qui
vient conclure la preuve. 
L’ensemble des résultats obtenus dans cette sous-section permettent d’obtenir le théorème
suivant.
Théorème 5.6 Supposons vérifiées (H2), (H3) et (H4) de l’Hypothèse 5.2. Alors la repré-
sentation d’état (Aa,Ba,Ca,Da) est stabilisable et détectable. De plus, si l’on suppose que
CL(Sl(θe), Cl(θe)) est internement stable, alors CLl(S, Cvel+)(θe) l’est également.
Démonstration. De par les Lemmes 5.2, 5.4 et 5.5, on conclut que (Aa,Ba,Ca,Da) est sta-
202
bilisable et détectable puisque (H4) suppose que (Al,Bl,Cl,Dl) est stabilisable et détectable.
De plus, si l’on suppose que CL(Sl(θe), Cl(θe)) est internement stable, on peut directement
conclure que CLl(S, Cvel+)(θe) est internement stable puisque la propriété de stabilité in-
terne ne dépend pas d’une réalisation stabilisable et détectable spécifique du système et du
contrôleur (Zhou et al., 1996). 
Finalement, les Théorèmes 5.1 et 5.6 montrent que le paramètre de filtrage τ > 0 n’a pas
d’impact ni sur la fonction de transfert entrée-sortie, ni sur les propriétés de stabilité interne
du système en boucle fermée. Dès lors, τ ne peut être ajusté que sur la base de l’évaluation
du comportement du système non linéaire en boucle fermée CL(S, Cvel+). Ce résultat est à
mettre en perspective avec ce qui a été vu dans la Sous-Section 5.2.2 portant sur l’impact de
la stratégie de pseudo-dérivation dans la mise en œuvre de l’implémentation velocity-based
algorithm. De plus, ce résultat démontre que le Problème 5.1 initialement posé admet, sous
les Hypothèses 5.2, au moins une solution, qui est donnée sous la forme de l’implémentation
Cvel+ caractérisée par (5.43). Sur cette base, en supposant qu’une famille de contrôleurs LTI
Cl a été conçue de telle sorte que pour tout θe ∈ Θ, CL(Sl(θe), Cl(θe)) est internement
stable, la stabilité du système bouclé non linéaire CL(S, Cvel+) est assurée pour des variations
suffisamment lentes du signal de référence r et du signal exogène w (Rugh and Shamma,
2000; Lawrence et al., 1990).
5.3.3.3 Motivation du choix des stratégies de pré/post-filtrage
On s’intéresse à décrire l’ensemble des stratégies de pré/post-filtrage pouvant être employées
dans l’implémentation améliorée du velocity-based algorithm de telle sorte que les Théo-
rèmes 5.1 et 5.6 demeurent valides.
Sur la base de la Fig. 5.13, on cherche des opérateur « de filtrage » Fr, Fy1 , Fy2 et Fv dont les
fonctions de transfert sont des fractions rationnelles à coefficients réels Fr(s), Fy1(s), Fy2(s)
et Fv(s) et qui sont tels que le contrôleur séquence C˜ caractérisé par (5.71) soit une solution
du Problème 5.1. Le paramètre τ ∈ R∗ est conservé en tant que facteur multiplicatif agissant
sur les matrices ACi (θ) et CCi (θ).
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ACc
[
τACi BCr BC1 BC2
]
CCc
[
τCCi DCr DC1 DC2
]
×
Fr
×
Fy1
×
Fy2
×
Fv
r + −
y1 + −
y2 + −
xy2,f
+xr,f
−
xy1,f
v u
θ = ν(y1,wm)
Figure 5.13 Amélioration de l’implémentation velocity-based algorithm : discussion de la stra-
tégie de pré/post-filtrage
C˜ ,

xr,f =Frr
xy1,f =Fy1y1
xy2,f =Fy2y2
x˙c =ACc (θ)xc + τACi (θ)[xr,f − xy1,f ]
+ BCr (θ)[r − xr,f ] + BC1(θ)[y1 − xy1,f ] + BC2(θ)[y2 − xy2,f ]
v =CCc (θ)xc + τCCi (θ)[xr,f − xy1,f ]
+ DCr (θ)[r − xr,f ] + DC1(θ)[y1 − xy1,f ] + DC2(θ)[y2 − xy2,f ]
u =Fvv
θ =ν(y1,wm)
(5.71)
En analysant la preuve du Théorème 5.1, le point clé de la démonstration permettant d’éviter
l’émergence des TCC réside dans les conditions d’équilibre (5.45). En effet, si ces conditions
d’équilibre ne sont pas satisfaites, (5.48) et (5.49) ne peuvent être simplifiées, aboutissant à
l’émergence des TCC. Ainsi, de manière à éviter l’émergence des TCC lors de linéarisation
de la dynamique du contrôleur séquencé C˜, les conditions d’équilibre suivantes doivent être
satisfaites : xr,f,e(θe, δ) = re(θe, δ), xy1,f,e(θe) = y1,e(θe), xy2,f,e(θe, δ) = y2,e(θe, δ) et
ve(θe, δ) = 0. Dans ce cas, sur la base de (H2) de l’Hypothèse 5.2, l’Eq. (5.46) implique que
les deux égalités fondamentales re(θe) = y1,e(θe) et xc,e(θe, δ) = 0 sont vérifiées. Puisque
xr,f = Frr, la condition xr,f,e(θe, δ) = re(θe, δ) est équivalent à Fr(0) = 1. De manière
analogue, on doit avoir Fy1(0) = Fy2(0) = 1. Finalement, de manière à imposer ve(θe, δ) = 0,
puisque u = Fvv, Fv(s) doit contenir une composante intégrale, i.e., Fv(s) = F ∗v (s)/s avec
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F ∗v (s) une fraction rationnelle telle que F ∗v (0) 6= 0. Sous ces hypothèses, du fait qu’elles
permettent d’éviter l’émergence des TCC, un calcul direct similaire à celui effectué lors de la
preuve du Théorème 5.1 montre que :
∆u =τFv(s)
[
CCi (θe) + CCc (θe)(sIn −ACc (θe))−1ACi (θe)
]
(Fr(s)∆r − Fy1(s)∆y1)
+ Fv(s)(1− Fr(s))
[
DCr (θe) + CCc (θe)(sIn −ACc (θe))−1BCr (θe)
]
∆r
+ Fv(s)(1− Fy1(s))
[
DC1(θe) + CCc (θe)(sIn −ACc (θe))−1BC1(θe)
]
∆y1
+ Fv(s)(1− Fy2(s))
[
DC2(θe) + CCc (θe)(sIn −ACc (θe))−1BC2(θe)
]
∆y2.
(5.72)
L’objectif est à présent de sélectionner les fonctions de transfert des composantes de pré/post-
filtrage de telle sorte à ce que (5.72) coïncide avec la dynamique LTI du contrôleur Cl(θe)
donnée par (5.11). Puisque l’on recherche une solution générale, i.e., valable pour n’importe
quel jeu de matrices ACc (θe), . . . ,DC2(θe) dont les dimensions sont compatibles entre elles, on
peut sélectionner des valeurs spécifiques de ces différentes matrices de manière à dériver les
propriétés des filtres recherchés.
En prenant tout d’abord ∆r = ∆y1 = 0, puisque l’égalité entre (5.11) et (5.72) doit être
satisfaite pour tout ∆y2, on obtient que
[Fv(s)(1− Fy2(s))− 1]
[
DC2(θe) + CCc (θe)(sIn −ACc (θe))−1BC2(θe)
]
= 0. (5.73)
En particulier, si on prend CCc (θe) = 0 et une matrice DCc (θe) non nulle, on en déduit que
Fv(s)(1− Fy2(s)) = 1. (5.74)
En considérant une nouvelle fois l’égalité entre (5.11) et (5.72) en prenant ∆y2 = 0, ∆r =
∆y1 et CCc (θe) = 0, on obtient que
[Fv(s)(1− Fr(s))− 1] DCr (θe) + [Fv(s)(1− Fy1(s))− 1] DC1(θe) = 0. (5.75)
En prenant DCr (θe) = Ip1 et DCy1(θe) = 0, la dernière égalité matricielle se réduit à :
Fv(s)(1− Fr(s)) = 1. (5.76)
En prenant cette fois DCr (θe) = 0 et DCy1(θe) = Ip1 , on obtient la relation :
Fv(s)(1− Fy1(s)) = 1. (5.77)
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Ainsi, sur la base de (5.74-5.77), on en déduit que :
Fr(s) = Fy1(s) = Fy2(s) = 1−
1
Fv(s)
. (5.78)
Finalement, en considérant une dernière fois l’égalité entre (5.11) et (5.72) en prenant ∆y2 =
0, ∆y1 = −∆r et CCc (θe) = 0, on obtient, sur la base de (5.78),[
τFv(s)Fr(s)− 1
s
]
CCi (θe) = 0. (5.79)
Donc, puisque l’égalité matricielle précédente est valable pour toute matrice CCi (θe) dont les
dimensions sont adéquates, il vient que :
τFv(s)Fr(s) =
1
s
. (5.80)
En combinant (5.78) et (5.80), on obtient que les composantes de filtrage sont caractéri-
sées par Fr(s) = Fy1(s) = Fy2(s) = 1/(τs + 1) et Fv(s) = 1 + 1/(τs). On vérifie que
les résultats obtenus sont bien compatibles avec les conditions précédemment établies, i.e.,
Fr(0) = Fy1(0) = Fy2(0) = 1 et Fv(s) comportant une composante intégrale. On a ainsi mon-
tré que les filtres adoptés dans l’implémentation améliorée du velocity-based algorithm Cvel+
(5.43) sont les seuls choix possibles pour que le Théorème 5.1 s’applique. De plus, puisque
les pôles localisés en −1/τ introduits par la stratégie de filtrage sont des modes cachés du
contrôleur, on doit imposer τ > 0 de manière à pouvoir satisfaire le Théorème 5.6 quant à la
stabilité interne du système bouclé.
5.4 Applications pour le retour de sortie statique
Dans cette section, on propose d’appliquer la stratégie d’implémentation détaillée à la Sec-
tion 5.3 dans le cas du contrôle par retour de la dynamique en tangage du missile ainsi que
pour la suppression du phénomène de flutter du BACT.
5.4.1 Contrôle de la dynamique en tangage d’un missile
Le modèle du missile utilisé est celui présenté à la Sous-Section 4.1.4.1. On utilise les gains
obtenus par la méthode du placement de structure propre à la Sous-Section 4.2.1.4 pour
le contrôleur séquencé donné par (4.57) avec un placement de pôles désiré tel que décrit
dans le Tab. 4.5. On considère exclusivement les gains ayant été obtenus sans tenir compte
de l’impact des TCC. On cherche dans ces conditions à comparer les trois implémentations
206
listées ci-dessous :
1. L’implémentation naïve donnée par :
Cn ,

x˙i = ηc − η
δc = Ki(θ)xi +Kη(θ)η +Kq(θ)q
θ = (α,M)
(5.81)
Il a été vu que cette implémentation, de par l’interférence des TCC, donne lieu à un
placement de pôles en boucle fermée tel que résumé dans le Tab. 4.6 distinct de celui
originellement souhaité (Tab. 4.5), avec en particulier des pôles très mal amortis à
hautes vitesses et pour de larges angles d’attaque.
2. Puisque les signaux η˙ et q˙ ne sont pas mesurés en pratique, il ne peuvent être utilisés
pour la stratégie de contrôle. On utilise l’implémentation velocity-based algorithm avec
pseudo-dérivation de l’accélération normale η et de la vitesse en tangage q :
Cvel,a ,

x˙η,f = −ε−1xη,f + ε−1η
x˙q,f = −ε−1xq,f + ε−1q
v = εKi(θ)[ηc − η] +Kη(θ)[η − xη,f ] +Kq(θ)[q − xq,f ]
u˙ = ε−1v
θ = (α,M)
(5.82)
Comme souligné lors des précédents développements, la stratégie de pseudo-dérivation
de paramètre ε > 0 introduit une dynamique supplémentaire dans le système bouclé
venant parasiter le design originellement effectué.
3. L’implémentation basée sur une stratégie de pré/post filtrage de paramètre τ > 0 :
Cvel+ ,

x˙ηc,f = −τ−1xηc,f + τ−1ηc
x˙η,f = −τ−1xη,f + τ−1η
x˙q,f = −τ−1xq,f + τ−1q
v = τKi(θ)[xηc,f − xη,f ] +Kη(θ)[η − xη,f ] +Kq(θ)[q − xq,f ]
x˙v,f = τ−1v
u = xv,f + v
θ = (α,M)
(5.83)
En supposant que le gainKi ne s’annule pas sur le domaine d’opération (ce qui est le cas
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pour les gains considérés), les Hypothèses 5.2 sont rencontrées et donc les Théorèmes 5.1
et 5.6 garantissent la pertinence de la stratégie d’implémentation Cvel+.
Le comportement temporel du missile placé en boucle fermée avec, respectivement, les trois
architectures de contrôle Cnaive, Cvel et Cvel+, est obtenu en simulation pour une évolution du
nombre de Mach régie par (4.65). Les résultats sont illustrés à la Fig. 5.14 pour ε = τ = 0.002
et à la Fig. 5.15. pour ε = τ = 0.02. Lorsque le paramètre de pseudo-dérivation est suffisam-
ment faible, e.g., ε = 0.002, l’implémentation Cvel,a fournit un niveau de performance adéquat
au système bouclé. En particulier, elle ne présente pas de dépassement excessif pour le suivi
de référence, au contraire de ce qui est observé pour l’implémentation naïve Cn (Fig. 5.14(a)).
L’implémentation basée sur le filtrage Cvel+ offre également pour τ = 0.002 une bonne ré-
ponse temporelle, quasi-identique à celle observée pour Cvel,a pour l’ensemble des grandeurs
physiques impliquées. Cependant, lorsque l’on augmente la valeur du paramètre de pseudo-
dérivation ε, l’interférence de la dynamique de pseudo-dérivation est plus importante comme
cela est illustré à la Fig. 5.14 pour ε = 0.02, induisant un comportement oscillatoire très pro-
noncé pour l’ensemble des grandeurs physiques. A contrario, la réponse de l’implémentation
basée sur le filtrage Cvel+ pour τ = 0.02 maintient un niveau de performance adéquat en suivi
de référence, avec un comportement temporel des différentes grandeurs physiques demeu-
rant très proche de ce qui a été observé pour τ = 0.02 (comparaison des Fig. 5.14 et 5.15).
Ces résultats sont conformes aux analyses effectuées dans la Section 5.3. En effet, alors que
l’implémentation du velocity-based algorithm avec stratégie de pseudo-dérivation requiert de
faibles valeurs du paramètre de pseudo-dérivation ε > 0 afin de minimiser la perturbation
portant sur le placement de pôles désiré, l’implémentation améliorée préserve le placement
de pôles désiré, indépendamment de la valeur choisie pour le paramètre de filtrage τ > 0.
L’impact du choix du paramètre de filtrage sur le système en boucle fermée en présence de
bruits de mesure est illustré à la Fig. 5.16 pour Cvel,a et Cvel+. Puisque les deux stratégies
comportent en entrée un filtre passe-haut s/(εs + 1), de faibles valeurs de ε engendrent des
problèmes d’amplification du bruit. Cependant, de larges valeurs du paramètre de pseudo-
dérivation ε aboutissent également à une performance dégradée du système bouclé avec Cvel,a
(cf. Figs. 5.16(a)-5.16(b)). A contrario, l’implémentation Cvel+ autorise à sélectionner des
valeurs plus élevées du paramètre de filtrage τ , permettant une amélioration de la performance
du système bouclé en présence de bruits de mesure, comme illustré aux Fig. 5.16(c)-5.16(d).
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Figure 5.14 Comparaison de la réponse du missile en boucle fermée pour les trois stratégies
d’implémentation 1) naïve Cn ; 2) velocity-based algorithm avec pseudo-dérivation Cvel,a pour
ε = 0.002 ; 3) stratégie de filtrage Cvel+ pour τ = 0.002
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Figure 5.15 Comparaison de la réponse du missile en boucle fermée pour les trois stratégies
d’implémentation 1) naïve Cn ; 2) velocity-based algorithm avec pseudo-dérivation Cvel,a pour
ε = 0.02 ; 3) stratégie de filtrage Cvel+ pour τ = 0.02
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Figure 5.16 Réponse du missile en boucle fermée pour Cvel,a (première ligne) et Cvel+ (deuxième
ligne) en présence de bruits de mesure
Pour conclure, on analyse le comportement des composantes de pré/post-filtrage pour Cvel+
avec τ = 0.02. Les évolutions temporelles des états des filtres sont données à la Fig. 5.17.
Conformément à l’analyse précédemment effectuée, on observe que les grandeurs xr,f − xη,f ,
η−xη,f , q−xq,f et v s’annulent à l’équilibre, permettant ainsi d’éviter l’émergence des TCC.
De manière qualitative, la stratégie de pré-filtrage consiste à injecter une version filtrée du
signal de manière à en capturer des variations locales autour du point de fonctionnement
θ courant, comme on peut l’observer sur les Fig. 5.17(a)-5.17(c). La pré-commande v étant
nulle à l’équilibre, la commande à imposer en entrée du système est générée par la composante
intégrale du post-filtrage, comme l’illustre la Fig. 5.17(d).
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Figure 5.17 Évolution des états de pré/post-filtrage de Cvel+ avec τ = 0.02 pour le contrôle
du missile
5.4.2 Suppression active du flutter pour le BACT
Pour la seconde application, on reprend le problème du contrôle du BACT en suppression du
flutter et en suivi de référence de type échelon tel qu’introduit à la Sous-Section 4.1.4.2. En
particulier, on considère les gains qui ont été obtenus à la Sous-Section 4.2.3.2 par la méthode
de placement de structure propre relativement à l’architecture de contrôleur séquencé (4.77)
en négligeant la contribution des TCC. Le placement de pôles avait été effectué relativement
au placement de pôles désiré résumé par le Tab. 4.12. On cherche alors pour ces gains à
comparer les trois implémentations listées ci-dessous :
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1. L’implémentation naïve donnée par :
Cn ,

x˙i = αr − α
βc = Ki(θ)xi +Kα(θ)α +Kh(θ)h+Kα˙(θ)α˙ +Kh˙(θ)h˙
θ = (α, U)
(5.84)
qui, comme cela a déjà été vu, donne lieu à l’émergence de TCC non pris en compte
dans la phase de synthèse.
2. Ne disposant pas des signaux α¨ et h¨, on recourt à l’implémentation velocity-based al-
gorithm avec stratégie de pseudo-dérivation de α˙ et de la vitesse en tangage h˙ avec le
paramètre ε > 0 :
Cvel,a ,

x˙α˙,f = −ε−1xα˙,f + ε−1α˙
x˙h˙,f = −ε−1xh˙,f + ε−1h˙
v = εKi(θ)[αr − α] + εKα(θ)α˙ + εKh(θ)h˙
+Kα˙(θ)[α˙− xα˙,f ] +Kh˙(θ)[h˙− xh˙,f ]
β˙c = ε−1v
θ = (α, U)
(5.85)
Notons que l’implémentation utilisée ici est un mixte entre l’implémentation velocity-
based algorithm classique et son approximation par pseudo-dérivation. En effet, ayant
supposé initialement que α˙ et h˙ sont mesurés, il est inutile de les approximer. Ainsi, la
stratégie de pseudo-dérivation ne porte que sur les deux grandeurs non mesurées α¨ et
h¨. De manière analogue à ce qui est fait pour le gain Ki, il faut dans l’implémentation
multiplier les gains Kα et Kh par le facteur ε de manière à compenser le facteur ε−1
impliqué dans la composante intégrale générant le signal de sortie.
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3. L’implémentation basée sur une stratégie de pré/post filtrage de paramètre τ > 0 :
Cvel+ ,

x˙αr,f = −τ−1xαr,f + τ−1αr
x˙α,f = −τ−1xα,f + τ−1α
x˙h,f = −τ−1xh,f + τ−1h
x˙α˙,f = −τ−1xα˙,f + τ−1α˙
x˙h˙,f = −τ−1xh˙,f + τ−1h˙
v = τKi(θ)[xαr,f − xα,f ] +Kα(θ)[α− xα,f ] +Kh(θ)[h− xh,f ]
+Kα˙(θ)[α˙− xα˙,f ] +Kh˙(θ)[h˙− xh˙,f ]
x˙v,f = τ−1v
βc = xv,f + v
θ = (α,M)
(5.86)
Le gain Ki ne s’annulant pas sur le domaine d’opération (ce qui est bien le cas pour les
gains considérés), les Hypothèses 5.2 sont rencontrées et donc les Théorèmes 5.1 et 5.6
garantissent la pertinence de la stratégie d’implémentation Cvel+.
Les résultats de simulation obtenus pour les trois architectures de contrôle proposées sont
donnés à la Fig. 5.18 pour ε = τ = 0.005 et ε = τ = 0.05. La vitesse d’écoulement de l’air
est fixée à U = 16 m/s et on considère des conditions initiales donnant lieu à l’émergence de
cycles limites d’oscillation pour le système en boucle ouverte. À l’instant t = 5 s, le système
est placé en boucle fermée pour une entrée de référence αr = 0◦ afin d’évaluer la capacité du
contrôleur à supprimer le phénomène de flutter. Finalement, à t = 15 s, l’entrée de référence
passe à αr = 10◦ afin d’évaluer la performance en poursuite.
L’implémentation naïve Cn ne permet que de réduire l’amplitude des oscillations sans totale-
ment supprimer le phénomène de flutter. Il rend de plus le système bouclé instable pour des
entrées de référence au-delà de 8◦. L’implémentation Cvel,a ne permet pas, quant à elle, pour
les deux valeurs testées du paramètre de pseudo-dérivation ε, de supprimer le phénomène de
flutter. Pour ε = 0.005, on observe une réduction de l’amplitude des oscillations mais avec
une fréquence de ces dernières accrue (Fig. 5.18(a) et 5.18(c)). Pour ε = 0.05, on observe la
déstabilisation du système dès lors qu’il est placé en boucle fermée à t = 5 s (Fig. 5.18(b)
et 5.18(d)). A contrario, l’implémentation Cvel+ permet d’obtenir une bonne suppression du
flutter et un bon suivi de référence pour les deux paramètres de filtrage τ testés.
Pour conclure, l’évolution des composantes de pré/post-filtrage de Cvel+ pour ε = 0.05 et dans
les mêmes conditions que précédemment est illustrée à la Fig. 5.19. De manière à obtenir une
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Figure 5.18 Comparaison de la réponse du BACT en boucle fermée pour les trois stratégies
d’implémentation 1) implémentation naïve Cn ; 2) implémentation velocity-based algorithm
avec stratégie de pseudo-dérivation Cvel,a ; 3) Implémentation avec stratégie de filtrage Cvel+
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Figure 5.19 Évolution des composantes de pré/post-filtrage de Cvel+ avec τ = 0.05 pour le
contrôle du BACT
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mise en action efficace du contrôleur, la stratégie de pré-filtrage est mise en œuvre avant
la mise en boucle fermée du système à t = 5 s (cf. Fig. 5.19(a)-5.19(e)). La stratégie de
post-filtrage, illustrée à la Fig. 5.19(f), est quant à elle initiée lors de la mise en boucle
fermée du système de manière à éviter la divergence de la composante intégrale. On observe
ainsi lors des cinq premières secondes une oscillation des états de pré-filtrage dû aux cycles
limites d’oscillation régissant le mouvement du BACT. Au moment de la fermeture de la
boucle de contrôle, ces mêmes composantes de pré-filtrage, ainsi que la pré-commande v,
convergent rapidement vers zéro. La stratégie de post-filtrage génère alors via la composante
intégrale une commande adéquate pour le système bouclé. À t = 15 s, lorsque la référence αr
passe de 0 deg à ±10 deg, on observe que les composantes de pré-filtrage α − xα,f , h − xh,f ,
α˙− xα˙,f et h˙− xh˙,f présentent des amplitudes relativement faibles. A première vue, l’erreur
de suivi filtrée xr,f −xη,f présente une évolution dont l’amplitude est d’un ordre de grandeur
significativement plus important. Cette amplitude est néanmoins à relativiser dû au facteur
d’échelle τ = 0.05 qui intervient au niveau du gain intégral dans l’implémentation Cvel+.
5.5 Application pour les contrôleurs dynamiques
Les applications précédentes concernaient un retour d’état statique. Dans cette section, on
développe le cas de contrôleurs dynamiques. On se focalise en particulier sur la mise en œuvre
de la méthode d’implémentation améliorée dans le cadre de contrôleurs dont la dynamique
est basée sur des observateurs locaux de type Luenberger.
5.5.1 Implémentation de contrôleurs séquencés synthétisés sur la base d’obser-
vateurs locaux
Dans la Section 5.3, on a étudié le cas général de l’implémentation d’une famille de contrôleurs
Cl dont la dynamique en un point d’opération θe donné est caractérisée sous la forme générique
(5.6). Dans cette section, on considère le cas particulier d’une famille de contrôleurs dont la
dynamique en un point d’opération donné est le résultat d’un gain de retour d’état combiné
à l’estimation de l’état du système par le recours à un observateur de type Luenberger. Pour
cela, on formule les hypothèses classiques suivantes.
Hypothèse 5.3 (Hypothèses de détectabilité/contrôlabilité) Dans le contexte du con-
trôle du système S(δ) (5.1), dont la dynamique linéarisée Sl(θe, δ) est donnée par (5.2), on
suppose que pour tout θe ∈ Θ et tout δ ∈ ∆ :
(H1) la paire (AS(θe, δ),CS(θe, δ)) est détectable ;
(H2) la paire (AS(θe, δ),BSu(θe, δ)) est contrôlable ;
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(H3) la matrice ci-dessous est de ligne rang plein :
AS(θe, δ) BSu(θe, δ)
CS1 (θe, δ) DSu,1(θe, δ)
 , (5.87)
avec CS1 (θ, δ) = ∂h1/∂x|µ(θ,δ) ∈ Rp1×n et DSu,1(θ, δ) = ∂h1/∂u|µ(θ,δ) ∈ Rp1×m.
5.5.1.1 Observateur d’ordre complet
Soit une configuration « nominale » δ0 ∈ ∆ du vecteur d’incertitudes paramétriques. On
suppose que l’on dispose pour chaque point d’opération θe ∈ Θ d’un contrôleur LTI prenant
la forme suivante :
Cl(θe) ,

δ
·
xˆ = AS(θe, δ0)δxˆ+ BSu(θe, δ0)δu+ BSw(θe, δ0)δw + L(θe)[δyˆ − δy]
δyˆ = CS(θe, δ0)δxˆ+ DSu(θe, δ0)δu+ DSw(θe, δ0)δw
δx˙i = δr − δy1
δu = K(θe)δxˆ+ Ki(θe)δxi
(5.88)
où δxˆ(t) ∈ Rn représente l’estimation du vecteur d’état δx(t) ∈ Rn du système, δyˆ(t) ∈ Rp
est la sortie estimée et δxi(t) ∈ Rp1 est la composante intégrale du contrôleur. Dans cette
configuration, les deux premières lignes de (5.88) forment un observateur de Luenberger du
système LTI « nominal » à contrôler Sl(θe, δ0) (5.2), tandis que les deux lignes restantes
constituent la composante intégrale et le retour d’état estimé. Les paramètres ajustables du
contrôleur sont le gain d’observation L(θe) ∈ Rn×p, le gain du retour d’état estimé K(θe) ∈
Rm×n et le gain intégral Ki(θe) ∈ Rm×p1 .
Le point (H1) de l’Hypothèse 5.3 assure l’existence d’un gain d’observateur L(θe) ∈ Rn×p
tel que AS(θe, δ0) + L(θe)CS(θe, δ0) est Hurwitz. Similairement, (H2) et (H3) garantissent
selon le test Popov-Belovich-Hautus (Zhou et al., 1996) que le système LTI Sl(θe, δ0), une
fois augmenté avec la composante intégrale xi, est contrôlable. En d’autres termes, on peut
trouver un gain Ka(θe) = [K(θe) Ki(θe)] ∈ Rm×(n+p1) telle que ASa (θe, δ0)+BSa (θe, δ0)Ka(θe)
est Hurwitz, où
ASa (θ, δ) =
 AS(θ, δ) 0n×p1
−CS1 (θ, δ) 0p1×p1
 , BSa (θ, δ) =
 BS(θ, δ)
−DSu,1(θ, δ)
 . (5.89)
Plus globalement, on suppose que les gains L(θe), K(θe) et Ki(θe) peuvent être choisis
afin d’assurer la stabilité du système bouclé CL(Sl(θe, δ), Cl(θe)) pour toute configuration
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incertaine δ ∈ ∆.
Afin de vérifier les hypothèses de mise en œuvre de l’implémentation améliorée du velocity-
based algorithm, on reformule la dynamique du contrôleur LTI Cl(θe) donnée par (5.88) comme
suit :
Cl(θe) =

δx˙i =δr − δy1
δx˙c =ACc (θe, δ0)δxc + ACi (θe, δ0)δxi − L(θe)δy
+ [Bw(θe, δ0) + L(θe)Dw(θe, δ)] δw
δu =K(θe)δxc + Ki(θe)δxi
(5.90)
où δxc = δxˆ et, pour tout θ ∈ Θ,
ACc (θ, δ0) = AS(θ, δ0) + L(θ)CS(θ, δ0) +
[
BSu(θ, δ0) + L(θ)DSu(θ, δ0)
]
K(θ), (5.91a)
ACi (θ, δ0) =
[
BSu(θ, δ0) + L(θ)DSu(θ, δ0)
]
Ki(θ). (5.91b)
De manière à pouvoir mettre en œuvre la stratégie d’implémentation améliorée 6 (5.43), on
doit vérifier l’Hypothèse 5.2. La condition (H1) est satisfaite dès lors que les matrices de
la représentation d’état de Sl(θe, δ0) ainsi que les gains L(θe), K(θe) et Ki(θe) dépendent
continument du point d’opération θe ∈ Θ. De manière à satisfaire la condition (H3), on
suppose que la dimension de l’entrée de contrôle du système u coïncide avec celle du si-
gnal de référence r, i.e, m = p1. L’hypothèse de stabilité interne (H4) est quant à elle une
contrainte portant sur le choix des gains du contrôleur L(θe), K(θe) et Ki(θe). Finalement,
(H2) requiert, lorsque combinée avec l’égalité de dimensions m = p1 imposée par (H3), que
la matrice E(θe) définie par (5.44) soit inversible. On peut voir que
E(θe) =
 In BSu(θe, δ0) + L(θe)DSu(θe, δ0)
0m×n Im
AS(θe, δ0) + L(θe)CS(θe, δ0) 0n×p1
K(θe) Ki(θe)
 .
(5.92)
La matrice L(θe) étant choisie de manière à ce que AS(θe, δ0)+L(θe)CS(θe, δ0) soit Hurwitz
afin que l’erreur d’estimation converge vers zéro, la matrice E(θe) est inversible si et seulement
si le gain intégral Ki(θe) est inversible. Lorsque ces différentes conditions sont vérifiées, les
6. Dans la Section 5.3, l’implémentation a été étudiée en l’absence de contribution du signal exogène
δw dans la dynamique de la famille de contrôleurs LTI Cl. Néanmoins, on peut voir que δw joue dans
la dynamique LTI (5.90) un rôle similaire à celui de δr dans l’implémentation initialement étudiée (5.6),
i.e., celui d’un signal exogène utilisé en entrée du contrôleur. Ainsi, les conclusions précédemment obtenues
demeurent en appliquant la même stratégie de pré-filtrage au signal exogène w que pour les autres signaux
d’entrée du contrôleur.
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Théorèmes 5.1 et 5.6 garantissent le fonctionnement adéquat de l’implémentation :
Cvel+ ,

x˙r,f =− τ−1xr,f + τ−1r
x˙y,f =− τ−1xy,f + τ−1y
x˙w,f =− τ−1xw,f + τ−1w
·
xˆ = AS(θ, δ0)xˆ+ BSu(θ, δ0)v + BSw(θ, δ0)[w − xw,f ] + L(θ)[yˆ − [y − xy,f ]]
yˆ = CS(θ, δ0)xˆ+ DSu(θ, δ0)v + DSw(θ, δ0)[w − xw,f ]
v = K(θ)xˆ+ τKi(θ) [xr,f − xy1,f ]
x˙v,f =τ−1v
u =xv,f + v
θ =ν(y1,wm)
(5.93)
où xy1,f (t) dénote le vecteur composé des p1 premières lignes du vecteur xy1(t).
Bien que pour chaque point d’opération θe ∈ Θ le contrôleur LTI Cl(θe) contienne un ob-
servateur de Luenberger, l’implémentation finale Cvel+ ne comporte pas un tel observateur
pour le système non linéaire d’origine. En effet, alors que δxˆ permet de reconstruire l’état
δx du système LTI Sl(θe, δ0), le signal xˆ ne permet pas de reconstituer le vecteur d’état x
du système d’origine S(δ0). Pour s’en convaincre, il suffit de noter qu’en général, le vecteur
d’état du système à l’équilibre xe(θe, δ0) est non nul, alors que la stratégie d’implémentation,
de manière à éviter l’émergence des TCC, garantit (sous réserve de la satisfaction des hypo-
thèses précédemment discutées) que xˆe(θe, δ0) = 0 pour tout point d’opération θe ∈ Θ. Cela
ne représente pas une limitation dans la mesure où l’objectif de l’implémentation n’est ici
pas d’essayer de reconstituer l’état du système non linéaire, mais de permettre de préserver
la dynamique de la famille de contrôleurs LTI Cl obtenue lors du design point à point tel que
formalisé par le Problème 5.1.
5.5.1.2 Observateur d’ordre réduit
De manière à réduire l’ordre de la dynamique de l’observateur, on envisage le cas d’observa-
teurs d’ordre réduit tels que décrits dans (Friedland, 2012). Pour cela, supposons que p ≤ n
et introduisons δx1(t) ∈ Rp et δx2(t) ∈ Rn−p tels que δx =
[
δx>1 δx
>
2
]>
. Conformément
à cette nouvelle écriture de δx, les matrices de la représentation d’état de Sl(θe, δ) donnée
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par (5.2) sont réécrites comme suit :
AS(θe, δ) =
AS11(θe, δ) AS12(θe, δ)
AS21(θe, δ) AS22(θe, δ)
 , BSu(θe, δ) =
BSu,1(θe, δ)
BSu,2(θe, δ)
 , (5.94)
BSw(θe, δ) =
BSw,1(θe, δ)
BSw,2(θe, δ)
 , CS(θe, δ) = [CS1 (θe, δ) CS2 (θe, δ)] , (5.95)
où AS(θe, δ) ∈ Rp×p, BSu,1(θe, δ) ∈ Rp×m, BSw,1(θe, δ) ∈ Rp×q et CS1 (θe, δ) ∈ Rp×p ; les
dimension des autres matrices en sont déduites. De manière à mettre en place l’observateur
d’ordre réduit, on suppose que la matrice CS1 (θe, δ) est inversible, i.e., CS1 (θe, δ) ∈ Glp(R)
pour tout θe ∈ Θ et tout δ ∈ ∆. On suppose de plus que DSu = 0p×m et DSw = 0p×q.
Pour un point d’opération θe ∈ Θ et une configuration incertaine δ donnés, on considère le
changement de base du vecteur d’état suivant :
δx¯ =
δx¯1
δx¯2
 =
CS1 (θe, δ) CS2 (θe, δ)
0(n−p)×p In−p
 δx, (5.96)
permettant de réécrire la dynamique de Sl(θe, δ) sous la forme :
Sl(θe, δ) =

δ
·
x¯ =
A¯11(θe, δ) A¯12(θe, δ)
A¯21(θe, δ) A¯22(θe, δ)
 δx¯+
B¯u,1(θe, δ)
B¯u,2(θe, δ)
 δu+
B¯w,1(θe, δ)
B¯w,2(θe, δ)
 δw
δy =
[
Ip 0p×(n−p)
]
δx¯
(5.97)
où, pour tout θ ∈ Θ et δ ∈ ∆,
A¯11(θ, δ) = [CS1 (θ, δ)AS11(θ, δ) + CS2 (θ, δ)AS21(θ, δ)]CS1 (θ, δ)−1, (5.98a)
A¯12(θ, δ) = −A¯S11(θ, δ)CS2 (θ, δ) + CS1 (θ, δ)AS12(θ, δ) + CS2 (θ, δ)AS22(θ, δ), (5.98b)
A¯21(θ, δ) = AS21(θ, δ)CS1 (θ, δ)−1, (5.98c)
A¯22(θ, δ) = AS22(θ, δ)−AS21(θ, δ)CS1 (θ, δ)−1CS2 (θ, δ), (5.98d)
B¯u,1(θ, δ) = CS1 (θ, δ)BSu,1(θ, δ) + CS2 (θ, δ)BSu,2(θ, δ), (5.98e)
B¯u,2(θ, δ) = BSu,2(θ, δ), (5.98f)
B¯w,1(θ, δ) = CS1 (θ, δ)Bw,1(θ, δ) + CS2 (θ, δ)BSw,2(θ, δ), (5.98g)
B¯w,2(θ, δ) = BSw,2(θ, δ). (5.98h)
Soit une configuration « nominale » δ0 ∈ ∆ du vecteur d’incertitudes paramétriques. On
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synthétise pour chaque point d’opération θe ∈ Θ un contrôleur par retour de sortie avec
observateur d’ordre réduit sous la forme suivante (Friedland, 2012) :
Cl(θe) ,

δs˙ =Ms(θe, δ0)δs+ My(θe, δ0)δy + Mu(θe, δ0)δu+ Mw(θe, δ0)δw
δxˆ2 =δs+ G(θe)δy
δx˙i =δr − δy1
δu =K1(θe)δy + K2(θe)δxˆ2 + Ki(θe)δxi
(5.99)
où δs ∈ Rn−p, δxi ∈ Rp1 et, pour tout θ ∈ Θ,
Ms(θ, δ0) = A¯22(θ, δ0)−G(θ)A¯12(θ, δ0), (5.100a)
My(θ, δ0) =
[
A¯22(θ, δ0)−G(θ)A¯12(θ, δ0)
]
G(θ)−G(θ)A¯11(θ, δ0) + A¯21(θ, δ0), (5.100b)
Mu(θ, δ0) = B¯u,2(θ, δ0)−G(θ)B¯u,1(θ, δ0), (5.100c)
Mw(θ, δ0) = B¯w,2(θ, δ0)−G(θ)B¯w,1(θ, δ0). (5.100d)
Les paramètres ajustables du contrôleur LTI Cl(θe) sont le gain de l’observateur réduit
G(θe) ∈ R(n−p)×p, ainsi que les gains de contrôle K1(θe) ∈ Rm×p, K2(θe) ∈ Rm×(n−p) et
Ki(θe) ∈ Rm×p1 .
En notant δeo = δxˆ2 − δx2 l’erreur d’observation, la dynamique de l’observateur est régie
par δe˙o = Ms(θ, δ0)δeo. La condition (H1) de l’Hypothèse 5.3 assure, après changement
de base et recours au test de Popov-Belovich-Hautus (Zhou et al., 1996), la détectabilité
de la paire (A¯22(θe, δ0), A¯12(θe, δ0)), garantissant ainsi l’existence d’un gain d’observation
G(θe) ∈ R(n−p)×p tel que Ms(θ, δ0) = A¯22(θe, δ0)−G(θe)A¯12(θe, δ0) soit Hurwitz et donc la
convergence exponentielle vers zéro de l’erreur d’observation. De manière analogue au cas de
l’observateur de Luenberger précédemment investigué, les hypothèses (H2) et (H3) assurent
l’existence d’un gain Ka(θe) = [K1(θe) K2(θe) Ki(θe)] ∈ Rm×(n+p1) tels que ASa (θe, δ0) +
BSa (θe, δ0)Ka(θe) est Hurwitz.
Plus globalement, on suppose que les gains G(θe), K1(θe), K2(θe) et Ki(θe) peuvent être
choisis afin d’assurer la stabilité du système bouclé CL(Sl(θe, δ), Cl(θe)) pour toute configu-
ration incertaine δ ∈ ∆.
La dynamique du contrôleur LTI Cl(θe) donnée par (5.99) peut être réécrite sous la forme :
Cl(θe) =

δx˙i =δr − δy1
δx˙c =ACc (θe, δ0)δxc + ACi (θe, δ0)δxi + BCy(θ, δ0)δy + Mw(θe, δ0)δw
δu =K2(θe)δxc + Ki(θe)δxi + [K1(θe) + K2(θe)G(θe)]δy
(5.101)
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où δxc = δs et, pour tout θ ∈ Θ,
ACc (θ, δ0) = Ms(θ, δ0) + Mu(θ, δ0)K2(θ), (5.102a)
ACi (θ, δ0) = Mu(θ, δ0)Ki(θ), (5.102b)
BCy(θ, δ0) = My(θe, δ0) + Mu(θe, δ0)K1(θe) + Mu(θe, δ0)K2(θe, δ0)G(θe, δ0). (5.102c)
On doit une nouvelle fois vérifier l’Hypothèse 5.2 de mise en œuvre de la stratégie d’implé-
mentation améliorée (5.43). Comme précédemment, la condition (H1) est satisfaite dès lors
que les matrices de la représentation d’état de Sl(θe, δ0) ainsi que les gains G(θe), K1(θe),
K2(θe) et Ki(θe) dépendent continument du point d’opération θe ∈ Θ. De manière à satis-
faire la condition (H3), on suppose que la dimension de l’entrée de contrôle du système u
coïncide avec celle du signal de référence r, i.e, m = p1. L’hypothèse de stabilité interne (H4)
est quant à elle une contrainte portant sur le choix des gains du contrôleur L(θe), K(θe)
et Ki(θe). Finalement, (H2) requiert, lorsque combinée avec l’égalité de dimensions m = p1
imposée par (H3), que la matrice E(θe) définie par (5.44) soit inversible. On peut voir que
E(θe) =
 In−p Mu(θe, δ0)
0m×(n−p) Im
Ms(θ, δ0) 0(n−p)×p1
K2(θe) Ki(θe)
 . (5.103)
La matrice G(θe) étant choisie de manière à ce que Ms(θ, δ0) = A22(θe, δ0)−G(θe)A12(θe, δ0)
soit Hurwitz afin que l’erreur d’estimation converge vers zéro, la matrice E(θe) est inversible
si et seulement si le gain intégral Ki(θe) est inversible. Lorsque ces différentes conditions sont
vérifiées, les Théorèmes 5.1 et 5.6 garantissent le fonctionnement adéquat de l’implémenta-
tion :
Cvel+ ,

x˙r,f =− τ−1xr,f + τ−1r
x˙y,f =− τ−1xy,f + τ−1y
x˙w,f =− τ−1xw,f + τ−1w
s˙ =Ms(θ, δ0)s+ My(θe, δ0)[y − xy,f ] + Mu(θe, δ0)v + Mw(θe, δ0)[w − xw,f ]
xˆ2 =s+ G(θ)[y − xy,f ]
v =K1(θ)[y − xy,f ] + K2(θ)xˆ2 + τKi(θ) [xr,f − xy1,f ]
x˙v,f =τ−1v
u =xv,f + v
θ =ν(y1,wm)
(5.104)
où xy1,f (t) dénote le vecteur composé des p1 premières lignes du vecteur xy1(t).
223
Comme dans le cas de l’observateur de Luenberger, bien que pour chaque point d’opération
θe ∈ Θ le contrôleur LTI Cl(θe) contienne un observateur d’ordre réduit, l’implémentation
finale Cvel+ ne comporte pas un tel observateur pour le système non linéaire d’origine.
5.5.2 Suppression active du flutter pour le BACT
En guise d’application, on considère l’exemple du BACT. On utilise la méthode de synthèse
H∞ structurée avec les mêmes branches de performances et des pondérations quasi-identiques
à ce qui a été présenté à la Sous-Section 4.1.4.2. Cependant, au lieu d’effectuer la synthèse
pour un contrôleur se réduisant à un simple gain de sortie nécessitant de mesurer α, α˙, h
et h˙, on propose ici les deux approches listées ci-dessous. Dans les deux cas, la synthèse est
effectuée sans tenir compte des TCC.
1. En supposant que l’on ne dispose que de la mesure de α, on propose la mise en œuvre
d’un contrôleur dynamique s’appuyant localement sur un observateur LTI d’ordre
complet de type Luenberger venant estimer l’intégralité du vecteur d’état du sys-
tème Sl(θe, δ). De la sorte, le contrôleur LTI prend la forme de l’Eq. (5.88) dont
on fixe la configuration nominale à δ0 = 0. Les paramètres à ajuster sont le gain
d’observation L(θe) ∈ R6, le gain intégral Ki(θe) ∈ R et le gain de retour d’état
K(θe) =
[
Kα(θe) Kα˙(θe) Kh(θe) Kh˙(θe) Kβ(θe) Kβ˙(θe)
]
∈ R1×6. L’implémen-
tation améliorée du contrôleur séquencé correspond alors à (5.93).
2. En supposant que l’on dispose de la mesure de α ainsi que de l’angle effectif de la gou-
verne β, on propose la mise en œuvre d’un contrôleur dynamique s’appuyant localement
sur un observateur LTI d’ordre réduit venant estimer δα˙, δh et δh˙. En effet, la dyna-
mique du BACT pouvant s’interpréter comme étant la mise en cascade de la dynamique
de la gouverne (ordre 2 dont les variables d’état sont δβ et δβ˙ et la sortie est δβ) avec
la dynamique de la section d’aile à proprement parler (ordre 4 dont l’entrée est δβ et
les variables d’état sont δα, δα˙, δh et δh˙), supposer que β est mesuré permet d’estimer
directement la dynamique de la section d’aile en laissant de côté la dynamique de la gou-
verne. Ainsi, la dynamique du contrôleur correspond à celle donnée par (5.99) dans la-
quelle on substitue le δu de la première ligne par δβ, tandis que le δu de la dernière ligne
correspond toujours à l’entrée de commande du système, i.e., δβc. De plus, les matrices
de la première ligne sont obtenues sur la base de la dynamique du BACT en l’absence
de la dynamique de la gouverne. La configuration nominale est fixée à δ0 = 0. Les pa-
ramètres ajustables sont le gain d’observation G(θe) ∈ R3, le gain intégral Ki(θe) ∈ R
et le gain de retour K1(θe) = Kα(θe) et K2(θe) =
[
Kα˙(θe) Kh(θe) Kh˙(θe)
]
∈ R1×3.
L’implémentation améliorée du contrôleur séquencé correspond alors à (5.104), en te-
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nant compte des ajustements précédemment mentionnés dans ce paragraphe.
Pour les deux stratégies de commande, une implémentation naïve ne permet pas, dû aux
TCC, de supprimer le phénomène de flutter et rend le système instable en suivi de référence.
On se focalise donc sur les implémentations à même de s’affranchir du problème des TCC.
En particulier, on procède aux trois implémentations suivantes :
1. l’implémentation velocity-based algorithm Cvel en supposant que α˙ est mesuré ;
2. l’implémentation velocity-based algorithm avec stratégie de pseudo-dérivation Cvel,a ;
3. l’implémentation avec stratégie de filtrage Cvel+.
Dans les simulations présentées ci-dessous, la vitesse d’écoulement de l’air est de U = 16 m/s,
le paramètre de pseudo-dérivation pour Cvel,a est fixé à ε = 0.003 pour l’ordre complet et
ε = 0.005 pour l’ordre réduit. Dans le même temps, le paramètre de filtrage pour Cvel+ est
fixé à τ = 0.03 et τ = 0.02, respectivement. Les résultats obtenus sont illustrés à la Fig. 5.20.
Dans les deux cas, on observe que l’implémentation Cvel permet à la fois de supprimer le
flutter et d’effectuer un bon suivi de référence. Cependant, la mise en œuvre de la stratégie
de pseudo-dérivation lorsque α˙ n’est pas mesuré requiert des valeurs du paramètre de pseudo-
dérivation ε inférieures à 0.001 afin de fonctionner de manière adéquate. Pour des valeurs
légèrement plus élevées, on observe une nette dégradation des performances comme cela
est illustré à la Fig. 5.20. A contrario, la stratégie d’implémentation améliorée Cvel+ permet
d’opérer le système pour des valeurs du paramètre de filtrage τ plus élevées. Le comportement
obtenu sur la base de Cvel et de Cvel+ est quasi-identique dans la phase de suivi de référence
(i.e., pour t ≥ 10 s). On constate en simulation que le facteur limitant pour le choix des
paramètres ε et τ réside dans la capacité du contrôleur à supprimer le flutter. La phase de
suivi de référence est quant à elle moins exigeante, tolérant des valeurs plus élevées de ces
paramètres.
Finalement, la Fig. 5.21 illustre certains signaux internes de l’implémentation Cvel+ dans le
cas d’observateurs locaux de Luenberger. En particulier, la Fig. 5.21(a) vient confirmer que
bien que basée sur le design d’observateurs locaux, l’implémentation finale de contient pas
un observateur pour le système non linéaire d’origine. En effet, alors que α suit le signal de
référence r et peut donc prendre en régime permanent des valeurs non nulles, sa pseudo-
estimée contenue dans le vecteur d’état du contrôleur xˆ converge invariablement vers zéro.
Cette observation est également valable pour les autres pseudo-estimations des grandeurs du
système avec un xˆ s’annulant à l’équilibre, quand bien même ce n’est pas le cas pour le vecteur
d’état du système x. Ce résultat est conforme aux analyses précédemment effectuées dans la
mesure où l’annulation de xˆ à d’équilibre est le mécanisme qui permet d’éviter l’émergence
des TCC. D’un point de vue qualitatif, l’évolution de xˆ peut s’interpréter comme étant une
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Figure 5.20 Comparaison de la réponse du BACT en boucle fermée avec U = 16 m/s pour les
trois stratégies d’implémentation 1) velocity-based algorithm Cvel ; 2) velocity-based algorithm
avec pseudo-dérivation Cvel,a ; 3) stratégie de filtrage Cvel+
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estimation de la déviation locale du vecteur d’état du système x relativement à son point
de fonctionnement courant. La Fig. 5.21(b) montre quant à elle que, conformément aux
analyses, le signal v converge vers zéro en régime permanent tandis que le signal de sortie u
est adéquatement généré par la composante intégrale du post-filtrage.
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Figure 5.21 Évaluation sur le BACT de signaux internes à l’implémentation Cvel+ dans le cas
d’observateurs locaux de Luenberger
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CHAPITRE 6 MODÉLISATION D’UNE AILE FLEXIBLE EN DIMENSION
INFINIE ET THÉORIE DES OPÉRATEURS DE C0-SEMI-GROUPE
La flexibilité accrue des systèmes aéronautiques et spatiaux, allant des avions militaires et
commerciaux aux lanceurs spatiaux et panneaux solaires des satellites, est la source de nom-
breux défis en termes de commande active des phénomènes aéroélastiques. En effet, de par
l’interaction de phénomènes aérodynamiques, élastiques et inertiels, les phénomènes aéroé-
lastiques peuvent aboutir à une sévère dégradation des performances de l’appareil, voire
compromettre totalement son intégrité structurelle. L’exemple traité jusqu’à présent dans le
cadre de cette thèse a été celui du BACT modélisant une section d’aile à deux degrés de
liberté. Cependant, un tel modèle de dimension finie ne peut modéliser de manière fidèle la
dynamique d’une aile flexible dont le nombre de modes est infini. En effet, une aile flexible
est plus fidèlement modélisée par un système distribué composé de deux EDP décrivant res-
pectivement la dynamique de l’aile en flexion et en torsion (Bialy, 2014; Zhang et al., 2005;
Ziabari and Ghadiri, 2010).
La Section 6.1 vise à introduire le modèle de la section d’aile dont la stratégie de commande
sera investiguée dans les Chapitres 7 et 8. L’aile est supposée être actionnée à son extrémité
par l’intermédiaire de volets permettant de générer des efforts aérodynamiques en termes de
portance et de moment de torsion. Les EDP régissant la dynamique d’un tel système sont
tirées de Bialy (2014). À des fins de complétude, les principales étapes de leur obtention,
reposant sur l’application du principe d’Hamilton, sont brièvement détaillées.
Une fois le modèle présenté, la suite de ce chapitre vise à introduire les outils mathématiques
permettant un traitement rigoureux des systèmes en dimension infinie dont font partie les
EDP et les équations à retard. Plus particulièrement, les outils de base de la théorie des semi-
groupes, et plus spécifiquement des semi-groupes fortement continus (généralement abrégé
sous la dénonimation C0-semi-groupes), sont introduits (Curtain and Zwart, 2012; Pazy,
2012). La présentation de ces outils, loin d’être exhaustive, représente le pré-requis minimal
afin d’aborder les prochains chapitres. En particulier, il sera rappelé dans quelle mesure la
théorie des C0-semi-groupes permet d’assurer que le problème est bien posé (well-posed) tel
que défini par Hadamard (Hadamard, 1902), i.e., l’existence d’une solution, son unicité et
sa continuité vis-à-vis des conditions initiales. Des rappels préalables portant sur les notions
de base des espaces vectoriels normés, des espaces de Banach, des espaces de Hilbert et des
espaces de Sobolev sont effectués en Annexe D.
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6.1 Modèle d’une aile flexible en dimension infinie
On présente ici les étapes principales permettant l’obtention du modèle de l’aile flexible
à partir du principe d’Hamilton (Bialy, 2014). Soit une aile flexible de section uniforme
sujette à des mouvements élastiques en flexion et en torsion. On note l ∈ R∗+ la longueur
de l’aile, ρ : [0, l] → R∗+ sa densité linéïque, Iw : [0, l] → R∗+ son moment d’inertie linéïque,
EI : [0, l] → R∗+ sa rigidité en flexion et GJ : [0, l] → R∗+ sa rigidité en torsion. On suppose
qu’une masse ms ∈ R∗+ de moment d’inertie Js ∈ R∗+ est attachée à l’extrémité de l’aile. On
considère un système de coordonnées direct dont l’origine est située au centre de cisaillement
à l’emplanture de l’aile, et dont les axes x et y pointent respectivement vers l’arrière de l’aile
et son extrémité. On note ω(y, t) et φ(y, t) les déformations élastiques en flexion et en torsion
à l’ordonnée y et à l’instant t. A des fins de simplification, le centre de gravité de la section
d’aile, le centre aérodynamique et le centre de gravité de la masse attachée à l’extrémité de
l’aile sont supposés colinéaires. On note pour la suite les dérivées spatiales et temporelles des
déplacements flexibles comme suit.
ωt =
∂ω
∂t
, ωyy =
∂2ω
∂y2
, ωtyy =
∂3ω
∂t∂y2
, φt =
∂φ
∂t
, φy =
∂φ
∂y
, φty =
∂2ω
∂t∂y
, . . . (6.1)
De manière à dériver les équations de la dynamique à partir du principe d’Hamilton, la
première étape consiste à évaluer les énergies cinétique et potentielle de l’aile. L’énergie
cinétique s’exprime sous la forme :
Taile(t) =
1
2
∫ l
0
ρ(y)ω2t (y, t) + Iw(y)φ2t (y, t) dy, (6.2)
tandis que l’énergie cinétique de la masse située à l’extrémité de l’aile est donnée par :
Ts(t) =
ms
2 ω
2
t (l, t) +
Js
2 φ
2
t (l, t). (6.3)
L’énergie potentielle liée à la déformation élastique est quant à elle exprimée par :
U(t) = 12
∫ l
0
EI(y)ω2yy(y, t) +GJ(y)φ2y(y, t) dy. (6.4)
L’expression analytique du Lagrangien est alors donnée par L = Taile +Ts−U . Pour exprimer
le travail virtuel du système, on introduit La : (0, l) × R+ → R la portance et Ma : (0, l) ×
R+ → R le moment en torsion de l’aile à l’ordonnée y et à l’instant t. On note également
Ltip : R+ → R et Mtip : R+ → R la portance et le moment en torsion générés par les volets à
l’extrémité de l’aile. On note finalement ηω, ηφ : (0, l)→ R∗+ les coefficients d’amortissement
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de Kelvin-Voigt. Le travail virtuel de l’aile est alors donné par :
δW (t) =
∫ l
0
La(y)δω(y, t) +Ma(y)δφ(y, t)dy (6.5)
−
∫ l
0
ηw(y)EI(y)ωtyy(y, t)δωyy(y, t) + ηφ(y)GJ(y)φty(y, t)δφy(y, t)dy
+ Ltip(t)δω(l, t) +Mtip(t)δφ(l, t).
Le principe d’Hamilton impose alors que la dynamique du système doit satisfaire :
∀t1 < t2,
∫ t2
t1
δL(t) + δW (t)dt = 0. (6.6)
Un calcul explicite (le lecteur est renvoyé à (Bialy, 2014) pour plus de détails) permet d’ob-
tenir que la dynamique de l’aile flexible est régie par les équations suivantes :
ρωtt + (EIωyy + ηωEIωtyy)yy = La sur (0, l)× R+, (6.7a)
Iwφtt − (GJφy + ηφGJφty)y = Ma sur (0, l)× R+, (6.7b)
ω(0, t) = ωy(0, t) = ωyy(l, t) = φ(0, t) = 0 t ≥ 0, (6.7c)
(EIωyy + ηωEIωtyy)y(l, t) = −Ltip(t) +msωtt(l, t) t ≥ 0, (6.7d)
(GJφy + ηφGJφty)(l, t) = Mtip(t)− Jsφtt(l, t) t ≥ 0, (6.7e)
Dans cette configuration, la dynamique régissant l’évolution des déplacements élastiques de
l’aile flexible est donnée par (6.7a-6.7b). Les conditions à la frontière (6.7c) sont liées au fait
que l’aile est attachée à sa base au fuselage de l’appareil alors qu’elle est libre à l’extrémité de
l’aile. Finalement, les entrées de commande impactent le système au niveau de la condition
à la frontière à l’extrémité de l’aile (6.7d-6.7e). Le problème correspond donc à celui d’un
contrôle à la frontière du domaine.
Afin de pouvoir étudier de manière rigoureuse le problème de contrôle à la frontière tel que
donné par (6.7a-6.7e), la prochaine section introduit les outils mathématiques de la théorie
des C0-semi-groupes.
6.2 Théorie des opérateurs de C0-semi-groupe
Cette section vise à introduire les principaux résultats généraux de la théorie des C0-semi-
groupes qui seront employés dans les Chapitres 7 et 8. Des rappels portant sur les notions
de base des espaces vectoriels normés, des espaces de Banach, des espaces de Hilbert et des
espaces de Sobolev sont effectués en Annexe D.
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6.2.1 D’un exemple illustratif vers une approche intuitive de la théorie des
opérateurs de C0-semi-groupe
Cette sous-section vise, en partant de la dimension finie et sur la base d’un exemple illustratif
en dimension infinie, d’introduire les motivations et une approche intuitive de la théorie des
opérateurs de C0-semi-groupe.
6.2.1.1 Cas de la dimension finie
Il est courant dans la théorie du contrôle des systèmes LTI de représenter la dynamique du
système sous la forme d’une représentation d’état :
x˙(t) = Ax(t) +Bu(t), t ≥ 0, (6.8a)
y(t) = Cx(t), t ≥ 0, (6.8b)
x(0) = x0 (6.8c)
où x(t) ∈ Rn, u(t) ∈ Rm et y(t) ∈ Rp représentent respectivement l’état, l’entrée et la sortie
du système. On suppose que u : R+ → Rm est de classe C0 par morceaux. La condition initiale
est quant à elle donnée par x0 ∈ Rn. Les dimensions des matrices sont données par A ∈ Rn×n,
B ∈ Rn×m et C ∈ Rp×n. L’équation différentielle (6.8a) représente la dynamique interne du
système dont la condition initiale est donnée par (6.8c). L’équation algébrique (6.8b) permet
quant à elle d’obtenir la sotie du système. Dans cette configuration, on parle de système en
dimension finie car l’ordre de la représentation d’état, qui correspond à la dimension n du
vecteur d’état, est finie. De manière plus abstraite, et qui sera sujette à généralisation par la
suite, cette notion de dimension découle du fait qu’en interprétant les matrices A, B et C en
tant qu’applications linéaires, i.e., A ∈ L(Rn,Rn), B ∈ L(Rm,Rn) et C ∈ L(Rn,Rm), l’espace
d’évolution en tout instant de la solution de (6.8a) est Rn, i.e., un espace de dimension n.
L’une des étapes cruciales dans l’étude de tout système décrit par un jeu d’équation réside
dans l’étude de sa well-posedness telle que définie par Hadamard (Hadamard, 1902) et qui
correspond aux trois points fondamentaux suivants :
1. l’existence de solutions pour toute condition initiale admissible 1 ;
2. pour une condition initiale donnée, unicité de la solution ;
3. dépendance continue de la solution vis-à-vis de la condition initiale.
Dans le cadre général des systèmes décrits par une EDO en dimension finie, la well-posedness
est assurée pour des champs de vecteurs suffisamment réguliers (à savoir localement lipschit-
1. Ce concept sera rigoureusement spécifié par la suite.
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ziens) par le théorème de Cauchy-Lipschitz. Il permet en effet d’assurer l’existence et l’unicité
des solutions, tandis que la dépendance continue de ces dernières vis-à-vis de la condition
initiale en est un corollaire. Ce résultat général garantit en particulier la well-posedness des
systèmes LTI de dimension finie prenant la forme (6.8a-6.8c), pour lesquels la solution expli-
cite est donnée sous la forme :
∀t ≥ 0, x(t) = eAtx0 +
∫ t
0
eA(t−τ)Bu(τ)dτ, (6.9)
et où la sortie est obtenue par l’équation algébrique (6.8b). On rappelle que pour une matrice
carrée M ∈ Cn×n, l’exponentielle de matrice est définie par 2 :
eM =
∞∑
n=0
Mn
n! . (6.10)
6.2.1.2 Transposition heuristique en dimension infinie
Bien que couvrant un large spectre d’applications, la représentation d’état en dimension
finie (6.8a-6.8c) ne permet pas de capturer l’ensemble des modèles LTI décrivant l’évolution
de certains systèmes. Un exemple classique d’une telle situation réside dans les systèmes
distribués décrits par des EDP. On peut également mentionner le cas des systèmes à retard,
c’est-à-dire de systèmes modélisés par des équations différentielles linéaires incluant des délais.
De manière à motiver l’introduction de la théorie liée aux systèmes LTI en dimension infinie,
considérons le cas classique (Curtain and Zwart, 2012, Exemple 2.1.1, page 13) d’une barre
métallique de longueur unitaire 3 que l’on chauffe sur l’intégralité de sa longueur. L’équation
modélisant ce problème est donnée par :
∂z
∂t
(y, t) = ∂
2z
∂y2
(y, t) + u(y, t), (y, t) ∈ (0, 1)× R+, (6.11a)
z(y, 0) = z0(y), y ∈ (0, 1), (6.11b)
∂z
∂y
(0, t) = ∂z
∂y
(1, t) = 0, t ∈ R+, (6.11c)
où z(y, t) représente la température de la barre à la position y et à l’instant t, z0 est le
profile initial de température et u(y, t) est le flux de chaleur injecté à la barre à la position
y et à l’instant t. Ainsi, (6.11a) représente la dynamique d’évolution de la température de la
barre, (6.11b) est la condition initiale et (6.11c) correspond aux conditions à la frontière en
2. La convergence de la série est assurée car absolument convergente dans l’espace de Banach Cn×n.
3. Cette hypothèse n’est pas restrictive dans la mesure où un changement de variable dans la dimension
d’espace permet de ramener l’étude d’une barre de longueur l > 0 quelconque à celle d’une barre unitaire.
232
l’absence de flux de chaleur passant aux extrémités de la barre. En comparant (6.8a-6.8c) et
(6.11a-6.11c), il semble raisonnable de chercher à écrire (6.11a-6.11c) sous la forme abstraite
suivante :
z˙(t) = Az(t) +Bu(t), t ∈ R+, (6.12a)
z(0) = z0 (6.12b)
avec les opérateurs A = d2/d2y et B = I, et où pour tout t ≥ 0, z(t) : [0, 1] → R est une
fonction suffisamment régulière. Dans cette première approche, on ne définit pas de manière
rigoureuse les opérateurs. Il est en effet nécessaire de spécifier les ensembles de départ et
d’arriver, ainsi que les métriques associées et le sens des opérateurs de dérivation suivant les
variables temporelle t et spatiale y. Ces points seront abordés de manière plus détaillée par
la suite.
Sur la base de la formulation abstraite (6.12a-6.12b), on est tenté de chercher une solution
du problème sous une forme analogue à celle donnée en dimension finie par (6.9). En effet,
une théorie portant sur les systèmes en dimension infinie doit, pour être consistante avec les
résultats usuels en dimension finie, l’englober. Le point crucial est ici d’identifier ce qui va
pouvoir jouer le rôle du terme « eAt ». Autant en dimension finie ce terme correspond à une
exponentielle de matrice dont la définition est simplement donnée par (6.10), autant définir
l’exponentiel d’un opérateur tel que A = d2/d2y n’est pas une tâche aussi aisée. Dans le
cas particulier où l’opérateur linéaire A, défini et à valeur dans le même espace de Banach
E, est borné 4, ce que l’on note A ∈ L(E), la définition de l’exponentielle de matrice (6.10)
s’étend de manière directe. En effet la convergence de la série dans L(E) est assurée de par
la convergence absolue de la série et la complétude de l’espace. Cependant, dans la grande
majorité des cas d’intérêt, l’opérateur A est non borné ce qui rend inapplicable une telle
approche.
De manière à intuiter un résultat pertinent dans le cadre de (6.11a-6.11c), on peut dans un
premier temps chercher une solution de l’équation homogène (i.e., pour u = 0) de manière
heuristique par la méthode de séparation des variables. Pour cela on pose a priori z(y, t) =
f(t)g(y). En injectant dans l’équation (6.11a) et en tenant compte des conditions à la frontière
(6.11c), on obtient une solution de la forme zn(y, t) = e−n
2pi2t cos(npiy) où n ∈ N. De manière
heuristique (i.e., sans se soucier de la convergence de la série), par linéarité de l’équation
4. Le terme borné renvoie dans le cadre des opérateurs linéaires à la notion de continuité. La notion de
borné au sens classique des fonctions n’a dans ce contexte que peu d’intérêt dans la mesure où les applications
sont linéaires et donc le seul opérateur borné au sens classique du terme est l’opérateur nul.
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différentielle, on peut envisager des solutions homogènes sous la forme :
z(y, t) =
∞∑
k=0
αne
−n2pi2t cos(npiy), (6.13)
où αn ∈ CN est sélectionné de manière à tenir compte de la condition initiale (6.11b). Pour
cela, on suppose que z0 ∈ L2(0, 1) équipé de son produit scalaire naturel 〈f, g〉L2(0,1) =∫ l
0 f(ξ)g(ξ)dξ, dont on sait qu’une base de Hilbert possible est donnée par la famille {y →
1} ∪ {y → √2 cos(npiy), n ∈ N∗} (cf. Définition D.9 est les explications qui en découlent).
Ainsi, on a que
z0 = 〈z0, 1〉L2(0,1) +
∞∑
n=1
〈z0,
√
2 cos(npi·)〉L2(0,1)
√
2 cos(npi·), (6.14)
où l’égalité précédente est valable dans L2(0, 1). En prenant t = 0 dans (6.13), de par uni-
cité des coefficients dans une base de Hilbert, on obtient que α0 = 〈z0, 1〉L2(0,1) et αn =
2〈z0, cos(npi·)〉L2(0,1), n ≥ 0. On définit alors la fonction de Green 5 comme étant :
g(t, y, ξ) = 1 + 2
∞∑
n=1
e−n
2pi2t cos(npiy) cos(npiξ). (6.15)
On déduit alors de (6.13) et en inversant formellement série et intégrale que :
z(y, t) =
∫ 1
0
g(t, y, ξ)z0(ξ)dξ, (6.16)
où pour tout t ≥ 0 l’égalité à lieu dans L2(0, 1). En comparant ce résultat à celui obtenu
en dimension finie (6.9) lorsque u = 0, on observe que le rôle joué en dimension finie par le
terme eAt est ici remplacé par un terme intégral pondéré par une fonction de Green.
En tenant compte de l’entrée de commande, l’analogie avec (6.9) permet alors de deviner
pour u(t, ·) ∈ L2(0, 1) la solution de (6.11a-6.11c) sous la forme :
z(y, t) =
∫ 1
0
g(t, y, ξ)z0(ξ)dξ +
∫ t
0
∫ 1
0
g(t− s, y, ξ)u(ξ, s)dξds, (6.17)
où pour tout t ≥ 0 l’égalité précédente est valable dans L2(0, 1). Un calcul heuristique semble
alors indiquer que (6.17) est bien solution de (6.11a-6.11c).
De manière à pouvoir justifier de manière rigoureuse les développements précédemment ef-
fectués de manière heuristique, il est nécessaire d’introduire le problème dans un cadre plus
5. La définition de la fonction de Green renvoie à la notion de réponse impulsionnelle en théorie de la
commande, également appelée solution fondamentale dans le cadre de la théorie des distributions.
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formel. Reprenons le système tel que décrit sous forme abstraite (6.12a-6.12b) et spécifions
de manière précise les opérateurs sous-jacents pour le problème (6.11a-6.11c). Il serait à pre-
mière vue tentant de choisir l’espace d’état, correspondant à la distribution de température
le long de la barre, comme étant l’ensemble des fonctions de classe C2([0, 1];R) puisque la
dérivée spatiale intervient deux fois dans (6.11a). Dans le même temps, il semble naturel
d’un point de vue physique de mesurer l’énergie du système en termes de la norme-2 du
signal z, i.e., ‖z(t, ·)‖L2(0,1) =
(∫ 1
0 z
2(t, ξ)dξ
)1/2
. Un tel choix mène cependant à une impasse
dans la mesure où certes (C2([0, 1];R), ‖·‖L2(0,1)) est un espace vectoriel normé, mais n’est
pas un espace de Banach. Or, comme on le verra par la suite, et de manière analogue à ce
qui se passe en dimension finie pour le théorème de Cauchy-Lipschitz 6, le caractère complet
de l’espace de travail est indispensable dans le cadre de la théorie des C0-semi-groupes afin
d’établir les propriétés de well-posedness. Pour cette raison, on va plutôt travailler dans l’es-
pace de Hilbert H = L2(0, 1) équipé de son produit scalaire naturel (cf. Théorème D.2). Une
raison secondaire 7 qui incite à travailler dans cet espace réside dans les calculs heuristiques
précédemment effectués. En effet, la détermination des coefficients αn de (6.13) fut rendue
possible par l’écriture de la condition initiale dans une base de Hilbert de H, confère (6.14).
Ce choix n’est néanmoins pas sans conséquence dans la mesure où il n’est pas possible de
donner un sens au terme d2f/d2y pour tout élément f ∈ L2(0, 1) et donc de définir l’opéra-
teur A = d2/d2y sur H tout entier. Pour contourner cette difficulté, on délaisse la notion de
dérivée telle que définie au sens classique au profit de la notion de dérivée faible (cf. Défini-
tion D.20) telle que définie dans le cadre de la théorie des distributions. Ainsi, l’opérateur de
dérivation spatiale d/dy renvoie à cette notion de dérivée faible, inscrivant de manière natu-
relle le problème étudié dans le cadre des espaces de Sobolev (cf. Définition D.21) (Brezis,
2010; Evans, 1997). L’intérêt d’une telle opération est double. Premièrement, cela permet de
considérer une notion de dérivée dans un sens plus large que celle au sens classique. Deuxiè-
mement, les espaces de Sobolev pour les fonctions de carré intégrable, lorsque équipés de leur
produit scalaire naturel, sont des espaces de Hilbert.
Sur cette base, on peut à présent introduire de manière rigoureuse le problème sous forme
abstraite. Plus spécifiquement, le problème (6.11a-6.11c) est reformulé sous la forme abstraite
(6.12a-6.12b) où l’espace de travail est l’espace de Hilbert H = L2(0, 1) équipé de son produit
6. Le théorème de Cauchy-Lipschitz se démontre sur la base du théorème du point fixe qui requiert que
l’espace de travail soit complet, ce qui est toujours le cas pour un espace vectoriel de dimension finie sur le
corps des réels ou des complexes.
7. Qui en réalité découle de la première mais permet d’avoir une certaine intuition du choix effectué.
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scalaire naturel. L’opérateur non borné A est défini par :
A : D(A) ⊂ H → H
f → d
2f
d2y
(6.18)
sur le domaine D(A) ⊂ H donné par :
D(A) =
{
f ∈ H2(0, 1) : dfdy (0) =
df
dy (1) = 0, f,
df
dy ∈ AC[0, 1]
}
, (6.19)
où H2(0, 1) désigne l’espace de Sobolev constitué des fonctions de L2(0, 1) admettent des
dérivées faibles elles mêmes dans L2(0, 1) jusqu’à l’ordre 2. L’opérateur B est quant à lui
défini comme étant l’identité sur H, i.e., B = IH.
Les conditions à la frontière (6.11c) sont spécifiées sous forme abstraite en étant introduites
dans le domaine de définition de l’opérateur A. Dépendamment du problème étudié, tout
ou une partie de ces conditions à la frontière peuvent également être inclus directement
dans la définition de l’espace de travail. En outre, dans le cadre de la théorie des fonctions
p-intégrables, et de surcroit des espaces de Sobolev, une fonction n’est pas bien définie à
sous-ensemble de mesure nulle près. Pour illustrer cela, considérons le cas d’une fonction
f ∈ H1(0, 1). Cette notation constitue en réalité un abus dans la mesure où f n’est pas
directement un élément de H1(0, 1), au contraire de sa classe d’équivalence [f ] ∈ H2(0, 1)
qui correspond à l’ensemble des fonctions qui ne différent de f que sur un sous-ensemble de
mesure nulle, i.e., les rendant indistinguables du point de vue de la théorie de l’intégration 8.
Dès lors, imposer par exemple la contrainte g(0) = 0 à toutes les fonctions de la classe
d’équivalence de f , i.e., pour tout g ∈ [f ], n’a pas de sens dans la mesure où la valeur
g(0) de la fonction g n’est pas définie en tant que telle de par son appartenance à la classe
d’équivalence [f ]. Pour contourner ce problème, on fait porter la condition à la frontière sur
une fonction suffisamment régulière de la classe d’équivalence. En particulier, on sait par le
Lemma D.8 que H1(0, 1) ⊂ AC[0, 1] dans le sens où pour tout [f ] ∈ H1(0, 1), il existe une
unique fonction g ∈ AC[0, 1], i.e., une fonction absolument continue, telle que g ∈ [f ] (ou,
en d’autres termes, telle que f p.p.= g). La condition à la frontière est alors imposée sur cet
élément suffisamment régulier et unique g, pour lequel la valeur g(0) est ainsi parfaitement
définie. C’est pour cette raison qu’il est mentionné dans la définition du domaine D(A), en
8. L’introduction de telles classes d’équivalence est requise puisque pour une fonction f p-intégrable,(∫ 1
0 |f |p(ξ)dξ
)1/p
= 0 implique que la fonction f est simplement nulle presque partout, i.e., f p.p.= 0, mais
avec en général f 6= 0. Dès lors, pour assurer que l’intégrale précédente définit bien une norme il ne faut pas
distinguer, du point de vue de l’intégration, deux fonctions qui sont égales presque partout.
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assimilant par commodité une fonction et sa classe d’équivalence, que les conditions à la
frontière portent sur le représentant de la classe d’équivalence qui est absolument continu.
Ainsi, l’opérateur A n’est pas défini sur H tout entier, mais seulement sur un sous-espace
restreint pour lequel la notion de dérivée seconde au sens des distribution est bien définie. À
ce stade, il pourrait à première vue être tentant de réduire l’espace de travail H au simple
sous-ensemble D(A). Cependant, l’espace D(A) équipé du produit scalaire 〈·, ·〉L2(0,1) n’est
pas complet (D(A) est dense dans L2(0, 1) muni de son produit scalaire naturel), rendant
inapplicable les outils théoriques sur ce sous-espace.
À présent que les opérateurs ont été définis de manière rigoureuse, il est nécessaire de revenir
sur le sens à donner à la dérivée temporelle apparaissant dans le membre de gauche de
l’équation (6.12a). Travaillant dans l’espace de Hilbert (L2(0, 1), 〈·, ·〉L2(0,1)) la métrique de
l’espace est naturellement définie par la norme associée ‖ · ‖L2(0,1). Dès lors, le terme de
dérivation temporelle z˙ à un instant t ≥ 0 fixé ne peut être interprété que dans le sens de
l’existence d’un élément de L2(0, 1), noté z˙(t), vérifiant :
∥∥∥∥∥z(t+ h)− z(t)h − z˙(t)
∥∥∥∥∥
L2(0,1)
−→
h→0
0. (6.20)
Ainsi, alors que le problème EDP était initialement formulé sous la forme de dérivées partielles
classiques (6.11a-6.11c), le problème mis sous forme abstraite s’interprète en réalité en termes
de dérivées faibles au sens des distributions pour la variable spatiale, et en termes de dérivée
de Fréchet relativement à la norme de l’espace d’état H pour la variable temporelle. Cette
différence de nature est cruciale afin d’interpréter correctement les résultats obtenus dans la
cadre de la théorie des C0-semi-groupes, dans la mesure où une solution de la formulation
abstraite ne fournit pas, en général, une solution au sens classique des dérivées partielles
usuelles (Curtain and Zwart, 2012, Exemple A.5.28 en page 630). Ainsi, en supposant que
la condition initiale x0 ∈ D(A), une solution classique de la forme abstraite est une fonction
z ∈ C0(R+, D(A)) ∩ C1(R+,H) vérifiant (6.12a-6.12b).
Sur la base des développements heuristiques précédemment menés, on peut deviner que
l’analogue du terme « eAt » en dimension finie est donné par la famille d’opérateurs T (t) ∈
L(H) définie pour tout t ≥ 0 par :
T (t) : H → H
f → ∫ 10 g(t, ·, ξ)f(ξ)dξ (6.21)
où g est la fonction de Green définie par (6.15). On dira par la suite que (T (t))t∈R+ est le
C0-semi-groupe généré par l’opérateur A sur H. Dès lors, dans le cas homogène (i.e., u = 0),
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la solution initialement écrite sous la forme (6.16) se réinterprète sous la forme :
∀t ≥ 0, z(t) = T (t)z0, (6.22)
tandis que dans le cas non homogène avec u(t) ∈ H pour tout t ≥ 0, on a à partir de (6.17)
que
∀t ≥ 0, z(t) = T (t)z0 +
∫ t
0
T (t− s)Bu(s)ds. (6.23)
En comparant ce résultat intuité à celui usuellement rencontré en dimension finie (6.9), on
note que l’exponentiel de matrice « eAt » en dimension finie a été remplacée par le C0-semi-
groupe (T (t))t∈R+ généré par l’opérateur A sur H. Cet exemple montre ainsi la nécessité de
générer le concept d’exponentiel de matrice dans le cadre d’opérateurs non bornés définis sur
des espaces de dimension infinie. L’étude de cette généralisation est le cœur de la théorie des
opérateurs de C0-semi-groupe.
6.2.1.3 Approche intuitive des C0-semi-groupes
Afin de donner une approche intuitive du concept de C0-semi-groupes, supposons que z0 ∈ H
est la condition initiale d’un système LTI homogène (i.e., sans entrée de contrôle) dont l’espace
d’état est l’espace de Hilbert (H, ‖·‖) de corps de baseK = R ouC, possiblement de dimension
infinie. Supposons que le problème ainsi étudié est well-posed sur R+, c’est-à-dire que l’on a
l’existence et l’unicité de la solution R+ 3 t → z(t; z0) ∈ H pour toute condition initiale z0
(i.e., z(0; z0) = z0) et que cette solution dépend continument de la condition initiale. L’unicité
de la solution permet alors de définir pour tout t ≥ 0,
T (t) : H → H
z0 → z(t; z0)
(6.24)
donnant lieu à z(t; z0) = T (t)z0. En particulier, on obtient pour toute condition initiale z0
que T (0)z0 = z(0; z0) = z0, i.e., T (0) = IH.
Par linéarité, t → αz(t, z10) + βz(t, z20) est solution du problème pour la condition initiale
αz10 + βz20 où α, β ∈ K. Par unicité de la solution, on obtient que pour tout t ≥ 0, z(t;αz10 +
βz20) = αz(t, z10) + βz(t, z20), i.e., T (t)(αz10 + βz20) = αT (t)z10 + βT (t)z20 . On en déduit la
linéarité de T (t) pour tout t ≥ 0. La dépendance continue vis-à-vis de la condition initiale z0
entraîne alors la continuité de T (t), d’où T (t) ∈ L(H).
Sur la base du caractère temps invariant du système et de l’unicité des solutions, z(t+ s; z0)
coïncide avec z(t; z(s, z0)). Cela traduit le fait que l’état atteint à l’instant t+ s à partir de la
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condition initiale z0 coïncide avec l’état atteint à l’instant t à partir de la condition initiale
z(s, z0). Ainsi, pour toute condition initiale z0, T (t + s)z0 = z(t + s; z0) = z(t; z(s, z0)) =
T (t)z(s, z0) = T (t)T (s)z0. On aboutit au résultat T (t + s) = T (t)T (s) pour tout t, s ≥ 0.
Cette propriété donne lieu au terme « semi-groupe » dans l’expression « C0-semi-groupe ».
On impose finalement une condition de régularité supplémentaire en supposant la continuité
de la solution à l’instant initial. En d’autres termes, on suppose que z(t, z0) −→
t→0+
z0. Cela
se traduit par ‖T (t)z0 − z0‖ −→
t→0+
0 pour tout z0 ∈ H. Cette propriété donne lieu au terme
« fortement continu », abrégé en « C0 », dans l’expression « C0-semi-groupe ».
Les propriétés générales que l’on vient d’intuiter sur la base du comportement attendu d’un
système LTI homogène sont à la base de la définition des opérateurs de C0-semi-groupe tels
que définis dans la prochaine sous-section.
6.2.2 Définition et propriétés fondamentales des opérateurs de C0-semi-groupe
Sur la base des éléments présentés précédemment, on définit la notion de C0-semi-groupe
de la façon suivante. Dans ce qui suit, H désignera un espace de Hilbert séparable (réel ou
complexe) dont le produit scalaire associé est noté 〈·, ·〉 et la norme induite ‖ · ‖ =
√
〈·, ·〉.
Définition 6.1 Un semi-groupe fortement continu, ou C0-semi-groupe en abrégé, sur un
espace de Hilbert H est une fonction
T : R+ → L(H)
t → T (t) (6.25)
satisfaisant les propriétés suivantes :
1. T (t+ s) = T (t)T (s) pour tout t, s ≥ 0 ;
2. T (0) = IH ;
3. ‖T (t)z0 − z0‖ −→
t→0+
0 pour tout z0 ∈ H.
On a vu que cette définition a été posée de manière à pouvoir généraliser l’exponentielle de
matrices. L’exemple qui suit vient confirmer que le concept de C0-semi-groupe en est effet
bien une généralisation.
Exemple 6.1 Soit un opérateur A ∈ L(H) fixé. Définissons pour tout t ≥ 0,
eAt =
∞∑
k=0
(At)k
k! . (6.26)
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On vérifie tout d’abord que la définition précédente a un sens et donne lieu à un élément de
L(H). Pour cela, notons que
∞∑
k=0
∥∥∥∥∥(At)kk!
∥∥∥∥∥ =
∞∑
k=0
‖Ak‖tk
k! ≤
∞∑
k=0
(‖A‖t)k
k! = e
‖A‖t <∞. (6.27)
La série est donc absolument convergente. L’espace L(H) étant complet pour la norme induite
par l’espace de Hilbert H, on en déduit la convergence de la série dans L(H).
On vérifie à présent que R+ 3 t → eAt ∈ L(H) est un C0-semi-groupe. Par convergence
absolue de la série, on a pour t, s ≥ 0 par le produit de Cauchy ,
eAteAs =
∞∑
k=0
(At)k
k!
∞∑
l=0
(As)l
l! =
∞∑
k=0
k∑
l=0
(At)l
l!
(As)k−l
(k − l)! =
∞∑
k=0
Ak
k!
k∑
l=0
 k
l
 tlsk−l
=
∞∑
k=0
Ak
k! (t+ s)
k = eA(t+s). (6.28)
On vérifie directement à partir de la définition que eA·0 = IH. Finalement, pour tout z0 ∈ H,
‖eAtz0 − z0‖ =
∥∥∥∥∥
∞∑
k=1
(At)k
k! z0
∥∥∥∥∥ ≤
∞∑
k=1
‖A‖ktk
k! ‖z0‖ = (e
‖A‖t − 1)‖z0‖ −→
t→0+
0 (6.29)
par continuité de la fonction exponentielle définie sur les nombres réels.
La dernière équation montre en réalité que la condition plus forte ‖eAt − I‖H −→
t→0+
0 est
vérifiée. On a donc une « uniformité » du caractère continu du semi-groupe. En reprenant les
éléments de la Définition 6.1, lorsque le troisième point peut être remplacé par la condition
plus stricte ‖T (t)− I‖H −→
t→0+
0, on parle de semi-groupe uniformément continu.
L’exemple 6.1 montre que la définition du concept de C0-semi-groupe englobe l’exponentielle
de matrice, et plus largement l’exponentielle d’un élément quelconque de L(H). Cependant, le
concept de C0-semi-groupe permet d’englober un bon nombre d’autres configurations. L’une
de ces configurations, comptant parmi les plus fondamentales, est donnée ci-dessous.
Exemple 6.2 (Curtain and Zwart, 2012) Soit {φn, n ≥ 1} une base de Hilbert d’un espace
de Hilbert séparable 9 H sur le corps des nombres complexes. Étant donnée une suite (λn)n≥1 ∈
Cn telle que
M , sup
n≥1
Re(λn) <∞, (6.30)
9. Le caractère séparable (cf. Définition D.10) permet d’assurer l’existence une base orthonormale dénom-
brable.
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on introduit pour tout t ≥ 0 et tout z ∈ H,
T (t)z =
∞∑
k=1
eλkt〈z, φk〉φk. (6.31)
On vérifie premièrement que cette définition a bien un sens. La théorie générale des espaces
de Hilbert (cf. Lemma D.4) assure que pour z ∈ H quelconque, la série des |〈z, φk〉|2 est
convergente. On déduit de |eλkt〈z, φk〉|2 ≤ e2Mt|〈z, φk〉|2 que la série des |eλkt〈z, φk〉|2 est
convergente, et donc que la série des eλkt〈z, φk〉φk converge dans H. Le terme T (t)z est donc
bien défini en tant qu’élément de H pour tout t ≥ 0 et tout z ∈ H. La linéarité de T (t) découle
alors de celle 1) du produit scalaire par rapport à la première entrée ; 2) de la somme ; 3) du
passage à la limite. De plus, ce qui précède montre que ‖T (t)z‖ ≤ e2Mt‖z‖, d’où T (t) ∈ L(H).
Vérifions que T : R+ → H est bien un C0-semi-groupe. Tout d’abord, pour t, s ≥ 0 et z ∈ H,
T (t)T (s)z =
∞∑
k=1
eλkt〈T (s)z, φk〉φk
=
∞∑
k=1
eλkt
〈 ∞∑
l=1
eλls〈z, φl〉φl, φk
〉
φk
=
∞∑
k=1
∞∑
l=1
eλkt+λls〈z, φl〉〈φl, φk〉φk
=
∞∑
k=1
eλk(t+s)〈z, φk〉φk
= T (t+ s)z, (6.32)
où il a été utilisé la linéarité et la continuité du produit scalaire relativement à sa première
entrée. La théorie générale des espaces de Hilbert assure que T (0) = IH (découle de l’écriture
d’un élément de l’espace dans une base de Hilbert). Finalement, la continuité forte découle
du fait que pour z 6= 0, N ∈ N∗ et t ≤ t1 = 1,
‖T (t)z − z‖2 =
∞∑
k=1
|eλkt − 1|2|〈z, φk〉|2
≤ sup
1≤k≤N
|eλkt − 1|2
N∑
k=1
|〈z, φk〉|2 + (eMt1 + 1)2
∞∑
k=N+1
|〈z, φk〉|2. (6.33)
Soit ε > 0. La série des |〈z, φk〉|2 étant convergente, il existe N ∈ N∗ tel que
∞∑
k=N+1
|〈z, φk〉|2 < ε2(eMt1 + 1)2 . (6.34)
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Pour un tel N fixé, par continuité de la fonction t→ sup
1≤k≤N
|eλkt − 1|2 qui est nulle en t = 0,
il existe η ∈ (0, t1) tel que pour tout 0 ≤ t < η,
sup
1≤k≤N
|eλkt − 1|2 < ε2‖z‖2 . (6.35)
On obtient donc que pour tout 0 ≤ t < η,
‖T (t)z − z‖2 ≤ ε2‖z‖2
N∑
k=1
|〈z, φk〉|2 + (eMt1 + 1)2 ε2(eMt1 + 1)2 ≤ ε. (6.36)
Cela démontre le caractère fortement continu de T (t). On a bien montré que T forme un
C0-semi-groupe.
Introduisons un dernier exemple, que l’on ne détaillera pas (le lecteur intéressé est renvoyé
à (Curtain and Zwart, 2012) pour un traitement exhaustif). Cet exemple est celui dit du
décalage à gauche, qui joue un rôle essentiel dans la théorie des systèmes à retard.
Exemple 6.3 Soit H = L2(0,∞) l’espace de Hilbert des fonctions intégrables sur [0,∞) doté
de son produit scalaire usuelle. Alors, l’opérateur de décallage à gauche
(T (t)h)(x) = h(t+ x), h ∈ H, t ≥ 0, x ≥ 0, (6.37)
est un C0-semi-groupe.
On a donc vu à travers quelques exemples que la définition de C0-semi-groupe permet d’en-
glober un grand nombre de configurations généralisant le concept d’exponentiel de matrice.
En outre, les C0-semi-groupes jouissent d’un certain nombre de propriétés qui sont résumées
dans le prochain théorème.
Théorème 6.1 (Curtain and Zwart, 2012) Soit T (t) un C0-semi-groupe sur un espace de
Hilbert H. Les propriétés suivantes sont vérifiées.
1. ‖T (t)‖ est borné sur tout sous intervalle de [0,∞) de longueur finie.
2. T (t) est fortement continu pour tout t ∈ [0,∞), i.e., ∀x ∈ H, la fonction t → T (t)x
est continue sur R+.
3. Pour tout x ∈ H, 1
t
∫ t
0 T (s)xds −→
t→0+
x.
4. En posant ω0 = inf
t>0
log ‖T (t)‖
t
, on a ω0 = lim
t→∞
log ‖T (t)‖
t
<∞.
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5. Pour tout ω > ω0, il existe Mω ∈ R+ tel que pour tout t ≥ 0, ‖T (t)‖ ≤Mωeωt.
La constante ω0 est appelée le taux de croissance (growth bound) du semi-groupe.
Il est à souligner que l’intégrale intervenant dans le troisième point du Théorème 6.1 porte
sur une fonction de variable réelle mais à valeur dans un espace de Hilbert. Ainsi, l’intégrale
est ici à interpréter au sens de l’intégrale de Bochner, qui est une généralisation de l’intégrale
de Lebesgue aux fonctions à valeur dans un espace de Banach (Phillips and Hille, 1957).
En reprenant l’Exemple 6.3, il est aisé de voir que ‖T (t)h‖ ≤ ‖h‖ pour tout h ∈ L2(0,∞), i.e.,
‖T (t)‖ ≤ 1. Par définition, on a donc que ω0 ≤ 0. Supposons par l’absurde que ω0 < 0. Par
définition de ω0, il existe alors t0 ≥ 0 tel que ‖T (t0)‖ < 1. En prenant h = 1[t0 , t0+1] la fonction
caractéristique de l’intervalle [t0 , t0+1], on a (T (t0)h)(x) = 1[t0 , t0+1](t0+x) = 1[0 , 1](x). Ainsi,
1 = ‖T (t0)h‖ < ‖h‖ = 1, ce qui donne la contradiction souhaitée. On a donc bien que ω0 = 0.
Une approche similaire permet de montrer que dans le cas de l’Exemple 6.2, ω0 = sup
n≥1
Re(λn).
6.2.3 Générateur infinitésimal d’un C0-semi-groupe
À présent que le concept de C0-semi-groupe a été introduit, on aborde la question du gé-
nérateur infinitésimal d’un C0-semi-groupe. Pour cela, rappelons que la définition de C0-
semi-groupe a été introduite de manière à pouvoir décrire de manière satisfaisante l’évolu-
tion temporelle d’un système LTI autonome. Dès lors, on cherche à interpréter la fonction
t → T (t)z comme étant une solution d’une équation différentielle sous forme abstraite. Ce-
pendant, ayant simplement supposé la continuité de T (t)z, il n’est en général pas possible de
dériver T (t)z pour tout élément z ∈ H. Pour cette raison, on introduit la définition suivante.
Définition 6.2 Le générateur infinitésimal A d’un C0-semi-groupe sur un espace de Hilbert
H est défini par
Az = lim
t→0+
T (t)z − z
t
, (6.38)
sur le domaine D(A) donné par
D(A) =
{
z ∈ H : lim
t→0+
T (t)z − z
t
existe
}
. (6.39)
En appliquant la Définition 6.2 il est par exemple aisé de montrer dans le cadre de l’Exemple 6.1
que le générateur infinitésimal de eAt avec A ∈ L(H) est A sur H tout entier. Cependant, la
Définition 6.2 ne permet pas en général de calculer de manière directe et explicite le générateur
infinitésimal d’un C0-semi-groupe. Une méthode indirecte, généralement plus performante,
sera mentionnée par la suite.
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Les principales propriétés du générateur infinitésimal d’un C0-semi-groupe sont résumées dans
le prochain théorème.
Théorème 6.2 (Curtain and Zwart, 2012) Soit T (t) un C0-semi-groupe sur un espace de
Hilbert H. Les propriétés suivantes sont vérifiées.
1. Pour tout z0 ∈ D(A), T (t)z0 ∈ D(A) pour tout t ≥ 0.
2. d(T (t)z0)dt = AT (t)z0 = T (t)Az0 pour tout z0 ∈ D(A) et t > 0.
3. T (t)z0 − z0 = ∫ t0 T (s)Az0ds pour tout z0 ∈ D(A).
4. Pour tout t ≥ 0 et tout z0 ∈ H, ∫ t0 T (s)z0ds ∈ D(A). Il s’en suit que D(A) est dense
dans H.
5. A est un opérateur linéaire fermé 10.
Le Théorème 6.2 assure donc que si z0 ∈ D(A), la trajectoire de t→ T (t)z0 reste dans D(A)
et que z(t) = T (t)z0 est solution de l’équation différentielle abstraite z˙ = Az. Ces résultats
seront au fondement du concept de well-posedness présenté dans la Sous-Section 6.2.5. De
plus, bien que la définition 6.2 du générateur infinitésimal A n’offre a priori aucune garantie
quant au fait que D(A) n’est pas vide, il s’avère que c’est effectivement bien le cas pour tout
C0-semi-groupe et que de surcroit cet ensemble est dense dans H.
Par unicité de la limite dans un espace vectoriel normé, le générateur infinitésimal d’un
C0-semi-groupe est unique. A contrario, il est légitime de se demander si le générateur infi-
nitésimal permet de déterminer de manière unique le C0-semi-groupe d’origine. La réponse
est positive, telle que formulée par le prochain théorème.
Théorème 6.3 (Luo et al., 2012) Soient T (t) et S(t) deux C0-semi-groupes sur un espace
de Hilbert H. On note A et B leurs générateurs infinitésimaux respectifs. Si A = B, alors
T (t) = S(t) pour tout t ≥ 0.
Si le générateur infinitésimal A d’un C0-semi-groupe T (t) est tel queD(A) = H, puisque A est
un opérateur linéaire fermé (Théorème 6.2), le théorème du graphe fermé (cf. Théorème D.5)
assure que A et borné et donc A ∈ L(H). L’unicité du C0-semi-groupe associé à un générateur
infinitésimal tel que formalisé par le Théorème 6.3 assure alors que T (t) = eAt. Or, comme
préalablement mentionné, la théorie des C0-semi-groupes vise à étendre le concept d’expo-
nentielle au cas d’applications linéaires qui ne sont pas continues. Ainsi, dans la majorité des
cas de figure, l’opérateur A qui est étudié n’est pas borné, de sorte que D(A)  H.
10. Confère Définition D.16.
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On rappelle que pour un opérateur A : D(A) ⊂ H → H, le résolvant de A, noté ρ(A), est
défini par :
ρ(A) =
{
λ ∈ C : λIH − A : D(A)→ H est bijective , (λIH − A)−1 ∈ L(H)
}
. (6.40)
On définit alors pour λ ∈ ρ(A) l’opérateur résolvent R(λ,A) = (λIH − A)−1 du générateur
infinitésimal A. Cet opérateur joue un rôle prépondérant dans les théorèmes de génération
de C0-semi-groupes exposés ci-dessous. Cela provient en particulier de la connexion entre
l’opérateur résolvent et la transformée de Laplace d’un C0-semi-groupe.
Théorème 6.4 (Curtain and Zwart, 2012) Soit T (t) un C0-semi-groupe sur un espace de
Hilbert H. Soient A son générateur infinitésimal et ω0 son taux de croissance. Pour <(λ) >
ω > ω0, on a que λ ∈ ρ(A). De plus, pour tout z ∈ H, on a les résultats suivants.
1. R(λ,A)z =
∫∞
0 e
−λtT (t)zdt.
2. ‖R(λ,A)‖ ≤ MωRe(λ)− ω où Mω est donné par le Théorème 6.1.
3. Pour α ∈ R, lim
α→∞αR(α,A)z = z.
Le Théorème 6.4 joue un rôle fondamental dans la théorie des C0-semi-groupes, permettant
d’interpréter l’opérateur résolvant du générateur infinitésimal d’un C0-semi-groupe T (t) en
tant que transformée de Laplace de T (t). De plus, ce théorème donne un moyen pratique
indirect de calculer le générateur infinitésimal d’un C0-semi-groupe. C’est par exemple le cas
pour l’Exemple 6.3 (Curtain and Zwart, 2012)[Exercice 2.14]. En effet, on a vu que dans ce
cas ω0 = 0. Cela permet à partir du point 1 du Théorème 6.4 de calculer de manière explicite
l’opérateur résolvant R(α,A) pour tout α > 0 :
∀h ∈ L2(0,∞), ∀x ∈ [0,∞), (R(α,A)h)(x) = eαx
∫ ∞
x
e−ατh(τ)dτ. (6.41)
En utilisant le fait que D(A) = Im(R(α,A)) pour α > 0, une analyse attentive permet alors
de montrer par double inclusion que
D(A) =
{
f ∈ L2(0,∞) : dfdx ∈ L
2(0,∞) , f ∈ AC[a, b] pour tout 0 ≤ a ≤ b <∞
}
. (6.42)
On déduit alors de cette analyse que A = d/dx.
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6.2.4 Théorèmes de génération des C0-semi-groupes
À présent que les principaux résultats généraux portant sur les C0-semi-groupes et leur gé-
nérateur infinitésimal ont été introduits, on se pose la question de la génération d’un C0-
semi-groupe à partir d’un opérateur A donné. En effet, pour un problème à étudier du type
z˙ = Az, on verra dans la prochaine sous-section que les propriétés d’existence et d’unicité des
solutions sont intimement liées à l’existence d’un C0-semi-groupe dont le générateur infinitési-
mal est A. La nécessité de pouvoir établir si un opérateur A donné génère un C0-semi-groupe
revêt donc un caractère primordial.
6.2.4.1 Thèorème de Hille-Yosida
La caractérisation des opérateurs A définis sur un espace de Hilbert générant un C0-semi-
groupe est fournie par le théorème de Hille-Yosida, pilier central de la théorie des opérateurs
de C0-semi-groupe.
Théorème 6.5 (Théorème de Hille-Yosida) (Curtain and Zwart, 2012) Soit H un es-
pace de Hilbert et A : D(A) ⊂ H → H un opérateur. A est le générateur infinitésimal d’un
C0-semi-groupe T (t) sur H si et seulement si
1. A est fermé et densément défini (i.e., D(A) dense dans H) ;
2. il existe M,ω ∈ R tels que pour tout nombre réel α > ω, α ∈ ρ(A) et
∀r ∈ N∗, ‖R(α,A)r‖ ≤ M(α− ω)r . (6.43)
Dans ce cas, ‖T (t)‖ ≤Meωt.
Contrairement à une large majorité des théorèmes d’existence de solutions dans le cadre
d’équations différentielles, la démonstration du théorème de Hille-Yosida ne repose pas sur
l’un des nombreux théorèmes du point fixe. Elle repose sur une approximation de l’opérateur
A par les opérateurs bornés Aα = α2R(α,A) − αIH ∈ L(H) lorsque α > ω. En effet, pour
z ∈ D(A), il est aisé de voir que Aαz = αR(α,A)Az −→
α→∞ Az d’après le Théorème 6.4.
En définissant alors le C0-semi-groupe Tα(t) = eAαt généré par l’opérateur borné Aα, la
démonstration du théorème consiste dans un premier temps à montrer qu’en faisant passer
Tα(t) à la limite lorsque α → ∞, on peut définir un C0-semi-groupe T (t). Dans un second
temps, la démonstration se réduit à montrer que le générateur infinitésimal de T (t) coïncide
avec l’opérateur A d’origine.
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6.2.4.2 C0-semi-groupe de contraction et thèorème de Lümer-Phillips
Bien que fournissant une caractérisation complète des opérateurs générant un C0-semi-groupe,
le Théorème de Hille-Yosida est en général difficile à appliquer de manière directe. Cela est
principalement dû à la nécessité de vérifier la condition (6.43) pour tout α > ω et tout r ∈ N∗.
Il est cependant à noter qu’un cas simple d’application est lorsqu’un M ∈ [0, 1] peut être
trouvé tel que pour tout α > ω, ‖R(α,A)‖ ≤M/(α−ω). En effet, on a dans ce cas pour tout
α > ω et tout r ∈ N∗, ‖R(α,A)r‖ ≤ ‖R(α,A)‖r ≤ M r/(α − ω)r ≤ M/(α − ω)r. Ce résultat
est l’une des principales motivations amenant à introduire le concept de C0-semi-groupe de
contraction.
Définition 6.3 Un C0-semi-groupe de contraction T (t) est un C0-semi-groupe vérifiant pour
tout t ≥ 0 la majoration ‖T (t)‖ ≤ 1.
Notons que pour ω ∈ R, A−ωIH est le générateur d’un C0-semi-groupe de contraction S(t) si
et seulement si A est le générateur d’un C0-semi-groupe T (t) = eωtS(t) vérifiant ‖T (t)‖ ≤ eωt.
Ce constat permet d’obtenir comme conséquence directe du Théorème de Hille-Yosida le
théorème suivant basé sur le concept d’opérateur adjoint (cf. Définition D.18).
Théorème 6.6 (Curtain and Zwart, 2012) Soit H un espace de Hilbert, A : D(A) ⊂ H →
H un opérateur et ω > 0. A − ωI est le générateur infinitésimal d’un C0-semi-groupe de
contraction T (t) sur H si et seulement si
1. A est fermé et densément défini ;
2. pour tout nombre réel α > ω,
∀z ∈ D(A), ‖(αIH − A)z‖ ≥ (α− ω)‖z‖, (6.44a)
∀z ∈ D(A∗), ‖(αIH − A∗)z‖ ≥ (α− ω)‖z‖, (6.44b)
où A∗ est l’opérateur adjoint de A.
De ce théorème découle le corollaire suivant qui donne une condition suffisante généralement
plus facile à vérifier en pratique.
Corollaire 6.7 (Curtain and Zwart, 2012) Une condition suffisante pour qu’un opérateur
A fermé et densément défini sur un espace de Hilbert soit le générateur infinitésimal d’un
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C0-semi-groupe vérifiant ‖T (t)‖ ≤ eωt est donnée par :
∀z ∈ D(A), Re(〈Az, z〉) ≤ ω‖z‖2, (6.45a)
∀z ∈ D(A∗), Re(〈A∗z, z〉) ≤ ω‖z‖2. (6.45b)
Exemple 6.4 (Curtain and Zwart, 2012) Soit l’espace de Hilbert H = L2(0, 1) équipé de son
produit scalaire naturel. On définit A = −d/dx sur le domaine
D(A) =
{
z ∈ L2(0, 1) : dzdx ∈ L
2(0, 1), z(0) = 0, z ∈ AC[0, 1]
}
. (6.46)
Il est aisé de montrer 11 que A est fermé et que son opérateur adjoint est A∗ = d/dx sur le
domaine
D(A∗) =
{
z ∈ L2(0, 1) : dzdx ∈ L
2(0, 1), z(1) = 0, z ∈ AC[0, 1]
}
. (6.47)
De plus, un calcul direct montre que
Re(〈Az, z〉) = −Re
(∫ 1
0
dz
dx(ξ)z(ξ)dξ
)
= −Re
([1
2 |z(ξ)|
2
]ξ=1
ξ=0
)
= −12 |z(1)|
2 ≤ 0, (6.48a)
Re(〈A∗z, z〉) = Re
(∫ 1
0
dz
dx(ξ)z(ξ)dξ
)
= Re
([1
2 |z(ξ)|
2
]ξ=1
ξ=0
)
= −12 |z(0)|
2 ≤ 0. (6.48b)
Le Corollaire 6.7 assure alors que A est le générateur infinitésimal d’un C0-semi-groupe de
contraction.
Dans le cadre des opérateurs de C0-semi-groupe de contraction, une caractérisation alter-
native au théorème de Hille-Yosida est fournie par le théorème de Lumer-Phillips. Afin de
l’introduire, définissons le concept d’opérateur dissipatif.
Définition 6.4 (Opérateur dissipatif) Un opérateur linéaire A : D(A) ⊂ H → H sur un
espace de Hilbert H est dit dissipatif si
∀x ∈ D(A), Re(〈Ax, x〉) ≤ 0. (6.49)
Le théorème de Lümer-Phillips dans le cadre des espaces de Hilbert est énoncé ci-dessous.
Théorème 6.8 (Théorème de Lümer-Phillips) (Luo et al., 2012) Soit A : D(A) ⊂
H → H un opérateur linéaire sur un espace de Hilbert H. A génère un C0-semi-groupe de
11. Confère Exemples D.1 et D.2 en Annexe D.
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contraction sur H si et seulement si A est dissipatif et il existe λ0 > 0 tel que Im(λ0IH−A) =
H.
Il est en particulier à noter que le caractère fermé et densément défini de l’opérateur A n’ont,
dans le cadre du théorème de Lümer-Phillips, pas besoin d’être vérifiés car sont conséquence
des hypothèses du théorème.
Exemple 6.5 De manière à illustrer l’application du théorème de Lümer-Phillips, considé-
rons à nouveau l’opérateur A rencontré dans le cas de l’évolution de la température de la
barre défini sur l’espace de Hilbert H = L2(0, 1), équipé de son produit scalaire naturel, par
A = d2/d2y sur le domaine D(A) ⊂ H donné par :
D(A) =
{
f ∈ H2(0, 1) : dfdy (0) =
df
dy (1) = 0, f,
df
dy ∈ AC[0, 1]
}
. (6.50)
On vérifie dans un premier temps le caractère dissipatif. Pour f ∈ D(A), on obtient par
intégration par partie :
〈Af, f〉 =
∫ 1
0
d2f
d2y (ξ)f(ξ)dξ =
[
df
dy (ξ)f(ξ)
]ξ=1
ξ=0
−
∫ 1
0
∣∣∣∣∣dfdy (ξ)
∣∣∣∣∣
2
dξ = −
∫ 1
0
∣∣∣∣∣dfdy (ξ)
∣∣∣∣∣
2
dξ ≤ 0,
(6.51)
où il a été utilisé les conditions à la frontières telles que spécifiées dans la définition du
domaine D(A). L’opérateur A est donc bien dissipatif. Il reste à vérifier l’existence d’un
λ0 > 0 tel que Im(λ0IH−A) = H. On va le vérifier pour λ0 = 1. Pour cela, fixons f ∈ L2(0, 1)
quelconque. On cherche alors h ∈ D(A) tel que (A− I)h = f , i.e., d
2h
d2y −h = f . En résolvant
de manière classique cette équation différentielle ordinaire en tenant compte des conditions
aux limites spécifiées dans le domaine D(A), on obtient le candidat suivant :
∀y ∈ [0, 1], h(y) = C cosh(y)−
∫ y
0
sinh(y − ξ)f(ξ)dξ, (6.52)
où la constante C ∈ R est donnée par
C = 1sinh(1)
∫ 1
0
cosh(1− ξ)f(ξ)dξ. (6.53)
Les deux intégrales précédentes sont bien définies puisque par l’inégalité de Cauchy-Schwartz
L2(0, 1) ⊂ L1(0, 1) et les fonctions sinh et cosh sont bornées sur l’intervalle [0 , 1]. De plus,
il est aisé de voir que h est continue sur [0 , 1] et donc que h ∈ L2(0, 1). Finalement, en
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écrivant de manière explicite l’expression de sinh en fonction de la fonction exponentielle,
∫ y
0
sinh(y − ξ)f(ξ)dξ = e
y
2
∫ y
0
e−ξf(ξ)dξ − e
−y
2
∫ y
0
eξf(ξ)dξ, (6.54)
puisque ξ → e−ξf(ξ) et ξ → eξf(ξ) sont dans L1(0, 1), on en déduit que la fonction h est
absolument continue sur [0, 1]. Dès lors, h est dérivable presque partout et vérifie pour presque
tout y ∈ [0, 1],
dh
dy (y) = C sinh(y)−
∫ y
0
cosh(y − ξ)f(ξ)dξ. (6.55)
De manière similaire à ce qui a été fait précédemment, le membre de droite de l’égalité
précédente est absolument continue sur [0, 1], d’où dh/dy ∈ AC[0, 1]. Un calcul direct montre
que l’on a bien (dh/dy)(0) = (dh/dy)(1) = 0. Finalement, pour presque tout y ∈ [0, 1],
d2h
d2y (y) = C cosh(y)−
∫ y
0
sinh(y − ξ)f(ξ)dξ − f(y) = h(y)− f(y), (6.56)
i.e., d
2h
d2y − f = h dans L
2(0, 1). On a bien montré la surjectivité de l’opérateur IH − A. En
appliquant le théorème de Lümer-Phillips, on en déduit que A génère un C0-semi-groupe de
contraction.
6.2.4.3 Théorème de pertubation
Lorsqu’un opérateur A génère un C0-semi-groupe, on peut se demander dans quelle mesure
une perturbation de cet opérateur permet elle de préserver la propriété de génération de
C0-semi-groupe. Une réponse est apportée par le théorème suivant.
Théorème 6.9 (Perturbation par un opérateur borné) (Luo et al., 2012) Soit A :
D(A) ⊂ H → H un opérateur linéaire sur un espace de Hilbert H générant un C0-semi-groupe
T (t) vérifiant ‖T (t)‖ ≤ Meωt. Soit un opérateur B ∈ L(H). Alors A + B : D(A) ⊂ H → H
génère un C0-semi-groupe S(t) sur H vérifiant ‖S(t)‖ ≤Me(ω+M‖B‖)t.
Ce résultat est très utile dans la mesure où il peut grandement simplifier la preuve qu’un
opérateur génère un C0-semi-groupe. En effet, supposons que l’on souhaite étudier un opéra-
teur A et que ce dernier peut se décomposer sous la forme A = A0 +B avec B ∈ L(H). Dès
lors, sur la base du Théorème 6.9, il suffit de s’assurer que A0 génère un C0-semi-groupe pour
en déduit que c’est également le cas pour A. Ce théorème sera mis à profit lors des prochains
chapitres. Il est à noter que certains résultats existent également dans le cas d’opérateurs B
non bornés. On renvoie le lecteur intéressé à, e.g., (Luo et al., 2012).
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6.2.4.4 Opérateur Riesz Spectral
On conclut cette section portant sur les théorèmes de génération des C0-semi-groupes par
un résultat sur les opérateurs Riesz-spectraux. Bien que n’étant qu’une classe particulière
d’opérateurs, elle permet de traiter nombre de configurations élémentaires en donnant un
lien explicite entre les valeurs propres et vecteurs propres d’un opérateur Riesz spectral et la
forme prise par le C0-semi-groupe qu’il engendre. Pour cela on introduit le concept de base
de Riesz (Christensen, 2003).
Définition 6.5 (Base de Riesz) Un ensemble dénombrable de vecteurs {φn , n ∈ N∗} d’un
espace de Hilbert H forme une base de Riesz si :
1. vect
n∈N∗
φn = H ;
2. il existe m,M ∈ R∗+ tels que pour tout N ∈ N, et tout α1, . . . , αN ∈ CN ,
m
N∑
n=1
|αn|2 ≤
∥∥∥∥∥
N∑
n=1
αnφn
∥∥∥∥∥
2
≤M
N∑
n=1
|αn|2. (6.57)
Il est trivial de vérifier qu’une base de Hilbert est une base de Riesz. La notion de base de
Riesz est introduite de manière à étendre la notion de base de Hilbert comme en atteste le
lemme suivant.
Lemme 6.10 Soit {φn , n ∈ N∗} une base de Riesz d’un espace de Hilbert H. Alors,
1. il existe {ψn , n ∈ N∗} une famille de vecteur biorthogonale à {φn , n ∈ N∗}, i.e.,
〈φn, ψm〉 = δn,m pour tout n,m ∈ N∗ ;
2. tout élément x ∈ H peut être représenté de manière unique sous la forme :
z =
∞∑
n=1
〈z, ψn〉φn. (6.58)
On peut à présent introduire la notion d’opérateur Riesz spectral.
Définition 6.6 (Opérateur Riesz spectral) (Curtain and Zwart, 2012) Soit opérateur li-
néaire A fermée et densément défini sur un espace de Hilbert H. Supposons que ses valeurs
propres {λn, n ∈ N∗} sont simples et introduisons {φn, n ∈ N∗} les vecteurs propres associés.
A est un opérateur Riesz spectral si ses vecteurs propres forment une base de Riesz de H et
si l’ensemble des valeurs propres est totalement disconnecté 12.
12. Cela signifie que pour tout λ, µ ∈ {λn, n ∈ N∗}, [λ, µ] * {λn, n ∈ N∗}.
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On a alors le résultat suivant portant sur la génération de C0−semi−groupe des opérateurs
Riesz-spectraux.
Théorème 6.11 (Curtain and Zwart, 2012) Soit un opérateur Riesz spectral sur un espace
de Hilbert H de valeurs propres simples {λn, n ∈ N∗} et de vecteur propres {φn, n ∈ N∗}. Il
existe alors une famille biorthogonale {ψn, n ∈ N∗} à {φn, n ∈ N∗} telle que :
1. A peut être représenté sous la forme
Az =
∞∑
n=1
λn〈z, ψn〉φn, (6.59)
où z ∈ D(A) avec,
D(A) =
{
z ∈ H :
∞∑
n=1
|λn|2|〈z, ψk〉|2 <∞
}
; (6.60)
2. A est le générateur infinitésimal d’un opérateur de C0-semi-groupe T (t) si et seulement
si sup
n∈N∗
Re(λn) <∞. Dans ce cas, pour tout t ≥ 0 et z ∈ H,
T (t)z =
∞∑
n=1
eλnt〈z, ψn〉φn (6.61)
et le taux de croissance du C0-semi-groupe est donné par
ω0 = sup
n∈N∗
Re(λn). (6.62)
Ainsi, le Théorème 6.11 donne une condition nécessaire est suffisante pour qu’un opérateur
Riesz spectral génère un C0-semi-groupe et, le cas échéant, en donne une formulation explicite.
Dans le cas particulier où {φn, n ∈ N∗} est une base de Hilbert, la famille biorthogonal et
alors donnée par {φn, n ∈ N∗} elle même. Un exemple d’application de ce théorème est dans
le cas de l’évolution de la température de la barre.
Exemple 6.6 Considérons à nouveau l’opérateur A défini sur l’espace de HilbertH = L2(0, 1),
équipé de son produit scalaire naturel, par A = d2/d2y sur le domaine D(A) ⊂ H donné par :
D(A) =
{
f ∈ H2(0, 1) : dfdy (0) =
df
dy (1) = 0, f,
df
dy ∈ AC[0, 1]
}
. (6.63)
Il est aisé de montrer que A est fermé et densément défini. On cherche alors à caractériser
des valeurs propres et vecteurs propres associés. Pour λ ∈ C et φ ∈ D(A), l’égalité Aφ = λφ
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est équivalente à l’équation
d2φ
d2y = λφ. (6.64)
Puisque φ est continue, d2φ/d2y l’est également. On en déduit que φ est de classe C2. Le cas
λ = 0 donne lieu, en tenant compte des conditions à la frontière, à φ(y) = α, α ∈ C. Dans le
cas λ 6= 0, φ(y) = αe
√
λy + βe−
√
λy, où avec les conditions à la frontière, α = β et λ = −n2pi2
pour n ∈ N∗. Les valeurs propres de A sont alors données par λn = −n2pi2 pour n ∈ N et les
vecteurs propres associés sont donnés par φ0 = 1 et φn =
√
2 cos(npi·) qui forment une base
de Hilbert de L2(0, 1). En vertu du Théorème 6.11, l’opérateur A peut s’écrire sous la forme :
∀z ∈ D(A), Az =
∞∑
n=1
−2n2pi2〈z, cos(npi·)〉 cos(npi·), (6.65)
avec
D(A) =
{
z ∈ L2(0, 1) :
∞∑
n=1
n4pi4|〈z, cos(npi·)〉|2 <∞
}
. (6.66)
De plus, puisque sup
n∈N∗
Re(λn) = 0 <∞, A génère un C0-semi-groupe tel que pour tout t ≥ 0
et z ∈ H,
T (t)z = 〈z, 1〉+
∞∑
n=1
2e−n2pi2t〈z, cos(npi·)〉 cos(npi·), (6.67)
dont le taux de croissance est ω0 = 0. On retrouve ainsi, de manière rigoureuse cette fois, le
résultat que l’on avait entre-aperçu de manière intuitive lors de l’exemple introductif via les
équation (6.15) et (6.16).
Bien que le Théorème 6.11 soit un outil puissant pour étudier les opérateurs Riesz spectraux,
la difficulté inhérente est la capacité, pour un problème donné, à caractériser les valeurs
propres et vecteurs propres associés. De plus, les opérateurs Riesz spectraux ne sont qu’une
partie restreinte des opérateurs générant des C0-semi-groupes.
6.2.5 Well-posedness
À présent que les principaux résultats portant sur la génération de C0-semi-groupes ont été
présentés, on retourne au problème initial de la well-posedness d’équations différentielles sous
forme abstraite.
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6.2.5.1 Problème de Cauchy homogène
Soit H un espace de Hilbert et A : D(A) ⊂ H → H un opérateur linéaire. On considère le
problème dit de Cauchy sous la forme abstraite :
z˙(t) = Az(t), t ≥ 0, (6.68a)
z(0) = z0 ∈ D(A). (6.68b)
Le problème de Cauchy consiste alors à trouver une solution à (6.68a-6.68b) la notion de
solution fait l’objet de la définition suivante.
Définition 6.7 Une fonction z : R+ → H est dite solution du problème de Cauchy (6.68a-
6.68b) si z ∈ C0(R+;D(A)) ∩ C1(R+;H) et vérifie (6.68a-6.68b) pour tout t ∈ R+.
La notion de solution au problème de Cauchy (6.68a-6.68b) est intimement lié au concept de
C0-semi-groupe, comme en atteste les théorème suivant.
Théorème 6.12 (Luo et al., 2012) Soit A : D(A) ⊂ H → H un opérateur linéaire densé-
ment défini sur l’espace de Hilbert H avec ρ(A) 6= ∅. Le problème de Cauchy (6.68a-6.68b)
admet une unique solution pour toute condition initiale z0 ∈ D(A) si et seulement si A génère
un C0-semi-groupe sur H.
Ce théorème vient légitimer l’étude de l’opérateur A en tant que générateur infinitésimal
(ou non) d’un C0-semi-groupe. Il est à noter que l’hypothèse ρ(A) 6= ∅ est indispensable
dans le sens « implique » de l’énoncé du théorème précédent 13, comme le montre (Luo et al.,
2012)[Exemple 2.65, page 65].
6.2.5.2 Problème de Cauchy non homogène
Soit H un espace de Hilbert et A : D(A) ⊂ H → H un opérateur linéaire. On considère le
problème dit de Cauchy non homogène sous la forme abstraite :
z˙(t) = Az(t) + f(t), t ≥ 0, (6.69a)
z(0) = z0 ∈ D(A), (6.69b)
où f : [0 , T ] → H. Le problème de Cauchy non homogène consiste alors à trouver une
solution à (6.69a-6.69b) la notion de solution fait l’objet de la définition suivante.
13. Dans le sens retour, le caractère non vide de l’ensemble résolvant est garanti par le théorème de Hille-
Yosida.
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Définition 6.8 Une fonction z : R+ → H est dite solution de (6.69a-6.69b) sur [0 , T ] si
z ∈ C0([0 , T ];D(A)) ∩ C1([0 , T ];H) et vérifie (6.69a-6.69b) pour tout t ∈ [0 , T ].
Le résultat classique permettant d’assurer, sous hypothèse de régularité de la fonction f ,
l’existence et l’unicité des solutions de (6.69a-6.69b) est fournie par le thorème suivant.
Théorème 6.13 (Curtain and Zwart, 2012) Soient A le générateur infinitésimal d’un C0-
semi-groupe T (t) sur l’espace de Hilbert H, f ∈ C1([0 , T ];H) et z0 ∈ D(A). Alors le problème
de Cauchy non homogène (6.69a-6.69b) admet une unique solution sur [0, T ] et est donnée
par
∀t ∈ [0 , T ], z(t) = T (z)z0 +
∫ t
0
T (t− s)f(s)ds. (6.70)
On retrouve une formule analogue à celle rencontrée en dimension finie dans lequel « eAt » a
été remplacé par l’expression du C0-semi-groupe T (t). On a ainsi une partie liée à la condition
initiale z0, tandis que le terme intégral correspond à la « réponse forcée » liée à la contribution
de la fonction f .
6.2.5.3 Problème de contrôle à la frontière
On conclut la présentation des outils portant sur la well-posedness par l’introduction du
problème du contrôle à la frontière qui prend la forme suivante.
z˙(t) = Uz(t), t ≥ 0, (6.71a)
Bz(t) = u(t), t ≥ 0, (6.71b)
z(0) = z0 ∈ D(U), t.q. Bz0 = u(0) (6.71c)
où U : D(U) ⊂ H → H, u(t) ∈ U pour tout t ≥ 0 avec U un espace de Hilbert séparable et
un opérateur à la frontière B : D(B) ⊂ H → U tel que D(U) ⊂ D(B).
On introduit alors la définition de boundary control system comme suit.
Définition 6.9 (Boundary control system) (Curtain and Zwart, 2012) On dit de (6.71a-
6.71c) qu’il est un boundary control system si les deux conditions suivantes sont réunies.
1. L’opérateur A : D(A) ⊂ H → H défini sur le domaine D(A) = D(U) ∩ D(B) par
A = U|D(A) est le générateur infinitésimal d’un C0-semi-groupe T (t) sur H.
2. Il existe un opérateur B ∈ L(U,H) tel que Im(B) ⊂ D(U), UB ∈ L(U,H) et BB = IU .
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Dès lors, si (6.71a-6.71c) est un boundary control system, on peut introduire pour u ∈
C2([0, T ];U) le problème de Cauchy non homogène suivant.
v˙(t) = Av(t)−Bu˙(t) + UBu(t), t ≥ 0, (6.72a)
v(0) = v0 ∈ D(A), (6.72b)
Avec u ∈ C2([0, T ];U), B ∈ L(U,H) et UB ∈ L(U,H), on a alors −Bu˙+UBu ∈ C1([0 , T ];U).
Puisque A génère un C0-semi-groupe, on déduit du Théorème 6.13 que le problème de Cauchy
non homogène (6.72a-6.72b) admet pour tout v0 ∈ D(A) une unique solution. Le théorème
ci-dessous permet alors de faire le lien entre le boundary control system (6.71a-6.71c) et le
problème de Cauchy non homogène (6.72a-6.72b).
Théorème 6.14 (Curtain and Zwart, 2012) Considérons le boundary control system (6.71a-
6.71c) et le problème de Cauchy non homogène (6.72a-6.72b). Supposons que u ∈ C2([0 , T ];U)
et soit z0 ∈ D(U) vérifiant Bz0 = u(0). Posons alors v0 = z0 −Bu(0) ∈ D(A). Les solutions
de (6.71a-6.71c) et (6.72a-6.72b) sont alors liées par la relation v = z −Bu. En particulier,
le boundary control system (6.71a-6.71c) admet une unique solution.
En particulier, on déduit des Théorèmes 6.13 et 6.14 que la solution du boundary control
system (6.71a-6.71c) est donnée par :
∀t ∈ [0 , T ], z(t) = T (t)(z0 −Bu(0)) +Bu(t) +
t∫
0
T (t− s) [−Bu˙(s) + UBu(s)] ds. (6.73)
6.2.6 Stabilité exponentielle d’un C0-semi-groupe
Pour conclure ce chapitre, on passe en revue la notion de stabilité pour les C0-semi-groupes.
On s’intéresse en particulier à la notion de stabilité exponentielle.
Définition 6.10 Un C0-semi-groupe T (t) sur un espace de Hilbert H est dit exponentielle-
ment stable s’il existe α,M > 0 tels que ‖T (t)‖ ≤Me−αt pour tout t ≥ 0.
On dit que α est un taux de décroissance pour T (t). La borne supérieure des taux de crois-
sances de T (t) correspond à −ω0 où ω0 est le taux de croissance de T (t). La convergence
exponentielle du C0-semi-groupe T (t) dont le générateur infinitésimal est noté A permet
d’assurer la convergence exponentielle des solutions de z˙ = Az pour toute condition initiale
z(0) = z0 ∈ D(A). En effet, pour z(t) = T (t)z0, on a ‖z(t)‖ ≤ ‖T (t)‖‖z0‖ ≤Me−αt‖z0‖.
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La notion de convergence exponentielle en dimension infinie est beaucoup plus délicate que
celle rencontrée en dimension finie. En effet, en dimension finie, la stabilité est assurée dès
lors que le spectre de la matrice A ∈ Cn est contenue dans le demi plan complexe ouvert
Re(λ) < 0. Cela est dû au fait que le taux de croissance ω0 du C0-semi-groupe eAt vérifie
ω0 = sup
λ∈spC(A)
Re(λ). Bien que cette situation se retrouve dans le cas des opérateurs Riesz
spectraux (confère Théorème 6.11), tel n’est pas le cas en règle général en dimension infinie.
En particulier, il est possible de construire un C0-semi-groupe tel que le spectre du générateur
infinitésimal soit contenu dans le demi plan complexe fermé Re(λ) ≤ −1 alors que le C0-
semi-groupe n’est pas exponentiellement stable (Luo et al., 2012)[Exemple 3.3, page 110]. De
manière analogue, contrairement à la dimension finie, la stabilité asymptotique 14 n’implique
pas la stabilité exponentielle (Luo et al., 2012)[Exemple 3.2, page 110]. Ainsi, en règle géné-
rale, l’évaluation seule des valeurs propres du générateur infinitésimal d’un C0-semi-groupe
n’est pas suffisante pour établir la stabilité exponentielle du dit C0-semi-groupe.
Théorème 6.15 (Curtain and Zwart, 2012) Soit A le générateur infinitésimal d’un C0-semi-
groupe T (t) sur un espace de Hilbert. Les propositions suivantes sont équivalentes.
1. T (t) est exponentiellement stable.
2. Il existe t0 > 0 tel que ‖T (t0)‖ < 1.
3. Pour tout x ∈ H, T (·)x ∈ L2(R+;H).
4. Il existe un opérateur P ∈ L(H) positif 15 tel que
∀x ∈ D(A), 〈Ax, Px〉+ 〈Px,Ax〉 ≤ −‖x‖2. (6.74)
5. si de plus H est séparable, sup
{s∈C : Re(s)>0}
‖(sIH − A)−1‖ <∞.
L’équation (6.74) est connue sous le nom d’équation de Lyapunov, extension directe de l’équa-
tion de Lyapunov en dimension finie.
14. On dit qu’un C0-semi-groupe est asymptotiquement stable si pour tout x ∈ H, ‖T (t)x‖ −→
t→+∞ 0.
15. Un opérateur P ∈ L(H) est dit positif si 〈Px, x〉 > 0 pour tout x ∈ H non nul.
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CHAPITRE 7 CONTRÔLE À LA FRONTIÈRE D’UNE AILE FLEXIBLE
HOMOGÉNE
Dans ce chapitre, on s’intéresse au contrôle de la dynamique de l’aile telle que décrite à
la Sous-Section 6.1 dans le cas particulier d’une aile homogène. On suppose que les seules
grandeurs mesurées et disponibles pour la loi de commande sont les positions, vitesses et
accélérations des déplacements en flexion et en torsion de l’extrémité de l’aile. La loi de
commande proposée consiste alors en un retour de sortie (Section 7.1). De manière à justifier
sa pertinence, les propriétés du système bouclé sont étudiées dans le cadre de la théorie des
C0-semi-groupes. Après avoir reformulé le problème sous forme abstraite, on étudie dans un
premier temps la well-posedness du système (Section 7.2). Dans un second temps, une analyse
de type fonction de Lyapunov est menée pour établir la stabilité du système en boucle fermée
(Section 7.3). Finalement, une étude numérique est effectuée afin de valider la stratégie de
commande en simulation (Section 7.4).
7.1 Modèle de l’aile homogène, loi de commande et forme abstraite
7.1.1 Modèle de l’aile homogène et loi de commande
Puisque l’on s’intéresse au cas de l’aile homogène, on suppose que ses paramètres physiques
sont des constantes le long de l’aile :EI,GJ, ηω, ηφ, αω, βω, γω, αφ, βφ, γφ ∈ R∗+. On étudie alors
le problème du contrôle du système d’EDP couplées suivant :
ωtt + c2ω(ωyy + ηωωtyy)yy = αωφ+ βωφt + γωωt, sur (0, l)× R+, (7.1a)
φtt − c2φ(φy + ηφφty)y = αφφ+ βφφt + γφωt, sur (0, l)× R+, (7.1b)
où cω ,
√
EI/ρ ∈ R∗+ et cφ ,
√
GJ/Iw ∈ R∗+. Les conditions à la frontière sont données par :
ω(0, t) = ωy(0, t) = ωyy(l, t) = φ(0, t) = 0, ∀t ≥ 0, (7.2)
avec une commande à la frontière telle que :
Ltip(t) = −ρc2ω(ωyy + ηωωtyy)y(l, t) +msωtt(l, t), t ≥ 0, (7.3a)
Mtip(t) = Iwc2φ(φy + ηφφty)(l, t) + Jsφtt(l, t), t ≥ 0. (7.3b)
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Les entrées de commande sont la portance Ltip(t) et le moment en torsion Mtip(t) générés à
l’instant t ≥ 0 par les volets situés à l’extrémité de l’aile.
La stratégie de commande prend la forme :
Ltip(t) = −k1ρ [ωt(l, t) + 1ω(l, t)] +msωtt(l, t), t ≥ 0, (7.4a)
Mtip(t) = −k2Iw [φt(l, t) + 2φ(l, t)] + Jsφtt(l, t), t ≥ 0, (7.4b)
où k1, k2 ∈ R∗+ sont deux gains de commande et 1, 2 ∈ R∗+ deux paramètres qui seront sélec-
tionnés par la suite. En combinant (7.3a-7.3b) et (7.4a-7.4b), on obtient les deux conditions
à la frontière suivantes :
c2ω (ωyyy(l, t) + ηωωtyyy(l, t)) = k1 (ωt(l, t) + 1ω(l, t)) , t ≥ 0, (7.5a)
c2φ (φy(l, t) + ηφφty(l, t)) = −k2 (φt(l, t) + 2φ(l, t)) , t ≥ 0, (7.5b)
Finalement, les conditions initiales, dont la régularité sera spécifiée plus tard, sont données
par ω(·, 0) = ω0 , ωt(·, 0) = ωt0, φ(·, 0) = φ0 et φt(·, 0) = φt0.
Ce chapitre vise à démontrer le bien fondé de la stratégie de contrôle à la frontière (7.4a-7.4b).
On définit l’énergie E(t) du système 1 :
∀t ≥ 0, E(t) , 12
∫ l
0
c2ωω
2
yy(y, t) + ω2t (y, t) + c2φφ2y(y, t) + φ2t (y, t)dy. (7.6)
L’objectif est de montrer la convergence exponentielle de l’énergie E(t) du système bouclé
vers 0, ainsi que celle des déplacements flexibles ω et φ de manière uniforme le long de l’aile.
7.1.2 Reformulation du problème sous forme abstraite
Considérons le R-espace vectoriel défini par :
H = {(f, g, h, z) ∈ H2(0, l)× L2(0, l)×H1(0, l)× L2(0, l) :
f(0) = f ′(0) = 0, h(0) = 0, f, f ′, h ∈ AC[0, l]}
(7.7)
1. La définition (7.6) adoptée ici diffère légèrement de l’énergie au sens physique de l’aile qui s’exprime
sous la forme 12
∫ l
0 ρc
2
ωω
2
yy(y, t) + ρω2t (y, t) + Iwc2φφ2y(y, t) + Iwφ2t (y, t)dy. Néanmoins, on peut montrer que si
E(t) converge (exponentiellement) vers 0, alors il en est de même pour l’énergie au sens physique.
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avec le produit scalaire 〈·, ·〉H,1 défini par 2 :
〈(f1, g1, h1,z1), (f2, g2, h2, z2)〉H,1
,
∫ l
0
[
c2ωf
′′
1 (y)f ′′2 (y) + g1(y)g2(y) + c2φh′1(y)h′2(y) + z1(y)z2(y)
]
dy. (7.8)
La norme associée est notée ‖·‖H,1. Le choix de ce produit scalaire est motivé par la définition
de l’énergie du système adoptée (7.6) ; on a ainsi :
∀t ≥ 0, E(t) = 12 ‖(ω(·, t), ωt(·, t), φ(·, t), φt(·, t))‖
2
H,1 . (7.9)
L’un des aspects fondamentaux pour mettre en œuvre la théorie des C0-semi-groupes est la
complétude de l’espace dans lequel le problème est formulé. Le prochain lemme traite cette
question.
Lemme 7.1 (H, 〈·, ·〉H,1) est un espace de Hilbert.
Démonstration. Vérifions tout d’abord que 〈·, ·〉H,1 est un produit scalaire. À partir de la
définition, il est aisé de voir que 〈·, ·〉H,1 est bien défini sur H × H (c’est une conséquence
directe de l’inégalité de Cauchy-Schwartz), bilinéaire, symétrique et positif. Il reste donc à
vérifier que 〈X,X〉H,1 = 0 avec X = (f, g, h, z) ∈ H implique X = 0. Puisque c2ω, c2φ > 0, on
déduit de 〈X,X〉H,1 = 0 que f ′′ = g = h′ = z = 0 dans L2(0, 1). Or, puisque f, f ′, h ∈ AC[0, l]
avec f(0) = f ′(0) = h(0), on en déduit que f = g = 0 d’où X = 0. On a montré que 〈·, ·〉H,1
définit bien un produit scalaire sur H.
De la théorie des espaces de Sobolev (cf. Annexe D), il est connu que (Hm(0, l), 〈·, ·〉Hm(0,l))
est un espace de Hilbert. Ainsi, l’espace produit H2(0, l)×L2(0, l)×H1(0, l)×L2(0, l) équipé
du produit scalaire défini par :
〈(f1, g1, h1, z1), (f2, g2, h2, z2)〉∑ , 〈f1, f2〉H2(0,l) + 〈g1, g2〉L2(0,l) + 〈h1, h2〉H1(0,l) + 〈z1, z2〉L2(0,l)
(7.10)
est un espace de Hilbert dont la norme associée est notée ‖·‖∑. Montrons que H est un
sous-espace fermé de H2(0, l) × L2(0, l) × H1(0, l) × L2(0, l). Soit pour tout n ∈ N, Xn =
(fn, gn, hn, zn) ∈ H tel qu’il existe X = (f, g, h, z) ∈ H2(0, l) × L2(0, l) × H1(0, l) × L2(0, l)
vérifiant ‖Xn −X‖∑ −→
n→+∞ 0. Alors,
‖fn − f‖H2(0,l) , ‖gn − g‖L2(0,l) , ‖hn − h‖H1(0,l) , ‖zn − z‖L2(0,l) −→n→+∞ 0. (7.11)
2. L’indice « 1 » dans la notation du produit scalaire est utilisé pour le différencier du second produit
scalaire introduit par la suite.
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En particulier, ‖fn − f‖H2(0,l) −→n→+∞ 0 implique que
‖fn − f‖L2(0,l) , ‖f ′n − f ′‖L2(0,l) , ‖f ′′n − f ′′‖L2(0,l) −→n→+∞ 0, (7.12)
et ‖hn − h‖H1(0,l) −→n→+∞ 0 implique que
‖hn − h‖L2(0,l) , ‖h′n − h′‖L2(0,l) −→n→+∞ 0. (7.13)
Puisque fn, f ∈ AC[0, l], alors pour tout n ∈ N et y ∈ [0, l],
fn(y) = fn(0)︸ ︷︷ ︸
=0
+
∫ y
0
f ′n(τ)dτ =
∫ y
0
f ′n(τ)dτ, (7.14a)
f(y) = f(0) +
∫ y
0
f ′(τ)dτ. (7.14b)
En utilisant l’inégalité de Cauchy-Schwartz, on a pour tout y ∈ [0, l],
|fn(y)− (f(y)− f(0))| =
∣∣∣∣∫ y0 f ′n(τ)− f ′(τ)dτ
∣∣∣∣
≤
√
l ‖f ′n − f ′‖L2(0,l) −→n→+∞ 0. (7.15)
Donc,
fn
CVS−→
n→+∞ f − f(0). (7.16)
Or, puisque ‖fn − f‖L2(0,l) −→n→+∞ 0, la preuve classique du théorème de Riez-Fisher
3 portant
sur la complétude de L2(0, l) muni de sa norme naturelle assure l’existence d’un suite extraite
de (fn)n∈N, notée (f˜n)n∈N, telle que f˜n converge presque partout vers f . Soit y∗ ∈ (0, 1) un
point où la convergence a lieu, i.e., tel que f˜n(y∗) −→
n→+∞ f(y
∗). À partir de (7.16), l’unicité
de la limite donne donc f(y∗) = f(y∗)− f(0), i.e., f(0) = 0. De manière similaire, on montre
que f ′(0) = 0 et g(0) = 0 d’où X ∈ H. On a donc montré que H est un sous-espace vectoriel
fermé de H2(0, l)×L2(0, l)×H1(0, l)×L2(0, l). On en déduit que H équipé de la restriction
du produit scalaire 〈·, ·〉∑ sur H est un espace de Hilbert. Pour conclure la démonstration,
montrons que ‖·‖∑ et ‖·‖H,1 sont des normes équivalentes sur H. Dans un premier temps, il
est immédiat à partir des définitions des deux normes que pour tout (f, g, h, z) ∈ H,
‖(f, g, h, z)‖H,1 ≤ max(1, cω, cφ) ‖(f, g, h, z)‖∑ . (7.17)
3. Cf. Théorème D.2 en Annexe D.
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Pour (f, g, h, z) ∈ H avec f, f ′, h ∈ AC[0, l], puique f(0) = f ′(0) = h(0) = 0, l’application de
l’inégalité de Poincaré (cf. Lemma D.9) donne
‖(f, g, h, z)‖2∑ = ‖f‖2H2(0,l) + ‖g‖2L2(0,l) + ‖h‖2H1(0,l) + ‖z‖2L2(0,l)
≤
(
16l4
pi4
+ 4l
2
pi2
+ 1
)
‖f ′′‖2L2(0,l) + ‖g‖2L2(0,l) +
(
4l2
pi2
+ 1
)
‖h′‖2L2(0,l) + ‖z‖2L2(0,l)
≤M ‖(f, g, h, z)‖2H,1 , (7.18)
où M = max
(
1
c2ω
(
16l4
pi4
+ 4l
2
pi2
+ 1
)
,
1
c2φ
(
4l2
pi2
+ 1
)
, 1
)
. On a montré que ‖·‖∑ et ‖·‖H,1 sont
équivalentes sur H. On en déduit finalement que H équipé du produit scalaire 〈·, ·〉H,1 est un
espace de Hilbert. 
On introduit à présent, à partir des EDP couplées (7.1a-7.1b), l’opérateur suivant :
A : D(A) −→ H
(f, g, h, z) −→ (f˜ , g˜, h˜, z˜) (7.19)
où
f˜ , g; (7.20a)
g˜ , −c2ω(f ′′ + ηωg′′)′′ + αωh+ βωz + γωg; (7.20b)
h˜ , z; (7.20c)
z˜ , c2φ(h′ + ηφz′)′ + αφh+ βφz + γφg; (7.20d)
défini sur le domaine :
D(A) , {(f, g, h, z) ∈ H :
g ∈ H2(0, l), z ∈ H1(0, l), f ′′ + ηωg′′ ∈ H2(0, l), h′ + ηφz′ ∈ H1(0, l),
f(0) = f ′(0) = 0, g(0) = g′(0) = 0, h(0) = 0, z(0) = 0, (f ′′ + ηωg′′)(l) = 0,
c2ω(f ′′ + ηωg′′)′(l) = k1(g(l) + 1f(l)), c2φ(h′ + ηφz′)(l) = −k2(z(l) + 2h(l)),
f, f ′, g, g′, h, z, (f ′′ + ηωg′′), (f ′′ + ηωg′′)′, (h′ + ηφz′) ∈ AC[0, l]},
(7.21)
qui a été choisi de manière à tenir compte des conditions aux frontières (7.2) et (7.5a-7.5b). Si
l’on interprète les dérivées temporelles et spatiales au sens classique des dérivées partielles 4,
4. Ce qui, dans le problème de Cauchy traité par la suite n’est pas le cas puisque la dérivée spatiale
correspond à une dérivée faible au sens des espaces de Sobolev alors que la dérivée temporelle est une dérivée
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la condition à la frontière ωyy(l, t) = 0 implique ωtyy(l, t) = 0, donnant la condition ωyy(l, t)+
ηωωtyy(l, t) = 0. A contrario, ωyy(l, t) + ηωωtyy(l, t) = 0 avec la condition initiale ωyy(l, 0) = 0
implique ωyy(l, t) = 0 pour tout t ≥ 0. Cette observation motive l’introduction de la contrainte
à la frontière (f ′′ + ηωg′′)(l) = 0 dans (7.21).
Le problème de Cauchy investigué dans ce chapitre prend la forme suivante :
dX
dt (t) = AX(t), t > 0
X(0) = X0 ∈ D(A)
(7.22)
où le vecteur d’état est donné parX(t) = (ω(·, t), ωt(·, t), φ(·, t), φt(·, t)) et la condition initiale
est telle que X0 = (ω0, ωt0, φ0, φt0) ∈ D(A). Il s’agit donc de démontrer que le problème de
Cauchy (7.22) admet pour tout condition initiale X0 ∈ D(A) donnée une unique solution
X ∈ C0(R+;D(A)) ∩ C1(R+;H). On a besoin pour cela de vérifier que l’opérateur A est le
générateur d’un C0-semi-groupe sur H.
7.2 Well-posedness
De manière d’étudier les propriétés de l’opérateurA, on introduit les deux opérateurs linéaires
A1 : D(A1)→ H et A2 : D(A2)→ H définis par :
A1(f, g, h, z) ,
(
g,−c2ω(f ′′ + ηωg′′)′′, z, c2φ(h′ + ηφz′)′
)
(7.23a)
A2(f, g, h, z) , (0, αωh+ βωz + γωg, 0, αφh+ βφz + γφg) (7.23b)
avec les domaines D(A1) = D(A) et D(A2) = H. En particulier, ils sont tels que A = A1+A2
sur le domaine D(A).
7.2.1 Motivation et introduction d’un second produit scalaire
On souhaite dans un premier temps montrer que l’opérateur A1 génère un C0-semi-groupe.
Pour cela, on souhaite appliquer le théorème de Lümer-Phillips (Théorème 6.8) dont la conclu-
sion est fournie au lemme suivant.
Lemme 7.2 A1 n’est pas un C0-semi-groupe de contraction sur (H, 〈·, ·〉)H,1.
de Fréchet dans un espace de Hilbert.
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Démonstration. Pour X = (f, g, h, z) ∈ H,
〈A1X,X〉H,1 =
〈(
g,−c2ω(f ′′ + ηωg′′)′′, z, c2φ(h′ + ηφz′)′
)
, (f, g, h, z)
〉
H,1
=c2ω
∫ l
0
f ′′(y)g′′(y)dy − c2ω
∫ l
0
(f ′′ + ηωg′′)′′(y)g(y)dy (7.24)
+ c2φ
∫ l
0
h′(y)z′(y)dy + c2φ
∫ l
0
(h′ + ηφz′)′(y)z(y)dy.
En intégrant par partie avec les conditions à la frontière (7.21), on obtient :
c2ω
∫ l
0
(f ′′ + ηωg′′)′′(y)g(y)dy =c2ω [(f ′′ + ηωg′′)′(y)g(y)]
y=l
y=0 − c2ω
∫ l
0
(f ′′ + ηωg′′)′(y)g′(y)dy
=k1(g(l) + 1f(l))g(l)− c2ω [(f ′′ + ηωg′′)(y)g′(y)]y=ly=0
+ c2ω
∫ l
0
(f ′′ + ηωg′′)(y)g′′(y)dy
=k1(g(l) + 1f(l))g(l) + c2ω
∫ l
0
f ′′(y)g′′(y)dy + ηωc2ω
∫ l
0
g′′2(y)dy,
(7.25)
ainsi que
c2φ
∫ l
0
(h′ + ηφz′)′(y)z(y)dy =c2φ [(h′ + ηφz′)(y)z(y)]
y=l
y=0 − c2φ
∫ l
0
(h′ + ηφz′)(y)z′(y)dy
=− k2(z(l) + 2h(l))z(l)− c2φ
∫ l
0
h′(y)z′(y)dy − ηφc2φ
∫ l
0
z′2(y)dy.
(7.26)
On en déduit l’identité :
〈A1X,X〉H,1 =− k1(g(l) + 1f(l))g(l)− ηωc2ω
∫ l
0
g′′2(y)dy
− k2(z(l) + 2h(l))z(l)− ηφc2φ
∫ l
0
z′2(y)dy.
(7.27)
L’équation (7.27) permet de conclure que l’opérateur A1 n’est pas dissipatif relativement au
produit scalaire 〈·, ·〉H,1. En effet, en prenant f = g = 0, h(y) = (2κ1/l − κ2)y + (−κ1/l2 +
κ2/l)y2 et z(y) = y/l, où κ1 = −(1+k2+ηφc2φ/l)/(k22) ∈ R et κ2 = −k2(1+2κ1)/c2φ−ηφ/l ∈
R, il est aisé de vérifier que (f, g, h, z) ∈ D(A) car la nature polynomiale de f , g, h et z permet
de satisfaire les hypothèses de régularité, tandis que les conditions à la frontière se vérifient
par calcul direct. En effet, h(0) = z(0) = 0 et, sur la base de h(l) = κ1, h′(l) = κ2, z(l) = 1
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et z′(l) = 1/l, on a
c2φ(h′ + ηφz′)(l) = c2φ(κ2 + ηφ/l) = −k2(1 + 2κ1) = −k2(z(l) + 2h(l)). (7.28)
Cependant, pour ce choix spécifique de fonctions, on a
〈A1(f, g, h, z), (f, g, h, z)〉H,1 = −k2z(l)2 − k22h(l)z(l)− ηφc2φ
∫ l
0
z′2(y)dy
= −k2 − k22κ1 − ηφc2φ/l
= 1, (7.29)
ce qui implique que 〈A1(f, g, h, z), (f, g, h, z)〉H,1 = 1 > 0, i.e., que A1 n’est pas dissipatif sur
(H, 〈·, ·, 〉H,1). En conséquence, le théorème de Lümer-Phillips (Théorème 6.8) assure que A1
ne génère pas un C0-semi-groupe de contraction sur (H, 〈·, ·, 〉H,1). 
Le résultat précédent ne permet pas de conclure que A1 ne génère pas de C0-semi-groupe
sur (H, 〈·, ·, 〉H,1). Il permet simplement de conclure que s’il en génère un, ce dernier n’est
pas un C0-semi-groupe de contraction. De manière à pouvoir réellement conclure quant à
la génération ou non d’un C0-semi-groupe, la première approche possible est de recourir
au Théorème de Hille-Yosida (Théorème 6.5) qui fournit une caractérisation complète des
opérateurs générant des C0-semi-groupes. Cependant, la condition (6.43) est généralement
difficile à vérifier de manière directe. C’est pour cette raison que l’on propose ici une approche
alternative permettant de recourir malgré tout, en dépit du lemme précédent, au théorème
de Lümer-Phillips. Pour cela, il est nécessaire de choisir un nouveau produit scalaire 〈·, ·〉H,2
sur H vérifiant les trois conditions suivantes :
1. (H, 〈·, ·〉H,2) est un espace de Hilbert ;
2. A1 est dissipatif relativement à 〈·, ·〉H,2 ;
3. les normes ‖·‖H,1 et ‖·‖H,2 sont équivalentes.
Les deux premières conditions visent à se mettre dans un cadre favorable pour appliquer le
théorème de Lümer-Phillips. La troisième condition vise quant à elle à pouvoir transposer
une partie des résultats obtenus dans l’espace de Hilbert (H, 〈·, ·〉H,2) dans celui d’origine
(H, 〈·, ·〉H,1).
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Dans ce contexte, on introduit le candidat 〈·, ·〉H,2 : H×H → R défini ci-dessous pour tout
(f1, g1, h1, z1), (f2, g2, h2, z2) ∈ H par
〈(f1, g1, h1, z1), (f2, g2, h2, z2)〉H,2 , 〈(f1, g1, h1, z1), (f2, g2, h2, z2)〉H,1
+ 1
∫ l
0
[f1(y)g2(y) + g1(y)f2(y)] dy (7.30)
+ 2
∫ l
0
[h1(y)z2(y) + z1(y)h2(y)] dy,
où 1, 2 > 0 sont les paramètres introduits par la stratégie de contrôle (7.4a-7.4b) et inter-
venant en conséquence dans la définition du domaine D(A) (7.21).
De manière à procéder à l’étude de ce candidat, on introduit la constante Km ∈ R∗+ définie
par
Km , max
(
1
cφ
,
1
cω
,
4l2
pi2cφ
,
16l4
pi4cω
)
. (7.31)
On a alors le résultat suivant.
Lemme 7.3 Pour tout 1, 2 ∈ (0, 1/Km), 〈·, ·〉H,2 est un produit scalaire pour H. De plus,
la norme associée à ce produit scalaire, notée ‖·‖H,2, est équivalente à ‖·‖H,1.
Démonstration. Il est aisé de voir que 〈·, ·〉H,2 est bien défini (application directe de l’in-
égalité de Cauchy-Schwartz), bilinéaire et symétrique. Pour tout X = (f, g, h, z) ∈ H,
〈X,X〉H,2 = ‖X‖2H,1 + 21
∫ l
0
f(y)g(y)dy + 22
∫ l
0
h(y)z(y)dy. (7.32)
En appliquant l’inégalité de Young 5 puis l’inégalité de Poincaré 6 pour h ∈ H1(0, l) avec
h(0) = 0, on obtient :
∣∣∣∣∣
∫ l
0
h(y)z(y)dy
∣∣∣∣∣ ≤ 1cφ
∫ l
0
|cφh(y)z(y)| dy
≤ 12cφ
[∫ l
0
c2φh
2(y)dy +
∫ l
0
z2(y)dy
]
≤ 12cφ
[
4l2
pi2
∫ l
0
c2φh
′2(y)dy +
∫ l
0
z2(y)dy
]
≤ max(1, 4l
2/pi2)
2cφ
∫ l
0
c2φh
′2(y) + z2(y)dy. (7.33)
5. ∀a, b ≥ 0, ∀r > 0, ab ≤ a
2
2r +
rb2
2 .
6. Confère Lemma D.9
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De manière analogue, en appliquant l’inégalité de Young puis celle de Poincaré pour f, f ′ ∈
H1(0, l) avec f(0) = f ′(0) = 0,
∣∣∣∣∣
∫ l
0
f(y)g(y)dy
∣∣∣∣∣ ≤ 1cω
∫ l
0
|cωf(y)g(y)| dy
≤ 12cω
[∫ l
0
c2ωf
2(y)dy +
∫ l
0
g2(y)dy
]
≤ 12cω
[
4l2
pi2
∫ l
0
c2ωf
′2(y)dy +
∫ l
0
g2(y)dy
]
≤ 12cω
[
16l4
pi4
∫ l
0
c2ωf
′′2(y)dy +
∫ l
0
g2(y)dy
]
≤ max(1, 16l
4/pi4)
2cω
∫ l
0
c2ωf
′′2(y) + g2(y)dy. (7.34)
Ainsi, pour tout X ∈ H,
(1− mKm) ‖X‖2H,1 ≤ 〈X,X〉H,2 ≤ (1 + mKm) ‖X‖2H,1 . (7.35)
où m = max(1, 2). Puisque par hypothèse 0 < m < 1/Km, 〈·, ·〉H,2 est défini positif et est
donc bien un produit scalaire sur H. De plus, en notant ‖·‖H,2 la norme associée, on a pour
tout X ∈ H, √
1− mKm ‖X‖H,1 ≤ ‖X‖H,2 ≤
√
1 + mKm ‖X‖H,1 . (7.36)
On a donc montré que ‖·‖H,1 et ‖·‖H,2 sont équivalentes. 
On déduit directement du lemme précédent le corollaire suivant.
Corollaire 7.4 (H, 〈·, ·〉H,2) est un espace de Hilbert.
Par la suite, on supposera toujours que 0 < 1, 2 < 1/Km, de telle sorte que le Lemme 7.3
s’applique.
7.2.2 A1 génère un C0-semi-groupe
On cherche à appliquer le théorème de Lümer-Phillips sur (H, 〈·, ·〉H,2). Pour cela, on introduit
dans un premier temps le résultat suivant
Lemme 7.5 L’opérateur A−11 : H → D(A1) existe et est borné, i.e., A−11 ∈ L(H). Ainsi
0 ∈ ρ(A1) et A1 est fermé.
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Puisque ‖·‖H,1 et ‖·‖H,2 sont équivalentes, il est suffisant de démontrer que le résultat est vrai
pour ‖·‖H,1 pour en déduire immédiatemment qu’il est aussi valide pour ‖·‖H,2.
Démonstration.On démontre dans un premier temps queA1 est surjectif. Fixons (f˜ , g˜, h˜, z˜) ∈
H et cherchons (f, g, h, z) ∈ D(A1) tel que A1(f, g, h, z) = (f˜ , g˜, h˜, z˜), i.e.,
g = f˜ in H2(0, l); (7.37a)
−c2ω(f ′′ + ηωg′′)′′ = g˜ in L2(0, l); (7.37b)
z = h˜ in H1(0, l); (7.37c)
c2φ(h′ + ηφz′)′ = z˜ in L2(0, l). (7.37d)
Le principal intérêt de l’introduction de l’opérateur (A1, D(A1)) réside dans le découplage
des équations (7.37a)-(7.37b) et (7.37c)-(7.37d), rendant plus simple leur étude. Ainsi, il est
possible de résoudre (7.37a)-(7.37b) indépendamment de (7.37c)-(7.37d). On procède pour
cela par « analyse/synthèse ».
Résolution des équations (7.37a)-(7.37b). Notons tout d’abord que l’équation (7.37a)
donne directement g = f˜ avec, par définition de H, f˜ ∈ H2(0, l), f˜(0) = f˜ ′(0) = 0 et f˜ , f˜ ′
absolument continues, ce qui est compatible avec la définition de D(A1).
Partie analyse. Sur la base de (7.37b), on cherche une fonction f ∈ H2(0, l) telle que f(0) =
f ′(0) = 0, f ′′ + ηωf˜ ′′ ∈ H2(0, l), (f ′′ + ηωf˜ ′′)(l) = 0, c2ω(f ′′ + ηωf˜ ′′)′(l) = k1(f˜(l) + 1f(l)),
avec f, f ′, (f ′′ + ηωf˜ ′′), (f ′′ + ηωf˜ ′′)′ ∈ AC[0, l] et vérifiant
c2ω(f ′′ + ηωf˜ ′′)′′ = −g˜. (7.38)
Par intégrations successives, on obtient pour tout y ∈ [0, l],
c2ω(f ′′ + ηωf˜ ′′)′(y) = c2ω(f ′′ + ηωf˜ ′′)′(l) +
∫ l
y
g˜(ξ)dξ
= k1(f˜(l) + 1f(l)) +
∫ l
y
g˜(ξ)dξ, (7.39a)
c2ω(f ′′ + ηωf˜ ′′)(y) = c2ω(f ′′ + ηωf˜ ′′)(l) + k1(y − l)(f˜(l) + 1f(l))−
∫ l
y
∫ l
ξ1
g˜(ξ2)dξ2dξ1
= k1(y − l)(f˜(l) + 1f(l))−
∫ l
y
∫ l
ξ1
g˜(ξ2)dξ2dξ1, (7.39b)
c2ω(f ′(y) + ηωf˜ ′(y)) = c2ω(f ′(0) + ηωf˜ ′(0)) +
k1
2 y(y − 2l)(f˜(l) + 1f(l))
−
∫ y
0
∫ l
ξ1
∫ l
ξ2
g˜(ξ3)dξ3dξ2dξ1
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= k12 y(y − 2l)(f˜(l) + 1f(l))−
∫ y
0
∫ l
ξ1
∫ l
ξ2
g˜(ξ2)dξ3dξ2dξ1, (7.39c)
c2ω(f(y) + ηωf˜(y)) = c2ω(f(0) + ηωf˜(0)) +
k1
6 y
2(y − 3l)(f˜(l) + 1f(l))
−
∫ y
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1
= k16 y
2(y − 3l)(f˜(l) + 1f(l))−
∫ y
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1.
(7.39d)
On en déduit que pour tout y ∈ [0, l],
f(y) = −ηωf˜(y) + k16c2ω
y2(y− 3l)(f˜(l) + 1f(l))− 1
c2ω
∫ y
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1, (7.40)
ce qui définit f de manière implicite puisque f(l) intervient dans le membre de droite de
l’équation précédente. En évaluant en y = l et en isolant f(l), on obtient que
f(l) = −ηωc
2
ω + k1l3/3
c2ω + 1k1l3/3
f˜(l)− 1
c2ω + 1k1l3/3
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1, (7.41)
qui est bien défini puisque ηωc2ω + k1l3/3 > 0. On en déduit alors que pour tout y ∈ [0, l],
f(y) = −ηωf˜(y) + k16c2ω
y2(y − 3l)
(
1− 1ηωc
2
ω + k1l3/3
c2ω + 1k1l3/3
)
f˜(l)
− 1
c2ω
∫ y
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1
− k16c2ω
y2(y − 3l) 1
c2ω + 1k1l3/3
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1
= −ηωf˜(y) + k16
1− 1ηω
c2ω + 1k1l3/3
y2(y − 3l)f˜(l) (7.42)
− 1
c2ω
∫ y
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1
− 1k16c2ω
1
c2ω + 1k1l3/3
y2(y − 3l)
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1.
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Partie synthèse. Sur la base des développements précédents, on pose pour tout y ∈ [0, l],
f(y) , −ηωf˜(y) + k16
1− 1ηω
c2ω + 1k1l3/3
y2(y − 3l)f˜(l) (7.43)
− 1
c2ω
∫ y
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1
− 1k16c2ω
1
c2ω + 1k1l3/3
y2(y − 3l)
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1.
On vérifie que f(0) = −ηωf˜(0) = 0. Puisque f˜ ∈ H2(0, l) ⊂ C1[0, l] et g˜ ∈ L2(0, l) ⊂ L1(0, l),
on obtient que pour tout y ∈ [0, l],
f ′(y) = −ηωf˜ ′(y) + k12
1− 1ηω
c2ω + 1k1l3/3
y(y − 2l)f˜(l)− 1
c2ω
∫ y
0
∫ l
ξ1
∫ l
ξ2
g˜(ξ3)dξ3dξ2dξ1 (7.44)
− 1k12c2ω
1
c2ω + 1k1l3/3
y(y − 2l)
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1,
avec f ′(0) = −ηωf˜ ′(0) = 0, ainsi que pour presque tout y ∈ [0, l],
f ′′(y) = −ηωf˜ ′′(y) + k1 1− 1ηω
c2ω + 1k1l3/3
(y − l)f˜(l)− 1
c2ω
∫ l
y
∫ l
ξ1
g˜(ξ2)dξ2dξ1 (7.45)
− 1k1
c2ω
1
c2ω + 1k1l3/3
(y − l)
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1,
dont on déduit que f ∈ H2(0, l) avec (f ′′+ηωf˜ ′′) ∈ AC[0, l] et (f ′′+ηωf˜ ′′)(l) = 0. On obtient
que (f ′′ + ηωf˜ ′′) ∈ H2(0, l) et vérifie pour tout y ∈ [0, l],
(f ′′ + ηωf˜ ′′)′(y) = k1
1− 1ηω
c2ω + 1k1l3/3
f˜(l) + 1
c2ω
∫ l
y
g˜(ξ)dξ (7.46)
− 1k1
c2ω
1
c2ω + 1k1l3/3
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1.
En évaluant en y = l, on déduit que
c2ω(f ′′ + ηωf˜ ′′)′(l) = k1c2ω
1− 1ηω
c2ω + 1k1l3/3
f˜(l)− 1k1 1
c2ω + 1k1l3/3
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1
= k1(f˜(l) + 1f(l)). (7.47)
Finalement, en appliquant le Lemme D.8 avec g˜ ∈ L2(0, l) ⊂ L1(0, l), on a pour presque tout
y ∈ [0, l],
(f ′′ + ηωf˜ ′′)′′(y) = − 1
c2ω
g˜(y). (7.48)
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Puisque f˜ = g, on obtient que (f ′′+ηωg′′)′′ = − 1
c2ω
g˜ dans L2(0, l) avec f, f ′, (f ′′+ηωg′′), (f ′′+
ηωg
′′)′ absolument continues.
Résolution des équations (7.37c)-(7.37d). Notons tout d’abord que l’équation (7.37c)
donne z = h˜ avec, par définition de H, h˜ ∈ H1(0, l), h˜(0) = 0 et h˜ absolument continue, ce
qui est compatible avec la définition de D(A1).
Partie analyse. En partant de (7.37d), on recherche une fonction h ∈ H1(0, l) telle que h(0) =
0, h′ + ηφh˜′ ∈ H1(0, l), c2φ(h′ + ηφh˜′)(l) = −k2(h˜(l) + 2h(l)), avec h, h′ + ηφh˜′ absolument
continues et
c2φ(h′ + ηφh˜′)′ = z˜. (7.49)
Par intégrations successives, on obtient pour tout y ∈ [0, l],
c2φ(h′ + ηφh˜′)(y) = c2φ(h′ + ηφh˜′)(l)−
∫ l
y
z˜(s)ds
= −k2(h˜(l) + 2h(l))−
∫ l
y
z˜(ξ)dξ, (7.50a)
c2φ(h(y) + ηφh˜(y)) = c2φ(h(0) + ηφh˜(0))− k2y(h˜(l) + 2h(l))−
∫ y
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1
= −k2y(h˜(l) + 2h(l))−
∫ y
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1. (7.50b)
On en déduit donc que pour tout y ∈ [0, l],
h(y) = −ηφh˜(y)− k2
c2φ
y(h˜(l) + 2h(l))− 1
c2φ
∫ y
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1, (7.51)
ce qui définit h de manière implicite puisque h(l) intervient dans le terme de droite de l’égalité
précédente. En évaluant en y = l et en isolant h(l), on obtient que
h(l) = −ηφc
2
φ + k2l
c2φ + 2k2l
h˜(l)− 1
c2φ + 2k2l
∫ l
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1, (7.52)
qui est bien défini car c2φ + 2k2l > 0. On en déduit donc que
h(y) = −ηφh˜(y)− k2
c2φ
y
(
1− 2
ηφc
2
φ + k2l
c2φ + 2k2l
)
h˜(l)
− 1
c2φ
∫ y
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1 +
k2
c2φ
y
2
c2φ + 2k2l
∫ l
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1
= −ηφh˜(y)− k2 1− 2ηφ
c2φ + 2k2l
yh˜(l) (7.53)
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− 1
c2φ
∫ y
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1 +
k2
c2φ
2
c2φ + 2k2l
y
∫ l
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1.
Partie synthèse. Sur la base des développements précédents, posons pour tout y ∈ [0, l],
h(y) , −ηφh˜(y)− k2 1− 2ηφ
c2φ + 2k2l
yh˜(l) (7.54)
− 1
c2φ
∫ y
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1 +
k2
c2φ
2
c2φ + 2k2l
y
∫ l
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1,
qui vérifie h(0) = −ηφh˜(0) = 0. Puisque h˜ ∈ H1(0, l) et z˜ ∈ L2(0, l), on obtient que pour
presque tout y ∈ [0, l],
h′(y) = −ηφh˜′(y)− k2 1− 2ηφ
c2φ + 2k2l
h˜(l) (7.55)
− 1
c2φ
∫ l
y
z˜(ξ)dξ + k2
c2φ
2
c2φ + 2k2l
∫ l
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1.
Ainsi, (h′ + ηφh˜′) ∈ AC[0, l] et son évaluation en y = l donne :
c2φ(h′ + ηφh˜′)(l) = −k2c2φ
1− 2ηφ
c2φ + 2k2l
h˜(l) + k2
2
c2φ + 2k2l
∫ l
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1
= −k2(h˜(l) + 2h(l)). (7.56)
Finalement, en appliquant le Lemme D.8 avec z˜ ∈ L2(0, l) ⊂ L1(0, l), on a pour presque tout
y ∈ [0, l],
(h′ + ηφh˜′)′(y) =
1
c2φ
z˜(y). (7.57)
Puisque h˜ = z, on obtient que (h′ + ηφz′)′ =
1
c2φ
z˜ avec h et (h′ + ηφz′) absolument continues.
Bilan de l’étude sur la surjectivité. On a montré que pour tout élément (f˜ , g˜, h˜, z˜) ∈ H,
A1(f, f˜ , h, h˜) = (f˜ , g˜, h˜, z˜) avec (f, f˜ , h, h˜) ∈ D(A1) où f˜ et h˜ sont respectivement définies
par (7.43) et (7.54). On a ainsi prouvé que A1 est surjectif. Il s’agit à présent d’étudier la
question de l’injectivité.
Étude de l’injectivité. Par linéarité, il est suffisant de montrer que pour (f, g, h, z) ∈
D(A1), A1(f, g, h, z) = (0, 0, 0, 0) ⇒ (f, g, h, z) = (0, 0, 0, 0). Par définition, A1(f, g, h, z) =
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(0, 0, 0, 0) implique que :
g = 0 in H2(0, l); (7.58a)
−c2ω(f ′′ + ηωg′′)′′ = 0 in L2(0, l); (7.58b)
z = 0 in H1(0, l); (7.58c)
c2φ(h′ + ηφz′)′ = 0 in L2(0, l). (7.58d)
Alors g = 0 dans H2(0, l) et z = 0 dans H1(0, l). On en déduit alors que f ′′′′ = 0 et h′′ = 0
dans L2(0, l). Puisque (f, g, h, z) ∈ D(A1), les conditions d’intégration sont f(0) = f ′(0) =
f ′′(l) = 0, f ′′′(l) = (k11/c2ω)f(l), h(0) = 0 et h′(l) = −(k22/c2φ)h(l). Ainsi, de f ′′′′(y) = 0
pour presque tout y ∈ [0, l] et f, f ′, f ′′, f ′′′ ∈ AC[0, l], on obtient par intégrations successives
que pour tout y ∈ [0, l],
f ′′′(y) = f ′′′(l) = k11
c2ω
f(l) (7.59a)
⇒ f ′′(y) = f ′′(l)︸ ︷︷ ︸
=0
+k11
c2ω
(y − l)f(l) = k11
c2ω
(y − l)f(l) (7.59b)
⇒ f ′(y) = f ′(0)︸ ︷︷ ︸
=0
+k11
c2ω
(y2/2− ly)f(l) = k11
c2ω
(y2/2− ly)f(l) (7.59c)
⇒ f(y) = f(0)︸ ︷︷ ︸
=0
+k11
c2ω
(y3/6− ly2/2)f(l) = k11
c2ω
(y3/6− ly2/2)f(l). (7.59d)
En évaluant la dernière égalité en y = l, on obtient (1 + k11l3/(3c2ω))f(l) = 0. Puisque
k1, 1, l > 0, f(l) = 0 et donc f = 0. De manière analogue, puisque h′′(y) = 0 pour presque
tout y ∈ [0, l] et h, h′ ∈ AC[0, l], on a pour tout y ∈ [0, l],
h′(y) = h′(l) = −k22
c2φ
h(l) (7.60a)
⇒ h(y) = h(0)︸ ︷︷ ︸
=0
−k22
c2φ
yh(l) = −k22
c2φ
yh(l). (7.60b)
En prenant y = l dans la dernière égalité, il vient que (1 + k22l/c2φ)h(l) = 0. Puisque
k2, 2, l > 0, cela implique que h(l) = 0 et donc h = 0. Au bilan, A1(f, g, h, z) = (0, 0, 0, 0)
implique (f, g, h, z) = (0, 0, 0, 0), i.e., A1 est injectif. On déduit ainsi que A1 : D(A1) →
H est bijectif. Ainsi, A−11 : H → D(A1) est bien défini pour tout (f˜ , g˜, h˜, z˜) ∈ H par
A−11 (f˜ , g˜, h˜, z˜) = (f, f˜ , h, h˜) où f et h sont respectivement donnés par (7.43) et (7.54).
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Étude du caractère borné. Pour conclure la démonstration, il reste à montrer que A−11
est borné, i.e., il existe M ∈ R+ tel que pour tout (f˜ , g˜, h˜, z˜) ∈ H,
∥∥∥A−11 (f˜ , g˜, h˜, z˜)∥∥∥H,1 ≤
M
∥∥∥(f˜ , g˜, h˜, z˜)∥∥∥H,1. Par définition, on a que
∥∥∥A−11 (f˜ , g˜, h˜, z˜)∥∥∥2H,1 = c2ω ‖f ′′‖2L2(0,l) + ∥∥∥f˜∥∥∥2L2(0,l) + c2φ ‖h′‖2L2(0,l) + ∥∥∥h˜∥∥∥2L2(0,l) . (7.61)
Sur la base de l’équation (7.55), il existe c1, c2, c3, c4 ∈ R qui ne dépendent que des constantes
ηφ, cφ, 2, k2, l tels que pour presque tout y ∈ [0, l],
h′(y) = c1h˜′(y) + c2h˜(l) + c3
∫ l
y
z˜(ξ)dξ + c4
∫ l
0
∫ l
ξ1
z˜(ξ2)dξ2dξ1. (7.62)
Par inégalité triangulaire, on déduit que
‖h′‖L2(0,l) ≤ |c1|
∥∥∥h˜′∥∥∥
L2(0,l)
+
√
l|c2||h˜(l)|+ |c3|
∥∥∥∥∥
∫ l
·
z˜(ξ)dξ
∥∥∥∥∥
L2(0,l)
+
√
l|c4|
∫ l
0
∫ l
ξ1
|z˜(ξ2)|dξ2dξ1.
(7.63)
Sur la base de h˜ ∈ AC[0, l], h˜(0) = 0 et l’inégalité de Cauchy-Schwartz, le second terme est
tel que
|h˜(l)| =
∣∣∣∣∣h˜(0) +
∫ l
0
h˜′(ξ)dξ
∣∣∣∣∣ ≤
∫ l
0
|h˜′(ξ)|dξ ≤
√
l
∥∥∥h˜′∥∥∥
L2(0,l)
. (7.64)
De manière similaire, pour y ∈ [0, l],
∣∣∣∣∣
∫ l
y
z˜(ξ)dξ
∣∣∣∣∣ ≤
∫ l
y
|z˜(ξ)|dξ ≤
∫ l
0
|z˜(ξ)|dξ ≤
√
l ‖z˜‖L2(0,l) , (7.65)
d’où ∥∥∥∥∥
∫ l
·
z˜(ξ)dξ
∥∥∥∥∥
L2(0,l)
≤ l ‖z˜‖L2(0,l) . (7.66)
Finalement, ∫ l
0
∫ l
ξ1
|z˜(ξ2)|dξ2dξ1 ≤
∫ l
0
∫ l
0
|z˜(ξ2)|dξ2dξ1 ≤ l
√
l ‖z˜‖L2(0,l) . (7.67)
On en déduit l’inégalité suivante :
‖h′‖L2(0,l) ≤M1
∥∥∥h˜′∥∥∥
L2(0,l)
+M2 ‖z˜‖L2(0,l) , (7.68)
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avec M1 = |c1|+ l|c2| et M2 = l|c3|+ l2|c4|. On obtient ainsi la majoration :
‖h′‖2L2(0,l) ≤
(
M1
∥∥∥h˜′∥∥∥
L2(0,l)
+M2 ‖z˜‖L2(0,l)
)2
≤M21
∥∥∥h˜′∥∥∥2
L2(0,l)
+ 2M1M2
∥∥∥h˜′∥∥∥
L2(0,l)
‖z˜‖L2(0,l) +M22 ‖z˜‖2L2(0,l)
≤M1(M1 +M2)
∥∥∥h˜′∥∥∥2
L2(0,l)
+M2(M1 +M2) ‖z˜‖2L2(0,l) . (7.69)
Sur la base de (7.45), il existe d1, d2, d3, d4 ∈ R qui ne dépendent que des constantes ηω, cω, 1, k1, l
tels que pour presque tout y ∈ [0, l],
f ′′(y) = d1f˜ ′′(y)+d2(y−l)f˜(l)+d3
∫ l
y
∫ l
ξ1
g˜(ξ2)dξ2dξ1+d4(y−l)
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
g˜(ξ4)dξ4dξ3dξ2dξ1.
(7.70)
On déduit de l’inégalité triangulaire que
‖f ′′‖L2(0,l) ≤ |d1|
∥∥∥f˜ ′′∥∥∥
L2(0,l)
+ l
3/2
√
3
|d2||f˜(l)|+ |d3|
∥∥∥∥∥
∫ l
·
∫ l
ξ1
g˜(ξ2)dξ2dξ1
∥∥∥∥∥
L2(0,l)
+ l
3/2
√
3
|d4|
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
|g˜(ξ4)|dξ4dξ3dξ2dξ1. (7.71)
En se basant sur f˜ , f˜ ′ ∈ AC[0, l], f˜(0) = f˜ ′(0) = 0 et l’inégalité de Cauchy-Schwartz, on a
que
|f˜(l)| =
∣∣∣∣∣f˜(0) +
∫ l
0
f˜ ′(ξ)dξ
∣∣∣∣∣ =
∣∣∣∣∣
∫ l
0
f˜ ′(0) +
∫ ξ1
0
f˜ ′′(ξ2)dξ2dξ1
∣∣∣∣∣ =
∣∣∣∣∣
∫ l
0
∫ ξ1
0
f˜ ′′(ξ2)dξ2dξ1
∣∣∣∣∣
≤
∫ l
0
∫ ξ1
0
|f˜ ′′(ξ2)|dξ2dξ1 ≤
∫ l
0
∫ l
0
|f˜ ′′(ξ2)|dξ2dξ1 ≤ l3/2
∥∥∥f˜ ′′∥∥∥
L2(0,l)
. (7.72)
De manière analogue, pour y ∈ [0, l],
∣∣∣∣∣
∫ l
y
∫ l
ξ1
g˜(ξ2)dξ2dξ1
∣∣∣∣∣ ≤
∫ l
y
∫ l
ξ1
|g˜(ξ2)|dξ2dξ1 ≤
∫ l
0
∫ l
0
|g˜(ξ2)|dξ2dξ1 ≤ l3/2 ‖g˜‖L2(0,l) , (7.73)
ce qui entraîne que ∥∥∥∥∥
∫ l
·
∫ l
ξ1
g˜(ξ2)dξ2dξ1
∥∥∥∥∥
L2(0,l)
≤ l2 ‖g˜‖L2(0,l) . (7.74)
On obtient alors la majoration :
∫ l
0
∫ ξ1
0
∫ l
ξ2
∫ l
ξ3
|g˜(ξ4)|dξ4dξ3dξ2dξ1 ≤
∫ l
0
∫ l
0
∫ l
0
∫ l
0
|g˜(ξ4)|dξ4dξ3dξ2dξ1 ≤ l7/2 ‖g˜‖L2(0,l) . (7.75)
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Au final, on obtient que
‖f ′′‖L2(0,l) ≤M3
∥∥∥f˜ ′′∥∥∥
L2(0,l)
+M4 ‖g˜‖L2(0,l) , (7.76)
avec M3 = |d1|+ l3|d2|/
√
3 et M4 = l2|d3|+ l5|d4|/
√
3. On en déduit,
‖f ′′‖2L2(0,l) ≤
(
M3
∥∥∥f˜ ′′∥∥∥
L2(0,l)
+M4 ‖g˜‖L2(0,l)
)2
≤M23
∥∥∥f˜ ′′∥∥∥2
L2(0,l)
+ 2M3M4
∥∥∥f˜ ′′∥∥∥
L2(0,l)
‖g˜‖L2(0,l) +M24 ‖g˜‖2L2(0,l)
≤M3(M3 +M4)
∥∥∥f˜ ′′∥∥∥2
L2(0,l)
+M4(M3 +M4) ‖g˜‖2L2(0,l) . (7.77)
Finalement, en tirant profit de l’inégalité de Poincaré avec f˜ , f˜ ′, h˜ ∈ AC[0, l] et f˜(0) = f˜ ′(0) =
h˜(0), ∥∥∥h˜∥∥∥2
L2(0,l)
≤M5c2φ ‖h′1‖2L2(0,l) ,
∥∥∥f˜∥∥∥2
L2(0,l)
≤M6c2ω ‖f ′′1 ‖2L2(0,l) , (7.78)
avecM5 = 4l2/(pi2c2φ) etM6 = 16l4/(pi4c2ω). En rassemblant (7.61) et les inégalités (7.69-7.78),
on obtient ∥∥∥A−11 (f˜ , g˜, h˜, z˜)∥∥∥H,1 ≤M ∥∥∥(f˜ , g˜, h˜, z˜)∥∥∥H,1 , (7.79)
avec la constante
M , max(M1(M1+M2)+M5, c2φM2(M1+M2),M3(M3+M4)+M6, c2ωM4(M3+M4))1/2 ∈ R+,
(7.80)
qui ne dépend que des paramètres du système.
Bilan. On a ainsi montré que A−11 ∈ L(H). Dès lors, par définition de l’ensemble résolvant,
0 ∈ ρ(A1), dont on déduit que A1 est un opérateur fermé. 
On s’intéresse à présent à la seconde condition d’application du théorème de Lümer-Phillips,
à savoir la dissipativité de l’opérateur. Pour cela, on introduit :
∗1 ,
4pi4ηωc2ω
64l4 + pi4η2ωc2ω
∈ R∗+, ∗2 ,
4pi2ηφc2φ
16l2 + pi2η2φc2φ
∈ R∗+. (7.81)
On a alors le lemme suivant.
Lemme 7.6 Soit 1, 2 > 0 tels que 2 < min(∗2, 1/Km) et 1 < min(∗1, 1/Km). Alors l’opé-
rateur A1 : D(A1)→ H est dissipatif sur (H, 〈·, ·〉H,2).
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Démonstration. Puisque 0 < 1, 2 < 1/Km, le Lemme 7.3 assure que (H, 〈·, ·〉H,2) est un
R-espace de Hilbert. Il s’agit donc de montrer que
∀X ∈ D(A1), 〈A1X,X〉H,2 ≤ 0. (7.82)
Soit X = (f, g, h, z) ∈ D(A1),
〈A1X,X〉H,2 = 〈A1X,X〉H,1
+ 1
∫ l
0
g2(y)dy − 1c2ω
∫ l
0
(f ′′ + ηωg′′)′′(y)f(y)dy
+ 2
∫ l
0
z2(y)dy + 2c2φ
∫ l
0
(h′ + ηφz′)′(y)h(y)dy. (7.83)
Le premier terme du membre de droite de (7.83) a été évalué précédemment via (7.27).
On s’intéresse donc aux troisième et cinquième termes du membre de droite de (7.83). Le
troisième terme, en utilisant des intégrations par partie avec les conditions à la frontière de
(7.21), s’exprime comme suit :
c2ω
∫ l
0
(f ′′ + ηωg′′)′′(y)f(y)dy = c2ω [(f ′′ + ηωg′′)′(y)f(y)]
y=l
y=0 − c2ω
∫ l
0
(f ′′ + ηωg′′)′(y)f ′(y)dy
= k1(g(l) + 1f(l))f(l)− c2ω [(f ′′ + ηωg′′)(y)f ′(y)]y=ly=0
+ c2ω
∫ l
0
(f ′′ + ηωg′′)(y)f ′′(y)dy
= k1(g(l) + 1f(l))f(l) + c2ω
∫ l
0
f ′′2(y)dy (7.84)
+ ηωc2ω
∫ l
0
f ′′(y)g′′(y)dy.
De manière analogue, le cinquième terme du membre de droite de (7.83) devient :
c2φ
∫ l
0
(h′ + ηφz′)′(y)h(y)dy = c2φ [(h′ + ηφz′)(y)h(y)]
y=l
y=0 − c2φ
∫ l
0
(h′ + ηφz′)(y)h′(y)dy
= −k2(z(l) + 2h(l))h(l)− c2φ
∫ l
0
h′2(y)dy (7.85)
− ηφc2φ
∫ l
0
h′(y)z′(y)dy.
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En injectant dans (7.83) les équations (7.27), (7.84) et (7.85), on obtient le résultat suivant :
〈A1X,X〉H,2 = −k1(g(l) + 1f(l))2 − k2(z(l) + 2h(l))2 (7.86)
+ 1
∫ l
0
g2(y)dy + 2
∫ l
0
z2(y)dy
− ηωc2ω
∫ l
0
g′′2(y)dy − ηφc2φ
∫ l
0
z′2(y)dy
− 1c2ω
∫ l
0
f ′′2(y)dy − 1ηωc2ω
∫ l
0
f ′′(y)g′′(y)dy
− 2c2φ
∫ l
0
h′2(y)dy − 2ηφc2φ
∫ l
0
h′(y)z′(y)dy.
En appliquant l’inégalité de Young pour r1, r2 > 0 quelconques qui seront déterminés par la
suite, on obtient ∣∣∣∣∣
∫ l
0
f ′′(y)g′′(y)dy
∣∣∣∣∣ ≤ 12r1
∫ l
0
f ′′(y)2dy + r12
∫ l
0
g′′(y)2dy, (7.87a)∣∣∣∣∣
∫ l
0
h′(y)z′(y)dy
∣∣∣∣∣ ≤ 12r2
∫ l
0
h′(y)2dy + r22
∫ l
0
z′(y)2dy. (7.87b)
L’inégalité de Poincaré pour g, g′, z ∈ AC[0, l] avec g(0) = g′(0) = z(0) donne :
∫ l
0
g2(y)dy ≤4l
2
pi2
∫ l
0
g′2(y)dy ≤ 16l
4
pi4
∫ l
0
g′′2(y)dy, (7.88a)∫ l
0
z2(y)dy ≤4l
2
pi2
∫ l
0
z′2(y)dy. (7.88b)
Dès lors, pour tout X = (f, g, h, z) ∈ D(A) et tout r1, r2 > 0,
〈A1X,X〉H,2 ≤− k1(g(l) + 1f(l))2 − k2(z(l) + 2h(l))2 (7.89)
−
(
ηωc
2
ω − 1
(
16l4
pi4
+ ηωc
2
ωr1
2
))∫ l
0
g′′2(y)dy
−
(
ηφc
2
φ − 2
(
4l2
pi2
+
ηφc
2
φr2
2
))∫ l
0
z′2(y)dy
− 1c2ω
(
1− ηω2r1
) ∫ l
0
f ′′2(y)dy
− 2c2φ
(
1− ηφ2r2
) ∫ l
0
h′2(y)dy.
Puisque ϕ1 : R∗+ 3 x → 2pi4ηωc2ω/(32l4 + pi4ηωc2ωx) est une fonction continue et décroissante
sur R∗+ avec, par hypothèse, 1 < ∗1 = ϕ1(ηω/2), il existe alors r∗1 > ηω/2 tel que 1 <
ϕ1(r∗1) < ϕ1(ηω/2). De manière analogue avec ϕ2 : R∗+ 3 x → 2pi2ηφc2φ/(8l2 + pi2ηφc2φx), il
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existe r∗2 > ηφ/2 tel que 2 < ϕ2(r∗2) < ϕ2(ηφ/2) = ∗2. Ainsi, en prenant r1 = r∗1 et r2 = r∗2
dans (7.89), cela assure que pour tout X ∈ H, 〈A1X,X〉H,2 ≤ 0, i.e., A1 est dissipatif sur H
équipé du produit scalaire 〈·, ·〉H,2. 
On peut à présent introduire le résultat principal au regard de l’opérateur A1.
Théorème 7.7 Soient 1, 2 > 0 tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km). Alors
l’opérateur A1 génère un C0-semi-groupe de contraction sur (H, 〈·, ·〉H,2).
Démonstration. Puisque 0 < 1, 2 < 1/Km, le Lemme 7.3 assure que (H, 〈·, ·〉H,2) est un
espace de Hilbert. De plus, le Lemme 7.6 montre que A1 est dissipatif. Il reste donc à montrer
qu’il existe λ0 > 0 tel que R(λ0ID(A1)−A1) = H. Le Lemme 7.5 montre que l’opérateur A1 est
fermé avec 0 ∈ ρ(A1). Puisque l’ensemble résolvent ρ(A1) est un sous-ensemble ouvert de C,
il existe donc λ0 > 0 tel que la condition Im(λ0ID(A1)−A1) = H soit vérifiée 7. L’application
du théorème de Lümer-Philips (Théorème 6.8) permet de conclure la démonstration. 
On en déduit le corollaire suivant.
Corollaire 7.8 Soient 1, 2 > 0 tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km). Alors
D(A) est dense dans H équipé de 〈·, ·〉H,1 ou de 〈·, ·〉H,2, i.e., D(A) = H.
Démonstration. La densité de D(A1) dans H équipé de 〈·, ·〉H,2 est une conséquence directe
des propriétés de dissipativité et de rang par l’opérateur A1 dans l’application du théorème
de Lümer-Philips pour les espaces réflexifs. Puisque sur la base du Lemme 7.3 les normes
‖·‖H,1 et ‖·‖H,2 sont équivalentes, D(A1) est également dense dans H équipé de 〈·, ·〉H,1. La
démonstration est complète car, par définition, D(A) = D(A1). 
7.2.3 A2 est borné
Après avoir complété l’étude de A1, on investigue à présent le cas de l’opérateur A2. Rappe-
lons qu’il est défini par :
A2(f, g, h, z) = (0, αωh+ βωz + γωg, 0, αφh+ βφz + γφg) (7.90)
sur le domaine D(A2) = H. On a alors le résultat suivant.
7. On peux voir que tout λ0 ∈
(
0,
∥∥∣∣A−11 ∥∥∣∣−1H,2) vérifie cette condition. En effet, λ0ID(A1) − A1 =
− (IH − λ0A−11 )A1 avec Im(A1) = H. La conclusion provient alors du fait que, puisque A−11 ∈ L(H)
avec H espace de Hilbert, IH − λ0A−11 admet un inverse dans L(H) pour |λ0| <
∥∥∣∣A−11 ∥∥∣∣−1H,2, et donc
Im(IH − λ0A−11 ) = H.
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Lemme 7.9 L’opérateur A2 est borné, i.e., A2 ∈ L(H).
Une nouvelle fois, puisque ‖·‖H,1 et ‖·‖H,2 sont équivalentes, il est suffisant de démontrer que
le résultat est valable avec ‖·‖H,1 pour en déduire sa validité pour ‖·‖H,2.
Démonstration. Soit (f, g, h, z) ∈ H,
‖A2(f, g, h, z)‖2H,1 = ‖(0, αωh+ βωz + γωg, 0, αφh+ βφz + γφg)‖2H,1
=
∫ l
0
(αωh(y) + βωz(y) + γωg(y))2dy +
∫ l
0
(αφh(y) + βφz(y) + γφg(y))2dy
≤M ‖(f, g, h, z)‖2H,1 , (7.91)
où, après développement des carrés, les inégalités de Young et de Poincaré (pour f, f ′, h ∈
AC[0, l] et f(0) = f ′(0) = h(0) = 0) ont été utilisées. La constante M ∈ R+ dépend unique-
ment de l, cω, cφ, αω, βω, γω, αφ, βφ, γφ. 
7.2.4 Well-posedness du problème de Cauchy
On peut finalement introduire le résultat principal de cette section sous la forme du prochain
théorème.
Théorème 7.10 Soient 1, 2 > 0 tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km). Alors
l’opérateur A génère un C0-semi-groupe sur (H, 〈·, ·〉H,2).
Démonstration. Par définition, A = A1 +A2 sur D(A) avec D(A) = D(A1) et D(A2) = H.
De plus, par le Théorème 7.7, A1 génère un C0-semi-groupe sur (H, 〈·, ·〉H,2) et, de par le
Lemme 7.9, A2 est borné. Le Théorème 6.9 assure alors que A génère une C0-semi-groupe
sur (H, 〈·, ·〉H,2). 
On en déduit immédiatement le corollaire suivant.
Corollaire 7.11 Soient 1, 2 > 0 tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km).
Alors l’opérateur A génère un C0-semi-groupe sur (H, 〈·, ·〉H,1). De plus, ce C0-semi-groupe
S(t) généré par A sur (H, 〈·, ·〉H,1) coïncide avec le C0-semi-groupe T (t) généré par A sur
(H, 〈·, ·〉H,2), i.e., S(t) = T (t) pour tout t ≥ 0.
Démonstration. Notons T (t) le C0-semi-groupe généré par A sur (H, 〈·, ·〉H,2). Par équi-
valence des normes, T (t) est également un C0-semi-groupe sur (H, 〈·, ·〉H,1) avec générateur
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infinitésimal A. Le Théorème 6.3 portant sur l’unicité du C0-semi-groupe associé à un géné-
rateur infinitésimal donné permet de conclure la démonstration. 
On déduit alors du Théorème 6.12 que le problème de Cauchy (7.22) est bien posé. Soit
T : R+ → L(H) le C0-semi-groupe généré par A. Pour toute condition initiale X0 ∈ D(A),
X : R+ −→ H
t −→ T (t)X0
(7.92)
est l’unique solution de (7.22), i.e., vérifie X(0) = X0, X ∈ C1(R+,H), et pour tout t ≥ 0,
X˙(t) = AX(t). De plus, pour tout t ≥ 0, X(t) ∈ D(A), i.e., X ∈ C0(R+, D(A))∩C1(R+,H).
7.3 Stabilité exponentielle
La question de la well-posedness réglée, on s’intéresse à présent aux propriétés de stabilité
du système bouclé (7.22).
7.3.1 Décroissance exponentielle de l’énergie du système
Dans le cadre des méthodes dites energy multipliers methods (Luo et al., 2012), on définit
l’énergie augmentée du système par
∀t ≥ 0, E(t) , 12 ‖X(t)‖
2
H,2 =
1
2 〈X(t), X(t)〉H,2 , (7.93)
où R+ 3 t → X(t) , T (t)X0 ∈ D(A) représente l’unique solution du problème de Cauchy
(7.22) associé à la condition initiale X0 ∈ D(A). Puisque T (t) est un C0-semi-groupe, on en
déduit que E ∈ C1(R+;R) avec pour tout t ≥ 0 (cf. Annexe D),
E˙(t) =
〈
X˙(t), X(t)
〉
H,2 = 〈AX(t), X(t)〉H,2 = 〈A1X(t), X(t)〉H,2 + 〈A2X(t), X(t)〉H,2 .
(7.94)
Le premier terme du membre de droite de (7.94) a été majoré via (7.89) puisque pour tout
t ≥ 0, A(t) ∈ D(A) et, par définition de l’opérateur A1, D(A1) = D(A). On se focalise donc
sur l’évaluation du second terme. Pour tout X = (f, g, h, z) ∈ D(A),
〈A2X,X〉H,2 = 〈(0, αωh+ βωz + γωg, 0, αφh+ βφz + γφg) , (f, g, h, z)〉H,2
=
∫ l
0
[αωh(y) + βωz(y) + γωg(y)] g(y)dy
+
∫ l
0
[αφh(y) + βφz(y) + γφg(y)] z(y)dy
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+ 1
∫ l
0
[αωh(y) + βωz(y) + γωg(y)] f(y)dy
+ 2
∫ l
0
[αφh(y) + βφz(y) + γφg(y)]h(y)dy
= 1γω
∫ l
0
f(y)g(y)dy + 1αω
∫ l
0
f(y)h(y)dy + 1βω
∫ l
0
f(y)z(y)dy (7.95)
+ γω
∫ l
0
g2(y)dy + (αω + 2γφ)
∫ l
0
g(y)h(y)dy + (βω + γφ)
∫ l
0
g(y)z(y)dy
+ 2αφ
∫ l
0
h2(y)dy + (αφ + 2βφ)
∫ l
0
h(y)z(y)dy
+ βφ
∫ l
0
z2(y)dy.
En utilisant une nouvelle fois les inégalités de Young et Poincaré (pour f, f ′, g, g′, h, z ∈
AC[0, l] avec f(0) = f ′(0) = g(0) = g′(0) = h(0) = z(0) = 0), on a pour r3, . . . , r8 > 0 :∣∣∣∣∣
∫ l
0
f(y)g(y)dy
∣∣∣∣∣ ≤ 12r3
∫ l
0
f 2(y)dy + r32
∫ l
0
g2(y)dy
≤ 8l
4
pi4r3
∫ l
0
f ′′2(y)dy + r32
∫ l
0
g2(y)dy, (7.96a)∣∣∣∣∣
∫ l
0
f(y)h(y)dy
∣∣∣∣∣ ≤ 12r4
∫ l
0
f 2(y)dy + r42
∫ l
0
h2(y)dy
≤ 8l
4
pi4r4
∫ l
0
f ′′2(y)dy + 2l
2r4
pi2
∫ l
0
h′2(y)dy, (7.96b)∣∣∣∣∣
∫ l
0
f(y)z(y)dy
∣∣∣∣∣ ≤ 12r5
∫ l
0
f 2(y)dy + r52
∫ l
0
z2(y)dy
≤ 8l
4
pi4r5
∫ l
0
f ′′2(y)dy + r52
∫ l
0
z2(y)dy, (7.96c)∣∣∣∣∣
∫ l
0
g(y)h(y)dy
∣∣∣∣∣ ≤ 12r6
∫ l
0
g2(y)dy + r62
∫ l
0
h2(y)dy
≤ 12r6
∫ l
0
g2(y)dy + 2l
2r6
pi2
∫ l
0
h′2(y)dy, (7.96d)∣∣∣∣∣
∫ l
0
g(y)z(y)dy
∣∣∣∣∣ ≤ 12r7
∫ l
0
g2(y)dy + r72
∫ l
0
z2(y)dy, (7.96e)
∫ l
0
h2(y)dy ≤4l
2
pi2
∫ l
0
h′2(y)dy, (7.96f)∣∣∣∣∣
∫ l
0
h(y)z(y)dy
∣∣∣∣∣ ≤ 12r8
∫ l
0
h2(y)dy + r82
∫ l
0
z2(y)dy
≤ 2l
2
pi2r8
∫ l
0
h′2(y)dy + r82
∫ l
0
z2(y)dy. (7.96g)
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On en déduit la majoration suivante :
〈A2X,X〉H,2 ≤
81l4
pi4
(
αω
r4
+ βω
r5
+ γω
r3
)∫ l
0
f ′′2(y)dy (7.97)
+
(
γω +
αω + 2γφ
2r6
+ 1γωr32 +
βω + γφ
2r7
)∫ l
0
g2(y)dy
+ 4l
2
pi2
(
(αω + 2γφ)r6
2 +
(αφ + 2βφ)
2r8
+ 1αωr42 + 2αφ
)∫ l
0
h′2(y)dy
+
(
βφ +
(βω + γφ)r7
2 +
(αφ + 2βφ)r8
2 +
1βωr5
2
)∫ l
0
z2(y)dy
En combinant cette majoration avec (7.89) et en notant X(t) = (f(·, t), g(·, t), h(·, t), z(·, t)),
l’équation (7.94) donne lieu à la majoration :
E˙(t) ≤− k1(g(l) + 1f(l, t))2 − k2(z(l) + 2h(l, t))2 (7.98)
− 1
(
c2ω −
ηωc
2
ω
2r1
− 8l
4
pi4
(
αω
r4
+ βω
r5
+ γω
r3
))∫ l
0
f ′′2(y, t)dy
+
(
γω +
αω + 2γφ
2r6
+ 1γωr32 +
βω + γφ
2r7
)∫ l
0
g2(y, t)dy
−
(
ηωc
2
ω − 1
(
16l4
pi4
+ ηωc
2
ωr1
2
))∫ l
0
g′′2(y, t)dy
−
(
2c
2
φ −
2c
2
φηφ
2r2
− 4l
2
pi4
(
(αω + 2γφ)r6
2 +
αφ + 2βφ
2r8
+ 1αωr42 + 2αφ
))∫ l
0
h′2(y, t)dy
+
(
βφ +
(βω + γφ)r7
2 +
(αφ + 2βφ)r8
2 +
1βωr5
2
)∫ l
0
z2(y, t)dy
−
(
ηφc
2
φ − 2
(
4l2
pi2
+
ηφc
2
φr2
2
))∫ l
0
z′2(y, t)dy.
À la vue de ce résultat, on formule d’hypothèse suivante.
Hypothèse 7.1 On suppose que les constantes du problème intervenant dans (7.1a-7.1b),
i.e., l, c2ω, c2φ, ηω, ηφ, αω, βω, γω, αφ, βφ et γφ, sont telles qu’il existe r1, r2, . . . , r8 > 0 ainsi
283
que 0 < ε1 < min(ε∗1, 1/Km) et 0 < ε2 < min(ε∗2, 1/Km) tels que
λ1 , 1
(
c2ω −
ηωc
2
ω
2r1
− 8l
4
pi4
(
αω
r4
+ βω
r5
+ γω
r3
))
, (7.99a)
λ2 , γω +
αω + 2γφ
2r6
+ 1γωr32 +
βω + γφ
2r7
, (7.99b)
λ3 , ηωc2ω − 1
(
16l4
pi4
+ ηωc
2
ωr1
2
)
, (7.99c)
λ4 , 2c2φ −
2c
2
φηφ
2r2
− 4l
2
pi2
(
(αω + 2γφ)r6
2 +
αφ + 2βφ
2r8
+ 1αωr42 + 2αφ
)
, (7.99d)
λ5 , βφ +
(βω + γφ)r7
2 +
(αφ + 2βφ)r8
2 +
1βωr5
2 , (7.99e)
λ6 , ηφc2φ − 2
(
4l2
pi2
+
ηφc
2
φr2
2
)
, (7.99f)
vérifient λ1, . . . , λ6 > 0, pi4λ3/(16l4)− λ2 > 0 et pi2λ6/(4l2)− λ5 > 0.
Sur la base de l’Hypothèse 7.1, on obtient :
E˙(t) ≤− k1(g(l, t) + 1f(l, t))2 − k2(z(l, t) + 2h(l, t))2
− λ1
∫ l
0
f ′′2(y, t)dy + λ2
∫ l
0
g2(y, t)dy − λ3
∫ l
0
g′′2(y, t)dy
− λ4
∫ l
0
h′2(y, t)dy + λ5
∫ l
0
z2(y, t)dy − λ6
∫ l
0
z′2(y, t)dy
≤− k1(g(l, t) + 1f(l, t))2 − k2(z(l, t) + 2h(l, t))2 (7.100)
− λ1
∫ l
0
f ′′2(y, t)dy −
(
pi4λ3
16l4 − λ2
)∫ l
0
g2(y, t)dy
− λ4
∫ l
0
h′2(y, t)dy −
(
pi2λ6
4l2 − λ5
)∫ l
0
z2(y, t)dy,
où la seconde inégalité découle de l’inégalité de Poincaré. On introduit alors
µm , 2 min
(
λ1
c2ω
,
pi4λ3
16l4 − λ2,
λ4
c2φ
,
pi2λ6
4l2 − λ5
)
> 0, (7.101)
ce qui fournit, basé sur (7.36),
∀t ≥ 0, E˙(t) ≤ −µm2 ‖X(t)‖
2
H,1 ≤ −
Λ
2 ‖X(t)‖
2
H,2 = −ΛE(t), (7.102)
où Λ , µm/(1 + mKm) > 0 est indépendant de la condition initiale X0 ∈ D(A). Puisque
E ∈ C1(R+;R), on obtient après intégration que pour tout t ≥ 0, E(t) ≤ E(0) exp(−Λt). En
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rappelant que E(t) = ‖X(t)‖2H,2 /2, on obtient :
∀X0 ∈ D(A), ∀t ≥ 0, ‖T (t)X0‖H,2 ≤ ‖X0‖H,2 exp(−Λt/2). (7.103)
Cette inégalité peut être étendue à tout X0 ∈ H puisque pour tout t ≥ 0, T (t) ∈ L(H) et,
en se basant sur le Corollaire 7.8, D(A) = H. En d’autres termes,
∀X0 ∈ H, ∀t ≥ 0, ‖T (t)X0‖H,2 ≤ ‖X0‖H,2 exp(−Λt/2). (7.104)
On a ainsi montré que T (t) est un C0-semi-groupe tel que ‖T (t)‖H,2 ≤ exp(−Λt/2) pour tout
t ≥ 0. Ce résultat est résumé sous la forme du théorème suivant.
Théorème 7.12 Sous l’Hypothèse 7.1, l’énergie augmentée E du système définie par (7.93)
converge exponentiellement vers 0 dans le sens où il existe Λ ∈ R∗+ tel que
∀t ≥ 0, E(t) ≤ E(0) exp(−Λt). (7.105)
De plus, T (t) est un C0-semi-groupe exponentiellement stable pour ‖·‖H,2.
De ce résultat découle la stabilité exponentielle de l’énergie du système E telle qu’originelle-
ment définie par (7.6).
Corollaire 7.13 Sous l’Hypothèse 7.1, l’énergie E du système définie par (7.6) converge
exponentiellement vers 0. En particulier, il existe KE ∈ R∗+ tel que
∀t ≥ 0, E(t) ≤ KEE(0) exp(−Λt), (7.106)
où Λ > 0 est celui fourni par le Théorème 7.12. De plus, T (t) est un C0-semi-groupe expo-
nentiellement stable pour ‖·‖H,1.
Démonstration. Le résultat est immédiat avec KE = (1 +Kmm)/(1−Kmm) > 0 puisque
sur la base de l’équivalence des normes (7.36),
E(t) ≤ 11−KmmE(t) ≤
E(0)
1−Kmm exp(−Λt) ≤
1 +Kmm
1−KmmE(0) exp(−Λt). (7.107)
En suivant la même procédure que précédemment, on obtient le résultat puisque E(t) =
‖X(t)‖2H,1 /2, ce qui aboutit à ‖T (t)‖H,1 ≤
√
KE exp(−Λt/2) pour tout t ≥ 0. 
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7.3.2 Stabilité exponentielle uniforme des déplacements flexibles
On cherche à présent à établir la stabilité des déplacements en flexion et en torsion.
Corollaire 7.14 Sous l’Hypothèse 7.1, il existe Kω, Kωy , Kφ ∈ R∗+ tels que pour toute condi-
tion initiale X0 ∈ D(A) et tout t ≥ 0, la solution du problème de Cauchy (7.22) vérifie
‖ω(·, t)‖∞ ≤ Kω
√
E(0) exp(−Λt/2), (7.108a)
‖ωy(·, t)‖∞ ≤ Kωy
√
E(0) exp(−Λt/2), (7.108b)
‖φ(·, t)‖∞ ≤ Kφ
√
E(0) exp(−Λt/2), (7.108c)
où Λ > 0 est fourni par le Théorème 7.12 et E(0) = ‖X0‖2H,1 /2 représente l’énergie initiale
du système.
Démonstration. Soit X(t) = T (t)X0 = (f(·, t), g(·, t), h(·, t), z(·, t)) la solution du problème
de Cauchy (7.22) associée à la condition initiale X0 ∈ D(A). Puisque pour tout t ≥ 0,
X(t) ∈ D(A), on a h(·, t) ∈ H1(0, l) et h(0, t) = 0. En appliquant l’inégalité d’Agmon (cf.
Lemma D.9) puis l’inégalité de Poincaré, on obtient
‖h(·, t)‖4∞ ≤ 4
∫ l
0
h2(y, t)dy
∫ l
0
h′2(y, t)dy ≤ 16l
2
pi2
[∫ l
0
h′2(y, t)dy
]2
≤ 64l
2
pi2c4φ
E(t)2. (7.109)
Ainsi, pour tout t ≥ 0,
‖h(·, t)‖∞ ≤
23/2l1/2
pi1/2cφ
√
E(t) ≤ Kφ
√
E(0) exp(−Λt/2), (7.110)
avec
Kφ =
23/2l1/2
pi1/2cφ
×
√
1 +Kmm
1−Kmm . (7.111)
En suivant la même procédure avec f ′(·, t) ∈ H1(0, l) et f ′(0, t) = 0, Kωy = Kφcφ/cω est tel
que pour tout t ≥ 0,
‖f ′(·, t)‖∞ ≤ Kωy
√
E(0) exp(−Λt/2). (7.112)
Finalement, puisque pour tout t ≥ 0, f(·, t), f ′(·, t) ∈ H1(0, l) et f(0, t) = f ′(0, t) = 0, on
obtient que pour tout t ≥ 0,
‖f(·, t)‖∞ ≤
25/2l3/2
pi3/2cω
√
E(t) ≤ Kω
√
E(0) exp(−Λt/2), (7.113)
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avec
Kω =
25/2l3/2
pi3/2cω
×
√
1 +Kmm
1−Kmm . (7.114)
La preuve est complète puisque f = ω, f ′ = ωy et h = φ. 
7.4 Résultats de simulation
Le comportement du système bouclé est évalué en simulation. De manière à approximer le
système d’EDP en un système d’EDO pouvant être résolu numériquement, une discrétisation
basée sur la méthode de Galerkin (Brenner and Scott, 2007; Ciarlet, 2002) a été employée.
Elle consiste dans le cas présent à choisir, en fonction des conditions à la frontière (7.2)
et (7.3a-7.3b), deux familles libres de fonctions (fi)0≤i≤n et (hj)0≤j≤p afin d’approximer les
déplacements flexibles sous la forme suivante.
ω(y, t) =
n∑
i=0
ai(t)fi(y), (7.115a)
φ(y, t) =
p∑
j=0
bj(t)hj(y). (7.115b)
En injectant ces expressions dans les EDP d’origine (7.1a-7.1b) et en tenant compte des
entrées de contrôle (7.3a-7.3b), la projection de chacune de ces deux équations dans l’espace
vectoriel engendré repectivement par (fi)0≤i≤n et (hj)0≤j≤p permet d’obtenir un système
d’EDO approximant le modèle d’origine et utilisable à des fins de simulation. Les détails de
la discrétisation ainsi que le modèle EDO obtenu sont fournis en Annexe E.
Les conditions initiales sont fixées à : ω(y, 0) = 0.15f0(y)/l2 m et φ(y, 0) = 16(h0(y)/l +
h1(y)/l2) = 8y2/l2 deg. Le comportement du système en boucle ouverte est illustré à la
Fig. 7.1. On observe que les déplacements en flexion et en torsion sont faiblement amortis,
laissant apparaître de larges oscillations. Pour des gains de contrôle fixés à k1 = k2 = 1, le
comportement du système bouclé tel qu’illustré à la Fig. 7.2 indique un meilleur amortisse-
ment du système avec des déplacements flexibles qui convergent rapidement vers zéro. Cette
meilleure performance du système bouclé se confirme lorsque l’on compare les déplacements
flexibles à l’extrémité de l’aile comme cela est montré à la Fig. 7.3(a). Finalement, l’effort de
commande est illustré à la Fig. 7.3(b).
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Figure 7.2 Réponse du système en boucle fermée
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Figure 7.3 Comportement du système bouclé à l’extrémité de l’aile et effort de commande
associé
En conclusion, on a donc démontré pour l’aile homogène l’existence et l’unicité des trajec-
toires du système en boucle fermée. De plus, sous réserve de l’Hypothèse 7.1, la décroissance
exponentielle de l’énergie du système a été établie. Il en a été déduit la convergence expo-
nentielle uniforme des déplacements en flexion et en torsion vers zéro.
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CHAPITRE 8 CONTRÔLE À LA FRONTIÈRE D’UNE AILE FLEXIBLE
NON HOMOGÉNE
Le Chapitre 7 a permis de traiter le contrôle d’une aile flexible homogène décrite par un
système de deux EDP couplées. Ce chapitre prolonge cette étude en étudiant le cas d’une aile
flexible non homogène en présence de perturbations en entrée de commande. Cela conduit
à reformuler le problème sous forme d’un problème de contrôle à la frontière sous forme
abstraite tenant à la fois compte de la loi de commande imposée et des entrées de perturbation
(Section 8.1). Une telle formulation conduit à étudier la well-posedness du problème en deux
temps. Dans un premier temps, la génération d’un C0-semi-groupe est investiguée, permettant
de conclure la well-posedness en l’absence de perturbation. Dans un second temps, la well-
posedness en présence de perturbations en entrée est démontrée via la concept de boundary
control system (Section 8.2). L’étude de la stabilité du système bouclé est menée par une
approche de type fonction de Lyapunov (Section 8.3). Finalement, une étude numérique est
effectuée afin de valider la stratégie de commande en simulation (Section 8.4).
8.1 Modèle de l’aile homogène, loi de commande et forme abstraite
8.1.1 Modèle de l’aile homogène et loi de commande
On considère le problème du contrôle du système d’EDP couplées à coefficients non constants 1
suivant :
ρωtt + (EIωyy + ηωEIωtyy)yy = ρ [αωφ+ βωφt + γωωt] , sur (0, l)× R+, (8.1a)
Iwφtt − (GJφy + ηφGJφty)y = Iw [αφφ+ βφφt + γφωt] , sur (0, l)× R+. (8.1b)
Les conditions à la frontière sont données par :
ω(0, t) = ωy(0, t) = ωyy(l, t) = φ(0, t) = 0, ∀t ≥ 0, (8.2)
avec une commande à la frontière telle que :
Ltip(t) = −(EIωyy + ηωEIωtyy)y(l, t) +msωtt(l, t), t ≥ 0, (8.3a)
Mtip(t) = (GJφy +GJηφφty)(l, t) + Jsφtt(l, t), t ≥ 0. (8.3b)
1. Contrairement au Chapitre 7, ρ, Iw, EI,GJ, . . . ne sont pas des constantes mais des fonctions de la
variable spatiale y modélisant l’évolution des différents paramètres physiques le long de l’aile.
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Les entrées de commande sont la portance Ftip(t) et le moment en torsion Mtip(t) générés à
l’instant t ≥ 0 par les volets situés à l’extrémité de l’aile.
La stratégie de commande investiguée prend la forme de celle du Chapitre 7 en présence de
deux entrées de perturbation d1(t) et d2(t) :
Ltip(t) = −k1 [ωt(l, t) + 1ω(l, t)] +msωtt(l, t) + d1(t), t ≥ 0, (8.4a)
Mtip(t) = −k2 [φt(l, t) + 2φ(l, t)] + Jsφtt(l, t) + d2(t), t ≥ 0, (8.4b)
où k1, k2 ∈ R∗+ sont deux gains de contrôle et 1, 2 ∈ R∗+ deux paramètres qui seront sélec-
tionnés par la suite. De la sorte, en combinant (7.3a-7.3b) et (7.4a-7.4b), on obtient les deux
conditions à la frontière suivantes :
(EIωyyy(l, t) + ηωEIωtyyy(l, t)) = k1 (ωt(l, t) + 1ω(l, t))− d1(t), t ≥ 0, (8.5a)
(GJφy(l, t) + ηφφty(l, t)) = −k2 (φt(l, t) + 2φ(l, t)) + d2(t), t ≥ 0, (8.5b)
Finalement, les conditions initiales, dont la régularité sera spécifiée plus tard, sont données
par ω(·, 0) = ω0 , ωt(·, 0) = ωt0, φ(·, 0) = φ0 et φt(·, 0) = φt0.
Ce chapitre vise à démontrer le bien fondé de la stratégie de commande à la frontière (8.4a-
8.4b). En définissant l’énergie du système comme suit :
∀t ≥ 0, E(t) , 12
∫ l
0
EI(y)ω2yy(y, t) + ρ(y)ω2t (y, t) +GJ(y)φ2y(y, t) + Iw(y)φ2t (y, t) dy, (8.6)
l’objectif est de montrer qu’en l’absence de perturbations (d1 = d2 = 0) on a convergence
exponentielle de l’énergie E(t) du système bouclé vers 0, ainsi que celle des déplacements
flexibles ω et φ de manière uniforme le long de l’aile. Dans un second temps, l’impact des
perturbations d1 et d2 sur le comportement du système bouclé est analysé.
8.1.2 Reformulation du problème sous forme abstraite
Pour toute fonction mesurable f : (0, l) → R, on définit le supremum essentiel et l’infimum
essentiel de f comme étant :
f , inf
{
M ∈ R : λ(f−1(M,+∞)) = 0
}
, (8.7a)
f , sup
{
m ∈ R : λ(f−1(−∞,m)) = 0
}
, (8.7b)
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où λ représente la mesure de Lebesgue. L’ensemble des fonctions mesurables f : (0, l) → R
qui sont essentiellement bornées, i.e., pour lesquelles |f | <∞, est notée L∞(0, l) et est muni
de sa norme naturelle ‖f‖L∞(0,l) = |f |. Pour l’ensemble des fonctions continues définies sur
un compact donné, la norme uniforme est notée ‖·‖∞.
On suppose que les paramètres de l’aile sont tels que ρ, Iw, EI,GJ, ηω, ηφ ∈ L∞(0, l) et
que leur infimum essentiel est strictement positif, i.e., ρ, Iw, EI,GJ, ηω, ηφ > 0. On suppose
également que les coefficients aérodynamiques sont tels que αω, βω, γω, αφ, βφ, γφ ∈ L∞(0, l).
De manière à analyser les propriétés du système bouclé composé de (8.1a-8.1b) avec les
conditions aux frontières (8.2) et (8.5a-8.5b), on réécrit le problème sous forme abstraite.
Pour cela, considérons le R-espace vectoriel défini par :
H = {(f, g, h, z) ∈ H2(0, l)× L2(0, l)×H1(0, l)× L2(0, l) :
f(0) = f ′(0) = 0, h(0) = 0, f, f ′, h ∈ AC[0, l]}
(8.8)
avec le produit scalaire 〈·, ·〉H,1 défini par 2 :
〈(f1, g1,h1, z1), (f2, g2, h2, z2)〉H,1
,
∫ l
0
[EI(y)f ′′1 (y)f ′′2 (y) + ρ(y)g1(y)g2(y) +GJ(y)h′1(y)h′2(y) + Iw(y)z1(y)z2(y)] dy.
(8.9)
La norme associée est notée ‖·‖H,1. Le choix de ce produit scalaire est motivé par le fait qu’à
partir de la définition de l’énergie du système adoptée dans ce chapitre (8.6), on a
∀t ≥ 0, E(t) = 12 ‖(ω(·, t), ωt(·, t), φ(·, t), φt(·, t))‖
2
H,1 . (8.10)
Du fait que ρ, Iw, EI,GJ ∈ L∞(0, l) avec ρ, Iw, EI,GJ > 0, on peut montrer de manière
analogue à ce qui a été fait au Chapitre 7 que l’espace H doté de 〈·, ·〉H,1 est un espace de
Hilbert.
Afin d’étudier la well-posedness du système bouclé en présence de perturbations en entrée de
commande, on introduit :
Ad : D(Ad) −→ H
(f, g, h, z) −→ (g, g˜, z, z˜) (8.11)
2. L’indice « 1 » dans la notation du produit scalaire est utilisé pour le différencier du second produit
scalaire introduit par la suite.
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où
g˜ , −1
ρ
(EIf ′′ + ηωEIg′′)′′ + αωh+ βωz + γωg, (8.12a)
z˜ , 1
Iw
(GJh′ + ηφGJz′)′ + αφh+ βφz + γφg, (8.12b)
sur le domaine D(Ad) ⊂ H défini par :
D(Ad) , {(f, g, h, z) ∈ H :
g ∈ H2(0, l), z ∈ H1(0, l), EIf ′′ + ηωEIg′′ ∈ H2(0, l), GJh′ + ηφGJz′ ∈ H1(0, l),
f(0) = f ′(0) = 0, g(0) = g′(0) = 0, h(0) = 0, z(0) = 0, (EIf ′′ + ηωEIg′′)(l) = 0,
f, f ′, g, g′, h, z, (EIf ′′ + ηωEIg′′) ∈ AC[0, l],
(EIf ′′ + ηωEIg′′)′, (GJh′ + ηφGJz′) ∈ AC[0, l]}.
(8.13)
En munissant R2 de la norme 2 usuelle, on introduit également l’opérateur à la frontière :
B : D(B) −→ R2
(f, g, h, z) −→ (u˜1, u˜2)
(8.14)
où
u˜1 , −(EIf ′′ + ηωEIg′′)′(l) + k1(g(l) + 1f(l)), (8.15a)
u˜2 , (GJh′ +GJηφz′)(l) + k2(z(l) + 2h(l)), (8.15b)
sur le domaine D(B) = D(Ad) ⊂ H. Soit U = (u1, u2) ∈ C2(R+,R2) l’entrée de perturbation.
On obtient que le système d’EDP couplées (8.1a-8.1b) avec les conditions aux frontières (8.2)
et (8.5a-8.5b) se reformule sous la forme du problème de contrôle à la frontière sous forme
abstraite suivant : 
dX
dt (t) = AdX(t), t > 0
BX(t) = U(t), t ≥ 0
X(0) = X0 ∈ D(Ad) t.q. BX0 = U(0)
(8.16)
où X(t) = (ω(·, t), ωt(·, t), φ(·, t), φt(·, t)) est le vecteur d’état et X0 = (ω0, ωt0, φ0, φt0) est la
condition initiale. De manière à étudier les propriétés du problème de contrôle à la frontière
(8.16), la question de sa well-posedness est investiguée dans la prochaine section.
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8.2 Well-posedness du problème de contrôle à la frontière
Afin d’étudier la well-posedness du problème de contrôle à la frontière (8.16), il est utile
de l’étudier d’abord en l’absence de perturbation, c’est-à-dire pour U = 0. À cette fin, on
introduit l’opérateur A , Ad|D(A) sur le domaine D(A) = D(Ad) ∩ ker(B). De manière à
faciliter les prochains développements, les deux opérateurs linéaires A1 : D(A1) → H et
A2 : D(A2)→ H sont introduits comme suit :
A1(f, g, h, z) ,
(
g,−1
ρ
(EIf ′′ + ηωEIg′′)′′, z,
1
Iw
(GJh′ + ηφGJz′)′
)
, (8.17a)
A2(f, g, h, z) , (0, αωh+ βωz + γωg, 0, αφh+ βφz + γφg) , (8.17b)
définis sur les domaines D(A1) = D(A) et D(A2) = H. On vérifie que A = A1 + A2 sur
D(A).
8.2.1 Motivation et introduction d’un second produit scalaire
On souhaite dans un premier temps montrer que l’opérateur A1 génère un C0-semi-groupe.
Pour cela, on souhaite appliquer le théorème de Lümer-Phillips (Théorème 6.8). Cependant,
comme dans le cas de l’aile homogène, on a le résultat suivant.
Lemme 8.1 A1 n’est pas un C0-semi-groupe de contraction sur (H, 〈·, ·〉)H,1.
Démonstration. Pour X = (f, g, h, z) ∈ H,
〈A1X,X〉H,1 =
〈(
g,−1
ρ
(EIf ′′ + ηωEIg′′)′′, z,
1
Iw
(GJh′ + ηφGJz′)′
)
, (f, g, h, z)
〉
H,1
=
∫ l
0
EI(y)f ′′(y)g′′(y)dy −
∫ l
0
(EIf ′′ + ηωEIg′′)′′(y)g(y)dy (8.18)
+
∫ l
0
GJ(y)h′(y)z′(y)dy +
∫ l
0
(GJh′ + ηφGJz′)′(y)z(y)dy.
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En intégrant par partie avec les conditions à la frontière (8.13) et X ∈ ker(B), on obtient :
∫ l
0
(EIf ′′ + ηωEIg′′)′′(y)g(y)dy
= [(EIf ′′ + ηωEIg′′)′(y)g(y)]y=ly=0 −
∫ l
0
(EIf ′′ + ηωEIg′′)′(y)g′(y)dy
= k1(g(l) + 1f(l))g(l)− [(EIf ′′ + ηωEIg′′)(y)g′(y)]y=ly=0
+
∫ l
0
(EIf ′′ + ηωEIg′′)(y)g′′(y)dy
= k1(g(l) + 1f(l))g(l) +
∫ l
0
EI(y)f ′′(y)g′′(y)dy +
∫ l
0
ηω(y)EI(y)g′′2(y)dy, (8.19)
ainsi que :
∫ l
0
(GJh′ + ηφGJz′)′(y)z(y)dy
= [(GJh′ + ηφGJz′)(y)z(y)]y=ly=0 −
∫ l
0
(GJh′ + ηφGJz′)(y)z′(y)dy
=− k2(z(l) + 2h(l))z(l)−
∫ l
0
GJ(y)h′(y)z′(y)dy −
∫ l
0
ηφ(y)GJ(y)z′2(y)dy. (8.20)
On en déduit l’identité :
〈A1X,X〉H,1 =− k1(g(l) + 1f(l))g(l)−
∫ l
0
ηω(y)EI(y)g′′2(y)dy (8.21)
− k2(z(l) + 2h(l))z(l)−
∫ l
0
ηφ(y)GJ(y)z′2(y)dy.
L’équation (8.21) permet de conclure que l’opérateur A1 n’est pas dissipatif relativement au
produit scalaire 〈·, ·〉H,1. En effet, en considérant f = g = 0 et, pour tout y ∈ [0, l],
h(y) =
∫ y
0
κ1ξ + κ2
GJ(ξ) dξ, z(y) =
∫ y
0
κ3
ηφ(ξ)GJ(ξ)
dξ, (8.22)
où 3
κ1 =
1
lI1 − I2
{ 1
k22
(
1 + k2 +
1
I3
)
+ I1
}
, κ2 =
−1
lI1 − I2
{
l
k22
(
1 + k2 +
1
I3
)
+ I2
}
,
(8.23)
et κ3 = 1/I3 avec
I1 =
∫ l
0
dξ
GJ(ξ) , I2 =
∫ l
0
ξ
GJ(ξ)dξ, I3 =
∫ l
0
dξ
ηφ(ξ)GJ(ξ)
, (8.24)
3. Les constantes κ1 et κ2 sont bien définies car 1/GJ(y) ≥ 1/GJ pour presque tout y ∈ [0, l], ce qui
implique lI1 − I2 ≥ l2/(2GJ) > 0.
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on a X = (f, g, h, z) ∈ D(A) et, sur la base de (8.21), un calcul direct montre que l’on a
〈A1X,X〉H,1 = 1 > 0. Ainsi, A1 n’est pas dissipatif relativement au produit scalaire 〈·, ·〉H,1.
Le théorème de Lümer-Phillips (Théorème 6.8) permet de conclure que A1 ne génère pas un
C0-semi-groupe de contraction sur (H, 〈·, ·, 〉H,1). 
Afin de statuer si A1 génère sur (H, 〈·, ·〉)H,1 un C0-semi-groupe (qui ne serait donc pas de
contraction d’après le résultat précédent), on cherche comme dans le cas de l’aile homogène
à utiliser un second produit scalaire 〈·, ·〉H,2 sur H vérifiant les trois conditions suivantes :
1. (H, 〈·, ·〉H,2) est un espace de Hilbert ;
2. A1 est dissipatif relativement à 〈·, ·〉H,2 ;
3. les normes ‖·‖H,1 et ‖·‖H,2 sont équivalentes.
On introduit le candidat 〈·, ·〉H,2 : H×H → R défini pour tout (f1, g1, h1, z1), (f2, g2, h2, z2) ∈
H par :
〈(f1, g1, h1, z1), (f2, g2, h2, z2)〉H,2 , 〈(f1, g1, h1, z1), (f2, g2, h2, z2)〉H,1 (8.25)
+ 1
∫ l
0
ρ(y) [f1(y)g2(y) + g1(y)f2(y)] dy
+ 2
∫ l
0
Iw(y) [h1(y)z2(y) + z1(y)h2(y)] dy,
où les constantes 1, 2 ∈ R∗+ sont celles utilisées dans la définition de l’opérateur B (8.14) et
découlant de la loi de contrôle (8.4a-8.4b). On introduit la constante Km ∈ R∗+ définie par :
Km = max
√ρ, 16l4√ρ
pi4EI
,
√
Iw,
4l2
√
Iw
pi2GJ
 , (8.26)
intervenant dans le lemme énoncé ci-dessous.
Lemme 8.2 Pour tout 0 < 1, 2 < 1/Km, 〈·, ·〉H,2 est un produit scalaire pour H. De plus,
la norme associée à ce produit scalaire, notée ‖·‖H,2, est équivalente à ‖·‖H,1.
Démonstration. Il est aisé de voir que 〈·, ·〉H,2 est bien définie (par application de l’inégalité
de Cauchy-Schwartz), bilinéaire et symétrique. Pour tout X = (f, g, h, z) ∈ H,
〈X,X〉H,2 = ‖X‖2H,1 + 21
∫ l
0
ρ(y)f(y)g(y)dy + 22
∫ l
0
Iw(y)h(y)z(y)dy. (8.27)
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En appliquant dans un premier temps l’inégalité de Young et dans un second temps l’inégalité
de Poincaré pour h ∈ H1(0, l) avec h(0) = 0, on obtient :
∣∣∣∣∣
∫ l
0
Iw(y)h(y)z(y)dy
∣∣∣∣∣ ≤
√
Iw
∫ l
0
|h(y)|
∣∣∣∣√Iw(y)z(y)∣∣∣∣ dy
≤
√
Iw
2
[∫ l
0
h2(y)dy +
∫ l
0
Iw(y)z2(y)dy
]
≤
√
Iw
2
[
4l2
pi2
∫ l
0
h′2(y)dy +
∫ l
0
Iw(y)z2(y)dy
]
≤
√
Iw
2
[
4l2
pi2GJ
∫ l
0
GJ(y)h′2(y)dy +
∫ l
0
Iw(y)z2(y)dy
]
≤
√
Iw
2 max
(
1, 4l
2
pi2GJ
)∫ l
0
GJ(y)h′2(y) + Iw(y)z2(y)dy. (8.28)
De manière analogue, en appliquant l’inégalité de Young puis celle de Poincaré pour f, f ′ ∈
H1(0, l) avec f(0) = f ′(0) = 0,
∣∣∣∣∣
∫ l
0
ρ(y)f(y)g(y)dy
∣∣∣∣∣ ≤√ρ
∫ l
0
|f(y)|
∣∣∣∣√ρ(y)g(y)∣∣∣∣ dy
≤
√
ρ
2
[∫ l
0
f 2(y)dy +
∫ l
0
ρ(y)g2(y)dy
]
≤
√
ρ
2
[
4l2
pi2
∫ l
0
f ′2(y)dy +
∫ l
0
ρ(y)g2(y)dy
]
≤
√
ρ
2
[
16l4
pi4
∫ l
0
f ′′2(y)dy +
∫ l
0
ρ(y)g2(y)dy
]
≤
√
ρ
2
[
16l4
pi4EI
∫ l
0
EI(y)f ′′2(y)dy +
∫ l
0
ρ(y)g2(y)dy
]
≤
√
ρ
2 max
(
1, 16l
4
pi4EI
)∫ l
0
EI(y)f ′′2(y) + ρ(y)g2(y)dy. (8.29)
On en déduit alors que pour tout X ∈ H,
(1− mKm) ‖X‖2H,1 ≤ 〈X,X〉H,2 ≤ (1 + mKm) ‖X‖2H,1 , (8.30)
avec m = max(1, 2). Ainsi, pour 0 < m < 1/Km, 〈·, ·〉H,2 est positif défini, et définit donc
un produit scalaire sur H. De plus, en notant ‖·‖H,2 la norme associée, (8.30) implique que
‖·‖H,2 et ‖·‖H,1 sont équivalentes. 
On déduit directement du lemme précédent le corollaire suivant.
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Corollaire 8.3 (H, 〈·, ·〉H,2) est un espace de Hilbert.
Par la suite, on supposera toujours que 0 < 1, 2 < 1/Km, de telle sorte que le Lemme 7.3
s’applique.
8.2.2 A1 génère un C0-semi-groupe
On va chercher à tirer profit du second produit scalaire introduit en appliquant le théorème
de Lümer-Phillips sur (H, 〈·, ·〉H,2). Pour cela, on investigue tout d’abord la condition de
dissipativité. On introduit pour cela les deux constantes :
∗1 =
4pi4ηωEI
64l4ρ+ pi4ηωηωEI
, ∗2 =
4pi2ηφGJ
16l2Iw + pi2ηφηφGJ
. (8.31)
Lemme 8.4 Soient 1, 2 ∈ R∗+ tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km). Alors
l’opérateur A1 : D(A1)→ H est dissipatif relativement au produit scalaire 〈·, ·〉H,2.
Démonstration. Puisque 0 < 1, 2 < 1/Km, le Lemme 8.2 assure que (H, 〈·, ·〉H,2) est un
espace de Hilbert. Soit X = (f, g, h, z) ∈ D(A1). Sur la base de (8.21) et d’intégrations par
partie,
〈A1X,X〉H,2 = 〈A1X,X〉H,1
+ 1
∫ l
0
ρ(y)g2(y)dy − 1
∫ l
0
(EIf ′′ + ηωEIg′′)′′(y)f(y)dy
+ 2
∫ l
0
Iw(y)z2(y)dy + 2
∫ l
0
(GJh′ + ηφGJz′)′(y)h(y)dy
=− k1(g(l) + 1f(l))2 − k2(z(l) + 2h(l))2 (8.32)
+ 1
∫ l
0
ρ(y)g2(y)dy + 2
∫ l
0
Iw(y)z2(y)dy
−
∫ l
0
ηω(y)EI(y)g′′2(y)dy −
∫ l
0
ηφ(y)GJ(y)z′2(y)dy
− 1
∫ l
0
EI(y)f ′′2(y)dy − 1
∫ l
0
ηω(y)EI(y)f ′′(y)g′′(y)dy
− 2
∫ l
0
GJ(y)h′2(y)dy − 2
∫ l
0
ηφ(y)GJ(y)h′(y)z′(y)dy.
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En applicant l’inégalité de Young avec r1, r2 > 0 arbitraires, on obtient les inégalités :∣∣∣∣∣
∫ l
0
ηω(y)EI(y)f ′′(y)g′′(y)dy
∣∣∣∣∣ ≤ √ηω
∫ l
0
∣∣∣∣√EI(y)f ′′(y)∣∣∣∣ ∣∣∣∣√ηω(y)EI(y)g′′(y)∣∣∣∣ dy
≤
√
ηω
2r1
∫ l
0
EI(y)f ′′2(y)dy +
√
ηωr1
2
∫ l
0
ηω(y)EI(y)g′′2(y)dy,
(8.33a)∣∣∣∣∣
∫ l
0
ηφ(y)GJ(y)h′(y)z′(y)dy
∣∣∣∣∣ ≤ √ηφ
∫ l
0
∣∣∣∣√GJ(y)h′(y)∣∣∣∣ ∣∣∣∣√ηφ(y)GJ(y)z′(y)∣∣∣∣ dy
≤
√
ηφ
2r2
∫ l
0
GJ(y)h′2(y)dy +
√
ηφr2
2
∫ l
0
ηφ(y)GJ(y)z′2(y)dy.
(8.33b)
En appliquant à présent l’inégalité de Poincaré (g, g′, z ∈ AC[0, l] avec g(0) = g′(0) = z(0)),
∫ l
0
ρ(y)g2(y)dy ≤ ρ
∫ l
0
g2(y)dy ≤ ρ4l
2
pi2
∫ l
0
g′2(y)dy ≤ ρ16l
4
pi4
∫ l
0
g′′2(y)dy
≤ 16l
4
pi4
· ρ
ηωEI
∫ l
0
ηω(y)EI(y)g′′2(y)dy,
(8.34a)∫ l
0
Iw(y)z2(y)dy ≤ Iw
∫ l
0
z2(y)dy ≤ Iw 4l
2
pi2
∫ l
0
z′2(y)dy ≤ 4l
2
pi2
· Iw
ηφGJ
∫ l
0
ηφ(y)GJ(y)z′2(y)dy.
(8.34b)
On en déduit que pour tout X = (f, g, h, z) ∈ D(A) et tout r1, r2 > 0 :
〈A1X,X〉H,2 ≤− k1(g(l) + 1f(l))2 − k2(z(l) + 2h(l))2 (8.35)
−
(
1− 1
ϕ1(r1)
)∫ l
0
ηω(y)EI(y)g′′2(y)dy
−
(
1− 2
ϕ2(r2)
)∫ l
0
ηφ(y)GJ(y)z′2(y)dy
− 1
(
1−
√
ηω
2r1
)∫ l
0
EI(y)f ′′2(y)dy
− 2
(
1−
√
ηφ
2r2
)∫ l
0
GJ(y)h′2(y)dy,
où ϕ1 : R∗+ 3 x → 2pi4ηωEI/(32l4ρ + pi4
√
ηωηωEIx) et ϕ2 : R∗+ 3 x → 2pi2ηφGJ/(8l2Iw +
pi2
√
ηφηφGJx). Puisque ϕ1 est une fonction continue et décroissante sur R∗+ avec, par hy-
pothèse, 1 < ∗1 = ϕ1(
√
ηω/2), il existe r∗1 >
√
ηω/2 tel que 1 < ϕ1(r∗1) < ϕ1(
√
ηω/2).
De manière analogue, il existe r∗2 >
√
ηφ/2 tel que 2 < ϕ2(r∗2) < ϕ2(
√
ηφ/2) = ∗2. Ainsi,
299
en prenant r1 = r∗1 et r2 = r∗2 dans l’équation (8.35), on obtient que pour tout X ∈ H,
〈A1X,X〉H,2 ≤ 0, c’est-à-dire que A1 est dissipatif sur H muni de 〈·, ·〉H,2. 
De manière à appliquer le théorème de Lümer-Phillips, on investigue à présent la condition
de rang.
Lemme 8.5 L’opérateur A−11 : H → D(A1) existe et est borné, i.e., A−11 ∈ L(H). Ainsi
0 ∈ ρ(A1) et A1 est un opérateur fermé.
Proof. On investigue dans un premier temps la surjectivité de A1. Soit (f˜ , g˜, h˜, z˜) ∈ H. Alors
avec f définie par
f(y) =−
∫ y
0
(y − ξ)ηω(ξ)f˜ ′′(ξ)dξ − k1
∫ y
0
(y − ξ)(l − ξ)
EI(ξ) dξ (f˜(l) + 1α(f˜ , g˜)) (8.36)
−
∫ y
0
y − ξ1
EI(ξ1)
∫ l
ξ1
(ξ2 − ξ1)ρ(ξ2)g˜(ξ2)dξ2dξ1,
où 4
α(f˜ , g˜) =−
{
1 + k11
∫ l
0
(l − ξ)2
EI(ξ) dξ
}−1
(8.37)
×
{∫ l
0
(l − ξ)ηω(ξ)f˜ ′′(ξ)dξ + k1
∫ l
0
(l − ξ)2
EI(ξ) dξ f˜(l)
+
∫ l
0
l − ξ1
EI(ξ1)
∫ l
ξ1
(ξ2 − ξ1)ρ(ξ2)g˜(ξ2)dξ2dξ1
}
,
g = f˜ , h définie par
h(y) =−
∫ y
0
ηφ(ξ)h˜′(ξ)dξ − k2
∫ y
0
dξ
GJ(ξ) (h˜(l) + 2β(h˜, z˜)) (8.38)
−
∫ y
0
1
GJ(ξ1)
∫ l
ξ1
Iw(ξ2)z˜(ξ2)dξ2dξ1,
où 5
β(h˜, z˜) =−
{
1 + k22
∫ l
0
dξ
GJ(ξ)dξ
}−1
(8.39)
×
{∫ l
0
ηφ(ξ)h˜′(ξ)dξ + k2
∫ l
0
dξ
GJ(ξ) h˜(l) +
∫ l
0
1
GJ(ξ1)
∫ l
ξ1
Iw(ξ2)z˜(ξ2)dξ2dξ1
}
,
4. Un calcul direct montre que f(l) = α(f˜ , g˜).
5. Un calcul direct montre que h(l) = β(h˜, z˜).
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et z = h˜, on a (f, g, h, z) ∈ D(A1) = D(A) et (f˜ , g˜, h˜, z˜) = A1(f, g, h, z). Ainsi, A1 est
surjectif. De plus, puisque (f, g, h, z) dépend linéairement de (f˜ , g˜, h˜, z˜) ∈ H, cela montre que
A1 est inversible à droite. Afin de conclure que A1 est inversible, on étudie son injectivité.
Soit (f, g, h, z) ∈ D(A1) tel que A1(f, g, h, z) = (0, 0, 0, 0). Alors g = z = 0, impliquant
que (EIf ′′)′′ = 0 et (GJh′)′ = 0 avec f(0) = f ′(0) = (EIf ′′)(l) = 0, (EIf ′′)′(l) = k11f(l),
h(0) = 0 et (GJh′)(l) = −k22h(l). Ainsi, puisque (EIf ′′)′, (EIf ′′), f ′, f ∈ AC[0, l], on obtient
par intégrations successives que pour tout y ∈ [0, l],
(EIf ′′)′′(y) p.p.= 0 (8.40a)
⇒ (EIf ′′)′(y) = (EIf ′′)′(l) = k11f(l) (8.40b)
⇒ (EIf ′′)(y) = (EIf ′′)(l)︸ ︷︷ ︸
=0
+k11(y − l)f(l) = k11(y − l)f(l) (8.40c)
⇒ f ′′(y) p.p.= k11 (y − l)
EI(y) f(l) (8.40d)
⇒ f ′(y) = f ′(0)︸ ︷︷ ︸
=0
+k11
∫ y
0
(ξ − l)
EI(ξ) dξ f(l) = k11
∫ y
0
(ξ − l)
EI(ξ) dξ f(l) (8.40e)
⇒ f(y) = f(0)︸ ︷︷ ︸
=0
+k11
∫ y
0
∫ ξ1
0
(ξ2 − l)
EI(ξ2)
dξ2dξ1 f(l)
= −k11
∫ y
0
(y − ξ)(l − ξ)
EI(ξ) dξ f(l). (8.40f)
En évaluant ce résultat en y = l,(
1 + k11
∫ l
0
(l − ξ)2
EI(ξ) dξ
)
︸ ︷︷ ︸
>0
f(l) = 0⇒ f(l) = 0, (8.41)
car k1, 1 ≥ 0 et EI > 0, impliquant que f = 0. De manière analogue, on a pour tout y ∈ [0, l],
(GJh′)′(y) p.p.= 0 (8.42a)
⇒ (GJh′)(y) = (GJh′)(l) = −k22h(l) (8.42b)
⇒ h′(y) p.p.= − k22
GJ(y)h(l) (8.42c)
⇒ h(y) = h(0)︸ ︷︷ ︸
=0
−k22
∫ y
0
dξ
GJ(ξ) h(l) = −k22
∫ y
0
dξ
GJ(ξ) h(l). (8.42d)
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En évaluant à nouveau en y = l, on obtient que(
1 + k22
∫ l
0
dξ
GJ(ξ)
)
︸ ︷︷ ︸
>0
h(l) = 0⇒ h(l) = 0, (8.43)
car k2, 2 ≥ 0 et GJ > 0, impliquant que h = 0. On a ainsi montré que A1(f, g, h, z) =
(0, 0, 0, 0) si et seulement si (f, g, h, z) = (0, 0, 0, 0), ce qui montre l’injectivité de A1.
On en déduit donc que A−11 : H → D(A1) est bien défini avec pour tout (f˜ , g˜, h˜, z˜) ∈ H,
A−11 (f˜ , g˜, h˜, z˜) = (f, f˜ , h, h˜) où f et h sont respectivement données par (8.36) and (8.38). En
recourant à l’inégalité de Poincaré, on montre de manière analogue à ce qui a été fait pour
l’aile homogène que A−11 est borné. Au bilan, on a donc bien A−11 ∈ L(H) d’où 0 ∈ ρ(A1) et
A1 est un opérateur fermé. 
On peut à présent introduire le résultat principal au regard de l’opérateur A1.
Théorème 8.6 Soient 1, 2 > 0 tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km). Alors
l’opérateur A1 génère un C0-semi-groupe de contraction sur (H, 〈·, ·〉H,2).
Démonstration. La démonstration est identique au cas de l’aile homogène traité dans le
Chapitre 7 par le Théorème 7.7. 
On en déduit le corollaire suivant.
Corollaire 8.7 Soient 1, 2 > 0 tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km). Alors
D(A) est dense dans H équipé de 〈·, ·〉H,1 ou de 〈·, ·〉H,2, i.e., D(A) = H.
Démonstration. La démonstration est identique au cas de l’aile homogène traité dans le
Chapitre 7 par le Corollaire 7.8. 
8.2.3 A génère un C0-semi-groupe
Le prochain lemme est une conséquence directe de la définition de l’opérateur A2, des hypo-
thèses portant sur les caractéristiques physiques du système 6 et de l’application des inégalités
de Young et de Poincaré.
Lemme 8.8 L’opérateur A2 est borné, i.e., A2 ∈ L(H).
6. En particulier que ρ, Iw, EI,GJ, αω, βω, γω, αφ, βφ, γφ ∈ L∞(0, l) avec ρ, Iw, EI,GJ > 0.
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On peut alors introduire le résultat principal suivant.
Théorème 8.9 Soient 1, 2 ∈ R∗+ tels que 1 < min(∗1, 1/Km) et 2 < min(∗2, 1/Km). Alors
l’opérateur A génère un C0-semi-groupe sur (H, 〈·, ·〉H,2).
Démonstration. Sur la base du Théorème 8.6 et du Lemme 8.8, le résultat annoncé est une
conséquence directe de la théorie des perturbations via le Théorème 6.9. 
Le corollaire ci-dessous est la conséquence de l’équivalence des normes du Lemme 8.2 et de
l’unicité d’un C0-semi-groupe généré par un générateur infinitésimal (cf. Théorème 6.3).
Corollaire 8.10 Sous les hypothèses du Théorème 8.9, A génère un C0-semi-groupe sur
(H, 〈·, ·〉H,1) qui coïncide avec le C0-semi-groupe généré par A sur (H, 〈·, ·〉H,2).
8.2.4 Well-posedness du problème de contrôle à la frontière
On vérifie que (8.16) satisfait la Définition 6.9 de « boundary control system ». Premièrement,
D(A) = D(Ad) ∩ ker(B) et Az = Adz pour tout z ∈ D(A). Deuxièmement, on vérifie
l’existence d’un opérateur B ∈ L(R2,H) tel que Im(B) ⊂ D(Ad), AdB ∈ L(R2,H) et
BB = IR2 . On définit le candidat suivant :
B : R2 −→ H
(u1, u2) −→ (fu1 , 0, hu2 , 0)
(8.44)
où fu1 et hu2 sont définies pour tout y ∈ [0, l] par :
fu1(y) =
u1
b1
∫ y
0
(y − ξ)(l − ξ)
EI(ξ) dξ, hu2(y) =
u2
b2
∫ y
0
dξ
GJ(ξ) , (8.45)
avec
b1 = 1 + k11
∫ l
0
(l − ξ)2
EI(ξ) dξ, b2 = 1 + k22
∫ l
0
dξ
GJ(ξ) . (8.46)
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On vérifie que B vérifie bien les conditions requises. Premièrement, B est clairement linéaire
et satisfait :
∀U = (u1, u2) ∈ R2, ‖BU‖2H,1 = ‖(fu1 , 0, hu2 , 0)‖2H,1
=
∫ l
0
EI(y)f ′′2u1 (y) +GJ(y)h
′2
u2(y)dy
= u
2
1
b21
∫ l
0
(l − y)2
EI(y) dy +
u22
b22
∫ l
0
dy
GJ(y)
≤ max
(
1
b21
∫ l
0
(l − y)2
EI(y) dy,
1
b22
∫ l
0
dy
GJ(y)
)
‖U‖22 , (8.47)
où l’on a égalité lorsque U = (1, 0) si 1
b21
∫ l
0
(1− y/l)2
EI(y) dy ≥
1
b22
∫ l
0
dy
GJ(y) et lorsque U = (0, 1)
si 1
b21
∫ l
0
(1− y/l)2
EI(y) dy ≤
1
b22
∫ l
0
dy
GJ(y) . Ainsi B ∈ L(R
2,H) avec
‖B‖ = max
 1
b1
√√√√∫ l
0
(1− y/l)2
EI(y) dy,
1
b2
√∫ l
0
dy
GJ(y)
 . (8.48)
De plus, un calcul direct montre que pour tout U = (u1, u2) ∈ R2, BU ∈ D(Ad) et
BBU = B(fu1 , 0, hu2 , 0) = (−(EIf ′′u1)′(l) + k1ε1fu1(l), (GJh′u2)(l) + k2ε2hu2(l)) = U. (8.49)
Ainsi on a bien Im(B) ⊂ D(Ad) et BB = IR2 . Finalement, pour tout U = (u1, u2) ∈ R2,
‖AdBU‖2H,1 = ‖Ad(fu1 , 0, hu2 , 0)‖2H,1
=
∥∥∥∥∥
(
(0,−1
ρ
(EIf ′′u1)
′′ + αwhu2 , 0,
1
Iw
(GJh′u2)
′ + αφhu2 , 0
)∥∥∥∥∥
2
H,1
= ‖((0, αwhu2 , 0, αφhu2 , 0)‖2H,1
=
∫ l
0
(
ρ(y)α2w(y) + Iw(y)α2φ(y)
)
h2u2(y)dy
= u
2
2
b22
∫ l
0
(
ρ(y)α2w(y) + Iw(y)α2φ(y)
)(∫ y
0
dξ
GJ(ξ)
)2
dy
≤ 1
b22
∫ l
0
(
ρ(y)α2w(y) + Iw(y)α2φ(y)
)(∫ y
0
dξ
GJ(ξ)
)2
dy ‖U‖22 , (8.50)
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où l’égalité est obtenue pour U = (0, 1). On a donc bien AdB ∈ L(R2,H) avec
‖UB‖ = 1
b2
√√√√∫ l
0
(
ρ(y)α2w(y) + Iw(y)α2φ(y)
)(∫ y
0
dξ
GJ(ξ)
)2
dy. (8.51)
Puisque d’après le Théorème 8.9 et son Corollaire 8.10, A génère un C0-semi-groupe pour
1, 2 > 0 d’amplitudes suffisamment faibles, on en déduit que pour tout U ∈ C2(R+,R2),
le problème de contrôle à la frontière sous forme abstraite (8.16) est bien posé (cf. Théo-
rème 6.14). En particulier, il est possible de considérer l’équation différentielle homogène
abstraite suivante : 
dV
dt (t) = AV (t)−BU˙(t) +AdBU(t), t > 0
V (0) = V0 ∈ D(A)
(8.52)
Par le Théorème 6.14, en supposant que U ∈ C2(R+;R2), X0 ∈ D(Ad) et V0 = X0−BU(0) ∈
D(A), (8.16) et (8.52) admettant chacun une unique solution, notée respectivement X(t) et
V (t), qui sont liées par la relation V (t) = X(t) − BU(t) pour tout t ≥ 0. Il est à noter que
puisque D(A) = D(Ad) ∩ ker(B) et X0, BU(0) ∈ D(Ad), la condition X0 − BU(0) ∈ D(A)
est équivalente à X0 − BU(0) ∈ ker(B), i.e., en se basant sur l’identité BB = IR2 , BX0 =
U(0). Ainsi, la condition X0 − BU(0) ∈ D(A) vise uniquement à ce que la condition à la
frontière BX(t) = U(t) de (8.16) soit satisfaite par la condition initiale X0 et l’entrée initiale
U(0). Soit T : R+ → L(H) le C0-semi-groupe généré par A sur H équipé de l’un des deux
produits scalaires 〈·, ·〉H,1 ou 〈·, ·〉H,2. Alors, l’unique solution de (8.52) est donnée, pour tout
X0 ∈ D(Ad) tel que BX(0) = U(0) et tout t ≥ 0 par (cf. Théorème 6.14 et l’Eq. (6.73)) :
X(t) = T (t)(X0 −BU(0)) +BU(t) +
∫ t
0
T (t− s)
(
−BU˙(s) +AdBU(s)
)
ds. (8.53)
8.3 Analyses de stabilité
Afin d’analyser la stabilité du système bouclé, on analyse dans un premier temps la stabilité
du C0-semi-groupe, correspondant à l’étude de la stabilité du système en l’absence de per-
turbations en entrée. Dans un second temps, l’impact des perturbations sur le comportement
temporel du système bouclé est étudié.
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8.3.1 Stabilité exponentielle du C0-semi-groupe
On étudie la stabilité du système bouclé en l’absence de perturbations, i.e., pour U = 0. En
se plaçant sous les hypothèses du Théorème 8.9, A génère un C0-semi-groupe T (t). Ainsi,
X(t) = T (t)X0 ∈ D(A) est l’unique solution de (dX/dt)(t) = AX(t) associée à la condition
initiale X0 ∈ D(A). On définit alors l’énergie augmentée du système comme suit :
∀t ≥ 0, E(t) , 12 ‖X(t)‖
2
H,2 =
1
2 〈X(t), X(t)〉H,2 . (8.54)
Puisque T (t) est un C0-semi-groupe, on a que E ∈ C1(R+;R) avec pour tout t ≥ 0 (confère
Annexe D),
E˙(t) =
〈
X˙(t), X(t)
〉
H,2 = 〈AX(t), X(t)〉H,2 = 〈A1X(t), X(t)〉H,2 + 〈A2X(t), X(t)〉H,2 .
(8.55)
Le premier terme du membre de droite de (8.55) a été majoré via (8.35) puisque pour tout
t ≥ 0, A(t) ∈ D(A) et, par définition de l’opérateur A1, D(A1) = D(A). On se concentre
donc sur l’évaluation du second terme. Pour tout X = (f, g, h, z) ∈ D(A),
〈A2X,X〉H,2 = 〈(0, αωh+ βωz + γωg, 0, αφh+ βφz + γφg) , (f, g, h, z)〉H,2
=
∫ l
0
ρ(y) [αω(y)h(y) + βω(y)z(y) + γω(y)g(y)] g(y)dy
+
∫ l
0
Iw(y) [αφ(y)h(y) + βφ(y)z(y) + γφ(y)g(y)] z(y)dy
+ 1
∫ l
0
ρ(y) [αω(y)h(y) + βω(y)z(y) + γω(y)g(y)] f(y)dy
+ 2
∫ l
0
Iw(y) [αφ(y)h(y) + βφ(y)z(y) + γφ(y)g(y)]h(y)dy
= 1
∫ l
0
ρ(y)γω(y)f(y)g(y)dy + 1
∫ l
0
ρ(y)αω(y)f(y)h(y)dy (8.56)
+ 1
∫ l
0
ρ(y)βω(y)f(y)z(y)dy +
∫ l
0
ρ(y)γω(y)g2(y)dy
+
∫ l
0
(ρ(y)αω(y) + 2Iw(y)γφ(y))g(y)h(y)dy
+
∫ l
0
(ρ(y)βω(y) + Iw(y)γφ(y))g(y)z(y)dy + 2
∫ l
0
Iw(y)αφ(y)h2(y)dy
+
∫ l
0
Iw(y)(αφ(y) + 2βφ(y))h(y)z(y)dy +
∫ l
0
Iw(y)βφ(y)z2(y)dy.
En ayant une nouvelle fois recours aux inégalités de Young et de Poincaré (pour f, f ′, g, g′, h, z ∈
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AC[0, l] avec f(0) = f ′(0) = g(0) = g′(0) = h(0) = z(0) = 0), on obtient pour r3, . . . , r5 > 0
que :∣∣∣∣∣
∫ l
0
ρ(y)γω(y)f(y)g(y)dy
∣∣∣∣∣ ≤ √ρ |γω|
∫ l
0
|f(y)|
∣∣∣∣√ρ(y)g(y)∣∣∣∣ dy
≤
√
ρ |γω|
2r3
∫ l
0
f 2(y)dy +
√
ρ |γω|r3
2
∫ l
0
ρ(y)g2(y)dy
≤ 8l
4√ρ |γω|
pi4r3
∫ l
0
f ′′2(y)dy +
√
ρ |γω|r3
2
∫ l
0
ρ(y)g2(y)dy
≤ 8l
4√ρ |γω|
pi4EIr3
∫ l
0
EI(y)f ′′2(y)dy +
√
ρ |γω|r3
2
∫ l
0
ρ(y)g2(y)dy,
(8.57a)∣∣∣∣∣
∫ l
0
ρ(y)αω(y)f(y)h(y)dy
∣∣∣∣∣ ≤ ρ |αω|2r4
∫ l
0
f 2(y)dy + ρ |αω|r42
∫ l
0
h2(y)dy
≤ 8l
4ρ |αω|
pi4r4
∫ l
0
f ′′2(y)dy + 2l
2ρ |αω|r4
pi2
∫ l
0
h′2(y)dy
≤ 8l
4ρ |αω|
pi4EIr4
∫ l
0
EI(y)f ′′2(y)dy + 2l
2ρ |αω|r4
pi2GJ
∫ l
0
GJ(y)h′2(y)dy,
(8.57b)∣∣∣∣∣
∫ l
0
ρ(y)βω(y)f(y)z(y)dy
∣∣∣∣∣ ≤ ρ |βω|2r5
∫ l
0
f 2(y)dy + ρ |βω|r52
∫ l
0
z2(y)dy
≤ 8l
4ρ |βω|
pi4r5
∫ l
0
f ′′2(y)dy + ρ |βω|r52
∫ l
0
z2(y)dy
≤ 8l
4ρ |βω|
pi4EIr5
∫ l
0
EI(y)f ′′2(y)dy + ρ |βω|r52Iw
∫ l
0
Iw(y)z2(y)dy, (8.57c)∣∣∣∣∣
∫ l
0
ρ(y)γω(y)g2(y)dy
∣∣∣∣∣ ≤ |γω|
∫ l
0
ρ(y)g2(y)dy. (8.57d)
Similairement, on a pour r6, . . . , r8 > 0 que :∣∣∣∣∣
∫ l
0
(ρ(y)αω(y) + 2Iw(y)γφ(y))g(y)h(y)dy
∣∣∣∣∣
≤
(√
ρ |αω|+ 2Iw|γφ|√
ρ
)∫ l
0
∣∣∣∣√ρ(y)g(y)∣∣∣∣ |h(y)|dy
≤
√
ρρ |αω|+ 2Iw|γφ|
2√ρr6
∫ l
0
ρ(y)g2(y)dy +
(
√
ρρ |αω|+ 2Iw|γφ|)r6
2√ρ
∫ l
0
h2(y)dy
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≤
√
ρρ |αω|+ 2Iw|γφ|
2√ρr6
∫ l
0
ρ(y)g2(y)dy +
2l2(
√
ρρ |αω|+ 2Iw|γφ|)r6
pi2
√
ρ
∫ l
0
h′2(y)dy
≤
√
ρρ |αω|+ 2Iw|γφ|
2√ρr6
∫ l
0
ρ(y)g2(y)dy +
2l2(
√
ρρ |αω|+ 2Iw|γφ|)r6
pi2
√
ρGJ
∫ l
0
GJ(y)h′2(y)dy,
(8.58a)∣∣∣∣∣
∫ l
0
(ρ(y)βω(y) + Iw(y)γφ(y))g(y)z(y)dy
∣∣∣∣∣
≤
√ρ |βω|√
Iw
+
√
Iw |γφ|√
ρ
∫ l
0
∣∣∣∣√ρ(y)g(y)∣∣∣∣ ∣∣∣∣√Iw(y)z(y)∣∣∣∣ dy
≤ 12r7
√ρ |βω|√
Iw
+
√
Iw |γφ|√
ρ
∫ l
0
ρ(y)g2(y)dy
+ r72
√ρ |βω|√
Iw
+
√
Iw |γφ|√
ρ
∫ l
0
Iw(y)z2(y)dy, (8.58b)
∣∣∣∣∣
∫ l
0
Iw(y)αφ(y)h2(y)dy
∣∣∣∣∣
≤ Iw |αφ|
∫ l
0
h2(y)dy ≤ 4l
2Iw|αφ|
pi2
∫ l
0
h′2(y)dy ≤ 4l
2Iw|αφ|
pi2GJ
∫ l
0
GJ(y)h′2(y)dy, (8.58c)∣∣∣∣∣
∫ l
0
Iw(y)(αφ(y) + 2βφ(y))h(y)z(y)dy
∣∣∣∣∣
≤
√
Iw(|αφ|+ 2|βφ|)
∫ l
0
|h(y)|
∣∣∣∣√Iw(y)z(y)∣∣∣∣ dy
≤
√
Iw(|αφ|+ 2|βφ|)
2r8
∫ l
0
h2(y)dy +
√
Iw(|αφ|+ 2|βφ|)r8
2
∫ l
0
Iw(y)z2(y)dy
≤ 2l
2
√
Iw(|αφ|+ 2|βφ|)
pi2r8
∫ l
0
h′2(y)dy +
√
Iw(|αφ|+ 2|βφ|)r8
2
∫ l
0
Iw(y)z2(y)dy
≤ 2l
2
√
Iw(|αφ|+ 2|βφ|)
pi2GJr8
∫ l
0
GJ(y)h′2(y)dy +
√
Iw(|αφ|+ 2|βφ|)r8
2
∫ l
0
Iw(y)z2(y)dy.
(8.58d)
Finalement on a par majoration directe :∣∣∣∣∣
∫ l
0
Iw(y)βφ(y)z2(y)dy
∣∣∣∣∣ ≤ |βφ|
∫ l
0
Iw(y)z2(y)dy. (8.59)
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On déduit des inégalités précédentes la majoration suivante :
〈A2X,X〉H,2
≤ 81l
4ρ
pi4EI
( |αω|
r4
+ |βω|
r5
+ |γω|√
ρr3
)∫ l
0
EI(y)f ′′2(y)dy (8.60)
+
|γω|+
√
ρρ |αω|+ 2Iw |γφ|
2√ρr6 +
1
√
ρ |γω|r3
2 +
√
ρ |βω|/
√
Iw +
√
Iw |γφ|/√ρ
2r7

×
∫ l
0
ρ(y)g2(y)dy
+ 4l
2
pi2GJ
(
√
ρρ |αω|+ 2Iw|γφ|)r6
2√ρ +
√
Iw(|αφ|+ 2|βφ|)
2r8
+ 1ρ |αω|r42 + 2Iw |αφ|

×
∫ l
0
GJ(y)h′2(y)dy
+
|βφ|+ (
√
ρ |βω|/
√
Iw +
√
Iw |γφ|/√ρ)r7
2 +
√
Iw(|αφ|+ 2|βφ|)r8
2 +
1ρ|βω|r5
2Iw

×
∫ l
0
Iw(y)z2(y)dy.
En combinant cette inégalité avec (8.35) et en notant X(t) = (f(·, t), g(·, t), h(·, t), z(·, t)),
l’équation (8.55) donne lieu à la majoration :
E˙(t) ≤− k1(g(l, t) + 1f(l, t))2 − k2(z(l, t) + 2h(l, t))2 (8.61)
− λ1
∫ l
0
EI(y)f ′′2(y, t)dy + λ2
∫ l
0
ρ(y)g2(y, t)dy − λ3
∫ l
0
ηω(y)EI(y)g′′2(y, t)dy
− λ4
∫ l
0
GJ(y)h′2(y, t)dy + λ5
∫ l
0
Iw(y)z2(y, t)dy − λ6
∫ l
0
ηφ(y)GJ(y)z′2(y, t)dy,
où
λ1 , 1
(
1−
√
ηω
2r1
− 8l
4ρ
pi4EI
( |αω|
r4
+ |βω|
r5
+ |γω|√
ρr3
))
, (8.62a)
λ2 , |γω|+
√
ρρ |αω|+ 2Iw |γφ|
2√ρr6 +
1
√
ρ |γω|r3
2 +
√
ρ |βω|/
√
Iw +
√
Iw |γφ|/√ρ
2r7
, (8.62b)
λ3 , 1− 1
(
16l4ρ
pi4ηωEI
+
√
ηωr1
2
)
, (8.62c)
λ4 , 2
(
1−
√
ηφ
2r2
)
(8.62d)
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− 4l
2
pi2GJ
(
√
ρρ |αω|+ 2Iw|γφ|)r6
2√ρ +
√
Iw(|αφ|+ 2|βφ|)
2r8
+ 1ρ |αω|r42 + 2Iw |αφ|
 ,
λ5 , |βφ|+
(√ρ |βω|/
√
Iw +
√
Iw |γφ|/√ρ)r7
2 +
√
Iw(|αφ|+ 2|βφ|)r8
2 +
1ρ|βω|r5
2Iw
, (8.62e)
λ6 , 1− 2
(
4l2Iw
pi2ηφGJ
+
√
ηφr2
2
)
. (8.62f)
On émet alors l’hypothèse suivante.
Hypothèse 8.1 On suppose que les constantes du problème intervenant dans (8.1a-8.1b)
sont telles qu’il existe r1, r2, . . . , r8 > 0 avec 0 < 1 < min(∗1, 1/Km) et 0 < 2 < min(∗2, 1/Km)
tels que λ1, . . . , λ6 > 0, pi4ηωEIλ3/(16l4ρ)− λ2 > 0 et pi2ηφGJλ6/(4l2Iw)− λ5 > 0.
Sous réserve de satisfaction de l’Hypothèse 8.1, on a d’après l’inégalité de Poincaré les deux
majoration suivantes :
0 ≤
∫ l
0
ρ(y)g2(y, t)dy ≤ ρ
∫ l
0
g2(y, t)dy ≤
(
4l2
pi2
)2
ρ
∫ l
0
g′′2(y, t)dy
≤ 16l
4ρ
pi4ηωEI
∫ l
0
ηω(y)EI(y)g′′2(y, t)dy, (8.63a)
0 ≤
∫ l
0
Iw(y)z2(y, t)dy ≤ Iw
∫ l
0
z2(y, t)dy ≤ 4l
2
pi2
Iw
∫ l
0
z′2(y, t)dy
≤ 4l
2Iw
pi2ηφGJ
∫ l
0
ηφ(y)GJ(y)z′2(y, t)dy. (8.63b)
En injectant ces deux inégalités dans (8.61), on obtient :
E˙(t) ≤− k1(g(l, t) + 1f(l, t))2 − k2(z(l, t) + 2h(l, t))2 (8.64)
− λ1
∫ l
0
EI(y)f ′′2(y, t)dy − λ4
∫ l
0
GJ(y)h′2(y, t)dy
−
(
pi4ηωEIλ3
16l4ρ − λ2
)∫ l
0
ρ(y)g2(y, t)dy −
(
pi2ηφGJλ6
4l2Iw
− λ5
)∫ l
0
Iw(y)z2(y, t)dy.
En introduisant alors
µm , 2 min
(
λ1,
pi4ηωEIλ3
16l4ρ − λ2, λ4,
pi2ηφGJλ6
4l2Iw
− λ5
)
> 0, (8.65)
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et en rappelant que k1, k2 ≥ 0, on obtient par l’équivalence des normes (8.30) :
∀t ≥ 0, E˙(t) ≤ −µm2 ‖X(t)‖
2
H,1 ≤ −ΛE(t), (8.66)
où Λ , µm/(1 + mKm) > 0 est indépendant de la condition initiale X0 ∈ D(A). Ainsi,
puisque E ∈ C1(R+;R), on obtient après intégration de l’inégalité que pour tout t ≥ 0,
E(t) ≤ E(0)e−Λt. En rappelant que par définition E(t) = ‖X(t)‖2H,2 /2, on obtient :
∀X0 ∈ D(A), ∀t ≥ 0, ‖T (t)X0‖H,2 ≤ ‖X0‖H,2 e−Λt/2. (8.67)
Étant donné que T (t) ∈ L(H) pour tout t ≥ 0 et D(A) = H, l’inégalité précédente est
valable pour tout X0 ∈ H. On en déduit donc que T (t) est un C0-semi-groupe de contraction
exponentiellement stable relativement au produit scalaire 〈·, ·〉H,2 avec ‖T (t)‖H,2 ≤ e−Λt/2
pour tout t ≥ 0. En invoquant une nouvelle fois l’équivalence des normes (8.30), on obtient que
‖T (t)‖H,1 ≤ KEe−Λt/2 pour tout t ≥ 0 avec KE =
√
(1 +Kmm)/(1−Kmm). En particulier,
le taux de croissance ω0(T ) de T (t) est tel que ω0(T ) ≤ −Λ/2 < 0. Ces résultats sont résumés
dans le prochain théorème.
Théorème 8.11 Sous l’Hypothèse 8.1, T (t) est un C0-semi-groupe exponentiellement stable
relativement à 〈·, ·〉H,1 et 〈·, ·〉H,2.
8.3.2 Analyse de la stabilité pour des entrées de perturbation bornées
Soit X(t) = T (t)X0 = (f(·, t), g(·, t), h(·, t), z(·, t)) la solution du problème de contrôle à la
frontière (8.16) associée à la condition initiale X0 ∈ D(Ad). Sous réserve de l’hypothèse 8.1,
on obtient de (8.53) que pour tout t ≥ 0,
‖X(t)‖H,1 ≤KE ‖X0 −BU(0)‖H,1 e−Λt/2 + ‖B‖ ‖U(t)‖2 (8.68)
+KE ‖AdB‖
∫ t
0
e−Λ(t−s)/2 ‖U(s)‖2 ds+KE ‖B‖
∫ t
0
e−Λ(t−s)/2
∥∥∥U˙(s)∥∥∥
2
ds.
8.3.2.1 Perturbations bornées
Supposons que U et U˙ sont bornées. On obtient alors que :
‖X(t)‖H,1 ≤KE ‖X0 −BU(0)‖H,1 e−Λt/2 +
(
‖B‖+ 2KEΛ ‖AdB‖
)
sup
s∈R+
‖U(s)‖2 (8.69)
+ 2KEΛ ‖B‖ sups∈R+
∥∥∥U˙(s)∥∥∥
2
.
311
Ainsi, l’énergie du système E(t) = ‖X(t)‖2H,1 /2 est bornée et, lorsque t tend vers l’infini, on
a :
lim sup
t→+∞
‖X(t)‖H,1 ≤
(
‖B‖+ 2KEΛ ‖AdB‖
)
sup
s∈R+
‖U(s)‖2 +
2KE
Λ ‖B‖ sups∈R+
∥∥∥U˙(s)∥∥∥
2
. (8.70)
En particulier, on observe que la contribution de la condition initiale décroît de manière
exponentielle. En utilisant les inégalités d’Agmon et de Poincaré, on obtient :
‖f(·, t)‖4∞ ≤
256l6
pi6
‖f ′′(·, t)‖4L2(0,l) ≤
256l6
pi6EI2
‖X(t)‖4H,1 , (8.71a)
‖f ′(·, t)‖4∞ ≤
16l2
pi2
‖f ′′(·, t)‖4L2(0,l) ≤
16l2
pi2EI2
‖X(t)‖4H,1 , (8.71b)
‖h(·, t)‖4∞ ≤
16l2
pi2
‖h′(·, t)‖4L2(0,l) ≤
16l2
pi2GJ2
‖X(t)‖4H,1 . (8.71c)
En l’absence de perturbations (U = 0), on obtient donc la convergence exponentielle et
uniforme le long de l’aile vers zéro des déplacements en flexion ω = f et ωy = f ′, et en
torsion φ = h. En présence d’une perturbation bornée, les déplacements flexibles sont bornés
de manière uniforme le long de l’aile et l’on a :
lim sup
t→+∞
||f(·, t)||∞ ≤
4l3/2
pi3/2EI1/2
lim sup
t→+∞
‖X(t)‖H,1 < +∞, (8.72a)
lim sup
t→+∞
||f ′(·, t)||∞ ≤
2l1/2
pi1/2EI1/2
lim sup
t→+∞
‖X(t)‖H,1 < +∞, (8.72b)
lim sup
t→+∞
||h(·, t)||∞ ≤
2l1/2
pi1/2GJ1/2
lim sup
t→+∞
‖X(t)‖H,1 < +∞. (8.72c)
Les majorations ainsi obtenues portant sur l’énergie du système ainsi que les déplacements
flexibles sont fonction de ‖B‖ et ‖AdB‖ respectivement donnés par (8.48) and (8.51). On
retrouve alors le fait qu’un accroissement de la rigidité de l’aile a pour conséquence de réduire
l’impact des perturbations sur le comportement du système bouclé.
8.3.2.2 Perturbations convergeant vers zéro
Supposons que les perturbations sont telles que :
lim
t→+∞ ‖U(t)‖2 = limt→+∞
∥∥∥U˙(t)∥∥∥
2
= 0. (8.73)
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Alors, ‖X(t)‖H,1 converge vers zéro lorsque t → +∞. Pour le démontrer, il suffit d’établir
que les deux intégrales intervenant dans (8.68) convergent vers zéro lorsque t → +∞. Pour
cela, fixons un  > 0 arbitraire. De par (8.73), il existe T ≥ 0 tel que pour tout t ≥ T ,
‖U(t)‖2 ≤ Λ/2. En fixant la valeur d’un tel T ≥ 0, on a pour tout t ≥ T ,∫ t
0
e−Λ(t−s)/2 ‖U(s)‖2 ds =e−Λt/2
∫ T
0
eΛs/2 ‖U(s)‖2 ds+
∫ t
T
e−Λ(t−s)/2 ‖U(s)‖2 ds
≤e−Λt/2
∫ T
0
eΛs/2 ‖U(s)‖2 ds+ , (8.74)
dont on déduit que
lim sup
t→+∞
∫ t
0
e−Λ(t−s)/2 ‖U(s)‖2 ds ≤ . (8.75)
Cette inégalité étant vérifiée pour tout  > 0, la positivité de l’intégrale implique alors que
lim
t→+∞
∫ t
0
e−Λ(t−s)/2 ‖U(s)‖2 ds = 0. (8.76)
Le même argument montre que la seconde intégrale de (8.68) converge également vers zéro
lorsque t→ +∞. On a donc montré que ‖X(t)‖H,1 −→t→+∞ 0. On déduit donc de cette que :
lim
t→+∞ ||f(·, t)||∞ = limt→+∞ ||f
′(·, t)||∞ = limt→+∞ ||h(·, t)||∞ = 0. (8.77)
En d’autres termes, les déplacements en flexion ω = f et ωy = f ′, et en torsion φ = h,
convergent uniformément le long de l’aile vers zéro lorsque t→ +∞.
8.4 Résultats de simulation
Le comportement du système bouclé est évalué en simulation (cf. Annexe E pour les détails
sur la discrétisation du modèle). La condition initiale est sélectionnée comme étant ω0(y) =
y2(y − 3l)/(40l2), ωt0(y) = 0, φ0(y) = 2piy2/(45l2) et φt0(y) = 0. Les résultats sont illustrés
à la Fig. 8.1. En fixant les gains du contrôleur à k1 = 10 et k2 = 4, le comportement du
système bouclé est illustré à la Fig. 8.2 pour une perturbation en entrée sélectionnée comme
suit :
u1(t) = 3 cos(0.2pit) sin(pit) cos(3pit), (8.78a)
u2(t) = sin(0.2pit) cos(pit) sin(3pit). (8.78b)
On observe une rapide atténuation des déplacements flexibles même en présence de pertur-
bations en entrée. Finalement, les déplacements flexibles à l’extrémité de l’aile du système
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bouclé sont donnés à la Fig. 8.3(a) tandis que l’effort de commande est illustré à la Fig. 8.3(b).
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Figure 8.1 Réponse du système en boucle ouverte
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Figure 8.2 Réponse du système en boucle fermée
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Figure 8.3 Comportement du système bouclé à l’extrémité de l’aile et effort de commande
associé
En conclusion, on a donc démontré pour l’aile non homogène l’existence et l’unicité des tra-
jectoires du système en boucle fermée en la présence de perturbations en entrée de commande
suffisamment régulières. Sous réserve de l’Hypothèse 8.1, il a été montré qu’en la présence
de perturbations bornées (en amplitude et en vitesse), l’énergie du système ainsi que les
déplacements en flexion et en torsion demeurent bornés.
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CHAPITRE 9 CONCLUSION
9.1 Contributions des travaux de recherche
Cette thèse s’inscrivait dans le cadre général de la commande des systèmes aérospatiaux.
Cette thématique générale s’est scindée en deux parties. La première partie constituée des
Chapitres 3 à 5 portait sur la commande des systèmes non linéaires par la méthode du
séquencement des gains (gain-scheduling). La seconde partie traitée dans les Chapitres 6 à 8
a quant à elle abordé le problème de la commande des ailes d’avions flexibles modélisées par
des systèmes à paramètres distribués.
La première partie portant sur la méthode du séquencement des gains s’est plus spécifi-
quement attachée à étudier le problème des termes de couplage cachés (TCC). Après avoir
détaillé la problématique ainsi que les limitations des solutions existantes pour la traiter dans
le Chapitre 3, les solutions alternatives proposées dans le cadre de cette thèse ont été présen-
tées dans les Chapitres 4 et 5. Ces deux chapitres correspondent à deux approches distinctes
pour traiter le problème des TCC.
Dans le Chapitre 4, l’approche adoptée réside dans l’intégration explicite de la contribution
des TCC dans la phase de synthèse grâce à des méthodes d’autoséquencement des gains. En
effet, il a été montré qu’un choix a priori des formules de séquencement des gains permet
de calculer de manière explicite les TCC et de les intégrer dans le processus de synthèse.
Au-delà du développement de cette idée générale, sa mise en œuvre a été effectuée via trois
méthodes de synthèse distinctes. La première tire profit de la synthèse H∞ structurée dont
les capacités multimodèle permettent la synthèse directe de contrôleurs autoséquencés. La
seconde, offrant une mise en application plus simple, repose sur le placement de structure
propre. Finalement, une approche itérative générique pouvant être couplée à une méthode de
synthèse LTI quelconque a été développée. Ces différentes approches ont été appliquées pour
la commande en tangage d’un missile et le contrôle des déplacements flexibles du BACT, une
section d’aile à deux degrés de liberté présentant le premier mode des déplacements en flexion
et en torsion. L’ensemble des résultats numériques obtenus viennent confirmer les bénéfices
de l’incorporation explicite des TCC dans le processus de synthèse.
A contrario, le Chapitre 5 a investigué la problématique de gestion des TCC, non pas dans
la phase de synthèse des gains du contrôleur séquencé, mais dans la phase d’implémenta-
tion de la famille de contrôleurs LTI. L’objectif était de proposer une solution générique
d’implémentation de contrôleurs séquencés visant à éviter l’apparition des TCC. L’avantage
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d’une telle implémentation est que la famille de contrôleurs LTI peut dès lors être obtenue
par n’importe quelle méthode de synthèse existante, sans se soucier de la contribution des
TCC dans la phase de synthèse. Bien qu’une solution de ce type existe dans la littérature, à
savoir la velocity-based implementation, elle nécessite de disposer de la dérivée temporelle de
la mesure du système, limitant fortement sa mise en œuvre pratique. La solution qui a été
proposée dans cette thèse permet de lever cette limitation. En outre, des analyses théoriques
ont permis de confirmer sa validité en assurant que l’implémentation permet de préserver
le comportement entrée-sortie des contrôleurs locaux tout en préservant leurs propriétés de
stabilité interne du point de vue des modes non commandables et non observables. L’ap-
plication de cette stratégie d’implémentation sur le missile et le BACT est venu confirmer,
autant pour un simple retour de sortie statique qu’un contrôleur dynamique, la pertinence
de l’approche proposée.
La seconde partie a abordé le problème de la commande des ailes d’avions flexibles modélisées
par des systèmes à paramètres distribués. Le modèle employé était composé de deux EDP
couplées décrivant les déplacements en flexion et en torsion de l’aile sous l’effet d’efforts aé-
rodynamiques quasi-stationnaires. Il en résulte le système à paramètres distribués introduit
dans le Chapitre 6. Les études reportées dans la littérature sur un tel modèle font en général
un certain nombre d’hypothèses portant sur l’existence et la régularité des trajectoires du
systèmes. De telles hypothèses se motivent sur la base d’intuitions physiques mais repré-
sentent d’un point de vue mathématiques des hypothèses had hoc sans fondement rigoureux.
En particulier, elles balayent la question fondamentale de la well-posedness du système. L’un
des objectifs de cette thèse était d’éviter le recours à de telles hypothèses en traitant le pro-
blème dans le cadre de la la théorie des C0-semi-groupes dont les résultats fondamentaux ont
été rappelés dans le Chapitre 6.
La cas de l’aile homogène a été traité dans le Chapitre 7. La loi de commande proposée
consiste en un retour de sortie se basant sur la position, la vitesse et l’accélération des
déplacements en flexion et en torsion à l’extrémité de l’aile. Le système en boucle fermée
ainsi obtenu a été analysé. Dans un premier temps, l’existence et l’unicité des trajectoires du
système ont été prouvées à travers le concept de well-posedness en démontrant que l’opérateur
sous-jacent est le générateur d’un C0-semi-groupe. Fort de ce résultat, l’analyse de la stabilité
du système a été effectuée dans le cadre des méthodes des multiplicateurs d’énergie à travers
le recours à une fonction de Lyapunov. Il s’en dégage un ensemble de contraintes, analogues à
celles reportées dans la littérature sur des problèmes de commande similaires, sous lesquelles
la stabilité exponentielle de l’énergie du système bouclé est garantie. Il fut dès lors possible
de démontrer la stabilité exponentielle uniforme le long de l’aile des déplacements flexibles
en flexion et en torsion. Des simulations numériques sont venues confirmer la validité de la
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stratégie de commande.
Cette étude a finalement été étendue dans le Chapitre 8 au cas de l’aile non homogène en
présence de perturbations en entrée de commande. La présence de perturbations a conduit
à considérer une reformulation du problème sous la forme d’un problème de contrôle à la
frontière sous forme abstraite. Après avoir démontré de manière analogue au cas de l’aile
homogène la well-posedness du système bouclé en l’absence de perturbation, l’existence et
l’unicité des trajectoires du système perturbé a pu être établie. S’en est suivi une analyse
de la stabilité du système bouclé ayant montré que les déplacements flexibles demeurent
uniformément bornés le long de l’aile en présence de perturbations bornées.
9.2 Perspectives
Les approches développées dans cette thèse sur la problématique de gestion des TCC per-
mettent de venir compléter l’éventail des solutions disponibles dans la littérature. Un des
atouts majeurs des solutions proposées dans cette thèse est qu’elles sont applicables pour
des contrôleurs à architecture fixe, les rendant pertinentes dans le cadre de l’industrie aéro-
spatiale et ouvrant la perspective de leur mise en œuvre pratique. Notons que les résultats
obtenus l’ont été pour des fonctions de séquencement qui sont différentiables. Or, la majorité
des contrôleurs séquencés employés à l’heure actuelle repose sur une interpolation linéaire
par morceaux de tables (communément appelées look-up tables). Il en résulte l’existence de
points de fonctionnement pour lesquels les gains séquencés ne sont pas différentiables. Les
TCC faisant intervenir de manière intrinsèque les dérivées partielles des gains séquencés, cela
est à même d’introduire un certain nombre de difficultés théoriques qui devront être étu-
diées. De plus, les aspects traités dans cette thèse ont porté exclusivement sur l’intégration
de l’impact des TCC dans le processus de synthèse. Les aspects de validation portant sur la
stabilité et les performances à travers le domaine d’opération restent à investiguer.
Au détour de la problématique des TCC s’est posé la question de la généralisation de la pre-
mière méthode de Lyapunov au cas de champs de vecteurs non continûment différentiables.
Les premiers résultats ont été obtenus dans le cadre de champs de vecteurs admettant des dé-
rivées directionnelles comme reportés dans l’Annexe B. L’approfondissement de ces résultats
ainsi que leur extension à des hypothèses affaiblies est une des pistes de travail possibles.
Pour ce qui est du second thème abordé dans cette thèse portant sur la commande d’ailes
d’avions flexibles modélisées par des systèmes distribués, il reste beaucoup à faire. Les travaux
reportés dans la littérature pour la commande de tels systèmes en est à ses balbutiements et
de nombreux progrès restent à effectuer. Parmi les axes potentiels mentionnons le recours à un
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modèle dont le couplage entre les dynamiques en flexion et en torsion est accru, l’inclusion
de la dynamique des actionneurs, le couplage avec la dynamique de l’avion, l’inclusion de
phénomènes aérodynamiques instationnaires modélisés en dimension finie et le couplage avec
des EDP décrivant l’écoulement du flux d’air le long de l’aile.
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ANNEXE A ÉTUDE DE LA RÉGULARITÉ D’UNE FONCTION
Soient Θ = [−1, 1]s et K∗i , ψ ∈ C1(Θ;R) avec K∗i ne s’annulant pas. Considérons l’équation
différentielle en f donnée par :
∀(y1,wm) ∈ Θ, y1 ∂f
∂y1
∣∣∣∣∣
(y1,wm)
+ [1− α(y1,wm)y1] f(y1,wm) = ψ(y1,wm), (A.1)
où α = 1
K∗i
∂K∗i
∂y1
, y1 ∈ [−1, 1] et wm ∈ Θw , [−1, 1]s−1. Un calcul direct montre que la
fonction f définie par
∀(y1,wm) ∈ Θ\({0} ×Θw), f(y1,wm) = 1
y1
K∗i (y1,wm)
∫ y1
0
ψ(ξ,wm)
K∗i (ξ,wm)
dξ, (A.2)
vérifie l’équation (A.1) sur le domaine restreint Θ\({0} × Θw). L’objectif est de démontrer
que la fonction f ainsi définie peut se prolonger en une fonction continue qui 1) admet une
dérivée partielle ∂f/∂y1 ∈ C0(Θ;R) ; 2) soit solution de (A.1) sur Θ.
A.1 Prolongement par continuité en y1 = 0
La fonction f donnée par (A.2) étant continue en tout point (y1,wm) ∈ Θ\({0} × Θw), on
va étudier la possibilité de la prolonger en une fonction continue sur Θ. Pour w0 ∈ Θw fixé
arbitrairement, le théorème fondamental de l’analyse montre que :
lim
0<|y1|→0
f(y1,w0) = ψ(0,w0). (A.3)
Ainsi, on peut prolonger par continuité la fonction y1 → f(y1,w0) en y1 = 0 en posant 1
f(0,w0) = ψ(0,w0). Il reste donc à démontrer que ce prolongement rend la fonction f
continue sur Θ. Soit w0 ∈ Θw fixé. Pour tout (y1,wm) ∈ Θ\({0} ×Θw),
|f(y1,wm)− ψ(0,w0)| =
∣∣∣∣∣K∗i (y1,wm)y1
∫ y1
0
ψ(ξ,wm)
K∗i (ξ,wm)
dξ − K
∗
i (0,w0)
y1
∫ y1
0
ψ(0,w0)
K∗i (0,w0)
dξ
∣∣∣∣∣
≤ 1|y1|
∣∣∣∣∣K∗i (y1,wm)
∫ y1
0
ψ(ξ,wm)
K∗i (ξ,wm)
− ψ(0,w0)
K∗i (0,w0)
dξ
∣∣∣∣∣
+ 1|y1|
∣∣∣∣∣[K∗i (y1,wm)−K∗i (0,wm)]
∫ y1
0
ψ(0,w0)
K∗i (0,w0)
dξ
∣∣∣∣∣
1. Avec un léger abus de notation, on note également f le prolongement ainsi obtenu.
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≤ 1|y1| |K
∗
i (y1,wm)|
∫ |y1|
0
∣∣∣∣∣ ψ(ξ,wm)K∗i (ξ,wm) −
ψ(0,w0)
K∗i (0,w0)
∣∣∣∣∣ dξ (A.4)
+ 1|y1| |K
∗
i (y1,wm)−K∗i (0,wm)|
∫ |y1|
0
∣∣∣∣∣ ψ(0,w0)K∗i (0,w0)
∣∣∣∣∣ dξ.
Soit  > 0 fixé. Puisque K∗i , ψ/K∗i ∈ C0(Θ;R) avec Θ compact, il existe M > 0 tel que
pour tout (y1,wm) ∈ Θ, |K∗i (y1,wm)| ≤ M et |ψ(y1,wm)/K∗i (y1,wm)| ≤ M . De plus, par
continuité, il existe η > 0 tel que pour tout |y1| < η et ||wm −w0||∞ < η, les inégalités
suivantes sont vérifiées :∣∣∣∣∣ ψ(y1,wm)K∗i (y1,wm) −
ψ(0,wm)
K∗i (0,wm)
∣∣∣∣∣ < 2M , |K∗i (y1,wm)−K∗i (0,wm)| < 2M . (A.5)
On en déduit que pour tout 0 < |y1| < η et ||wm −w0||∞ < η,
|f(y1,wm)− ψ(0,w0)| < M|y1|
∫ |y1|
0

2M dξ +

2M |y1|
∫ |y1|
0
Mdξ ≤ . (A.6)
De plus, puisque la fonction ψ est continue sur Θ, il existe η′ > 0 tel que ||wm −w0||∞ < η′
implique que |ψ(0,w) − ψ(0,w0)| < . Ainsi, en prenant η′′ = min(η, η′), |y1| < η′′ et
||wm −w0||∞ < η′′ implique que |f(y1, w)− f(0,w0)| < . On a ainsi démontré que :
lim
(y1,w)→(0,w0)
f(y1, w) = ψ(0,w0). (A.7)
La fonction f prolongée en y1 = 0 par f(0,w0) = ψ(0,w0) est donc continue sur Θ.
A.2 Existence et continuité de ∂f/∂y1
On va à présent s’attacher à établir l’existence et la continuité de la dérivée partielle ∂f/∂y1
sur Θ. On déduit de la continuité de f et de l’équation différentielle (A.1) que ∂f/∂y1 est
continue sur Θ\({0} ×Θw). Il s’agit donc d’étudier le cas y1 = 0. À partir de (A.1-A.2) on a
pour tout (y1,wm) ∈ Θ\({0} ×Θw),
∂f
∂y1
∣∣∣∣∣
(y1,wm)
= 1
y1
(
α(y1,wm)− 1
y1
)
K∗i (y1,wm)
∫ y1
0
ψ(ξ,wm)
K∗i (ξ,wm)
dξ + ψ(y1,wm)
y1
. (A.8)
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Sur la base d’un développement limité à w0 ∈ Θw fixé, un candidat quant à la valeur prise
par ∂f/∂y1 en (0,w0) est identifié comme étant :
1
2
ψ(0,w0)α(0,w0) + ∂ψ
∂y1
∣∣∣∣∣
(0,w0)
 . (A.9)
On va démontrer de manière rigoureuse ce résultat tout en établissant la continuité de ∂f/∂y1.
Notons pour cela que les fonctions ψ, ∂ψ/∂y1, K∗i et ∂K∗i /∂y1 étant continue sur Θ, il existe
M ∈ R∗+ tel que pour tout (y1,wm) ∈ Θ,
|K∗i (y1,wm)| ≤M, (A.10a)∣∣∣∣∣∣ 1K∗i (y1,wm)
∂ψ
∂y1
∣∣∣∣∣
(y1,wm)
∣∣∣∣∣∣ ≤M, (A.10b)∣∣∣∣∣∣ ψ(y1,wm)[K∗i (y1,wm)]2
∂K∗i
∂y1
∣∣∣∣∣
(y1,wm)
∣∣∣∣∣∣ ≤M. (A.10c)
Fixons w0 ∈ Θw et  > 0. Par continuité des fonctions f , α, ψ, ∂ψ/∂y1, K∗i et ∂K∗i /∂y1, il
existe η > 0 tel que pour tout |y1| < η et ||wm −w0||∞ < η,
|α(y1,wm)f(y1,wm)− α(0,w0)f(0,w0)| < /3, (A.11a)
|K∗i (y1,wm)−K∗i (0,w0)| < /(3M), (A.11b)∣∣∣∣∣∣ 1K∗i (y1,wm)
∂ψ
∂y1
∣∣∣∣∣
(y1,wm)
− 1
K∗i (0,w0)
∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ < /(3M), (A.11c)∣∣∣∣∣∣ ψ(y1,wm)[K∗i (y1,wm)]2
∂K∗i
∂y1
∣∣∣∣∣
(y1,wm)
− ψ(0,w0)
[K∗i (0,w0)]
2
∂K∗i
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ < /(3M). (A.11d)
Pour 0 < |y1| < η et ||wm −w0||∞ < η, une première majoration est donnée par :∣∣∣∣∣∣α(y1,wm)y1 K∗i (y1,wm)
y1∫
0
ψ(ξ,wm)
K∗i (y1,wm)
dξ − ψ(0,w0)α(0,w0)
∣∣∣∣∣∣
= |α(y1,wm)f(y1,wm)− α(0,w0)f(0,w0)|
< /3. (A.12)
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Par intégration par partie, on a que pour tout (y1,wm) ∈ Θ,
∫ y1
0
ψ(ξ,wm)
K∗i (ξ,wm)
dξ = ψ(y1,wm)
K∗i (y1,wm)
y1 −
∫ y1
0
1
K∗i (ξ,wm)
∂ψ
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ (A.13)
+
∫ y1
0
ψ(ξ,wm)
[K∗i (ξ,wm)]
2
∂K∗i
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ.
On en déduit que pour y1 6= 0,∣∣∣∣∣∣
(
−K
∗
i (y1,wm)
y21
∫ y1
0
ψ(ξ,wm)
K∗i (ξ,wm)
dξ + ψ(y1,wm)
y1
)
− 12
 ∂ψ
∂y1
∣∣∣∣∣
(0,w0)
− ψ(0,w0)α(0,w0)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣K
∗
i (y1,wm)
y21
∫ y1
0
1
K∗i (ξ,wm)
∂ψ
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ − 12
∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣
+
∣∣∣∣∣∣−K
∗
i (y1,wm)
y21
∫ y1
0
ψ(ξ,wm)
[K∗i (ξ,wm)]
2
∂K∗i
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ + 12ψ(0,w0)α(0,w0)
∣∣∣∣∣∣ . (A.14)
Intéressons nous au premier terme du membre de droite de l’inégalité. Lorsque 0 < |y1| < η
et ||wm −w0||∞ < η on obtient la majoration suivante :∣∣∣∣∣∣K
∗
i (y1,wm)
y21
∫ y1
0
1
K∗i (ξ,wm)
∂ψ
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ − 12
∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣
=
∣∣∣∣∣∣K
∗
i (y1,wm)
y21
∫ y1
0
1
K∗i (ξ,wm)
∂ψ
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ − 1
y21
∫ y1
0
∂ψ
∂y1
∣∣∣∣∣
(0,w0)
ξdξ
∣∣∣∣∣∣
= 1
y21
∣∣∣∣∣∣K∗i (y1,wm)
∫ y1
0
1
K∗i (ξ,wm)
∂ψ
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ −K∗i (0,w0)
∫ y1
0
1
K∗i (0,w0)
∂ψ
∂y1
∣∣∣∣∣
(0,w0)
ξdξ
∣∣∣∣∣∣
≤|K
∗
i (y1,wm)|
y21
∫ |y1|
0
∣∣∣∣∣∣ 1K∗i (ξ,wm)
∂ψ
∂y1
∣∣∣∣∣
(ξ,wm)
− 1
K∗i (0,w0)
∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ |ξ| dξ
+ 1
y21
|K∗i (y1,wm)−K∗i (0,w0)|
∫ |y1|
0
∣∣∣∣∣∣ 1K∗i (0,w0)
∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ |ξ| dξ
<
2
3y21
∫ |y1|
0
ξdξ
≤/3.
(A.15)
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Le second terme vérifie quant à lui pour tout 0 < |y1| < η et ||wm −w0||∞ < η :∣∣∣∣∣∣−K
∗
i (y1,wm)
y21
∫ y1
0
ψ(ξ,wm)
[K∗i (ξ,wm)]
2
∂K∗i
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ + 12ψ(0,w0)α(0,w0)
∣∣∣∣∣∣
=
∣∣∣∣∣∣K
∗
i (y1,wm)
y21
∫ y1
0
ψ(ξ,wm)
[K∗i (ξ,wm)]
2
∂K∗i
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ − 1
y21
∫ y1
0
ψ(0,w0)α(0,w0)ξdξ
∣∣∣∣∣∣
= 1
y21
∣∣∣∣∣∣K∗i (y1,wm)
∫ y1
0
ψ(ξ,wm)
[K∗i (ξ,wm)]
2
∂K∗i
∂y1
∣∣∣∣∣
(ξ,wm)
ξdξ −K∗i (0,w0)
∫ y1
0
ψ(0,w0)
[K∗i (0,w0)]
2
∂K∗i
∂y1
∣∣∣∣∣
(0,w0)
ξdξ
∣∣∣∣∣∣
≤|K
∗
i (y1,wm)|
y21
∫ |y1|
0
∣∣∣∣∣∣ ψ(ξ,wm)[K∗i (ξ,wm)]2
∂K∗i
∂y1
∣∣∣∣∣
(ξ,wm)
− ψ(0,w0)
[K∗i (0,w0)]
2
∂K∗i
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ |ξ| dξ
+ 1
y21
|K∗i (y1,wm)−K∗i (0,w0)|
∫ |y1|
0
∣∣∣∣∣∣ ψ(0,w0)[K∗i (0,w0)]2
∂K∗i
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ |ξ| dξ
<
2
3y21
∫ |y1|
0
|ξ| dξ
≤/3
(A.16)
À partir de l’identité (A.8) et en combinant les trois inégalités (A.12-A.16), il découle que
pour tout 0 < |y1| < η et ||wm −w0||∞ < η,∣∣∣∣∣∣ ∂f∂y1
∣∣∣∣∣
(y1,wm)
− 12
ψ(0,w0)α(0,w0) + ∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ < . (A.17)
Le théorème de prolongement d’une dérivée permet de conclure que ∂f/∂y1 existe pour tout
w0 ∈ Θw en y1 = 0 et est donnée par :
∀w0 ∈ Θw, ∂f
∂y1
∣∣∣∣∣
(0,w0)
= 12
ψ(0,w0)α(0,w0) + ∂ψ
∂y1
∣∣∣∣∣
(0,w0)
 . (A.18)
De plus, en y1 = 0 on a par continuité des fonctions α, ψ et ∂ψ/∂y1 qu’il existe η′ > 0 tel
342
que ||wm −w0||∞ < η′ implique :∣∣∣∣∣∣ ∂f∂y1
∣∣∣∣∣
(0,wm)
− 12
ψ(0,w0)α(0,w0) + ∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣
= 12
∣∣∣∣∣∣
ψ(0,wm)α(0,wm) + ∂ψ
∂y1
∣∣∣∣∣
(0,wm)
−
ψ(0,w0)α(0,w0) + ∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣
< . (A.19)
En posant η′′ = min(η, η′), on obtient que pour tout (y1,wm) ∈ Θ,
|y1| < η′′, ||wm −w0||∞ < η′′ ⇒
∣∣∣∣∣∣ ∂f∂y1
∣∣∣∣∣
(y1,w)
− 12
ψ(0,w0)α(0,w0) + ∂ψ
∂y1
∣∣∣∣∣
(0,w0)
∣∣∣∣∣∣ < .
(A.20)
On a démontré que ∂f/∂y1 est continue en tout point (0,w0) ∈ Θ et donc ∂f/∂y1 ∈ C0(Θ;R).
A.3 Bilan
Il a été démontré que la fonction f définie par (A.2) et prolongée en y1 = 0 par f(0,w0) =
φ(0,w0) est continue sur Θ et admet un dérivée partielle ∂f/∂y1 ∈ C0(Θ;R). Sur cette base,
il est possible de directement vérifier que la fonction f ainsi prolongée satisfait l’équation
différentielle (A.1) sur Θ tout entier.
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ANNEXE B EXTENSION DE LA PREMIÈRE MÉTHODE DE
LYAPUNOV AU CAS DES CHAMPS DE VECTEURS NON
CONTINÛMENT DIFFÉRENTIABLES
Les Chapitres 4 et 5 ont porté sur l’emploi de la méthode du séquencement des gains. En
particulier, de manière à tirer profit des propriétés de symétrie de la dynamique en tangage
du missile et de quasi-symétrie de la dynamique du BACT, on a recouru à l’utilisation de
la valeur absolue dans les formules de séquencement. Il en résulte un système bouclé dont le
champ de vecteurs n’est pas continûment différentiable. Or, le fondement même des méthodes
de séquencement repose sur le fait que le théorème dit de la première méthode de Lyapunov
garantit que la stabilité exponentielle locale d’un système est assurée, lorsque le champ de
vecteurs sous-jacent est de classe C1, si et seulement si la matrice Jacobienne évaluée au point
d’équilibre est Hurwitz, i.e., que la dynamique du linéarisé tangent au point d’équilibre étudié
est elle même exponentiellement stable (Khalil, 1996)[Théorème 4.15, page 165]. Dès lors, le
recours à la valeur absolue dans la formule de séquencement pose problème puisqu’elle ne
permet pas de recourir directement au théorème de la première méthode de Lyapunov.
Comme cela sera vu plus en détails par la suite, la nécessité de l’hypothèse de régularité
C1 dans la démonstration de la première méthode de Lyapunov est double. Dans un premier
temps, elle permet d’assurer que le champ de vecteurs est localement lipschitzien, garantissant
en vertu du théorème de Cauchy-Lipschitz (Khalil, 1996) l’existence et l’unicité de solutions
de l’EDO associée. Dans un second temps, elle fournit un développement de Taylor à l’ordre
un du champ de vecteurs au point d’équilibre étudié, permettant de faire le lien entre les
propriétés de stabilité du système linéarisé avec le système non linéaire d’origine.
Dans le cadre de l’analyse non-lisse (Clarke et al., 2008; Clarke, 2013), de nombreux résultats
ont été reportés quant à l’application de la seconde méthode de Lyapunov 1 pour l’analyse de
systèmes non lisses par le recours à des fonctions de Lyapunov qui ne sont elles-mêmes pas de
classe C1 (Bacciotti and Rosier, 2006; Shevitz and Paden, 1994; Naser, 2017; Kolmanovskii
and Myshkis, 2013; Pepe, 2017). Une alternative possible est d’effectuer l’analyse de stabilité
dans le cadre d’approches de type stabilité robuste en plongeant le problème d’origine en
un problème de stabilité vis-à-vis de paramètres incertains variant dans le temps (Lin et al.,
1996; Karafyllis and Jiang, 2011). Cependant, l’étape de plongement introduit en général un
certain conservatisme au regard du système d’origine. Très peu de résultats ont été reportés
1. La seconde méthode de Lyapunov correspond à la recherche explicite de fonctions de Lyapunov pour
établir la stabilité d’un système (Khalil, 1996; Haddad and Chellaboina, 2008).
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dans la littérature concernant une extension de la première méthode de Lyapunov au cas
de champs de vecteurs non C1. Dans ce domaine, le résultat le plus significatif est celui de
Lasota and Strauss (1971). Il est montré que la stabilité exponentielle locale d’une EDO
dont le champ de vecteurs n’est pas de classe C1 (mais lipschitzien au point d’équilibre)
peut être déduite d’une inclusion différentielle 2 découlant du champ de vecteurs d’origine.
Cette dernière se réduit à la linéarisation usuelle basée sur la matrice Jacobienne lorsque le
champ de vecteurs est de classe C1. Cependant, afin d’appliquer le résultat de Lasota and
Strauss (1971), il est nécessaire de prouver que toutes les solutions de l’inclusion différentielle
découlant du problème d’origine convergent vers zéro lorsque t tend vers +∞.
L’objectif de cette annexe est double. Dans un premier temps, il est montré que si l’hypothèse
de régularité C1 n’est pas satisfaite, la nature Hurwitz de la matrice Jacobienne, lorsqu’elle
existe, ne garantit pas en général la stabilité du système non linéaire d’origine. Afin de fournir
des critères généralisant la première méthode de Lyapunov, on étudie le cas de champs de
vecteurs admettent des dérivées directionnelles (Clarke et al., 2008; Clarke, 2013). Contrai-
rement à l’approche développée dans (Lasota and Strauss, 1971), les critères proposés se
réduisent à vérifier qu’un certain supremum sur un ensemble compact est strictement néga-
tif. On s’intéresse également au cas d’une famille de champs de vecteurs qui ne sont pas de
classe C1 mais dont la stabilité exponentielle locale peut néanmoins être obtenue sur la base
de l’étude de la matrice Jacobienne évaluée au point d’équilibre. Ces résultats ont fait l’objet
d’une publication dans le journal IEEE Control Systems Letters (Lhachemi et al., 2017a).
Cette Annexe est organisée comme suit. La Section B procède à un rappel des résultats
généraux portant sur l’existence et l’unicité de solutions d’une EDO ainsi que sur la première
méthode de Lypunov. La section B montre dans un premier temps par l’intermédiaire d’un
contre-exemple que la première méthode de Lyapunov ne peut être directement transposée
lorsque le champ de vecteurs n’est pas de classe C1. Est présentée dans un second temps
la méthode proposée dans (Lasota and Strauss, 1971) pour analyser de tels systèmes. La
méthode développée dans le cadre de cette thèse est introduite à la Section B puis appliquée
sur divers exemples. Finalement, le cas de champs de vecteurs qui ne sont pas de classe C1
mais qui admettent néanmoins un développement de Taylor à l’ordre un au point d’équilibre
étudié est étudié dans la Section B.
Dans ce chapitre, pour n ∈ N∗, Sn−1 dénote l’hypersphère unité de Rn, i.e., Sn−1 = {x ∈
Rn : ‖x‖2 = 1} avec ‖x‖2 ,
√
x>x. Les ensembles S+n (R), S+∗n (R) et S−∗n (R) sont les
sous-ensembles des matrices symétriques à coefficients réels Sn(R) qui sont respectivement
2. Une inclusion différentielle est un équation du type x˙(t) ∈ F (x(t)) où F : U → P(Rn) avec U un ouvert
de Rn et où l’inconnue est la fonction x : I → Rn avec I un intervalle non vide de R.
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semi-définies positives, définies positives et semi-définies négatives. Étant donnée une norme
‖·‖ sur Rn et pour tout a ∈ Rn et r > 0, D‖·‖(a, r) = {x ∈ Rn : ‖x− a‖ < r}, simplement
noté D(a, r) lorsqu’il n’y a pas d’ambiguïté sur la norme employée. De manière analogue,
D‖·‖(a, r] = {x ∈ Rn : ‖x− a‖ ≤ r}. Les symboles o et O correspondent aux notations
classiques de Bachmann-Landau.
B.1 Existence de solutions, stabilité et première méthode de Lyapunov
On présente dans cette première section les outils usuels sur l’analyse des systèmes décrits
par l’EDO autonome suivante :
x˙(t) = f(x(t)), (B.1a)
x(0) = x0, (B.1b)
où f : D → Rn est de classe C1 sur D ⊂ Rn un domaine, i.e., un sous-ensemble ouvert et
connexe de Rn. On rappelle dans un premier temps le théorème assurant l’existence et l’unicité
des solutions de (B.1a-B.1b). Dans un second temps, on introduit la notion de stabilité au
sens de Lyapunov et le première méthode de Lyapunov qui en découle.
B.1.1 Théorème de Cauchy-Lipschitz
La question fondamentale, avant toute autre considération, qui se pose lors de l’étude de
(B.1a-B.1b) est celle de l’existence de solutions. La question fondamentale auxiliaire est celle
de l’unicité des solutions pour une condition initiale donnée. Pour y répondre, on introduit
le concept de fonction localement lipschitzienne. On dit que f est localement lipschitzienne
si pour tout a ∈ U , il existe η > 0 avec D(a, η) ⊂ U et il existe K > 0 tels que pour tout
x, y ∈ D(a, η), ‖f(x)− f(y)‖ ≤ K ‖x− y‖. Dans le cadre des champs de vecteur localement
lipschitziens, les réponses aux deux questions fondamentales précédemment énoncées sont
données par le théorème de Cauchy-Lipschitz.
Théorème B.1 (Théorème de Cauchy-Lipschitz) (Perko, 2013)[Théorème en page 73]
Soient D un domaine de Rn et x0 ∈ D. Supposons que f : D → Rn soit localement lipschit-
zienne. Alors, il existe a > 0 tel que (B.1a-B.1b) admet une unique solution sur l’intervalle
(−a , a).
Le théorème de Cauchy-Lipschitz assure ainsi, localement, l’existence et l’unicité de solu-
tions pour (B.1a-B.1b). Il permet également d’assurer l’existence et l’unicité de solutions
maximales, comme cela est résumé dans le prochain théorème.
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Théorème B.2 (Solution maximale) (Perko, 2013)[Théorème 1 en page 88] Soient D un
domaine de Rn et x0 ∈ D. Supposons que f : D → Rn soit localement lipschitzienne. Alors il
existe un intervalle ouvert maximal (α, β) sur lequel (B.1a-B.1b) admet une unique solution
x(t), i.e., si y(t) est une solution de (B.1a-B.1b) sur un intervalle I, alors I ⊂ (α, β) et
y(t) = x(t) pour tout t ∈ I.
Lorsque α et ou β sont finis, on observe alors le phénomène dit « d’explosion en temps fini »
de la solution.
Théorème B.3 (Explosion en temps fini) (Perko, 2013)[Théorème 1 en page 89] Soient
D un domaine de Rn, x0 ∈ D et f : D → Rn localement lipschitzienne. Considérons l’in-
tervalle maximal (α, β) d’existence de la solution x(t) du problème (B.1a-B.1b). Si β < +∞
(respectivement α > −∞), alors pour tout compact K ⊂ D, il existe t ∈ (α, β) tel que
x(t) /∈ K.
Il est à noter que dans (Perko, 2013), les théorèmes précédents sont énoncés non pas sous
l’hypothèse « f localement lipschitzienne » mais pour « f de classe C1 ». Néanmoins, l’utilité
de l’hypothèse que le champ de vecteurs f soit de classe C1 réside uniquement dans le fait
qu’il en découle que f est une fonction localement lipschitzienne sur U (Perko, 2013)[Page
71]. Ainsi, les démonstrations des énoncés précédents tels que proposées dans (Perko, 2013)
demeurent inchangées par cette substitution d’hypothèses (confère également (Khalil, 1996)
dans le cadre de systèmes non autonomes).
Finalement, lorsque le champ de vecteurs f : Rn → Rn est (globalement) lipschitzien, i.e., il
existe M > 0 tel que pour tout x1, x2 ∈ Rn, ‖f(x1)− f(x2)‖ ≤M ‖x1 − x2‖, on a le résultat
suivant portant sur l’existence de solutions globales.
Théorème B.4 (Existence de solutions globales) (Khalil, 1996)[Théorème 3.2, page 96]
Soit f : Rn → Rn une fonction (globalement) lipschitzienne. Alors (B.1a-B.1b) admet pour
toute condition initiale x0 ∈ Rn une unique solution maximale x(t) qui est définie pour tout
t ∈ R. Une telle solution est dite globale.
Les résultats précédents amènent à définir la notion de flot de (B.1a).
Définition B.1 (Flot) Soient U un ouvert de Rn et f : D → Rn localement lipschitzienne.
Pour toute condition initiale x0 ∈ D, notons x(t;x0) la solution de (B.1a-B.1b) définie sur
son intervalle d’existence maximal I(x0). Pour tout t ∈ I(x0), la fonction φt : U → D définie
par
φt(x0) = x(t;x0), (B.2)
347
est appelé le flot de l’équation différentielle (B.1a).
B.1.2 Stabilité et première méthode de Lyapunov
Au delà de l’existence de solutions pour (B.1a-B.1b) se pose la question de la notion de point
d’équilibre et de stabilité des solutions. Cela amène à introduire la notion de stabilité au
sens de Lyapunov ainsi qu’entre autres (on se focalisera uniquement sur ce point en vu des
prochains développements) sur la première méthode de Lyapunov.
B.1.2.1 Définition de la stabilité au sens de Lyapunov
On s’intéresse à étudier le comportement des solutions de (B.1a-B.1b) au voisinage d’un point
d’équilibre dont la définition est rappelée ci-dessous.
Définition B.2 (Point d’équilibre) Un point xe ∈ D est appelé point d’équilibre de (B.1a)
si f(xe) = 0.
Il est aisé de voir sur la base des éléments précédents que pour tout point d’équilibre xe ∈ D,
l’unique solution de (B.1a-B.1b) associée à la condition initiale x0 = xe est une solution
globale donnée par x(t) = xe, i.e., φt(xe) = xe. Quitte à effectuer un changement de variable,
on suppose que le point d’équilibre étudié est localisé en xe = 0, i.e., 0 ∈ D et f(0) = 0. On
introduit alors les différentes notions de stabilité au sens de Lyapunov.
Définition B.3 (Stabilité au sens de Lyapunov) (Khalil, 1996) Le point d’équilibre 0
du système (B.1a) est dit :
– (localement) stable si pour tout ε > 0, il existe δ > 0 tel que pour toute condition initiale
‖x0‖ < δ, le flot φt(x0) est bien défini pour tout t ≥ 0 et ‖φt(x0)‖ < ε pour tout t ≥ 0 ;
– instable s’il n’est pas stable ;
– (localement) asymptotiquement stable s’il est stable et s’il existe η > 0 tel que pour toute
condition initiale ‖x0‖ < η, φt(x0) −→
t→+∞ 0 ;
– (localement) exponentiellement stable s’il existe α, β, γ > 0 tels que pour tout t ≥ 0, et
‖x0‖ < η, ‖φt(x0)‖ ≤ α ‖x0‖ e−βt.
Il est évident que la stabilité exponentielle implique la stabilité asymptotique, impliquant
elle même la stabilité. De nombreuses méthodes, essentiellement basées sur le concept de
fonctions de Lyapunov, ont été développées afin de pouvoir établir les propriétés de stabilité
d’un système sous la forme (B.1a-B.1b) sans avoir à résoudre de manière explicite l’équation
différentielle (ce qui, dans la large majorité des cas, n’est pas possible de manière analytique).
Ces méthodes s’inscrivent majoritairement dans ce qui est appelé la seconde méthode de
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Lyapunov. On renvoie le lecteur pour plus de détails à, e.g., (Khalil, 1996; Haddad and
Chellaboina, 2008; Bacciotti and Rosier, 2006; Naser, 2017; Kolmanovskii and Myshkis, 2013).
Dans le cadre de ce chapitre, on se focalise non pas sur la recherche de fonctions de Lyapunov
mais sur le recours au linéarisé tangent du champ de vecteurs afin d’en déduire les propriétés
de stabilité de (B.1a). Cette approche est dite de la première méthode de Lyapunov.
B.1.2.2 Première méthode de Lyapunov
L’idée motivant la première méthode de Lyapunov réside dans la remarque heuristique sui-
vante. Si x0 = 0 est un point d’équilibre du champ de vecteurs f et en supposant que ce
dernier est suffisant régulier, son développement de Taylor en 0 prend la forme :
f(x) = f(0)︸ ︷︷ ︸
=0
+Df0(x) +
1
2D
2f0(x, x) + . . . = Df0(x) +O(‖x‖2), (B.3)
où Df0 et D2f0 représentent les différentielles d’ordre 1 et 2 de f en 0. Il est alors raisonnable
de penser que pour x suffisamment proche de 0, l’essentiel du comportement de f(x) est
capturé par le terme linéaire Df0(x). On est alors en mesure d’attendre qu’au voisinage
de 0, les solutions de x˙ = f(x) et x˙ = Df0(x) présentent des comportements analogues.
Cette intuition est le fondement même de la première méthode de Lyapunov telle qu’énoncée
ci-dessous. On rappelle qu’une matrice carrée est dite Hurwitz si l’ensemble de ses valeurs
propres sont à partie réelle strictement négative.
Théorème B.5 (Première méthode de Lyapunov) (Khalil, 1996)[Théorème 4.7, page
139] Soit 0 ∈ D ⊂ Rn un domaine. Soit f : D → Rn un champ de vecteurs de classe C1 tel
que f(0) = 0. Notons A = J(f)0 , ∂f/∂x|0 la matrice Jacobienne de f évaluée en 0. Alors
le point d’équilibre 0 de (B.1a) est localement asymptotiquement stable si J(f)0 est Hurwitz.
Une nouvelle fois, l’hypothèse f ∈ C1(D;Rn) peut être raffinée (confère, e.g., (Braun and
Golubitsky, 1983)). En effet, la première méthode de Lyapunov demeure valable en supposant
que f est localement lipschitzienne et qu’elle admet un développement de Taylor à l’ordre
un en 0. Bien que classique, la démonstration est ici détaillée (pour les deux hypothèses plus
faibles énoncées précédemment) car l’idée sous-jacente sera ré-exploitée ultérieurement dans
cette annexe.
Démonstration.(Khalil, 1996)[Théorème 4.7, page 139] Soit Q ∈ S+∗n (R), i.e., une matrice
symétrique définie positive. Puisque la matriceA est Hurwitz, on sait que P =
∫∞
0 e
A>tQeAtdt ∈
Rn×n vérifie l’équation de Lyapunov PA+A>P = −Q (cf. (Khalil, 1996)[Théorème 4.6, page
135]). On introduit alors la fonction de Lyapunov candidate V (x) = x>Px. En prenant le
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développement de Taylor au premier ordre f(x) = Ax + h(x) où h(x) = o(‖x‖), la dérivée
de Lie de V le long des trajectoires du système est donnée par :
LfV (x) =x>Pf(x) + f(x)>Px
=x>P [Ax+ h(x)] + [Ax+ h(x)]>Px
=x>(PA+ A>P )x+ 2x>Ph(x)
=− x>Qx+ 2x>Ph(x). (B.4)
Puisque D est ouvert, il existe r > 0 tel que D(0, r) ⊂ D. Posons ε ∈ (0, λmin(Q)/(2 ‖P‖)).
Puisque h(x) = o(‖x‖2), il existe r > 0 tel que ‖x‖2 < η implique ‖h(x)‖2 < ε ‖x‖2. Ainsi,
pour tout x ∈ D(0, η),
LfV (x) ≤ − (λmin(Q)− 2 ‖P‖2 ε)︸ ︷︷ ︸
>0
‖x‖22 . (B.5)
Les arguments standards sur les fonctions de Lyapunov permettent dès lors de conclure la
stabilité asymptotique (locale) du point d’équilibre 0. 
Il est en réalité possible de déduire de (B.5) la stabilité exponentielle du point d’équilibre.
En effet pour tout x ∈ D(0, η),
LfV (x) ≤ −λmin(Q)− 2 ‖P‖2 ε
λmax(P )
V (x). (B.6)
B.2 Cas d’un champ de vecteurs non continûment différentiable
On s’intéresse à présent au cas de figure où le champ de vecteurs n’est pas continûment
différentiable. Plus spécifiquement, on cherche à étudier le cas où le champ de vecteurs est
localement lipschitzien 3, mais non continûment différentiable au voisinage du point d’équi-
libre.
B.2.1 Exemple illustratif
Pour tout α, β > 0, on introduit le champ de vecteurs fα,β : R2 → R2 défini par
∀x = (x1, x2) ∈ R2, fα,β(x) =
−αx1 + φ(x)
−βx2 − φ(x)
 , (B.7)
3. Permet d’assurer l’existence et l’unicité des solutions en vertu du théorème de Cauchy-Lipschitz.
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où la fonction φ : R2 → R est donnée par
∀(x1, x2) ∈ R2, φ(x1, x2) =

x1x
2
2
x21 + x22
, if (x1, x2) 6= (0, 0);
0, if (x1, x2) = (0, 0).
(B.8)
L’objectif de cet exemple est de déterminer les valeurs de α, β > 0 tels que le point d’équilibre
(0, 0) de l’EDO suivante est localement stable
x˙ = fα,β(x). (B.9)
B.2.1.1 Propriétés de φ
Afin d’analyser la stabilité de (B.9), les propriétés de la fonction φ sont dans un premier
temps étudiées. La restriction de φ à l’ouvert R2\{0} étant une fraction rationnelle dont le
dénominateur ne s’annule pas, on a alors φ|R2\{0} ∈ C1(R2\{0}). Puisque
∀(x1, x2) ∈ R2\{0}, |φ(x1, x2)− φ(0, 0)| =
∣∣∣∣∣ x1x22x21 + x22
∣∣∣∣∣ ≤ |x2|2 ≤ 12 ‖(x1, x2)‖2 , (B.10)
on en déduit que φ est continue en 0 et donc que φ ∈ C0(R2). De plus, de φ(x1, 0) = φ(0, x2) =
0, on déduit que φ admet des dérivées partielles en 0 qui sont telles que :
∂φ
∂x1
(0, 0) = ∂φ
∂x2
(0, 0) = 0. (B.11)
Cependant, φ n’est pas différentiable en 0. Pour montrer cela, posons u : R → R2 telle que
pour tout x ∈ R, u(x) = (x, x). Si φ était différentiable, on aurait que
dφ(0,0) =
∂φ
∂x1
(0, 0)dx1 +
∂φ
∂x2
(0, 0)dx2 = 0. (B.12)
Puisque u ∈ C1(R;R2), on en déduit donc que d (φ ◦ u)0 = dφu(0) ◦ du0 = 0. Or par calcul
direct φ(u(x)) = x/2 et donc d (φ ◦ u)0 = (1/2)dx. De cette contradiction on déduit bien que
φ n’est pas différentiable en 0. Elle n’admet donc pas, par définition, de développement de
Taylor à l’ordre un en 0.
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Finalement, montrons que φ est globalement lipschitzienne 4. Pour (x1, x2) 6= (0, 0), on a
∇φ(x1, x2) =

x22(x21 + x22)− x1x22 × 2x1
(x21 + x22)2
2x1x2(x21 + x22)− x1x22 × 2x2
(x21 + x22)2
 =

x22
x22 − x21
(x21 + x22)2
2x31x2
(x21 + x22)2
 . (B.13)
Ainsi, pour (h, k) ∈ R2,
∣∣∣dφ(x1,x2)(h, k)∣∣∣ =
∣∣∣∣∣x22 x22 − x21(x21 + x22)2h+
2x31x2
(x21 + x22)2
k
∣∣∣∣∣
≤ x22
|x22 − x21|
(x21 + x22)2
|h|+ x
2
1 × 2|x1x2|
(x21 + x22)2
|k|
≤ x
2
2
x21 + x22
|h|+ 2|x1x2|
x21 + x22
|k|
≤ |h|+ |k|
≤ 2 ‖(h, k)‖2 . (B.14)
On en déduit donc que pour (x1, x2) 6= 0,
∥∥∥dφ(x1,x2)∥∥∥ ≤ 2. Dès lors, pour tout (x1, x2), (y1, y2) ∈
R2 tel que (0, 0) /∈ [(x1, x2), (y1, y2)], l’inégalité des accroissements finis garantit que
(0, 0) /∈ [(x1, x2), (y1, y2)]⇒ |φ(y1, y2)− φ(x1, x2)| ≤ 2 ‖(y1, y2)− (x1, x2)‖2 . (B.15)
Dans le cas où (0, 0) ∈ [(x1, x2), (y1, y2)], on a ‖(y1, y2)‖2 +‖(x1, x2)‖2 = ‖(y1, y2)− (x1, x2)‖2
et donc
|φ(y1, y2)− φ(x1, x2)| ≤ |φ(y1, y2)|+ |φ(x1, x2)|
≤ 12 (‖(y1, y2)‖2 + ‖(x1, x2)‖2)
≤ 12 ‖(y1, y2)− (x1, x2)‖2 . (B.16)
On en déduit que φ est globalement lipschitzienne sur R2. Il est alors aisé de montrer que la
fonction fα,β est également globalement lipschitzienne. Cela garantit l’existence et l’unicité,
pour tout condition initiale x0 ∈ R2 donnée, d’une solution globale (i.e., définie pour tout
4. Puisque φ|R2\{0} ∈ C1(R2\{0}), le théorème portant sur l’inégalité des accroissements finis garantit
déjà que φ est localement lipschitzienne sur R2\{0}.
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t ∈ R+) de l’équation différentielle (B.9).
B.2.1.2 Étude de la stabilité du Système non linéaire
La fonction φ admettant des dérivées partielles nulles en 0, les composantes de fα,β : R2 →
R2 admettent également des dérivées partielles en 0, ce qui permet de calculer sa matrice
Jacobienne :
Aα,β , J(fα,β)0 =
−α 0
0 −β
 . (B.17)
La matrice Aα,β étant Hurwitz, on en déduit la stabilité du système linéarisé pour tout
α, β > 0. Il est alors habituellement possible de conclure quant à la stabilité du système
non linéaire d’origine (B.9) via le Théorème B.5. Néanmoins, les conditions d’application du
théorème ne sont pas réunies puisque le champ de vecteurs fα,β n’admet pas un développement
de Taylor à l’ordre un au voisinage de 0. L’étude du paragraphe suivant va démontrer que
la nature Hurwitz de Aα,β ne permet pas de garantir la stabilité du système non linéaire au
voisinage du point d’équilibre 0.
On se place dans le cas particulier où α = β > 0 et on se fixe une valeur non nulle ξ0 ∈ R∗
arbitraire. On va alors chercher à analyser la solution de l’équation :
x˙ = fα,α(x) (B.18a)x1(0)
x2(0)
 =
 ξ0
−ξ0
 (B.18b)
Le résultat de simulation de ce problème pour α = β = 0.45 et ξ0 = −10−6 est illustré à
la Fig. B.1. Un résultat analogue est observé pour ξ0 choisi arbitrairement proche de zéro.
Cela semble indiquer que le point d’équilibre (0, 0) pour la configuration α = β = 0.45 est
instable.
De manière à confirmer cette observation numérique, analysons l’équation différentielle étu-
diée. Soit x =
[
x1 x2
]>
: [0,+∞) → R2 la solution globale de (B.18a-B.18b) pour ξ0 ∈ R∗.
Posons alors s , x1+x2 : [0,+∞)→ R qui vérifie s˙ = −αs avec la condition initiale s(0) = 0.
On en déduit donc que s ≡ 0 d’où x2 ≡ −x1. On obtient alors :
x˙1 = −αx1 + φ(x1,−x1) =
(1
2 − α
)
x1 (B.19a)
x1(0) = ξ0 (B.19b)
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Figure B.1 Simulation de la solution de l’équation différentielle x˙ = f0.45,0.45(x) pour les
conditions initiales x1(0) = −10−6 et x2(0) = 10−6
et donc pour tout t ∈ [0,+∞),
x1(t) = exp ((1/2− α)t) ξ0, x2(t) = − exp ((1/2− α)t) ξ0. (B.20)
Ainsi, pour α ∈ (0, 1/2),
lim
t→+∞x1(t) = sgn(ξ0)∞, limt→+∞x2(t) = −sgn(ξ0)∞. (B.21)
Puisque ξ0 ∈ R∗ est arbitraire, (ξ0,−ξ0) peut être choisi arbitrairement proche du point
d’équilibre (0, 0). On en déduit donc que ce dernier est instable lorsque α = β ∈ (0, 1/2).
Bien que la matrice Jacobienne évaluée au point d’équilibre soit Hurwitz, le système non
linéaire est instable. Cet exemple démontre bien le caractère essentiel de l’existence d’un
développement de Taylor à l’ordre un dans la démonstration du théorème de la première
méthode de Lyapunov.
B.2.2 Résultats existants dans la littérature
Comme mentionné en introduction, très peu de résultats portant sur une extension de la
première méthode de Lyapunov sont reportés dans la littérature. La contribution la plus
significative dans ce domaine est celle reportée dans (Lasota and Strauss, 1971) dont on relate
ici les principaux résultats. Pour cela, on introduit la notion de différentielle homogène.
Définition B.4 (Différentielle homogène) Soit f : Rn → Rn. On dit que h : Rn → Rn
est une différentielle homogène de f (en 0) si :
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1. h est continue ;
2. h est homogène, i.e., h(λx) = λh(x) pour tout x ∈ Rn et λ > 0 ;
3. ‖f(x)− h(x)‖2 / ‖x‖2 −→‖x‖2→0 0 .
La notion de différentielle homogène étend la notion de différentielle usuelle puisque si f est
différentiable en 0 (au sens usuel de Fréchet), alors par définition même h(x) = Jf0x et une
différentielle homogène de f . On a en particulier les propriétés suivantes (Lasota and Strauss,
1971) :
1. Unicité de la différentielle homogène : si h1 et h2 sont des différentielles homogènes
d’une même fonction f alors h1 = h2.
2. Si f est homogène alors elle est sa propre différentielle homogène.
3. Si f présente une différentielle homogène qui est non linéaire, alors f n’est pas diffé-
rentiable au sens de Fréchet.
4. Si f est homogène et est différentiable au sens de Fréchet en 0, alors f est linéaire.
On peut alors introduire la version simplifiée du résultat présenté dans (Lasota and Strauss,
1971) sous la forme suivante.
Théorème B.6 (Lasota and Strauss, 1971) Soit f : Rn → Rn dont on suppose 1) qu’elle est
continue ; 2) qu’il existe L, η > 0 tels que pour tout ‖x‖ < η, ‖f(x)‖2 ≤ L ‖x‖2 ; 3) qu’elle
admet une différentielle homogène h. Si toutes les solutions de z˙ = h(z) convergent vers zéro
lorsque t tend vers +∞, alors l’origine de x˙ = f(x) est (localement) exponentiellement stable.
Il est présenté dans (Lasota and Strauss, 1971) une version plus générale du théorème pour
laquelle l’existence d’une différentielle homogène h n’est pas requise. Dans cette version,
l’EDO z˙ = h(z) est alors remplacée par une inclusion différentielle z˙ ∈ Df (z) où, pour
tout z ∈ Rn, Df (z) est un sous-ensemble compact de Rn venant généraliser la notion de
différentielle. Lorsque f admet une différentielle homogène h, on aDf (z) = {h(z)}, retrouvant
la configuration du Théorème B.6. Lorsque f est différentiable en 0, on a Df (z) = {J(f)0z}.
Dans ce dernier cas, on retombe sur la configuration usuelle découlant de la première méthode
de Lyapunov.
En guise d’application du Théorème B.6, considérons l’exemple suivant.
Exemple B.1 (Lasota and Strauss, 1971) Considérons le champ de vecteurs f : R2 → R2
défini par f(0) = 0 et
∀x = (x1, x2) 6= 0, f(x) =
(
− sin
(
x31
x21 + x22
)
,− sin
(
x32
x21 + x22
))
. (B.22)
355
Il est aisé de voir que f est continue sur R2 et continûment différentiable sur R2\{0}. Elle
n’est par contre pas différentiable en 0, rendant inapplicable la première méthode de Lyapunov.
Notons que,
‖f(x)‖22 = sin2
(
x31
x21 + x22
)
+ sin2
(
x32
x21 + x22
)
≤ x21
(
x21
x21 + x22
)2
+ x22
(
x22
x21 + x22
)2
≤ ‖x‖22 .
(B.23)
On cherche alors à calculer la différentielle homogène de f . En utilisant le développement de
Taylor à l’ordre un de la fonction sinus et le fait que x31/(x21 + x22) −→‖(x1,x2)‖2→0 0, il est aisé de
voir que
∣∣∣∣∣ 1‖(x1, x2)‖2
(
sin
(
x31
x21 + x22
)
− x
3
1
x21 + x22
)∣∣∣∣∣ =
∣∣∣∣∣∣ 1√x21 + x22 o
(
x31
x21 + x22
)∣∣∣∣∣∣
≤ |x1|
3
(x21 + x22)3/2︸ ︷︷ ︸
≤1
o(1) −→
‖(x1,x2)‖2→0
0. (B.24)
En procédant de manière analogue pour le second terme, on en déduit que la différentielle
homogène h : R2 → R2 de f est donnée par 5 h(0) = 0 et
∀x = (x1, x2) 6= 0, h(x) =
(
− x
3
1
x21 + x22
,− x
3
2
x21 + x22
)
. (B.25)
Afin d’appliquer le Théorème B.6, il reste à étudier le comportement des solutions de z˙ = h(z).
Pour cela, on introduit la fonction de Lyapunov continûment différentiable, définie positive et
radialement non bornée V (x1, x2) = (x21 +x22)/2 dont la dérivée de Lie le long des trajectoires
du système est définie négative puisque pour tout (x1, x2) 6= (0, 0),
LhV (x1, x2) = −x
4
1 + x42
x21 + x22
< 0. (B.26)
On déduit de la théorie générale des fonctions de Lyapunov (confère, e.g., (Khalil, 1996;
Haddad and Chellaboina, 2008)) que l’origine de z˙ = h(z) est globalement asymptotiquement
stable. On conclut du Théorème B.6 la stabilité exponentielle locale du système d’origine
x˙ = f(x) en 0.
Le Théorème B.6 permet d’étendre la première méthode de Lyapunov au cas des fonctions
admettant une différentielle homogène au point d’équilibre étudié. Cependant, ce théorème
nécessite d’étudier la stabilité globale de l’équation différentielle d’un système auxiliaire, ce
5. La vérification de la continuité et de l’homogénéité est immédiate.
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qui est une tâche en général bien plus complexe que la simple vérification des valeurs propres
d’une matrice comme cela est le cas pour la première méthode de Lyapunov. De plus, ce
théorème n’est pas d’une grande aide dans le cadre de l’étude de l’exemple illustratif (B.9).
Il est en effet aisé de voir que le champ de vecteurs étudié fα,β est déjà homogène. Ainsi,
l’équation auxiliaire du Théorème B.6 coïncide avec l’équation d’origine à savoir x˙ = fα,β(x).
Ces limitations poussent à la recherche de critères complémentaires.
B.3 Critère de stabilité pour un champ de vecteurs admettant des dérivées
directionnelles
Dans cette section, on cherche à étendre la première méthode de Lyapunov dans le cas de
l’existence et de la régularité des dérivées directionnelles pour le champ de vecteurs étudié.
En particulier, on va dans cette configuration établir l’existence et tirer profit d’un dévelop-
pement « directionnel » à l’ordre un de f au point d’équilibre étudié.
B.3.1 Développement « directionnel » à l’ordre un du champ de vecteur
Lemme B.7 Soient 0 ∈ D ⊂ Rn un domaine et f : D → Rn un champ de vecteurs
avec f(0) = 0. Soit R > 0 tel que D(0, R) ⊂ D. Considérons la famille de fonctions
(gv : [0, R)→ Rn)v∈Sn−1 définie pour tout v ∈ Sn−1 et t ∈ [0, R) par gv(t) = f(tv). On
formule les hypothèses suivantes.
1. Il existe r0 > 0 tel que pour tout v ∈ Sn−1, la restriction de gv sur l’intervalle [0, r0),
notée gv|[0,r0), est de classe C1.
2. En notant gv|′[0,r0) la dérivée de gv|[0,r0), la famille
(
gv|′[0,r0)
)
v∈Sn−1 est équicontinue en
0, i.e.,
∀ > 0, ∃η > 0 / |τ | ≤ η ⇒ ∀v ∈ Sn−1,
∥∥∥gv|′[0,r0) (τ)− gv|′[0,r0) (0)∥∥∥2 ≤ . (B.27)
Alors il existe une fonction h : D → Rn telle que h(x) −→
‖x‖2→0
0 et vérifie :
∀x ∈ D, f(x) = gvx|′[0,r0) (0) ‖x‖2 + h(x) ‖x‖2 , (B.28)
où pour tout x ∈ Rn\{0}, vx = x/ ‖x‖2 et, par convention, v0 est un vecteur arbitraire de
Sn−1.
Démonstration. En notant que gv(0) = f(0) = 0, on déduit du fait que pour tout v ∈ Sn−1
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la fonction gv est continûment dérivable que
∀x ∈ D(0, r0), f(x) = f (‖x‖2 vx) = gvx(‖x‖2) =
∫ ‖x‖2
0
gvx|′[0,r0) (τ)dτ. (B.29)
Dès lors, pour tout x ∈ D(0, r0),
∥∥∥f(x)− ‖x‖2 gvx|′[0,r0) (0)∥∥∥2 =
∥∥∥∥∥
∫ ‖x‖2
0
gvx|′[0,r0) (τ)− gvx|
′
[0,r0) (0)dτ
∥∥∥∥∥
2
≤‖x‖2 sup
τ∈[0,‖x‖2]
∥∥∥gvx|′[0,r0) (τ)− gvx|′[0,r0) (0)∥∥∥2 . (B.30)
Soit  > 0. Par équicontinuité de
(
gv|′[0,r0)
)
v∈Sn−1 en 0, il existe η ∈ (0, r0) tel que pour tout
|τ | ≤ η et tout v ∈ Sn−1,
∥∥∥gv|′[0,r0) (τ)− gv|′[0,r0) (0)∥∥∥2 ≤ . On en déduit alors que
‖x‖2 ≤ η ⇒
∥∥∥f(x)− gvx|′[0,r0) (0) ‖x‖2∥∥∥2 ≤  ‖x‖2 . (B.31)
En définissant indépendamment de  > 0 la fonction h : D → Rn par
∀x ∈ D, h(x) =

f(x)− gvx ‖x‖2|′[0,r0) (0)
‖x‖2
si x 6= 0;
0 si x = 0,
(B.32)
on obtient que ‖x‖2 ≤ η ⇒ ‖h(x)‖2 ≤ . Ainsi h(x) −→‖x‖2→0 0 et vérifie :
∀x ∈ D, f(x) = gvx|′[0,r0) (0) ‖x‖2 + h(x) ‖x‖2 , (B.33)
ce qui termine la preuve. 
Le Lemme B.7 permet d’obtenir une forme généralisée d’un développement de Taylor à l’ordre
un sous forme « directionnelle ». En effet, si f est de classe C1 au voisinage de 0 avec f(0) = 0,
le développement de Taylor à l’ordre un donne :
f(x) = J(f)0x+ o(‖x‖2). (B.34)
Le terme d’ordre 1 s’écrit sous la forme d’une matrice évaluée au point d’équilibre 0, multipliée
par le vecteur x, représentant la déviation entre le point courant x et le point d’équilibre 0.
Dans le cadre du développement « directionnel » du Lemme B.7, on remplace 1) la matrice
Jacobienne évaluée au point d’équilibre 0 par la dérivée directionnelle gvx |′[0,r0) (0) dans la
direction du vecteur x évaluée au même point d’équilibre ; 2) la déviation entre le point
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courant x et le point d’évaluation est remplacé par la déviation en norme ‖x‖2. Dans le cas
d’une fonction C1 au voisinage du point d’équilibre 0, le Lemme B.7 s’applique et permet de
retrouver le développement de Taylor à l’ordre un usuel puisque gvx|′[0,r0) (0) = J(f)0vx et
donc ‖x‖2 gvx|′[0,r0) (0) = J(f)0x.
B.3.2 Critères assurant la stabilité/instabilité du point d’équilibre
En se basant sur le développement directionnel présenté précédemment, on cherche à établir
des critères permettant de garantir la stabilité ou l’instabilité du système au point d’équilibre
étudié.
Théorème B.8 Soient 0 ∈ D ⊂ Rn un domaine et f : Rn → Rn un champ de vecteurs
localement lipschitzien tel que f(0) = 0 et vérifiant les hypothèses du Lemme B.7. On suppose
qu’il existe une matrice P ∈ S+∗n (R) telle que
sup
v∈Sn−1
v>P gv|′[0,r0) (0) , −γ < 0. (B.35)
Alors le système x˙ = f(x) est localement exponentiellement stable au voisinage du point
d’équilibre 0.
Démonstration. Puisque P ∈ S+∗n (R), elle admet une unique racine carrée
√
P ∈ S+∗n (R).
Définissons la norme ‖·‖√P : Rn → R+ par ‖x‖√P =
∥∥∥√Px∥∥∥
2
pour tout x ∈ R. Rn étant un R
espace vectoriel de dimension finie, il existe deux constantes 6 c1, c2 > 0 telles que pour tout
x ∈ Rn, c1 ‖x‖√P ≤ ‖x‖2 ≤ c2 ‖x‖√P . Définissons la fonction définie positive V : Rn → R
telle que pour tout x ∈ Rn, V (x) = ‖x‖2√P /2 = x>Px/2. La dérivée de Lie le long des
trajectoires du système est alors donné par :
LfV (x) = x>Pf(x) = x>P gvx|′[0,r0) (0) ‖x‖2 + x>Ph(x) ‖x‖2
= v>x P gvx|′[0,r0) (0) ‖x‖
2
2 + x
>Ph(x) ‖x‖2
≤ −2γc21V (x) + x>Ph(x) ‖x‖2 . (B.36)
L’ensembleD étant un ouvert, on fixe r > 0 tel que D‖·‖2(0, r] ⊂ D. Soit  ∈ (0, γc21/(‖P‖2 c22))
fixé. Il existe alors η ∈ (0, r) tel que ‖x‖2 < η ⇒ ‖h(x)‖2 < . On en déduit que pour tout
6. Par exemple c1 =
∥∥∥√P∥∥∥−1
2
et c2 =
∥∥∥∥(√P)−1∥∥∥∥
2
.
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x ∈ D‖·‖2(0, η), et donc en particulier pour tout x ∈ D‖·‖√P (0, η/c2) ⊂ D‖·‖2(0, η),
LfV (x) ≤ −2γc21V (x) +  ‖P‖2 ‖x‖22 ≤ −2 (γc21 −  ‖P‖2 c22)︸ ︷︷ ︸
>0
V (x). (B.37)
Pour x0 ∈ D‖·‖√
P
(0, η/c2) quelconque, la solution maximale 7 de x˙ = f(x) associée à cette
condition initiale définie sur l’intervalle [0, t1) avec t1 ∈ (0,+∞] vérifie x([0, t1)) ⊂ D‖·‖√
P
(0, η/c2).
En effet, supposons par l’absurde que pour une condition initiale x0 ∈ D‖·‖√
P
(0, η/c2) don-
née non nulle 8, il existe τ ∈ [0, t1) tel que ‖x(τ)‖√P > ‖x0‖√P . Posons alors t0 = inf{t ∈
[0, t1) : ‖x(t)‖√P > ‖x0‖√P}. On a, par continuité de x(t), ‖x(t0)‖√P = ‖x0‖√P < η/c2. On
déduit de (B.37) que
˙︷ ︸︸ ︷
V ◦ x(t0) = LfV (x(t0)) < 0. Ainsi, la fonction V ◦ x est strictement
décroissante dans un voisinage ouvert de t0. En particulier, il existe t2 > t0 tel que pour
tout t ∈ [t0, t2), V (x(t)) ≤ V (x(t0)), c’est à dire que ‖x(t)‖√P ≤ ‖x0‖√P . On obtient alors,
à la vue de la définition de t0, une contradiction. On en déduit que pour tout t ∈ [0, t0),
‖x(t)‖√P ≤ ‖x0‖√P < η/c2. Ainsi, de (B.37) découle que pour x0 ∈ D‖·‖√P (0, η/c2),
∀t ∈ [0, t1),
˙︷ ︸︸ ︷
V ◦ x(t) ≤ −2(γc21 −  ‖P‖2 c22)V ◦ x(t). (B.38)
Après intégration, on obtient :
∀t ∈ [0, t1), V (x(t)) ≤ exp(−2(γc21 −  ‖P‖2 c22))V (x(0)), (B.39)
ce qui donne,
∀t ∈ [0, t1), ‖x(t)‖√P ≤ exp(−(γc21 −  ‖P‖2 c22)t) ‖x(0)‖√P . (B.40)
Ainsi, pour tout x0 ∈ D‖·‖2(0, ηc1/c2) ⊂ D‖·‖√P (0, η/c2),
∀t ∈ [0, t1), ‖x(t)‖2 ≤
c2
c1
exp(−(γc21 −  ‖P‖2 c22)t) ‖x(0)‖2 . (B.41)
La solution étant bornée sur [0, t1) en norme ‖·‖2 par
c2
c1
‖x(0)‖2 < η < r, x([0, t1)) ⊂
D‖·‖2(0, r] ⊂ D, où D‖·‖2(0, r] est un ensemble compact. Cela implique t1 = +∞ (cf. Théo-
rème B.3) et achève la preuve. 
Si l’on suppose la fonction f est de classe C1 au voisinage de 0, on rappelle que gv|′[0,r0) (0) =
7. L’existence d’une telle solution est garantie par le théorème de Cauchy-Lipschitz puisque f est supposée
localement lipschitzienne.
8. Le cas x0 = 0 est immédiat car correspond à un point d’équilibre.
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J(f)0v. La condition d’application du (B.35) du Théorème B.8 devient donc
sup
v∈Sn−1
v>PJ(f)0v = max
v∈Sn−1
v>PJ(f)0v < 0. (B.42)
Cela est alors équivalent au fait que pour tout x ∈ Rn\{0}, x>PJ(f)0x < 0. Il s’agit donc de
trouver une matrice P ∈ S+∗n (R) telle que PJ(f)0 +J(f)>0 P ∈ S−∗n . On retrouve la condition
usuelle sous la forme d’une équation de Lyapunov.
Afin de faciliter sa vérification, la condition d’application (B.35) du Théorème B.8 peut être
reformulée de la manière suivante par la paramétrisation de hypersphère unité.
Lemme B.9 Soit En−1 = [0, pi]n−2 × [0, 2pi]. Définissons pour tout Θ = (θ1, θ2, . . . , θn−1) ∈
En−1, uΘ = (uΘ,1, uΘ,2, . . . , uΘ,n) ∈ Rn avec
∀i ∈ {1, . . . , n− 1}, uΘ,i =
(
i−1∏
k=1
sin(θk)
)
cos(θi), uΘ,n =
n−1∏
k=1
sin(θk). (B.43)
Alors l’hypersphère unité est paramétrisée par uΘ puisque Sn−1 = {uΘ, Θ ∈ En−1}. Ainsi la
condition du (B.35) du Théorème B.8 devient :
sup
Θ∈En−1
u>ΘP guΘ |′[0,r0) (0) < 0. (B.44)
Une forme de réciproque faible du Théorème B.8 est donnée par le résultat suivant.
Théorème B.10 Soient 0 ∈ D ⊂ Rn un domaine et f : D → Rn un champ de vecteurs
localement lipschitzien tel que f(0) = 0 et vérifiant les hypothèses du Lemme B.7. Supposons
que l’une des deux hypothèses suivantes est vérifiée pour l’équation différentielle x˙ = f(x).
1. Le point d’équilibre x = 0 est localement quadratiquement stable, i.e., il existe P ∈
S+∗n (R) telle que V (x) = x>Px/2 soit une fonction de Lyapunov.
2. Il existe une fonction de Lyapunov V de classe C2 au voisinage de x = 0.
Alors il existe une matrice P ∈ S+∗n (R) (respectivement P ∈ S+n (R)) telle que
sup
v∈Sn−1
v>P gv|′[0,r0) (0) ≤ 0. (B.45)
Démonstration. Dans le premier cas, il existe une matrice P ∈ S+∗n (R) telle que V (x) =
x>Px/2 est une fonction de Lyapunov. Par définition, il existe η > 0 tel que pour tout
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x ∈ D(0, η) ⊂ D, LfV (x) ≤ 0. Sur la base du Lemme B.7, on a
∀x ∈ D, LfV (x) = x>Pf(x) = v>x P gvx|′[0,r0) (0) ‖x‖
2
2 + x
>Ph(x) ‖x‖2 . (B.46)
Ainsi au voisinage de 0 on a
LfV (x) = v>x P gvx|′[0,r0) (0) ‖x‖
2
2 + o(‖x‖22). (B.47)
Supposons qu’il existe v ∈ Sn−1 tel que v>P gv|′[0,r0) (0) > 0. Pour x = v on obtient alors
LfV (v) = 2{v>P gv|′[0,r0) (0) + o(1)}, (B.48)
ce qui pour  arbitrairement proche de 0+ contredit la condition ‖x‖2 < η ⇒ LfV (x) ≤ 0.
Par contradiction, on en déduit que pour tout vecteur v ∈ Sn−1, v>P gv|′[0,r0) (0) ≤ 0.
Dans le second cas, V admet au voisinage de x = 0 un développement de Taylor à l’ordre 2 :
V (x) = V (0) +∇V (0)>x+ 12x
>HV (0)x+ o(‖x‖22), (B.49)
où ∇V (0) ∈ Rn et HV (0) ∈ Rn×n dénotent respectivement le gradient et la hessienne de
V en 0. Puisque V est une fonction de Lyapunov, V (0) = 0 et il existe η > 0 tel que
0 < ‖x‖2 < η ⇒ V (x) > 0. On en déduit que ∇V (0) = 0 (prendre x = −∇V (0) dans le
développement de Taylor précédent avec  arbitrairement proche de 0+). On obtient donc
que
V (x) = 12x
>HV (0)x+ o(‖x‖22), (B.50)
où, puisque V est de classe C2 au voisinage de x = 0, HV (0) ∈ Sn(R) par le théorème de
Schwarz. Soit λ une valeur propre de HV (0), qui est nécessairement réelle puisque la matrice
est symétrique, et xλ ∈ Rn un vecteur propre unitaire associé. On a donc que pour tout  > 0,
V (xλ) = 2{λ/2 + o(1)}. (B.51)
En utilisant une nouvelle fois que 0 < ‖x‖2 < η ⇒ V (x) > 0, on a que λ ≥ 0 et donc
HV (0) ∈ S+n (R). De plus, en notant que
∇V (x) = HV (0)x+ o(‖x‖2), (B.52)
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et sur la base du Lemme B.7, on a que pour tout x ∈ D,
LfV (x) = ∇V (x)>f(x)
= (HV (0)x+ o(‖x‖2))>
(
gvx|′[0,r0) (0) ‖x‖2 + o(‖x‖2)
)
. (B.53)
Supposons qu’il existe v ∈ Sn−1 tel que v>HV (0) gv|′[0,r0) (0) > 0. En injectant x = v dans
le développement limité précédent, on obtient que
LfV (v) =  (HV (0)v + o(1))> × 
(
gv|′[0,r0) (0) + o(1)
)
= 2{v>HV (0) gv|′[0,r0) (0) + o(1)}. (B.54)
Il existe donc η′ > 0 tel que 0 <  < η′ ⇒ LfV (v) > 0, ce qui contredit l’hypothèse selon
laquelle V est une fonction de Lyapounov pour le point d’équilibre x = 0. Par contradiction,
on obtient que pour tout v ∈ Sn−1, v>HV (0) gv|′[0,r0) (0) ≤ 0. 
Dans le cas contraire, l’instabilité de l’origine peut être assurée par le théorème suivant :
Théorème B.11 Soient 0 ∈ D ⊂ Rn un domaine et f : D → Rn un champ de vecteurs
localement lipschitzien tel que f(0) = 0 et vérifiant les hypothèses du Lemme B.7. Soit {0}  
M ⊂ D un ensemble connexe par arc et positivement invariant 9. Pour tout R > 0, posons
SR = {x/ ‖x‖2 : x ∈ (M\{0}) ∩ D‖·‖2(0, R)} ⊂ Sn−1. S’il existe R0 > 0 et P ∈ S+∗n (R) tels
que
inf
v∈SR0
v>P gv|′[0,r0) (0) = γ > 0, (B.55)
alors x˙ = f(x) est instable à l’origine.
Démonstration Supposons qu’il existe R0 > 0 et P ∈ S+∗n (R) tels que (B.55) soit vérifiée.
Comme précédemment, on considère la norme définie par ‖x‖√P =
∥∥∥√Px∥∥∥
2
, ainsi que deux
constantes c1, c2 > 0 telles que pour tout x ∈ Rn, c1 ‖x‖√P ≤ ‖x‖2 ≤ c2 ‖x‖√P . Définissons la
fonction définie positive V : Rn → R telle que pour tout x ∈ Rn, V (x) = ‖x‖2√P /2 = x>Px/2.
Soient r > 0 tel que D‖·‖2(0, r] ⊂ D et  ∈ (0, γc21/(‖P‖2 c22)). Soit le fonction h telle que
fournie par le Lemme B.7. Puisque h(x) → 0 lorsque x → 0, il existe η ∈ (0,min(r, R0)) tel
que ‖x‖2 < η ⇒ ‖h(x)‖2 < . Pour tout x ∈ D‖·‖2(0, η), on a que la dérivée de Lie de V le
9. i.e., pour tout x0 ∈M , la solution de x˙ = f(x) telle que x(0) = x0 vérifie x(t) ∈M pour tout t ∈ R+.
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long des trajectoires du système vérifie :
LfV (x) = x>Pf(x) = x>P gvx|′[0,r0) (0) ‖x‖2 + x>Ph(x) ‖x‖2
= v>x P gvx|′[0,r0) (0) ‖x‖
2
2 + x
>Ph(x) ‖x‖2
≥ (v>x P gvx|′[0,r0) (0)−  ‖P‖2) ‖x‖
2
2 . (B.56)
Puisque η ≤ R0, on a que Sη ⊂ SR0 et donc
inf
v∈Sη
v>P gv|′[0,r0) (0) ≥ infv∈SR0 v
>P gv|′[0,r0) (0) = γ > 0. (B.57)
Ainsi, pour tout x ∈M ∩D‖·‖2(0, η),
LfV (x) ≥ (γ −  ‖P‖2) ‖x‖22 ≥ (γc21 −  ‖P‖2 c22) ‖x‖2√P ≥ 2 (γc21 −  ‖P‖2 c22)︸ ︷︷ ︸
>0
V (x). (B.58)
Fixons ′ = η/c2 et supposons que l’origine est un point d’équilibre stable. Il existe alors
η′ > 0 tel que pour toute condition initiale ‖x0‖√P < η′, la solution de x˙ = f(x) avec
x(0) = x0 est définie sur R+ et pour tout t ≥ 0, ‖x(t)‖√P < η/c2. Ainsi, ‖x0‖√P < η′ ⇒
x(R+) ⊂ D√P (0, η/c2).
Montrons que (M\{0})∩D‖·‖√
P
(0, η′) 6= ∅. Soit a ∈M\{0} (qui n’est pas vide par hypothèse).
Si ‖a‖√P < η′, on a l’élément recherché. Sinon, ‖a‖√P ≥ η′. L’ensemble M étant supposé
connexe par arc, il existe une fonction continue φ : [0, 1]→M telle que φ(0) = 0 et φ(1) = a.
La fonction ‖·‖√P : Rn → R+ étant continue, ‖·‖√P ◦ φ : [0, 1] → R+ est une fonction
continue telle que ‖φ(0)‖√P = 0 et ‖φ(1)‖√P = ‖a‖√P ≥ η′ > 0. Par le théorème des valeurs
intermédiaires, il existe t0 ∈ (0, 1) tel que ‖φ(t0)‖√P ∈ (0, η′). En choisissant x0 = φ(t0) ∈
M\{0}, on a que x0 ∈ (M\{0}) ∩D‖·‖√
P
(0, η′).
Fixons alors un x0 ∈ (M\{0}) ∩ D‖·‖√
P
(0, η′) et considérons la solution maximale associée à
cette condition initiale. Les développements précédents assurent que la solution est définie sur
R+ et que x(R+) ⊂ D‖·‖√
P
(0, η/c2) ⊂ D‖·‖2(0, η). De plus, M étant positivement invariant
avec x0 ∈ M , on obtient que x(R+) ⊂ M . Ainsi, x(R+) ⊂ M ∩ D‖·‖2(0, η). On déduit de
(B.58) que
∀t ≥ 0,
˙︷ ︸︸ ︷
V ◦ x(t) ≥ 2(γc21 −  ‖P‖2 c22)V ◦ x(t). (B.59)
Après intégration on obtient que
∀t ≥ 0, V (x(t)) ≥ exp(2(γc21 −  ‖P‖2 c22)t)V (x0). (B.60)
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Puisque, V (x(t)) = ‖x(t)‖2√P /2 avec x0 6= 0, on obtient finalement que
∀t ≥ 0, ‖x(t)‖√P ≥ exp((γc21 −  ‖P‖2 c22)t) ‖x0‖√P −→t→+∞ +∞. (B.61)
Cela contredit le fait que x(R+) ⊂ D√P (0, η/c2). On en déduit que l’origine est bien un point
d’équilibre instable. 
B.3.3 Applications
Revenons tout d’abord sur l’Exemple B.1 qui a été utilisé dans (Lasota and Strauss, 1971)
afin d’illustrer le Théorème B.6.
Exemple B.2 Considérons à nouveau le champ de vecteurs f : R2 → R2 défini par f(0) = 0
et
∀x = (x1, x2) 6= 0, f(x) =
(
− sin
(
x31
x21 + x22
)
,− sin
(
x32
x21 + x22
))
. (B.62)
Il est aisé de montrer que la différentielle de f est bornée en norme 2 sur R\{0} par
une constante K > 0. L’inégalité des accroissements finis garanti alors que 0 /∈ [x, y] ⇒
‖f(x)− f(y)‖2 ≤ K ‖x− y‖2. Lorsque 0 ∈ [x, y], on a ‖x− y‖2 = ‖x‖2 + ‖y‖2, donnant lieu
à l’inégalité ‖f(x)− f(y)‖2 ≤ ‖f(x)‖2 + ‖f(y)‖2 ≤ ‖x‖2 + ‖y‖2 ≤ ‖x− y‖2. On en déduit
donc que le champ de vecteurs f est globalement lipschitzien.
En introduisant pour tout v = (v1, v2) ∈ S1 et t ≥ 0, gv(t) = f(vt) = (− sin(tv31),− sin(tv32)),
gv est de classe C1 sur R+ avec g′v(t) = (−v31 cos(tv31),−v32 cos(tv32)). En notant que pour
v = (v1, v2) ∈ S1 on a |v1|, |v2| ≤ 1, on déduit que pour τ ∈ [0, pi/2),
‖g′v(τ)− g′v(0)‖22 =
∥∥∥v31(1− cos(τv31)), v32(1− cos(τv32))∥∥∥22
= v61(1− cos(τv31))2 + v62(1− cos(τv32))2
≤ 2(1− cos(τ))2 −→
τ→0+
0. (B.63)
Puisque le dernier terme de l’inégalité est indépendant de v ∈ S1, on en déduit l’équicontinuité
de (gv)v∈S1 en 0. Finalement, en prenant P = I2 et en utililsation la paramétrisation du cercle
unité, on a que pour tout v = (cos(θ), sin(θ)) ∈ S1 avec θ ∈ [0, 2pi),
v>Pg′v(0) = − cos4(θ)− sin4(θ) = −(cos2(θ) + sin2(θ))2 + 2 cos2(θ) sin2(θ) = −1 +
1
2 sin
2(2θ)
≤ −12 . (B.64)
On peut alors appliquer le Théorème B.8 afin de conclure la stabilité exponentielle locale de
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l’origine du système. On aboutit ainsi au même résultat que lors de l’application du Théo-
rème B.6 sans avoir à étudier la stabilité globale des trajectoires d’un système auxiliaire.
Revenons à présent sur le cas de l’exemple illustratif de la Sous-section B. On cherche à
détermine les couples (α, β) ∈
(
R∗+
)2
tels que le système (B.9) est stable à l’origine. On
introduit :
∀v =
v1
v2
 ∈ S1, ∀t ≥ 0, gv(t) = f(tv) =
−αtv1 + tv1v22
−βtv2 − tv1v22
 . (B.65)
Les conditions d’application du Lemme B.7 sont vérifiées. En effet 1) les fonctions gv sont
continûment dérivables sur R+ :
∀v =
v1
v2
 ∈ S1, ∀t ≥ 0, g′v(t) =
−αv1 + v1v22
−βv2 − v1v22
 ; (B.66)
2) ces dernières étant constantes sur R+, (gv)v∈S1 est équicontinue en 0. En paramétrant S1
avec les coordonnées v1 = cos(θ) et v2 = sin(θ) pour θ ∈ [0, 2pi], la condition d’application
du Théorème B.8 consiste à trouver P ∈ S+∗2 (R) telle que
max
θ∈[0,2pi]
[
cos(θ) sin(θ)
] P11 P12
P12 P22
−α cos(θ) + cos(θ) sin2(θ)
−β sin(θ)− cos(θ) sin2(θ)
 < 0, (B.67)
où les coefficients de la matrice P doivent vérifier que P11 > 0 et P11P22−P 212 > 0 (ensemble
des mineurs principaux de la matrice strictements positifs).
Les résultats obtenus sont illustrés à la Fig. B.2. L’application du Théorème B.8 pour P = I2
permet de conclure de la stabilité du système pour un grand nombre de valeurs du couple
(α, β) (Fig. B.2(a)). Néanmoins, l’application du Théorème B.8 pour une unique valeur de la
matrice P fournit des résultats conservateurs. En effet, l’application du Théorème B.8 pour
par exemple P = diag(0.2, 1) permet de modifier la zone sur laquelle la stabilité du point
d’équilibre est garantie (Fig. B.2(b)), en incluant des couples (α, β) pour lesquels la stabilité
n’avait pas pu être établie avec P = I2 (par exemple α = 0.2 et β = 0.6). Afin de réduire le
conservatisme et de cumuler les résultats obtenus, le Théorème B.2 a été appliqué pour 400
matrices P ∈ S+∗2 (R). Le résultat obtenu est illustré à la Fig. B.2(c). Ainsi, non seulement le
résultat obtenu englobe ceux des Fig. B.2(a) et Fig. B.2(b), mais il permet d’affiner la zone du
plan pour laquelle les couples (α, β) donnent lieu à un point d’équilibre stable. Ces résultats
sont conformes avec ce qui avait été obtenu lors de l’analyse préliminaire, i.e., l’instabilité de
l’origine lorsque 0 < α = β < 1/2.
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α
0 1 2 3
β
0
0.5
1
(a) P = I2
α
0 1 2 3
β
0
0.5
1
(b) P = diag(0.2, 1)
α
0 1 2 3
β
0
0.5
1
(c) 400 matrices P ∈ S+∗2 (R)
Figure B.2 Couples (α, β) pour lesquels la stabilité de l’origine du système x˙ = fα,β(x) a été
établie par application du Théorème B.8 (zones en bleu)
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B.4 Champs de vecteurs non continûment différentiable admettant un dévelop-
pement de Taylor à l’ordre un
Dans cette section, on étudie une famille de champs de vecteurs qui ne sont pas de classe C1
mais qui sont localement lipschitziens et Fréchet différentiables au point d’équilibre étudié. De
tels champs de vecteurs sont d’intérêt puisque s’y applique la première méthode de Lyapunov.
Cela provient du fait que la régularité C1 est une condition suffisante mais non nécessaire de
l’existence d’un développement de Taylor à l’ordre un, comme cela est illustré par l’exemple
développé ci-dessous.
B.4.1 Exemple illustratif
Considérons à titre d’exemple le champ de vecteurs f : R2 → R2 défini par
∀x = (x1, x2) ∈ R2, f(x) =
−x1 + |x1|x2
−x2
 . (B.68)
Montrons dans un premier temps que la fonction f est localement lipschitzienne. Posons pour
tout x = (x1, x2) ∈ R2, f+(x) = (−x1 +x1x2,−x2) et f−(x) = (−x1−x1x2,−x2) . Ainsi pour
x1 ≥ 0 on a que f(x1, x2) = f+(x1, x2), alors que pour x1 ≤ 0 on a que f(x1, x2) = f−(x1, x2).
Les fonctions f+ et f− étant de classe C1 sur R2, il existe pour tout M > 0 des constantes
K+,M , K−,M ∈ R+ telles que pour tout x, y ∈ [−M,M ]2, x1, y1 ≥ 0 ⇒ ‖f(y)− f(x)‖2 ≤
K+,M ‖y − x‖2 et x1, y1 ≤ 0⇒ ‖f(y)− f(x)‖2 ≤ K−,M ‖y − x‖2. Dans le cas où y1x1 < 0, le
segment [x, y] coupe l’axe généré par le seconde coordonnée en un unique point donné par
z = (0, x2 − x1(y2 − x2)/(y1 − x1)). L’inégalité de Lipschitz est vérifiée sur le segment [x, z]
pour la constante K−,M , alors qu’elle l’est pour la constante K+,M sur le segment [z, y]. En
posant KM = max(K−,M , K+,M), on en déduit que
‖f(y)− f(x)‖2 ≤ ‖f(y)− f(z)‖2 + ‖f(z)− f(x)‖2 ≤ KM (‖y − z‖2 + ‖z − x‖2) . (B.69)
Puisque z ∈ [x, y] on vérifie que ‖y − z‖2 + ‖z − x‖2 = ‖y − x‖2. On obtient donc la majora-
tion ‖f(y)− f(x)‖2 ≤ KM ‖y − x‖2. Cette inégalité étant vérifiée pour tout x, y ∈ [−M,M ]2,
on en déduit que pour tout M > 0, la fonction f
∣∣∣[−M,M ]2 est lipschitzienne et donc que f est
localement lipschitzienne.
La fonction f n’admet pas de dérivée partielle par rapport à x1 aux points (0, x2) avec x2 6= 0
dû à la présence de la valeur absolue. Elle ne peut donc pas être de classe C1 au voisinage de
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l’origine. Elle admet néanmoins un développement de Taylor à l’ordre un en en 0 puisque :
∀x = (x1, x2) ∈ R2, ‖f(x) + I2x‖2 =
∥∥∥∥∥∥
|x1|x2
0
∥∥∥∥∥∥
2
= |x1x2| ≤ 12 ‖(x1, x2)‖
2
2 , (B.70)
dont on déduit que ‖f(x) + I2x‖2 / ‖(x1, x2)‖2 → 0 lorsque ‖(x1, x2)‖2 → 0. Ainsi f admet
bien un développement de Taylor à l’ordre un avec pour jacobienne J(f)0 = −I2 qui est
Hurwitz. La première méthode de Lyapunov permet de conclure la stabilité de l’origine du
système x˙ = f(x).
B.4.2 Cas général
Pour n ∈ N∗, soit Un = {−1,+1}n. On associe à un élément µ = (µ1, µ2, . . . , µn) ∈ Un
l’ensemble Rnµ = {(x1, . . . , xn) ∈ Rn : ∀i ∈ {1, . . . , n}, µixi ≥ 0} et pour tout r > 0,
Dµ(0, r) = D(0, r) ∩ Rnµ. Soit ei le i-ème vecteur de la base canonique de Rn.
Lemme B.12 Soit 0 ∈ D ⊂ Rn un domaine. Soient f, g : D → R deux fonctions continues
avec g de classe C1 dan un voisinage ouvert de l’origine et g(0) = 0. Supposons qu’il existe
r > 0 avec D(0, r] ⊂ D tel que pour tout µ ∈ Un :
(A1) f |Dµ(0,r), notée plus simplement fµ, est de classe C1 sur Dµ(0, r)\{0} avec matrice
jacobienne bornée ;
(A2) pour tout j ∈ {1, . . . , n}, la fonction (0, r) 3 t→ ∂fµ/∂xj(tµjej) admets une limite en
0+.
Alors f × g admet un développement de Taylor à l’ordre un en 0 donné par :
f(x)g(x) = f(0)∇g(0)>x+ o(‖x‖2). (B.71)
Démonstration. Fixons de manière arbitraire µ ∈ Un. L’hypothèse (A2) assure, en vertu du
théorème de prolongement de la dérivée, que la fonction [0, r) 3 t → fµ(tµjej) est dérivable
en 0 et que la fonction dérivée est, sur la base de (A1), continue sur [0, r). Ainsi, fµ admets
des dérivées partielles en 0 qui sont tells que (∂fµ/∂xj)|[0,r)µjej sont continues et donc bornées
sur le compact [0, r/2]µjej ⊂ Rnµ. De plus, pour tout x = (x1, . . . , xn) ∈ Rnµ tel que ‖x‖2 < r,
f(x) = f(0) +
n∑
j=1
f
 n∑
k=n+1−j
xkek
− f
 n∑
k=n+2−j
xkek

= f(0) +
n∑
j=1
∫ xn+1−j
0
(
∂fµ
∂xn+1−j
)τen+1−j + n∑
k=n+2−j
xkek
 dτ. (B.72)
L’hypothèse (A1) garantit que les dérivées partielles de fµ sont bornées sur Dµ(0, r)\{0}.
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De plus, il a été montré que les dérivées partielles sont également bornées le long des demi-
axes (i.e., R+µjej avec j ∈ {1, . . . , n}) pour ‖x‖2 < r/2. On en déduit donc qu’il existe une
constante Mµ ≥ 0 telle que
∀x ∈ Rnµ, ‖x‖2 < r/2⇒ |f(x)− f(0)| ≤Mµ ‖x‖2 . (B.73)
Ce résultat étant valable pour tout µ ∈ Un, on obtient que pour tout x ∈ Rn tel que
‖x‖2 < r/2, |f(x) − f(0)| ≤ M ‖x‖2 où M = max{Mµ : µ ∈ Un} (le maximum existe
puisque Card(Un) = 2n < +∞). Donc, dans un voisinage ouvert de l’origine :
f(x) = f(0) +O(‖x‖2). (B.74)
La fonction g étant de classe C1 dans un voisinage de l’origine avec g(0) = 0, elle admet le
développement de Taylor à l’ordre un suivant :
g(x) = ∇g(0)>x+ o(‖x‖2). (B.75)
Finalement, on obtient le résultat escompté puisque
f(x)g(x) = f(0)∇g(0)>x+
{
O(‖x‖2)×∇g(0)>x+ o(‖x‖2)
}
︸ ︷︷ ︸
=o(‖x‖2)
. (B.76)

Le produit de Hadamard de deux matrices U, V ∈ Rn×m, noté U · V ∈ Rn×m, est la matrice
dont les coefficients sont tels que (U · V )i,j = (U)i,j(V )i,j.
Théorème B.13 Soit 0 ∈ D un domaine. Soient f, g, h : D → Rn trois champs de vecteurs
avec g(0) = h(0) = 0 et tels que pour tout i ∈ {1, . . . , n}, la i-ème composante fi et gi des
fonctions f et g vérifient les hypothèses du Lemme B.12. De plus, supposons que f · g+h est
localement lipschitzien, h est de classe C1 dans un voisinage ouvert de l’origine, et la matrice
A , J(f(0) · g + h)0 = J(f(0) · g)0 + J(h)0 (B.77)
est Hurwitz. Alors le système x˙ = f(x) · g(x) + h(x) est localement exponentiellement stable
à l’origine.
Démonstration. Sur la base du Lemme B.12, la fonction f · g + h admet le développement
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de Taylor à l’ordre un à l’orgine suivant :
f(x) · g(x) + h(x) = Ax+ o(‖x‖2). (B.78)
La conclusion découle de la première méthode de Lyapunov (Théorème B.5 pour les hypo-
thèses du champ de vecteurs localement lipschitzien avec développement de Taylor à l’ordre
un au point d’équilibre étudié.). 
En particulier, le Théorème B.13 s’applique à l’exemple de la Sous-section B. Plus géné-
ralement, toute fonction f de la forme f(x1, x2, . . . , xn) = ψ(|x1|, |x2|, . . . , |xn|) où ψ est
continûment différentiable satisfait les hypothèses de régularité du Théorème B.13.
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ANNEXE C NON LINÉARISABILITÉ PAR RETOUR DE SORTIE DU
MODÈLE BACT
L’objectif de cette annexe est de montrer que le modèle du BACT, lorsqu’une seule entrée de
commande est considérée, n’est pas linéarisable par retour de sortie. En d’autres termes, toute
technique de commande basée sur la technique de linéarisation par retour de sortie ne peut
permettre de commander la globalité de la dynamique du système. De manière à démontrer
cette propriété, des résultats généraux bien connus sur le contrôlabilité des systèmes sont
rappelés.
C.1 Rappels sur la linéarisation par retour de sortie
Définition C.1 (Khalil (1996)) Soit D ⊂ Rn un domaine, i.e., un sous-ensemble ouvert
et connecté de Rn. Un système mono-entrée
x˙ = f(x) + g(x)u, (C.1)
où f, g : D → Rn, est dit linéarisable par retour de sortie s’il existe un difféomorphisme
T : D → Rn tels que 0 ∈ T (D) et le changement de variable z = T (x) vérifie
z˙ = Az + Bγ(x)[u− α(x)] (C.2)
avec A ∈ Rn×n, B ∈ Rn, la paire (A,B) est contrôlable, α, γ : D → R et pour tout x ∈ D,
γ(x) 6= 0.
Avant d’introduire un théorème donnant une condition nécessaire et suffisante permettant
d’assurer la linéarisabilité par retour de sortie lorsque les fonctions f et g sont suffisamment
régulières, on procède à quelques rappels préliminaires sur le notion de distribution de champs
de vecteurs.
Définition C.2 Soit D ⊂ Rn un domaine. Pour des champs de vecteurs f1, f2, . . . , fk : D →
Rn, on définit pour tout x ∈ D,
D(x) = spanR{f1(x), f2(x), . . . , fk(x)} ⊂ Rn. (C.3)
La collection de l’ensemble des espaces vectoriels D(x) lorsque x décrit D est appelé une
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distribution et est notée
D = spanR{f1, f2, . . . , fk}. (C.4)
Un cas particulier de distribution, jouant un rôle essentiel dans les propriétés de linéarisabilité
d’une certaine classe de systèmes, est introduite dans la définition ci-dessous.
Définition C.3 Une distribution D est dite involutive si
∀g1, g2 ∈ D, [g1, g2] , ∂g2
∂x
g1 − ∂g1
∂x
g2 ∈ D, (C.5)
où [·, ·] est connu sous l’appellation de Braquets de Lie.
Afin de vérifier l’involutivité d’une distribution générée par un nombre fini de champs de
vecteurs, on dispose du résultat suivant.
Lemme C.1 (Khalil (1996)) Une distribution D générée par un un nombre fini de champs
de vecteurs f1, f2, . . . , fk est involutive si et seulement si
∀ 1 ≤ i, j ≤ k, [fi, fj] ∈ D. (C.6)
Sur la base de ces définitions, on peut introduire le résultat suivant portant sur la linéarisa-
bilité par retour de sortie.
Théorème C.2 (Khalil (1996)) Soient D ⊂ Rn un domaine et f, g ∈ Cn−1(D,Rn). Le
système mono-entrée x˙ = f(x) + g(x)u est linéarisable par retour de sortie si et seulement
s’il existe un domaine D0 ⊂ D tel que :
– la matrice G(x) , [g(x), adfg(x), ..., adn−1f g(x)] est de rang n pour tout x ∈ D0, où
adfg = [f, g] et pour tout k ≥ 2, adkfg = [f, adk−1f g] ;
– la distribution D = spanR{g, adfg, ..., adn−2f g} est involutive sur D0.
C.2 Étude du BACT
Afin de simplifier les calculs, on considère le modèle du BACT (4.66) sans tenir compte de la
dynamique de l’actionneur. De manière à rendre le résultat indépendant de la modélisation
particulière des coefficients de rigidité en torsion et en flexion, on suppose que kα est une
fonction analytique 1 de α sur R, i.e., kα ∈ A(R), et que kh est une fonction de classe C3(R)
1. On rappelle qu’une fonction analytique est une fonction de variable réelle ou complexe qui est dévelop-
pable en série entière au voisinage de chacun des points de son ensemble de définition.
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de la variable h. En sélectionnant x1 = h, x2 = α, x3 = h˙, x4 = α˙ et u = β, la dynamique
du BACT s’écrit, pour une vitesse de l’écoulement de l’air U ∈ R+ fixée, sous la forme
x˙ = f(x) + g(x)u où les fonctions f, g ∈ C3(R4,R4) sont définies par 2
f(x) =

x3
x4
−k1kh(x1)x1 − [k2U2 + c5kα(x2)]x2 − c1(U)x3 − c2(U)x4
−k3kh(x1)x1 − [k4U2 + c6kα(x2)]x2 − c3(U)x3 − c4(U)x4
 , g(x) = U
2

0
0
g3
g4
 .
(C.7)
Théorème C.3 Supposons que kh ∈ C3(R) et que kα ∈ A(R) est positive et non constante.
Supposons également que U ≥ 0, xα 6= −mT cmβ/(mW clβ) et que l’une des deux conditions
suivantes est vérifiée :
(A1) ρb[g3 + (0.5− a)bg4](cmαclβ − clαcmβ) = 0 et g4cαclβ + g3chcmβ 6= 0 ;
(A2) ρb[g3 + (0.5− a)bg4](cmαclβ − clαcmβ) 6= 0 et
U 6= U∗ , g4cαclβ + g3chcmβ
ρb[g3 + (0.5− a)bg4](cmαclβ − clαcmβ)
. (C.8)
Alors le système x˙ = f(x) + g(x)u où f et g sont définies par (C.7) n’est pas linéarisable par
retour de sortie.
Les inégalités présentent dans les hypothèses du Théorème C.3 ne présentent pas une limite
d’un point de vue pratique. En effet, pour les valeurs numériques du modèle telles que consi-
gnées dans le Tab.4.2, U∗ ≈ −9.61 m/s < 0. Ainsi, la condition (C.8) est bien satisfaite. De
plus, pour les mêmes valeurs numériques, xα = −mT cmβ/(mW clβ) ≈ 3.50, correspondant à
une position hypothétique de l’axe d’élasticité en dehors des limites physiques de la section
d’aile.
Démonstration du Théorème C.3. Le cas U = 0 est trivial car implique g = 0. On se focalise
donc sur le cas U > 0. Supposons par contradiction que le système est linéarisable par retour
de sortie. De par le Théorème C.2, il existe un domaine non vide D0 ⊂ Rn tel que les
conditions 1 et 2 du théorème soient vérifiées.
- La condition 1 implique que rang[G(x)] = 4 pour tout x ∈ D0, i.e., g(x), adfg(x), ad2fg(x)
et ad3fg(x) dont linéairement indépendants pour tout x ∈ D0.
- La condition 2 impose que la distribution D = span{g, adfg, ad2fg} est involutive sur D0.
Sur la base du Lemme C.1, c’est équivalent au fait que [g, adfg] ∈ D, [g, ad2fg] ∈ D et
[adfg, ad2fg] ∈ D sur D0.
2. Le paramètre incertain δ de la formulation d’origine est pour cette étude absorbé par kα.
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Un calcul directe montre que [g, adfg] = 0 ∈ D et [g, ad2fg] = 0 ∈ D. Dès lors, la condition 2
est équivalente à [adfg, ad2fg] ∈ D sur D0. La condition 1 impliquant que pour tout x ∈ D0
les vecteurs g(x), adfg(x) et ad2fg(x) sont linéairement indépendants, on obtient que pour
tout x ∈ D0,
rang
[
g(x), adfg(x), ad2fg(x), [adfg, ad2fg](x)
]
= 3. (C.9)
En introduisant pour tout x ∈ R4 la quantité :
∆(x) = det
([
g(x), adfg(x), ad2fg(x), [adfg, ad2fg](x)
])
∈ R, (C.10)
on obtient donc que D0 ⊂ F , {x ∈ R4 : ∆(x) = 0}. Cela entraîne donc que l’intérieur de
F , noté F˚ , est non vidé puisque D0 est un ouvert non vide contenu dans F . Un calcul direct
montre que les braquets de Lie impliqués dans la définition de ∆(x) sont donnés par les
expressions suivantes :
adfg(x) = [f, g](x) = U2

−g3
−g4
c1(U)g3 + c2(U)g4
c3(U)g3 + c4(U)g4
 , (C.11)
ad2fg(x) = [f, adfg](x) = U2

−c1(U)g3 − c2(U)g4
−c3(U)g3 − c4(U)g4
L1(x1, x2, U)
L2(x1, x2, U)
 , (C.12)
[adfg, ad2fg](x) =
∂ad2fg
∂x
adfg(x)− ∂adfg
∂x
ad2fg(x) = U4

0
0
k1g3g4sh(x1) + c5g24sα(x2)
k3g3g4sh(x1) + c6g24sα(x2)
 ,
(C.13)
où les différents coefficients sont définis dans le Tab. 4.3 ainsi que par :
F31(x1, U) = k1 [kh(x1) + x1k′h(x1)] , (C.14a)
F41(x1, U) = k3 [kh(x1) + x1k′h(x1)] , (C.14b)
F32(x2, U) = k2U2 + c5(kα(x2) + x2k′α(x2)), (C.14c)
F42(x2, U) = k4U2 + c6(kα(x2) + x2k′α(x2)), (C.14d)
L1(x1, x2, U) = −F31(x1, U)g3 − F32(x2, U)g4 (C.14e)
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+ c1(U)2g3 + c1(U)c2(U)g4 + c2(U)c3(U)g3 + c2(U)c4(U)g4, (C.14f)
L2(x1, x2, U) = −F41(x1, U)g3 − F42(x2, U)g4 (C.14g)
+ c1(U)c3(U)g3 + c2(U)c3(U)g4 + c3(U)c4(U)g3 + c4(U)2g4, (C.14h)
r(U) = g23c3(U) + g3g4 [c4(U)− c1(U)]− g24c2(U), (C.14i)
sh(x1) = 2k′h(x1) + x1k′′h(x1), (C.14j)
sα(x2) = 2k′α(x2) + x2k′′α(x2), (C.14k)
k∆h = (k3g3 − k1g4)g3g4 = −ρb
2cmβ
d
g3g4, (C.14l)
k∆α = (c6g3 − c5g4)g24 = −
ρbclβ
d
g24. (C.14m)
Le calcul du déterminant donne alors :
∆(x) = U10r(U) [k∆hsh(x1) + k∆αsα(x2)] , (C.15)
où
r(U) = g23c3(U) + g3g4 [c4(U)− c1(U)]− g24c2(U), (C.16a)
k∆h = (k3g3 − k1g4)g3g4 = −ρb
2cmβ
d
g3g4, (C.16b)
k∆α = (c6g3 − c5g4)g24 = −
ρbclβ
d
g24. (C.16c)
Pour tout 1 ≤ i ≤ 4, la fonction U → ci(U) est affine. Donc U → r(U) donnée par (C.16a)
est une fonction polynomiale de degré inférieur ou égal à un. Sous l’hypothèse (A1), r est
une fonction constante non nulle, i.e., r(U) 6= 0. Sous l’hypothèse (A2), r est de degré un
impliquant l’existence d’une unique vitesse U ∈ R telle que r(U) = 0. Après calculs, cette
vitesse est donnée par U = U∗ où U∗ est définie par (C.8). Ce cas de figure étant exclu
par hypothèse, on obtient que r(U) 6= 0. Dans les deux cas, r(U) 6= 0, impliquant donc que
F = {x = (x1, x2, x3, x4) ∈ R4 : k∆hsh(x1) + k∆αsα(x2) = 0}.
Puisque F˚ 6= ∅, il existe x∗ = (x∗1, x∗2, x∗3, x∗4) ∈ F et  > 0 tel que pour tout x =
(x1, x2, x3, x4) ∈ R4 vérifiant ||x − x∗||∞ ≤ , x ∈ F , i.e., k∆hsh(x1) + k∆αsα(x2) = 0,
où || · ||∞ dénote ici la norme infinie 3 du R espace vectoriel R4. En particlier, pour tout
x2 ∈ (x∗2 − , x∗2 + ), k∆hsh(x∗1) + k∆αsα(x2) = 0. L’égalité k∆α = 0 étant vérifiée si et seule-
ment si g4 = 0 (C.16c), i.e., xα = −mT cmβ/(mW clβ), cas de figure exclu par hypothèse. Il
existe alors une constante κ0 , −k∆hsh(x∗1)/k∆α ∈ R telle que pour tout x2 ∈ (x∗2− , x∗2 + ),
3. Il n’y a pas de restriction à considérer une norme particulière puisqu’en dimension finie, toutes les
normes sont équivalentes.
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sα(x2) = κ0. Puisque kα ∈ A(R), on a sα ∈ A(R) impliquant par le principe de prolongement
analytique 4 que sα(x2) = κ0 pour tout x2 ∈ R. Ainsi, par définition de sα, l’intégration de
la fonction x2 → x2sα(x2) fournit pour tout x2 ∈ R,
κ0
2 x
2
2 =
∫ x2
0
κ0ξdξ =
∫ x2
0
ξsα(ξ)dξ =
∫ x2
0
2ξk′α(ξ) + ξ2k′′α(ξ)dξ =
[
ξ2k′α(ξ)
]ξ=x2
ξ=0
= x22k′α(x2).
(C.17)
En divisant par x22 les membres de gauche et de droite de (C.17), on obtient par continuité
de k′α en 0 que pour tout x2 ∈ R, k′α(x2) = κ0/2. On en déduit l’existance d’une constante
κ1 ∈ R telle que pour tout x2 ∈ R, kα(x2) = κ0x2/2 + κ1. La fonction kα étant supposée
positive sur R, on obtient κ0 = 0. Cela contredit l’hypothèse que kα n’est pas une fonction
constante, ce qui conclut la preuve par contradiction. 
4. On utilise ici le fait que deux fonctions analytiques définies sur un même ouvert connexe U qui coïncident
sur un voisinage ouvert d’un point de U sont égales.
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ANNEXE D RAPPELS MATHÉMATIQUES
Cette annexe vise à introduire certaines des notions mathématiques employées dans les Cha-
pitres 6-8. Les différents éléments présentés sont essentiellement tirés des références (Brezis,
2010; Curtain and Zwart, 2012; Kato, 2013) dans lesquelles de plus amples détails peuvent
être trouvés.
D.1 Espaces vectoriels normés, espaces de Banach et espaces de Hilbert
Cette section vise à effectuer des rappels généraux sur les espaces vectoriels normés, les
espaces de Banach et les espaces de Hilbert. Pour la suite K désigne le corps des réels R ou
le corps des complexes C.
Définition D.1 (Espace vectoriel normé) Un espace vectoriel normé est un K-espace
vectoriel E doté d’une application, appelée norme, ‖·‖ : E → R+ vérifiant :
– séparation : ∀x ∈ E, ‖x‖ = 0⇔ x = 0 ;
– homogénéité : ∀(λ, x) ∈ K× E, ‖λx‖ = |λ| ‖x‖ ;
– inégalité triangulaire : ∀x, y ∈ E , ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Des exemples typiques d’espaces vectoriels normés sont le corps R muni de la valeur absolue
| · |, le corps C muni du module | · |, Kn muni de la p-norme ‖x‖p = (|x1|p + . . . |xn|p)1/p pour
p ∈ [1,∞) ou la norme infinie ‖x‖∞ = max(|x1|, . . . , |xn|), l’espace C(K,K) des fonctions
continues sur un compact K muni de la norme uniforme ‖f‖∞ = sup
x∈K
|f(x)|, etc.
Définition D.2 (Convergence d’une suite) Une suite (xn)n∈N ∈ EN d’un espace vecto-
riel normé E est dite convergente si :
∃l ∈ E / ∀ε > 0, ∃N ∈ N / ∀n ≥ N, ‖xn − l‖ < ε. (D.1)
On dit alors que la suite (xn)n∈N converge vers l.
L’hypothèse de séparation intervenant dans la définition d’une norme assure l’unicité de la
limite (lorsque existence).
Définition D.3 (Normes équivalentes) Deux normes ‖·‖1 et ‖·‖2 sur un espace vectoriel
E sont dites équivalentes s’il existe c1, c2 > 0 tels que pour tout x ∈ E, c1 ‖x‖1 ≤ ‖x‖2 ≤
c2 ‖x‖1.
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Rappelons qu’en dimension finie, toutes les normes sont équivalentes. On peut montrer que
deux normes sont équivalent si et seulement si elles engendrent les mêmes suites convergentes
(avec limites identiques).
La principale difficulté dans l’application de la Définition D.2 est qu’il faut préalablement
deviner la valeur de la limite l afin de pouvoir établir (D.1). Cela est néanmoins en général
difficile. De plus, dans la majorité des cas, seul l’établissement de la convergence de la suite,
et non le calcul explicite de la limite, est essentiel. Pour cette raison, on introduit le concept
de suite de Cauchy.
Définition D.4 (Suite de Cauchy) Une suite (xn)n∈N ∈ EN d’un espace vectoriel normé
E est une suite de Cauchy si :
∀ε > 0, ∃N ∈ N / ∀n,m ≥ N, ‖xn − xm‖ < ε. (D.2)
Il est aisé de montrer que toute suite convergente dans un espace vectoriel normé est une suite
de Cauchy. La réciproque est fausse en général. Par exemple, dans l’ensemble des polynômes
R[X] doté de la norme uniforme sur [0, 1], la suite (Pn)n∈N ∈ (R[X])N définie par Pn(X) =
n∑
k=0
xk
k! est de Cauchy mais ne converge pas dans R[X].
Définition D.5 (Espace de Banach) Un espace de Banach est un espace vectoriel normé
dans lequel toute suite de Cauchy converge.
Les exemples précédemment mentionnés d’espaces vectoriels normés sont des espace de Ba-
nach. Notons également que tout K-espace vectoriel normé de dimension finie est de Banach.
A contrario, R[X] muni d’une norme quelconque n’est pas un espace de Banach. L’avantage
des espaces de Banach est qu’il n’est pas nécessaire de deviner la limite d’une suite pour en
établir la convergence. Il suffit pour cela de vérifier le critère (D.2).
Définition D.6 (Produit scalaire) Soit E un K-espace vectoriel. On appelle produit sca-
laire une application 〈·, ·〉 : E × E → K vérifiant :
– linéarité de la première entrée : ∀λ, µ ∈ K, ∀x, y, z ∈ E, 〈λx+ µy, z〉 = λ〈x, z〉+ µ〈y, z〉 ;
– symétrie hermitienne : ∀x, y ∈ E, 〈x, y〉 = 〈y, x〉 ;
– définie positive : ∀x ∈ E, 〈x, x〉 ≥ 0 et 〈x, x〉 = 0⇒ x = 0.
Dans le cas où K = R, la symétrie hermitienne se réduit à la simple symétrie.
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Proposition D.1 (Norme et inégalité de Cauchy-Schwartz) Soit E un K-espace vec-
toriel doté d’un produit scalaire 〈·, ·〉 : E × E → K.
1. Norme associée au produit scalaire : ‖x‖ ,
√
〈x, x〉 défini une norme sur E.
2. Inégalité de Cauchy-Schwartz : pour tout x, y ∈ E, |〈x, y〉| ≤ ‖x‖ ‖y‖.
On introduit alors la notion d’espace de Hilbert.
Définition D.7 (Espace de Hilbert) Un espace de Hilbert H est un K-espace vectoriel
doté d’un produit scalaire dont la norme associée ‖·‖ est telle sur (H, ‖·‖) est un espace de
Banach.
Un exemple typique d’espace de Hilbert est Kn doté du produit scalaire 〈x, y〉 = n∑
k=1
xiyi. Plus
généralement, l’ensemble des suites de carré sommable à coefficient dans K est un espace de
Hilbert lorsque doté du produit scalaire 〈x, y〉 = ∞∑
k=1
xiyi.
Un autre exemple important d’espace de Hilbert est celui des fonctions de carré intégrable.
Pour cela, rappelons que pour p ≥ 1, l’ensemble Lp(a, b) des fonctions p-intégrables sur
un intervalle (a, b) se définit comme étant l’ensemble des fonctions f : (a, b) → C mesu-
rables telles que
∫ b
a |f(x)|pdx < ∞. On définit alors ‖f‖Lp(a,b) =
∫ b
a |f(x)|pdx. Cependant,
(Lp(a, b), ‖·‖Lp(a,b)) n’est pas un espace vectoriel normé car ‖f‖Lp(a,b) = 0 implique que f
est nulle presque partout 1 et non f = 0. De manière à ne pas distinguer deux fonctions
mesurables f et g qui sont égales presque partout 2, ce que l’on note f p.p.= g, on définit l’es-
pace Lp(a, b) comme étant le quotient de Lp(a, b) par son sous-espace vectoriel constitué des
fonctions nulles presque partout. Dès lors, (Lp(a, b), ‖·‖Lp(a,b)) est bien un espace vectoriel
normé 3. Rigoureusement, un élément [f ] ∈ Lp(a, b) est une classe d’équivalence de fonctions
qui sont égales presque partout, et donc indistinguables du point de vue de la théorie de
l’intégration. Par simplicité, on identifie généralement une fonction à sa classe d’équivalence.
Le théorème suivant assure la complétude de Lp(a, b).
Théorème D.2 (Théorème de Riesz-Fischer) Pour p ≥ 1, (Lp(a, b), ‖·‖Lp(a,b)) est un
espace de Banach. De plus, toute suite convergente dans Lp(a, b) présente une sous-suite qui
converge presque partout.
1. Une fonction mesurable f est nulle presque partout si λ({x : f(x) 6= 0}) = 0 où λ représente la mesure
de Lebesgue.
2. I.e., f − g est nulle presque partout.
3. L’homogénéité se vérifie directement à partir de la définition et l’inégalité triangulaire est connue sous
le nom d’inégalité de Minkowski.
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Dans le cas particulier 4 p = 2, l’espace L2(a, b) muni de son produit scalaire naturel 〈f, g〉L2(a,b) =∫ b
a f(x)g(x)dx est un espace de Hilbert.
Définition D.8 (Ensemble dense dans un espace vectoriel normé) Soit (E, ‖·‖E) un
espace vectoriel normé. Un ensemble X ⊂ E est dit dense dans E, ce que l’on note X = E,
si pour tout u ∈ E et tout ε > 0, il existe x ∈ X tel que ‖x− u‖ < ε.
En rappelant que la notation de Kronecker est telle que δi,j vaut 1 si i = j et 0 sinon, on
introduit le concept de base de Hilbert.
Définition D.9 (Base de Hilbert) Soit H un espace de Hilbert. Une famille de vecteurs
(ei)i∈I ∈ HI est une base de Hilbert lorsque :
– famille orthonormée : ∀i, j ∈ I, 〈ei, ej〉 = δi,j ;
– famille totale : H = vect(ei)i∈I .
Tout espace de Hilbert admet une base de Hilbert (par application du lemme de Zorn). Afin
de caractériser de telles bases pour les espaces de Hilbert de dimension infinie usuellement
rencontrés, on introduit la propriété suivante.
Définition D.10 (Espace vectoriel normé séparable) Un espace vectoriel normé E est
séparable s’il existe un sous-ensemble X ⊂ E dénombrable 5 et dense dans E.
L’espace Kn doté d’une norme quelconque ou l’espace Lp(a, b) pour p ∈ [1,∞) muni de sa
norme naturelle sont des espaces séparables. L’intérêt de cette notion réside dans le lemme
suivant.
Lemme D.3 (Base de Hilbert d’un espace de Hilbert séparable) Toute base d’un es-
pace de Hilbert séparable est au plus dénombrable.
Par exemple, en conséquence de la théorie sur les polynômes trigonométriques et les séries
de Fourier, l’espace de Hilbert L2(0, 1) muni de son produit scalaire naturel admet les bases
de Hilbert classiques suivantes :
– {t→ 1} ∪ {t→ √2 cos(2pint), n ∈ N∗} ∪ {t→ √2 sin(2pint), n ∈ N∗} ;
– {t→ 1} ∪ {t→ √2 cos(pint), n ∈ N∗} ;
4. On peut montrer grâce à l’identité du parallélogramme vérifiée par tout espace de Hilbert que Lp(a, b)
muni de sa norme usuelle est un espace de Hilbert si et seulement si p = 2.
5. C’est-à-dire qu’il peut être mis en bijection avec N
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– {t→ √2 sin(pint), n ∈ N∗} .
Finalement, on introduit le résultat suivant permettant d’écrire un élément dans une base de
Hilbert.
Lemme D.4 (Décomposition dans un espace de Hilbert séparable) SoitH un espace
de Hilbert séparable et (en)n une base de Hilbert associée.
1. Pour toute suite (λn)n ∈ KN telle que
∞∑
n=0
|λn|2 <∞, alors
∞∑
n=0
λnen ∈ H.
2. Pour tout x ∈ H, ∞∑
n=0
|〈x, en〉|2 <∞ et x =
∞∑
n=0
〈x, en〉en.
D.2 Rappels d’analyse fonctionnelle
L’analyse fonctionnelle est une branche des mathématiques portant sur l’étude des espaces
de fonctions, cadre dans lequel est formalisé la théorie des C0-semi-groupes introduit dans le
Chapitre 6. Cette section vise à faire de brefs rappels sur certains des résultats généraux de
l’analyse fonctionnelle utiles dans le cadre de cette thèse.
Définition D.11 (Opérateur linéaire) Soient E et F deux K−espaces vectoriels. Un opé-
rateur linéaire (ou simplement un opérateur) T de E dans F est une application T : D(T ) ⊂
E → F telle que D(T ) est un sous espace vectoriel de E et pour tout α, β ∈ K et u, v ∈ E,
T (αx+ βv) = αTu+ βTv.
L’image de l’opérateur Im(T ) = T (D(T )) et son noyau Ker(T ) = T−1({0}) sont respecti-
vement des sous-espaces vectoriels de F et E. Par linéarité, T est injectif si et seulement si
Ker(T ) = {0}.
Définition D.12 (Opérateur inversible) Soient E et F deux espaces vectoriels. Un opé-
rateur T : D(T ) ⊂ E → F est inversible s’il existe une application S : D(S) ⊂ F → E
telle que D(S) = Im(T ), ST = ID(T ) et TS = IIm(T ). Dans ce cas, S est nommé l’inverse
(algébrique) de T et on note S = T−1.
Il est aisé de montrer (Kato, 2013)[Section III.2] qu’un opérateur T est inversible si et seule-
ment si Ker(T ) = {0}. De plus, si T est un opérateur inversible, T−1 est linéaire et est donc
un opérateur.
Définition D.13 (Opérateur borné) Soient (E, ‖·‖E) et (F, ‖·‖F ) deux espaces vectoriels
normés. Un opérateur T : D(T ) ⊂ E → F est borné s’il existe M ∈ R+ tel que pour tout
x ∈ D(T ), ‖Tx‖F ≤M ‖x‖E.
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La notion d’opérateur borné coïncide avec la notion usuelle de continuité d’une fonction
entre deux espaces métriques. En effet, il peut être montré qu’un opérateur est continu
si et seulement s’il est borné (Kato, 2013)[Section III.2]. La plus petite des constantes M
intervenant dans la définition d’un opérateur bornée fait office de norme de l’opérateur.
Définition D.14 (Norme d’un opérateur borné) Soient (E, ‖·‖E) et (F, ‖·‖F ) deux es-
paces vectoriels normés. La norme d’un opérateur borné T : D(T ) ⊂ E → F est définie
par :
‖T‖ , sup
x∈D(T )\{0}
‖Tx‖F
‖x‖E
. (D.3)
On peut alors introduire l’espace vectoriel norme des opérateurs bornés entre deux espaces
vectoriels normés.
Définition D.15 (Espace vectoriel L(E,F )) Soient E et F deux espaces vectoriels nor-
més. On note L(E,F ) l’espace vectoriel normé constitué des opérateurs bornés T : E → F et
doté de la norme introduite à la Définition D.14. Lorsque les deux espaces vectoriels normés
coïncident, on note L(E) = L(E,E).
Bien que centrale, la notion d’opérateur bornée peut se révéler trop trop forte. Cela conduit
au concept plus faible d’opérateur fermé.
Définition D.16 (Opérateur fermé) Soient E et F deux espaces vectoriels normés. Un
opérateur T : D(T ) ⊂ E → F est fermé si pour toute suite (xn)n ∈ D(T )N telle que
xn −→
n→∞ x ∈ E et Txn −→n→∞ y ∈ F , alors x ∈ D(T ) et Tx = y.
L’application directe de la définition précédente afin de prouver qu’un opérateur est fermé
est généralement fastidieuse. Une approche plus directe est la suivante. Supposons que T est
un opérateur entre deux espaces vectoriels normés E et F tel que T−1 ∈ L(F,E). Alors T est
fermé. En effet, si (xn)n ∈ D(T )N est telle que xn −→
n→∞ x ∈ E et Txn −→n→∞ y ∈ F , alors par
continuité de T−1 on a que xn = T−1Txn −→
n→∞ T
−1y. Par unicité de la limite on en déduit
que x = T−1y ∈ D(T ) et donc y = Tx.
Exemple D.1 Soit H = L2(0, 1) l’espace des fonctions de carré intégrable. On introduit
l’opérateur T = ddx défini sur
D(T ) =
{
z ∈ L2(0, 1) : dzdx ∈ L
2(0, 1), z(0) = 0, z ∈ AC[0, 1]
}
. (D.4)
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Il est possible d’appliquer directement la définition afin de prouver que T est fermé (Curtain
and Zwart, 2012)[Exemple A.3.45]. Néanmoins, si on introduit l’opérateur S défini sur H
par
∀z ∈ H, ∀x ∈ [0, 1], (Sz)(x) =
∫ x
0
z(ξ)dξ, (D.5)
on vérifie de manière directe que 1) S ∈ L(H) ; 2) TS = IH et ST = ID(t), i.e., T−1 = S.
On en déduit que T est fermé.
Le théorème suivant permet, dans le cadre des espaces de Banach, de déduire du caractère
fermé d’un opérateur son caractère borné.
Théorème D.5 (Théorème du graphe fermé) (Kato, 2013)[III.5.20] Un opérateur T :
E → F fermé défini sur la globalité d’un espace de Banach E et à valeur dans un espace de
Banach F est borné.
Dans le cadre de la théorie des C0-semi-groupes, un opérateur A : D(A) ⊂ E → E n’est
généralement pas défini sur l’espace tout entier, i.e., D(A) 6= E. Cependant, il est défini
sur un sous espace D(A) dont les éléments sont arbitrairement proches de tout élément de
l’espace vectoriel normé E. Cela se formalise par la notion d’opérateur densément défini
comme suit.
Définition D.17 (Opérateur densément défini) Un opérateur T : D(T ) ⊂ E → F
entre deux espaces vectoriels normés E et F est densément défini si D(T ) = E.
Il est bien connu que dans Rn doté du produit scalaire 〈x, y〉 = x>y, en notant A> la matrice
transposée d’une matrice A ∈ Rn×n, 〈Ax, y〉 = 〈x,A>y〉 pour tout x, y ∈ Rn. En interprétant
les matrices en tant qu’opérateurs sur Rn, on dit que A> est l’opérateur adjoint de A. Ce
concept se généralise dans les espaces de Hilbert de la façon suivante.
Définition D.18 (Opérateur adjoint) Soit H un espace de Hilbert et T : D(T ) ⊂ H → H
un opérateur densément défini. On défini l’opérateur adjoint T ∗ : D(T ∗) ⊂ H → H comme
suit. D(T ∗) est l’ensemble des y ∈ H tel qu’il existe y∗ ∈ H vérifiant
∀x ∈ D(T ), 〈Tx, y〉 = 〈x, y∗〉. (D.6)
Dans ce cas, on pose T ∗y = y∗.
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La caractère densément défini de T permet d’assurer l’unicité de la définition de T ∗. De
plus, lorsque T est fermé et densément défini, on montre que T ∗ est également fermé et
densément défini. Une nouvelle fois, l’application directe de la définition pour calculer un
opérateur adjoint est relativement difficile, notamment pour déterminer D(T ∗). Une méthode
alternative utilise la propriété suivante. Si T est un opérateur densément défini sur l’espace
de Hilbert H tel que T−1 ∈ L(H), alors (T ∗)−1 = (T−1)∗ (Kato, 2013)[III.5.30]. L’intérêt de
cette approche est que puisque T−1 ∈ L(H), le théorème de représentation de Riesz assure
que (T−1)∗ est défini sur H tout entier. On a alors directement que D(T ∗) = Im((T−1)∗).
Exemple D.2 Soit H = L2(0, 1) l’espace des fonctions de carré intégrable. On introduit
l’opérateur T = ddx défini sur
D(T ) =
{
z ∈ L2(0, 1) : dzdx ∈ L
2(0, 1), z(0) = 0, z ∈ AC[0, 1]
}
. (D.7)
De l’Exemple D.1,
∀z ∈ H, ∀x ∈ [0, 1], (T−1z)(x) =
∫ x
0
z(ξ)dξ, (D.8)
avec T−1 ∈ L(H). Par calcul direct et application du Théorème de Fubini :
〈T−1z1, z2〉 =
∫ 1
0
∫ x
0
z1(ξ)z2(x)dξdx =
∫ 1
0
∫ 1
ξ
z1(ξ)z2(x)dxdξ = 〈z1, (T−1)∗z2〉, (D.9)
avec ((T−1)∗z)(x) =
∫ 1
x z(ξ)dξ. On en déduit :
D(T ∗) = Im((T−1)∗) =
{
z ∈ L2(0, 1) : dzdx ∈ L
2(0, 1), z(1) = 0, z ∈ AC[0, 1]
}
, (D.10)
d’où T ∗ = ((T−1)∗)−1 = − ddx .
Pour conclure cette section, on effectue des rappels sur l’ensemble résolvent.
Définition D.19 Soit T un opérateur fermé sur un C-espace vectoriel normé E. On définit
l’ensemble résolvent ρ(T ) comme étant l’ensemble des λ ∈ C tels que (λIE − T )−1 ∈ L(E).
Il est à noter que d’après ce qui précède, (λIE−T )−1 ∈ L(E) implique que λIE−T et donc de
surcroît T est fermé. Ainsi, lorsque T est non fermé, on a nécessairement ρ(T ) = ∅. Lorsque
E est un espace de Banach, ρ(T ) est un sous ensemble ouvert de C (Kato, 2013)[III.6.7]. Le
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complémentaire de ρ(T ), noté σ(T ) = C\ρ(T ), est appelé le spectre de T . Contrairement à la
dimension finie, l’ensemble des valeurs propres de l’opérateur T , noté σp(T ), ne correspond
pas toujours à l’ensemble du spectre de T . En d’autres termes, il existe en dimension infinie
des opérateurs T tels que σp(T ) ( σ(T ) (cf., e.g., (Curtain and Zwart, 2012)[Exemple A.4.6]).
D.3 Espaces de Sobolev
La notion usuelle de dérivation des fonctions se révèle très restrictive. Par exemple, une
fonction aussi simple qu’un échelon n’admet pas de fonction dérivée. Les notions de dérivée
faible (au sens des distributions) et d’espaces de Sobolev visent à fournir un cadre plus général.
Pour cela rappelons que C∞c (a, b) désigne l’ensemble des fonctions f infiniment dérivables à
support compact, i.e., il existe [c, d] ⊂ (a, b) tel que x /∈ [c, d]⇒ f(x) = 0.
Définition D.20 (Dérivée faible) Une fonction u ∈ L2(a, b) admet v ∈ L2(a, b) pour dé-
rivée faible si
∀φ ∈ C∞(a, b),
∫ b
a
u(x)φ′(x)dx = −
∫ b
a
v(x)φ(x)dx. (D.11)
Par densité de C∞c (a, b) dans L1(a, b), il est immédiat de déduire l’unicité de la dérivée faible.
De plus, une simple intégration par partie montre que si u ∈ C1((a, b);R), alors u est faible-
ment dérivable et la dérivée faible coïncide avec la dérivée usuelle des fonctions. Par la suite,
on note u′ la dérivée faible de u. Si u′ admet elle même une dérivée faible, on la note u′′, etc.
Définition D.21 (Espace de Sobolev Hm(a, b)) Pour m ∈ N, on définit l’espace de So-
bolev :
Hm(a, b) ,
{
f ∈ L2(a, b) : ∀k ≤ m, f (k) ∈ L2(a, b) existe
}
. (D.12)
On dote cet espace de la norme :
‖f‖Hm(a,b) ,
(
m∑
k=0
∥∥∥f (k)∥∥∥2
L2(a,b)
)1/2
. (D.13)
Sur la base de la complétude de L2(a, b) et de la définition de la dérivée faible, il est aisé de
déduire le résulta suivant.
Théorème D.6 (L’espace de Sobolev Hm(a, b) est un espace de Hilbert) Pour m ∈
N, l’espace de Sobolev Hm(a, b) est un espace de Hilbert lorsque doté du produit scalaire
associé à sa norme :
〈f, g〉Hm(a,b) ,
m∑
k=0
〈f (k), g(k)〉L2(a,b). (D.14)
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Dans le cadre d’EDP, il est nécessaire de pouvoir définir des conditions à la frontière. Or,
comme vu précédemment, un élément de L2(a, b) et de surcroît de Hm(a, b) est une classe
d’équivalence de fonctions qui ne différent que sur un ensemble négligeable de points. Ainsi,
définir f(a) = 0 n’a pas de sens dans la mesure où la fonction g définie par g(a) = 1 et
g|(a,b) = f |(a,b) sont telles que f = g dans L2(a, b) alors même que f(a) 6= g(a). Pour définir
correctement une condition portant sur un point spécifique du domaine ou de la frontière,
il faut le faire sur une fonction suffisamment régulière de classe d’équivalence. On introduit
pour cela la notion de continuité absolue.
Définition D.22 (Absolue continuité) Soit I un intervalle de R. Une fonction f : I →
C est absolument continue si pour tout ε > 0, il existe δ > 0 tel que pour toute suite
([an, bn])n∈N ∈ IN de sous-intervalles d’intérieurs disjoints,
∑
n≥0
(bn − an) < δ ⇒
∑
n≥0
|F (an)− F (bn)| < . (D.15)
On note AC(I) l’ensemble des fonctions absolument continues sur I.
En particulier, toute fonction absolument continue est uniformément continue et donc de
surcroît continue. A contrario toute fonction lipchitzienne est absolument continue. Les in-
clusions réciproques sont fausses. Par exemple 1) la fonction connue sous le nom d’escalier
du diable de Cantor est uniformément continue mais n’est pas absolument continue ; 2) La
fonction x → √x sur [0, 1] est absolument continue mais n’est pas lipchitzienne. On a la
proposition suivante.
Lemme D.7 Une fonction f est absolument continue sur [a, b] si et seulement s’il existe
g ∈ L1([a, b]) tel que
∀x ∈ [a, b], f(x) = f(a) +
∫ x
a
g(ξ)dξ. (D.16)
De plus, le théorème de différentiation de Lebesgue assure que f est dérivable presque partout
avec f ′ = g presque partout.
Il est à noter que le produit de deux fonctions absolument continues est absolument continue.
De plus, la formule d’intégration par partie demeure valable lorsqu’elle est appliquée à deux
fonctions absolument continues. L’intérêt des fonctions absolument continues dans le cadre
des espaces de Sobolev réside dans la proposition suivante (Brezis, 2010, Théorème 8.2 en
page 204).
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Lemme D.8 H1(a, b) ⊂ AC[a, b] dans le sens où pour toute fonction f ∈ H1(a, b) il existe
une unique fonction g ∈ AC[a, b] telle que f = g presque partout, i.e., f = g dans H1(a, b).
Dans ce cas, la dérivée faible de f coïncide dans L2(a, b) avec la dérivée classique de g définie
presque partout.
Ainsi, pour f ∈ H1(a, b), on peut imposer la condition à la frontière en la spécifiant via
l’unique fonction absolument continue g telle que f = g dans H1(a, b). De manière à alléger
les notations, on assimile par la suite une classe d’équivalence deH1(a, b) à son unique élément
appartenant à AC[a, b].
Finalement, on introduit deux célèbres inégalités des espaces de Sobolev.
Lemme D.9 Pour f ∈ H1(0, l) telle que f(0) = 0, l’inégalité de Poincaré assure que (Hardy
et al., 1952) :
‖f‖2L2(0,l) ≤
4l2
pi2
‖f ′‖2L2(0,l) , (D.17)
tandis que l’inégalité de Agmon fournit (Krstic and Smyshlyaev, 2008) :
‖f‖2∞ ≤ 2 ‖f‖L2(0,l) ‖f ′‖L2(0,l) . (D.18)
D.4 Étude du caractère C1 de t→ 〈X(t), X(t)〉
Soit T (t) est un C0-semi-groupe sur un espace de Hilbert (H, 〈·, ·〉), et soit A son générateur
infinitésimal défini sur D(A) ⊂ H. Pour X0 ∈ D(A) fixé, on pose X(t) = T (t)X0 l’unique
solution de l’équation différentielle abstraite (dX/dt)(t) = AX(t) avec t ≥ 0 et X(0) = X0.
On introduit pour tout t ≥ 0, E(t) = 〈X(t), X(t)〉/2. Alors E ∈ C1(R+;R) et on a
E˙(t) =
〈
X˙(t), X(t)
〉
= 〈AX(t), X(t)〉 . (D.19)
En effet, puisque T (t) est un C0-semi-groupe, il existe M,ω ≥ 0 tels que pour tout t ≥ 0,
‖T (t)‖H,2 ≤Meωt. De plus, on a que :
E(t+ h)− E(t)
h
=12 ·
〈X(t+ h), X(t+ h)〉 − 〈X(t), X(t)〉
h
=12 ·
〈X(t+ h)−X(t), X(t+ h)〉
h
+ 12 ·
〈X(t+ h)−X(t), X(t)〉
h
. (D.20)
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Le second terme est tel que, de par l’inégalité de Cauchy-Schwartz et le fait que X˙(t) =
AT (t)X0 = T (t)AX0 (Théorème 6.2),∣∣∣∣∣〈X(t+ h)−X(t), X(t)〉h −
〈
X˙(t), X(t)
〉∣∣∣∣∣ =
∣∣∣∣∣
〈
X(t+ h)−X(t)
h
− X˙(t), X(t)
〉∣∣∣∣∣
≤
∥∥∥∥∥X(t+ h)−X(t)h − X˙(t)
∥∥∥∥∥ ‖X(t)‖
≤
∥∥∥∥∥T (t+ h)X0 − T (t)X0h −AT (t)X0
∥∥∥∥∥ ‖T (t)X0‖
≤ ‖T (t)‖ ‖X0‖
∥∥∥∥∥T (t)
(
T (h)− I
h
−A
)
X0
∥∥∥∥∥
≤ ‖T (t)‖2 ‖X0‖
∥∥∥∥∥
(
T (h)− I
h
−A
)
X0
∥∥∥∥∥
≤M2e2ωt ‖X0‖
∥∥∥∥∥
(
T (h)− I
h
−A
)
X0
∥∥∥∥∥
−→
h→0
0, (D.21)
où la limite découle du fait que X0 ∈ D(A) et par définition du générateur infinitésimal d’un
C0-semi-groupe (Définition 6.2). De manière analogue,∣∣∣∣∣〈X(t+ h)−X(t), X(t+ h)〉h −
〈
X˙(t), X(t+ h)
〉∣∣∣∣∣
≤ ‖T (t)‖ ‖T (t+ h)‖ ‖X0‖
∥∥∥∥∥
(
T (h)− I
h
−A
)
X0
∥∥∥∥∥
≤M2eω(2t+h) ‖X0‖
∥∥∥∥∥
(
T (h)− I
h
−A
)
X0
∥∥∥∥∥
−→
h→0
0. (D.22)
Finalement, puisque :
∣∣∣〈X˙(t), X(t+ h)〉− 〈X˙(t), X(t)〉∣∣∣ ≤ ∥∥∥X˙(t)∥∥∥ ‖X(t+ h)−X(t)‖
≤ ‖T (t)AX0‖ ‖T (t)(T (h)− I)X0‖
≤ ‖T (t)‖2 ‖AX0‖ ‖(T (h)− I)X0‖
≤M2e2ωt ‖AX0‖ ‖(T (h)− I)X0‖
−→
h→0
0, (D.23)
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où la limite découle de la définition même d’un C0-semigroup (Définition 6.1), on en déduit
que E est dérivable sur R+ et que pour tout t ≥ 0,
E˙(t) =
〈
X˙(t), X(t)
〉
= 〈AX(t), X(t)〉 . (D.24)
L’expression précédente montre que E˙ est continue sur R+. En effet, pour tout X0 ∈ D(A),
AX0 ∈ D(A) et AT (t)X0 = T (t)AX0 pour tout t ≥ 0 (Théorème 6.2). On a donc
E˙(t) = 〈AT (t)X0, T (t)X0〉 = 〈T (t)AX0, T (t)X0〉 . (D.25)
Puisque T (t) est fortement continu sur R+ (Théorème 6.1), on obtient par continuité du
produit scalaire que E est continûment différentiable, i.e., E ∈ C1(R+;R).
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ANNEXE E SIMULATION DU MODÈLE EDP DE L’AILE FLEXIBLE
E.1 Discrétisation des EDP couplées
Afin de simuler le modèle EDP de l’aile, on a recours à la méthode de discrétisation dite de
Galerkin (Brenner and Scott, 2007; Ciarlet, 2002). Le modèle de l’aile est donné par
ρωtt + (EIωyy + ηωEIωtyy)yy = ρ (αωφ+ βωφt + γωωt) , sur (0, l)× R+,
(E.1a)
Iwφtt − (GJφy + ηφGJφty)y = Iw (αφφ+ βφφt + γφωt) , sur (0, l)× R+,
(E.1b)
ω(0, t) = ωy(0, t) = ωyy(l, t) = φ(0, t) = 0, ∀t ≥ 0,
(E.1c)
−(EIωyy + ηωEIωtyy)y(l, t) +msωtt(l, t) = Ltip(t), t ≥ 0,
(E.1d)
(GJφy + ηφGJφty)(l, t) + Jsφtt(l, t) = Mtip(t), t ≥ 0.
(E.1e)
Les déplacement en torsion et en flexion sont approximés sous la forme :
ω(y, t) =
n∑
i=0
ai(t)fi(y) = a(t)>f(y), (E.2a)
φ(y, t) =
p∑
j=0
bj(t)hj(y) = b(t)>h(y), (E.2b)
avec les fonctions de base utilisées pour la projection :
f(y) =

f0(y)
f1(y)
...
fn(y)
 ∈ R
n+1, h(y) =

h0(y)
h1(y)
...
hp(y)
 ∈ R
p+1, (E.3)
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et les fonctions temporelles :
a(t) =

a0(t)
a1(t)
...
an(t)
 ∈ R
n+1, b(t) =

b0(t)
b1(t)
...
bp(t)
 ∈ R
p+1. (E.4)
Les fonctions de projection sont choisies de manière à ce que (fi)0≤i≤n et (hj)0≤j≤p forment
deux familles libres. De plus, de manière à pouvoir respecter les conditions à la frontière
(E.1c) et les commandes à la frontière (E.1d) et (E.1e), on impose les conditions suivantes :
∀i ∈ {0, . . . , n}, fi(0) = f ′i(0) = f ′′i (l) = 0, (E.5a)
f ′′′0 (l) = 1, ∀i ∈ {1, . . . , n}, f ′′′i (l) = 0, (E.5b)
∀j ∈ {0, . . . , p}, hj(0) = 0, (E.5c)
h′0(l) = 1, ∀j ∈ {1, . . . , p}, h′j(l) = 0. (E.5d)
On adopte alors les fonctions polynomiales suivantes :
fo(y) =
y2
2
(
y
3 − l
)
, (E.6a)
fi(y) =
(y − l)i+3 − (−l)i+2(i+ 3)y − (−l)i+3
(i+ 1)(i+ 2)(i+ 3) , i ∈ {1, . . . , n}, (E.6b)
ho(y) = y, (E.6c)
hj(y) =
(y − l)j+1 − (−l)j+1
j + 1 , j ∈ {1, . . . , p}. (E.6d)
Le caractère échelonné de ces deux familles de fonctions, i.e., fi (respectivement gj) est un
polynôme de degré i+3 (respectivement j+1), assure le caractère libre des familles (fi)0≤i≤n
et (hj)0≤j≤p.
En injectant les approximations (E.2a-E.2b) dans (E.1a-E.1b), on obtient :
ρf>a¨+
(
EIf ′′>a+ ηωEIf ′′>a˙
)′′
= ρ
(
αωh
>b+ βωh>b˙+ γωf>a˙
)
, (E.7a)
Iwh
>b¨−
(
GJh′>b+ ηφGJh′>b˙
)′
= Iw
(
αφh
>b+ βφh>b˙+ γφf>a˙
)
. (E.7b)
On projette alors les équations (E.7a-E.7b) dans les bases de fonctions utilisées pour discré-
tiser le problème. Pour cela, on pré-multiplie l’équation (E.7a) (respectivement (E.7b)) par f
(respectivement h) et on intègre suivant la variable spatiale sur l’intervalle [0, l]. On obtient
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de la sorte les EDO suivantes.
Mρ,f,f a¨+
∫ l
0
f(y)
(
EIf ′′>a+ ηωEIf ′′>a˙
)′′
(y)dy = Mραω ,f,hb+Mρβω ,f,hb˙+Mργω ,f,f a˙,
(E.8a)
MIw,h,hb¨−
∫ l
0
h(y)
(
GJh′>b+ ηφGJh′>b˙
)′
(y)dy = MIwαφ,h,hb+MIwβφ,h,hb˙+MIwγφ,h,f a˙,
(E.8b)
où
Mζ,p,q ,
∫ l
0
ζ(y)p(y)q(y)>dy. (E.9)
E.2 Discrétisation de la commande
De manière à pouvoir tenir compte de la commande, on injecte les approximations (E.2a-
E.2b) dans les conditions à la frontière (E.1d-E.1e), ce qui donne
−(EIf ′′>a+ ηωEIf ′′>a˙)′(l, t) +msf(l)>a¨(t) = Ltip(t), t ≥ 0, (E.10a)
(GJh′>b+ ηφGJh′>b˙)(l, t) + Jsh(l)>b¨(t) = Mtip(t), t ≥ 0. (E.10b)
En intégrant par parties on obtient alors
∫ l
0
f(y)
(
EIf ′′>a+ ηωEIf ′′>a˙
)′′
(y)dy = −f(l)Ltip +msf(l)f(l)>a¨
−
∫ y
0
f ′(y)
(
EIf ′′>a+ ηωEIf ′′>a˙
)′
(y)dy
= −f(l)Ltip +msf(l)f(l)>a¨+MEI,f ′′,f ′′a+MηωEI,f ′′,f ′′ a˙,
(E.11a)∫ l
0
h(y)
(
GJh′>b+ ηφGJh′>b˙
)′
(y)dy = h(l)Mtip − Jsh(l)h(l)>b¨(t)−MGJ,h′,h′b−MηφGJ,h′,h′ b˙.
(E.11b)
En injectant les deux identités précédentes dans (E.8a-E.8b), on obtient finalement :
(
Mρ,f,f +msf(l)f(l)>
)
a¨+ (MηωEI,f ′′,f ′′−Mργω ,f,f )a˙+MEI,f ′′,f ′′a
= f(l)Ltip +Mραω ,f,hb+Mρβω ,f,hb˙, (E.12a)(
MIw,h,h + Jsh(l)h(l)>
)
b¨+ (MηφGJ,h′,h′−MIwβφ,h,h)b˙+
(
MGJ,h′,h′ −MIwαφ,h,h
)
b
= h(l)Mtip +MIwγφ,h,f a˙, (E.12b)
Le modèle approximé de (E.1a-E.1e) à des fins de simulations prend alors la forme des deux
393
EDO couplées (E.12a-E.12b). En spécifiant à la fois les entrées de commande Ltip etMtip et les
nombres n et p de fonctions employées pour discrétiser l’espace, il est alors possible de calculer
en amont l’ensemble des matrices intervenant dans (E.12a-E.12b). On peut ainsi intégrer
numériquement ces équations afin d’obtenir l’évolution temporelle des fonctions inconnues
a et b. En injectant ces résultats dans (E.2a-E.2b), on obtient l’évolution approchée des
déplacements flexibles ω(t, y) et φ(t, y) de l’aile telle que décrite par (E.1a-E.1e).
Pour des simulations en boucle ouverte, on impose dans (E.12a-E.12b) Ltip = Mtip = 0. Pour
des simulations du système en boucle fermée avec une entrée de commande du type :
Ltip(t) =− k1[ωt(l, t) + ε1ω(l, t)] +msωtt(l, t) + u1(t), t ≥ 0, (E.13a)
Mtip(t) =− k2[φt(l, t) + ε2φ(l, t)] + Jsφtt(l, t) + u2(t), t ≥ 0, (E.13b)
on utilise une nouvelle fois l’approximation (E.7a-E.7b), amenant à considérer :
Ltip(t) =− k1[f(l)>a˙(t) + ε1f(l)>a(t)] +msf(l)>a¨(t) + u1(t), t ≥ 0, (E.14a)
Mtip(t) =− k2[h(l)>b˙(t) + ε2h(l)>b(t)] + Jsh(l)>b¨(t) + u2(t), t ≥ 0. (E.14b)
Ces deux dernières équations sont alors injectées dans (E.12a-E.12b) afin d’obtenir le modèle
approximé de simulation du système bouclé composé de (E.1a-E.1e) et de (E.13a-E.13b).
