We present an original application of fuzzy logic to restoration of phase images from interferometric synthetic aperture radar (In-SAR), which are affected by zero-mean uncorrelated noise, whose variance depends on the underlying coherence, thereby yielding a nonstationary random noise process. Spatial filtering of the phase noise is recommended, either before phase unwrapping is accomplished, or simultaneously with it. In fact, phase unwrapping basically relies on a smoothness constraint of the phase field, which is severely hampered by the noise. Space-varying linear MMSE estimation is stated as a problem of matching pursuit, in which the estimator is obtained as an expansion in series of a finite number of prototype estimators, fitting the spatial features of the different statistical classes encountered, for example, fringes and steep slope areas. Such estimators are calculated in a fuzzy fashion through an automatic training procedure. The space-varying coefficients of the expansion are stated as degrees of fuzzy membership of a pixel to each of the estimators. Neither a priori knowledge on the noise variance is required nor particular signal and noise models are assumed. Filtering performances on simulated phase images show a steady SNR improvement over conventional box filtering. Applications of the proposed filter to interferometric phase images demonstrate a superior ability of restoring fringes yet preserving their discontinuities, together with an effective noise smoothing performance, irrespective of locally varying coherence characteristics.
INTRODUCTION
Synthetic aperture radar (SAR) enables imaging of the Earth by processing microwave backscattering data collected along the flight path of an airborne or spaceborne platform. This results in high-resolution images of the local complex ground reflectivity. Given two SAR images obtained from slightly different flight paths, if the complex-valued pixels of one image are multiplied by the coregistered complex conjugate pixels of the other, then the phase of the resulting product image constitutes a SAR interferogram [1, 2] . The significance of this phase image is that it contains information on terrain height. Proper processing yields the so-called digital elevation model (DEM), which represents the topography of the terrain.
The key problem in obtaining the DEM lies in the fact that measured phase differences are given as a wrapped phase field of principal values with range −π to π, thereby being undetermined within multiples of 2π. It is necessary to perform a 2D phase unwrapping operation [3, 4] to remove phase jumps between neighboring pixels larger than π by adding or subtracting multiples of 2π, so that the resulting distribution can be considered as samples of an underlying smooth function [5] . A major challenge of 2D phase unwrapping stems from the fact that the noise corrupting the phase field, due to, for example, temporal and/or baseline decorrelation [6] , introduces local inconsistencies of the data referred to as residues [7] . Any phase unwrapping algorithm is sensitive to the presence of residues which make contour integrations of phase gradient path-dependent [7] . Residues are the visible effect of discontinuities of the underlying (absolute, unknown) phase field on the wrapped phase, and derive from localized inconsistencies in the vector field obtained by wrapping the gradient of the wrapped phase field, that is, the instantaneous frequency [8] . Such inconsistencies make the latter field locally rotational, so that it cannot be considered as the gradient of a scalar field, that is, the absolute phase. To restore the previously mentioned "wrapped gradient" field, making it irrotational, and thus integrable to yield the absolute phase, residues have to be "corrected." This is achieved by introducing integer cycle additions to the estimated gradient [9] . What causes residues to occur on InSAR data is both noise, intended as local random errors in the phase estimation, which can be due, for example, to decorrelation or thermal sensor noise, as well as actual discontinuities in the underlying phase field [10] . These can be generated, for example, by strong topographic variations, or locally unfavorable geometric acquisition parameters (shadowing, layover, etc.).
Once the noise sensitivity of 2D phase unwrapping algorithms has been recognized, it would be useful to remove noise from the measured interferogram before processing it further. The main concern must be spatial resolution preservation and accuracy of the subsequent phase unwrapping step. Other requirements are, obviously, affordable computational complexity, robustness, and ease of use. Advantage of a preprocessing scheme is that existing phase unwrapping algorithms can be used without any modification.
Unless knowledge of the nonplanar scene topography is exploited for mitigating geometrical decorrelation effects [11] , the most straightforward approach to interferogram noise filtering is to consider it as an image processing problem. That is, a noise-suppressing transformation is sought that maps real-valued images onto real-valued images. Such a transformation will be in general adaptive, that is, dependent on the data it operates on. From the nature of the differential phase data, it is clear that finding a transformation that can preserve resolution of the data and accuracy of the phase unwrapping is a hard task. The fringes (lines of discontinuity) in the data should not be affected with respect to their location, sharpness, and jump height, ruling out linear lowpass filtering techniques that may lead to severe distortion. Lee's refined filter [12] , widely used for despeckling SAR reflectivity images with improved geometrical adaptivity and texture preservation, has been adjusted to filter out InSAR phase noise [13] . The latter exploits a 9 × 9 split window featuring 16 directional subwindows, to capture locally homogeneous neighborhoods in which a local-statistics filtering is performed. Following more recent approaches, it has been demonstrated that modeling of the second-order statistics of the phase image by using complex-valued Markov random fields (CMRFs) may help the subsequent unwrapping step [14] . MRFs have also been used for restoration of the phase field [15] . Furthermore, an interferogram typically exhibits structures on different scales due to varying fringe density. This suggests that multiresolution techniques might be profitably employed, for both phase denoising [16] and unwrapping [17] .
The first-order statistics of the interferometric phase images have been characterized by a probability density function (PDF) based on the circular Gaussian assumption [18] . For noise reduction, multilook processing is frequently implemented by coherently averaging neighboring pixels [1] . It has been proven [19] that the multilook phase noise has a hypergeometric PDF and that the phase noise standard deviation depends on coherence [20, 21] and number of looks. More exactly, it is either a decreasing function of the coherence for a given number of looks, or a decreasing function of the number of looks for a given nonzero coherence. Furthermore, the actual number of independent looks is usually smaller than the number of samples averaged [22] , for example, due to preprocessing of raw data before focusing. When coherence is null, the noise level is theoretically independent of the number of looks [19] . Thus, the noise level varies across the image in an inhomogeneous form, according to coherence values, thereby making model-based denoising a nontrivial problem.
Estimation of a noise-free image from its corrupted observation is usually achieved as a weighted combination of the output of two or more pixel estimators, for example, spatial average and pixel level itself, with weights summing to one and adaptively calculated from the noise model parameters and from the local statistics of the noisy image, in such a way to yield, for example, a minimum MSE (MMSE) estimate [23, 24] . MMSE estimate, however, is achieved to the extent by which the parametric noise model is known, and space-varying statistics are approximated by local sample statistics. Such an ergodicity assumption may not hold on edges, thereby leading to poor filtering.
In this work, the problem of phase noise reduction is approached as a blind estimation. According to this term, the underlying signal and noise models may be contextually learned and used to drive a model-based filtering. Alternatively, the denoising algorithm may not be based on a particular model, thereby overcoming the limitations of a model that is either unknown or crucial to estimate. Fuzzy logic provides useful tools to design a blind estimator. The proposed fuzzy matching-pursuit (FMP) filtering does not require "a priori" knowledge on the noise variance and model, either signal-dependent or not. Only the window sizes and number of prototype estimators must be specified. Besides its outstanding performances-both visual and SNR-for filtering of simulated noise [25] , preliminary results of interferometric SAR (InSAR) phase noise filtering seem to be promising as well [26] .
The paper is organized as follows. Section 2 describes the various steps of the procedure. Section 3 reports experimental results on simulated interferograms, varying with coherence level, and on a true InSAR phase image; advantages over conventional box filtering are demonstrated. Concluding remarks are drawn in Section 4.
MATCHING-PURSUIT FILTERING SCHEME
Matching pursuit (MP) is an iterative method to expand a signal by using an overcomplete dictionary of nonorthogonal functions [27] . Although MP has been recently employed mostly for video coding [28] , its original formulation is quite general. Under this perspective, we assume that the unknown MMSE adaptive estimator at the current pixel position may be expressed as a series expansion of a "dictionary" made of a number of estimators fitting the different classes of spatial features occurring throughout the image. Given the ambiguous or "fuzzy" nature of the problem, the coefficients of the expansion are taken not as scalar products, as for the conventional formulation of MP [27] , but as degrees of membership of that pixel to the estimators of the dictionary.
According to the flowchart shown in Figure 1 , the filtering procedure can be summarized as follows. Images are first partitioned into square blocks, for example, 16 × 16, and an MMSE linear estimator is calculated for each block. From the large number of estimators obtained, a fuzzy clustering algorithm produces an initial guess of a user-specified number of prototype estimators that are delivered to an iterative procedure, in which firstly to each estimator pixels are given degrees of membership measuring the fitness of estimation. Then, estimators are recalculated from pixels depending on their degree of membership. The overall estimation will be fuzzy, being given by the sum of the output of each estimator weighted by the memberships of the current pixel to that estimator. The linearity of estimation makes it possible to state the above problem as an approximation of the unknown space-varying MMSE estimator at each pixel, achieved through its projection onto a set of nonorthogonal prototype estimators capable to embody the statistical properties of the data.
Let g(n) = f (n) + v(n) denote a noisy observation of the noise-free image f (n). The v(n) is a noise term assumed to be zero-mean and spatially uncorrelated, yet possibly signaldependent and nonstationary. If f is nonstationary, signal dependence of v usually implies its nonstationarity. The variance of v may be unknown and not straightforwardly measurable. The MMSE estimate of f is the conditional expectation of the noise-free signal to the noisy observed signal [24] , that is,
To derive a solution of the problem, assumptions are usually made on the noise model, as well as on the signal, for example, for a maximum a posteriori (MAP) estimation of speckle-free SAR reflectivity [29, 30] .
In this work, a spatial estimation for the pixel n is based on a linear combination of surrounding pixels lying within a noncausal square neighborhood of radius R of the current pixel n, N R ∞ (n), which does not comprise the pixel n. The subscript ∞ indicates a neighborhood of radius R according to L ∞ metrics. Thus, the estimation support has size
The term δ k indicates the distance of the kth pixel to the center. Thus, ψ(n) denotes the vector containing the levels of the S samples lying within N R ∞ (n), sorted for increasing Euclidean distance from the current pixel n. On image edges, ψ(n) is padded with replicas of the nearest samples.
Let also φ = {φ k ∈ R, k = 1, . . . , S} T ( S k=1 φ k = 1) denote the vector comprising the S coefficients of a linear estimator operating on the support N R ∞ (n). Thus, a linear estimation for f (n) is defined as
in which ·, · indicates scalar (inner) product.
Since a unique linear estimator may be inadequate to the space-varying nature of the image data, a set of linear estimators is initialized, trained, and used to achieve a pixeladaptive estimation.
Initialization
The determination of the dictionary of estimators for the matching pursuit is the key to the success of the restoration process. It starts from observing that patterns of pixel values occurring within N R ∞ (n) reflect local spatial features of the image, for example, edges, textures, and shadings. An efficient estimation should be capable to embody and reflect such features as much as possible. After preliminarily partitioning the image into blocks of size L × L, typically 8 × 8 or 16 × 16, a noncausal estimation support of size S is set, and the S coefficients of an MMSE linear estimator are calculated for each block by means of a standard least-squares (LS) algorithm [24] . Specifically, if B denotes one block of the partition, the LS algorithm is given the pairs {( ψ(n), g(n) ) | n ∈ B} to yield the related estimator φ B . The rationale is that since g(n) = f (n) + v(n) and the uncorrelated noise v(n) cannot be predicted, the MMSE estimation of g(n) will in principle coincide with f (n).
The above process produces a large number of estimators, each optimized for a single block. The S coefficients of each estimator are arranged into an S-dimensional space. More exactly, since the coefficients of any estimator sum to one, all estimators lie on the hyperplane passing through the unity-norm vectors of the coordinate axes. It can be noticed that statistically similar blocks exhibit similar estimators. Thus, the estimators found previously tend to cluster on the hyperplane, instead of being uniformly spread.
A user-provided number M of representative estimators is identified by a fuzzy clustering procedure. Such "dominant" estimators are calculated as centroids of as many clusters in the estimators space, according to a vector Euclidean metric. Bezdek's fuzzy C means (FCM) algorithm [31, 32] was used (with exponent m = 1.1) because it yields centroids that speed up convergence of the subsequent training.
Thus, an
. . , M} containing the coefficients of the M estimators is produced. The superscript (0) highlights that such estimators are startup values of the iterative refinement procedure which will yield the "dictionary" of estimators for matching pursuit.
Training of estimators
The M estimators found out through fuzzy clustering are used to initialize an iterative training procedure in which firstly pixels are given degrees of membership to the estimators. Then, each estimator is recalculated based only on those pixels whose membership to it exceeds a specified threshold µ. The above procedure is analogous to a relaxation labeling [33] , in which the labeling is not crisp but fuzzy.
Membership function
The choice of the membership function is extremely crucial for the performance. Such a function should reflect the ability of an estimator to yield an estimate f (n) as close as possible, apart from the unpredictable white noise term v(n), to g(n) that is as close as possible to f (n), v(n) having zero mean. A suitable fuzzy membership function of the nth pixel to the mth estimator was devised as the reciprocal of the weighted squared estimation error, produced by the mth estimator on a noncausal neighborhood of n, raised to an empirical exponent γ, and incremented by one to avoid divisions by zero. The noncausal neighborhood adopted is still square and, thus, uniquely defined by its radius R in L ∞ metrics.
M R
N R ∞ will be referred to as membership support in the following. The weighted squared estimation error produced by the mth estimator on the nth pixel is defined as
The weight of each squared estimation error is taken to be inversely proportional to the distance δ k from the current pixel n. Thus, closer neighbors will contribute more than farther ones. The weighted squared error (2) is normalized to the sum of its weights. Thus, its magnitude is roughly independent of the neighborhood size.
The membership of the nth pixel to the mth estimator will be
As a matter of fact, (3) measures the capability of φ m to estimate the gray levels of the closest neighbors of the current pixel n. It can be inferred as the ability of φ m to estimate
If the outputs of the mth estimator exactly fit the gray levels within the membership support of n, thend 2 m (n) will be zero, and hence U m (n) = 1. The membership exponent γ rules the degree of fuzziness of the membership function; it is adjusted empirically and the value γ = 2 will be used throughout.
Since the fuzzy membership will be used to measure a projection, same as a scalar product, the absolute membership given by (3) is normalized to yield a relative membership
suitable for a probabilistic clustering.
Iterative refinement of estimators
Step 0. For each pixel n, calculate initial membership array, U Step 2. For all pixel n, calculate memberships to estimators, U
Step 3. Convergence check; if OK, stop; else, increment i by 1 and go to Step 1.
Convergence is checked by thresholding the MSE between the current estimated image and the estimated image at the previous iteration. The standard LS algorithm has been modified to account for the memberships of pixels to estimators at the previous iteration. Pixels having larger degrees of memberships to an estimator will contribute to that estimator more than pixels having smaller degrees. Furthermore, depending on the threshold µ, a pixel may contribute, though to different extents, to more estimators, in the fuzzylogic spirit. The membership threshold µ is noncrucial for performances. The value µ = 0.1 will be used throughout.
Fuzzy matching-pursuit estimation
By the linearity of estimation, a weighted sum of the outputs of estimators is equal to the output of a linear combination of the same estimators with the same weights, that is, to calculate an adaptive estimator at every pixel,
in which the weights are still provided byŨ m (n), that is, (4), with (2) calculated from the estimators { φ m , m = 1, . . . , M} after the last iteration stage. The estimator (5) yields the adaptive linear estimation as f (n) = φ(n), ψ(n) . Equivalently, each pixel value f (n) can be estimated as a soft switching, that is, a blending of the outputs of all the estimators, which are defined as
with the fuzzy estimation, f (n), given by
EXPERIMENTAL RESULTS

Simulated InSAR phase images
One-look interferograms have been generated starting from two phase maps, having different slopes, and white Gaussian variables cross-correlated by the desired amount of coherence, following the procedure described in [7] . Such interferograms exhibit either broad fringes (10 phase jumps) or tight fringes (20 jumps Table 2 : MSE between original noise-free wrapped phase map (with tight fringes) and filtered one-look interferograms, varying with processing window size and coherence |ρ c |. Spatial filtering was applied to denoise the phase map. Following an established practice, the phase was filtered in its complex form, that is, e jφ instead of φ, to avoid 2π phase jumps. FMP runs on windows of size 3 × 3 to 7 × 7, that is, R = 1, 2, 3, with membership radius R = max{(R − 1), 1} and either 8 or 16 prototype estimators. The initial block size L × L was set equal to 16 × 16. One iteration of estimators refinement was performed. An n×n box filtering (n×n spatial average) of the complex interferogram, being blind same as FMP, was chosen as benchmark algorithm for quantitative comparisons. Window sizes 3 × 3 to 7 × 7 were used. Tables 1 and 2 report errors between original wrapped phase map and filtered mosaic interferograms, for the cases of broad and tight fringes, respectively. MSEs are separately calculated on the four quadrants to highlight trends varying with coherence. Unlike FMP, the window size of box filter is crucial: 3 × 3 is not adequate to effectively denoise the phase maps; 7 × 7 box filtering represents the best tradeoff and is displayed in Figure 2d . Results with window sizes larger than 7 × 7 are not reported: a 9 × 9 window leads to oversmoothing, which is accompanied by large geometric distortions in locations of phase jumps, particularly visible in the map with tightly packed fringes. Conversely, the restoration capability of FMP filter is less sensitive to the window size than that of box filtering, especially for the simulated map with broad fringes. A 7 × 7 window trades off smoothness and geometric distortion for FMP as well. The filtered phase map is displayed in Figure 2c . The average gain of 7 × 7 FMP filtering over 7 × 7 box filtering, whose results are shown in Figure 2d , is 1.5 dB for the case of tight fringes, more than 3 dB for the less crucial case of broad fringes.
Tight fringes
Also residues have been calculated on the interferograms shown in Figures 2c and 2d . The majority of residues are concentrated in the noisiest quadrant, in which, however, their percentage is 0.14% for FMP and 0.55% for box filtering (both 7 × 7). Such low percentages are not surprising for interferograms simulating a highly regular topography, since they are due to the noise only.
True InSAR phase images
A topographic interferogram of Mount Etna, in Sicily, Italy, was produced from two ERS-1/2 SLC tandem images acquired on consecutive days. The baseline length is 140 m. Four consecutive samples along azimuth of the interferogram have been coherently averaged to yield the multilook topographic phase map, shown in Figure 3 . The highly Number of pixels space-varying noisiness of the phase data stands out: on the upper side of the volcano, near the craters, the SNR is so low that fringes almost vanish, up to completely disappear. The coherence map estimated on a 3 × 3 sliding window of the 4-look complex interferogram is shown in Figure 4 . Coherence varies from 0.001 to 0.922, with average 0.385; its histogram, shown in Figure 5 , highlights the presence of two dominant high-and low-coherence classes, whose distributions are partially overlapped. Low-coherence pixels are mostly concentrated on the upper side of the crater and are due to low echo power and shadowing effects.
The 5 × 5 filtered image is shown in Figure 6 as best visual result of FMP. The noise is carefully removed and fringes appear sharp and clean in high SNR areas. However, in the low-coherence area above the craters, low SNR fringes are carefully restored, regardless of their rate. The window size smaller than that used for one-look simulated data depends on the different number of looks of the true data.
Compared to FMP filtering with same window size, the filtered map produced by a 5 × 5 box filter is somewhat noisier, especially on fringe edges and low-coherence areas. The difference (modulo 2π) between raw and filtered phase maps was calculated and analyzed. The mean squared difference is reported in Table 3 for the different filters and window sizes. Although the trend obviously reveals that larger windows yield greater differences, 3×3 FMP removes an amount of what is expected to be noise, greater than 3 × 3 box filtering does, while 7 × 7 FMP removes less "noise" than 7 × 7 box; a 5 × 5 window yields comparable variance reduction. However, the 5 × 5 box-filtered map is visually noisier than the 5 × 5 FMP filtered map, see though its MSE in Table 3 is slightly greater. Indeed, 5 × 5 box filtering leaves low-coherence areas "noisier" than FMP filtering of same size does and oversmoothes high-coherence areas. Conversely, 7 × 7 box filtering is capable of smoothing low-coherence areas, but largely distorts fringe edges, thereby resulting in a greater difference variance. An analysis of residues has been carried out also on the Mount Etna interferograms. Table 4 highlights that, for same window size, FMP filtering yields about three times less residues than box filtering does. This value is congruent with that obtained on simulated data, on which FMP yields four times less residues than a box filter of same size. Unlike the simulated case, for true InSAR data, residues are also originated by topography, which influences the more powerful FMP algorithm as well. Maps of residues are displayed in Figure 8 . Their analysis reveals that the density of residues is inversely related to coherence. After processing, high-coherence areas are practically free of residues, while crucial very low-coherence areas are cleaned from residues much better by FMP than by box filtering, both 5 × 5; 7 × 7 FMP can further reduce the percentage of residues from 0.42% to 0.33%, at the cost of a slight oversmoothing of the phase map in high-coherence areas. Eventually, the blind phase estimation carried out by both FMP and box filtering has the advantage that processing is not optimized for a particular signal and/or noise model; hence, filtering performances steadily follow the local SNR. However, FMP exhibits a subtler capability to yield consistent phase fields regardless of SNR; its behavior is moderately dependent on the window size, which is crucial for box filtering.
CONCLUDING REMARKS
Blind estimation of noise-free images from noisy observations was addressed as a problem of matching pursuit. Neither signal nor noise models are required, thanks to an iterative training of the dictionary of estimators which is driven by fuzzy rules. The subsequent fuzzy estimation guarantees a complete insensitiveness to the noise model and intensity. Application of FMP to InSAR topographic phase noise filtering yields encouraging results. Fringe-preserving smoothing and restoration is achieved even in the presence of a high fringe rate, regardless the local coherence characteristics ruling the space-varying noisiness of the phase field. Computational costs are more than affordable (about one minute for a 1024 × 1024 map on a standard Linux PC with 5 × 5 window and 8 estimators), though linearly increasing with size and number of estimators. Tests with 16 estimators have produced maps visually identical to the case of 8 estimators reported above, with only a slightly lower percentages of residues, thereby revealing that the number of prototype estimators is noncrucial, because their outputs are blended based on the fuzzy memberships of each pixel.
