Abstract-In this note, we consider the problem of determining necessary and sufficient conditions for the existence of a common quadratic Lyapunov function for a pair of stable linear time-invariant systems whose system matrices are of the form , , and where one of the matrices is singular. A necessary and sufficient condition for the existence of such a function is given in terms of the spectrum of the product ( ). The technical note also contains a spectral characterization of strictly positive real transfer functions which are strictly proper. Examples are presented to illustrate our results.
Quadratic Stability and Singular SISO Switching Systems
I. INTRODUCTION Consider a switching system described by _ x = A 0 (t; x)gh T x (1) where the state x(t) and g, h are real vectors, A is a real square matrix, and the scalar switching function satisfies 0 (t; x) 1:
Suppose A is a Hurwitz matrix, that is, all its eigenvalues have negative real parts; then the system corresponding to (t; x) 0, that is, 
This can be justified as follows. As a candidate Lyapunov function for system (1)-(2) consider the quadratic function V (x) = x T P x. Then, along any solution x(1) of the system we have _ V = 2x T P Ax 0 2(t; x)x T P gh T x:
Inequalities (3) (1)- (2) arise in a variety of applications; for example, in applications where integrators are switched in and out of feedback loops to achieve certain performance objectives [1] - [4] .
We refer to a matrix P = P T > 0 satisfying (3) as a common Lyapunov matrix for A and A0gh T ; the corresponding Lyapunov function V (x) = x T P x is referred to as a common quadratic Lyapunov function. Assuming that (A; g) is controllable and (A; h) is observable, we show that the following simple condition is both a necessary and sufficient condition for the existence of a common Lyapunov matrix P . In the previous literature, the results most closely related to this technical note are contained in [5] , [6] . Both of these papers consider quadratic stability of switched systems where both constituent matrices A 1 , A 2 are Hurwitz stable. In the first paper, conditions are given for the existence of a CQLF for a pair of second order LTI systems in terms of the spectrum of A1A2 and A1A 01 2 , and in the second paper, conditions are given for a pair of matrices of arbitrary order, but whose rank difference is one.
Before proceeding it is useful to note that the CQLF existence problem for pairs of LTI systems, one of which is marginally stable, is substantially more difficult than the equivalent problem when both LTI systems are Hurwitz stable. To see that results do not immediately follow from one problem to another, consider again the problem treated in the second of the aforementioned papers [6] . Here the authors consider two Hurwitz matrices A 1 ; A 2 in companion form and show that there exists a real matrix P = P T > 0 satisfying P Ai + A T i P < 0 for i = 1; 2 if and only if the matrix product A1A2
has no negative real eigenvalues. One may be tempted to conclude that one can readily obtain the results of the present paper using the result [6] that there is a matrix P () = P () T > 0 satisfying P ()A + A T P () < 0 and P ()A 2 () + A 2 () T P () < 0. However the matrix product A(A 0 gh T ) = AA 2 (0) has a repeated eigenvalue at zero. Hence, using the result of this technical note, there does not exist a matrix P = P T > 0 satisfying (3).
In the next section, we present some results on positive real transfer functions which are useful in the development of the main result. In particular, Theorem 2.1 provides a simple spectral characterization of strictly positive real transfer functions. We believe this is a useful result on its own and not just for the purposes of obtaining the main result. Section III develops the main result of this technical note. To achieve this we also need the Kalman-Yacubovich-Popov lemma for proper SISO systems that is found in most textbooks; see the book by Boyd [7] or Khalil [8] . Throughout, known results are quoted without proof whereas new results are given with full proofs.
II. SPECTRAL CHARACTERIZATIONS OF STRICT POSITIVE REALNESS
Before obtaining our main result, we obtain some preliminary results on strictly positive real (SPR) transfer functions. In everything that follows, A is a real n 2 n matrix and b; c are real n-vectors.
Recall that a scalar transfer function H is strictly positive real (SPR) if there exists a scalar > 0 such that H is analytic in a region of the complex plane which includes those s for which Re(s) 0 and
We say H is regular if H(j!) + H(j!) 3 is not identically zero for all ! 2 IR. For convenience, we will include regularity as a requirement for SPR.
The following standard result provides a more convenient characterization of SPR. It eliminates .
Lemma 2.1: [8] : Suppose A is Hurwitz. Then the transfer function H(s) = c T (sI 0 A) 01 b is SPR if and only if
In checking SPR of a system it is sometimes more convenient to check SPR of a system which is equivalent (from an SPR viewpoint) to the original system. The following lemma provides such an equivalent system and is useful for generating some of the results of this technical note. This system is simply obtained by replacing A with A 01 . 
hence we get the equation shown at the bottom of the page. Considering limits as ! 0 ! 0
Finally, we note that
The core of our main result is based on a spectral condition for strict positive realness of strictly proper transfer functions; this is related to corresponding results in [9] for transfer functions which are proper but not strictly proper. This result makes use of the following lemma. 
Lemma 2.3: [10]-[12]: Let
Condition (13) 
2) Comment 3:
The literature contains spectral conditions for checking SPR of a strictly proper transfer function [10] ; however, these conditions involve the eigenvalues of a 2n 2 2n Hamiltonian matrix. The conditions here involve a matrix of dimension n 2 n.
III. MAIN RESULT
In everything that follows, A is a real n 2 n matrix and g and h are real n-vectors. These results make use of the following observations.
A matrix P = P T > 0 is a strict Lyapunov matrix for A, that is A T P + PA < 0 The proof of the main result requires the following KYP lemma.
Lemma 3.1: [7] : Suppose (A; b) is controllable and (A; c) is observable. Then, the following statements are equivalent. 
1) Comment 4:
A discussion of strictly positive real transfer functions can be found in the book [14] by Narendra & Taylor on frequency domain stability criteria. The assumption that (A; c) is observable ensures that P is positive definite [15] .
Theorem 3.1 (Main Theorem):
Suppose that A is Hurwitz and all the eigenvalues of A 0 gh T have negative real part, except one, which is zero. Suppose also that (A; g) is controllable and (A; h) is observable. Then, there exists a matrix P = P T > 0 such that (15) and (16) Controllability of (A; b) and observability of (A; c) follow from controllability of (A; g) and observability of (A; h), respectively. Noting It immediately follows that for the above inequality to hold, we must have
Necessity: We first show that if there exists a matrix P = P T > 0 satisfying conditions (15)-(16), then AA 2 cannot have a negative real eigenvalue. Note that the conditions on P are equivalent to A 0T P + PA 01 < 0
A T 2 P + PA2 0:
Hence, for any > 0 (A 2 + A 01 ) T P + P(A 2 + A 01 ) < 0:
Since P = P T > 0, this Lyapunov inequality implies that A 2 + A 01 must be Hurwitz and hence, nonsingular. Thus, AA2 + I is nonsingular for all > 0. This means that AA 2 cannot have a negative real eigenvalue.
We now show that AA2 cannot have a zero eigenvalue whose multiplicity is greater than one. To this end, introduce the matrix A(k) = A2 + kgh T :
Then A =Ã (1) and inequalities (15)- (16) 
hold for all k sufficiently close to one. As we have seen above, this implies thatÃ(k)A 2 cannot have negative real eigenvalues for all k sufficiently close to one. We shall show that AA 2 having an eigenvalue at the origin whose multiplicity is greater than one contradicts this statement.
By assumption, A 2 has a single eigenvalue at zero; a corresponding eigenvector is the vector b. Clearly, b is also an eigenvector corre- 
IV. EXAMPLES
In this section we present two examples to illustrate the main features of our result. 
1) Example 1 (No Common Quadratic Lyapunov Function): Consider

V. CONCLUSION
In this note, we have derived necessary and sufficient conditions for the existence of a common quadratic Lyapunov function for a pair of stable linear time-invariant systems whose system matrices are of the form A, A 0 gh T , and where one of the matrices is singular. As a preliminary result, we obtained a spectral characterization of strictly positive real transfer functions which are strictly proper. Future work will involve extending our results to nonquadratic Lyapunov functions such as those which arise in the application of Popov's criterion. and we obtain the contradiction that the first inequality in (3) does not hold. Hence A 0 gh T cannot have nonzero imaginary eigenvalues. Now suppose that A 0 gh T has multiple eigenvalues at zero. It follows from the second inequality in (3) that the system _ x = (A0gh T )x is stable; hence the algebraic multiplicity and geometric multiplicity of the zero eigenvalue are the same. This implies that there are at least two linearly independent eigenvectors for the zero eigenvalue. Proceeding now as in the case of the nonzero imaginary eigenvalues, one can obtain a contradiction. Hence, A 0 gh T cannot have a repeated eigenvalue at zero. 
