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In this article we study a particular method of detection of chirp signals from coalescing compact
binary stars—the so-called dynamical tuning, i.e., amplification of the signal via tracking of its
instantaneous frequency by the tuning of a signal-recycled detector. The motion of the signal-
recycling mirror, the position of which defines the tuning of the detector, causes nonstationarity of
the detector. The dynamically tuned detector can be simulated in a quasistationary approximation if
the mirror position, amplitude, and frequency of a chirp signal are changing slowly. A time-domain
consideration developed for signal-recycled interferometers, in particular GEO 600, describes the
signal and noise evolution in the more general case of a purely nonstationary detector. We prove
that the shot noise from the dark port and optical losses remains white in this case. The analysis
of the transient effects shows that during the perfect tracking of the chirp frequency only transients
from fast amplitude changes arise because the transients from changes of the detector tuning and
signal frequency completely cancel each other. The slow change of the amplitude in this case
establishes a so-called virtually stationary detection, meaning the signal fields at the detector hold
their stationary values at each instance of time, corresponding to the instantaneous parameters of
the gravitational wave and of the detector. The signal-to-noise-ratio gain from the implementation
of dynamical tuning, calculated in this paper, is ∼ 17 for a shot noise- limited GEO 600-like detector
and ∼ 7 for a detector with both shot and displacement noise.
I. INTRODUCTION
In the last few decades a big effort has been made to
detect gravitational waves (GWs) from various sources
in deep space. In particular, we expect a very interesting
kind of GW signal, usually referred to as a chirp signal
[see Fig. 9(a) and 9(b) for an example], to be emitted by
compact binary systems, such as a pair of neutron stars
or black holes inspiraling toward each other and then
coalescing.
A chirp signal gives us unique information about non-
linear dynamics of matter and space-time, as the GWs
are emitted from the regions with strong space-time cur-
vature. Compact binary coalescence (CBC) and the
corresponding GW signal are conventionally split into
three stages: inspiral, merger, and ringdown. The post-
Newtonian approximation of general relativity (GR) [1–
4] allows a precise prediction of most of the inspiral stage.
At this stage, the signal has a sinusoidal shape with
frequency and amplitude increasing in time. The lat-
ter stages of the inspiral and all of the merger and the
ringdown stages are modeled by numerical relativity, and
then all stages are continuously sewn together.
Once a signal is measured and compared to the tem-
plates, one can extract information about masses and
spins of the inspiraling binary objects as well as the equa-
tion of state of dense nuclear matter in the case of the
merging neutron stars [5, 6]. Therefore, a sensitive detec-
tion of chirp signals might verify or falsify GR or alter-
native theories of gravity via comparing their predictions
with the measured parameters. Schutz in Refs. [7] and
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FIG. 1. Scheme of the considered GW detector. The nota-
tions are presented in Table I.
later Taylor et al. in Ref. [8] also proposed that the Hub-
ble constant can be independently determined in a new
and potentially accurate way by observation of the inspi-
ral stage of the chirp GWs.
Nowadays, large-scale ground-based laser interferom-
eters are the most sensitive detectors of GWs in the
frequency range 10 Hz–5 kHz [9]. Currently, the first
generation of GW detectors has finished their operation
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2without any detection, which agrees with the current
estimations for their detection rate. The significantly
improved sensitivity of the second-generation detectors
will allow us to achieve a detection rate of about 25–
400 yr−1 [10]. Upon reaching the Earth, the GWs are
only tiny perturbations of the space-time metric caus-
ing small variation of the proper distances between the
quasi-free-falling test masses of the laser interferometer.
All currently operating and future planned GW detectors
are based on the traditional Michelson topology, a typical
idealized example of which is considered in this paper (see
Fig. 1): the interferometer consists of a 50/50 beam split-
ter, perfectly reflecting end mirrors and additional mir-
rors for signal and power amplification, referred to as the
signal-recycling mirror (SRM) and power-recycling mir-
ror (PRM), respectively. Interferometers usually operate
near the dark fringe in the output port, meaning that
the laser beams reflected from the end mirrors destruc-
tively interfere on the beam splitter toward the photo
diode. A GW of appropriate polarization and direction
causes antisymmetric (differential) motion of the interfer-
ometer’s end mirrors relative to the beam splitter. This
breaks the destructive interference at the output port al-
lowing a tiny part of the optical field carrying the infor-
mation about the GW signal to reach the photodetector.
This signal field gets recirculated by the SRM, forming
the differential mode of the interferometer in the effec-
tive signal-recycling cavity (SRC). The PRM in the laser
port increases power at the end mirrors and by recirculat-
ing the light reflected from them it creates the common
mode of the interferometer in the power-recycling cavity
(PRC). This mode is sensitive to the symmetric (com-
mon) motion of the end mirrors. Therefore the common
mode of the detector does not contain any information
about the GW signal and in the rest of this paper we
only consider the differential mode.
Parameters of the SRC are determined by the proper-
ties of the SRM: the frequency bandwidth of the cavity
is determined by the SRM transmittance, and the detun-
ing of the laser carrier frequency from cavity resonance is
determined by the microscopic position of the SRM. In
this sense, the SRC is equivalent to a simple Fabry–Perot
cavity [11]. The SRC can be tuned to any desired signal
frequency via the proper choice of the cavity detuning.
Currently, all GW detectors operate stationary in time,
meaning that the parameters of the SRC are fixed. There
are two typical regimes of detection of chirp signals in this
case: a broadband operation and a narrow band opera-
tion (see Fig. 2). In the former regime the detector is
sensitive to the entire frequency band of the chirp sig-
nal, but at moderate sensitivity. On the contrary, in the
narrow band regime, the detector is much more sensitive,
but only in a narrow band around the signal frequency to
which the SRC is tuned (see Fig. 2). Since the chirp sig-
nal at the inspiral stage is a sine function with frequency
increasing in time [see Fig. 9(b)], the peak sensitivity of
the narrow-band-operated detector will only be achieved
during the short interval of time, when the particular
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FIG. 2. The quantum noise of broadband and narrow band
detector configurations. The quantum noise of a quasista-
tionary dynamical tuning (the points of optical resonance in
curves corresponding to each tuning) is also presented to com-
pare with the mirror displacement noise.
instantaneous frequency of the chirp approximately co-
incides with the detuning of the SRC.
Another option for the detection of a chirp signal was
proposed by Meers et al. in Ref. [12]: real-time tuning
of a narrow-band SRC to the instantaneous frequency of
the signal via positioning of the SRM, i.e., real-time sig-
nal tracking. This method of detection is referred to as
dynamical tuning. However, analysis in Ref. [12] was per-
formed under the following approximations: (i) a shot-
noise-limited detector, and (ii) slow enough motion of
the SRM such that the detector can be considered as a
quasistationary one; i.e., all the optical fields evolve adi-
abatically on the time scale of the motion of the SRM.
The latter approximation also sets the limiting instant
of time until which the signal can be observed before
entering the regime of rapid frequency increase, where
quasistationary approximation does not hold anymore.
To agree with these approximations, the authors consid-
ered detecting only a part of the chirp signal—with the
instantaneous frequency varying from 100 up to 500 Hz.
The method developed in this paper allows us to treat
the problem of dynamical tuning outside of these approx-
imations. It should be noted that we do not consider the
problem of signal prediction; we assume that the initial
time evolution of the signal is known, for instance, from
the low-frequency data of other GW detectors, such that
the subsequent evolution of the signal can be predicted.
The response of a stationary-operated detector to GWs
and all kinds of noise sources is usually calculated in
the frequency domain. For a detailed analysis, see Refs.
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FIG. 3. The quasistationary approximations of dynamical
tuning for the detector with the full quantum noise (with
radiation pressure) and with the shot noise only.
[9, 13–17]. A GW detector performing dynamical tuning
operates in the nonstationary regime. The tracking of
a chirp signal with a slowly changing frequency may be
described with a quasistationary approximation, assum-
ing the detector reaches steady state very fast. A qua-
sistationary approximation can also be considered in the
frequency domain, as it was performed in Ref. [12]. How-
ever, when the frequency of the signal and, correspond-
ingly, position of the SRM change too fast, a frequency-
domain analysis is not adequate, and therefore we de-
velop a time-domain analysis to model it properly. In
particular, the detector response takes the form of a se-
ries over an infinite number of round trips of light inside
the SRC [18, 19], the so-called impulse response.
The basics of time-domain and frequency-domain anal-
yses of laser GW detectors this paper is grounded on,
including the stationary responses to common and dif-
ferential modes of a stationary operating interferometer,
and its shot-noise sensitivity formulas, are given with suf-
ficient details in Ref. [20].
Using our time-domain model, we also calculate the re-
sponse of the detector to shot noise (vacuum fluctuation
of the electromagnetic field injected from the dark port or
lossy optical elements) and to differential motion of the
end mirrors (caused by the GWs and various types of
mirror-displacement noise such as thermal noise). The
analysis of the transient processes during ideal dynam-
ical tuning, performed using this approach, has shown
that only fast amplitude changes cause a deviation from
the quasistationary predictions, while the transients from
signal frequency and from the SRM position cancel each
other. The slow change of amplitude establishes a so-
called it virtually stationary detection, when the output
signal at every instance of a nonstationary detection has
the stationary value, corresponding to the instantaneous
parameters of the signal and of the detector. The radia-
tion pressure noise (back action) is omitted for the con-
sidered power at the end mirrors in the current model be-
cause (i) its typical frequencies are lower than the charac-
teristic frequencies of the considered part of chirp signals
starting from 200 Hz (see Fig. 3) and (ii) it is dominated
by the other noise sources (see Fig. 2).
Finally, we study the possible signal-to-noise-ratio
(SNR) gains from the implementation of dynamical tun-
ing to the traditional broadband stationary operated de-
tector. For the shot-noise-limited detector the increase of
the SNR is ∼ 17, and for the detector with both displace-
ment and shot noise, the increase is ∼ 7. We found that,
in contrast to the stationary operated detector limited by
both displacement and shot noise, the detector perform-
ing dynamical tuning is only displacement noise limited.
This happens because displacement noise and GW signal,
both creating the differential motion of the end mirrors,
are resonantly enhanced by dynamical tuning in the same
manner (effectively, dynamical tuning tracks and ampli-
fies the same components of displacement noise as of the
GW signal), while shot noise on the photodetector re-
mains the same (more precisely, shot noise remains delta
correlated independently of the motion of the SRM).
The paper is organized as follows. We derive the time-
domain response of the detector to a gravitational wave
in Sec. II. We consider the influence of displacement
noise on the detector output in Sec. III and by the shot
noise in Sec. IV. The time-domain models are presented
in these sections with a consistency check in comparison
to the stationary model. The features of a nonstationary
model and, especially, its difference from a quasistation-
ary approximation are represented in Sec. V. In Sec. VI
we present the SNR gain with respect to a stationary
detector, which can be achieved with dynamical tuning.
II. MODEL FOR THE SIGNAL INDUCED BY A
GW DURING DYNAMICAL TUNING
Let us consider the GW detector described above. A
plus-polarized gravitational wave h(t), falling perpendic-
ular onto the detector, causes a differential motion of the
end mirrors proportional to the arm length, assuming
they have initially rested,
xd(t) =
Lh(t)
2
, (1)
where
xd(t) =
xe(t)− xn(t)
2
(2)
is the differential motion, and xe(t) and xn(t) are the
displacements of the east and the north end mirrors, re-
spectively (see Fig. 1). L is the arm length.
The differential displacement of the end mirrors breaks
the dark-port condition of a Michelson interferometer,
injecting signal sidebands into the SRC. In this paper,
we neglect the optomechanical back-action effects, so the
further evolution of sidebands may be reduced to the
4TABLE I. Notations and definitions used in this paper.
Notation definition
ωp Frequency of the carrier laser
c Speed of light
A Cross-section of the detected beam
Rf Equivalent end-mirror reflectivity (B10)
Ts Transmittance of the SRM
Rs Reflectivity of the SRM
E Field falling on the beam splitter (see Fig. 1)
φe Phase of the field E
φlo Local oscillator of the homodyne detector
φh Homodyne angle (B15)
kp Wave vector
ωp
c
x(t) Microscopic displacement of the SRM from the resonant position
τ Round-trip time (5)
two elementary phenomena: (i) reflections (and trans-
missions) from the mirrors and a beam splitter and (ii)
propagation through space. The optical losses in our case
may be effectively reduced to the reflections. As part
of this evolution, some field exits the dark port and is
detected by a photodetector. The resulting output cur-
rent on the photodetector Iy(t) contains the information
about the differential motion of the end mirrors, caused
by gravitational waves.
The response of the detector to the signal under these
circumstances can be considered linear for two reasons:
(i) the smallness of the end-mirror displacements caused
by the GW in comparison to the wavelength of the light
and (ii) the superposition principle for the fields inside
the cavity. The output current of such a linear system
in the time domain is defined by the end-mirror input
motion via a so-called impulse response Ls→c(t, t1),
Iy(t) =
t∫
−∞
Ls→c(t, t1)xd(t1)dt1, (3)
where s→ c stands for “signal to current.” Thus, once we
know the linear response of the detector, we can simulate
the output current for any gravitational wave.
The physical meaning of the impulse response of the
detector is the photocurrent caused by delta-impulse-
shaped differential jitter of the end mirrors in the in-
stance of time t1. It contains the information about the
signal transformation inside the detector; hence, all the
optical parameters as well as the motion of the SRM are
encrypted in it.
The impulse response for GEO 600 with a moving SRM
has the following explicit expression:
Ls→c(t, t1) =
∞∑
n=0
Cn cos[ξn(t)]×
× δ
(
t1 − t+ nτ + τ
2
)
. (4)
Physically, it is a sequence of the output pulses with am-
plitudes Cn and phases ξn(t) describing a decaying and
0 0.04 0.06 0.08
−1
−0.5
0
0.5
1
ph
ot
o 
cu
rre
nt
, 
re
lat
ive
 u
ni
ts
0 1 2 3 4 5
−1
−0.5
0
0.5
1
ph
ot
o c
ur
re
nt
, 
re
lat
ive
 un
its
number of roundtrips, 8 µsecs each
time after the input impulse, sec
0.02
(a)
(b)
FIG. 4. The typical impulse response of the considered de-
tector with a constant detuning ftun = 100 Hz: (a) in the re-
sponse decay-time scale and (b) in the single round-trip time
scale (∼ 8µs).
oscillating envelope. The pulses occur every round trip τ
in the output photocurrent. The expressions for ampli-
tudes and phases are explicitly presented in Eq. (B14).
The notations and definitions of the physical values
used in the expression for an impulse response (and in
other models of this paper) are presented in Table I. Its
derivation is shown in Appendix B 3, while the descrip-
tion of the time-domain model this derivation is based on
can be found in Appendix B. The basic features of the
model are considered in the simpler case of a Fabry–Perot
cavity in Appendix A.
The depiction of the impulse response is presented in
Fig. 4 for a 100 Hz detuning in two scales: of seconds and
of single pulses (∼ 8µs). The typical set of parameters
of GEO 600, used for the simulations of this plot (as well
as for other calculations in this paper), is presented in
5Tables II and III. The tables also include the current pa-
rameters of GEO 600 and describe the changes required
for the implementation of dynamical tuning.
The physics standing behind the impulse response is
the following. The signal pulse created in the SRC by the
differential end-mirror movement makes the round trips
between the SRM and the end mirrors with the period
τ = 2
L
c
. (5)
Every time the pulse is reflected from the SRM the small
part of it leaks from the cavity and is detected at the
homodyne detector with the local oscillator (LO) field
(B12).
These leaked pulses form the infinite number of decay-
ing “echoes” at the output with amplitudes C0, C1, C2, ....
Two consequent pulses in this sequence are differing by a
decay factor during one round trip RsRf , and the phase
shift between two consequent impulses is obtained dur-
ing the reflection from the SRM due to its microscopic
displacement from the resonant position.
The reflection of light from the beam splitter and from
the end mirrors is equivalent to the reflection from a sin-
gle mirror with the reflectivity Rf defined in Eq. (B10).
This mirror and the SRM form an equivalent Fabry–
Perot cavity. A more thorough description of the equiva-
lence between the SRC of GEO 600 topology and a single
Fabry–Perot cavity is presented in Appendix B 7.
The impulse response (4) describes the behavior of a
detector also in the stationary case when ξn(t) = const.
The Fourier transformation turns the impulse response
into transfer function Rs→c(Ω) presented in Eq. (B16).
The transfer function describes the response of the de-
tector on the sine gravitational wave. The wave creates
two sidebands in the detector, the amplification of which
has resonant features. The transfer function Rs→c(Ω)
coincides with those, obtained conventionally in the fre-
quency domain, e.g., in Refs [20–23]. Therefore, the
model for the time-domain response on the gravitational
wave is consistent with the accepted frequency-domain
models.
III. MODEL FOR THE END-MIRROR
DISPLACEMENT INDUCED NOISE DURING
DYNAMICAL TUNING
Gravitational waves cause differential end-mirror mo-
tion. However, it is not the only source of this motion.
There is a number of stochastic influences on the end
mirrors in GEO 600 causing it, the most significant of
which are thermal noise in mirror coating, seismic noise,
and gravity gradient noise [24, 25]. The noise is station-
ary and characterized by its spectral density S(Ω), the
theoretical prediction of which is known and is depicted
in Fig. 10.
The impulse response to the differential end-mirror
motion (4) defines the output current at the photode-
tector for an arbitrary input. It is also applicable to
stochastic motion of the end mirrors.
For stationary detectors, it does not matter whether
noise and signals are compared at the end mirrors or at
the output photocurrent. The reason is that a linear de-
tector transforms the same frequency components of both
noise and signal equally, so the ratio of the intensities of
these components does not change. Something similar
happens for the nonstationary detector. Although the
frequency components here do not evolve independently,
the impulse response transforms the same components of
the signal as of the noise in the same way. So, if the infor-
mation about the signal is transferred completely, it also
does not matter where one calculates the sensitivity with
respect to the displacement noise. The completeness of
the transferred signal can be proven by consequent action
of the direct and of the inverse impulse response, as it is
shown in Eq. (26).
When we investigate the influence of displacement
noise on the sensitivity of the dynamically tuned de-
tection, we consider displacement noise alone, neglecting
shot noise. In this case, it is more convenient to compare
the signal and noise at the end mirrors for the following
reasons. The first is the convenient shape of the signal: it
is proportional to the gravitational wave strain (assum-
ing the initial position and velocity of the end mirrors
equal zero). The second reason is stationarity of the dis-
placement noise, simplifying the calculations. The third
reason is the independence of the ratio between the signal
and the displacement noise from the motion of the SRM
required for the dynamical tuning. So the SNR may be
calculated in the conventional way, e.g., in the frequency
domain, using the expression
d2 =
∞∫
−∞
|x˜d(Ω)|2
S(Ω)
dΩ, (6)
where x˜d(Ω) is the Fourier transform of the signal differ-
ential mirror motion xd(t).
If we want to calculate a more realistic sensitivity in-
cluding both displacement and shot noise, we should
treat their influences at the same part of the interfer-
ometer. For this purpose it may be more convenient to
treat displacement noise at the output of the detector,
i.e. in the signal photocurrent. As it was mentioned, the
autocorrelation function of this noise may be found from
the one of the end-mirror motion noise via the impulse
response (4),
Bth(t1, t2) =
∞∑
m=0
∞∑
n=0
CmCn cos ξm(t1) cos ξn(t2)×
×B(t2 − t1 + (m− n)τ), (7)
where B(τ) can be found from the spectral density S(Ω)
mentioned above.
6IV. MODEL FOR THE SHOT-NOISE
EVOLUTION DURING DYNAMICAL TUNING
A. Fields in the detector
Quantum shot noise is conventionally considered as
ground-state quantum oscillations injected into a cav-
ity through any open port and from lossy elements [13].
Since Maxwell’s equations are valid for quantum mechan-
ics, the quantum operator of the electromagnetic field can
be treated like the classical field values in the previous
sections.
Let us consider, for example, the quantum field at the
point a, where the laser shines into the detector (see
Fig. 1). The quantum electrical field operator in this
point, describing also the classical part of the light when
it is required, reads
Eˆa(t) =
∞∫
0
√
2pi~ω
Ac [aˆ(ω)e
−iωt + aˆ+(ω)eiωt]
dω
2pi
≈
≈
√
2pi~ωp
Ac [aˆ(t)e
−iωpt + aˆ+(t)eiωpt], (8)
where aˆ(ω) and aˆ+(ω) are the annihilation and creation
operator, andA is the effective optical cross section of the
considered beam. The annihilation and creation opera-
tors in the other spatial points of GEO 600 are denoted
by the corresponding letter depicted in Fig. 1. The op-
erator aˆ(t), introduced in (8), is a Fourier transform of
the annihilation operator aˆ(ω), and represents the am-
plitude of the electric field. One has to note, that this
Fourier transform is performed only within the frequency
of the anticipated GWs, which is much smaller than the
frequency of the laser carrier:
Ω ≡ ω − ωp  ωp. (9)
In this section, from all the points in Fig. 1 we are only
interested in the shot-noise injections from the dark-port
zˆ(t), injections from the end mirrors rˆ(t) and uˆ(t), and
the detector dark-port output yˆ(t).
The homodyne detection of the output field Eˆy(t) gives
a signal in the photocurrent, in which we can read out
the GWs and see the noise. The main part of shot noise
at the output is formed from the ground-state oscillations
injected from the dark-port zˆ(t). The homodyne detec-
tion of this input field with the local oscillator (B12)
results in a white spectrum for its noise in the frequency
band of detection,
Bin(t1, t1) = Czδ(t1 − t2), (10)
where Cz is a constant, determined by the amplitude of
the local oscillator, and is explicitly presented in (B27).
B. Output field expressed in terms of input
The output shot noise is the result of the evolution of
the injected ground-state oscillations Eˆz(t). This evolu-
tion, consisting of a phase shift, propagation, and am-
plitude change, is described by the complex amplitudes.
Therefore, we can express the amplitude of the output
field in terms of the input using the complex impulse
response,
yˆ(t) =
t∫
−∞
Lc(t, t
′)zˆ(t′)dt′, (11)
where Lc(t, t1) is the complex impulse response and yˆ(t)
and zˆ(t) are the amplitudes of the output and input fields,
respectively (see Fig. 1). The physical meaning of this
function is a response on the infinitely short pulse with
the optical carrier frequency.
The noise we get by the homodyne detection of this
field with the local oscillator (B12), keeping in mind (10),
reads
Bvac(t1, t2) = Cz
min(t1,t2)∫
−∞
dt′1×
×< (Ls(t1, t′1)L∗s (t2, t′1)) . (12)
Here,
Ls(t, t1) = Lc(t, t1)e
iωp(t−t1) (13)
is an auxiliary impulse response of the output field am-
plitude yˆ(t) on the input one zˆ(t) in the rotating frame,
i.e. excluding the time evolution of the phase. Explicitly,
the function is
Ls(t, t1) =
∞∑
n=0
Bn exp [iϕn(t)] δ(t1 − t+ nτ) (14)
with amplitudes Bn and phases ϕn(t) defined in (B19).
A more detailed derivation of the impulse response is
presented in Appendix B.
The plot of the two quadratures of the auxiliary im-
pulse response is presented in Fig. 5. The deltalike im-
pulse, sent to the dark port zˆ(t), is reflected back from
the SRM almost completely (Rs ≈ 1), as can be seen
in Fig. 5(a). Only a tiny fraction of the input pulse is
injected into the detector and does the round trips the
way it was thoroughly described in Sec. (II). For every
round trip, when the pulse reaches the SRM, a part of it
goes to the output [see Fig. 5(c)]. On a larger time-scale
the pulses in both quadratures form the oscillating and
decaying envelopes shown in Fig. 5(b).
The transfer function Rs(Ω) (B21) for the stationary
regime can be obtained from Eq. (14). It is consistent
with the results obtained by the conventional calculations
in the frequency domain [20–23]. In the case of the ideal
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FIG. 5. Two orthogonal quadratures of the auxiliary impulse
response (real and imaginary parts) to the vacuum quantum
oscillations, injected from the dark port: (a) on the large am-
plitude scale, depicting the direct reflection of the input pulse
from the SRM; (b) on the small amplitude scale, represent-
ing the output envelope from the the oscillations and decay
(in the rotated frame) of the amplitude pulse as it propagat-
ing inside the SRC and (c) on the short time scale, picturing
the round-trip time and the discrete nature of the impulse
function.
end mirrors Rf = −1, the transfer function turns to the
expression (B22), the modulus of which equals 1.
The auxiliary impulse response (14) with the help of
Eq. (12) and with some simplifications leads us to the
autocorrelation function of the output shot noise,
Bη(t1, t2) = Cz
∞∑
n=−∞
Dn cos(ϕn+1(t1))δ(t1−t2−nτ)+
+ Czδ(t1 − t2), (15)
the amplitudes of the correlations Dn of which are pre-
sented in (B28). This is a correlation of white noise re-
flected from the cavity. The bigger part of the wave re-
flects directly, remaining delta correlated, and the part
transmitted inside makes a sequence of echoes every
round trip, each of which is also correlated with the di-
rectly reflected wave and with other echoes. Because of
the properties of white noise, neither echoes, nor directly
reflected light correlates with the pieces of wave between
the echoes.
As it follows from the expression for coefficients (B28),
the autocorrelation function for the detector with ideally
reflecting end mirrors |Rf | = −1 keeps only one nonzero
summand Czδ(t1 − t2), meaning the detected shot noise
is white. Despite the nontrivial transformation of the
electromagnetic field of the quantum oscillations inside
the detector (14), its statistics remains the same.
The delta-correlated statistics in this case is also con-
sistent with the conventional description of the station-
ary interferometers in the frequency domain. As it was
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FIG. 6. Two quadratures of the auxiliary impulse response
(real and imaginary parts), depicted on the decay time scale,
to the vacuum quantum oscillations, injected from an equiv-
alent end mirror. The difference between the east and the
north end mirrors is insignificant on the plot scale.
mentioned before, in the case of the ideally reflecting end
mirrors the modulus of the transfer function (B22) equals
1. The spectral density of the shot noise in this case is
proportional to the squared modulus of the transfer func-
tion, and therefore constant, also meaning the noise is
white.
C. Influence of losses
The optical losses of the laser field inside a cavity,
caused by the scattering into higher-order modes, reflec-
tion from the antireflective coating of the beam split-
ter, and the absorptions in all optical elements, decreases
the effective reflectivity of the equivalent mirror Rf < 1
and therefore modifies the statistics of the corresponding
output noise in (15). However, the losses cause addi-
tional noise due to the fluctuation-dissipation theorem
[26], which can be equivalently considered as injections
of the ground-state vacuum quantum oscillations through
the equivalent mirrors [13] with a transmittance equal to
the optical losses in the arms (Ae and An in Fig. 1). The
corresponding impulse responses read in a similar man-
ner to (14):
Ls,n→c(t, t1) =
∞∑
k=0
Bnk exp[iϕk+1(t)]×
× δ
(
t1 − t+ τ
2
+ kτ
)
, (16a)
Ls,e→c(t, t1) =
∞∑
k=0
Bek exp[iϕk+1(t)]×
× δ
(
t1 − t+ τ
2
+ kτ
)
. (16b)
The coefficients Bnk and Bek are explicitly presented in
(B24) and the phase shifts ϕn(t) are the same as in the
previous section and defined in (B19).
The plots of the impulse responses are depicted in
Fig. 6.
8The autocorrelation function of their noise on the pho-
todetector caused by both of these injections is
Bη(t1, t2) = −Cz
∞∑
n=−∞
Dn cos(ϕn+1(t1))δ(t1−t2−nτ).
(17)
As it is easy to see, the total output shot noise of the
nonstationary detector with the moving SRM, including
the injections of the ground-state oscillation from the
dark port (15) and from the optical losses (17), is white:
Btotη (t1, t2) = Czδ(t1 − t2). (18)
This result is expected because the autocorrelation
function of the output shot noise defines the state of
the output electromagnetic oscillations at the output.
There are no generators of photons inside the detector
contributing to these oscillations, even though we move
the SRM. Therefore the state of the output shot noise
should also be ground and should have the same statis-
tics as the input electromagnetic oscillations.
The SNR at the output with respect to the white shot
noise is determined by Eq. (27).
V. DYNAMICAL BEHAVIOR OF A
NONSTATIONARY DETECTOR
The important goal of the investigations presented in
this paper is the study of the dynamical behavior of the
detector, resulting from the nonstationarity caused by
the fast movement of SRM. The analysis is based on the
model for this regime presented in Sec. II with the im-
pulse response.
Dynamical tuning assumes that we are detecting a
chirp GW signal. Because of their sinusoidal shape, these
signals can be presented in form
xd(t) = X(t) cos ζ(t), (19)
where X(t) and ζ(t) are the time-dependent amplitude
and phase, respectively. The latter is related to the time-
dependent frequency of the signal: ζ(t) =
t∫
t0
Ω(t1)dt1,
where Ω(t) = 2pif(t) is an angular frequency.
A. Quasistationary dynamical tuning
A quasistationary approximation is the first and the
simplest approach to describe a dynamically tuned grav-
itational wave detector. It was presented and described
in the pioneer paper about dynamical tuning by Meers et
al. [12]. According to this approximation the parameters
of the gravitational waves, namely the amplitude and the
frequency of the gravitational wave, and also the detun-
ing of the signal-recycling cavity, change slowly enough,
so the fields inside the cavity and the current at the ho-
modyne detector reach their stationary values, and the
transients are negligible (C1).
In Appendix C it is shown that dynamical tuning
in quasistationary approximation amplifies a GW uni-
formly, without deformations. So the output signal in a
quasistationary case equals a multiple of the GW,
Iy(t) = Cqsxd(t), (20)
with the coefficient Cqs presented in (C4).
The dynamical processes (or dynamical behavior) stud-
ied in this paper are defined as the difference between
the nonstationary time-domain and the quasistationary
models. It arises outside the domain of applicability of
a quasistationary approach (C1) [see e.g. Figs. 9(c) and
12].
B. Resonant tracking of the sinusoidal signal
During dynamical tuning, the cavity is resonant to only
one of the sidebands caused by a GW, while the other one
is suppressed. The tuning of the sideband takes place,
when the additional phase shift the GW gets during one
round trip is canceled by the corresponding displacement
of the SRM from the laser resonance position. Generally
speaking, this condition is defined within one round trip
and therefore we can express it mathematically for the
nonstationary detector with moving SRM:
2piδf(t)τ = ζ(t+ τ/2)− ζ(t− τ/2) ≈ 2pif(t)τ. (21)
It is easy to prove this resonance condition by the sub-
stitution of the resonant condition (21) to the impulse
response (4) and applying it to detect the GW (19). The
dynamical tuning detection, following this resonance con-
dition, is referred to as resonant tracking of the signal.
The similar task of the dynamic resonance of a Fabry–
Perot cavity to the perturbations of the laser phase inside
it is considered in details in Ref. [27].
C. Transient features and virtually stationary
detection
From the mathematical point of view, in the qua-
sistationary approximation described above, the system
switches from one stationary state into another one in-
stantaneously. In real systems, there are often finite tran-
sient processes between two stationary cases, caused by
inner physical phenomena, making the behavior of these
systems purely nonstationary. These dynamical transient
effects of the detector make the essential difference be-
tween the known quasistationary approximation and the
new time-domain model presented in this paper.
The major transient features of the nonstationary de-
tector become apparent already in the plot of its linear
response, depicted in Fig. 4. The decaying oscillations
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FIG. 7. The typical transients of the considered detector on
the stepwise change of (a) X(t), (b) f(t), and (c) δf(t)
.
of the envelope (created by the beating of the detector
sideband with a local oscillator) represent, respectively,
the detuning (which can also be time dependent), and
the relaxation time of the SRC, while the delays between
impulses equal the round-trip time.
The numerical simulation of the output photo current
(3) using the impulse response (4) allows us to study the
dynamical transient effects from the stepwise change of
the parameters. In this paper, we focus on the amplitude
X(t), the signal frequency f(t), and the detuning of the
SRC δf(t), since only they are changing during dynamical
tuning. Strictly speaking, only the change of δf(t) makes
the detection nonstationary. The response on X(t) and
f(t) alone is a response of a stationary detector. How-
ever, when the detector is nonstationary, the changes of
these two values introduce additional nonstationary ef-
fects, as it is shown below. The numerically simulated
transients from the stepwise changes are shown in Fig.7.
In all three cases the signal starts with the same set of
parameters X(t), f(t) = δf(t) = 250Hz, followed by a
stepwise change of one of them.
The first typical feature of all three transients is the
length of the relaxation processes, depicted in all three
transients. These relaxations have the same duration as
the impulse response (see Fig. 4).
Let us consider the transients caused by the changes
of a frequency: either of the GW signal in Fig. 7(b) or of
the SRC detuning in Fig. 7(c). In the transient caused
0 0.05 0.1 0.15 0.2
−1
0
1
ph
ot
oc
ur
re
nt
,
re
la
tiv
e 
un
its
time, sec
0 0.05 0.1 0.15 0.2
−10
0
10
ph
ot
oc
ur
re
nt
,
re
lat
ive
 u
ni
ts
time, sec
0 0.05 0.1 0.15 0.2
−10
0
10
ph
ot
oc
ur
re
nt
,
re
lat
ive
 u
ni
ts
time, sec
output signal
input GW amplitude
input GW frequency
cavity tuning frequency
(a)
(b)
(c)
250 Hz 350 Hz
250 Hz 350 Hz
250 Hz 350 Hz
FIG. 8. The transients of the considered detector on the com-
binations of stepwise changes of (a) f(t) and δf , (b) X(t), f(t)
and δf(t), (c)X(t) and δf(t).
by the signal frequency change we can see the decay of
oscillations at the initial signal frequency. The new sta-
tionary oscillations, arising during the transient, occur
at the new frequency of the GW. In the other transient,
caused by the change of the SRC detuning, the decaying
oscillations immediately occur with the new detuning fre-
quency. The new stationary oscillations arise here with
the GW frequency. Generally speaking, the energy stored
before the parameter shift decays at the new SRC detun-
ing frequency, while the new oscillations arise at the new
GW frequency.
All the explained conclusions are easy to obtain mathe-
matically by the substitution of a corresponding stepwise
changing parameter into the impulse response equation
(4). It was performed explicitly in Re. [23].
The remarkable consequence of the described processes
becomes apparent as we numerically simulate the reso-
nant tracking (21) to the step change of the GW fre-
quency, i.e. when both frequencies of the GW and of
the SRC detuning are changing synchronously as it is
depicted in the Fig. 8(a). The decay at the SRC fre-
quency is compensated here by arising at the same GW
frequency. As a result, the perturbations caused by these
two transients are canceled, so the frequency of the out-
put signal switches instantaneously from one value to the
other without any relaxation process.
Since any arbitrary change of frequency may be ex-
pressed in terms of single step transients, the following
can be deduced. During the resonant tracking of a chirp
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GW with constant amplitude, the output current will
have its stationary values everywhere, without transition
effects, although the detector could be rather nonstation-
ary. This condition we call virtually stationary. Conse-
quently, only a change of GW amplitude causes tran-
sients.
D. Transformation of the signal envelope during
resonant tracking
The dynamical effects become crucial during the late
stages of resonant tracking.
Let us calculate the response of the detector to a chirp
GW signal (19). The approach explained here is shown in
more mathematical details in Appendix D. An example
of such a signal from a coalescing binary and of its fre-
quency behavior are shown in Figs. 9(a) and 9(b). Gen-
erally, the approach described in this subsection is valid
for signals with arbitrary changes of phase and ampli-
tude. The phase of the chirp defines the required motion
of the SRM (21). The linear response, defined by this
SRM motion via Eq. (4), helps to calculate the output
(3).
The resulting expression consists of an infinite series,
each summand of which includes two cosines, one with
the phase of the GW from Eq. (19) and one for the
phase of the cavity detuning from (4). We can expand
both cosines into complex exponents and choose only the
resonant sideband terms from their product, assuming
the nonresonant fields, being summed up with homoge-
neously distributed phases, to be insignificant. The am-
plitude of the gravitational wave X(t) in the same expres-
sion can be represented in the Fourier domain as X(Ω),
which turns time delays into complex exponents. Sub-
sequent reducing of the geometric series in the obtained
formula, brings us to the result for the output photocur-
rent,
Iy(t) = Y (t) cos ζ(t− τ/2), (22)
with the time-dependent amplitude Y (t) and the same
phase behavior as the input gravitational wave. It ap-
pears that the mathematical expression for the output
amplitude Y (t) may be expressed from the GW ampli-
tude X(t) where the Fourier transform of Y (t) reads
Y (Ω) = R(Ω)X(Ω). (23)
The transfer function R(Ω), the explicit expression of
which is presented in (D3), is an Airy function for
the equivalent Fabry–Perot cavity. Its frequency half-
bandwidth γ, depending on the optical parameters of
SRM and optical losses with (D4), is 8.3 Hz.
The phase and the frequency behavior of the output
signal repeats those of the input GW, while the ampli-
tude at the output is smoothed with respect to the am-
plitude of the GW signal. In other words, during the res-
onant tracking the output signal may be obtained from
the GW signal by low-pass filtering its amplitude.
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FIG. 9. (a) The gravitational wave signal from a 5+5 So-
lar mass spinless black hole binary. (b) The instantaneous
frequency of this signal. (c) The output for the resonantly
tracked detection of this signal, calculated using three mod-
els: numerical simulation, a transformed envelope, and a qua-
sistationary approximation.
Obviously, when the amplitude of a gravitational wave
X(t) changes slowly enough, i.e., its typical frequency
components are small with respect to the detector half-
bandwidth
Ω γ, (24)
the output signal will have both amplitude and frequency
repeating those of the gravitational wave. So, under this
condition, a virtually stationary detection is performed.
In Fig. 9(c), three different results are presented for the
output signal from the resonant tracking of the chirp sig-
nal, depicted in Fig. 9(a): (blue) the one, simulated nu-
merically using the linear response from (3, 4); (green) its
envelope, calculated using transfer function R(Ω) (23);
and (dashed red) the output, calculated using a math-
ematical model for the quasistationary approximation
(20). The transformation of the envelope, presented in
this subsection, is obtained by neglecting the components
of the nonresonant sideband. The comparison of the re-
sults of the numerical simulation and of the envelope
transformation confirms the negligible influence of these
components on the output.
Comparison of the green and red dashed lines in
Fig. 9(c) shows the difference between the old quasis-
tationary model and of the new time-domain models of
dynamical tuning. They agree at the earlier stages of the
signal, but diverge during the later stages due to dynam-
ical effects.
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E. Deconvolution of the signal
With the previous subsection, one can find the obvious
way of restoring of the GW signal after the resonantly
tracked detection. The division of the output envelope by
the transfer function (23) gives the Fourier transform of
the envelope of the input GW. However, there are always
errors in the tuning of the SRC to the signal, reducing
the applicability of this restoring.
However, if we could know the exact (though not res-
onant) motion of the SRM, it would be possible to find
the inverse impulse response from (4) and (B14). The
output signal at the instance t+τ/2 of time carries infor-
mation about the end-mirror displacement in the infinite
number of the previous moments of time t − nτ , with
natural n. To single out the information about only one
displacement, the others should be subtracted, which is
possible, using the previous output signals, which contain
the influence only of the previous, with respect to the re-
quired displacements. The more detailed explanation is
described in Appendix B 4. The explicit expression for it
reads
Lc→s(t, t1) =
∞∑
n=0
A˜n(t)δ(t1 − t− τ/2 + nτ). (25)
The factors A˜n(t) defined explicitly in (B17) express the
filtering out of the required component of the output sig-
nal. The inverse impulse response allows by definition
the deconvolution of the gravitational wave shape, using
the signal on the photo diode and the known motion law
of the SRM, without restrictions on the tuning or on a
GW.
The following equation proves that the eigenbasis of
both direct and inverse impulse response transformations
is full, so theoretically no information about the GW sig-
nal is lost during the resonant tracking:
∞∫
−∞
Lc→s(t, t1)Ls→c(t1, t′1) = δ(t− t′1). (26)
VI. SENSITIVITY GAIN FROM DYNAMICAL
TUNING
The main goal of any detector development is increas-
ing the sensitivity. In this section we study what sensi-
tivity gain could be achieved by the implementation of
the dynamical tuning. As a reference we use the current
sensitivity of GEO 600 operating in the stationary broad-
band regime. The output signal and noise are largely
dependent on the parameters of GEO 600. They are pre-
sented for both regimes in Tables II and III.
The typical value describing the sensitivity is a signal-
to-noise-ratio that can be derived from both Wiener fil-
tering [28] and the Neyman–Pearson criteria (see Ap-
pendix E). For GW detectors, it is usually used in the fre-
quency domain for stationary noise [see e.g. the SNR for
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FIG. 10. The theoretical noise budget of the current GEO 600
configuration.
displacement noise (6)]. However, the concept of SNR is
also applicable for the regimes with non-stationary noise,
assuming the noise is Gaussian (which is a good approx-
imation for GEO 600 after the vetoing of glitches).
The noise of the detector may be divided into three
parts: shot noise, radiation pressure noise and displace-
ment noise. The theoretical curves of these noises for
GEO 600 are pictured in Fig. 10 [24, 25]. We assume that
the real noise will be reduced to the theoretical predic-
tions, and we consider only them for the analysis. The ra-
diation pressure noise is negligible in the frequency band
of our interest.
The computation of the SNR in the case of signal-to-
shot-and-displacement-noise-ratio is quite a complex task
in the nonstationary case. However the consideration of
the displacement or shot-noise-limited nonstationary de-
tector gives already the boundaries that are realistic es-
timations for the sensitivity gain from dynamical tuning.
Chirp signals, for which we want to increase the sensi-
tivity by dynamical tuning, are modeled by using hybrid
models [1–4] for an arbitrary set of masses and spins of
the binary elements. For convenience only one group of
signals is analyzed: spinless binaries with equal masses
and total mass ranging from 3 to 10 solar masses. The
significant benefits from the dynamical tuning arise at the
very last stages of the chirp, when the typical signal fre-
quencies are in the shot noise-limited frequency band of
the detector. The rate of frequency change also becomes
high at this stage, causing the nonstationary effects, de-
scribed in Sec. V. To consider the important part of a
chirp signal and to avoid the influence of radiation pres-
sure noise, we consider for each signal only the segment
starting with the instantaneous frequency 200 Hz, as it is
shown, for example, in Fig. 9.
According to Sec. IV, the shot noise at the output
of a nonstationary detector is white. Therefore, it is
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TABLE II. Unchanged GEO 600 parameters.
Symbol quantity Current configuration
value
A2e Equivalent power transmission on the east mirror 450 ppm (10
−6)
(losses at the mirrors + scattering on the beam splitter)
A2n Equivalent power transmission on the east mirror 390 ppm
(losses at the mirrors)
L Effective length of the arm 1200 m
We Power falling on the beam splitter (at point E in Fig.1) 2.12 kW
TABLE III. GEO parameters, modified for the dynamical tuning.
Symbol quantity Current configuration Value for dynamical
value tuning configuration
T 2s Power transmission on the SRM 0.1 420 ppm
δ Frequency detuning of signal-recycling cavity 0 Hz Resonant tracking
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FIG. 11. Comparison of the output signal envelopes from
the dynamical tuning with respect to the reference stationary
detection. The detected GW is from a 5+5 Solar mass spinless
black hole binary (see Fig. 9)
convenient to calculate the sensitivity for the shot-noise-
limited detector at the photocurrent, too. The output
signals are simulated numerically according to the al-
gorithm from Appendix F, based on the time-domain
model, described in Sec. II with help of the linear re-
sponse (4, B14).
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FIG. 12. The SNR gain from implementation of dynamical
tuning into a shot-noise-limited detector that worked in a sta-
tionary broadband regime. The influence of the nonstationary
dynamical effects on it becomes apparent in comparison with
the depicted result of a quasistationary approximation.
A. Shot-noise-limited dynamically tuned detector
vs shot-noise-limited reference detector
The sensitivity with respect to the displacement noise
is the same for the reference detectors and for the detec-
tor with dynamical tuning, because each of them trans-
forms the similar components of both GW and displace-
ment noise in the same way. Thus, the benefits from dy-
namical tuning arise only with respect to shot noise. For
this reason we first compare the two detectors limited by
shot noise. It also allows us to study the pure influence
of the dynamical tuning and the dynamical behavior on
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the sensitivity.
The ground-state shot noise on the photodiode remains
delta correlated and has the same intensity independent
from the parameters of the SRM, namely, its motion dur-
ing the detection and its transmittance (see Sec. IV).
Therefore, once we are limited by shot noise, only the
transformation of the signal by both regimes defines the
sensitivity gain. This allows us to study the influence of
the dynamical effects, described in Sec. V. Thus, even
though GEO 600 is currently operating with squeezed
shot noise, we consider here the ground-state shot noise
for the referent detector.
Both output signals, in the dynamically tuned and in
the reference detectors, are obtained by numerical simu-
lations, based on the time-domain algorithm. The detec-
tion of the stationary detector can also be simulated in
the frequency domain using the transfer function. The
calculations in the frequency domain and in the time do-
main differ, however, only by a Fourier transform, and
apart from this are equivalent. The example of the out-
put for a dynamically tuned chirp GW signal is presented
in Fig. 9(c) as a blue line with a green envelope. The
source for the GW in this example is a compact binary,
consisting of two black holes with five Solar masses each.
Both output signals for this input, detected by dynami-
cal tuning and by the stationary detector, are presented
in Fig. 11.
Once the photocurrent signal is calculated, the SNR
for it in the shot-noise-limited case may be calculated
according to the following formula (E10), derived in Ap-
pendix E:
d2 =
1
Cz
T∫
0
s2(t)dt. (27)
There are two equally used values typically called SNR,
which may lead to a confusion here. Sometimes, d2 from
(27) is called SNR, sometimes its square root d is called
so. In the first case, it is the ratio of power of signal
and noise, while in the second case it is the ratio of their
amplitudes. In this work, we use SNR in the first sense,
namely, as d2.
The integral from Eq. (27) is solved numerically. The
sensitivity gain in this case is a ratio of the dynamically
tuned and of a reference SNR, which is presented in blue
circles in Fig. 12. Its value is of the order of 17 and
slightly decreases with increasing of the source’s binary
mass.
From Eq. (27), it follows that the SNR gain is pro-
portional to the squared average output amplitude ratio
between the dynamical tuning and the stationary detec-
tion. This ratio, as it can be seen from Fig. 11, is approx-
imately 4, which is consistent with the obtained value for
the SNR gain.
This number is the highest possible gain we can get
from dynamical tuning. To achieve it, the displacement
noise should be significantly reduced. In any realistic
case with displacement noise, the gain is lower.
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FIG. 13. The ratio of SNRs for dynamical tuning in a shot-
noise-limited and in a displacement-noise-limited detectors.
The increase of sensitivity during a slow quasistation-
ary process is higher with respect to fast nonstation-
ary processes at the same frequencies because during the
transients a part of the signal is lost. As it was shown
in Sec. V, these dynamical processes are taken into con-
sideration in the time-domain model. To estimate the
influence of these processes on the detector sensitivity,
we have calculated the SNR for dynamical tuning, cal-
culated in a quasistationary approximation, i.e. assum-
ing that the detector switches between the stationary
states instantaneously (20). This SNR improvement is
presented in Fig. 12 with green circles. It equals ∼ 19
and, in consistence with the general speculations above,
is bigger than the result of time-domain simulation and
independent from the source binary mass. The difference
in the shape between a quasistationary and time-domain
output signals is shown in Fig. 9(c) with red and green
envelopes correspondingly. This difference is significant
for some part of the signal, but due to the slow change
of frequency and amplitude for most of its duration, the
integral influence on the SNR is only of the order of 15 %.
B. Shot-noise-limited dynamically tuned detector
vs displacement-noise-limited dynamically tuned
detector
At the current operational regime, as it is shown in
Fig. 10, the displacement noise is comparable to the shot
noise in the frequency band of interest. However, since
dynamical tuning dramatically decreases the influence of
shot noise on the sensitivity, the influence of the displace-
ment noise could become dominating. To check this hy-
pothesis we compare the dynamical tuning in two special
cases: (i) when the shot noise is dominating during the
dynamical tuning, and we calculate the SNR consistently
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with Sec. IV, using formula (27), as it was performed in
previous subsection, and (ii) when the displacement noise
is dominating, for which we use the consideration from
Sec. III, and find the sensitivity from Eq. (6). As it was
mentioned previously, the sensitivity with respect to dis-
placement noise is independent from the detector regime,
so it will be the same for the reference detector as well.
The result of the comparison of the shot-noise-limited
and of the displacement-noise-limited sensitivities is pre-
sented in Fig. 13. The SNR for the shot-noise-dominated
detector is significantly higher, approximately by factor
of 12, meaning the displacement noise becomes dominat-
ing during the dynamical tuning detection.
C. Displacement-noise-limited dynamically tuned
detector vs reference detector with both
displacement and shot noise
The shot-noise-limited detection, considered in
Sec. VI A is not realistic, and it is interesting to find the
sensitivity improvement for the detector with the full
noise budget. The radiation pressure noise is negligible,
but the displacement noise is quite strong (see Fig. 10).
Dynamical tuning reduces the influence of shot noise, so
the displacement noise-limited detector becomes a good
approximation for this regime. We could compare the
sensitivity of the displacement noise-limited dynamically
tuned detector and of the broadband reference detector
with the full-noise budget.
Since the sensitivity with respect to displacement noise
is independent from the operational regime, this compar-
ison is equivalent to the comparison of the broadband
detector with full noise and the same detector with dis-
placement noise only. Both SNRs may be found in the
frequency domain from (6) by substituting of the corre-
sponding set of noise.
The improvement in SNR from the implementation of
dynamical tuning into the detector with displacement
noise (and caused by “removing” the shot noise) is pre-
sented in Fig. 14. It is of the order of 7, insignificantly
dependent on the source binary mass. This value is the
maximal possible gain from dynamical tuning performed
at the detector with displacement noise. When the shot
noise is not dominated by the displacement noise, the
SNR gain is smaller. The reason for such strong influ-
ence of the shot noise could be, e.g., the error in tracking
of the signal frequency by the SRM position or the use
of squeezed shot noise in the referent detector.
VII. DISCUSSION
The set of SNRs for the dynamical tuning we presented
in the previous section was obtained with very special as-
sumptions: (i) the SRM resonantly tracks the frequency
of the chirp signal (21), and (ii) the detector is consid-
ered to be either displacement-noise or shot-noise lim-
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FIG. 14. The SNR gain from the implementation of narrow-
banded dynamical tuning into a broadband detector with
both shot and displacement noise. Dynamical tuning is as-
sumed to remove the influence of shot noise and to make the
detector displacement noise-limited.
ited. The inevitable error in the SRM position during
its motion makes perfect resonant tracking of the signal
impossible, preventing the signal and displacement noise
from reaching their maximal amplification in compari-
son to shot noise. Even a small error, comparable to the
bandwidth of the dynamically tuned detector, i.e., 8 Hz,
makes the influence of shot and displacement noise of the
same order.
The calculation of the SNR for both noise terms, using
(E7), requires numerically solving the integral equation
(E5) with the composite detector noise, which can be in
principle calculated with arbitrary precision,
Btot(t1, t2) = B
tot
η (t1, t2) +Bth(t1, t2), (28)
where the items from the sum are taken from Eqs. (7) and
(18), respectively. The solution of (E5) also allows us to
estimate the influence from the signal tracking error, as
it was done in Ref. [12], giving us the realistic benefits of
the dynamical tuning.
In all the real GW detectors, dc readout is used in-
stead of homodyne detection [29]. The additional leak of
laser light from the power-recycling cavity, caused by the
dark-fringe offset, becomes an equivalent local homodyne
oscillator. The leaking power on the photodiode depends
on the SRC detuning and therefore becomes time depen-
dent during the dynamical tuning detection. The filtering
of the new time-dependent “dc” part of the photocurrent
requires new solutions in the signal processing.
The considered Michelson configuration is used only
in GEO 600, while the other GW detectors, namely, Ad-
vanced LIGO, Advanced VIRGO, and the Einstein Tele-
scope, will have Fabry–Perot cavities in the arms. The
time-domain model for their layout may be obtained by
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the development of the time-domain model described
here. However, the shot and the displacement noise of
these detectors have similar proportions as depicted in
Fig. 10; therefore, the displacement-noise-limited config-
urations will give a good approximation for the maximal
sensitivity gain that is possible by the implementation of
dynamical tuning.
VIII. CONCLUSIONS
In this paper, we have considered the problem of dy-
namical tuning—a particular method of detecting a chirp
signal, when the GW detector is kept resonantly tuned
to the instantaneous frequency of the signal via properly
shifting the SRM in time.
We have developed a time-domain method of analysis
since the detector performing dynamical tuning operates
in a nonstationary regime (detuning of the SRC rapidly
changes in time to match the frequency of the signal).
We have considered the response of the detector to the
shot noise injected through the dark port and lossy opti-
cal elements and differential motion of the end mirrors, in
particular, GW signal and displacement noise. We have
found that, although the optical fields describing vacuum
fluctuations transform nontrivially inside the nonstation-
ary detector, the output shot noise remains delta corre-
lated for arbitrary realistic motions of the SRM.
The fast changes of the signal frequency and amplitude
as well as of the SRM position cause transient effects.
However, by properly adjusting the mirror motion to the
signal frequency, i.e., by performing resonant tracking,
the transient effects, caused by these two parameters,
are cancelled by each other, leaving only amplitude tran-
sients as dynamical effects. When the amplitude of the
signal in this case changes slowly enough, a virtually
stationary detection is established, and the output sig-
nal holds its stationary values at each instance, although
the detection could occur far from quasistationary con-
ditions.
Using the time-domain model, the output signals from
dynamical tuning were calculated. They allowed us to
give the following estimations for sensitivity improve-
ment. Assuming a shot-noise-limited detector the en-
hancement factor in the SNR over the current broadband
GEO 600 configuration is 17. The influence of dynamical
effects in the chirp signal detection is of the order of 15
%. However, in the realistic case, we can neglect them
because then the resonant tracking of a signal frequency
makes the detector displacement noise limited, and the
components of the GW signal and of the displacement
noise are resonantly enhanced in the same manner (both
being the differential motion of the end mirrors). The
current level of displacement noise, being considered as
the sensitivity of a dynamically tuned detector (dynami-
cal tuning removes shot noise), reduces the possible SNR
enhancement factor down to 7.
The SNR for the displacment-noise-limited detector is
the upper limit for the SNR gain from dynamical tuning
considering the current level of theoretically predicted
displacement noise. The possible reduction of this noise
would increase the gain up to 17. These two values repre-
sent the idealistic cases when the dynamically tuned de-
tector is either shot-noise or displacement-noise-limited.
Taking into account the possible error of the signal fre-
quency for the current level of displacement noise would
make a sensitivity even less than 7, causing a contribution
of both shot and displacement noise into the dynamical
tuning sensitivity.
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Appendix A: The impulse response of a Fabry–Perot
cavity
A Fabry–Perot cavity (Fig. 15) makes the simplest
model for a dynamically tuned gravitational wave detec-
tor, more particularly for the SRC [11] .
Plane electromagnetic waves make a good approxima-
tion for the light inside the Fabry–Perot cavity:
Ea(t) =
√
2pi~ωp
Ac [a(t)e
−iωpt + a∗(t)eiωpt]. (A1)
Here, ωp is the laser carrier frequency, A is the cross-
section of a laser wave, and a(t) and a∗(t) are the com-
plex amplitudes inside the cavity, considered in the signal
range spectrum Ω  ωp. The point, considered inside
the cavity, is determined by denoting the field amplitude
with the corresponding letter (see notations in Fig. 15)
instead of a(t).
We consider two sources of light inside the cavity: (i)
the light converted from the carrier to sidebands by the
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input mirror end mirror
shot noise
photo-
detector
GW
FIG. 15. Scheme of the simplest Fabry–Perot cavity. T and Tf
are the amplitude transmittances of the input and of the end
mirrors. R and Rf are corresponding reflectivity coefficients.
a–f are the electromagnetic field amplitudes in correspond-
ing places. L is the length of the cavity, resonant to laser
frequency.
differential mirror motion originates at the end mirror
with the amplitude 2Ekpxe(t) and (ii) the shot-noise in-
jection a(t) from the input mirror, corresponding to the
SRM. The complex behavior of the light inside the cavity,
according to the Maxwell equations, can be described, in-
dependently from its source, described using the simple
phenomena: propagation of light through the distance x
introducing the additional phase shift kpx, and the re-
flection from the mirrors with the transmission and the
reflection coefficients, denoted as {iT,−R} (see Fig. 15).
We can effectively consider the field c(t) at the point
of the tuned input mirror position as the result of the su-
perposition of three different fields: (i) the input shot
noise a(t) transmitted through the input mirror iT ;
(ii) the GW component injected half a round trip ago
2Ekpxe(t−τ/2) and reflected from the input mirror −R,
the microscopic displacement from the resonance position
of which introduces the phase shift e2ikpx(t); and (iii) the
field from the same point a round trip ago a(t−τ), prop-
agated toward the end mirror, reflected back −1 (the
phase shift due to GW end-mirror displacement is an ef-
fect of second order here), returned back to the input
mirror and reflected from it Re2ikpx(t):
c(t) = iTSa(t) + 2Re
ikpx(t)Ekpxe(t− τ/2)+
+Re2ikpx(t)c(t− τ). (A2)
Now we consider the fields from the shot noise and
from the GW signal separately.
1. Impulse response to the GW end-mirror motion
The fields from (A2) caused by only the gravitational
wave read
cgw(t) = 2Re
ikpx(t)Ekpxe(t− τ/2)+
+Re2ikpx(t)cgw(t− τ) (A3)
and “gw” stands here for “gravitational waves.”
From the solution, obtained by the recursive substitu-
tion of cgw(t) into the right part of the equation, the light
reflected from the cavity b(t) reads
bgw(t) = −2iTEkpxe(t− τ/2)−
−
∞∑
n=1
2iTEkpR
n
S exp[
n∑
k=1
2ikpx(t−kτ)]xe(t−bτ−τ/2).
(A4)
The photocurrent after homodyne detection with the
local oscillator (B12) is
Igw(t) =
∞∑
n=0
Cfpn cos(ξ
fp
n (t))xe (t− nτ − τ/2) , (A5)
where
Cfp0 = −4
√
2
√
pi~ωp
Ac T |E|kp, (A6a)
Cfpn = C0R
n, (A6b)
ξfp0 (t) = φlo, (A6c)
ξfpn (t) = φlo + 2kp
n∑
k=1
x(t− kτ). (A6d)
The impulse response of the detector to the GW end-
mirror motion is the photocurrent, caused by a delta-
impulse GW signal:
Ls→c(t, t1) =
∞∑
n=0
Cfpn cos(ξ
fp
n (t))×
× δ
(
t− t1 + nτ + τ
2
)
, (A7)
2. Impulse response to the input shot noise
The quantum annihilation and creation operators of
shot noise obey Eq. (A2), since the Maxwell equations
describes the evolution of quantum fields in the same
way as of the classical fields. Using the same algebraic
considerations, as in the previous subsection, for the so-
lution of (A2) with the shot-noise only influence, one gets
the field on the output,
bip(t) =
∞∑
n=1
T 2 exp (iϕn(t))R
n−1eωp(t1−t)a(t− nτ)−
−Reωp(t1−t)a(t) exp iϕ0(t) + h.c., (A8)
where
ϕ0(t) = −2kpx(t), (A9a)
ϕ1(t) = 0, (A9b)
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ϕn(t) = 2kp
n−1∑
k=1
x(t− kτ) (A9c)
and “ip” stands for “input port.”
By setting a deltalike impulse on the field amplitude,
we get the impulse response equivalent to Lc(t, t1), de-
fined in (11). The photocurrent of this field after the
homodyne detection reads
Iip(t) =
t∫
−∞
Lc(t, t1) exp (iωp(t− t1)) z(t1)dt1+
+ h.c. (A10)
Here, we introduce, equivalently to (13)–(B19):
Ls(t, t1) =
∞∑
n=1
T 2 exp (iϕn(t))R
n−1δ(t1 − t+ nτ)−
−Rδ(t1 − t) exp iϕ0(t). (A11)
The autocorrelation function of the output noise may
be obtained from the known input noise (10), using the
impulse response (A9,A10):
Bβ(t1, t2) = Czδ(t1 − t2). (A12)
So, the output shot noise of the Fabry–Perot cavity
with dynamically tuned SRM stays white independently
from the input-mirror motion.
3. Equivalent Fabry–Perot cavity
The Fabry–Perot cavity, which is equivalent to the
SRC, differs from the simplest cavity, considered in the
previous subsection of the Appendix, by the nonideal end
mirror with transmittance Tf , equivalent to the optical
losses in the cavity, and the corresponding reflectivity
Rf . The mirror modifies the equations for the impulse
response to the signal (A6) into
Cfp0 = −4
√
2
√
pi~ωp
Ac TRf |E|kp, (A13a)
Cfpn = C0(RRf)
n, (A13b)
ξfp0 (t) = φlo, (A13c)
ξfpn (t) = φlo + 2kp
n∑
k=1
x(t− kτ). (A13d)
The equation for the auxiliary impulse response to the
input mirror shot-noise injection (A11) becomes:
Ls(t, t1) =
∞∑
n=1
T 2 exp (iϕn(t))R
n−1Rnf δ(t1 − t+ nτ)−
−Rδ(t1 − t) exp iϕ0(t). (A14)
The additional influence of the shot noise injected into
the end mirror, equivalent to the noise from the optical
losses, reads
Ls,em(t, t1) = TFTSe
iωp
τ
2×
×
∞∑
n=0
(RfR)
n
exp[iϕn+1(t)]×
× δ
(
t1 − t+ τ
2
+ nτ
)
, (A15)
Appendix B: The impulse response of GEO 600
The object of consideration in this paper is GEO 600.
Its considered layout is presented in Fig. 1. The actual
detector has the folded arms, but for simplicity, we re-
place each of them by a straight arm with the same op-
tical length. The considered parameters of the detector
are presented in Tables II and III. In GEO 600, we may
choose four sources of the light inside the SRC: (i) the
signal input of the differential motion of the end mirrors
xd(t) =
xe(t)− xn(t)
2
; (B1)
(ii) the injections of shot noise into the dark port z(t) of
GEO 600, and (iii,iv) two pieces of shot noise injected at
the end mirrors u(t), r(t).
In contrast to Appendix A, we divide the light in-
side interferometer into the strong part with field am-
plitude A,A∗, belonging to the PRC, and the weak one
a(t), a∗(t), belonging to the SRC:
EA(t) =
√
2pi~ωp
Ac (Ae
−iωpt +A∗eiωpt)+
+
√
2pi~ωp
Ac [a(t)e
−iωpt + a∗(t)eiωpt]. (B2)
All the other notations here are similar to those in (A1).
1. Input-output relations
Here, the ordered input-output relations for the basic
optical elements in the different arms are presented:
1. North arm (upward from the beam splitter).
a. Common mode:
K = i
√
2
2
H −
√
2
2
E, (B3a)
N = KeikpLn , (B3b)
M = iAnR−RnN, (B3c)
L = MeikpLn . (B3d)
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b. Differential mode:
k(t) = i
√
2
2
h(t)−
√
2
2
e(t), (B4a)
n(t) = k(t− Ln/c)eikpLn , (B4b)
m(t) = iAnr(t)−Rnn(t)− 2iRnkpxn(t)N, (B4c)
l(t) = m(t− Ln/c)eikpLn . (B4d)
2. East arm (right-hand side from the beam splitter).
a. Common mode:
J = i
√
2
2
E −
√
2
2
H, (B5a)
S = JeikpLe , (B5b)
T = iAeU −ReS, (B5c)
I = TeikpLe . (B5d)
b. Differential mode:
j(t) = i
√
2
2
e(t)−
√
2
2
h(t), (B6a)
s(t) = j(t− Le/c)eikpLe , (B6b)
t(t) = iAer(t)−Res(t)− 2iRekpxe(t)S, (B6c)
i(t) = t(t− Le/c)eikpLe . (B6d)
3. Signal-recycling arm (downwards from the beam
splitter).
Here, we have the differential mode only:
g(t) = i
√
2
2
l(t)−
√
2
2
i(t), (B7a)
w(t) = g(t− Ls/c)eikpLs(t), (B7b)
o(t) = iTsz(t)−Rsw(t), (B7c)
h(t) = o(t− Ls/c)eikpLs(t), (B7d)
y(t) = iTsw(t)−Rsz(t). (B7e)
Ls(t) here is the time-dependent distance from the
SRM position to the beam splitter, setting the dynami-
cal tuning. The change of this distance during the time
of light travel between the beam splitter and the SRM is
insignificant. Ln and Le are the unperturbed lengths of
the arms. The terms describing the information about
the GW influence in the field reflected from the arms are
obtained from the fields of the power-recycling mode by
the linearization (like in, e.g., Ref. [13]). The losses in the
end arms are reduced to the equivalent transmittances of
the end mirrors, denoted by Ae and An.
2. Fields in the signal-recycling cavity
Using Eqs. (B4), (B6), and (B7) and the light trajec-
tories from Fig. 1, the field h(t) of the signal-recycling
mode can be effectively considered as the superposition
of the following rays:
1. The shot-noise field injected through the SRM
iTsz(t). Its phase is independent from the SRM posi-
tion because it is transmitted by it. For convenience
we assume the phase of h(t) to be in phase with z(t)
by choosing an appropriate microscopic position of this
point.
2. The field coming from the north mirror consists
of the two parts: (i) the equivalent shot-noise injection
due to the optical losses in the arm iAnr(t) and (ii) the
signal part carrying the information about the north end-
mirror position −2iRnkpxn(t)N . This field passes once
through the north arm and the beamsplitter, followed
by the reflection from the SRM with two corresponding
passes through the signal-recycling arm eikp(Ln+2Ls) ×(
i
√
2
2
)
× (−Rs), and its time delay is Ln/c+ 2Ls/c.
3. The field coming from the east mirror consists of two
parts: (i) the equivalent shot-noise injection due to the
optical losses in the arm iAeu(t) and (ii) the signal part
carrying the information about the east end-mirror posi-
tion −2iRekpxe(t)S. This field passes once through the
east arm and the beam splitter, followed by the reflection
from the SRM with two corresponding passes through the
signal-recycling arm eikp(Le+2Ls) ×
(
−
√
2
2
)
× (−Rs), and
its time delay is Le/c+ 2Ls/2.
4. The field coming from the same point h(t − τ) has
two ways of propagation through the arms inside the
SRC:
a. The part going through the north arm passes twice
through the beam splitter, is once reflected from each
of the north and the SRM, and twice passes through
each of the north and the signal-recycling arms:
(
i
√
2
2
)
×(
i
√
2
2
)
× (−Rn)× (−Rs)× e2ikp(Li+Ls). Its time delay is
2Ls/c+ 2Ln/c.
b. The part going through the east arm is reflected
twice from the beam splitter, is once reflected from each
of the east and the SRM and passes twice through each of
the east and the output arms:
(
−
√
2
2
)
×
(
−
√
2
2
)
×(−Re)×
(−Rs)× e2ikp(Ls+Le). Its time delay is 2Ls/c+ 2Le/c.
The light has two clearly distinguishable time evolu-
tion processes: the microscopic change of the phase and
the macroscopic time delay of the signal amplitude. The
change of the phase, which is significant on the distance
scales of the laser wavelength, determines the dark-port
condition,
ei2kpLn = −ei2kpLe , (B8)
and the detuning of the SRM, which is taken into account
in the expression Le + Ls(t) = L+ x(t) as a microscopic
displacement x(t) from the length L of the equivalent
cavity, resonant to the laser frequency. The delays of the
signal are caused mainly be the round trips with dura-
tions τ = 2L/c, while the delays, introduced by the other
distance scales in this model, can be neglected.
After the construction and simplification of the expres-
sion for the h(t) considered above, we get the following
19
expression for o(t):
o(t) ≈ 2RsRfEkpxd(t− τ/2)eikpx(t)+
+ iTsz(t)e
−ikpx(t) + i
√
2
2
RsAee
ikpx(t)v(t− τ/2)+
+ i
√
2
2
RsAne
ikpx(t)r(t− τ/2)+
+RsRfe
ikp[x(t)+x(t−τ)]o(t− τ), (B9)
where equivalent end-mirror reflectivity is
Rf =
Re +Rn
2
. (B10)
The terms in its right-hand side describe the contribu-
tions during one round trip from different sources corre-
spondingly: (i) from the signal end-mirror motion, (ii)
from the shot noise injected into the dark port, (iii) from
the shot noise from the losses in the east mirror, and (iv)
from the shot noise from the losses in the north mirror.
The fifth term of this formula describes the transforma-
tion of the field during a full round trip in the SRC.
To get the impulse response to different signal sources,
we treat them separately.
3. Impulse response to the differential end-mirror
motion
The solution for the output field amplitude y(t) ob-
tained from the corresponding part of (B9), using (B7),
is
ydm(t) = −2iRfTsEkpxd
(
t− τ
2
)
−
− 2i
∞∑
n=1
Rn+1f R
n
s TsEkpxd
(
t− nτ − τ
2
)
×
× exp
[
2ikp
n∑
k=1
x(t− kτ)
]
, (B11)
where “dm” stands here for “differential motion.”
The photocurrent after the homodyne detection with
the LO:
ylo = sin(ωpt+ φlo), (B12)
of the field (B2) with this amplitude reads
Iy(t) =
∞∑
n=0
Cn cos[ξn(t)]xd (t− nτ + τ/2) , (B13)
where
C0 = −4
√
2
√
pi~ωp
Ac RfTs|E|kp, (B14a)
Cn = C0(RfRs)
n, (B14b)
ξ0(t) = φh, (B14c)
ξn(t) = φh + 2kp
n∑
k=1
x(t− kτ). (B14d)
In these expressions, φh is a homodyne angle specifying
the quadrature of the modulation we detect,
φh = φlo + φe, (B15)
where φlo is a phase of the LO and φe is the phase of field
incident on the beam splitter E.
The impulse response (4) is obtained from (B13) by
setting a delta impulse as the end-mirror differential mo-
tion.
For the stationary case, one can find the transfer func-
tion of the detector from the linear impulse (4) by setting
a constant detuning 2kpx(t) = δ0 and making a Fourier
transform from it:
Rs→c(Ω) =
C0e
i(φh−Ωτ/2)
1−RfRsei(δ0−Ωτ) +
+
C0e
−i(φh+Ωτ/2)
1−RfRse−i(δ0+Ωτ) . (B16)
4. Inverse impulse response to the differential
end-mirror motion
The inverse impulse response allows us to restore the
motion of the end mirrors from the measured output pho-
tocurrent. It may be found from the expression for the
direct impulse response (4). Here helps its alternative
representation (F1) with M = 0, which depicts how the
GW injection during the last round trip changes the field
inside the cavity and, therefore, defines the difference be-
tween the latest output value and the previous one. From
this expression one can derive the last injection itself and
the mirror displacement causing it. The result is (25)
with the following coefficients:
A˜0(t) =
1
C0
, (B17a)
A˜1(t) = − R
C0
cos [2kpx(t− τ + τ/2)] (B17b)
A˜2(t) =
R2
C0
sin [2kpx(t− τ + τ/2)]×
× sin [2kpx(t− 2τ + τ/2)] (B17c)
A˜n(t) =
Rn
C0
n−1∏
l=2
cos [2kpx(t− lτ + τ/2)]×
× sin [2kpx(t− τ + τ/2)]×
× sin [2kpx(t− nτ + τ/2)] , n ≥ 3. (B17d)
5. Impulse response to the injection of shot noise
into the dark port and into the end mirrors
The field caused by the injection of the shot noise into
the dark port is obtained considering the second term
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and the fifth term in (B11),
ydp(t) =
∞∑
n=0
Bn exp [iϕn(t)] e
ωp(t1−t)z(t− nτ) + h.c.,
(B18)
where “dp” stands for “dark port” and
B0 = −Rs, (B19a)
Bn = T
2
s R
n
f R
n−1
s , (B19b)
ϕ0(t) = −2kpx(t), (B19c)
ϕ1(t) = 0, (B19d)
ϕn(t) = 2kp
n−1∑
k=1
x(t− kτ). (B19e)
The terms ϕn(t) here are equivalent to those in (A9).
The corresponding photocurrent reads
Idp(t) =
t∫
−∞
Lc(t, t1) exp [iωp(t− t1)] z(t1)dt1+
+ h.c. (B20)
The impulse response Ls(t, t1) (14, B19), defined in
(13), is obtained explicitly from (B18) and (B20).
The transfer function for the field amplitude can
be obtained from (14) by setting a constant detuning
2kpx(t) = δ0 and Fourier transformation:
Rdp(Ω) = e
−iδ0
(
−Rs + T
2
s Rfe
−i(δ0−Ωτ)
1−RfRse−i(δ0−Ωτ)
)
. (B21)
In the case of the ideal end mirrors, the expression
turns into
Rdp(Ω) = e
−iδ0
(
−Rs + −Rs + e
−i(δ0−Ωτ)
1−Rse−i(δ0−Ωτ)
)
. (B22)
The fields caused by the injection of the shot noise
through the end mirror are
ynm = AnTs
√
2
2
exp
(
iωp
τ
2
) ∞∑
n=0
(RfRs)
n×
× exp[iϕn+1(t)]z
(
t1 − t+ τ
2
+ nτ
)
(B23a)
and
yem = AeTs
√
2
2
exp
(
iωp
τ
2
) ∞∑
n=0
(RfRs)
n×
× exp[iϕn+1(t)]z
(
t1 − t+ τ
2
+ nτ
)
, (B23b)
where “nm” and “em” stand for “north mirror” and “east
mirror,” correspondingly. One gets (16) from this equa-
tion by substituting a delta-function input field with the
following coefficients:
Bnk = AnTs
√
2
2
(RfRs)
k
, (B24a)
Bek = AeTs
√
2
2
(RfRs)
k
. (B24b)
The corresponding transfer functions, obtained from
(16), for the stationary case reads
Rn(Ω) =
√
2
2
AnTs
1−RfRsei(δ−Ωτ) , (B25a)
Re(Ω) =
√
2
2
AeTs
1−RfRsei(δ−Ωτ) . (B25b)
6. Autocorrelation function of the electromagnetic
ground-state oscillations
The shot noise of the electromagnetic field in vacuum
may be measured by the joint detection of the ground-
state field (8) and a local oscillator (B12). The result of
measurement is photocurrent Iy. The noise of this pho-
tocurrent is characterized by autocorrelation function:
B(t1, t2) ≡ Iy(t1)Iy(t2). (B26)
The autocorrelation function for shot noise is then de-
scribed by the Eq. (10) with the following coefficient:
Cz =
pi~ωp
2Ac . (B27)
The output shot noise in the detector is described as
the response to the injection of vacuum ground-state os-
cillation. The autocorrelation function of such an output
of the detector is then defined by the general formula
(12). The substitution of the explicit expression of the
corresponding linear impulse (14) into it is
Dn = R
|n|
f T
2
s R
|n|
s
[ −1 +R2f
1−R2fR2s
]
(B28)
Similarly, the output shot noise caused by the ground-
state oscillations at the optical losses may be found. The
result is the Eqs. (17).
7. Correspondence between the Fabry–Perot cavity
and the GEO 600 models
The equivalence between the time-domain models of
the Fabry–Perot cavity (Fig. 15) and of the GEO 600
layout (Fig. 1) may be established based on the compar-
ison of the impulse responses, correspondingly (A6) and
(A7) and (4), (B14), in the following characteristic cases:
(i) the end-mirrors signal motion:
xfp(t) ≡ xe(t) = Lfph(t)
2
, (B29)
xgeo(t) ≡ xe(t)− xn(t)
2
= Lgeo
h(t)
2
; (B30)
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(ii) the injection into the cavity due to the signal mo-
tion:
efp(t) ≡ egw(t) = −2iEfpkpxfp(t), (B31a)
egeo(t) ≡ tgw(t)−mgw(t)
2
=
= −2iRfEgeokpxgeo(t); (B31b)
(iii) the evolution of the fields inside the cavity during
single round trips:
efp(t) = efp(t− τ)Re2ikpx(t−τ/2), (B32a)
egeo(t) = egeo(t− τ)RSRF e2ikpx(t−τ/2); (B32b)
(iv) the transmittance through the mirror toward the
homodyne detector:
yfp(t) ≡ bgw(t) = iT efp(t− τ), (B33a)
ygeo(t) ≡ ydm(t) = iTSegeo(t− τ). (B33b)
From these relations we get the following parameters
of the equivalent Fabry–Perot cavity:
Lfp = Lgeo, (B34a)
Efp = RfEgeo, (B34b)
R = RsRf , (B34c)
T = Ts. (B34d)
Appendix C: Quasistationary approximation
In the quasistationary approximation, used in this pa-
per, we assume that all the fields at every moment of time
equal their stationary values. The value for the output
signal for every instance t in this case could be obtained
by the integrating of linear impulse (4) with a GW signal
xd(t) with all the time-dependent parameters considered
at the same instance of time.
Meers et al. have shown in Ref. [12], how slow the
changes of the signal parameters should be in order
to keep the detector in a quasistationary regime. The
boundaries are the following: (i) the amplitude and the
frequency of a GW change insignificantly with respect
to their absolute values during the photon lifetime inside
the SRC τph [see the definition in (19)],
X˙(t)τph  X(t), (C1a)
Ω˙(t)τph  Ω(t) (C1b)
and (ii) the change of the detuning of the SRC dur-
ing a round trip is insignificant with respect to the laser
wavelength,
2piδ˙f(t)ττph  1, (C1c)
where δf is a frequency detuning of the SRC from the
resonance of the laser frequency and 2piδ˙f(t)τ is its phase
detuning.
Meers et al. state in Ref. [12] that for the wide variety
of binary parameters the frequency f = 500 Hz is a rea-
sonable upper boundary for quasistationary dynamical
tuning.
The main idea of the dynamical tuning is to follow the
frequency f(t) of the chirp signal with the SRC detuning
δf(t). In a quasistationary approximation, both values
can be considered as stationary at each moment of time.
So, the resonant condition is
δf(t) = f(t). (C2)
If we consider the output signal under this condition,
keeping only resonance terms, we get
Iy(t) =
∞∑
n=0
1
2
C0(RfRs)
nx(t). (C3)
This geometric series turns simply in (20) with the
frequency-independent coefficient:
Cqs =
1
2
C0
1−RfRs . (C4)
Appendix D: Resonant tracking
Now, let us assume a nonstationary case with param-
eters changing in time correctly. This time, we integrate
the linear impulse (4) with a chirp signal (19) in order to
get the output signal. Under assumption of the resonance
condition (21) and keeping only the resonant terms, one
gets the expression
Iy(t) = Y (t) cos ξ(t− τ/2), (D1)
where the amplitude of the output signal is bound with
the amplitude of a GW signal through:
Y (t) =
∞∑
n=0
1
2
C0(RfRs)
nX(t− nτ − τ/2). (D2)
The Fourier transform of this equation leads us to (23)
with the transfer function:
R(Ω) =
1
2
C0e
iΩτ/2
1−RsRfeiΩτ . (D3)
The transfer function here is an Airy function for the
equivalent Fabry–Perot cavity with the frequency band-
width determined as the round frequency Ω in (D3) re-
ducing the modulus of R(Ω) by factor of
√
2:
γ =
T 2s + T
2
f
2τ
. (D4)
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Appendix E: SNR in the time-domain consideration
The calculation of the SNR for the dynamically tuned
detection of a chirp signal is based on the maximum like-
lihood principle, first described by Neyman and Pearson
[30] and applied for the detection of known signals in
the Gaussian noise, which is a good approximation after
vetoing, e.g., in Ref. [31].
Assume the two hypotheses about the measured signal
x(t): (i) H0, assuming a pure Gaussian noise n(t) with
the autocorrelation function B(t, u), generally speaking
nonstationary, without any signal; (ii) H1, assuming the
known signal s(t) on the background of this noise,
x(t) =
{
n(t), 0 ≥ t ≥ T, if H0 is true,
s(t) + n(t), 0 ≥ t ≥ T, if H1 is true. (E1)
For these hypotheses, the distribution of probability
of measuring the discrete number of signal values xi =
x(ti), 0 ≥ i ≥ N at the corresponding instances of time
p0(xi) =
1
(2pi)N/2|Skl|−1/2×
× exp
−12
N∑
i,j=0
[xi − s(ti)]S−1ij [xj − s(tj)]
 , (E2a)
p1(xi) =
1
(2pi)N/2|Skl|−1/2 exp
−12
N∑
i,j=0
xiS
−1
ij xj
 ,
(E2b)
where Sij ≡ E[(xi − s(ti))(xj − s(tj))] is the covariation
matrix that describes the noise statistics.
The likelihood ratio for this signal is
Λ(xi) ≡ p1(xi)
p0(xi)
=
= exp
−12
N∑
i,j=0
[xi − s(ti)]S−1ij [xj − s(tj)]+
+
1
2
N∑
i,j=0
xiS
−1
ij xj
 . (E3)
The logarithm of likelihood for the continuous mea-
surement may be obtained by the change of the sum
over each index to the integration over the correspond-
ing moment of time and the auxiliary substitution q(t) =
T∫
0
S−1(t, t1)s(t1)dt1,
log Λ[x(t)] =
T∫
0
x(t)q(t)dt− 1
2
T∫
0
s(t)q(t)dt, (E4)
where q(t) is the solution of the following integral equa-
tion:
s(t) =
T∫
0
q(u)B(t, u)du. (E5)
The likelihood ratio Λ[x(t)] depends on the measured
data only through an integral called a detection statistics:
G =
T∫
0
x(t)q(t)dt. (E6)
According to assumptions, every measured value x(t)
is Gaussian; therefore, G, being their linear combination,
is also Gaussian, and the parameters of its distribution
are < G >= d2 (for H1) and σG =< G
2− < G >2>= d2,
where
d2 =
T∫
0
s(t)q(t)dt (E7)
is the signal-to-noise ratio.
In a dynamic tuning detection task, s(t) is the response
of the photodector current to the GW from a CBC co-
alescence and B(t, u) is an autocorrelation function of
noise. The integral equation (E5) in the case of white
shot noise (18) reads
s(t) = Cz
T∫
0
q(u)δ(t− u)du = Czq(t), (E8)
and its solution is therefore
q(t) =
s(t)
Cz
. (E9)
The SNR, obtained from (E7), for the white shot noise
is
d2 =
1
Cz
T∫
0
s2(t)dt. (E10)
Appendix F: The algorithm of signal simulation
The expression for the output (4) consists of a very
large number of summands, compared with the number
of round trips during the signal detection, and therefore
its numerical calculation inevitably requires the cutoff of
this sum at some rather high number. We can use the
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algorithm
IN =
N−1∑
n=0
Anxd(N−n) cos(φN − φN−n + φh) =
=
M∑
n=0
Anxd(N−n) cos(φN − φN−n + φh)+
+RM+1 [cos(φN − φN−M−1)IN−M−1−
− sin(φN − φN−M−1)IN−M−1(sin)
]
(F1)
instead, where,
R = RfRs, (F2a)
IN(sin) =
N−1∑
n=0
Anxd(N−n) sin(φN − φN−n + φh) =
=
M∑
n=0
Anxd(N−n) sin(φN − φN−n + φh)+
+RM+1
[
cos(φN − φN−M−1)IN−M−1(sin)
+ sin(φN − φN−M−1)IN−M−1] . (F2b)
The whole information about the infinite decaying “tail”
of the signal is used here to calculate the signal by in-
cluding the phase shift, and the information about new
echoes.
The indices in (F1) are chosen in the following way:
∆φk ≡ 2kpx((k − 1)τ) + φf . (F3)
The whole chain of phase shifts from the beginning of the
measurement, cut after j round trips:
φj ≡
j−1∑
i=1
∆φi. (F4)
φ1 = 0, (F5)
IN ≡ Iy((N − 1)τ), (F6a)
xdN ≡ xd((N − 1)τ − τ/2). (F6b)
The dynamical tuning resonance condition is
φn − φn−1 = 2kpxn−1 = fn−1 + fn
2
τ, (F7)
where
fN ≡ f((N − 1)τ − τ/2) (F8)
is an instantaneous chirp frequency.
[1] L. Santamaria, F. Ohme, P. Ajith, B. Brugmann, N. Dor-
band, M. Hannam, S. Husa, P. Mosta, D. Pollney,
C. Reisswig, E. L. Robinson, J. Seiler, and B. Krish-
nan, Phys. Rev. D 82, 064016 (2010).
[2] P. Ajith, Phys. Rev. D 84, 084037 (2011).
[3] I. Kamaretsos, M. Hannam, S. Husa, and B. S.
Sathyaprakash, Phys. Rev. D 85, 024018 (2012).
[4] I. Kamaretsos, M. Hannam, and B. S. Sathyaprakash,
Phys. Rev. Lett. 109, 141102 (2012).
[5] T. Damour, A. Nagar, and L. Villain, Phys. Rev. D 85,
123007 (2012).
[6] F. Pannarale, L. Rezzolla, F. Ohme, and J. S. Read,
Phys. Rev. D 84, 104017 (2011).
[7] B. F. Schutz, Nature 323 (1986).
[8] S. R. Taylor, J. R. Gair, and I. Mandel, Phys. Rev. D
85, 023535 (2012).
[9] D. G. Blair, L. Ju, and C. Zhao, Advanced Gravitational
Wave Detectors (University Press, Cambridge, England,
2012).
[10] R. O’Shaughnessy, V. Kalogera, and K. Belczynski, As-
trophys. J. 716 (2010).
[11] A. Buonanno and Y. Chen, Phys. Rev. D 67, 062002
(2003).
[12] B. J. Meers, A. Krolak, and J. A. Lobo, Phys. Rev. D
47, 2184 (1993).
[13] H. J. Kimble, Y. Levin, A. B. Matsko, K. S. Thorne, and
S. P. Vyatchanin, Phys. Rev. D 65, 022002 (2001).
[14] Y. Levin, Phys. Rev. D 57, 659 (1998).
[15] Y. Levin, Phys. Lett. A 372, 1941 (2008).
[16] G. M. Harry, A. M. Gretarsson, P. R. Saulson, S. E.
Kittelberger, S. D. Penn, W. J. Startin, S. Rowan, M. M.
Fejer, D. R. M. Crooks, G. Cagnoli, and N. Nakagawa,
Classical Quatnum Gravity 19, 897 (2002).
[17] Y. T. Liu and K. S. Thorne, Phys. Rev. D 62, 122002
(2000).
[18] B. J. Offrein, H. J. W. M. Hoekstra, J. P. van Loenen,
A. Driessen, and T. J. A. Popma, Opt. Commun. 112,
253 (1994).
[19] M. J. Lawrence, B. Willke, M. E. Husman, E. K.
Gustafson, and R. L. Byer, J. Opt. Soc. Am. B 16, 523
(1999).
[20] M. Rakhmanov, Dynamics of Laser Interferometric
Gravitational Wave Detectors, Ph.D. thesis, California
Insitute of Technology Pasadena, California, 2000.
[21] J. Harms, Y. Chen, S. Chelkowski, A. Franzen,
H. Vahlbruch, K. Danzmann, and R. Schnabel, Phys.
Rev. D 68, 042001 (2003).
[22] S. L. Danilishin and F. Y. Khalili, Living Rev. Relativity
15, 5 (2012). .
[23] D. A. Simakov, Dynamical Tuning of a Signal Recycled
Gravitational Wave Detector, Ph.D. thesis, Leibniz Uni-
versity of Hanover, Hanover, Germany, 2014.
[24] http://www.geo600.uni-hannover.de/geocurves/, 2006.
[25] H. Lu¨ck (Private communication).
[26] H. B. Callen and T. A. Welton, Phys. Rev. 83, 34 (1951).
[27] M. Rakhmanov, R. L. Savage. Jr., D. H. Reitze, and
24
D. B. Tanner, Phys. Lett. A 305, 239 (2002).
[28] K. Thorne, 300 Years of Gravitation, edited by S.W.
Hawking and W. Israel (Cambridge University Press,
Cambridge, England, 1987).
[29] T. Fricke, N. Smith-Lefebvre, R. Abbott, R. Adhikari,
K. Dooley, M. Evans, P. Fritschel, V. Frolov, K. Kawabe,
J. Kissel, B. Slagmolen, and S. Waldman, Classical
Quantum Gravity 29, 065005 (2012). arXiv:1110.2815.
[30] J. Neyman and E. S. Pearson, Phil. Trans. R. Soc. A 231,
289 (1933).
[31] A. Kro´lak, J. A. Lobo, and B. J. Meers, Phys. Rev. D
48, 3451 (1993).
