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1 Introduction
The very first insight which led to the path integral formulation of quantum me-
chanics is due to Dirac in the work [1] where he was looking for the meaning of
the action functional in quantum mechanics, later Feynman gave it the well known
physical interpretation of “sum over all paths”.
More recently the path integral formalism has proven itself to be a key tool in
quantum field theories. One of the reasons of its success is that since for most
theories it makes direct use of the Lagrangian, all the symmetries of the theory
are preserved.
Another strong point of the formalism is the ease with which correlation functions
can be computed, in perturbation theory, using Schwinger’s identity. Computing
the correlation function can be considered the goal for every quantum field the-
ory: they can be related to transition amplitudes which ultimately determine the
predictions of the theory itself.
In this work we illustrate the method exposed in the paper [2] and we make use
of it to compute the 4-point connected Green’s function to all perturbation orders
for a normal ordered potential V (φ) = λ
n!
: φn : without using Feynman’s rules.
The central point of the method is to consider the exponential interaction as a mas-
ter potential: in this way functional derivatives are replaced by ordinary deriva-
tives when computing the correlation functions, thus making possible to control
the combinatorics in the explicit calculations. Furthermore the exponential allows
to absorb at once all the singularities due to the normal ordering.
The work is organized as follows: we first introduce the path integral formalism
in quantum mechanics and scalar quantum field theories, then we extend the path
integral formalism to these theories in section 4. In section 5 we introduce expo-
nential interactions which will be the starting point for the method. The method
is fully illustrated in section 6 where is also given an expression for the 4-point
Green’s function, explicit calculations used in computing it are attached in the
appendix.
Everywere in this work we use the convention h¯ = c = 1.
2 Path integral in quantum mechanics
In this section we will calculate the transition amplitude 〈Q, T |q, t〉 using the path
integral formalism as in [3].
We start by splitting up the interval [t, T ] into N infinitesimal time intervals tk =
t + k with N = T − t. Using the completeness relation 1 = ∫ dq |q, t〉 〈q, t| for
1
each tk we obtain
〈Q, T |q, t〉 =
∫
dq1 . . . dqN−1 〈Q, T |qN−1, tN−1〉 〈qN−1, tN−1|qN−2, tN−2〉
· · · 〈q1, t1|q, t〉
(2.1)
Thus we only need to know how to calculate the transition amplitude for infinites-
imal time intervals. Inserting a complete set of momentum eigenstate at time t′
between tk and tk +  we can write
〈qk+1, tk + |qk, tk〉 =
∫
dp 〈qk+1, tk + |p, t′〉 〈p, t′|qk, tk〉 (2.2)
Using the canonical commutation relations between qˆ and pˆ we can write Hˆ(qˆ, pˆ)
so that all the qˆ operators appear on the left of the pˆ operators. Let Hˆ+ be the
operator written in such a way. Recalling that
〈qk+1, tk + |p, t′〉 = 〈qk+1, 0| e−iHˆ(qˆ,pˆ)(tk+−t′) |p, 0〉
to the first order in tk + − t′ we have
〈qk+1, tk + |p, t′〉 ≈ 〈qk+1, 0| (1− iHˆ+(qˆk+1, pˆ)(tk + − t′)) |p, 0〉
= 〈qk+1, 0|p, 0〉 (1− iH+(qk+1, p)(tk + − t′))
≈ 1√
2pi
ei(pqk+1−H+(qk+1,p)(tk+−t
′))
(2.3)
where the function H+(qk+1, p) is obtained from the operator Hˆ+(qˆk+1, pˆ) substi-
tuting pˆ, qˆ with their eigenvalues.
With similar calculations:
〈p, t′|qk, tk〉 ≈ 1√
2pi
ei(−pqk−H−(qk,p)(t
′−tk)) (2.4)
With H− obtained putting all the position operators to the right of the momentum
operators by using the canonical commutation relations. Choosing t′ = tk+tk+1
2
and
using equations (2.3) and (2.4), equation (2.2) becomes
〈qk+1, tk + |qk, tk〉 ≈
∫
dp
2pi
ei[
p(qk+1−qk)

−Hc(qk+1,qk,p)] (2.5)
We have set Hc(qk+1, qk, p) =
H+(qk+1,p)+H−(qk,p)
2
.
Defining q˙k ≡ qk+1−qk and H(qk, p) ≡ Hc(qk+1, qk, p) we obtain
〈qk+1, tk + |qk, tk〉 ≈
∫
dp
2pi
eiL(qk,p) (2.6)
2
With L(qk, p) ≡ pq˙k − H(qk, p). Inserting (2.6) in (2.1) and taking the limit
N →∞, with N fixed, we find
〈Q, T |q, t〉 = lim
N→∞
∫ (N−1∏
k=1
dqk
)(
N−1∏
k=0
dpk
2pi
)
e
i
N−1∑
k=0
L(qk,pk)
= lim
N→∞
∫ (N−1∏
k=1
dqk
)(
N−1∏
k=0
dpk
2pi
)
ei
∫ T
t dtL(q,p)
(2.7)
In the following we will write (2.7) using the notation
〈Q, T |q, t〉 =
∫
DpDqeiS(t,T,[q],[Q]) (2.8)
where the square brackets indicate that S is a function over all trajectories such
that q(t) = q and q(T ) = Q. When the Hamiltonian has the form H(q, p) =
p2
2m
+ V (q) we can explicitly integrate over the momenta obtaining
〈Q, T |q, t〉 = lim
N→∞
∫ (√
m
2ipi
)N (N−1∏
k=1
dqk
)
ei
∫ T
t dtL(q,p) (2.9)
We will naively write (2.9) as
〈Q, T |q, t〉 = N
∫
DqeiS(t,T,[q],[Q]) (2.10)
It is useful to consider the following representation of the propagator:
〈Q, T |q, t〉 = e−iH(T−t)δ(Q− q) (2.11)
In fact δ(Q− q) is the probability amplitude of finding the particle in the position
Q knowing it is in position q. If we know that at time t the particle was in position
q, the wave function is ψq(q
′, t) = δ(q′− q) which satisfies qˆ′ψq(q′, T ) = q′ψq(q′, T ).
At time T we have ψ(q′, T ) = e−iH(T−t)δ(q′ − q): this is the probability amplitude
of finding the particle in q′ at time T knowing that it was in q at time t. Thus
〈Q, T |q, t〉 corresponds to ψ(Q, T ) = e−iH(T−t)δ(Q− q).
3 Scalar quantum field theories
A quantum field assigns an operator φˆ(x) to every point in the space. In Heisenberg
picture operators are time dependent φˆ(x) = eiHˆtφˆ(x)e−iHˆt thus both position and
time are now just labels on operators. We will focus on real scalar quantum
fields discussing at first the free theory and then the interacting one following the
approach of [4].
3
3.1 The free theory
We start from a classical field φ with Lagrangian L = 1
2
∂µφ∂
µφ − 1
2
m2φ2. Such
a field is subjected to the equation of motion (∂µ∂
µ + m2)φ(x, t) = 0, called the
Klein-Gordon equation. In order to quantize the classical theory we promote the
classical field φ and his conjugate momentum pi ≡ ∂L
∂∂0φ
to operators 1 satisfying
the following commutation rules (at t = 0)
[φ(x), pi(y)] = iδ(3)(x− y)
[φ(x), φ(y)] = [pi(x), pi(y)] = 0
(3.1)
The Hamiltonian H = φpi − L, being a function of φ and pi, will also become an
operator. In order to find the spectrum of the Hamiltonian we start again from
the classical field expanding it in his Fourier series
φ(t,x) =
∫
d3p
(2pi)3
eip·xφ(t,p) (3.2)
with φ(p) = φ∗(−p) being φ real. The Klein-Gordon equation becomes:[
∂2
∂t2
+ (|p|2 +m2)
]
φ(t,p) = 0
which is the same equation of motion of a simple harmonic oscillator with fre-
quency ωp =
√|p|2 +m2.
We can find the spectrum of the Hamiltonian for the Klein-Gordon field treating
each Fourier mode as an independent oscillator. In analogy with the simple har-
monic oscillator we introduce the creation and destruction operators ap and a
†
p
such that
φ(x) =
∫
d3p
(2pi)3
1√
2ωp
(ape
ip·x + a†pe
−ip·x) =
∫
d3p
(2pi)3
1√
2ωp
(ap + a
†
−p)e
ip·x
pi(x) =
∫
d3p
(2pi)3
√
ωp
2
(ape
ip·x − a†pe−ip·x) =
∫
d3p
(2pi)3
√
ωp
2
(ap − a†−p)eip·x
(3.3)
Creation and destruction operators satisfy
[ap, a
†
p’] = (2pi)
3δ(3)(p− p’) (3.4)
it can be verified that such a definition gives the correct commutation relation
between φ and pi: [φ(x), pi(y)] = iδ(3)(x− y).
1For brevity, in this section we will omit the hat over operators.
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We can express the Hamiltonian in terms of ap and a
†
p:
H =
∫
d3p
(2pi)3
ωp(a
†
pap +
1
2
[ap, a
†
p]) (3.5)
From (3.4) we find that the second term is infinite, it is the sum over all (infinite)
modes of the zero point energy. Experimentally we can measure only energy
differences so we can set this term to zero.
We can find the spectrum of the Hamiltonian using the same techniques used for
the harmonic oscillator.
The state |0〉 such that ap |0〉 = 0 for every p, called the vacuum state, is an
eigenstate of the Hamiltonian with energy E = 0. All other energy eigenstates are
obtained acting on |0〉 with creation operators, for example the state a†pa†q+ . . . |0〉
is an eigenstate of the Hamiltonian with energy E = ωp + ωq + . . ..
3.2 The interacting theory
We will now consider a potential V (φ) which is a smooth function of the field φ.
There are no known ways to obtain an explicit expression of the eigenvalues and
eigenstates for a general V (φ) thus we will consider the potential as a small pertur-
bation and we will use perturbation theory to obtain an approximated expression
for the spectrum. We will write H = H0 + λHint where λ is a coupling constant,
H0 is the Hamiltonian of the free theory and Hint is the perturbing potential.
The perturbation λHint acts in two ways: it changes the fields in the definition of
the Heisenberg field φ(x) = eiHtφ(x)e−iHt and it changes the vacuum state (and all
others eigenstates) which we will indicate with the symbol |Ω〉 for the interacting
theory.
For every fixed t0 we can expand φ in terms of the creation and destruction oper-
ators
φ(t0,x) =
∫
d3p
(2pi)3
1√
2Ep
(ape
ip·x + a†pe
−ip·x) (3.6)
For an arbitrary t we have φ(t,x) = eiH(t−t0)φ(t0,x)e−iH(t−t0).
When λ = 0 H becomes H0 and we have
φ(t,x)
∣∣
λ=0
= eiH0(t−t0)φ(t0,x)e−iH0(t−t0) ≡ φI(t,x) (3.7)
We will call φI the interaction picture field.
Since we can diagonalize H0, we can have an explicit expression for φI :
φI(t,x) =
∫
d3p
(2pi)3
1√
2Ep
(ape
ip·x + a†pe
−ip·x)
∣∣∣∣
x0=t−t0
(3.8)
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We will now express the full Heisenberg field in terms of φI :
φ(t,x) = eiH(t−t0)e−iH0(t−t0)φI(t,x)eiH0(t−t0)e−iH(t−t0)
≡ U †(t, t0)φI(t,x)U(t, t0)
(3.9)
where we have defined the (unitary) operator U(t, t0) ≡ eiH0(t−t0)e−iH(t−t0).
We note that U(t, t0) is the unique solution of the differential equation
i
∂
∂t
U(t, t0) = HI(t)U(t− t0) (3.10)
with initial condition U(t0, t0) = 1, where HI(t) = e
iH0(t−t0)(λHint)e−iH0(t−t0). The
solution of this equation is
U(t, t0) = T
{
e
−i ∫ tt0 dt′HI(t′)} (3.11)
where T is the time ordering symbol defined by
T{A1(t1)A2(t2) · · ·An(tn)} ≡ T{A1(ti1)A2(ti2) · · ·An(tin)} (3.12)
where A1(t1)A2(t2) · · ·An(tn) is an arbitrary product of operators and ti1 , ti2 , . . .,tin
are the times t1, . . . , tn relabelled such that tin > tin−1 > . . . > t1. It is simple to
generalize (3.11) to arbitrary values of the second argument, obtaining
U(t, t′) = T
{
e−i
∫ t
t′ dt
′HI(t′)
}
(3.13)
We will now give an expression of |Ω〉. We start with |0〉, the ground state of H0,
and we let it evolve through time with H. Using a complete set of H eigenstates
we can write
e−iHT |0〉 =
∑
n
e−iEnT |n〉 〈n|0〉 (3.14)
We assume that |Ω〉 has some overlap with |0〉, i.e 〈Ω|0〉 6= 0. Then the above
series contains |Ω〉 leading to:
e−iHT |0〉 = e−iE0T |Ω〉 〈Ω|0〉+
∑
n6=0
e−iEnT |n〉 〈n|0〉 (3.15)
with E0 = 〈Ω|H |Ω〉.
We can get rid of all the n 6= 0 terms in the series by sending T →∞(1− i) Since
En > E0 the first term dies slowest, so we have
lim
T→∞(1−i)
e−iHˆT |0〉 = lim
T→∞(1−i)
e−iE0T |Ω〉 〈Ω|0〉 (3.16)
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Since T is very large we can shift it by a small constant, obtaining
|Ω〉 = lim
T→∞(1−i)
(
e−iE0(T+t0) 〈Ω|0〉)−1 e−iH(T+t0) |0〉
= lim
T→∞(1−i)
(
e−iE0(T+t0) 〈Ω|0〉)−1 e−iH(t0−(−T )e−iH0(−T−t0) |0〉
= lim
T→∞(1−i)
(
e−iE0(T+t0) 〈Ω|0〉)−1 U(t0,−T ) |0〉
(3.17)
4 Path integral in scalar quantum field theories
We will now apply the path integral formalism to scalar quantum field theories.
Our goal is to calculate the n-point correlation functions, denoted with the symbol
〈Ω|φ(x1) . . . φ(xn) |Ω〉, which can be related to measurable quantities through the
Lehmann–Symanzik–Zimmermann reduction formula.
In analogy with formula (2.8) we define the transition amplitude
〈φb(x2)|φa(x1)〉 = 〈φb(x)| e−iHˆ(t2−t1) |φa(x)〉 = N
∫
DφDpiei
∫ t2
t1
d4xpiφ˙−H (4.1)
Where Dφ (Dpi) stands for ∏
k
dφ(xk)
(∏
k
dpi(xk)
)
and φ(x) is constrained to the
configurations φa(x) at x
0 = t1 and φb(x) at x
0 = t2.
In order to calculate correlation functions it is useful to consider the theory in the
presence of an arbitrary source term J(x), i.e. adding to the Lagrangian the term
J(x)φ(x). We then define the generating functional
W [J ] ≡ 〈Ω|Ω〉J = N ′
∫
DφDpiei
∫
d4xpiφ˙−H+Jφ (4.2)
For a scalar field we consider the Hamiltonian H =
∫
d3x[1
2
pi2 + 1
2
(∇φ)2 + V (φ)].
Integrating over pi as in (1.10) equation (2.2) becomes
W [J ] = N
∫
Dφei
∫
d4xL+Jφ (4.3)
with L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 − V (φ).
Integral (2.3) is oscillatory, there are two ways to fix this problem:
a) we can put in a convergence factor e−
1
2
φ2 with  > 0;
b) we can define the generating functional in the euclidean space setting x0 = −ix¯0,
xi = x¯i and obtaining
WE[J ] = NE
∫
Dφe−
∫
d4x¯LE−Jφ (4.4)
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With LE = 12 ∂¯µφ∂¯µφ+ 12m2φ2 + V (φ).
The free theory
We will calculate W [J ] for a free field using the −i procedure.
The Lagrangian for a free field is L = 1
2
∂µφ∂
µφ− 1
2
m2φ2. Equation (4.3) with the
−i procedure becomes
W0[J ] =
∫
Dφei
∫
d4x 1
2
∂µφ∂µφ− 12m2φ2+Jφ. (4.5)
Expressing the exponent in the integral in terms of the Fourier transforms of φ
and J we obtain
W0[J ] = N
∫
Dφe i2
∫
d4p[φ˜′(p)[p2−m2+i]φ˜′(−p)−J˜(p)[p2−m2+i]−1J˜(−p)] (4.6)
where φ˜′(p) = φ˜(p) + [p2 −m2 + i]−1J˜(p)].
The new variable φ′ differs from φ by a constant in function space so Dφ′ = Dφ,
thus
W0[J ] = Ne
− i
2
∫
d4p
|J˜(p)|2
p2−m2+i
∫
Dφe i2
∫
d4x 1
2
∂µφ∂µφ− 12m2φ2+Jφ
= W0[0]e
− i
2
∫
d4p
|J˜(p)|2
p2−m2+i
(4.7)
N can be chosen such that W0[0] = 1, with such a choice we have
W0[J ] = e
− i
2
〈J1∆12J2〉12 (4.8)
where J1 = J(x1), J2 = J(x2) and ∆12 ≡ ∆(x1 − x2) =
∫
d4p
(2pi)4
eip·(x1−x2)
p2−m2+i . We have
also used the notation
〈f(x1, . . . , xn)〉j...k =
∫
d4xj . . .
∫
d4xkf(x1, . . . , xn)
4.1 Correlation functions
We now show, as can be found in [4], that correlation functions can be calculated
taking the functional derivatives of W [J ] with respect to J at J = 0, i.e.
〈Ω|T{φ(x1) · · ·φ(xn)} |Ω〉
〈Ω|Ω〉 =
1
iN
1
W [0]
δnW [J ]
δJ(x1) . . . δJ(xn)
∣∣∣∣
J=0
(4.1.9)
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The right-hand side of equation (4.1.9) is simply
δnW [J ]
δJ(x1) . . . δJ(xn)
∣∣∣∣
J=0
= iNN
∫
Dφφ(x1) . . . φ(xn)ei
∫
d4xL (4.1.10)
For simplicity we consider
∫ Dφφ(x1)φ(x2)ei ∫ T−T d4xL, the generalization to the n-
point correlation functions is straightforward. First we break up the functional
measure ∫
Dφ(x) =
∫
Dφ1(x)
∫
Dφ2(x)
∫
∗
Dφ(x)
Where the * means that the integral is constrained by the conditions
φ(x01,x) = φ1(x)
φ(x02,x) = φ2(x)
φ(T,x) = φb(x)
φ(−T,x) = φa(x)
(4.1.11)
Thus, assuming x02 > x
0
1, we have∫
Dφ(x)φ(x1)φ(x2)ei
∫ T
−T d
4xL
=
∫
Dφ1(x)
∫
Dφ2(x)φ1(x1)φ2(x2)
∫
∗
Dφ(x)ei
∫ T
−T d
4xL
=
∫
Dφ1(x)
∫
Dφ2(x)φ1(x1)φ2(x2)
∫
∗
Dφ(x)ei
(∫ T
x02
d4xL+∫ x02
x01
d4xL+∫ x01−T d4xL)
=
∫
Dφ1(x)
∫
Dφ2(x)
φ1(x1)φ2(x2) 〈φb| e−iHˆ(T−x02) |φ2〉 〈φ2| e−iHˆ(x01−x02) |φ1〉 〈φ1| e−iHˆ(x01+T ) |φa〉
(4.1.12)
In the last line we have used (4.1).
Using the relation2 φS(x1) |φ1〉 = φ1(x1) |φ1〉 and the completeness relation∫
Dφ |φ〉 〈φ| = 1
we obtain∫
Dφ(x)φ(x1)φ(x2)ei
∫ T
−T d
4xL =∫
Dφ1(x)
∫
Dφ2(x) 〈φb| e−iHˆ(T−x02)φS(x2)e−iHˆ(x01−x02)φS(x1)e−iHˆ(x01+T ) |φa〉
(4.1.13)
2In the following we will use the subscript S to denote Schro¨dinger operators and the subscript
H to denote Heisenberg operators.
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We can turn a Schro¨dinger operator into an Heisenberg one using φH(T,x) =
e−iHˆTφS(x)eiHˆT so (4.1.13) becomes∫
Dφφ(x1)φ(x2)ei
∫ T
−T d
4xL = 〈φb| e−iHˆTφH(x2)φH(x1)e−iHˆT |φa〉 (4.1.14)
If x01 > x
0
2 the order in which they appear in (4.1.14) would be inverted, so we can
write (4.1.14) for arbitrary x01, x
0
2 using the time ordering operator:∫
Dφφ(x1)φ(x2)ei
∫ T
−T d
4xL = 〈φb| e−iHˆTT{φH(x2)φH(x1)}e−iHˆT |φa〉 (4.1.15)
Let’s consider the term e−iHˆT |φa〉 in the limit T → ∞(1 − i). Using a complete
set of Hˆ eigenstates we can write e−iHˆT |φa〉 =
∑
n
e−iEnT |n〉 〈n|φa〉. Assuming
〈Ω|φa〉 6= 0 we have
e−iHˆT |φa〉 = e−iE0T |Ω〉 〈Ω|φa〉+
∑
n 6=0
e−iEnT |n〉 〈n|φa〉
with E0 = 〈Ω| Hˆ |Ω〉.
Since En > E0 the first term dies slowest, so we have
lim
T→∞(1−i)
e−iHˆT |φa〉 = lim
T→∞(1−i)
e−iE0T |Ω〉 〈Ω|φa〉 (4.1.16)
Analogously
lim
T→∞(1−i)
〈φb| e−iHˆT = lim
T→∞(1−i)
e−iE0T 〈φb|Ω〉 〈Ω| (4.1.17)
Inserting (4.1) and (4.1.17) in(4.1.15) we obtain
lim
T→∞(1−i)
∫
Dφφ(x1)φ(x2)ei
∫ T
−T d
4xL
= 〈φb|Ω〉 〈Ω|φa〉 e−iE02·∞(1−i) 〈Ω|T (φH(x1)φH(x2)) |Ω〉
(4.1.18)
Repeating the procedure with
∫ Dφei ∫ T−T d4xL we find∫
Dφei
∫ T
−T d
4xL = 〈φb| e−2iHˆT |φa〉 = e−2iE0T 〈Ω|φa〉 〈φb|Ω〉 (4.1.19)
Finally we have:
〈Ω|T{φH(x1)φH(x2)} |Ω〉 = lim
T→∞(1−i)
∫ Dφφ(x1)φ(x2)ei ∫ T−T d4xL∫ Dφei ∫ T−T d4xL (4.1.20)
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So, if we pick N ′ in (4.2) such that
W [J ] =
∫ Dφei ∫ T−T d4xL+Jφ∫ Dφei ∫ T−T d4xL (4.1.21)
taking care that the temporal limits of integration are±∞(1−i) and remembering
(4.1.10) we obtain what desired:
〈Ω|T{φ(x1)φ(x2)} |Ω〉 = 1
i2
δ2W [J ]
δJ(x1)δJ(x2)
∣∣∣∣
J=0
(4.1.22)
4.2 Connected Green’s Function
We define the n-point Green’s function by
G(n)(x1, . . . , xn) =
〈Ω|T{φ(x1) · · ·φ(xn)} |Ω〉
〈Ω|Ω〉 (4.2.1)
With the choice of the generating functional as in (4.1.21) we have 〈Ω|Ω〉 = 1. We
now define the connected Green’s functions recursively
G(1)(x1) = G
(1)
c (x1)
G(2)(x1, x2) = G
(2)
c (x1, x2) +G
(1)
c (x1)G
(1)
c (x2)
G(3)(x1, x2, x3) =G
(3)
c (x1, x2, x3) +G
(1)
c (x1)G
(2)
c (x2, x3)
+G(1)c (x2)G
(2)(x1, x3) +G
(1)
c (x3)G
(2)
c (x1, x2)
+G(1)c (x1)G
(1)
c (x2)G
(1)
c (x3)
And for an arbitrary n
G(n)(x1, . . . , xn) =
∑
G(n1)c (xp1 , . . . , xpn1 )G
(n2)
c (xq1 , . . . , xqn2 )
· · ·G(nk)c (xr1 , . . . , xrnk )
(4.2.2)
where we sum over all indices ni such that n1 + . . . + nk = n and over all the
permutations from 1 to n of the indices in the set p1, . . . , pn1 , etc.
We can write (4.1.9) in the form
W [J ] =
∞∑
n=0
in
n!
〈
J(x1) · · · J(xn)G(n)(x1, . . . , xn)
〉
x1,...,xn
(4.2.3)
where 〈· · · 〉x1,...,xn stands for
∫
dx1 . . . dxn.
Defining Z[J ] such that
W [J ] = eiZ[J ] (4.2.4)
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we now show,following [5], that Z[J ] generates the connected Green’s functions,
i.e.
iZ[J ] =
∞∑
n=0
in
n!
〈
J(x1) · · · J(xn)G(n)c (x1, . . . , xn)
〉
x1,...,xn
(4.2.5)
We start by rewriting (4.2.2) as
G(n)c (x1, . . . , xn) =∑
{σk}
∑
P
P([G(1)c (· · · )) · · ·G(1)c (· · · ))︸ ︷︷ ︸
σ1 factors
][G(2)c (· · · )) · · ·G(2)c (· · · ))︸ ︷︷ ︸
σ2 factors
] · · · ) (4.2.6)
where {σ1, . . . , σn} is a partition of n such that n = σ1 + . . .+nσn with σk denoting
the number of copies of G
(k)
c (· · · ), the dots denote the coordinates x1, . . . , xn in
some fixed order and P denotes the permutations of these coordinates leading
to inequivalent products of connected Green’s functions. The number of such
permutations is
n!
σ1! · · ·σn!(1!)σ1(2!)σ2 · · · (n!)σn
In fact there are n! permutations of the n coordinates to which we have to sub-
tract σk! permutations, for every k, corresponding to the exchange of the factors
G(k)(x1, . . . , xk) and another k! permutations for every G
(k)(x1, . . . , xk) because
Green’s functions are invariant under permutation of their arguments.
Inserting (4.2.6) in (4.2.3) all the terms in the second summation give the same
contribution being integrated over all the coordinates, so we have
W [J ] =
∞∑
N=0
∑
{σk}
iN
(∫
d4xG
(1)
c (x)J(x)
)σ1
σ1!(1!)σ1
(∫
d4xd4yG
(2)
c (x, y)J(x)J(y)
)σ2
σ2!(2!)σ2
· · ·
(4.2.7)
with the second summation subjected to the condition
N∑
k=1
kσk = N .
We note that
∞∑
N=0
∑
{σk}
=
∑
{σk}
where the right-hand side summation has no restric-
tion. Thus each σk is independently summed from 0 to ∞ yielding
W [J ] =
∞∑
σ1=0
iσ1
σ1!
[〈
G(1)c (x)J(x)
〉]σ1 ∞∑
σ2=0
i2σ2
σ2!
[〈
G(2)c (x, y)J(x, y)
〉]σ2 · · · (4.2.8)
Noting that each factor in (4.2.8) is the expansion of an exponential we have
W [J ] = e
i
〈
G
(1)
c (x)J(x)
〉
+ i
2
2!
〈
G
(2)
c (x,y)J(x,y)
〉
+...
= e
∞∑
N=0
iN
N !
〈
G
(N)
c (x1,...,xn)J(x1)···J(xn)
〉
(4.2.9)
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Finally using definition (4.2.4) we obtain
iZ[J ] =
∞∑
n=0
in
n!
〈J(x1) · · · J(xn)Gnc (x1, . . . , xn)〉 (4.2.10)
(4.2.5) implies
G(n)c (x1, . . . , xn) = i
n−1 δ
nZ[J ]
δJ(x1) . . . δJ(xn)
(4.2.11)
In the euclidean space we define
WE[J ] = e
−ZE [J ] (4.2.12)
Thus obtaining
G
(n)
c,E(x1, . . . , xn) = (−1)
δnZE[J ]
δJ(x1) . . . δJ(xn)
(4.2.13)
5 Exponential interaction
In the following we will consider a D dimensional space. We will also make use of
the relation due to Schwinger
W [J ] = Ne−〈V ( δδJ )〉e−Z0[J ] (5.1)
Where Z0[J ] is the connected Green’s functions generating functional of the free
theory.
Let us prove (5.1):
W [J ] =
∫
Dφe〈L0−V (φ)+Jφ〉 = e−〈V (φ)〉e−Z0[J ] (5.2)
Formally for a quite regular function F
F
(
δ
δJ
)
e〈Jφ〉 =
∞∑
n=0
cn
(
δ
δJ
)n
e〈Jφ〉 =
∞∑
n=0
cnφ
ne〈Jφ〉 = F (φ)e〈Jφ〉 (5.3)
In particular
W [J ] = Ne−〈V (φ)〉eZ0[J ] = Ne−〈V ( δδJ )〉e−Z0[J ] (5.4)
We will now consider the interaction dictated by an exponential potential: V (φ) =
µDeαφ.
Using (5.1), the generating functional for this potential is
W [J ] = e
−
〈
µDeα
δ
δJ
〉
e−Z0[J ] =
∞∑
k=0
(−µ)D
k!
〈eα δδJ 〉k e−Z0[J ] (5.5)
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Setting ax(y) ≡ αδ(x− y), we have
eα
δ
δJ(x) e−Z0[J ] = e−Z0[J+ax] (5.6)
which is the functional analogous of the translation operator, where
Z0[J + αx] =
− 1
2
∫
dDydDz(J(y) + αδ(x− y))∆(y − z)(J(z) + αδ(x− z))
= Z0[J ]− α
2
2
∆(0)− α
∫
dDyJ(y)∆(y − x)
(5.7)
Using (5.6) the generating functional (5.5) becomes
W [J ] =
∞∑
k=0
(−µD)k
k!
〈e−Z0[J+αx1+...+αxn ]〉 = eZ0[J ]
∞∑
k=0
(−µD)k
k!
e
kα2
2
∆(0)Gk[J ] (5.8)
Where the Gk[J ] are defined as follows:
G0[J ] = 1
Gk[J ] =
∫
dDz1 . . .
∫
dDzke
α
∫
dDzJ(z)
k∑
j=1
∆(z−zj)+α2
k∑
l>j
∆(zj−zl) (5.9)
Noting that functional derivatives commute to the right of the first exponential in
(5.5), Green’s functions in the euclidean space are given by
G
(N)
E (x1, . . . , xN) =
∞∑
k=0
(−µD)k
k!
〈
(−1)δ
Ne−Z0[J+αz1+...+αzk ]
δJ(x1) . . . J(xN)
〉
z1,...,zk
(5.10)
6 Exponential interaction as master potential
In this section we will calculate the generating functional for polynomial interac-
tions considering the exponential interaction as a master potential.
The starting point is to note that
φn = ∂nαe
αφ
∣∣
α=0
(6.1)
Thus if we consider the potential V (φ) = λ
n!
φn we can write the generating func-
tional, using (5.1), as
W (n)[J ] = e−
λ
n!
∂nα〈eα
δ
δJ 〉e−Z0[J ]
∣∣
α=0
=
∞∑
k=0
(−λ)k
k!n!
∂nα1 . . . ∂
n
αk
〈eα1 δδJ 〉 · · · 〈eαk δδJ 〉 e−Z0[J ]∣∣
α(k)=0
(6.2)
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Whit α(k) = (α1, . . . , αk).
We will now consider normal-ordered potentials : φn(x) : i.e. where all creation
operators are to the left of the destruction operators.
For an arbitrary regular function of φ Wick’s theorem states
T{F [φ]} = e
1
2
〈 δ
δφ(x)
∆(x−y) δ
δφ(y)
〉
x,y : F [φ] : (6.3)
Obviously if there is only one operator T{F [φ]} = F [φ], thus isolating : F [φ] : in
(6.3) we have
: F [φ] := e
− 1
2
〈 δ
δφ(x)
∆(x−y) δ
δφ(y)
〉
x,yF [φ] (6.4)
We will now compute : eαφ(x) : using (6.4):
: eαφ(x) : = e
− 1
2
〈 δ
δφ(x1)
∆(x1−x2) δδφ(x2) 〉eαφ(x)
=
∞∑
n=0
1
n!
(
−1
2
〈
δ
δφ(x1)
∆(x1 − x2) δ
δφ(x2)
〉)n
eαφ(x)
(6.5)
We note that 〈
δ
δφ(x1)
∆(x1 − x2) δ
δφ(x2)
〉
x1,x2
eαφ(x)
=
〈
δ
δφ(x1)
∆(x1 − x2)αδ(x− x2)eαφ(x)
〉
x1,x2
= 〈∆(x1 − x)αδ(x− x1)eαφ(x)〉x1 = α2∆(0)eαφ(x)
Thus (6.5) becomes:
: eαφ(x) :=
∞∑
n=0
1
n!
(
−1
2
α2∆(0)
)n
eαφ(x) = e−
1
2
α2∆(0)eαφ(x) (6.6)
Remembering that ∂nxf(x)g(x) =
n∑
k=0
(
n
k
)
∂kxf(x)∂
n−k
x g(x), from (6.6) and (6.1) we
find:
: φ(x)n := ∂nα : e
αφ(x) :
∣∣
α=0
=
n∑
k=0
(
n
k
)
∂kαe
−α2
2
∆(0)
∣∣
α=0
φn−k (6.7)
Thus using (5.1) we can write the generating functional as in (6.2), with the
difference that each 〈eαk δδJ 〉 is multiplied by e−α
2
k
2
∆(0), i.e.
W (n)[J ] =
∞∑
k=0
(−λ)k
k!n!
∂nα1 . . . ∂
n
αk
〈eα1 δδJ 〉 e−α
2
1
2
∆(0) · · · 〈eαk δδJ 〉 e−α
2
k
2
∆(0)eZ0[J ]
∣∣
α(k)=0
(6.8)
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So when we apply the translation operator 〈eα1 δδJ 〉 we can replace Z0[J + αx] in
(5.7) with
Z˜0[J + αx] = Z0[J ]− α
∫
dDyJ(y)∆(x− y) (6.9)
We then obtain
W (n)[J ] = e−Z0[J ]
∞∑
k=0
(−λ)k
(n!)kk!
∂nα1 . . . ∂
n
αk
〈e−Z˜0[J+αx1+...+αxn ]〉
=
∞∑
k=0
(−λ)k
(n!)kk!
∂nα1 . . . ∂
n
αk∫
dDz1 . . .
∫
dDzke
∫
dDyJ(y)
k∑
j=1
αj∆(y−zj)+
k∑
l>j
αjαl∆(zj−zl)∣∣
α(k)=0
(6.10)
6.1 An explicit expression for W (n)[J ]
We will now derive a more explicit expression for (6.10).
We start by considering the case J = 0
W (n)[0] =
∞∑
k=0,k 6=1
(−λ)k
n!kk!
∂nα1 . . . ∂
n
αk
〈e
k∑
l>j
αjαl∆(zj−zl)〉∣∣
α(k)=0
(6.1.1)
Expanding the exponential the only terms in the summation giving contributions
are, for each k, the ones containing αn1 . . . α
n
k . Thus when kn is odd there are no
contributions to the kth term of the summation. Instead when kn is even the
derivatives select, after setting α(k) = 0, n!k times the coefficient of αn1 . . . α
n
k .
In what follows it will be useful to consider the multinomial identity
1(
kn
2
)
!
(
k∑
l>j
αjαl∆(zj − zl)
) kn
2
=
∑
k∑
l>j
mjl=
kn
2
1
k∏
l>j
mjl!
k∏
l>j
(αjαl∆(zj − zl))mjl (6.1.2)
where 0 ≤ mjl ≤ kn2 .
For each l = 1, . . . , k the total exponent of αl in (6.1.1) is
pl ≡
l−1∑
i=1
mil +
k∑
j=l+1
mlj (6.1.3)
There are contributions to the kth term of the summation (6.1.1) only when
p1 = . . . = pk = n (6.1.4)
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which gives
k∑
l=1
pl = kn. Noting that equation (6.1.3) implies
k∑
l=1
pl = 2
k∑
l>j
mjl, we
have that condition (6.1.4) includes the condition
k∑
l>j
mjl =
kn
2
in the summation
in the right hand side of (6.1.2).
Thus
W (n)[0] =
∞∑
k=0,k 6=1
(−λ)k
n!kk!
∂nα1 . . . ∂
n
αk
〈 ∞∑
s=0
1
s!
(
k∑
l>j
αjαl∆(zj − zl)
)s〉∣∣∣∣
α(k)=0
=
∞∑
k=0,k 6=1
(−λ)k
k!
∑
p1=...=pk=n
[k|m]
k∏
l>j
〈∆(zj − zl)mjl〉
(6.1.5)
with
[k|m] ≡

1
k∏
l>j
mjl!
for kn even
0 otherwise
(6.1.6)
We will now extend the analysis for an arbitrary J .
For each k in the (6.10) the terms in the expansion of the exponential containing
αn1 . . . α
n
k , unless in the case J = 0 with kn odd, satisfy
[ kn2 ]∑
p=0
1
(kn− 2p)!
1
p!
〈
J(y)
k∑
i=1
αi∆(y − zi)
〉kn−2p
y
(
k∑
l>j
αjαl∆(zj − zl)
)p
=
[ kn2 ]∑
p=0
∑
k∑
i=1
qi=kn−2p
∑
k∑
l>j
mjl=p
1
k∏
i=1
qi!
k∏
l>j
mjl!
k∏
i=1
〈J(y)αi∆(y − zi)〉qiy
k∏
l>j
(αjαk∆(zj − zl))mjl
(6.1.7)
where [a] denotes the integer part of a, 0 ≤ qi ≤ kn− 2p, 0 ≤ mjl ≤ p.
Let us first show that (6.1.7) reproduces (6.1.2) for J = 0. When kn is even, for
J = 0, all the terms 〈J(y)αi∆(y − zi)〉qiy , i = 0, . . . , k in the right-hand side of
(6.1.7) are zero unless qi = 0.
Similarly, when J = 0, the term
〈
J(y)
k∑
i=1
αi∆(y − zi)
〉kn−2p
y
contributes only for
kn − 2p = 0. Therefore, for J = 0, the summation over p in (6.1.7) reduces to
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the term with p = kn
2
. Since q1, . . . , qk = 0, then
k∏
i=1
qi! = 1 and (6.1.7) reduces to
(6.1.2).
When kn is odd and J = 0 the kth term in (6.10) is zero. Let us show that (6.1.7)
reproduces this result. If kn is odd and J = 0 then again the right-hand side of
(6.1.7) is zero unless q1 = . . . = qk = 0, but this would imply
k∑
i=1
qi = 0 that cannot
be equal to the odd number kn − 2p. So the only configuration that would give
contribution is not included in the summation, thus (6.1.7) is zero for J = 0 and
kn odd.
For each l = 1, . . . , k and for each choice of the mjl’s the total exponent of αl in
(6.1.7) is
pl ≡
l−1∑
i=1
mil +
k∑
j=l+1
mlj + ql (6.1.8)
The conditions in the summations indices in the right-hand side of (6.1.7) imply
k∑
l=1
pl = 2
k∑
l>j
mjl +
k∑
l=1
ql = 2p+ kn− 2p = kn (6.1.9)
The only terms that give contribution in (6.10) are the one containing
αn1 . . . α
n
k i.e. with p1 = . . . = pk = n, but this condition implies (6.1.9), thus we
have
W (n)[J ] =e−Z0[J ]
∞∑
k=0
(−λ)k
k!
[ kn2 ]∑
p=0
∑
k∑
i=1
qi=kn−2p
∑
p1=...=pk=n
[k|m, q]
k∏
i=1
〈〈J(y)∆(y − zi)〉qiy
k∏
l>j
∆(zj − zl)mjl〉
(6.1.10)
whit [k|m, q] ≡ 1k∏
i=1
qi!
k∏
l>j
mjl!
.
6.2 Four-point connected Green’s function
We will now calculate the four-point connected Green’s function for the potential
: φn : in the euclidean space using the method exposed in this section.
We will give an expression in function of the one, two and three point functions.
An expression for the one and two point functions can be found in [2], the three
point function can be calculated easily repeating the procedure we will now follow
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for the four point function.
It is easier to start again from expression (6.10). In the following we will use the
notation 〈φ1 · · ·φn〉 ≡ GE,c(x1, . . . , xn).
We have
〈φ1φ2φ3φ4〉 = δ
4 log(W (n)[J ])
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
= −〈φ1φ3φ4〉 〈φ2〉 − 〈φ1φ3〉 〈φ2φ4〉 − 〈φ1φ4〉 〈φ2φ3〉 − 〈φ1〉 〈φ2φ3φ4〉
− 〈φ1φ4〉 〈φ2〉 〈φ3〉 − 〈φ1〉 〈φ2φ4〉 〈φ3〉 − 〈φ1〉 〈φ2〉 〈φ3φ4〉 − 〈φ1φ2φ4〉 〈φ3〉
− 〈φ1φ2〉 〈φ3φ4〉 − 〈φ1φ3〉 〈φ2〉 〈φ4〉 − 〈φ1〉 〈φ2φ3〉 〈φ4〉 − 〈φ1〉 〈φ2〉 〈φ3〉 〈φ4〉
− 〈φ1φ2〉 〈φ3〉 〈φ4〉 − 〈φ1φ2φ3〉 〈φ4〉+ 1
W (n)[0]
δ4W (n)[J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
(6.2.1)
Setting
F [J ] ≡
∞∑
k=0
(−λ)k
(n!)kk!
∂nα1 . . . ∂
n
αk∫
dDz1 . . .
∫
dDzke
∫
dDyJ(y)
k∑
j=1
αj∆(y−zj)+
k∑
l>j
αjαl∆(zj−zl)∣∣
α(k)=0
(6.2.2)
we have, from expression (6.10),
W (n)[J ] = e
1
2
〈J∆J〉F [J ] (6.2.3)
Thus
1
W (n)[0]
δ4W (n)[J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
= ∆12(〈φ3〉 〈φ4〉 − 〈φ3φ4〉 −∆34) + ∆13(〈φ2〉 〈φ4〉 − 〈φ2φ4〉 −∆24)
+ ∆14(〈φ2〉 〈φ3〉 − 〈φ2φ3〉 −∆23) + ∆23(〈φ1〉 〈φ4〉 − 〈φ1φ4〉)
+ ∆24(〈φ1〉 〈φ3〉 − 〈φ1φ3〉) + ∆34(〈φ1〉 〈φ2〉 − 〈φ1φ2〉)
+
1
W (n)[0]
δ4F [J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
(6.2.4)
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where we have used the notation ∆ij = ∆(xi − xj).
Let us calculate the last addend in the summation:
δ4F [J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
=
∞∑
k=0
(−λ)k
(n!)kk!
∂nα1 . . . ∂
n
αk∫
dDz1 . . .
∫
dDzk
k∑
r,s,t,u
αrαsαtαu∆(x1 − zr)∆(x2 − zs)
∆(x3 − zt)∆(x4 − zu)e
k∑
l>j
αjαl∆(zj−zl)
∣∣∣∣
α(k)=0
=
∞∑
k=0
(−λ)k
(n!)kk!
∂nα1 . . . ∂
n
αk
∫
dZ
k∑
r,s,t,u
αrαsαtαu 
1,2,3,4
r,s,t,u e
k∑
l>j
αjαl∆(zj−zl)
∣∣∣∣
α(k)=0
(6.2.5)
Where we have set
∫
dZ ≡ ∫ dDz1 . . . ∫ dDzk and 1,2,3,4r,s,t,u ≡ ∆(x1 − zr)∆(x2 −
zs)∆(x3 − zt)∆(x4 − zu). Again, as in (6.1.1), there are contributions only when
kn is even and expanding the exponential the terms containing αn1 . . . α
n
k are
1(
kn−4
2
)
!
k∑
r,s,t,u
αrαsαtαu 
1,2,3,4
r,s,t,u
(
k∑
l>j
αjαl∆(zj − zl)
) kn−4
2
(6.2.6)
For simplicity we will restrict the analysis to n ≥ 4.
Let us consider separately the cases k = 1 and k = 2.
When k = 1, because the second summation in (6.2.6) starts from k = 2, there
will be contributions only when the exponent is zero i.e. when n = 4. Thus the
contribution to the series for k = 1 is
δn4
(
− λ
4!
∂4α1
∫
dDz1α
4
1
1,2,3,4
1,1,1,1
∣∣∣∣
α1=0
)
= −λ 〈1,2,3,41,1,1,1〉z1 δ
n
4
= −λ 〈∆(x1 − z1)∆(x2 − z1)∆(x3 − z1)∆(x4 − z1)〉z1 δn4
(6.2.7)
When k = 2 we have
λ2
(n!)2(n− 2)!∂
n
α1
∂nα2
∫
dDz1
∫
dDz2
2∑
r,s,t,u
αrαsαtαu 
1,2,3,4
r,s,t,u
(
k∑
l>j
αjαl∆(zj − zl)
)n−2∣∣∣∣
α1,α2=0
(6.2.8)
Noting that
(
2∑
l>j
αjαl∆(zj − zl)
)n−2
= (α1α2∆(z1 − z2))n−2, the only term that
gives contributions is the one containing α21α
2
2 in the first summation. Thus (6.2.8)
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becomes
λ2
(n!)2(n− 2)!∂
n
α1
∂nα2
∫
dDz1d
Dz2
α21α
2
2(
1,2,3,4
1,1,2,2 +
1,2,3,4
1,2,1,2 +
1,2,3,4
1,2,2,1 +
1,2,3,4
2,1,2,1 +
1,2,3,4
2,2,1,1
+1,2,3,42,1,1,2)(α1α2∆(z1 − z2))n−2
∣∣
α1,α2=0
=
λ2
(n− 2)!
∫
dDz1
∫
dDz2(
1,2,3,4
1,1,2,2 +
1,2,3,4
1,2,1,2 +
1,2,3,4
1,2,2,1 +
1,2,3,4
2,1,2,1
+1,2,3,42,2,1,1 +
1,2,3,4
2,1,1,2)∆(z1 − z2)n−2
(6.2.9)
We will now extend the analysis to k ≥ 3. The term containing αn1 . . . αnk is (6.2.6),
so the only contributions are given by
∞∑
k=3
(−λ)k
(n!)kk!
∂n1 . . . ∂
n
k
∫
dDz1 . . .
∫
dDzk
1(
kn−4
2
)
!
1,2,3,4∑
r,s,t,u
αrαsαtαu 
1,2,3,4
r,s,t,u
(
k∑
l>j
αjαl∆(zj − zl)
) kn−4
2 ∣∣∣∣
α(k)=0
(6.2.10)
Using (6.1.2), replacing kn
2
with kn−4
2
, the total exponent of αl in the second
summation is
pl ≡
l−1∑
i=1
mjl +
k∑
j=l+1
mlj (6.2.11)
with the mjl’s constrained by the condition
k∑
j>l
mjl =
kn− 4
2
(6.2.12)
The terms in the second summation that give contributions are the one of the kind
αn1 . . . α
n−1
i1
. . . αn−1i2 . . . α
n−1
i3
. . . αn−1i4 . . . α
n
k
αn1 . . . α
n−2
i1
. . . αn−1i2 . . . α
n−1
i3
. . . αnk
αn1 . . . α
n−2
i1
. . . αn−2i2 . . . α
n
k
αn1 . . . α
n−3
i1
. . . αn−1i2 . . . α
n
k
αn1 . . . α
n−4
i1
. . . αnk
(6.2.13)
where clearly the ijs are not necessarily in order and can be equal to 1 or k as
well. It is also understood that when k = 3 at least two of the indices i1, i2, i3, i4
are equal thus reducing the first case to one of the cases below. It is crucial that
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n ≥ 4 to have the last case.
We have
k∑
l=1
pl = kn − 4 that implies
k∑
l>j
mjl =
kn−4
2
which is exactly condition
(6.2.12). Thus, using (6.1.2) and taking the derivatives, (6.2.10) becomes
∞∑
k=3
(−λ)k
k!
k∑
i1,i2,i3,i4=1
∑
{p}n,i1,i2,i3,i4
〈∆(x1 − zi1)∆(x2 − zi2)∆(x3 − zi3)∆(x4 − zi4)
k∏
l>j
∆(zj − zl)mjl〉
z1,...,zk
=
∞∑
k=3
(−λ)k
k!
k∑
i1,i2,i3,i4
∑
{p}n,i1,i2,i3,i4
〈1,2,3,4i1,i2,i3,i4
k∏
l>j
∆(zj − zl)mjl〉
z1,...,zk
(6.2.14)
Where
∑
{p}n,i1,i2,i3,i4
means that the summation is constrained to the mjls which give

pi1 = n− 1− δi2i1 − δi3i1 − δi4i1
pi2 = n− 1− δi1i2 − δi3i2 − δi4i2
pi3 = n− 1− δi1i3 − δi2i3 − δi4i3
pi4 = n− 1− δi1i4 − δi2i4 − δi3i4
pj = n if j 6= i1, i2, i3, i4
(6.2.15)
Putting the various contributions together we obtain, for n ≥ 4
δ4F [J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
= −λ 〈1,2,3,41,1,1,1〉z1 δ
n
4
+
λ2
(n− 2)!
∫
dDz1
∫
dDz2(
1,2,3,4
1,1,2,2 +
1,2,3,4
1,2,1,2 +
1,2,3,4
1,2,2,1 +
1,2,3,4
2,1,2,1
+1,2,3,42,2,1,1 +
1,2,3,4
2,1,1,2)∆(z1 − z2)n−2
+
∞∑
k=3
(−λ)k
k!
k∑
i1,i2,i3,i4
∑
{p}n,i1,i2,i3,i4
〈1,2,3,4i1,i2,i3,i4
k∏
l>j
∆(zj − zl)mjl〉
z1,...,zk
(6.2.16)
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Inserting (6.2.16) and (6.2.4) in (6.2.1) we finally obtain
〈φ1φ2φ3φ4〉
= −〈φ1φ3φ4〉 〈φ2〉 − 〈φ1φ3〉 〈φ2φ4〉 − 〈φ1φ4〉 〈φ2φ3〉 − 〈φ1〉 〈φ2φ3φ4〉
− 〈φ1φ4〉 〈φ2〉 〈φ3〉 − 〈φ1〉 〈φ2φ4〉 〈φ3〉 − 〈φ1〉 〈φ2〉 〈φ3φ4〉 − 〈φ1φ2φ4〉 〈φ3〉
− 〈φ1φ2〉 〈φ3φ4〉 − 〈φ1φ3〉 〈φ2〉 〈φ4〉 − 〈φ1〉 〈φ2φ3〉 〈φ4〉 − 〈φ1〉 〈φ2〉 〈φ3〉 〈φ4〉
− 〈φ1φ2〉 〈φ3〉 〈φ4〉 − 〈φ1φ2φ3〉 〈φ4〉+ ∆12(〈φ3〉 〈φ4〉 − 〈φ3φ4〉 −∆34)
+ ∆13(〈φ2〉 〈φ4〉 − 〈φ2φ4〉 −∆24) + ∆14(〈φ2〉 〈φ3〉 − 〈φ2φ3〉+ ∆23)
+ ∆23(〈φ1〉 〈φ4〉 − 〈φ1φ4〉) + ∆24(〈φ1〉 〈φ3〉 − 〈φ1φ3〉)
+ ∆34(〈φ1〉 〈φ2〉 − 〈φ1φ2〉) + 1
W (n)[0]
[
−λ 〈1,2,3,41,1,1,1〉z1 δ
n
4
+
λ2
(n− 2)!
∫
dDz1
∫
dDz2(
1,2,3,4
1,1,2,2 +
1,2,3,4
1,2,1,2 +
1,2,3,4
1,2,2,1 +
1,2,3,4
2,1,2,1
+1,2,3,42,2,1,1 +
1,2,3,4
2,1,1,2)∆(z1 − z2)n−2
+
∞∑
k=3
(−λ)k
k!
k∑
i1,i2,i3,i4
∑
{p}n,i1,i2,i3,i4
〈1,2,3,4i1,i2,i3,i4
k∏
l>j
∆(zj − zl)mjl〉
z1,...,zk
]
(6.2.17)
7 Appendix: Explicit calculations
In the following we will sometimes use the compact notation W1,...,k[J ] ≡ δnW [J ]δJ1...δJn
7.1 〈φ1φ2φ3φ4〉
We will calculate in chain the functional derivatives of logW [J ].
δ logW [J ]
δJ1
=
1
W [J ]
δW [J ]
δJ1
δ2 logW [J ]
δJ1δJ2
=− 1
W 2[J ]
δW [J ]
δJ1
δW [J ]
δJ2
+
1
W [J ]
δ2W [J ]
δJ1δJ2
=− δ logW [J ]
δJ1
δ logW [J ]
δJ2
+
1
W [J ]
δ2W [J ]
δJ1δJ2
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δ3 logW [J ]
δJ1δJ2δJ3
=− δ
2 logW [J ]
δJ1δJ3
δ logW [J ]
δJ2
+
δ logW [J ]
δJ1
δ2 logW [J ]
δJ2δJ3
− 1
W 2[J ]
δ2W [J ]
δJ1δJ2
δW [J ]
δJ3︸ ︷︷ ︸(
− δ logW [J]
δJ1
δ logW [J]
δJ2
− δ2 logW [J]
δJ1δJ2
)
δ logW [J]
δJ3
+
1
W [J ]
δ3W [J ]
δJ1δJ2δJ3
= −δ
2 logW [J ]
δJ1δJ3
δ logW [J ]
δJ2
− δ logW [J ]
δJ1
δ2 logW [J ]
δJ2δJ3
− δ logW [J ]
δJ1
δ logW [J ]
δJ2
δ logW [J ]
δJ3
− δ logW [J ]
δJ3
δ2 logW [J ]
δJ1δJ2
+
1
W [J ]
δ3W [J ]
δJ1δJ2δJ3
(7.1.1)
δ4 logW [J ]
δJ1δJ2δJ3δJ4
= −δ
3 logW [J ]
δJ1δJ3δJ4
δ logW [J ]
δJ2
− δ
2 logW [J ]
δJ1δJ3
δ2 logW [J ]
δJ2δJ4
− δ
2 logW [J ]
δJ1δJ4
δ2 logW [J ]
δJ2δJ3
− δ
3 logW [J ]
δJ2δJ3δJ4
δ logW [J ]
δJ1
− δ
2 logW [J ]
δJ1δJ4
δ logW [J ]
δJ2
δ logW [J ]
δJ3
− δ
2 logW [J ]
δJ2δJ4
δ logW [J ]
δJ1
δ logW [J ]
δJ3
− δ
2 logW [J ]
δJ3δJ4
δ logW [J ]
δJ1
δ logW [J ]
δJ2
− δ
3 logW [J ]
δJ1δJ2δJ4
δ logW [J ]
δJ3
− δ
2 logW [J ]
δJ1δJ2
δ2 logW [J ]
δJ3δJ4
− 1
W [J ]
δ3W [J ]
δJ1δJ2δJ3︸ ︷︷ ︸
∗
1
W [J ]
δW [J ]
δJ4︸ ︷︷ ︸
δ logW [J]
δJ4
+
1
W [J ]
δ4W [J ]
δJ1δJ2δJ3δJ4
Where ∗ stands for
− δ
2 logW [J ]
δJ1δJ3
δ logW [J ]
δJ2
− δ logW [J ]
δJ1
δ2 logW [J ]
δJ2δJ3
− δ logW [J ]
δJ1
δ logW [J ]
δJ2
δ logW [J ]
δJ3
− δ logW [J ]
δJ3
δ2 logW [J ]
δJ1δJ2
− δ
3 logW [J ]
δJ1δJ2δJ3
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Remembering that 〈φ1 · · ·φN〉 = δN logW [J ]δJ1...δJN we finally have
〈φ1φ2φ3φ4〉
= −〈φ1φ3φ4〉 〈φ2〉 − 〈φ1φ3〉 〈φ2φ4〉 − 〈φ1φ4〉 〈φ2φ3〉 − 〈φ1〉 〈φ2φ3φ4〉
− 〈φ1φ4〉 〈φ2〉 〈φ3〉 − 〈φ1〉 〈φ2φ4〉 〈φ3〉 − 〈φ1〉 〈φ2〉 〈φ3φ4〉 − 〈φ1φ2φ4〉 〈φ3〉
− 〈φ1φ2〉 〈φ3φ4〉 − 〈φ1φ3〉 〈φ2〉 〈φ4〉 − 〈φ1〉 〈φ2φ3〉 〈φ4〉 − 〈φ1〉 〈φ2〉 〈φ3〉 〈φ4〉
− 〈φ1φ2〉 〈φ3〉 〈φ4〉 − 〈φ1φ2φ3〉 〈φ4〉+ 1
W (n)[0]
δ4W (n)[J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
(7.1.2)
7.2 1W [0]W1,...,k[0]
Calculating in chain the derivatives using the form (6.2.3) for the generating func-
tional we have
δW
δJ1
= 〈J(y)∆(y − x1)〉y e
1
2
〈J∆J〉F [J ] + e
1
2
〈J∆J〉 δF [J ]
δJ1
=
(
〈J(y)∆(y − x1)〉y F [J ] +
δF [J ]
δJ1
)
e
1
2
〈J∆J〉
(7.2.1)
δ2W
δJ1δJ2
=
(
∆12F [J ] + 〈J(y)∆y1〉y
δF [J ]
δJ2
+
δ2F [J ]
δJ1δJ2
)
e
1
2
〈J∆J〉
+ 〈J(y)∆y2〉y
δW
δJ1
(7.2.2)
where ∆y1 ≡ ∆(y − x1).
δ3W
δJ1δJ2δJ3
=
(
∆12
δF [J ]
δJ3
+ ∆13
δF [J ]
δJ2
+ 〈J(y)∆y1〉y
δ2F [J ]
δJ2δJ3
+
δ3F [J ]
δJ1δJ2δJ3
)
e
1
2
〈J∆J〉 + 〈J(y)∆y3〉y
δ2W
δJ1δJ2
+ ∆23
δW
δJ1
+ 〈J(y)∆y2〉y
δ2W
δJ1δJ3
(7.2.3)
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δ4W
δJ1δJ2δJ3δJ4
=
(
∆12
δ2F [J ]
δJ3δJ4
+ ∆13
δ2F [J ]
δJ2δJ4
+ ∆14
δ2F [J ]
δJ2δJ3
+ 〈J(y)∆y1〉y
δ3F [J ]
δJ2δJ3δJ4
+
δ4F [J ]
δJ1δJ2δJ3δJ4
)
e
1
2
〈J∆J〉
+ ∆34
δ2W
δJ1δJ2
+ 〈J(y)∆y3〉y
δ3W
δJ1δJ2δJ4
+ ∆23
δ2W
δJ1δJ4
+ ∆24
δ2W
δJ1δJ3
+ 〈J(y)∆y2〉y
δ3W
δJ1δJ3δJ4
+ 〈J(y)∆y4〉y
δ3W
δJ1δJ3δJ4
(7.2.4)
Setting J = 0
δ4W
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
=∆12
δ2F [J ]
δJ3δJ4
∣∣∣∣
J=0
+ ∆13
δ2F [J ]
δJ2δJ4
∣∣∣∣
J=0
+ ∆14
δ2F [J ]
δJ2δJ3
∣∣∣∣
J=0
+
δ4F [J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
+ ∆34
δ2W
δJ1δJ2
∣∣∣∣
J=0
+ ∆23
δ2W
δJ1δJ4
∣∣∣∣
J=0
+ ∆24
δ2W
δJ1δJ3
∣∣∣∣
J=0
(7.2.5)
From (7.2.2) we have
δ2F [J ]
δJaδJb
∣∣∣∣
J=0
=
δ2W [J ]
δJaδJb
∣∣∣∣
J=0
−W [0]∆ab (7.2.6)
Furthermore from (7.1.1)
1
W [0]
δ2W [J ]
δJ1δJ2
∣∣∣∣
J=0
= 〈φa〉 〈φb〉 − 〈φaφb〉 (7.2.7)
Thus
1
W (n)[0]
δ4W (n)[J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
= ∆12(〈φ3〉 〈φ4〉 − 〈φ3φ4〉 −∆34) + ∆13(〈φ2〉 〈φ4〉 − 〈φ2φ4〉 −∆24)
+ ∆14(〈φ2〉 〈φ3〉 − 〈φ2φ3〉 −∆23) + ∆23(〈φ1〉 〈φ4〉 − 〈φ1φ4〉)
+ ∆24(〈φ1〉 〈φ3〉 − 〈φ1φ3〉) + ∆34(〈φ1〉 〈φ2〉 − 〈φ1φ2〉)
+
1
W (n)[0]
δ4F [J ]
δJ1δJ2δJ3δJ4
∣∣∣∣
J=0
(7.2.8)
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