In this paper, we present a new approach for computing Lyapunov functions for nonlinear discrete-time systems with an asymptotically stable equilibrium at the origin. Given a suitable triangulation of a compact neighbourhood of the origin, a continuous and piecewise ane function can be parameterised by the values at the vertices of the triangulation. If these vertex values satisfy system-dependent linear inequalities, the parameterised function is a Lyapunov function for the system. We propose calculating these vertex values using constructions from two classical converse Lyapunov theorems originally due to Yoshizawa and Massera. Numerical examples are presented to illustrate the proposed approach.
Introduction
The Lyapunov function is among the most useful tools for stability analysis of dynamic systems since it allows one to conclude (asymptotic) stability of an equilibrium without knowledge of the explicit solution of the dynamic system. This utility has motivated the search for Lyapunov functions for dynamic systems for many years. In the present article, we focus on computing Lyapunov functions for discrete-time dynamic systems. Such systems are widely used to study practical phenomena in many elds such as engineering, nance, and biology.
Several methods have been proposed for computing Lyapunov functions for discretetime dynamic systems. For instance, collocation methods were presented in [5] and [6] , graph algorithms are used to compute complete Lyapunov functions in [3] and [14] , and continuous piecewise ane (CPA) Lyapunov functions for discrete-time systems were computed as the solution of a linear programming problem in [7] .
The CPA method is of particular interest since it directly delivers a true, rather than approximate, Lyapunov function for discrete-time dynamic systems on a compact subset of the state space. No additional a posteriori analysis of the computed function is needed. The reason for this property of the CPA method is that the interpolation errors are included. This method relies on a partitioning of the state space into simplices, called a triangulation. Values are dened at each vertex of the triangulation and a continuous and piecewise ane function is then dened via a convex interpolation of these values. In [7] , the vertex values are obtained by solving a linear programming problem that incorporates error estimates.
A similar CPA method has been developed for continuous-time systems [18] (see also [8] ) where the need to solve a linear programming problem can result in long computation times. As an alternative to solving a linear programming problem, in [10] we proposed a new approach to compute a CPA Lyapunov function for continuoustime systems using a function in a converse Lyapunov theorem originally introduced by Yoshizawa in [22] (see also [23] ). In [4] , rather than using the function proposed in Yoshizawa's converse Lyapunov theorem, we used an approximation to the function proposed in Massera's converse Lyapunov theorem [19] .
In this paper, we present a similar approach for the discrete-time nonlinear system described by
where g : R n → R n is locally Lipschitz continuous, and g(0) = 0. We observe that deriving such discrete-time results from their continuous-time counterparts is nontrivial due to the fact that solutions in the discrete-time setting are sequences of points rather than absolutely continuous functions as in the continuous-time setting.
We further note that CPA Lyapunov functions are particularly well-suited to the discrete-time setting since they are, by denition, not dierentiable. Dierentiability is a desirable property in the continuous-time setting since the classical decrease condition is in terms of the gradient of the Lyapunov function, but is of less importance in the discrete-time setting since the Lyapunov function decrease condition is given in terms of a nite dierence rather than a dierential.
The paper is organised as follows: in Section 2 we present the theory required for CPA Lyapunov functions for discrete-time nonlinear dynamical systems. In Section 3 we formulate the required stability estimate and in Sections 3.1 and 3.2 we dene the discrete-time Massera and Yoshizawa functions, respectively. We also present the procedure to compute a CPA Lyapunov function for system (1) using either of these constructions. In Section 4, we present three representative examples to demonstrate the proposed method. In Section 5, we provide a brief summary.
Continuous and Piecewise Ane (CPA) Lyapunov Functions
We denote the nonnegative integers by N 0 and the integers by Z. Let R >0 , R ≥0 denote intervals (0, +∞), [0, +∞) respectively. Given a subset Ω ⊂ R n , we denote the interior, the closure, the boundary, the complement, and the closed convex hull of Ω by Ω • , Ω, ∂Ω, Ω c , and co Ω respectively. We denote the origin in R n by 0 ∈ R n and we denote the Euclidian length of a vector x ∈ R n by |x|. For δ ∈ R >0 , let B δ := {x ∈ R n : |x| < δ} denote the open ball of radius δ > 0 centered at 0. Let a := min{q ∈ N 0 : q ≥ a} denote the smallest integer which is not less than a ∈ R ≥0 . The k th element of the solution sequence of (1) with initial condition x ∈ Ω is denoted by φ(k, x) for all k ∈ N 0 with φ(0, x) = x.
A continuous function g : R n → R is said to be positive denite if g(0) = 0 and g(x) > 0 for all x = 0. In what follows, we will make use of the common function classes K ∞ and KL. A function α ∈ K ∞ if α : R ≥0 → R ≥0 is continuous, zero at zero, strictly increasing, and approaches innity as its argument approaches innity.
A function β ∈ KL if β : R ≥0 × R ≥0 → R ≥0 is continuous and is zero at zero and strictly increasing in its rst argument and strictly decreasing to zero in its second argument. For details of these functions, their properties, and their general usage in systems theory, we refer to [12, 15] .
In order to dene CPA functions, we recall the denition of a suitable triangulation of a compact set from [10] . A suitable triangulation is dened based on the following basic concepts:
The convex hull of vectors x 0 , . . . , x n ∈ R n is given by
Denition 2.2 A set of vectors x 0 , . . . , x n ∈ R n is called ane independent if
Note that the above denition is independent of choice of reference node; i.e., the numbering of the vectors is unimportant.
Denition 2.3 For the ordered set of vectors x i ∈ R n , i = 0, 1, . . . , n, where x 1 , . . . , x n ∈ R n are ane independent, an n-simplex is dened by
The point dened by the vector x i is called a vertex. The face of the n-simplex is dened as the convex hull of any nonempty subset of the n + 1 vertices. Denition 2. 4 We call a nite collection T ={S 1 , S 2 , . . . , S N } of n-simplices in R n a suitable triangulation if:
T is a connected neighbourhood of the origin.
iii) If 0 ∈ S ν , then 0 is a vertex of S ν . 
Condition (i) requires that the origin be in the domain of interest, while (ii) implies that simplices cannot include elements of ∂O in their interior. Condition (iii) implies that system (1) is forward complete in D T .
For a suitable triangulation T , we dene CPA[T ] as the set of continuous functions V : D T → R which are linearly ane on each simplex S ν ; i.e.,
where w ν ∈ R n and a ν ∈ R.
In the interior of any simplex, a function V ∈ CPA[T ] is dierentiable and we denote the gradient of a function V ∈ CPA[T ] in the interior of simplex S ν by ∇V ν . In other words, with (2), for each x ∈ S • ν we have
In the following, we present the denition of a CPA Lyapunov function for system
(1) on a compact, connected set O ⊂ D T ⊂ R n minus an arbitrary xed small neighbourhood of the origin. Denition 2.6 Let T be a suitable triangulation, V ∈ CPA[T ] be a positive denite function, and O ⊂ D T satisfy Property A. Dene the constant q * = inf{q ∈ R ≥0 : |g(x)| ≤ q|x|, ∀x ∈ O} (5) where q * < ∞ since g is locally Lipschitz. Let ε > 0 be such that
If
By a slight abuse of notation we denote the set of solutions of (1) at time k ∈ N 0 from a compact set C ⊂ R n by φ(k, C) := x∈C φ(k, x). Denote the sublevel sets of 
and
Proof . According to (6) , (7), and the denitions of m and M , we get that m < M . It follows directly by the denitions of m and M and the continuity of In particular, in order to ensure B q * ε ⊂ O and dene the smallest forward invariant set covering B ε , it is necessary to distinguish between the cases q * > 1 and q * ≤ 1 in (6), (7), and (10).
For q * ≤ 1, g(x) ∈ B ε for x ∈ B ε . Hence B ε is forward invariant. The level set L V,m dened by (9)- (10) is the smallest forward invariant set covering B ε when q * ≤ 1.
On the other hand, for q * > 1, it is possible that g(x) / ∈ B ε for x ∈ B ε . In order to guarantee g(x) ∈ O for x ∈ B ε , B q * ε ⊂ O should be required. Then we have (10) is the smallest forward invariant set covering B ε when q * > 1.
We state the criteria for verifying that a given CPA function is a CPA Lyapunov function in Theorem 2.8 and Corollary 2.9. We denote the diameter of a simplex S ⊂ R n by diam(S) := max{|x − y| : x, y ∈ S}. (13) hold for all i = 0, 1, . . . , n, then
Proof . Let x ∈ O \ B ε be arbitrary. Then there exists an S ν ⊂ O such that x ∈ S ν ; i.e., x = n i=0 λ i x ν i where n i=0 λ i = 1. We note that (12) 
Based on (13), we conclude that V (g(x)) − V (x) < 0 for all x ∈ O \ B ε . Remark 2. For x ν i close to the origin, the (positive) interpolation error term CG ν diam(S ν ) may become the dominant factor on the left hand side of (13) and, in this case, (13) fails to hold. For a xed distance from the origin, one can overcome this by choosing a ner triangulation, i.e., reducing the size of diam(S ν ). For simplices with the origin as a vertex, however, this problem requires a much more involved solution that only works if the origin is exponentially stable, cf. [7] .
With the result of Theorem 2.8, the following Corollary is immediate. Corollary 2.9.
Let V ∈ CPA[T ] from Theorem 2.8 be positive denite and the constant ε ∈ R >0 satisfy (6) or (7) as appropriate. If the inequalities (13) Lyapunov function which, in essence, requires dening function values at each vertex in the triangulation. In [7] , this is done by constructing and solving a linear programming problem. In what follows, we will calculate vertex values using two constructions from classical converse Lyapunov theorems and then verify inequality (13) 
Given a triangulation T , and simplex S ν := co(x ν 0 , x ν 1 , . . . , x ν n ) ∈ T , the shapematrix X ν of S ν is dened by writing the vectors
Note that, as we have dened a simplex by an ordered set of vertices (Denition 2.3), the shape-matrix is well dened. In order to make sure that the simplex S ν is not degenerate, the value diam(S ν )|X −1 ν | should be bounded. Here |X −1 ν | is the spectral norm of the inverse of X ν (see part (ii) in the proof of [2, Theorem 4.6]).
Hence, we see that degeneracy of a simplex corresponds to a linear dependence in the rows of the shape matrix, indicating a decrease in dimension, or attening, of the simplex which results in a large value for |X −1 ν |. However, since it may be necessary to rene a triangulation to obtain smaller simplices, resulting in vertices that may be close together without coming closer to decreasing the dimension of the simplex, our measure of degeneracy is scaled by the diameter of the simplex, diam(S ν ). For example, this measure of degeneracy is bounded in the proof of Theorem 2.12 in (20) below. 
Theorem 2.12.
Assume W ∈ C 1 (R n , R ≥0 ) is a Lyapunov function for system (1) on domain D. Let C I , C O ⊂ D (C Inner and Outer) be simply connected compact neighbourhoods of the origin such that
Then, for every ε ∈ R >0 small enough, we can construct a triangulation T and a set
Proof . Since we must prove that, among other things,
. To simplify the proof we dene V on a larger set. For this it is convenient to introduce the sets
where the addition in the latter term denotes the Minkowski sum. Note that both
Clearly L < ∞ because W ∈ C 1 (R n ) and G < ∞ because g is locally Lipschitz. Since W (x) is a Lyapunov function for (1) on D, we get that there exists a positive
Fix an R > 0 and choose a δ R > 0 to satisfy
where α comes from (16) .
Note that the second expression provides a bound on how close any simplex can be to degeneracy as per the discussion following (14) . 
By the denition of q * in (5) and G in (15) and because O ⊂ D O we have q * ≤ G. Based on (17) and because V is dened as the interpolation of the vertex values of W we obtain for q * ≥ 1 that max
If q * < 1 we get similarly by (18) that max
Choose one S ν = co(
, and the denitions W ν , (21), and X ν , (14), we get
Hence,
and by (15) and (20) we have
holds uniformly in ν. Thus (12) holds with this C.
It follows that
For a simplex S ν ⊂ O such that S ν ∩ B c ε = ∅ it follows, because δ R < ε/2, i.e. |x ν i | ≥ ε/2, and by
where G ν and C are as in Theorem 2.8. Therefore the linear constraints ( 
Converse Theorem Construction of Lyapunov Functions
We now address the problem of how to calculate the vertex values for each simplex. In [7] the vertex values are obtained by constructing and solving a linear program. This linear program is quite large with at least twice as many variables, and three times as many constraints, as vertices in the triangulation. Computationally, solving this linear program can be quite slow and, for a given triangulation, a feasible solution is not guaranteed to exist. Note that in [7] it is shown that by a process of rening the triangulation a feasible solution will be found eventually. However, this process of renement increases the number of vertices and, hence, the size of the linear program.
Converse Lyapunov theorems such as [1, Theorem 5.12.5], [9] , [13] , [16] , and [21, Theorem 1.7.6] state that if system (1) is asymptotically stable, then there exists a Lyapunov function. These results are, in general, not constructive as the value of the Lyapunov function at each point is given by a function of the system solution forward in time from that point. However, as we shall describe in the sequel, it is possible to either exactly or, with arbitrary precision, approximately calculate these Lyapunov functions using knowledge of solutions of (1) on a nite-time horizon. Furthermore, leveraging the results on CPA functions in the previous section, we only need to perform these calculations at a nite number of points; namely at the vertices of a triangulation.
We will investigate using two dierent constructions of the Lyapunov function for the purposes of dening the vertex values of a CPA function. The rst of these constructions was originally proposed in [19] in continuous-time with a general discretetime result provided in [13] . The second of these constructions was originally proposed in [22] in continuous-time and extended to the discrete-time case in [16] .
Given an open set D ⊆ R n with 0 ∈ D, system (1) is said to be KL-stable on D if for all x ∈ D, g(x) ∈ D and there exists a β ∈ KL such that
It has been proved in [17, Proposition 2.2] that the concept of KL-stability is equivalent to the concept of asymptotic stability of the origin for system (1), given D is a subset of the domain of attraction. If D = R n , then KL-stability is equivalent to global asymptotic stability of the origin for system (1). The function β ∈ KL of (28) is called a stability estimate.
In order to dene our candidate Lyapunov functions, we use a version of Sontag's lemma on KL-estimates [20, Proposition 7] ([15, Lemma 7] ). Lemma 3.1.
For every µ ∈ (0, 1) and β ∈ KL there exist α 1 , α 2 ∈ K ∞ , with α 1 (·)
Lipschitz on its domain and smooth on R >0 such that
Proof . Sontag's lemma on KL-estimates [15, Lemma 7] states that, for any λ > 0 and β ∈ KL there exist α 1 , α 2 ∈ K ∞ where α 1 is Lipschitz on its domain and smooth on R >0 and so that
Given µ ∈ (0, 1), let λ = −2 log µ which satises λ > 0. Applying [15, Lemma 7 ] with this λ > 0 then yields (29).
The Massera Construction
In continuous-time, the general construction of Lyapunov functions using the integral of a scaled function of the norm of solutions was originally proposed by Massera [19] .
With the integral replaced by a sum in the discrete-time setting, we refer to such a function as a discrete-time Massera function. Denition 3.2 Assume system (1) is KL-stable on D. Given µ ∈ (0, 1) and a stability estimate β ∈ KL with α 1 , α 2 ∈ K ∞ from Lemma 3.1 the function 
and the decrease condition
Proof . The lower bound can be calculated as
while the upper bound can be calculated as
The decrease condition follows from For general systems and stability estimates we will not be able to obtain closed form solutions for the innite sum of the discrete-time Massera function (30). In order to be able to calculate approximate values of the discrete-time Massera function for use as vertex values to dene a CPA Lyapunov function, we propose truncating the innite sum at some nite value N ∈ N 0 which may depend on x ∈ D; i.e., for N :
We observe that the upper and lower bounds (31) still hold if the sum dening the discrete-time Massera function is truncated at any nite upper limit. For a nite upper limit N (x), the decrease condition (32) becomes
so that we can make the positive term arbitrarily small by choosing N (x) suciently large.
For a xed ε > 0, in order to obtain a decrease condition satisfying
dene λ = µ −1 and choose
which follows by rearranging the inequality
We observe that if the truncation limit is dependent on the point x ∈ D, then the obtained function (34) will not be continuous. However, since we are interested in dening a Lyapunov function on a compact set D T \B ε , we can choose N := max
in order to have an upper limit on the sum that is independent of the point x ∈ D T \B ε while maintaining the decrease condition (36).
Finally, using the uniform truncation (38) on D T \B ε , we observe that the truncated Massera construction (34) inherits the regularity of the vector eld dening (1) since α 1 is smooth on D T \B ε . Consequently, Theorem 2.12 implies that for any system (1) where the right-hand side is continuously dierentiable (i.e., g ∈ C 1 (R n , R n )) and which has an asymptotically stable equilibrium at the origin, it is always possible to nd a triangulation such that the CPA[T ] approximation to a truncated Massera construction is a CPA[T ] Lyapunov function.
The Yoshizawa Construction
Dierent to the construction used by Massera [19] , Yoshizawa [22] constructed a Lyapunov function based on the supremum of solutions over time. We will refer to such a function as the discrete-time Yoshizawa function. Denition 3.4 Assume system (1) is KL-stable on D. Given µ ∈ (0, 1) and β ∈ KL with α 1 , α 2 ∈ K ∞ from Lemma 3.1, the function V (x) := sup
is called the discrete-time Yoshizawa function.
Based on the results of [17] , we summarise some properties of the discrete-time Yoshizawa function in the next theorem. If the solution φ(k, x) of system (1) with x ∈ D satises (28), and with µ ∈ (0, 1) and α 1 ∈ K ∞ from (39) and α 1 ∈ K ∞ locally Lipschitz continuous, then the discrete-time Yoshizawa function is continuous and satises the bounds α 1 (|x|) ≤ V (x) ≤ α 2 (|x|) (40) and the decrease condition 
That V (x) is continuous, bounded, and satises the decrease condition has been proved in [17] .
With λ = µ −1 , the integer K(x) is calculated explicitly in [17, Claim 7] as
The upper and lower bounds on V given by (40) yield
In the computations in the following section, we use K(x) instead of K(x) in the computation of (42). This is done since we do not need to know V (x) to calculate K(x) and, from the relations (39) and (42) 
Remark 4.
If the origin is exponentially stable for (1) then there exist constants
Then (29) 
Computational Procedure
For system (1), we propose the following procedure for constructing and verifying a CPA Lyapunov function:
1: Obtain a stability estimate β ∈ KL so that (28) holds. 2: Fix µ ∈ (0, 1) and nd α 1 , α 2 ∈ K ∞ satisfying inequality (29). function computed does not satisfy the inequality (13) at some of the vertices of a simplex we can rene the triangulation and repeat Steps 3-6. It might be dicult to perform Steps 1 and 2 for some systems and in these cases one might simply perform Steps 3-6 for dierent µ ∈ (0, 1) and α 1 , α 2 ∈ K ∞ and then perform Step 6 to determine if the procedure has computed a CPA[T ] Lyapunov function.
Note that, consistent with the result of Theorem 2.12, we compute a Lyapunov function on O \ B ε for a small ε > 0. Note that we compute ε > 0 a posteriori as follows. In Step 6, for points near the origin where (13) is not satised, we calculate the norm of each such point and then take ε > 0 as the maximum of these norms. If the ε > 0 so obtained is unsatisfactorily large, one can rene the triangulation to obtain a smaller ε > 0.
From Theorem 2.8 and Corollary 2.9, if (13) 
Numerical Examples
In this section we present three numerical examples to demonstrate the eectiveness of the method proposed in Section 3.3. In these cases, we compute CPA approximations to both the Massera and Yoshizawa functions. In addition, we compare these with the results of the linear programming approach in [7] . To this end, we briey summarise a simplied linear programming approach adapted from [7] . In particular, [7] use a particular fan-shaped triangulation at the origin and rely on exponential stability of the origin to obtain a CPA Lyapunov function on the entirety of D T . Here, we exclude a neighbourhood of the origin as in the computational procedure of Section 3.3.
Linear programming based algorithm for computation of CPA Lyapunov functions
We describe a linear optimisation problem to compute a CPA Lyapunov function for system (1).
It is known that CPA functions are determined by values at vertices. In order to make sure V ∈ CPA[T ] is a Lyapunov function, we have to impose certain conditions on the values of V at the vertices x i of S ν .
In order to make sure V (x) is positive denite, we require that x = 0 is a vertex in
for each vertex x i ∈ S ν ∈ T . In order to ensure
for all x ∈ O \ B ε , x = 0, we take care that g(O) ⊂ D T and we incorporate interpolation errors into the inequalities. To this end, we impose the constraint
for all x i ∈ O \ B ε , where C is chosen so that |∇V ν,l | ≤ C for l = 1, . . . , n and S ν ∈ T . Thus |∇V ν | ≤ √ n C for all S ν , cf. (12) and the term G ν diam S ν represents the interpolation error of g in the points x ∈ S ν , x i = x.
Now we describe the linear programming based algorithm for computing CPA Lyapunov functions for system (1) on O \ B ε .
Algorithm
We solve the following linear optimisation problem.
Inputs:
Optimisation variables:
Optimisation problem:
For all vertices x i of each simplex S ν ⊂ O ε , the condition (C5) is required:
Remark 5.
(ii) The condition (C2) denes linear constraints on the optimisation variables The triangulations required in our approach can be obtained as described in [11] .
In particular, in two dimensions, we dene an initial triangulation with vertices at all integer coordinates in a rectangular region of R 2 minus a smaller rectangular region of R 2 , both of which contain the origin. For example, in R 2 , x k, K ∈ N such that k < K and dene vertices of the initial triangulation by
The required 2-dimensional simplices can be dened as described in detail in [11] by dening appropriate edges between these vertices. To obtain the triangulation used in the following examples, the mapping
is applied to the vertices of the initial triangulation where σ ∈ R >0 is an appropriately chosen constant. Note that [11] makes use of a nonlinear mapping in place of (55).
In the examples that follow, the linear programs are solved using the GNU Linear Programming Kit (GLPK) 1 .
Example 1 -Linear System
Consider the system
Let x = (x 1 , x 2 ) . We observe that the origin is globally exponentially stable as the eigenvalues of A are at ± √ 2 8
. We solve the so-called discrete Lyapunov equation (also called the Stein equation),
for the symmetric positive denite matrix P , where I is the two-by-two identity matrix. Then
is a Lyapunov function and is shown in Figure 1 for system (56). Figure 1 .: Quadratic Lyapunov function V (x) dened by (58) for system (56).
We observe that, for all x ∈ R 2 and k ∈ N 0 ,
and so (56) has a stability estimate β ∈ KL given by β(s, k) = s exp(−k) for all s ∈ R ≥0 and k ∈ N 0 . With α 1 (s) = α 2 (s) = s 2 and µ = exp(−1) we see that 
Example 2
Consider the one-dimensional system
It is straightforward to see that the origin is a locally asymptotically stable equilibrium point with a basin of attraction (−0.7 −1 , 0.7 −1 ).
In the following we consider system (62) on D = [−1.375, 1.375]. Note that for x = 1.375, φ(4, x) < 1. By direct calculation it is possible to show that
Therefore a stability estimate for (62) is given by
With α 1 (s) = s 2 and
we see that α 1 (β(s, k)) ≤ α 2 (s)0. 
The Yoshizawa construction (42) for (62) is then given by 
Computation of CPA Lyapunov function based on Massera construction
For each x ∈ D \ B, the truncated time horizon (37) is For comparison with the above two constructions, we also compute a CPA Lyapunov function V 2 (x) for (62) on O \ B using the linear programming approach described in Section 4.1, with the resulting function shown in Figure 6 . 
Example 3
Consider the following system studied in [5] 
Since the eigenvalues of the linearisation lie inside the unit circle, system (68) is locally exponentially stable at 0 and, by direct calculation, we have |φ(k, x)| ≤ 0.95 k |x|
for all x ∈ D. Therefore a stability estimate for (68) is given by β(s, k) = 0.95 k s (71) and, with α 1 (s) = s 2 and α 2 (s) = s, we have α 1 (β(s, k)) ≤ α 2 (s)0.95 2k . In order to compare with the above two constructions, a CPA[T ] Lyapunov function V 3 (x) for (68) on O \B is computed using the linear programming approach described in Section 4.1, with the resulting function shown in Figure 11 . The level curves of V 3 (x) are shown in Figure 12 .
The above CPA[T ] Lyapunov functions for system (68) are computed on the same grid with 2756 vertices. Computation times for the various methods are shown in Dual-Core 2.30 GHZ Processor with 2GB memory).
Conclusions
In this paper, we proposed a new method of computing a CPA Lyapunov function for discrete-time dynamic system (1). This approach replaces the linear program of [18] and [8] with evaluation of the Yoshizawa function and the Massera function, respectively, followed by a check of the linear inequalities (13) at the vertices of the triangulation. We observe that in the numerical examples presented in Section 4,
computing the values of the Yoshizawa construction only requires taking the maximum among easily computable values, making this a very ecient method to obtain vertex values. Furthermore, using the Massera construction to obtain values at the
