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Abstract. We adapt the formalism of currents to compare data sur-
faces and surfaces of a mechanical model and we use this discrepancy
measure to feed a data assimilation procedure. We apply our method-
ology to perform parameter estimation in a biomechanical model of the
heart using synthetic observations of the endo- and epicardium surfaces
of an infarcted left ventricle. We compare this formalism with a more
classical signed distance operator between surfaces and we numerically
show that we have improved the efficiency of our estimation justifying
the use of state-of-the-art computational geometry formalism in the data
assimilation measurements processing.
1 Introduction
Data assimilation methods are widely accepted [1, 3, 7, 8, 12, 15, 16] as an es-
sential tool in heart modeling in order to personalize from various sources of
measurements – in particular image-data – not only the specific heart geome-
try of a patient but also the biomechanical parameters describing a particular
physiological state – healthy or pathological. A large variety of data assimilation
methodologies have already been used in conjunction with various biomechanical
models of the heart. This work, however, focuses on the remaining challenge of
combining state-of-the-art image segmentation and registration methods – de-
veloped initially in static configuration [4,11,13] – with dynamical biomechanical
models to extract the maximal amount of information in the data assimilation
procedure. To do so with medical imaging data, we rely on the framework of
currents to generate a vector space of surfaces – extracted from segmentations
– which proves to be very effective for comparing model and data.
1.1 Overview of the data assimilation method
In a general setting we consider a physical system described by a set of time-
variables gathered in the so-called system state x following the dynamical model
ẋ[ζx,ζθ,ω](t) = A(x(t), θ, ω(t), t), x[ζx,ζθ,ω](0) = x0 + ζx and θ[ζθ] = θ0 + ζθ,
where A is a possibly non-linear operator, θ represents a set of uncertain pa-
rameters and ω an unknown function representing some model error. Moreover,
we consider that the initial state x(0) and parameters θ are composed of known
a priori values x0 and θ0 whereas ζx and ζθ describe potential uncertainties.
Then, we assume that the actual system denoted by x† corresponds to a specific
instance of this system class which cannot be simulated since we do not know
the corresponding actual values ζ†x, ζ
†
θ , ω
†. However, we do have measurements Z
on the actual system that we traditionally model by the action of an observation
operator H on the state variable, i.e.
Z = H(x†) + χ, (1)
where χ denotes a measurement error. In this context, data assimilation aims at
using these observations to estimate the actual trajectory x† and also identify
the modeling parameters θ†.
Following [9] we choose sequential data assimilation, but since in this work
we focus on the definition and use of specific types of observations, most of the
results obtained here can be adapted to variational data assimilation methods
such as in [3, 12, 16]. In fact, data assimilation procedures are mainly built on
the capacity of measuring discrepancy between the estimated trajectory and
parameters (x̂, θ̂) and the actual trajectory and parameters (x†, θ†) through the




‖Z −H(x̂)‖2Z , (2)
and rely on the amount of information contained in the observations description–
i.e. the observability – to ensure the convergence of the estimator to the actual
system. Hence, in sequential data assimilation we build a sequential estimator
whose dynamic reads{
˙̂x = A(x̂, θ̂, t) +Gx(Z −H(x̂)) , x̂(0) = x0 ,
˙̂
θ = Gθ(Z −H(x̂)) , θ̂(0) = θ0 ,
(3)
and expect
∥∥x̂− x†∥∥ → 0 and ∥∥θ − θ†∥∥ → 0 in time as fast as possible. In the
expressions (3), Gx and Gθ represent both the state and parameter gain oper-
ators which are always obtained by analyzing the sensitivity of the discrepancy
measure to variations of the state. To fix the idea we summarize the different
possibilities by
Gx(Z −H(x̂)) = (Px + Pxθ)
∂
∂x




and various choices are possible for such operators with the Extended Kalman
Filtering (EKF) [7], nudging [10] or even the Unscented Kalman Filter (UKF)
[8, 15] which consists in using particular interpolation point instead of the dis-
crepancy exact tangent operator. In this work, we adopt a hybrid approach
made [1, 6] of the combination of a simple nudging operator on the large state
space – namely Px = γ1 – which is in charge of reducing the initial state er-
ror ζx and the model error ω – that we couple with Reduced-order Unscented
Kalman Filtering (RoUKF) in charge of the remaining parameter uncertainty
ζθ in oder to define (Pxθ,Pθ). Therefore in our approach as in all other choices
of data assimilation strategies we have to give a definition of the observation
operator H, the observation space Z and its norm ‖·‖Z .
1.2 Biomechanical model of the heart
Before focusing on the data we have to consider a biomechanical model of the
heart. We rely on the model extensively described in [1,12] built under the gen-
eral principle of dynamics in Lagrangian formulation. The state variables are the
displacement y of the solid from a reference configuration, its velocity v and the
internal mechanical variables ec, kc, τc describing the strains, active stiffnesses
and stresses in the sarcomeres. The state variable becomes x = {y, v, ec, τc, kc}.
For the sake of simplicity we will assume that the electrical component of this
model is provided – by a measurement processing or the use of an electrophysi-
ological model – so that we can focus on the mechanical behavior of the heart.
For the same reason the internal pressures in the cavities are prescribed as a
function of time, typically obtained from measurements or from another model.
On this mechanical heart model, we expect to retrieve some contractility param-
eters that are relevant to represent infarcted tissues – as already done in other
data assimilation investigations such as [1] – in order to illustrate the interest
of the introduction of the current formalism for the data processing.
1.3 Surface based available information
We assume that the available information is obtained from a prior step of image
processing – segmentation of left ventricle endo- and epicardium for instance
– and the major difficulty for data assimilation purposes lies in the difference
between the Lagrangian formulation of the mechanical model and the Eulerian
nature of such data as no model-point to data-point mapping exists in general.
One way to circumvent these difficulties – see [1] for Cine-MRI or [6] in the
context of tagged-MRI segmentation – is to build a discrepancy measure us-
ing the signed distance between the given surface data and the corresponding
deformed model geometries. However, this method may suffer from standard
disadvantages as illustrated in Figure 1(a) and 1(b). The efficiency of the data
assimilation procedure can then be deteriorated in complex geometrical situa-
tions like those possibly encountered in the heart. For that reason, we would
like to avoid these matching difficulties by considering the formalism of surface
currents [4, 14] which has been successfully used in the field of medical image
analysis and that clearly goes further in terms of data representation than the
classical signed distance function. In fact we show (numerically at least) that
the obtained observability – which is basically a quantification of how much in-
formation on the actual system we manage to extract from the data – is clearly
improved. Naturally this improvement has a price in terms of mathematical














(b) Irrelevant shape discrepancy
Fig. 1. Classical disadvantages of the signed distance operator.
2 Discrepancy measure using currents formalism
2.1 Surfaces as linear forms and R.K.H.S.
Let S be a surface embedded in R3 with normal vector field nS . Considering a
Hilbert space W of smooth test vector fields defined within the ambient space,
the key idea behind currents is to understand surfaces as operators on such test
space. Surfaces are defined by
∀w ∈ W 〈S,w〉W′W =
∫
S
w · nS dσ , (4)
which means that the space of surfaces is assimilated with the dual space of
W, hence equipped with the classical sup norm. Following [4, 5, 17] we define
W as a Reproducing Kernel Hilbert Space (RKHS) in order to give a numer-
ically tractable expression of this norm. By definition RKH spaces are Hilbert
spaces admitting every evaluation functional in their dual spaces. Using the
Riesz representation theorem this feature directly leads to the so-called repro-
ducing property. Namely, there exists a unique two arguments function K(·, ·)
– called the kernel of W – such that
∀w ∈ W, ∀x, α ∈ R3 w(x) · α = (K(·, x)α,w)W , (5)
where (·, ·)W stands for the inner product of W. Using the definition (4) and
property (5) we can define the unique vector field s ∈ W that represents the
surface S ∈ W ′ by
∀w ∈ W 〈S,w〉W′W = (s, w)W with s(x1) =
∫
S
K(x1, x2) nS(x2) dσ . (6)
Finally the norm of surfaces reads
‖S‖2W′ = 〈S, s〉W′W =
∫∫
S
nS(x1) ·K(x1, x2)nS(x2) dσdσ . (7)
Assuming that the data Z take the form of surfaces, we consider H(ŷ) the
corresponding deformed model geometry. The data assimilation method will be




∥∥Z −H(ŷ)∥∥2W′ . (8)
Note that in practice the choice of the kernel is crucial since it weights the dis-
crepancy measure. Following [4] we choose a Gaussian kernel, namelyK(x1, x2) =
exp(−|x1 − x2|2/λ2). The kernel width λ is then calibrated depending on the
sizes of the geometric objects at hand but more importantly on the expected
level of noise. As a matter of fact, large values of λ result in a flatten metric in
the space of currents.
2.2 Derivation of the fidelity-to-data term
As we explained in Section 1.1, in order to define the dynamics of the observer
we need to be able to compute the derivative of the discrepancy measure with
respect to the state variable. We denote by z and h(ŷ) the Riesz representation
of both data and model geometries and by n̂ the estimated normal vector field.
Let δy be a test displacement, from (4) we can derive the desired expression
which after simplications reads
∂ED
∂y

















∇(z − h) · δy · n̂ dσ −
∫
H
(z − h) · ∂
∂y
(n̂ dσ) · δy .
(9)
In the first term of (9) we see the spatial derivative of both Riesz representants
integrated over the model deformed surface, but even more interesting is the
second part where the derivative of the surface element n̂ dσ appears. It is
of better interest because it emphasizes a connection between the community
of data assimilation, image analysis, computational geometry [17] and shape
sensitivity analysis [2] where similar terms are of common use.
2.3 Computational aspects
In practice the model surface is a triangulated surface, therefore integrals in (9)






























In the previous expression x̂i is the so-called local map of the i
th triangle of
the deformed model surface. Finally, integrals are numerically approximated by
evaluating each integrand at the center of the deformed triangle. By doing so we
obtain the same terms as in [14] which justifies our adaptation of the currents
formalism. Concerning the time discretization, it is important to note that an
explicit scheme is prohibited since it leads to inefficient stabilization – or even
worse numerical instability – in a data assimilation strategy as demonstrated
in [10]. Therefore, as prescribed in [10], we choose a linearized version of an
implicit mid-point scheme to obtain
∂ED
∂y











(ŷn) · δy, ∂H
∂y




where ŷn is the approximation of ŷ(n∆t). This leads, however, to an implicit
expression with respect to the unknown state variable ŷn+1. Let v∗, w∗ be two
admissible displacements. In (10) the following bilinear form appears:(
∂H
∂y















Note that after spatial discretization of the space of admissible displacements
(typically through a finite element method) and numerical integration of expres-
sions (6) and (9) – as previously detailed – this operator leads to a full matrix of
size equals to the number of triangles in the model geometry. Indeed, by contrast
with the signed distance operator the observation operator based on currents is
non-local, binding every node of the surfaces with each other. Therefore, we
can expect better correspondence between surfaces, hence increasing the global
observability/identifiability – i.e. the ability to estimate the right trajectory pa-
rameters from the measurements. As a counter part it requires some special care
in order to keep a reasonable numerical cost when solving the linear systems ap-
pearing in the estimation algorithm. Assuming a reasonable number of triangles
on the boundary surfaces (from 1000 to 50,000 typically), the bandwidth of the
complete finite element matrix stem from (11) is dramatically deteriorated, lead-
ing to a significant increase in the computational time. To partially circumvent
this difficulty we follow a domain decomposition strategy in the final resolution
of the problem by iterating between the degrees of freedom of the boundary
surfaces and the interior degrees of freedom. As a result, we can use a classical
sparse solver for the part of the problem that remains local and use a full matrix
solver only on the boundary degrees of freedom. This strategy converges in very
few iterations between the interior and the boundary, decreasing significantly
the total computational time.
3 Estimation results using synthetic data
3.1 Comparison with signed distances
To compare the two possible choices of discrepancy operators that we have men-
tioned we first consider the problem of using the discrepancy measure to stabilize
a weakly viscous solid towards the null trajectory from any initial condition. In
fact, it was shown in [10] that this type of “toy problem” is relevant for the
ability of a data assimilation method to track trajectories. More precisely, we
consider a simplified ellipsoidal left ventricle geometry that will represent an
elastic material with very low viscosity. The initial condition is the solution of a
static elastic problem loaded with a homogeneous pressure inside the cavity. The
data consist in the static reference configuration corresponding to null displace-
ment. The direct model is vibrating around this position whereas the filtered
dynamics in both cases (i.e. using signed distances or currents) rapidly stabilize
as we can see in Figure 2(a) showing the evolution in time of the energy of the
computed solution. In these simulations we have chosen the gain parameter γ
with the help of a spectral analysis of the operator driving the dynamics of the
estimation error system [10] . Namely, we choose the gain in order to obtain the
smallest spectral abscissa in Figure 2(b) leading to the highest possible stabiliza-
tion in Figure 2(a). We deduce that the observer using the formalism of currents
benefits from a faster stabilization than the one using the signed distance for a
large set of eigenpairs, namely possible uncertainty frequencies. Moreover, the
spectral analysis allows us to calibrate the kernel width for the best configura-
tion where no noise is present in the data. This ideal value can then be adjusted
in real configuration to moderate the data errors.
3.2 Estimation results and conclusion
We can now fully illustrate our filtering procedure by performing a complete pa-
rameter estimation using synthetic data on a realistic geometry – see Figure 3(a).
First, we perform a direct model simulation where we assume the contractility
parameter to be significantly lower in a given region (red region in Figure 3(a)
where θ = 0.2) as it could be expected in the presence of infarcted tissue. During
this direct simulation we extract endo- and epicardium surfaces of the left ven-
tricle. These data are then used in the estimation simulation starting from the
a priori that the whole tissue is healthy (θ = 1 for all regions). In this synthetic



































(b) Spectral analysis of observers







Currents Reg. #1 Dist. Reg. #1
Currents Reg. #2 Dist. Reg. #2
(b) Contractility parameter vs. time
(c) Early systole (d) Mid-systole (e) Tele-systole
Fig. 3. Estimation results using synthetic observations with comparison to direct mod-
els. Fig. 3(c), 3(d) and 3(e) shows simulations (in short axis view) during heart con-
traction. Black: estimation, red: infarcted model, cyan: healthy model.
experiment, the level of expected noise is low since only numerical approximation
can affect the definition of the surfaces which we know for sure are the result of
an instance of the model. In 3(b) we plot the contractility parameters of the two
regions evolving in time during a simulation run, and we see that we retrieve very
accurately the ground truth values of the parameters (dotted line in 3(b)) when
the heart starts to contract. In terms of resulting displacements for the heart
model we see in Figures 3(c), 3(d), 3(e) – in short axis view – that the estimator
(in black) has already converged to the actual trajectory (in red) corresponding
to the infarcted heart whereas when no identification is performed an assumed
healthy heart (in cyan) is far from the measured trajectory. In comparison, the
dashed lines in 3(b) show the evolution in time of the estimated parameters ob-
tained using the distance discrepancy operator. Therefore, in the ideal case of
synthetic data with a very high confidence in the observations, the global nature
of the currents measure shows better performance than the collection of local
adjustment from the distance measure.
These preliminary results need further validation by, for instance, increasing
the number of estimation regions or by assimilating real data sets where model
errors affect the estimation result as described in [1]. However the stabilization
benefit showed in Figure 2(a) ensure that the estimation by the current formalism
will be robust to a large set of possible errors. On those accounts, the current
methodology paves the way of using state of the art fidelity-to-data terms along
with full biomechanical models in data assimilation strategies for the biophysical
model personalization.
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