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Abstract
We study an extension of the class of Basic Parallel Processes (BPP), in which actions are durational and urgent and parallel
components have independent local clocks. The main result is decidability of strong bisimilarity, known also as performance
equivalence, in this class. This extends the earlier decidability result for plain BPP by Christensen et al. Our decision procedure is
based on decidability of the validity problem for Presburger arithmetic. We prove also polynomial complexity in positive-duration
fragment, thus properly extending a previous result by Bérard et al. Both ill-timed and well-timed semantics are treated.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
One important problem in veriﬁcation of concurrent systems is to check whether two given systems P and Q are
equivalent under a given notion of equivalence. A lot of research effort has been devoted recently to investigate
decidability and complexity of different behavioral equivalences for various process algebras generating inﬁnite-state
systems. Since equivalence checking is undecidable in general, some restricted classes of processes have been deﬁned
and investigated. We study here Basic Parallel Processes (BPP) [11], an extension of recursively deﬁned ﬁnite-state
systems by an operator of parallel composition.
Bisimilarity (bisimulation equivalence) plays a central role in the theory of concurrent processes. It is a well accepted
behavioral equivalence which often remains decidable for inﬁnite-state systems. An elegant proof of decidability of
bisimilarity for BPP was given in [12], while all other equivalences in the well-known van Glabbeek’s spectrum are
undecidable for this class. Recently, PSPACE-completeness has been established by Srba [29] and Jancˇar [23].
In order to deal with timing aspects of systems, process algebras were extended with an appropriate notion of time
(see e.g. [26,2,20,14,13,3]). Furthermore, a substantial effort have also been directed toward deﬁning a robust notion
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of equivalence taking performance into consideration, e.g., equivalence that relates only those processes that exhibit
the same behavior at the same speed. One successful attempt is bisimilarity introduced in [20] and then investigated
in [14,13]. The equivalence was called performance equivalence there. (In fact it is strong bisimilarity over a natural
time-stamped transition system deﬁned in [5]. We prefer to adopt a different name, following [20,5], in order to avoid
confusion with untimed strong bisimilarity.) It applies to discrete-time process algebras where actions are durational
and urgent. Urgent actions take place as soon as possible and can only be delayed in order to wait for a communication
with another process. Moreover, it is assumed that parallel components have their own local clocks, i.e., time can pass
in different components at different rates. The semantics allows for runs which are ill-timed, i.e., the observed time of
an action need not to increase along a run, but well-caused, i.e., causally related local clock values do increase along
a run. Hence, the motivation is not to model real time here, unlike e.g. in [26,3]. The intention is rather to capture
effectiveness of parallel computation as precisely as possible.
A timed system is inherently inﬁnite-state in general, even if its untimed analogue is not. Hence the research on
equivalence checking of such systems was mostly restricted to systems with ﬁnite control, like timed automata [10] or
ﬁnite-control fragment of timed process algebra [15]. In contrast to this, there are only few results on veriﬁcation of
timed systems with inﬁnite number of control states. We can mention here [28], where the tableau-based technique of
[12] was adapted to timed-arc BPP nets.
One relevant result by Berard et al. [5] applies to BPP in a particularly restricted normal form. The language
considered there falls within a positive-duration fragment, i.e., a subclass with durations of all actions restricted to
strictly positive integers. The normal form considered in [5] is although too restrictive for this fragment. On the positive
side, surprisingly, the polynomial-time complexity is established. Apparently, the positive-duration fragment does not
subsume plain BPP.
As the main result of this paper, we prove decidability of performance equivalence (or strong bisimilarity) for
the extension of BPP with arbitrary non-negative durations. The extended language is called timed BPP (TBPP) in
the sequel. In fact, our formulation of the process algebra is simpler and more general than in previous papers. The
duration of an action is not assigned statically as in [20,14,5]. Instead, a duration is associated explicitly with each
action preﬁx appearing in an expression. In particular, duration of an action can be chosen in a non-deterministic
way.
Our results extend two previously known decidability results for plain BPP [12] and for the restricted normal form
of [5]. In fact, neither of proof methods applied for these two results can be used directly here. On one side, all the
known decidability proofs for strong bisimulation equivalence on BPP are based, sometimes indirectly, on the fact that
BPP can be seen, up to a structural congruence, as a ﬁnitely generated commutative semigroup. As a consequence,
bisimilarity on BPP is always ﬁnitely presentable and even semi-linear. The only exception is the proof by Jancˇar
[23], but even there semi-linearity of bisimilarity was crucial. All these approaches cannot be translated directly to
TBPP, since parallel components of a TBPP process can be, intuitively, arbitrarily spread out over time axis. Our effort
in this paper is actually focused on ﬁnding again a way of ﬁnitely presenting strong bisimulation equivalence (i.e.,
performance equivalence) on TBPP. This is achieved in Sections 4 and 5.
On the other side, the restriction to positive durations implies a particularly nice decomposition property w.r.t.
parallel composition, noticed already in [5], and used as a core of the effective algorithm. In Section 9 we prove
the decomposition property for the whole positive-duration fragment. Then we exploit this property to show that
performance equivalence coincides with distributed bisimilarity [7,11]. Since the latter is decidable in polynomial time
[25], we get the same complexity for our problem.
Our result on coincidence of performance equivalence and distributed bisimilarity completes in fact the picture of
non-interleaving equivalences on BPP. As mentioned in [17], location equivalence [8], causal equivalence and dis-
tributed bisimilarity all coincide on BPP with communication. Furthermore, causal equivalence and history preserving
bisimilarity [19] coincide on BPP by the result of Aceto [1]. And ﬁnally, Fröschle showed coincidence of distributed
and history preserving bisimilarity [17]. Hence all non-interleaving equivalences essentially coincide on BPP, including
performance equivalence, with one notable exception—the hereditary history preserving bisimilarity [4].
The decomposition exhibited by the positive-duration fragment does not hold in the general case,where zero durations
are allowed. Instead, we are able to show partial decomposition, i.e., decomposition w.r.t. future components only, in
Section 4. This consists a fundamental tool in our decision procedure.
In the main part of the paper we work with the ill-timed semantics originating from [20]. This corresponds to local-
clocks or local-time perspective on timed processes. But for completeness we also investigate the well-timed variant
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of the semantics, that directly models the physical time. Surprisingly, for the well-timed semantics the performance
equivalence is much easier (see Section 8). In fact, decidability can be shown in this case even without the technical
development of Sections 4 and 5.
Outline: After basic deﬁnitions in Section 2, we introduce the standard form in Section 3. Both these sections
contain an exhaustive discussion on how our setting relates to previous approaches. Then we prove in Section 4 a
series of partial decomposition results. They allow us to overcome in Section 5 the main difﬁculty: we show how
performance equivalence can be captured inside a ﬁnitely generated commutative semigroup. Then Sections 6 contain
the decision procedure, exploiting decidability of the validity problem for Presburger arithmetic [27] in the way
suggested by Jancˇar in [22] for untimed systems. InSections 7 and8wediscuss the gamecharacterization of performance
equivalence and possible extensions of our decidability result, respectively. We consider communication and well-
timed semantics. The following Section 9 deals with positive-duration fragment and the last section contains a few
remarks.
This is an extended and improved version of the preliminary paper [24]. Only processes in standard form were
considered in [24]; the positive-duration fragment and game characterizations were not investigated.
2. Basic parallel processes and performance equivalence
BPP [11] is the extension of ﬁnite-state system by an operator of parallel composition. Let Const be a ﬁnite set of
process constants, ranged over by X, Y, etc., and let Act be a ﬁnite set of actions, ranges over by a, b, etc. The set of
BPP process expressions (processes), ranged over by P, Q, P1, etc. is given by
P ::= 0 | X | a.P | P ‖P | P + P,
where 0 denotes the empty process having no action, a.P is an action preﬁx that performs an action a and continues
as P, _‖_ stands for a parallel composition and _ + _ denotes a non-deterministic choice. Behavior of each constant X
will be deﬁned by some (possibly recursive) equation X def= P .
Before providing semantics, we will need a slight extension on BPP. The extended language, called TBPP in this
paper, admits additionally a delay operator 1 _. Process 1P behaves precisely like P but delayed by one time unit.
Hence, the syntax of TBPP is given by extending the BPP syntax with one additional production:
P ::= . . . | 1P .
In the operational semantics to be presented below, the delay will be used to record the time used by the process up to
now. Hence, we will write t P as a shorthand for 1 (1 (. . . (1P) . . . ))︸ ︷︷ ︸
t times
, for any non-negative integer t ∈ N; by
N we denote the set of non-negative integers. For convenience we will also admit 0P as equivalent to P.
We do not need to distinguish between processes related by a structural congruence, i.e., the smallest congruence
induced by:
• associativity and commutativity of parallel composition and choice,
• nilpotency and time cancellation for 0: 0‖P = P , 0 + P = P , 1 0 = 0,
• clock distribution laws [14]:
1 (P1‖P2) = 1P1‖1P2, 1 (P1 + P2) = 1P1 + 1P2.
These are very natural laws satisﬁed bymost of semantical equivalences (performance equivalence in particular). Hence
we feel free, from now on, to understand equality of processes up to the structural congruence.
A TBPP process deﬁnition consists of a ﬁnite set Const of process constants, a ﬁnite set Act of actions and a set of
deﬁning equations X def= P , one for each constant X. Each process deﬁnition  induces a labeled transition system,
whose states are processes, and whose transitions are labeled by pairs (t, a), with t a natural number and a ∈ Act.
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The transitions are derived from the following SOS rules (recall that _‖_ and _ + _ are commutative):
a.P
0,a−→ P
P
t,a−→ P ′
1P t+1,a−→ 1P ′
P
t,a−→ P ′
P ‖Q t,a−→ P ′‖Q
P
t,a−→ P ′
P + Q t,a−→ P ′
(X
def= P) ∈  P t,a−→ P ′
X
t,a−→ P ′
.
(1)
The transition system obtained is ﬁnitely branching despite that it has an inﬁnite set of labels. A transition P t,a−→ Q
is to mean “P needed t time units so far and now does a and becomes Q”; or “P does a at time t and becomes Q”.
According to the rule for 1 _, the delay operator is preserved during the transition and thus can be used to record the
value t of the clock associated implicitly to each process. But one should remember that time t is local, i.e., not related
to the amount of time that elapsed in other parallel components. Following [14,20,5], we allow for ill-timed runs, i.e.,
we do not exclude
P
t1,a1−→ P ′ t2,a2−→ P ′′
when t1 > t2. This is due to the rule for _‖_, which allows for a transition in one parallel component independently from
values of clocks in other components. It was argued convincingly in [2] that ill-timed semantics brings no semantical
problems since the ill-timed runs are well-caused and on the other hand greatly simpliﬁes the technical treatment. While
we agree with the ﬁrst point, in Section 8 we demonstrate that deciding strong bisimilarity is considerably easier for
well-timed semantics.
Performance equivalence [20] is precisely strong bisimilarity, as deﬁned below, over the transition systemdetermined
by the rules (1). From now on, we use both terms interchangeably. Note that the latter should not be confused with
strong bisimilarity of plain (untimed) BPP (cf. the comment at the end of this section).
Given a process deﬁnition , two processes P1 and P2 are (strongly) bisimilar w.r.t. , denoted P1 ∼ P2 (or
P1 ∼ P2 when  is understood in the context), if they are related by some (strong) bisimulation R, that is a binary
relation over processes such that whenever (P,Q) ∈ R, for each a ∈ Act and t0,
• if P t,a−→ P ′ then Q t,a−→ Q′ for some Q′ such that (P ′,Q′) ∈ R,
• if Q t,a−→ Q′ then P t,a−→ P ′ for some P ′ such that (P ′,Q′) ∈ R.
In [5,14], such relations were called performance relations and R-bisimulations, respectively, and the induced equiv-
alence was called performance equivalence. The equivalence resembles timed bisimilarity, as deﬁned e.g. in [26,10].
Besides the fundamental difference between local- and global-time semantics (i.e., between ill-timed and well-timed
semantics), one additional difference is that instead of observing portions of time that passes between actions, we allow
only for observation of a moment in time at which the action is actually performed. This will be inessential in the
restricted language identiﬁed below in this section, e.g., because non-deterministic choice due to a sole passing of time
will not be allowed. Moreover, explicit observation of time passing is reasonable only in global-time approach and
would be meaningless here.
Bisimilarity has a game-theoretic characterization. The Bisimulation Game is played between two players, Attacker
and Defender, on an arena consisting of pairs of processes (P,Q). In each round, Attacker performs a transition from
one of processes P,Q, say P t,a−→ P ′. The obligation of Defender is to answer in the other process with a matching
transition, sayQ t,a−→ Q′, for someQ′. Then the game continues from (P ′,Q′). If a player is stuck after a ﬁnite number
of rounds, his opponent wins. Otherwise, i.e. when the play is inﬁnite, Defender wins. The classical result says that
P ∼ Q iff Defender has a winning strategy in the game starting in (P,Q).
By now we have allowed the delay operator to appear arbitrarily in process expressions. But in fact the underlying
intuition is that the only durational activity of the process is performing some action. Hence, following [5,14,20] we
impose a restriction on process expressions. From now on we will assume that in any right-hand side expressions in ,
delay can only appear immediately after action preﬁx. Formally, we restrict syntax of the right-hand side expressions
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as follows:
P ::= 0 | X | a.t P | P ‖P | P + P. (2)
Hence, each delay t  _ appearing in the expression describes a duration of some action a. We allow for any non-
negative t ∈ N, including t = 0, i.e., actions of duration zero. A process expression conforming to the syntax (2) will
be called pure. Moreover, we will call  a BPP process deﬁnition if only zero-delays 0 _ appear in the right-hand
side expressions. The delays t can be encoded either in binary or in unary—this will have no impact on our decidability
and complexity results.
Furthermore, following the standard lines, we assume that each right-hand side process is guarded, i.e., a constant
may only appear in the scope of some action preﬁx. Such  will be called guarded as well.
Our restricted syntax (2) is motivated by previous papers, but it is slightly more general. In [20,14,5] the process
deﬁnition was additionally equipped with an arbitrary duration function f : Act → N \ {0}, assigning a positive
duration to each action. Consequently, instead of our ﬁrst rule in (1), a rule
a.P
0,a−→ f (a)P
was used explicitly in [14,20] and implicitly in [5]. Our approach is more general in at least two respects: ﬁrst, zero-
durations are allowed; second, a duration is assigned to each action preﬁx separately rather then ﬁxed for all appearances
of each action. Furthermore, our setting admits standard form, which was not the case in the cited papers. This is so
because we may separate in the language an action preﬁx from speciﬁcation of its duration. We will further comment
on this in Section 3.
In Sections 4–8 we investigate decidability of the following problem:
Problem: STRONG BISIMILARITY FOR TBPP
Instance: A pure guarded TBPP process deﬁnition  and constants X, Y
Question: X ∼ Y ?
We do not lose generality by only restricting to constants, since checking P ∼ Q, for arbitrary pure and guarded P,Q
is equivalent to checking XP ∼ XQ, for two new fresh constants with deﬁning equations: XP def= P and XQ def= Q.
Note that in a special case when  is a BPP processes deﬁnition, each transition derived from rules (1) is performed
at time t = 0. Hence the time becomes irrelevant and we essentially obtain a strong bisimilarity problem for plain
(untimed) BPP. This means that the lower bound by Srba [29] applies and hence performance equivalence is PSPACE-
hard.
In Section 9 we will consider a positive-duration fragment, where a restriction t > 0 is imposed on the syntax (2). An
expression (2) satisfying this restriction will be called positive-duration expression later on; accordingly, will be also
called positive-duration process deﬁnition. This fragment is interesting since it corresponds closely to the semantics of
[20,14]. Moreover it admits a polynomial-time algorithm, in contrasts to the general case.
3. Standard form
It is well known [11] that in untimed case, each guarded BPP process deﬁnition can be transformed to a standard
form consisting of equations of the form
X
def= a1.P1 + · · · + ak.Pk, (3)
where each ofP1, . . . , Pk is a parallel composition of constants (possibly empty). Assuming that is pure and guarded,
we provide a similar transformation for TBPP; the only difference is that each of P1, . . . , Pk is a parallel composition
of delayed constants t X (including possibly t = 0).
Applying our structural congruence laws we can group constants with the same delay, which leads to the following
timed normal form:
t1 1‖t2 2‖ · · · ‖tn n, (4)
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where n0, 0 t1 < t2 < · · · < tn and each of 1 . . . n is a non-empty parallel composition of constants. When
n = 0, (4) denotes the empty process 0. We assume here and later that delay operator binds stronger than parallel
composition.
Theorem 1. Any pure and guarded process deﬁnition  can be effectively transformed to a process deﬁnition ¯ with
each right-hand side in standard form (3) such that each of P1, . . . , Pk are in timed normal form (4). Moreover, ¯ is
equivalent to : for each constant X of  there is a constant ZX in ¯ such that X ∼∪¯ ZX.
Proof (Sketch). For the sake of transformation, we introduce a fresh constant ZP for each pure subexpression P of
each right-hand side, with the deﬁning equation ZP
def= P . Restricting here to only pure subexpressions means that
we do not allow to split the preﬁx-delay pairs a.t  _. Apparently, the newly introduced deﬁning equations may be
unguarded. Hence each such equation ZP
def= P is then transformed to the standard form, as described below.
Consider any transition P 0,a−→ P ′, derived by the SOS rules (1) from a transition a.t P ′′ 0,a−→ t P ′′ of a subex-
pression a.t P ′′. The latter is a subexpression of P or a subexpression of the deﬁnition of an unguarded constant in
P. The resulting expression P ′ is always of the form
P ′ = (t)P ′′‖Q1‖· · ·‖Ql.
Moreover, by inspecting the rules (1) we conclude that each Qi is always a subexpression of some right-hand side, as
well as P ′′. Furthermore, all Qi and P ′′ are pure. Hence, we have P ′ ∼ P ′′′, where
P ′′′ = (t)ZP ′′ ‖ZQ1‖. . .‖ZQl . (5)
Now, the new deﬁnition of the constant ZP is
ZP
def= a1.P ′′′1 + · · · + ak.P ′′′k ,
where a1, . . . , ak are all possible transitions of P and P ′′′1 , . . . , P ′′′k are derived as in (5) above.
Note that our transformation preserves ∼: we only use syntactical congruence laws and substitution of a deﬁnition
in place of a constant. The resulting process deﬁnition is of polynomial size, since only a polynomial number of new
constants is introduced, and each new deﬁnition is also polynomial in size. The latter is guaranteed sincewas assumed
to be guarded. 
Remark. A process (5) is in a simpler format than (4), but in the following sections we consider the normal form (4),
for two reasons. First, (5) changes when communication is allowed (cf. Section 8). Second, and more important, we
will need a normal form preserved by transitions: a transition performed by a process in timed normal form always
yields a process in timed normal form, when  is in standard form.
Note that the process deﬁnition in standard form (3) is not pure in general.
Observe that if process deﬁnition is in standard form (3), the behavior of a constant X could be equivalently given
by a set of rewrite rules:
X
0,ai−→ Pi, for i = 1 . . . k, (6)
instead of the rules for preﬁx and choice in (1). For convenience, we will assume that  contains indeed such rules;
and will write X ai−→ Pi ∈ , omitting the time-stamp always equal to 0.
In [5] a standard form similar to (3) was assumed, together with rules similar to (6). But since a positive duration
was assigned to each action a, the rewrite rules of [5] had, compared to (6), a more restrictive form:
X
0,ai−→ f (ai)Pi for i = 1 . . . k. (7)
A serious consequence of this choice is that even the positive-duration fragment is not representable in general by the
rewrite rules (7), since (7) always imposes delay of at least f (ai) time units on all process constants in Pi . Consider
for instance a very simple counter-example:
X
def= a.1X‖b.2X.
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In other words, the expansion law does not hold, if durations are speciﬁed implicitly by a duration function. This is
one of the reasons why we do not assume a duration function and prefer to specify duration of an action explicitly in
expressions. As a consequence, our polynomial-delay complexity for positive-duration fragment, proved in Section 9,
properly extends the result of [5].
A plain BPP process in normal form is a parallel composition of constants. Due to associativity, commutativity
and nilpotency laws, it can be seen as a ﬁnite multiset of process constants, or equivalently as an element of the free
commutative semigroup over the set Const of constants. This observation was a key point in the decision procedure
for strong bisimilarity of BPP [12]. Unfortunately, in TBPP we lose this ﬁnite-generation property: TBPP processes
can be rather seen as elements of the free commutative semigroup over N × Const. This is illustrated by:
Example 1. Assume that two processes X‖3 (Y‖Z) and (Y‖Y )‖3 (Z‖Z‖Z) are bisimilar. Decomposition results
stated in Lemmas 1 and 2 in Section 4 imply that 3 (Y‖Z) and 3 (Z‖Z‖Z) are then bisimilar too. So we can
substitute one for another and consider X‖3 (Y‖Z) and (Y‖Y )‖3 (Y‖Z), which are almost identical according to
terminology from the next section, i.e., differ only at time 0. At ﬁrst sight, this short deduction suggests that we are not
very far from the bisimilarity checking problem for BPP, as we only need to consider BPP processes X and Y‖Y in a
context _‖3 (Y‖Z), roughly. But this is not really true. Assume that Z has a rewrite rule Z a−→ Y‖Z. According to
Lemma 5 in the next section, a transition in the context part can always be matched by the identical transition in the
context part, e.g., X‖3 (Y‖Z) 3,a−→ X‖3 (Y‖Y‖Z) is matched by (Y‖Y )‖3 (Y‖Z) 3,a−→ (Y‖Y )‖3 (Y‖Y‖Z).
But nevertheless we must take into account an inﬁnite number of contexts: _‖3 (Y i‖Z), for i > 0. Moreover, if Y
has for instance a rule Y b−→ Y‖1Y , contexts that are arbitrarily spread out through the time domain N must be
considered.
Hence, the proof methods used for decidability of bisimilarity for BPP work no more for TBPP. This difﬁculty is
overcome in Section 5, where we prove that one can restrict to a sufﬁciently large initial fragment of the time domain
and essentially ignore transitions which lead out of this fragment.
4. Decomposition and almost-identical pairs
From now on we assume that  is an arbitrary ﬁxed set of rewrite rules of the form (6). Hence, we consider
processes in timed normal form (4) only. For such P = t1 1‖t2 2‖ . . . ‖tn n, which is non-empty, i.e., n > 0,
we put:
• head(P ) := t1 1,
• tail(P ) := t2 2‖ . . . ‖tn n,
• minclock(P ) := t1,
• now(P ) := 1‖(t2 − t1) 2‖ . . . ‖(tn − t1) n.
Note that head(P ), tail(P ) and now(P ) are in timed normal form again, head(now(P )) is untimed, P = head(P )‖
tail(P ) and P = minclock(P ) now(P ).
Bisimilarity is not only compositional (i.e. a congruence) w.r.t. parallel composition and the delay operator but it is
also partially decompositional:
Lemma 1 (Decomposition w.r.t. 1 _). For non-empty P and Q, P∼Q implies
(1) minclock(P ) = minclock(Q) and
(2) now(P ) ∼ now(Q).
Proof. (1) minclock(P ) = minclock(Q) as the earliest action of P must be matched in Q and vice versa. (2) The
relation {(t  now(P ), t  now(Q)) : t0, P ∼ Q} is a bisimulation. 
Lemma 2 (Partial decomposition w.r.t. _‖_). For non-empty P and Q, P∼Q implies tail(P ) ∼ tail(Q).
Proof. The relation {(tail(P ), tail(Q)) : P ∼ Q, P and Q are non-empty} is a bisimulation, since any action in
tail(P ) at time t > minclock(P ) = minclock(Q) must be matched in tail(Q). 
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Example 2. Strong bisimilarity is not fully decompositional w.r.t. _‖_, P ∼ Q does not imply head(P ) ∼ head(Q).
As a counterexample, consider a process deﬁnition:
A
a−→ 1B, A′ a−→ 1C, B b−→ B, C c−→ C.
We have A‖1 (B‖C) ∼ A′‖1 (B‖C) but A /∼ A′.
By Lemmas 1 and 2, if two processes are bisimilar, say t1 1‖ . . . ‖tn n and u1 1‖ . . . ‖um m, then
necessarily they involve the same time stages, that is to say n = m and ti = ui , for in.
Assumption. In Sections 4, 5 and 6, whenever we consider a pair (P,Q) of processes, we silently assume that
P = t1 1‖ · · · ‖tn n and Q = t1 1‖ · · · ‖tn n, for some n0, 0 t1 < t2 < · · · < tn and non-
empty untimed processes 1, . . . , n, 1, . . . , n. We omit routine veriﬁcation that all pairs mentioned throughout the
following sections are of this form.
Lemma 2 suggests to study pairs of processes in a particularly simple form:
Deﬁnition 1 (Almost-identical pairs). Processes P and Q are called almost-identical if they are both empty, or
minclock(P ) = minclock(Q) = 0 and tail(P ) = tail(Q).
We will apply Lemma 2 to decompose a pair of processes into a number of almost-identical pairs. As a conse-
quence, we will be able to ignore all pairs which are not almost-identical (Lemma 3). Before the formal deﬁnition of
decomposition, we give an example to explain the idea.
Example 3. Consider a pair:
P = 2 (X‖Y ) ‖ 7 (X‖X‖Y ) ‖ 10 (Z‖Z) ‖ 16Y,
Q = 2 (X‖X‖Z) ‖ 7 (X‖Z) ‖ 10 (X‖X) ‖ 16Y.
(P,Q) can be decomposed into four pairs (Pi,Qi), i4. The rule is as follows: head(Pi) and head(Qi) is the ith
component of P and Q, respectively, while tail(Pi) = tail(Qi) contains the components of P from all later time stages.
P1 = (X‖Y ) ‖ 5 (X‖X‖Y ) ‖ 8 (Z‖Z) ‖ 14Y,
Q1 = (X‖X‖Z) ‖ 5 (X‖X‖Y ) ‖ 8 (Z‖Z) ‖ 14Y,
P2 = (X‖X‖Y ) ‖ 3 (Z‖Z) ‖ 9Y,
Q2 = (X‖Z) ‖ 3 (Z‖Z) ‖ 9Y,
P3 = (Z‖Z) ‖ 6Y,
Q3 = (X‖X) ‖ 6Y,
P4 = Y,
Q4 = Y.
By Lemmas 1 and 2, P ∼ Q ⇐⇒ ∀i4.Pi ∼ Qi . The last pair is identical and hence can be ignored, therefore
to show P ∼ Q it is sufﬁcient to consider only the ﬁrst three: P ∼ Q ⇐⇒ ∀i3.Pi ∼ Qi . The formal deﬁnition
follows.
Deﬁnition 2 (Decomposition set). A decomposition set DS(P,Q) of a pair (P,Q) is deﬁned recursively by (for
brevity, P¯ stands for now(P ) and Q¯ stands for now(Q))
DS(P,Q) :=
{ {(P¯ , head(Q¯)‖tail(P¯ ))} ∪ DS(tail(P¯ ), tail(Q¯)) if P = Q,
∅ if P = Q.
Note that all pairs in DS(P,Q) are almost-identical by deﬁnition.
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Lemma 3. P∼Q iff DS(P,Q) ⊆ ∼.
Proof. By induction on the size of P,Q. As for P = Q we are immediately done, assume that P,Q are non-identical,
hence non-empty and that the lemma holds for a pair (tail(now(P )), tail(now(Q))), i.e.,
tail(now(P )) ∼ tail(now(Q)) ⇐⇒ DS(tail(now(P )), tail(now(Q))) ⊆ ∼. (8)
IF-IMPLICATION: If DS(P,Q) ⊆ ∼, then also DS(tail(now(P )), tail(now(Q))) ⊆ ∼, as a subset of DS(P,Q).
Hence, by induction assumption (8),
tail(now(P )) ∼ tail(now(Q)). (9)
Moreover, from DS(P,Q) ⊆ ∼ we derive
now(P ) ∼ head(now(Q))‖tail(now(P )), (10)
since this pair is in DS(P,Q). By (9) and (10) and the congruence property of ∼ we conclude now(P )∼now(Q)
hence P∼Q.
ONLY-IF-IMPLICATION:AssumeP∼Q. ByLemmas1 and2, (9) holds again.By (8),DS(tail(now(P )), tail(now(Q)))
⊆ ∼. Now, we only need to show (10), which follows by (9) and by ∼ being a congruence:
now(P ) ∼ now(Q) = head(now(Q))‖tail(now(Q)) ∼ head(now(Q))‖tail(now(P )). 
In Deﬁnitions 3, 5 and 6 we introduce a series of computationally more and more tractable notions of bisimulation.
Deﬁnition 3 (Decompositional bisimulation). A binary relation R over processes is a decompositional bisimulation if
whenever (P,Q) ∈ R, for each a ∈ Act and t0,
• if P t,a−→ P ′ then Q t,a−→ Q′ for some Q′ such that DS(P ′,Q′) ⊆ R,
• if Q t,a−→ Q′ then P t,a−→ P ′ for some P ′ such that DS(P ′,Q′) ⊆ R.
Lemma 4. P∼Q iff P and Q are related by a decompositional bisimulation.
Before the proof, we need a deﬁnition of a bisimulation-base. It is an adaptation of the well-known notion due to
Caucal [9,11,6].
Deﬁnition 4. For a binary relation R, let R≡ denote the smallest congruence w.r.t. parallel composition and delay
operator containing R. We call R a bisimulation-base if whenever (P,Q) ∈ R, for each a ∈ Act and t0,
• if P t,a−→ P ′ then Q t,a−→ Q′ for some Q′ such that (P ′,Q′) ∈ R≡,
• if Q t,a−→ Q′ then P t,a−→ P ′ for some P ′ such that (P ′,Q′) ∈ R≡.
Proof of Lemma 4. By Lemma 3, ∼ is a decompositional bisimulation. Hence we only need to show the IF-direction.
This is shown in two steps:
(1) each decompositional bisimulation is a bisimulation-base,
(2) if R is a bisimulation-base, then R≡ is a bisimulation.
Point (1) is immediate, since each pair (P ′,Q′) belongs to the congruence generated by its decomposition set, (P ′,Q′) ∈
DS(P ′,Q′)≡ . The proof of (2) amounts to showing that the two clauses in the deﬁnition of bisimulation hold for R≡. This
can be done by a straightforward induction on the depth of inference of P R≡ Q (see [9]). 
Bisimilarity is closed under identical transitions performed in identical parts of almost-identical processes:
Lemma 5. Whenever P and Q are almost-identical, P ∼ Q and tail(P ) t,a−→ P ′ then head(P )‖P ′ ∼ head(Q)‖P ′.
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Proof. Note that, by assumption, t is necessarily strictly positive. Thus the answer of Q to the transition
P
t,a−→ head(P )‖P ′ is performed in tail(Q), since the time tmust bematched exactly.Hence for someQ′, tail(Q) t,a−→ Q′
and head(P )‖P ′ ∼ head(Q)‖Q′. By Lemma 2 and the congruence property of∼, head(Q)‖Q′ ∼ head(Q)‖P ′, which
completes the proof. 
To make our notation more succinct, we introduce a closure operator on binary relations over processes as fol-
lows: let R→ be the smallest relation containing R such that whenever an almost-identical pair (P,Q) is in R→ and
tail(P ) t,a−→ P ′ (or tail(Q) t,a−→ P ′) then (head(P )‖P ′, head(Q)‖P ′) ∈ R→. Lemma 5 can be then shortly rephrased
by ∼→ ⊆ ∼.
Due to Lemma 3, it is sufﬁcient to consider almost-identical pairs. Lemma 5 allows us to reﬁne the notion of
decompositional bisimulation for almost-identical pairs in Deﬁnition 5 and to strengthen Lemma 4 in Lemma 6.
Deﬁnition 5. A binary relation R over processes is an almost-identical decompositional bisimulation if it only contains
almost-identical pairs and
(1) whenever (P,Q) ∈ R, for each a ∈ Act,
• if P 0,a−→ P ′ then Q 0,a−→ Q′ for some Q′ such that DS(P ′,Q′) ⊆ R,
• if Q 0,a−→ Q′ then P 0,a−→ P ′ for some P ′ such that DS(P ′,Q′) ⊆ R,
(2) R→ ⊆ R.
Roughly, the Attacker’s invention in the Bisimulation Game is restricted only to moves at time 0, since all transitions
performed at time t > 0 are matched identically.
Lemma 6. Let P and Q be almost-identical. P∼Q iff P and Q are related by an almost-identical decompositional
bisimulation.
Proof. By Lemma 5, ∼ restricted to only almost-identical pairs is an almost-identical decompositional bisimulation.
On the other hand, each almost-identical decompositional bisimulation is obviously a decompositional bisimulation.

5. Bounded bisimulations
Having elaborated an appropriate notion of bisimulation, we are ready to face the main difﬁculty of the problem.
It turns out that we can restrict ourselves to only a ﬁnite initial fragment of the time domain N, without losing the
completeness of almost-identical decompositional bisimulations w.r.t. ∼ as stated in Lemma 6. The restriction is
imposed by a “horizon” 2·H , where H is deﬁned as
H := max{maxclock(P ) : X 0,a−→ P ∈ }
and maxclock(P ) of a non-empty process P in timed normal form (4) is to denote tn and maxclock(0) = 0. Intuitively,
H is the maximal scope of a single transition: in effect of a transition performed at time t, say, only process components
at time between t and t+H can be modiﬁed. Recall that according to our transformation to standard form in Section 3,
H equals the greatest duration of an action.
Deﬁnition 6. A binary relationR over processes is a bounded almost-identical decompositional bisimulation (bounded
bisimulation in short) if it only contains almost-identical pairs (P,Q)withmaxclock(P )2·H andmaxclock(Q)2·H ,
and whenever (P,Q) ∈ R, for each a ∈ Act,
(1) • if P 0,a−→ P ′ then Q 0,a−→ Q′ for some Q′ such that DS(P ′,Q′) ⊆ R
• if Q 0,a−→ Q′ then P 0,a−→ P ′ for some P ′ such that DS(P ′,Q′) ⊆ R
(2) for 0 < tH , if tail(P ) t,a−→ P ′ (or tail(Q) t,a−→ P ′) then (head(P )‖P ′, head(Q)‖P ′) ∈ R.
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Having restricted in Lemma 6 non-identical responses of the Defender to transitions at t=0, we restrict ourselves
further and take into consideration only transitions at time tH . Intuitively, H is chosen sufﬁciently large to guarantee
that the additional restriction has no impact on the relevant part of theBisimulationGameplayed at time 0. If one reminds
that the scope of transitions performed at time 0 does not go beyond 0 . . . H , then all transitions (and the identically
matching responses) that are performed at time t > 0 belonging to that scope are clearly taken into consideration. This
guarantees that each bounded bisimulation can be extended to an almost-identical decompositional bisimulation, by
closure under identically matched transitions performed at time t>H .
Lemma 7. Let P and Q be almost-identical with maxclock(P )2·H . ThenP∼Q iff P and Q are related by a bounded
bisimulation.
Proof. ONLY-IF-IMPLICATION: A subset of ∼, namely ∼ restricted to only those almost-identical pairs (P,Q) with
maxclock(P )2·H , is a bounded bisimulation.
IF-IMPLICATION: Relying on Lemma 6, we will show that if R is a bounded bisimulation then R→ is an almost-
identical decompositional bisimulation. Point (2) in Deﬁnition 5 is immediate, i.e., (R→)→ ⊆ R→. For the proof of
Point (1). we will need the following notation. For P = t1 1‖ . . . ‖tn n and t0, let
headt (P )= t1 1‖ · · · ‖ti  i ,
tailt (P )= ti+1 i+1‖ · · · ‖tn n,
where i is chosen so that tj <= t for all 1j i and tj > t for all i + 1jn. In particular head(P ) = head0(P )
and tail(P ) = tail0(P ), when minclock(P ) = 0.
We need to show Point (1) in Deﬁnition 5 only for pairs in R→ \ R. Let (P,Q) be any pair in R→ \ R. So there
exists a pair (P0,Q0) ∈ R such that P is obtained from P0 and Q is obtained from Q0 by a ﬁnite sequence of transitions
performed in tail(P0) = tail(Q0). W.l.o.g. we can assume that the transitions performed at time less or equal to H
precede in the sequence those performed at time strictly greater than H . Thus we can further assume that all transitions
in the sequence are performed at time greater than H , since all earlier transitions performed at time less or equal H do
not lead out of R. To be more precise, there is (P0,Q0) ∈ R such that
headH (P0) = headH (P ), headH (Q0) = headH (Q), (11)
and there exists m > 0, t1, . . . , tm > H and a1, . . . , am ∈ Act such that
tailH (P0)
t1,a1−→ · · · tm,am−→ tailH (P ). (12)
Recall that both (P0,Q0) and (P,Q) are almost-identical pairs, hence
Q0 = headH (Q0)‖tailH (P0) and Q = headH (Q)‖tailH (P ).
Now we will show only the ﬁrst clause in Point (1)—the second clause follows by the identical reasoning. Here is the
simple idea underlying the pedantic analysis to follow: all transitions performed at time 0 by P or Q have its scope
inside headH (P ) or headH (Q), respectively, hence by (11) the matching of a transition of P0 by Q0 can be re-used
for P and Q. Assume that P has a transition labeled by (0, a). This means that headH (P ) 0,a−→ P ′ for some P ′ with
maxclock(P ′)H and P 0,a−→ P ′‖tailH (P ). Hence headH (P )‖tailH (P0) = P0 0,a−→ P ′‖tailH (P0).
P0︷ ︸︸ ︷
headH (P )‖tailH (P0)
0,a

t1,a1  . . . tm,am 
P︷ ︸︸ ︷
headH (P )‖tailH (P )
0,a

P ′‖tailH (P0) t1,a1  . . . tm,am  P ′‖tailH (P )
(P0,Q0) ∈ R andR is a boundedbisimulation, hence there exists aQ′ such thatmaxclock(Q′)H , headH (Q0) 0,a−→ Q′
and
DS(P ′‖tailH (P0),Q′‖tailH (P0)) ⊆ R. (13)
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This means that Q 0,a−→ Q′‖tailH (P ) and we have the following picture again:
Q′‖tailH (P0) t1,a1  . . . tm,am  Q′‖tailH (P )
headH (Q)‖tailH (P0)︸ ︷︷ ︸
Q0
0,a

t1,a1  . . . tm,am 
headH (Q)‖tailH (P )︸ ︷︷ ︸
Q
0,a

We only need to show that
DS(P ′‖tailH (P ),Q′‖tailH (P )) ⊆ R→.
Consider any pair (P¯ , Q¯) ∈ DS(P ′‖tailH (P ),Q′‖tailH (P )). By (13) it is sufﬁcient to show that there exists a pair
(P¯0, Q¯0) ∈ DS(P ′‖tailH (P0),Q′‖tailH (P0)) such that
tail(P¯0) = tail(Q¯0) t¯1,a¯1−→ · · · ¯tm,a¯m−→ tail(P¯ ) = tail(Q¯), (14)
for some sequences t¯1, . . . , ¯tm > 0, a¯1, . . . , a¯m ∈ Act. Let (tailH (P ))−u denote process tailH (P ) in which all time
preﬁxes are decreased by u; analogously for (tailH (P0))−u. It is crucial now to observe that by the very deﬁnition of
DS(_, _) we have
P¯ = P¯ ′‖(tailH (P ))−u and Q¯ = Q¯′‖(tailH (P ))−u,
for some u such that 0uH and some (P¯ ′, Q¯′) ∈ DS(P ′,Q′), Moreover, if we put:
P¯0 := P¯ ′‖(tailH (P0))−u and Q¯0 := Q¯′‖(tailH (P0))−u,
then we have (P¯0, Q¯0) ∈ DS(P ′‖tailH (P0),Q′‖tailH (P0)), by the very deﬁnition of DS(_, _) again. Now if we put
t¯i := ti − u and a¯i := ai , by (12) it is routine to check that (14) holds. 
6. Decision procedure
Our algorithm is composed of two semi-decision procedures, analogously as in the case of BPP. The TBPP processes
are ﬁnitely branching, hence bisimulation inequivalence /∼ is semi-decidable. The semi-decision procedure is essentially
the sameas forBPP [6] and is basedon the fact that∼ is the intersectionof a countable chain of decidable approximations.
Furthermore, our development in Section 5 enables us to prove also semi-decidability of ∼ essentially in the same way
as it was done for BPP. The semi-decision procedure for ∼ proposed below is motivated by the idea of Jancˇar [22] to
use Presburger arithmetic.
For BPP, the crucial observation was that BPP processes can be seen as elements of the free commutative semigroup
over Const with the semigroup operation _‖_, isomorphic to NConst with vector addition _+_. The TBPP processes can
be rather seen as elements of NN×Const . But due to Lemma 7, we can essentially restrict ourselves to only processes P
with maxclock(P )2·H , i.e., to N{0,... ,2·H }×Const . This allows us to apply Theorem 2.
Deﬁnition 7. A linear subset of Nn, n > 0, is a set of the form
v + span{w1, . . . , wk} = {v + n1wi + · · · + nkwk : n1, . . . , nk ∈ N}.
i.e., each linear set is determined by a base v ∈ Nn and periods {w1, . . . , wk} ⊂ Nn. A semi-linear set is a ﬁnite union
of linear sets.
Every binary relation over Nn, i.e., a subset of Nn × Nn, can be seen naturally as a subset of N2·n. In the sequel we
silently identify Nn × Nn and N2·n.
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Theorem 2 (Eilenberg and Schuetzenberger [16], Hirshfeld [21], Jancˇar[22]). Each congruence in (Nn, _+_),n>0,
is semi-linear.
By Theorem 2, ∼ restricted to the almost-identical pairs (P,Q) with maxclock(P )2·H is semi-linear, as it is
obviously a congruence w.r.t. _‖_. Hence we reﬁne Lemma 7 as follows:
Corollary 1. Let P and Q be almost-identical with maxclock(P )2·H . Then P∼Q iff P and Q are related by a
semi-linear bounded bisimulation.
Lemma 8. For a semi-linear binary relation R over N{0,... ,2·H }×Const , given by a ﬁnite set of base-periods pairs, it is
decidable whether R is a bounded bisimulation.
Proof. Given R, we can effectively construct a closed formula in Presburger arithmetic R such that R is valid iff R
is a bounded bisimulation. The validity problem for Presburger arithmetic is decidable (see for instance [27]), hence
this gives a decision procedure required.
Let Const = {X1, . . . , XN }. The formula R involves several tuples of variables of the form {xt,i}0 t2·H,1 iN ,
denoted in short x¯. A valuation of each such tuple corresponds to a TBPP process.
The structure of R follows directly the two points in Deﬁnition 6 (we omit the second clause in the ﬁrst point of
Deﬁnition 6, which is symmetric to the ﬁrst clause):
∀ x¯, y¯. (x¯, y¯) ∈ R ⇒ (x¯, y¯) is an almost-identical pair
∧
(
∧rx∈ ∀x¯′. x¯
0,rx−→ x¯′ ⇒ ∃y¯′. ∨ry∈ labeled as rx (y¯
0,ry−→ y¯′ ∧ DS(x¯′, y¯′) ⊆ R)
)
∧
(
∧r∈ ∧1 tH ∀x¯′. x¯ t,r−→ x¯′ ⇒ ∃y¯′. (y¯ t,r−→ y¯′ ∧ (x¯′, y¯′) ∈ R)
)
.
We argue that all ingredients of R are expressible in Presburger arithmetic. First, it is well-known that semi-linear
sets are expressible in Presburger arithmetic [18]. Hence there exists a formula to denote “(x¯, y¯) ∈ R”, with free
variables x¯, y¯. Further, “(x¯, y¯) is an almost-identical pair” is easily expressible by a conjunction of 2·H ×N equations.
“DS(x¯′, y¯′) ⊆ R” is expressible by a conjunction of 2·H + 1 formulas of the form “x¯ = y¯ ⇒ (x¯, y¯) ∈ R”. Finally, let
r = (Xi a−→ 0P0‖. . .‖H PH ) ∈ ,
for some 1 iN , where Pu = Xpu,11 ‖. . .‖Xpu,NN , pu,j 0 for 0uH and 1jN . Now “x¯
t,r−→ x¯′”, 0 tH ,
is a shorthand for
xt,i > 0 ∧ xt,i + p0,i = x′t,i + 1 ∧1 jN, 0uH, (u,j)=(0,i) x′t+u,j = xt+u,j + pu,j . 
Corollary 1 and Lemma 8 form the core of the semi-decidability proof. The semi-decision procedure for P ∼ Q
consists of enumerating base-periods representations of all the semi-linear binary relations over N{0,... ,2·H }×Const and
checking whether any of them is a bounded bisimulation and contains the pair (P,Q). Hence we have proved:
Theorem 3. Strong bisimilarity is decidable for TBPP.
7. Bisimulation Game
It is possible to modify the rules of Bisimulation Game so that bounded bisimulations correspond directly to De-
fender’swinning strategies. Instead, we consider in this section amuch simplermodiﬁcation of the original Bisimulation
Game. The only modiﬁcation is that we put a restriction on time-stamps: the time-stamp of each move is at least as
big (late) as the biggest (latest) time-stamp in all proceeding moves, decreased by h, for a ﬁxed non-negative integer
h. Formally, the h-game is deﬁned as follows. Arena contains now triples (P,Q, t), for processes P,Q and t ∈ N;
t is understood as the minimal value of time-stamp allowed in future moves. From (P,Q, t), Attacker is allowed to
perform a transition from P or Q, say P u,a−→ P ′, only if u t . The Defender’s response is the same as in the original
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game, say Q u,a−→ Q′; and then the game continues from (P ′,Q′, t ′), where t ′ = max(t, u−h). We will write P∼hQ
if Defender has a winning strategy in h-game starting in conﬁguration (P,Q, 0).
It is routine to provide a corresponding notion of bisimulation. A family of binary relations (Rt )t∈N over processes
is a h-bisimulation if for each t, (P,Q) ∈ Rt , a ∈ Act and u t ,
• if P u,a−→ P ′ then Q u,a−→ Q′ for some Q′ such that (P ′,Q′) ∈ Rt ′ ,
• if Q u,a−→ Q′ then P u,a−→ P ′ for some P ′ such that (P ′,Q′) ∈ Rt ′ ,
where t ′ = max(t, u−h). It is easy to show
Lemma 9. P∼hQ if and only if (P,Q) ∈ R0, for some h-bisimulation (Rt )t∈N.
Proof. A h-bisimulation (Rt )t∈N, with (P,Q) ∈ R0, provides a strategy for Defender, hence P∼hQ.
For the opposite direction, assume P∼hQ. Deﬁne the relation ∼th, for any t ∈ N, as follows: P1∼thP2 iff Defender
has a winning strategy in h-game starting in conﬁguration (P1, P2, t). It is routine to check that (∼th)t∈N is a h-
bisimulation. And clearly ∼h = ∼0h, hence P∼0hQ as required. 
Apparently, h-game puts an additional restriction on Attacker only, compared to original Bisimulation Game. Hence,
if P ∼ Q then P∼hQ, for any h. We will prove the opposite, for h = H :
Theorem 4. Let P and Q be almost-identical and maxclock(P ) = maxclock(Q)2 · H . Then P ∼ Q if and only if
P∼HQ.
Proof. It is straightforward to show that for any h, ∼h is a congruence and that it enjoys the properties proved for
∼ in Lemmas 1 and 2 in Section 4—it turns out that the additional restriction on Attacker’s moves does not violate
compositionality and the decomposition properties. Then, by routine adaptations of the proofs one can show the
following analogs of Lemmas 3 and 5 from Section 4:
Claim 1. P∼hQ iff DS(P,Q) ⊆ ∼h.
Claim 2. Whenever P and Q are almost-identical, P∼hQ and tail(P ) u,a−→ P ′, for uh then head(P )‖P ′∼h
head(Q)‖P ′.
A difference between Claim 2 and Lemma 5 is a restriction uh; this guarantees max(0, u − h) = 0.
Let relation R contain all almost-identical pairs (P,Q) such that P∼HQ and
maxclock(P ) = maxclock(Q)2 · H.
We will show that R is a bounded bisimulation. Condition (ii) in Deﬁnition 6 in Section 5 follows immediately by Claim
2. For condition (i), consider any (P,Q) ∈ R and a transition at t = 0 from P or Q, say P 0,a−→ P ′. Since P∼HQ,
there is a Defender’s response leading to a new pair (P ′,Q′) ∈ ∼H . And by Claim 1 we get that DS(P ′,Q′) ⊆ ∼H ,
hence DS(P ′,Q′) ⊆ R as required. 
The following is a conclusion from Theorem 4. If Attacker has a winning strategy in Bisimulation Game, in its
original formulation from Section 2, then there exists also a winning strategy obeying the following restriction: the
time-stamp of each move is at least as big (late) as the biggest (latest) time-stamp in all proceeding moves, decreased by
H. Call an Attacker’s strategy well-timed if the sequence of time-stamps is weakly monotonic (non-decreasing) in each
play consistent with that strategy. In other words, well-timed Attacker’s strategies are precisely strategies in 0-game.
We have deduced that Attacker has always a strategy that is close to being well-timed. It is an interesting open question
whether Attacker has always a well-timed winning strategy, assumed that she wins. We managed neither to prove this
claim neither to disprove it by a counterexample. If proved to hold, the claim would lead to a signiﬁcant simpliﬁcation
of the decision procedure described in Section 6.
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8. Extensions
The proposed method of bisimilarity checking is quite robust and can be easily extended and adapted to other
frameworks. Below we brieﬂy sketch the proof of decidability of ∼ when communication is allowed and when well-
timed semantics is considered instead of ill-timed one.
8.1. Communication
Assume that Act contains a distinguished silent action . Moreover, assume that for each a = , there exists a
complementary action a¯ ∈ Act such that ¯¯a = a. Two different synchronization rules have been proposed for timed
processes, for a = . The most restrictive rule, studied e.g. in [2],
P
t,a−→ P ′ Q t,a¯−→ Q′
P ‖Q t,−→ P ′‖Q′
(15)
prevents from any waiting, and two processes can synchronize only if they are ready to perform complementary actions
at the same time (see [14] for a detailed discussion).
It is routine to verify that all the facts proved in Sections 4 and 5 are still valid; in particular, ∼ is still a congruence.
Moreover, Lemma 8 from Section 6 still holds, since the Presburger formula constructed in the proof can be easily
adapted for -moves arising from communication. Hence the decision procedure is exactly the same as in Section 6
and we conclude:
Theorem 5. Strong bisimilarity is decidable for TBPP with rule (15).
Now, we want to allow busy waiting when one of components is ready to execute an action before the other. Let us
replace (15) by the following rule, corresponding to semantics studied in [20]:
X
0,a−→ P Y 0,a¯−→ Q t = max{t1, t2}
t1X‖t2Y t,−→ t  (P ‖Q)
. (16)
Recall that processes are distinguished only up to structural congruence. This allows us, intuitively, to re-order parallel
components to pick up the two communicating sub-processes. Moreover, the rule allows busy waiting only in the case
of communication. When rule (16) is adopted, even Lemma 2 from Section 4 does not hold and it is not clear how to
adapt our proof for this case. As a simple counterexample consider the following process deﬁnition:
A
a−→ A, A′ a−→ A′, A′ a¯−→ A, A′1 a¯−→ 0
and the following pair of bisimilar processes:
A‖A‖1 (A′1‖A), A‖A‖1A′. (17)
Obviously 1 (A′1‖A) and 1A′, or equivalently A′1‖A and A′, are not equivalent, since only one of them can
exhibit communication. On the other hand, to see that processes in (17) are equivalent, notice that both are capable of
performing a¯ exactly once, either in communication or separately. While in the right-hand process the communication
can be derived in a unique way, in the other process there are two possibilities. In each case, after the communication
both processes are equivalent to A‖1A, since A‖A, A‖0 and A are equivalent.
Note that we did not use  in rewriting rules, hence the counterexample is still valid when explicit use of  is forbidden
(like in CPP, cf. [8]).
8.2. Well-timed semantics
In well-timed semantics a transition P t,a−→ P ′ is allowed exclusively at time t = minclock(P ). This is even more
restrictive for Attacker than 0-game in Section 7, as in 0-game, a transition P u,a−→ P ′ may still be performed if
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u > minclock(P ); and the only consequence is that all consecutive moves should have time-stamps greater or equal
to u.
We lose now all the decomposition properties from Section 4 except Lemma 1. Hence we can consider only pairs
(P,Q) with
minclock(P ) = 0 = minclock(Q).
We put additionally minclock(0) = 0, so that the empty process is not ruled out. Two such P,Q are bisimilar iff they
are related by some zero-bisimulation, that is a binary relation R over processes such that whenever (P,Q) ∈ R, for
each a ∈ Act,
• if P 0,a−→ P ′ then Q 0,a−→ Q′ for some Q′ such that minclock(P ′) = minclock(Q′) and (now(P ′), now(Q′)) ∈ R;
• if Q 0,a−→ Q′ then P 0,a−→ P ′ for some P ′ such that minclock(P ′) = minclock(Q′) and (now(P ′), now(Q′)) ∈ R.
Zero-bisimulations should not be confused with h-bisimulations from Section 7. A zero-bisimulation gives rise to a
zero-bisimulation, but the converse is not true.
Due to the bound H on maxclock(_) of all right-hand sides of rewrite rules, there always exists a zero-bisimulation
containing only pairs (P,Q)with maxclock(P ) H and maxclock(Q)≤H , called a bounded zero-bisimulation below
(maxclock(P ) needs not be equal tomaxclock(Q), evenwhenP andQ are bisimilar). Strong bisimilarity is a congruence
again, hence by Theorem 2 we derive:
Lemma 10. Assume minclock(P ) = 0 = minclock(Q). P∼Q iff P and Q are related by a semi-linear bounded
zero-bisimulation.
Lemma 11. For a semi-linear binary relation R over N{0,... ,H }×Const , given by a ﬁnite set of base-periods pairs, it is
decidable whether R is a bounded zero-bisimulation.
Proof. Similarly as in Lemma 8, given R, we can effectively construct a formula in Presburger arithmetic R such that
R is valid iff R is a bounded zero-bisimulation. 
Similarly as in Section 6, Lemmas 10 and 11 form a core of the semi-decision procedure: it consists of enumerating
(base-periods representations of) all the semi-linear binary relations over N{0,... ,H }×Const and checking whether any of
them is a bounded zero-bisimulation and contains the pair we check for equivalence. Hence we have proved:
Theorem 6. Strong bisimilarity is decidable for TBPP with rule (15), under well-timed semantics.
In the same vein one can showdecidability evenwhen busywaiting is allowed—recall thatwewere not able to achieve
this in the ill-timed setting. As a conclusion, well-timed semantics is robustly easier that the ill-timed counterpart. We
omit the details here. The crucial observation is that the boundH on maxclock(_) of relevant related pairs can be applied
as before and that the well-timed transition relation, including the necessary busy waiting of parallel components, is
easily expressible in Presburger arithmetic.
9. Positive-duration fragment
Let  be a pure positive-duration process deﬁnition, i.e., the right-hand side expressions in  conform to the syntax
(2) under the restriction t > 0 (cf. Section 2). As usual we assume also that is guarded. Instead of transforming into
standard form, in this section we prefer to work with the full syntax. However, a transition transforms a pure process
into an impure one, because the delays 1 _, describing durations of actions performed, accumulate and therefore
may appear not accompanied syntactically by an action preﬁx. Hence we need to extend the syntax of pure processes
slightly. Let semi-pure processes be given by the syntax that extends (2) with:
P ::= . . . | 1P .
For instance, t P is always semi-pure if P is pure.
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First, let us emphasize a decomposition property of performance equivalence in positive-duration fragment. In
Lemma 13 we prove that cancellation holds, which allows to prove easily the decomposition result in the following
Lemma 14. This extends a similar result of [5]. Moreover, our proof method is simpler and more direct.
Lemma 12 (Time progress). For any semi-pure P and t0, there is no inﬁnite sequence of transitions labeled by t
starting in P:
P
t,a1−→ P ′ t,a2−→ P ′′ t,a3−→ · · · .
Proof. By structural induction over P, we give a ﬁnite upper bound |P | on the number of consecutive transitions
labeled by t. When P = a.t ′P ′, this bound is equal 1, i.e., P can have at most 1 transition labeled by t in sequence,
P
t,a−→ t ′P ′, since t ′ > 0. When P = 1P ′, we put |1P ′| = |P ′|. Furthermore, |P1 + P2| = max{|P1|, |P2|}
and |P1‖P2| = |P1| + |P2|. Finally, when P = X, |X| = |E|, where (X def= E) ∈ . 
Lemma 13 (Cancellation). Let P1, P2, Q1 and Q2 be semi-pure. If P1‖Q1 ∼ P2‖Q2 and Q1 ∼ Q2 then P1 ∼ P2.
Proof. Assume P1‖Q1 ∼ P2‖Q2 and Q1 ∼ Q2. We can substitute Q1 for Q2 to obtain: P1‖Q1 ∼ P2‖Q1. The
crucial insight is that Defender has a “copy–paste” strategy in the game for P1 ∼ P2.
Formally, to show P1 ∼ P2 we shall demonstrate that the relation
R = {(P1, P2) : P1‖Q ∼ P2‖Q for some Q}
is a performance bisimulation. For each (P1, P2) ∈ R we need to show that each transition of P1 can be matched by a
transition of P2, and vice versa. So, assume P1
t,a−→ P ′1. Hence P1‖Q
t,a−→ P ′1‖Q, where Q is chosen so that P1‖Q ∼
P2‖Q. Therefore, P2‖Q has a matching transition. If the matching transition is performed in P2, i.e., P2 t,a−→ P ′2 and
P ′1‖Q ∼ P ′2‖Q, we are done. Otherwise, assume that the matching transition is performed in Q, i.e.,
Q
t,a−→ Q′ (18)
and P ′1‖Q ∼ P2‖Q′. But due to (18), process P ′1‖Q has again a transition labeled by t and a, P ′1‖Q
t,a−→ P ′1‖Q′. And
again, if the response of P2‖Q′ is performed by P2, we are done. Otherwise,
Q′ t,a−→ Q′′ (19)
and P ′1‖Q′ ∼ P2‖Q′′. Now a crucial observation is that we cannot continue forever in this way, with transitions (18),
(19), and so on, since this would yield an inﬁnite sequence of transitions labeled by t and a,
Q
t,a−→ Q′ t,a−→ Q′′ t,a−→ · · ·
which is excluded by Lemma 12. Hence after some ﬁnite number of iterations, a response must be eventually performed
in P2. This completes the proof. 
Lemma 14 (Decomposition). Let P1, P2, Q1 and Q2 be pure. If P1‖t Q1 ∼ P2‖t Q2 and t > 0 then P1 ∼ P2
and Q1 ∼ Q2.
Proof. To prove Q1 ∼ Q2, it is enough to observe that for ﬁxed P1 and P2, the relation {(Q1,Q2) : P1‖t Q1 ∼
P2‖t Q2 for some t1} is a performance bisimulation. Then P1 ∼ P2 follows immediately by Lemma 13. 
Lemma 14 will be used in the proof of Theorem 7. Recall that this strong decomposition property does not hold
when zero-durations are allowed, cf. Example 2 in Section 4.
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Lemma 15. If P is pure and P 0,a−→ Q then Q = t P ′‖P ′′, for some t > 0, and pure P ′, P ′′.
(Recall that equality is understood up to the structural congruence, cf. Section 2, and that a pure and positive-duration
 is considered.)
Proof. Routine, by structural induction w.r.t. the length of derivation of a transition. 
We will prove that performance equivalence coincides with distributed bisimilarity [11], the variant of bisimilarity
taking into account distribution of processes. Distributed bisimilarity can be decided in polynomial time in BPP [25]
and, due to the coincidence, the algorithm carries over to performance equivalence.
Distributed bisimilaritywas introduced in [7], but herewe follow [11]. Given a plain (untimed)BPP process deﬁnition
, consider the following SOS transition rules for BPP process expressions:
a.P
a−→ [P, 0]
(X
def= P) ∈  P a−→ [P ′, P ′′]
X
a−→ [P ′, P ′′]
P
a−→ [P ′, P ′′]
P + Q a−→ [P ′, P ′′]
P
a−→ [P ′, P ′′]
P ‖Q a−→ [P ′, P ′′‖Q]
.
(20)
We write P a−→ [P ′, P ′′] if this transition can be derived from the above rules. The rules reﬂect a view on a process as
distributed in space. A transition P a−→ [P ′, P ′′] gives rise to a local derivative P ′, which intuitively records a location
at which the action is observed, and a concurrent derivative P ′′, recording the part of the process separated from the
local component.
Two BPP processes P1 and P2 are distributed bisimilar w.r.t. , denoted P1 ∼d P2, if they are related by some
distributed bisimulation R, that is a binary relation over BPP process expressions such that whenever (P,Q) ∈ R, for
each a ∈ Act,
• if P a−→ [P ′, P ′′] then Q a−→ [Q′,Q′′] for some Q′,Q′′ such that (P ′,Q′) ∈ R and (P ′′,Q′′) ∈ R;
• if Q a−→ [Q′,Q′′] then P a−→ [P ′, P ′′] for some P ′, P ′′ such that (P ′,Q′) ∈ R and (P ′′,Q′′) ∈ R.
We aim at relating ∼ and ∼d, for  derived naturally from . Actions in  will be pairs (a, t), for an action a of 
and a delay t  _ appearing in . First, let u(P ) (untimed P) be a plain BPP expression obtained from P by replacing
each action-delay pair a.t P with (a, t).P . Similarly, let  = u() be a BPP process deﬁnition obtained by replacing
each right-hand side P with u(P ). In the sequel we write ∼d instead of ∼d
u(). Note that given a BPP process P
′
, there
is precisely one P such that u(P ) = P ′.
The following lemma states a close relationship between transitions of P and u(P ).
Lemma 16. Assume P is pure.
(i) If P 0,a−→ t P ′‖P ′′ then u(P ) (a,t)−→ [u(P ′), u(P ′′)].
(ii) If u(P ) (a,t)−→ [Q′,Q′′] then P 0,a−→ t P ′‖P ′′, for the unique P ′ and P ′′ with u(P ′) = Q′ and u(P ′′) = Q′′.
Proof. By structural induction w.r.t. the length of derivation of a respective transition.
Case P = 0: Obvious.
Case P = a.t P ′: Immediate, since the only transitions of P and u(P ) are:
P
0,a−→ t P ′ = t P ′‖0 and u(P ) = (a, t).u(P ′) (a,t)−→ [u(P ′), 0].
Case P = P ′ + P ′′: If lemma holds for P ′ and P ′′, directly from the SOS rules (1) and (20) we conclude that it
also holds for P ′ + P ′′, as u(P ′ + P ′′) = u(P ′) + u(P ′′).
Case P = P ′‖P ′′: Assume lemma holds for P ′ and P ′′. For (i), w.l.o.g. assume that an action a of P ′‖P ′′ is
performed in P ′, i.e., P ′ 0,a−→ t P ′1‖P ′2 and hence
P ′‖P ′′ 0,a−→ t P ′1‖P ′2‖P ′′.
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By induction assumption we conclude u(P ′) (a,t)−→ [u(P ′1), u(P ′2)] an hence also
u(P ′)‖u(P ′′) a−→ [u(P ′1), u(P ′2)‖u(P ′′)].
Since u(_) preserves parallel composition, we have u(P ′)‖u(P ′′) = u(P ′‖P ′′) and u(P ′2)‖u(P ′′) = u(P ′2‖P ′′), and we
get the desired transition:
u(P ′‖P ′′) a−→ [u(P ′1), u(P ′2‖P ′′)].
The proof of (ii) is similar. W.l.o.g. assume that an action of u(P ′‖P ′′) = u(P ′)‖u(P ′′) is performed in u(P ′), i.e.,
u(P ′) (a,t)−→ [P1, P2] and hence
u(P ′)‖u(P ′′) a−→ [P1, P2‖u(P ′′)].
Again by induction assumption we deduce that P ′ 0,a−→ t P ′1‖P ′2 for some P ′1, P ′2 with u(P ′1) = P1 and u(P ′2) = P2.
Hence, we get
P ′‖P ′′ 0,a−→ t P ′1‖P ′2‖P ′′,
with u(P ′2‖P ′′) = P2‖u(P ′′).
Case P = X: immediate.
This completes the proof. 
Theorem 7. Assume P1 and P2 are pure. P1 ∼ P2 iff u(P1) ∼d u(P2).
Proof. IF-IMPLICATION: We shall prove that the relation R deﬁned as:
{(t1P1‖. . .‖tk Pk, t1Q1‖. . .‖tk Qk) : k0, ∀1 ik u(Pi) ∼d u(Qi)}
is a performance bisimulation; Pi and Qi range over pure processes. Consider (t1P1‖. . .‖tk Pk,
t1Q1‖. . .‖tk Qk) in R and let t1P1‖. . .‖tk Pk t,a−→ P¯ . As all Pi and Qi are pure, there is some i such that
t = ti and this transition is performed in Pi , Pi 0,a−→ . By Lemma 15 we conclude Pi 0,a−→ t P ′‖P ′′, for some pure
P ′, P ′′ and t > 0; and
P¯ = t1P1‖. . .‖ti−1Pi−1‖(ti + t)P ′‖ti P ′′‖ti+1Pi+1‖. . .‖tk Pk.
By Lemma 16(i) we have u(Pi) (a,t)−→ [u(P ′), u(P ′′)]. Since u(Pi) ∼d u(Qi), we know that there are some Q′
and Q′′ such that u(Qi)
(a,t)−→ [Q′,Q′′] and u(P ′) ∼d Q′ and u(P ′′) ∼d Q′′. Now we apply Lemma 16(ii) to get
Qi
0,a−→ t  S′‖S′′ with u(S′) = Q′ and u(S′′) = Q′′. Hence
t1Q1‖. . .‖tk Qk t,a−→ Q¯ and (P¯ , Q¯) ∈ R,
where
Q¯ = t1Q1‖. . .‖ti−1Qi−1‖(ti + t) S′‖ti  S′′‖ti+1Qi+1‖. . .‖tk Qk.
ONLY-IF-IMPLICATION: We will show that
R = {(u(P ), u(Q)) : P ∼ Q, and P,Q are pure}
is a distributed bisimulation. Assume P ∼ Q, and let u(P ) (a,t)−→ [P ′1, P ′2]. By Lemma 16(ii), P
0,a−→ t P1‖P2 for some
P1 and P2 with u(P1) = P ′1 and u(P2) = P ′2. Since P ∼ Q, Q
0,a−→ t ′Q1‖Q2 and t P1‖P2 ∼ t ′Q1‖Q2. Again
by Lemma 16, u(Q) (a,t
′)−→ [u(Q1), u(Q2)].
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If Q2 = 0 then t P1‖P2 ∼ t ′Q1‖Q2 implies t = t ′, as P1, P2, Q1 and Q2 are all pure. Otherwise, if Q2 = 0, t ′
may be assumed to be equal t by the time cancellation law for 0 (cf. Section 2). So we have t P1‖P2 ∼ t Q1‖Q2.
By Lemma 14 we have P1 ∼ Q1 and P2 ∼ Q2, hence both (P ′1, u(Q1)) = (u(P1), u(Q1)) and (P ′2, u(Q2)) =
(u(P2), u(Q2)) are in R. This completes the proof. 
By Theorem 7, we obtain:
Theorem 8. There exists a polynomial-time algorithm for performance equivalence in the positive-duration fragment.
9.1. Communication
To express communication, the distributed semantics (20) is usually extended by an additional rule (cf. [11]):
P
a−→ [P ′, P ′′] Q a¯−→ [Q′,Q′′]
P ‖Q −→ [P ′‖Q′, P ′′‖Q′′]
.
This rule is analogous to (15) in Section 8. If we admit both rules, we are still able to prove the coincidence stated in
Theorem 7, if we assume that actions a and a¯ involved into a communication have always equal durations. We omit
here most of the details, being routine, and sketch only an adaptation of the proof of cancellation (Lemma 13).
Recall that a crucial insight was a Defender’s copy–paste strategy in the game for P1 ∼ P2, based on the strategy for
P1‖Q ∼ P2‖Q. Let P1 t,−→ P ′1, which can be either a communication or an explicit -preﬁx. As long as the Defender’s
answer to P1‖Q t,−→ P ′1‖Q is performed solely in P2 or in Q, the argument as before applies, independently whether
the answer is a communication or explicit . (Lemma 12 holds still.) But it can happen that after a number of paste–copy
moves, which made Q evolve into some Q¯, the answer is a communication between P2 and Q¯, due to
P2
t,a−→ P ′2 and Q¯ t,a¯−→ Q¯′,
for some action a, i.e.,
P ′1‖Q¯ ∼ P ′2‖Q¯′.
But now, ifwe focus on action a¯, the situation is precisely as inLemma13. Imagine anAttacker’smoveP ′1‖Q¯
t,a¯−→ P ′1‖Q¯′.
Again the same argument can be used to show that after another series of paste–copy moves, the answer to a¯ must be
ﬁnally in P ′2, i.e., P ′2
t,a−→ P ′′2 . Hence, we derived P ′1‖Q˜ ∼ P ′′2 ‖Q˜, for some Q˜, and P2
t,a−→ P ′2
t,a¯−→ P ′′2 . And since we
are in positive-duration fragment, we conclude that the two transitions performed in P2 are independent, i.e., in two
different components of P2—otherwise the time-stamps could not be the same. Hence, P2
t,−→ P ′′2 , as needed.
Distributed bisimilarity is still decidable in polynomial time when communication is allowed—this is a topic of a
forthcoming paper. Hence, as a conclusion, performance equivalence is polynomial as well.
10. Final remarks
We proved decidability of strong bisimilarity, also known as performance equivalence, for timed BPP. The decision
procedure is based on decidability of validity problem for Presburger arithmetic. Nevertheless we believe that after
the crucial development of Sections 4 and 5, also other proof methods known for plain BPP could be used here. For
instance, the decision procedure could be also based on searching for a ﬁnite bisimulation base [6] or for a successful
tableau [12,11]. In the latter case, we suppose that the method proposed in [28], being a generalization of the tableau
method of [12], could be further generalized to capture our setting.
Exact complexity of the problem rests still unknown. Since our problem subsumes strong bisimilarity checking
for BPP, the PSPACE lower bound of Srba [29] applies as well. While in the case of plain BPP the complexity of
strong bisimilarity was recently ﬁnally established by Jancˇar [23], it is still open whether his method can be translated
to TBPP.
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Another interesting open question concerns simpliﬁcation of strategies in the Bisimulation Game. Assumed that
Attacker wins from a given pair of processes, does she always have a well-timed winning strategy (cf. remark at the
end of Section 5)? If true, this would lead to simpliﬁcation of the decision procedure. Moreover, it would be much
more likely that the approach of [23] applies for TBPP as well.
In the positive-duration fragment, we have proved coincidence of performance equivalence with distributed bisimi-
larity. This completes the picture of coincidences between different non-interleaving equivalences on BPP.
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