In this paper, we introduce a new iterative algorithm by the relaxed extragradient-like method for finding a common element of the set of solutions of generalized mixed equilibrium problems, the set of solutions of a more general system of variational inequalities for finite inverse strongly monotone mappings and the set of solutions of a fixed point problem of a strictly pseudocontractive mapping in a Hilbert space. Then we prove strong convergence of the scheme to a common element of the three above described sets.
Introduction
In this paper, we assume that H is a real Hilbert space with the inner product ·, · and the induced norm · and C is a nonempty closed convex subset of H. P C denotes the metric projection of H onto C and F(T) denotes the fixed points set of a mapping T. The sequence {x n } converges weakly to x which is denoted by x n x. Let ϕ : C → R be a real-valued function and let A : C → H be a nonlinear mapping. Suppose that F : C × C → R is a bifunction.
The generalized mixed equilibrium problem is to find x ∈ C (see, e.g., [-]) such that In order to find a common element of the solutions of problem (.) and the common fixed points of a family of strictly pseudocontractive mappings, Cai and Bu [] studied the following algorithm: pick any x  ∈ H, set C  = C, x  = P C  x  , and
F(x, y) + ϕ(y) -ϕ(x)
Under suitable conditions, they also obtained one strong convergence theorem. In this paper, motivated and inspired by the above facts, we study a new iterative algorithm by the relaxed extragradient-like method for finding a common element of the set of solutions of generalized mixed equilibrium problems, the set of solutions of a more general system of variational inequalities for finite inverse strongly monotone mappings and the set of solutions of a fixed point problem of a strictly pseudocontractive mapping in a Hilbert space. Then we prove strong convergence of the scheme to a common element of the three above described sets. http://www.fixedpointtheoryandapplications.com/content/2013/1/126
Preliminaries
For solving the equilibrium problem, let us assume that the bifunction F satisfies the following conditions: (A) F(x, x) =  for all x ∈ C; (A) F is monotone, i.e., F(x, y) + F(y, x) ≤  for any x, y ∈ C; (A) F is weakly upper semicontinuous, i.e., for each x, y, z ∈ C,
(A) F(x, ·) is convex and lower semicontinuous for each x ∈ C; (B) For each x ∈ H and r > , there exists a bounded subset D x ⊆ C and y x ∈ C such that for any z ∈ C\D x ,
(B) C is a bounded set. Let H be a real Hilbert space. It is well known that
for all x, y ∈ H.
Definition . Let C be a nonempty closed convex subset of a real Hilbert space H.
() A mapping T : C → C is said to be nonexpansive if
() A mapping T : C → C is said to be k-strictly pseudocontractive if there exists a constant k ∈ [, ) such that
It is obvious that k = , then the mapping T is nonexpansive; () A mapping T : C → H is said to be monotone if Tx -Ty, x -y ≥ , ∀x, y ∈ C; http://www.fixedpointtheoryandapplications.com/content/2013/1/126 () A mapping T : C → H is said to be α-inverse-strongly monotone if there exists a positive real number α such that
It is obvious that any α-inverse-strongly monotone mapping T is monotone and  α -Lipschitz continuous.
Definition . P C : H → C is called a metric projection if for every point x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that
In order to prove our main results in the next section, we recall some lemmas.
Lemma . []
Let C be a nonempty closed convex subset of H and let T : C → C be a k-strictly pseudocontractive mapping, then the following results hold:
Lemma . []
Let C be a nonempty closed convex subset of H and let T : C → H be an α-inverse-strongly monotone mapping, then for all x, y ∈ C and λ > , we have
So, if  < λ ≤ α, then I -λT is a nonexpansive mapping from C to H.
Lemma . Let C be a nonempty closed convex subset of H and let P C : H → C be a metric projection, then
Lemma . [] Let C be a nonempty closed convex subset of H. Assume that F : C × C → R satisfies (A)-(A) and let ϕ : C → R be a lower semicontinuous and convex function. Assume that either (B) or (B) holds. For r >  and x ∈ H, define a mapping T (F,ϕ) r
: H → C as follows:
for all x ∈ H. Then the following hold:
is a continuous monotone mapping and let ϕ : C → R be a lower semicontinuous and convex function. Assume that either (B) or (B) holds. For r >  and x ∈ H, define a mapping K (F,ϕ) r
for all x ∈ H. Then the following hold: 
Putting  = I, where I is an identity mapping,
k= is a family of β k -inverse-strongly monotone mappings from C into H, so they are continuous monotone mappings. Observe that
which implies that x is a fixed point of the mapping T
is firmly nonexpansive, then it is obvious that T (F,ϕ) r is nonexpansive. And from Lemma ., we have
which implies T is nonexpansive.
Lemma . [] Let C be a nonempty closed convex subset of H. Let A i be α i -inverse-strongly monotone from C into H, respectively
, where i ∈ {, , . . . , N}. Let G : C → C be a mapping defined by
. . , N , and  = I, where I is an identity mapping. Since P C is nonexpansive and from Lemma ., we have 
that is,
Proof (⇐ ) From Lemma .(), it is obvious that (.) is the solution of problem (.).
( ⇒) Since
Similarly, we get
Therefore we have
which completes the proof.
From Lemma ., we know that x *  = G(x *  ), that is, x *  is a fixed point of the mapping G, where G is defined by Lemma .. Moreover, if we find the fixed point x *  , it is easy to solve the other points by (.).
Lemma . []
Let {x n } and {y n } be bounded sequences in a Banach space X and let {β n } be a sequence in [, ] with  < lim inf n→∞ β n ≤ lim sup n→∞ β n < . Suppose that x n+ = β n x n + ( -β n )y n for all integers n ≥  and lim sup n→∞ ( y n+ -y n -x n+ -x n ) ≤ . Then lim n→∞ y n -x n = . http://www.fixedpointtheoryandapplications.com/content/2013/1/126
Lemma . [] Let T : C → C be a nonexpansive mapping with F(T) = ∅. If x n x *
and (I -T)x n → y * , then (I -T)x * = y * .
Lemma . [] Assume that {α n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in (, ) and {δ n } is a sequence such that ()
Main results
In this section, we state and verify our main results. We have the following theorem.
Theorem . Let C be a nonempty closed convex subset of a real Hilbert space H. Let
{F k } M k= be a family of bifunctions from C × C into R satisfying (A)-(A), let {ϕ k } M k= : C → R be a
family of lower semicontinuous and convex functions and let {B k }

M k= be a family of β kinverse-strongly monotone mappings from C into H. Let A i be α i -inverse-strongly monotone from C into H, respectively, where i ∈ {, , . . . , N}. Let S be a δ-strict pseudocontractive mapping from C into itself such that
where G is defined by Lemma .. For F k and ϕ k , k = , , . . . , M, assume that either (B) or (B) holds. Pick any x  ∈ C, let {x n } ⊂ C be a sequence generated by
where λ i ∈ (, α i ), i = , , . . . , N , δ ∈ (, ). {a n }, {b n }, {c n }, {d n } ⊂ [, ] satisfy the following conditions:
(ii) lim n→∞ a n =  and
∀k ∈ {, . . . , M}, n ∈ N, Step . Firstly, we show that {x n } is bounded. Indeed, take p ∈ F arbitrarily. Since p = k n p = Sp, ∀k ∈ {, , . . . , M}, ∀n ∈ N. By Lemma ., we have
It follows from Lemma . and (.) that
Furthermore, from (.), we have
which implies that
So, we have
By induction, we obtain that
Hence, {x n } is bounded. Consequently, we deduce immediately that {z n }, {y n }, {Sy n } are bounded.
Step . Next, we prove that lim n→∞ x n+ -x n = . Indeed, define x n+ = b n x n + ( -b n )w n for all n ≥ . It follows that
Observe that
then we have
Hence it follows from (.), (.), (.) and
Consequently, it follows from (.), conditions (ii), (iv) and {y n }, {Sy n } are bounded that
Hence, by Lemma ., we get lim n→∞ w n -x n = . Thus, from condition (iii), we have
Step . We show that lim n→∞ B k
It follows from Lemma . that
By Lemma . and Lemma ., we have
By induction, we get
From condition (i) and (.), we get
So, in terms of (.) and (.), we have
It follows that 
which implies that By induction, we have
