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I. INTRODUCTION 
Given, in a Banach space (E, 11) (dim E = co), the initial value problem 
x’ = f(h x), x(0) = z(s: [0, T] x E--t E), (1) 
continuity of f does not imply the existence of a solution since Peano’s 
theorem is not valid. One might try to construct a solution by successive 
approximations: we denote by f the class of initial value problems (1) for 
which successive approximations converge. This is made more precise by the 
following. 
DEFINITION. An initial value problem (1) is contained in the class J iff 
(1) has exactly one absolutely continuous solution x on [0, T] and successive 
approximations S’y, n = 1, 2,..., (Q)(t) := J:f(r, y(r)) dr + z, converge for 
each y E Q to x uniformly on [0, T]. (Here and in the following 0 denotes 
the space of continuous functions u: [0, T] + E with the topology of uniform 
convergence.) 
The determination of the class J under the assumption of the one or two 
inequalities 
Ifk XI) -fk xdl < ~&7 Ix, --%I), P = 1, 2, (2) 
IX,-Zl<W v= 1,2 
(which can always be reduced to one by taking the minimim) has been the 
topic of many authors. 
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Classical Examples of “Uniqueness Functions” o 
I: o(t,y) = h(t) l(y), *,, $ = as, ! h EL’(0, T) 
(Mantel, Osgood if h = 1, Lipschitz if h = 1, 1(v) = Lv). 
II: o,(t,y) = CJ’“, w*(t,y) = Y$’ O<u<l,y<& 
(Krasnoselskii-Krein). 
w (t 4’) = cy” 
1-P 
I 7 
P ’ 
Q&J’) = Y$ BteO<a<l,y<l_u 
(Kooi). 
IV: w(t, y) = y/t and f continuous in (0, z) (Nagumo). 
More instructive seems the equivalent writing 
supilf(t. XI) -f(t, XJlr Ix, -x21 < at) < a for a > 0. 
v: o(t,y) ==J and f continuous in (0, z) (Kamke). 
These examples are special cases of the following. 
General Criteria 
Assume that cc,(t, 0) = 0 and that w,, w2 are Caratheodory (definition 
follows) on [E, T] for each E > 0. Then (1) E J if 
(1) Perron (P): y’ = o,(t, y), lim y(t -+ +0) = 0 implies y E 0. 
(2) Kamke (K): y’ = c+(t, y), y = o(t)(t + +0) implies 4’ = 0 and f is 
continuous in (0, z). 
(3) Brauer (B): There exist continuous a, 6: [0,6] + R + (IR + :=y E R, 
y > 0) with a = o(b) (t + +O), a(0) = 0, such that y’ = w,(t, y), lim 
~(t- +0) = 0 implies y < a and u’ = w,(t, v), u = o(b) (t --) +0) implies 
v = 0. 
It is easy to see that these criteria have the following implications T- 
(D-y := hm( y(t - E) -y(t))/& (E -+ +O)): 
Perron (p): D-y(t) a,.,, o?(t,y) has solutions yn: [0, T] -+ (0, l/nj, 
n = 1, 2,... . 
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Kamke (R): D -y(t) a,.,. oz(t, y) has solutions y,: (0, T] + [0, l/n] with 
iim( y,(t)/t)(t + +O) > 0, n = 1, 2 )... . 
Brauer (@: D-y(t) a,,,. 
lim( y,(t)/b(r))(t + +O) > 0. 
w&y) has solutions y,: (0, T] + [0, l/n] with 
These solutions are assumed to be absolutely continuous. 
Proof. Take the y, as solutions of the terminal value problems 
Y,(T) = l/n. Q.E.D. 
(Note that the JJ” are nondecreasing since w, > 0 and hence lim y, (t -+ +0) 
does exist.) 
A description of our new results follows: 
(a) We present a new criterion C, that generalizes the Kamke and 
Brauer theorems. C, has many applications, for example, the following: If f 
is continuous in (0, z) and w,(t, v) = I(y)/l(t), 1(O) = 0, 1 convex, then 
(1) E J (IV and V are special cases). 
(b) Whether w(t, .) has to be nondecreasing or not has been discussed by 
many authors [6, 7, 10, 171, and Deimling [5] considers it an open question 
for Banach spaces. Lakshmikantham and Mitchell [ 111 give no general 
answer but replace monotonicity of UJ by a rather indirect condition 
concerning the limiting properties of the sequence S”JJ, n = 1,2,.... In the 
present paper we prove that monotonicity in all cases can be dropped. (As 
reported in [5,7] many wrong proofs were published in this connection.) 
(c) We show that the (Caratheodory) regularity assumptions on w, like 
continuity of w(t, ,) and measurability of w(., x), are not necessary. (In fact 
for dim E = co continuity seems to be unnatural since w  provides an 
estimate for the modulus of continuity st~p,-~,-~~, =)’ 1 f (t, x,) -f (t, x2)1 which 
in general does not depend continuously on ~1.) Moreover we replace w  by 
the continuity modulus itself (and (P), (K), (B) by (p), (E), (B)). 
(d) Denoting the classes of initial value problems (1) satisfying (P), (K), 
(B) by (P), (K), (B), respectively, Walter [2 1 ] proved (B) c (P) and 
Deimling [6] proved that under monotonicity (P) U (K) cJ. The 
combination (B) c J generalizes well-known results of Brauer [ 11, 
Luxemburg [ 121, Krasnoselskii and Krein [8], Kooi [9] and Rosenblatt 
[ 181. (Brauer’s proof for (K) c (B) could not be found correct by the present 
author.) For dim E < 00, Olech [ 15 ] showed (K) c (P), but the proof uses 
the compactness of bounded sets and therefore cannot be transferred to 
dim E = co. This was remarked by Vidossich [ 191. The same holds (as 
remarked by the authors) for the proof of Evans and Feroe [ 71 on the redun- 
dancy of monotonicity. 
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Another classification of uniqueness functions o(Z’i to 8,) was given by 
Walter [22]. 
We introduce generalized classes K, B, P and show for dim E = co that 
Kc B c P cJ. It seems that all existing criteria of type (2) for (1) E J 
(whether o(t, .) is nondecreasing or not) are sufficient conditions of our 
(e) “Continuity modulus criterion” (criterion for the class P). There exist 
continuous functions y,: [0, T] --t (0, l/n] such that 
suPllf(tl x,) -f(t, -5% I x, - ~21 < y,,(t), 1-q. - ZIG d(t), v = 1, 2 1 
< D-v,,(t), n = 1, 2,... . 
Here d is continuous and d(0) = 0. (Note that the left side corresponds to a 
monotonic 0.) 
(f) Since we could not prove this “continuity modulus criterion” by 
classical methods we had to develop our “Successive Approximation 
Theorem” for genera1 “nonanticipating” operators S:Q+sF 
(“nonanticipating” here means that (sx)(t) is determined by x(r), 0 < r < t). 
(g) A result of Vidossich. Vidossich [ 191 believed that the following 
criterion would be an entirely new one and would not fit into one of the 
classes (K), (B), (P): (1) E J if If(t, x,) -f(t, xz)l ,< w(t, Ix1 - x2 I), where 
w(t, y) = w(y): [0, E] + [0, E] has the following properties: 
(i) w  is nondecreasing, 
(ii) w  is continuous from the right, 
(iii) w  has only the fixed point y = 0 (not to mix up with the solutions 
of y’ = w(y)). We bring that criterion into the usual classification by our 
LEMMA 1. From all these assumptions it follows that w(y) < y, i.e., the 
criterion results in a Lipschitz condition. 
Proof: Let s := sup{ y E (0, E], w(y) > y}. There exist sg E [s - 6, s] for 
all 6 > 0 such that sg < w(sg) <w(s) (by monotonicity). Hence (letting 
6-, 0) s < w(s), s < E, since E is not a fixed point. Now, for y E (s, E), 
w(s) <w(y) < y, i.e., w(s) < s. Hence w(s) = s, s = 0 by (iii). (ii) is not 
needed. Q.E.D. 
II. BASIC NOTATIONS 
Caratheodory conditions generalize continuity. We formulate “global” 
Caratheodory conditions instead of the usual “local” ones. We say that (1) 
is (globally) Caratheodory if e,, C,, C3 hold: 
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6,: f(t, .) is continuous, 
cz: f(., x) is strongly measurable, 
C,:If(t,x)l~h(t,Ix-zl), h w  ere h(t, .) is nondecreasing, h satisfies c,, c, 
and all solutions of y’ = h(t, y), y(0) = r, r 2 0 exist on [0, T]. 
Remarks. (1) W9Y) = h(t) in the usual local Caratheodory conditions; 
in particular, if f is continuous then we can locally choose h as a constant. If 
only the maximum solution A4 of y’ = h(t, y), y(0) = 0 exists on [0, T] then 
there exists Sr such that x’ = X(t, x), x(0) = z is globally Caratheodory and 
F(f, x) =j(r, x) for Ix - z I< M. Moreover the sequence S”y, n = 1,2,... is 
not affected by the replacement off by ST as long as 1 y - z ( < M. 
(2) If (1) is (globally) Caratheodory then the operator S: Q + $9 
x + ]tf(r, x(r)) ds + z is continuous and maps bounded sets into equicon- 
tinuous ones. The Caratheodory conditions can be considered as canonical 
minimum assumptions to imply these facts. 
Our analysis uses the concept of 
Attractivity. A c B is attractive iff there is a mapping Q + N, x + n(x), 
such that S”x E A for m > n(x). 
LEMMA 2. Zf (1) is Caratheodory then there exists a continuous function 
d: [0, T] --t IF? + with d(0) = 0 such that A := {x E Q, Ix - z ) < d) is 
attractive. 
Proof. For each x E $9 the set {S’x, n = 1,2,...} is bounded: Let y be a 
bounded solution of y’ = h&y) such that ]x - z] < y. Then the assumption 
IS”x-zz( <y gives 
( s”+ ‘x - z 1 (t) < jf (f (t, S”x(r))( dr < 1’ h(s, I S”x(s) - z I) dr 
0 0 
< I k(r, y(r)) ds = y(t). 0 
Therefore the sequence g,(t) := sup{ ] S”x - z ] (t), m > n } is equicontinuous, 
decreasing and uniformly converging to a function g (g continuous), 
g<g,<sup j’h(r,IS”‘x-zi(r))dr,m>n[ 
I 0 
< I ’ h(r, g,-,(t)) dr, 0 
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since h(t, .) is nondecreasing. Hence g(t) < J’G h(r, g(r)) dr. But this implies 
(by Gronwall) that g < a, where a is the maximum solution of ~1’ = h(r, ~2). 
~(0) = 0. (This exists since h is Caratheodory in the usual local sense on 
each bounded set and h(r, .) is nondecreasing.) Now for fixed E > 0 there is 
m such that IS”x-z]<g+c,<a+c for n>m. This implies 
) S”+ ‘x - z 1 (t) < f If(r, (S”x)(r))( dr < f h(s, (9x(s) - z I) dr 
0 0 
< 
J 
’ h(t, a(r) + E) dr =: d(t) for n am. 
0 
Hence (x E g’, (x - z 1 < d) is attractive. Q.E.D. 
III. GENERAL NONANTICIPATING OPERATORS 
A Criterion for the Convergence of Successive Approximations. Consider a 
continuous operator S: Q -+ Q that is nonanticipating, i.e. 
(3) (Sx)(t) = (Sy)(t) whenever x, y E q’, x(t) = y(r), 0 < r < t. 
(4) (Sx)(O) = z for x E g. 
Of course, %F is an attractive set of S. We assume 
(5) S has an attractive set A such that SA is equicontinuous. 
THEOREM 1 (Successive Approximation Criterion). Assume cbntinuous 
functions b, < a,: [0, T] -+ [0, l/n] such that Ix, -x21 (5) < a,(t), 0 < 5 < t, 
x,, x2 E A implies ISx, - Sx,( (t) < b,(t), n = 1, 2 ,... . Then there is one and 
only one x E Q, x = Sx. Moreover S’y +x (n + 03) uniformly on [0, T] for 
each y E Q. 
Proof: Uniqueness. Assume x, = Sx,, x2 = Sx,. Then x,, x2 E A and by 
(4) for n = 1, 2,... there is a maximal t, such that Ix, -x2] < a,, on [0, t,,]. 
Hence lx, - xz] (tJ = ]Sx, - Sxs] (tn) < b&J < a&,,), and if t, < T we 
have a contradiction to the maximality of t,. 
Convergence of Successive Approximations. Let G,(t) := sup{) S”x - 
Px] (t), v,~ > I). By (5) there is m such that S”x E A and G, is continuous 
for n > m and by (4) G,(O) = 0 for all p. Now fix k E n\r : G,(r) < ak(t) on 
some interval [0, t, ] since ak > 0, But this implies G,, ,(r) < bk(r), 0 < r < f , 
and G, + ,(t) < ak(r), 0 Q r < 1, + E for some E > 0. Now since 
min(a, - bk) > 0 and {G,} is uniformly equicontinuous on [0, T], we get the 
same step E for each t, E [O, T] and each p > m in the starting inequality 
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GJT) < a,Jr) on [0, ti]. Hence G,,, (5) < a,(r), 0 < z < T, for some r E R\l. 
This shows that the .sequence {9x, n = 1,2,...) is Cauchy and has a limit 
which by continuity must be a solution of x = Sx. Q.E.D. 
IV. THE CONTINUITY MODULUS CRITERION 
Our general assumption is that initial value problem (1) is Caratheodory. 
Relations between functions are meant for all arguments contained in the 
intersection of their domains. 
According to Lemma 2 there exists a continuous function d: [0, T] + (R +, 
d(0) = 0 such that A = (x E Q, Ix - z ] < d} is attractive. This function we 
use to modify estimate (2) by (2’) resp. (2”): 
Let V= (v; u: [0, I~,] + IR + } be a family of continuous nondecreasing 
functions and r. E (0, T] depend on U. 
D-v(t) > w(t, v(r)) 
2 suP{lf(kxl) -f(cx,)l, Ix, --x*1 6 v(t); Ix, - ZI <d(t), v  = 1, 2) 
for u E V. (2’) 
D-W) 2 u(t, u(t)) 
2 SUP{lf(C x1) -f(k x*)1, Ix, - $1 = @>, lx, - ZI < d(r) + E, 
v= 1,2} for u E V (E > 0). (2”) 
Addendum. If v is absolutely continuous in (2’) or (2”) we assume 
0’ A,. co* 
Note that in (2’) the minimal w  is nondecreasing with respect to the 
second argument. In (2”) it is not, but the range on which the inequality is 
assumed is bigger. The difference to inequality (2) is that we do not assume 
any regularity properties of o and that (2’) is not expected to hold on a 
rectangle in t X x-space. 
The Hidden Omegas 
The assumption of Caratheodory conditions or continuity of f(t, x) in 
(0, z) implies the existence of an inequality (2’) with a special function w: 
LEMMA 3 (On the hidden o’s). In (2’) we can always choose w = h, 
h E L ‘. Moreover, if f is continuous in (0, z) then in (2’) we can choose 
w = h. h E L’, (6 h(r) dr = o(r) (t + +O). 
Proof. The first statement follows easily from Caratheodory condition e, 
if we take h = 2~7: y’= h(t,y), y(O)=max{d(r); O<r< T). If f is 
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continuous in (0, z) take h(t) : = 2 sup{ If(t, x) -f(0, z)l, (x - z 1 < maxi d(s). 
0 < r < t). Clearly h E L’ and IA h(r) dz = o(t) (t + +O). Q.E.D. 
Note that the second statement of Lemma 3 does not hold for (2”). 
The Generalization of the Classes (K), (B), (P) 
Assuming inequalities (2’) (resp. (2”)) we define classes K, B, P (resp. K, 
3, p) by the properties (Z?), (i), (p) that we have shown to follow from (K), 
(B), (P). We also introduce a new class 9, resp. 9: 
DEFINITION. (1) E P(F) iff V contains a sequence y,: [0, T] + (0, l/n]. 
(l)EK(K) ifff is continuous in (0, z) and V contains a sequence 
Y,: [O, T] -, 0, f [ 1 , lim v,(t) - (t -+ O) > 0. t 
(1) E B(B) iff there exist continuous functions a, b: [0,6] + R ‘(6 > 0) 
with a = o(b) (t -+ +0) such that V contains a sequence yn: [0, T] + [0, l/n]. 
lim(y,(t)/b(t)) (t + +0) > 0 and (i): inf( y(t), 4’ E V, y(t) > a(t), 
lim -v(t + +0) > 0) = a(t) for all t E (0,6). 
(1) E g(9) iff V contains a sequence yn: [0, T] -+ [0, l/n] with 
sup(y, - a) > 0, n = 1,2,... and (i) is satisfied. Note that the traditional 
Perron, Kamke, Brauer classes satisfy the definitions of I?, g, P’ (and of K. 
B, P if w(t, .) is nondecreasing). For the Brauer class (i) can be seen if we 
take all solutions of y’ = ~,(t, y), p = 1, 2, as the family V. Then 
inf{ y(t); y’ = o,(t, y), y(l) > a(t), lim y(r -+ +0) > 01 E a7 
since by assumption y’ = w,(t, y) and y(t) > a(t) for some t E (0,6] imply 
lim y(t + +0) > 0. 
THEOREM 2 (Continuity modulus criterion). It holds that 
K c B c 9 c P c J, where the symbol P c J means: If there exist continuous 
functions y.: [0, T] + (0, l/n] such that sup{lf(t, x,) -f(t, 4; 
lx1 -x2) <y,,, Ix,, - zI <d(t)} <D-y,(t) then the solution of (1) is unique 
and successive approximations converge. (If they, are absolutely continuous 
it is enough that the inequality holds almost everywhere.) 
THEOREM 3 (On the redundancy of monotonicity). If dim E > 2 then 
DC D c J for D = K, B, 9, P. Note that (2’) (0) corresponds to 
monotonicity of w(t, .) whereas (2”) (0”) does not. 
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Remark 1. For dim E = 1, 0’ c J does not hold. This was shown by 
[ 171 with a counterexample. And in fact in the proof of Theorem 3 we shall 
use that for dim E > 2 the unit sphere is connected. 
Remark 2. Theorem 3 implies that monotonicity can be dropped in the 
classical criteria (K), (II), (I’) if dim E > 2. 
Proof of Theorem 2 
(a) P c J. We want to apply the successive approximation theorem 
for (Sx)(t) := jk f(r, x(r)) dz + z. By Lemma 2 an attractive set A = 
{xEQ, Ix-zl<d) exists such that SA is equicontinuous. Assume (1) E P 
and x,, x2 E A. By definition of P there exist y,: [0, r] + (0, l/n], J’, 
continuous (respectively absolutely continuous) such that for a,(r) := y,(r) - 
(f-t/2T) y,(O) we have a,<y,, D-a,>D-y,,, O<b,:=a,-a,(O)<a, 
and su~ilfk xl) - f(t, 4, Ix, - +I < a,Wl < D-Y,(~) < D-a,(f) 
(<,.,. a:(t), respectively), n = 1, 2 ,... . Hence for (x, - x2) < a,, it follows, by 
the properties of D-, that ]Sx, -Sx,j (I)< jb If(r, x,(r))--f(r, x1(r))] dr< 
aA0 - a,(O) = M). Q.E.D. 
(b) K c B. Assume (1) E K. Since f is continuous in (0, z) we can 
choose in (2’~) o,(t, y) = h(t) with jk h(r) dr = o(t)(t + +0) by Lemma 3. 
Now take a(t) := jb h(r) dr, b(t) := f and V := WV {a(t) + l/n, n = 1, 2,...}, 
where W is the family in the definition of K. Clearly a, b, V satisfy the 
definition of B. Q.E.D. 
(c) B c 9. The function family V in the definition of B satisfies (i) and 
contains a sequence y,: [0, T] + [0, l/n] with lim( y,JJb)(t + +0) > 0. Now 
since a = o(b)(r-t +0) this implies y,(t,) > &,b(t,) > a@,) for some 
sequence (t, \ 0) and some E, > 0 depending on n. This shows that V 
satisfies the definition of 9. Q.E.D. 
(d) 9 c P. Assume (1) E 59. The function family V in the definition of 
9 contains 0,: [0, T] + [0, i/n], u,Jt,,) > a([,) for some t,. By (i) y, E V: 
o,(t,) > y,(t,) > a(t,), y,(O) > 0. Hence if u,(O) = 0, then u,(r,) = y,(r,) for 
some r, E (0, t,]. Define 
u,(r) := v,(t), O<t<T if u,(O) > 0, 
u,(t) := Y&)9 o<t<r,, 
VIM9 r,<t< T, 
if v,(O) = 0. 
Since all functions are nondecreasing we have 0 < u,, < l/n and clearly the 
sequence {u, , n = 1, 2,...} satisfies the definition of P. 
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Proof of Theorem 3 
dim E > 2 implies: For y > 0, x,, x2 C E, Ix, -x21 < 2y there exists 
x3 E E with Ix, -x3/ = Ix, -x3 1 =y. (This follows from the connectedness 
of (x E E, Ix) = 1 ).) In the definition of Z?, 2, 3, P’ we have, for all 4’ E V, 
suP{l./u,x,) -f(f,-+ Ix, --%I =J$); I-v,,--zI <d(t) + &I 
< D -y(f) (GL,. Y’(O)? (2”) 
and it is clearly no restriction if we only admit those y E V for which 1 y I < E. 
It follows that (x3 determined as before) 
sup(lf(r,x,)-f(t,X*)I;IX1 -X*I~2y(I);Ix”-zIgd(t), “= i,2} 
< 2 suP{lf(& x0) -f(b x3)1; I% -%I =.w IX” - ZI ,< WI 
< 2 suPtm %I> -fk -x3)1; I x,-xx,/=y(f),~x,.-zzJ~d(f)+E,V=0,3} 
< 20 -v(f) (<a.,. W(t))* 
since ~x,-z~~~x,-x,~+~x,-z~~~++~~++. Now we see that 2V 
satisfies the definition of K, B, 9, P. (In the cases of B and 9 we have to 
replace a by 2a.) Q.E.D. 
It follows 
PROPOSITION 1. If v satisfies (2”) and 1 v I & E then 2tr satisfies (2’). 
V. THE USEFULNESS OF THE CLASS 2.3. 
CRITERIA AND EXAMPLES 
We assume that (1) is Caratheodory and consider functions w,: (0, T] X 
F?++IR+, ,u = 1, 2, that are Caratheodory on each interval [E, T], E > 0. We 
assume that CO, satisfies 
D-Y > q(t, y) > sup{lf(t, x,) -At, -dI, I-v, - xzl < Y. lx,. - z I < &)I 
(2’) 
or 
D-y> o,(r,4’)~sup(lf(f,x,) -f(t,xz)l. Ix, -x21 =w~,lxr-zl ,<dW + ~1. 
(2”) 
and that there exists a continuous function a: [0,6] + I? ‘, a(O) = 0, such 
that all solutions of y’ = w,(t, y), limy(t -+ +0) = 0 (if there are any) are 
bounded by u. Finally we assume that w2 satisfies (2”) (w, replaced by w*) 
and that co,,(f, 0) = 0, ,u = 1, 2. 
Our main criterion for the class 9 generalizes the Kamke and the Brauer 
theorem: 
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THEOREM 4 (Criterion C,). (1) E 9 if y’ = o,(l, y), y(t) < a(t). 
0 < f < 6, implies y(t) = 0 on (0, T]. 
COROLLARY 1 (Brauer’s successive approximation theorem). (1) E 9 if 
a(t) = o(b(r))(t -9 +0) and y’ = o,(t, y), y(f) = o@(t))@ + +0) impZies y E 0. 
Proof. y < a implies y = o(b) and y = 0. Hence by Theorem 4, (1) E 9. 
Q.E.D. 
COROLLARY 2 (Kamke’s theorem). (1) E 9 if f is continuous in (0, z) 
and y’ = cf+(t, y), y(t) = o(t)(t 4 +0) implies y = 0. 
Proof. By Lemma 3 we can choose, in (2’), ~,(t, y) = h(t), lb h(t) ds = 
o(t)(t -+ +0) =: a(t). We have a special case of Corollary 1 (b(t) = I). 
Remark. Brauer’s theorem generalizes Kamke’s criterion only if (2’) is 
admitted for w,. However, in the original theorem w, had to satisfy (2”). 
Proof of Theorem 4. Assume that w, satisfies (2’) resp. (2”). Put W, := 
{Y, Y’=~,(~,Yh lYl<~~1 W, := ( y,, Y:, = w,(t, Y,), Y,(T) = l/h 
n > l/2&}. Then by Proposition 1, V := W, U 2W, resp. V := 2 W, U 2 W, 
satisfies (2’). Hence (V, a) resp. (V, 2a) suffices the definition of 9. Q.E.D. 
Now we state six other criteria, 
c,-rc,+c,+c,+c,-+c,+c, for (l)E9, 
and explain them by well-known examples. In the following let 
v: (0, T] + R + \(O) be continuous and 
c(t) := w  + SW, O<t<& 
cm 6<t<T. 
c** M&Y) G,.,. & u)for 0 < y < c(t), where 
(a) g is Curutheodory on [E, T] for all E > 0, 
(b) g(t, .) is nondecreasing, 
(c) there exists a sequence {t, \ 0) such that the maximum solutions 
v, of y; =g(t,y,) y(t,) = a@,) (existing by (a), (b)) satisfy v,(T) + 0 
(n + 00). 
ProojI We show that y’ = q(t, y), y < a, implies y(T) < v,(T). 
n = 1, 2,... (i.e., since by wZ 2 0 y is nondecreasing, y = 0): Since u,(T) --t 0 
and u, is nondecreasing we can assume that s, := sup t, U (5; u,(t) > c(t)} E 
I4a 3 4. 
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Hence there exists r,, E [sn, 61 such that 
a(r,) < c,(r,), t!,(r) < c(r) for r > rn. 
Now by Gronwall, y(r) < u,(r) for r > r,. Q.E.D. 
From C, follows immediately 
c,- %k Y) &ix. h(t)f(y) for 0 < y < c(t), where I is nondecreasing and 
forall E>O(I>O) 
this implies 
Cd. a(t) = o(t3(t + +0)./b some y > 0 and 
4 Y) 
44 4’) G.,. Y . 40 + Y- 
g(t) 
for 0 ,< Y < c(t), 
whereuEL’(O,T),g>l>Ofort>Oand 
Z(N) ,< a( 1 + tu(t)) f(t) forall aE [O,sup$J]. 
Proof. 
e(t,Y) G Y ( 40 + Y 
I((Yl4 .4 y . I@) 1 
&y 
( 
U(t) + y (Y/W + tw 
Y 1 
<Y 
( 
40 + YW +; 
1 
for 0 < y < c(t) 
(where we took a = y/t < sup c(t)/t). NOW 
dr = log Ef7+w a(t) p 
for all E > 0. Hence (l)E9 by C,. 
EXAMPLE II (Krasnoselskii-Krein). This is the special case /3 = 0 of the 
following. 
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EXAMPLE III (Kooi). 
q(4y)=y”/t”, o*(r,y)=yq, 
~<a,O<a< l,y< 1--/3/1-a, 
Prooffir 111. a(t) = const.(tl-“/t’-a) = o(P) is the maximum solution of 
Y’ = O,(f, Y), Y(O) = 0. 
Nowtake,inC,,I(y)-g(y)=y,u=O. Q.E.D. 
In criteria C,, C,, C, we assume that f is continuous in (0, z). This 
implies (by Lemma 3) the existence of W, with a(f) = o(f) (f + +0) such that 
(2’) is satisfied. 
c5 * There exists E > 0 such that 
l(Y) 
46 Y> G3.e. YW + go for 0 < y < et, 
whereuEL.‘(O,T),g~l>Ofort>Oand 
l(af) < a( 1 + fu(f)) l(f) for all a E [0, E]. 
ProoJ: Make the range [0,6] of Q so small that et > a(f) on (0,6]. Now 
with c(t) := a(t) + q(t) = et, all assumptions of C, are satisfied. Q.E.D. 
A special case is 
C, (Generalized Nagumo condition). There exists E > 0 such that 
%(f, Y> &e. y - u(t) + l(y)/g(f) for 0 < y Q et, where u E L ‘(0, T), 1 is 
continuous, g(r) > l(f) > 0 for t > 0, l(0) = 0 and 1 is conuex on [0, E]. 
Proof. Replace u by 
G(f) := max(u(t), sup(l(~)/el(~), 7 E [E, T] I). 
Now consider a E [0, e/T]: For f E [0, E] by convexity 
l(af) = l(af + (1 - a) l(0)) < al(f) < a( 1 + f;(f)) l(f). 
Moreover for t E [E, T] we have a(f/&) < 1, and again by convexity 
l(af)=l a$, gail(E)=af 
( ) 
l(e) 
-l(f) 
w 
< a( 1 + fu^(f)) l(f). 
Hence all assumptions of C, are satisfied (E replaced by min(a, E/T)). 
Q.E.D. 
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From C, follows immediately 
CT. There exists E > 0 such that wz(t, y) <<a,e, I( y)/f(t) for 0 < ~1 < Et, 
where I” exists. 
l”[O, E] >, 0 
l(t) > 0 for t > 0, I(0) = 0. 
EXAMPLE IV (Nagumo). o,(t, JJ) = y/t. 
EXAMPLE V (Kamke). O&Y) = (Y + y’)/(t + t’). 
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