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The accurate and efficient description of strong electronic correlations remains an important objec-
tive in electronic structure theory. Projected Hartree-Fock theory, where symmetries of the Hamilto-
nian are deliberately broken and projectively restored, all with a mean-field computational scaling,
shows considerable promise in this regard. However, the method is neither size extensive nor size
consistent; in other words, the correlation energy per particle beyond broken-symmetry mean field
vanishes in the thermodynamic limit, and the dissociation limit of a molecule is not the sum of the
fragment energies. These two problems are closely related. Recently, Neuscamman [Phys. Rev. Lett.
109, 203001 (2012)] has proposed a method to cure the lack of size consistency in the context of
the antisymmetrized geminal power wave function (equivalent to number-projected Hartree-Fock-
Bogoliubov) by using a Jastrow-type correlator in Hilbert space. Here, we apply the basic idea in the
context of projected Hartree-Fock theory, linearizing the correlator for computational simplicity but
extending it to include spin fluctuations. Results are presented for the Hubbard Hamiltonian and for
some simple molecular systems. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4848075]
I. INTRODUCTION
While the quantum chemistry community has effectively
solved the electronic structure problem for weakly correlated
electrons, the same cannot be said when electronic correla-
tions are strong and the familiar mean-field picture breaks
down. There are, of course, a wide variety of methods which
can be applied to strongly correlated systems, including com-
plete active space self-consistent field (CAS-SCF),1, 2 density
matrix renormalization group (DMRG),3 and several others.
All have limitations and involve choices that are not yet fully
black box.
Recently, we and others have demonstrated4 an efficient
approach to projected Hartree-Fock (PHF).5–8 In PHF, the
ground state wave function |〉 is taken to be the result of
projecting a broken symmetry determinant |〉 such that |〉
is a symmetry eigenfunction:
|〉 = ˆP |〉, (1)
where ˆP = ˆP † = ˆP 2 is a symmetry projection operator.9 The
energy is taken to be the expectation value of the Hamiltonian
with respect to |〉,
E = 〈|
ˆH |〉
〈|〉 =
〈| ˆH ˆP |〉
〈| ˆP |〉 , (2)
and we determine |〉 by variationally minimizing this pro-
jected energy in a variation after projection scheme.
The PHF wave function generally describes strong cor-
relations in finite systems reasonably well, and has provided
highly accurate results across a variety of strongly correlated
systems.8, 10–13 Only a few choices are required: one needs
only to select the symmetries which |〉 is allowed to break
and the symmetries which the projector restores, along with
the quantum numbers associated with these symmetries. Fur-
thermore, symmetries that break spontaneously (such as spin)
seem to be most important.
However, PHF is not without drawbacks. There are three
of particular importance. First, it is not really suitable to the
description of dynamical correlations. Second, it is not size
extensive:14 in the thermodynamic limit, the PHF correlation
energy is a constant so that the correlation energy per elec-
tron vanishes and the energy per particle is that of broken-
symmetry Hartree-Fock. Finally, PHF is not size consistent,
where we understand size consistency as energy additivity
for non-interacting systems; thus, a molecule described by
PHF does not dissociate into a set of PHF fragments. These
problems are not unconnected—making PHF size consistent
would require adding additional correlations to the method
and would of course be closely associated with size extensiv-
ity as well.
The failure of PHF to be size consistent is easily under-
stood. At the dissociation limit, describing each fragment at
the PHF level would require each fragment to have its own
projection operator. Thus, in the dissociation of CO2 to CO
and the oxygen atom, we should really insist that each indi-
vidual fragment be a spin eigenfunction. Instead, PHF insists
that the dissociated supermolecule be a spin eigenfunction but
does not project each fragment separately. The result is that
the PHF dissociation limit is too high because of symmetry
fluctuations between non-interacting fragments which cannot
be suppressed by a global projection operator. In a sense, this
is like the failure of truncated configuration interaction, in
which, for example, the double excitation operator cannot cre-
ate simultaneous double excitations on each fragment, which
is a quadruple excitation that would be required for size con-
sistency.
While it is clear that using local projection operators
would solve the problem of size consistency at dissociation,
the question then becomes how one would move smoothly
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from local projection operators at dissociation to a global pro-
jection operator at equilibrium. Thus, that we know the origin
of the lack of size consistency in PHF is not enough. We must
also find some way of overcoming the problem. In the case of
configuration interaction, this was provided by exponentiat-
ing the correlation operator to give coupled cluster theory, but
it is not entirely clear how to do this with projection operators
or even whether it is possible at all.
Such a way has apparently been provided by
Neuscamman15–17 in the case of the antisymmetrized
geminal power (AGP) wave function, which is identical
to number-projected Hartree-Fock-Bogoliubov.6, 7, 18 From
the symmetry projection point of view, the AGP is not size
consistent because each individual dissociation fragment is
not a number eigenfunction while the AGP wave function is.
This can be remedied by noting that
ˆQ = e−α( ˆN−N)2 (3)
is a projector as α goes to infinity, in that it eliminates all com-
ponents of a wave function except those that are eigenfunc-
tions of the operator ˆN with eigenvalue N. One could imagine
a product of such operators acting on separate Hilbert spaces,
via
ˆQ =
∏
i
e−αi ( ˆNi−Ni )
2 = e−
∑
i αi ( ˆNi−Ni )2 (4)
where ˆNi acts only on states in the ith space. This operator ˆQ
would then take the form of a product of local projectors at
dissociation but could act as a global projector near equilib-
rium since
∑
ˆNi = ˆN . We could then write a wave function
ansatz of the form
|χ〉 = ˆQ|AGP〉. (5)
In practice, it is more convenient to replace ˆQ with the related
operator
e
ˆJ = e
∑
JPQ ˆNP ˆNQ+
∑
JP ˆNP , (6)
where ˆNP and ˆNQ are number operators for orbitals P and Q.
Up to an irrelevant multiplicative constant, this operator con-
tains ˆQ in the limit of appropriately chosen coefficients JPQ
and JP, and therefore can yield a size consistent result. It in
fact does so when the coefficients are chosen variationally,
since size inconsistency necessarily raises the ground state
energy. This operator is akin to a Hilbert-space analogue of
a Jastrow function, for which reason the technique has been
dubbed a Hilbert space Jastrow correlator.
Inspired by this Jastrow-type ansatz, we pursue a sim-
ilar course with PHF as a reference rather than AGP. The
chief difficulty lies in handling the exponential operator,
which Neuscamman dealt with in a variational approach by a
Monte Carlo scheme. Here, we investigate the drastic approx-
imation of replacing the exponential with a linear operator:
e
ˆJ → 1 + ˆJ . We can then optimize the coefficients in ˆJ with
a straightforward matrix diagonalization. We would expect to
lose size consistency, for which the exponential ansatz is cru-
cial, but we hope to see significant improvements upon PHF
nevertheless.
The remainder of this paper is organized as follows. In
Sec. II we first review the basics of projected Hartree-Fock
theory, then discuss the correlator at some length. Section III
discusses results in the Hubbard Hamiltonian and in a few
molecular systems, and we conclude in Sec. IV.
II. THEORY
While there are many symmetries we could consider in
PHF, we will confine ourselves to the simplest PHF model:
spin-projected unrestricted Hartree-Fock (SUHF), where the
mean-field determinant |〉 is an eigenfunction of ˆSz and we
project onto eigenfunctions of ˆS2. The manner in which this
projection is carried out is not entirely trivial, so we will be-
gin by outlining SUHF. That done, we will turn to discuss the
form of the Jastrow-style correlator ˆJ which we will consider
and then sketch our working equations. They will require ma-
trix elements which are quite complicated, and we will ac-
cordingly not present the matrix elements in detail. The com-
putational cost, however, scales asO(N5Ngrid), where N is the
number of basis functions of the system and Ngrid is the num-
ber of points needed for the numerical quadrature outlined
below. See the Appendix for details.
A. Spin-projected UHF
The basic idea in SUHF is to write a UHF-style sin-
gle determinant |0〉 which is then spin projected to form an
eigenfunction of ˆS2. The way in which this is actually accom-
plished is somewhat indirect. It is not our intention to provide
a detailed overview of PHF, which can be found in Ref. 4.
In ordinary PHF, one could write the projection operator
in the form
ˆP =
∫
dθ eiθ( ˆS2−〈 ˆS2〉), (7)
where 〈 ˆS2〉 is the desired expectation value. However, because
ˆS2 is a two-particle operator, the action of this projection oper-
ator on a single determinant would be to produce a linear com-
bination of up to N-tuply excited states, where N is the number
of electrons in the determinant. This approach is therefore to
be avoided at all costs.
Instead, we take advantage of the SU(2) structure of spin
and make the projected wave function invariant under all ro-
tations of the spin quantization axis. In doing so, we achieve a
spin eigenfunction. This works through writing a projection-
like operator
ˆP =
∫
dW () ˆR(), (8)
where  stands for a trio of angles (α, β, γ ), the rotation
operator ˆR() is
ˆR() = ei α ˆSz ei β ˆSy ei γ ˆSz , (9)
and the integration weights W () are the matrix elements of
this rotation operator between spin eigenstates.
This projection-like operator can be simplified consid-
erably in the case of a UHF reference determinant. In this
case, we can reduce the evaluation of the energy to a single
234113-3 T. M. Henderson and G. E. Scuseria J. Chem. Phys. 139, 234113 (2013)
integration by using
ˆP ′ =
∫
dβ ˜W (β)eiβ ˆSy . (10)
Here, we have used the facts that the reference determinant is
an eigenfunction of exp (i γ ˆSz) and that exp (i α ˆSz) commutes
with the Hamiltonian to do the integrations with respect to α
and γ analytically; ˜W (β) is what remains of W () after these
integrations are done. It is important to remember, however,
that the projected wave function has the more complicated
structure associated with the actual projector of Eq. (8). This
is because when we evaluate the expectation value of a gen-
eral operator, we have
〈0| ˆP † ˆO ˆP |0〉 =
∫
d d′ W () W
(′)
×〈0| ˆR†(′) ˆO ˆR()|0〉. (11)
While the integrations over γ and γ ′ can be done analyti-
cally, the remaining four integrations still must be carried out.
Only when the operator ˆO commutes with the projector ˆP
is it possible to evaluate the expectation value using a single
integration.
To evaluate general expectation values, it is helpful to
consider the special case when ˆO is just a string of creation
and annihilation operators, which we will refer to as a density
matrix operator ˆk . By this, we mean that a k-particle reduced
density matrix is schematically
k = 1
k!
〈0| ˆP † ˆk ˆP |0〉
〈0| ˆP |0〉 . (12)
We can then evaluate the expectation value of a k-particle op-
erator ˆOk as simply
〈 ˆOk〉 = 1
k!
Tr(k Ok), (13)
where Ok contains antisymmetrized matrix elements of the
operator ˆOk .
The density matrix k can be written as an integration
over the projection grid of a transition density matrix γ k:
k =
∫
W ()W
(′)γ k(,′), (14)
where the angle  stands for (α, β) and the transition density
matrix is just
γ k(,′) = 〈0|e−iβ ′ ˆSy e−iα′ ˆSz ˆkeiα ˆSzeiβ ˆSy |0〉. (15)
Because the PHF wave function is a sum of single determi-
nants created by the action of sequential orbital rotations, the
k-particle transition density matrix γ k factorizes nicely, just
as it does in Hartree-Fock:18
γ k = 1
k!
γ 1 ∧ γ 1 ∧ . . .︸ ︷︷ ︸
k times
(16)
where the notation is meant to imply that we have the anti-
symmetrized product of k copies of γ 1. In turn, γ 1 can be
evaluated as we have already outlined. As long as we are in-
terested only in operators which commute with the projectors,
we can consider only the symmetry-adapted part of the den-
sity matrix, which permits us to evaluate γ 1 and therefore k
using single integration with the operator ˆP ′ of Eq. (10). This
is the strategy we will take throughout this work. Note that by
the symmetry-adapted part of the density matrix, we mean the
portion which transforms as the totally symmetric irreducible
representation.
We should say a few words about the numerical integra-
tion required. The weights are ultimately just trigonometric
functions – sines and cosines and products thereof – which
must be integrated over the unit circle. We thus use simple
Gauss-Legendre quadrature. We find that 16 points suffice for
any of the systems that we study in this work, though we note
that for larger systems, somewhat more points may be needed.
B. The Jastrow-type correlator
The correlated wave function we wish to consider is
|〉 = (1 + ˆJ ) ˆP |0〉 = ˆJ ˆP |0〉 (17)
where we will write
ˆJ =
∑
Jμ ˆOμ (18)
and will defer consideration of the form of the operators ˆOμ
until later. The coefficients Jμ are to be determined varia-
tionally, which naturally leads to a generalized eigenvalue
problem
HμνJν = SμνJνE, (19)
where
Hμν = 〈0| ˆP † ˆO†μ ˆH ˆOν ˆP |0〉, (20a)
Sμν = 〈0| ˆP † ˆO†μ ˆOν ˆP |0〉. (20b)
We can evaluate these expectation values with the aid of
the SUHF density matrix as outlined above.
Now, the reference wave function ˆP |0〉 is a symmetry
eigenfunction, and because we are diagonalizing the Hamil-
tonian in the basis of states { ˆP |0〉, ˆOμ ˆP |0〉} we expect the
correlated wave function |〉 to be a symmetry eigenfunction
as well if the operators ˆOμ permit it. It is then clear that we
need to consider only symmetry-adapted operators ˆOμ (i.e.,
operators which are totally symmetric). Indeed, if we do not
symmetry adapt ˆOμ we will find relations amongst the coef-
ficients Jμ which return the symmetry-adapted result (again,
assuming that the symmetry-adapted result is possible to con-
struct from the chosen operators). That ˆOμ must be symmetry
adapted is quite useful in our case, as it allows us to evaluate
the necessary matrix elements with the single integration we
have discussed earlier. To put it another way, if the operators
ˆOμ transform as the totally symmetric irreducible represen-
tation, they commute with the projection operators ˆP and we
can then write, for example,
Hμν = 〈0| ˆO†μ ˆH ˆOν ˆP |0〉. (21)
The need to symmetry adapt ˆOμ constrains our flexibil-
ity. This flexibility is further constrained by the notion that
the operators should in some sense be orbital fluctuations, as
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in Neuscamman’s work, and still further by the desire to re-
strict ourselves to one- and two-body operators. In fact, the
only one-body spin singlet orbital fluctuation operators we
can construct are
ˆNP = a†P↑aP↑ + a
†
P↓aP↓ , (22)
where P denotes a spatial orbital of the system. We can
add the two-body operators ˆNP ˆNQ which together with ˆNp
yield Neuscamman’s original correlator and act to damp lo-
cal charge fluctuations as we have discussed above. The only
other two-body spin singlet operators we can construct are∑
k
ˆSkP
ˆSkQ =
∑
k
∑
λ,δ,μ,ν
σ kλδσ
k
μνa
†
Pλ
aPδa
†
Qμ
aQν , (23)
where the indices λ, δ, μ, and ν indicate spin directions and σ k
is the kth Pauli matrix. These operators act to damp local spin
fluctuations. Any other one- or two-body operators one could
form either break spin symmetry or do not take the Jastrow-
like form in which we are interested (that is, they do not take
the form of orbital fluctuations). Explicitly, we have
1 + ˆJ = 1 +
∑
JP ˆNP +
∑
P≥Q
JPQ ˆNP ˆNQ (24a)
+
∑
P≥Q
KPQ
ˆ
SP · ˆ
SQ
= 1 +
∑
JP ˆNP +
∑
P>Q
JPQ ˆNP ˆNQ
+
∑
P>Q
KPQ
ˆ
SP · ˆ
SQ +
∑
P
KP ˆNP↑
ˆNP↓ . (24b)
Here, we have used the fact that ˆNP and ˆNQ commute for P =
Q and similarly for ˆ
SP and ˆ
SQ, so that we need consider only
P ≥ Q in the quadratic operators. For P = Q, we have that ˆNP ,
ˆN2P , and
ˆ
SP · ˆ
SP are not linearly independent and the linearly
independent operators can be chosen as ˆNP and ˆNP↑ ˆNP↓ .
It is important to note that the correlator is not invariant
to rotations amongst the orbitals in the operators. That is, ˆNP
measures the number of electrons in the spatial orbital φP,
which then forces us to specify the orbital. If, for instance, the
orbital φp is a natural orbital (i.e., an eigenfunction of ˆNP )
then the correlator has no effect on a single determinant ref-
erence unless we include the spin fluctuations. This should be
contrasted to the more familiar correlation operators in cou-
pled cluster theory or configuration interaction, where there is
an invariance to occupied-occupied or virtual-virtual orbital
mixing. Physically, it would appear to be sensible that these
orbitals should be spatially localized in nature, so that as we
dissociate a molecule the orbitals localize on one of the frag-
ments; after all, the idea is that the correlator should become a
projector were it exponentiated. On the other hand, variational
considerations suggest that in some way the orbitals should be
as unlike the natural orbitals as possible. Ideally, one would
optimize the choice of these orbitals, but this variational prob-
lem would be exceedingly complicated and we will not con-
sider it further here. We will note the identity of the orbitals
being used to define the correlator as we discuss our results.
The second important note is that the correlator does
not include general purpose single excitations. Therefore,
we expect to see rather different results depending on the
choice of projected reference wave function or, to put it
differently, depending on the choice of the broken symme-
try mean-field reference determinant |0〉. Unless otherwise
stated, we will use the reference determinant of SUHF so that
ˆP |0〉 = |SUHF〉.
Finally, we note that because the correlator involves up
to two-particle operators ˆOPQ with two spatial orbital in-
dices, evaluation of Hamiltonian matrix elements will require
up to six-particle density matrices. The apparent scaling is
then O(N8Ngrid), where we get O(N2) each from ˆOPQ and
ˆORS , and a further O(N4) from the Hamiltonian. However,
by using the decomposition of the density matrix into the an-
tisymmetrized product of one-particle transition density ma-
trices, we find that computational scaling is just O(N5Ngrid),
as shown in the Appendix.
III. RESULTS
In this section, we will discuss illustrative results of
this Jastrow-type correlator formalism applied to SUHF wave
functions. We will begin with the Hubbard Hamiltonian be-
fore moving on to molecular systems. All calculations were
done with an in-house code and are on spin singlets for
simplicity of the SUHF calculation and density matrix. We
will refer to SUHF with the Jastrow-like correlator added as
JSUHF; if the correlator includes only number fluctuations,
as originally proposed, we will denote it by JSUHFN.
A. The Hubbard Hamiltonian
The Hubbard Hamiltonian19 is a simple but rich lattice
model which describes the essential competition between itin-
erancy and localization favored by the kinetic energy and
electron-electron repulsion, respectively. We have
ˆH = −t
∑
〈IJ 〉
∑
σ
a
†
Iσ
aJσ + U
∑
I
ˆNI↑
ˆNI↓ , (25)
where in the first term the summation over σ runs over spins
and the summation over sites I and J runs only over nearest-
neighbor sites. We will be interested here in one-dimensional
lattices with N sites, typically with periodic boundary condi-
tions so that site N + 1 is equivalent to site 1. The orbitals
defining, for example, ˆNI in the correlator will always be
these localized sites. We will take t = 1 or, in other words,
will measure the energy E and the constant U in units of t.
We begin with two-electron systems in Table I. For two
sites, SUHF is already exact, but for more sites, SUHF de-
teriorates until, for a sufficiently large number of sites, spin
projection adds only a negligible fraction of the correlation
energy beyond broken-symmetry mean-field. Adding the cor-
relator, however, gives the exact result, with or without spin
fluctuations. This should not be too surprising. For N spa-
tial orbitals (here, N sites), the number of two-electron singlet
states is 1/2 N(N + 1), which is the same as the number of pa-
rameters in 1 +∑ JP ˆNP +∑P>Q JPQ ˆNP ˆNQ and thus less
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TABLE I. Energy for a two-electron Hubbard ring with N sites. Singlet
state, U = 6.
N UHF SUHF JSUHF Exact
2 −1.333333 −2.000000 −2.000000 −2.000000
4 −2.666667 −3.000000 −3.291503 −3.291503
6 −3.232702 −3.385441 −3.631298 −3.631298
8 −3.508587 −3.583282 −3.773325 −3.773325
10 −3.659423 −3.698742 −3.846456 −3.846456
12 −3.750050 −3.771857 −3.889101 −3.889101
than the number of parameters in the correlator as a whole.
Of course we cannot guarantee that we must therefore get the
exact result because, depending on the choice of orbitals in-
volved in constructing the correlator, we may or may not ob-
tain 1/2 N(N + 1) linearly independent vectors, but in practice
we do not expect to encounter this difficulty (and have never
done so).
The two-electron results serve mainly to validate the
code, but do not provide much insight. After all, SUHF is al-
ready fairly accurate for these two-electron systems—while
the SUHF correlation energy becomes small, so too does
the total correlation energy. It is more useful to examine the
two-hole states (that is, the lowest energy singlet state for
N − 2 electrons in an N-site Hubbard system). The presence
of these holes creates a strong correlation less readily cap-
tured by spin projected methods. Results are presented in Fig.
1. Note that now the correlation energy is a much larger frac-
tion of the total energy, and as N becomes large, the fraction
of the correlation energy recovered by SUHF becomes small.
Adding the correlator helps significantly, particularly when
we include both number and spin fluctuations. Indeed, at
N = 20 the SUHF recovers only 15% of the correlation en-
ergy while the JSUHF recovers nearly half of it.
All of this shows that adding the correlator captures some
of the additional correlations on top of SUHF – correlations
we will refer to as “residual correlations” – but does not ad-
dress the issues of size consistency or size extensivity. We do
not expect complete success in this regard, as we have noted
before, simply because the correlator is not exponential. How-
ever, the presence of the spin fluctuations ˆ
SP · ˆ
SQ provides
FIG. 1. Energy per electron in an N-site Hubbard ring with two holes (i.e.,
N − 2 electrons). Singlet state, U = 6.
FIG. 2. Energy per fragment for an N-fragment Hubbard dimer model at
half-filling, plotted against 1/N. Singlet state, U = 6.
surprisingly large improvements for these properties as well,
even with this simple linear ansatz.
To examine size consistency, we consider the energy per
fragment for a Hubbard dimer model (Fig. 2). In the dimer
model, each site is connected to only one other site; we will
refer to this pair of sites as a fragment. The various fragments
are completely noninteracting. This being the case, a size con-
sistent method would predict that the energy per fragment for
N fragments would be N times the energy of a single fragment
or, putting it another way, a plot of the energy per fragment
against the number of fragments would give a straight line.
This is precisely what one sees for UHF and for the exact re-
sult. In contrast, the SUHF energy per fragment goes from
the exact result for one fragment to the UHF result for a large
number of fragments. SUHF, in other words, is not size con-
sistent. Nor is JSUHFN, which is virtually indistinguishable
from SUHF. Adding the spin fluctuations means that JSUHF
is energetically exact for one and two fragments and very
close to exact for three fragments before eventually deterio-
rating. Both SUHF and JSUHFN approach UHF as 1/N, indi-
cating that the total correlation energy in SUHF and JSUHFN
is a constant (as we expect for SUHF). The full JSUHF ap-
pears to approach UHF with more of a
√
N -like behavior, as
we expect for truncated configuration interaction.
To examine size extensivity, we look at the energy per
electron for a Hubbard ring at half filling (where the num-
ber of electrons is equal to the number of sites). Results are
shown in Fig. 3. As one can see, the UHF and the exact result
very quickly saturate. As with the dimer model, the SUHF
approaches UHF as 1/N, demonstrating that in the thermo-
dynamic limit, SUHF is below UHF by a constant. With-
out spin fluctuations, the JSUHFN differs only slightly from
SUHF. Adding spin fluctuations again means that JSUHF ap-
proaches UHF with a 1/
√
N -type behavior. Thus, while the
linear correlator we have used does not restore size extensiv-
ity, it offers substantial improvements upon SUHF in this re-
spect, provided that we include the spin fluctuations.
Note that Fig. 3 adds curves marked “LMSUHF” and
“JLMSUHF.” These incorporate the effects of lattice momen-
tum projection.10 In Hubbard rings, the lattice momentum is
a symmetry (i.e., states can be labeled by a lattice vector k),
and this symmetry can be projected. Earlier research has indi-
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FIG. 3. Energy per electron in an N-site Hubbard ring at half filling, plotted
against 1/N. Singlet state, U = 6.
cated that lattice momentum projection is quite important for
the Hubbard Hamiltonian.10, 11 We should point out that the
projection increases the scaling of the projected Hartree-Fock
with system size, simply because the number of grid points
in the lattice momentum projection quadrature must be the
number of lattice sites. The requirement that the Jastrow-style
correlator must have k = 0 means that we can write it as
1 + ˆJ = 1 +
∑
P
∑
q>0
(Jq ˆNP ˆNP+q + Kq ˆ
SP · ˆ
SP+q), (26)
where the sum over q runs over site separation vectors, so
that q = 1 corresponds to nearest neighbors, q = 2 to next-
nearest neighbors, and so forth. Clearly, there are fewer varia-
tional parameters available for the correlator, which is a gen-
eral phenomenon: as the number of symmetries being pro-
jected is increased, the number of constraints on the correlator
likewise increases, and the number of variational parameters
decreases. Put another way, symmetry adapting the correla-
tor means we diagonalize a smaller block of the Hamiltonian
matrix. Results for lattice projection are presented in Fig. 3
as LMSUHF (for the spin and lattice-momentum projected
Hartree-Fock) and JLMSUHF (for the addition of the correla-
tor). In this case, we project only onto states with momentum
k = 0, which are ground states for 4n + 2 sites at half-filling.
We note that the LMSUHF is of accuracy comparable to that
of JSUHF, while adding the correlator further decreases the
errors. On the other hand, the method is still not size exten-
sive – the linear correlator simply lacks the flexibility to rem-
edy this defect.
We have said that the reference determinant |0〉 will have
potentially large effects on the JSUHF-type wave function.
To assess these effects, we consider the results of using sev-
eral different reference determinants. While SUHF refers to
spin-projected UHF with variation after projection, we will
use PUHF to denote spin-projected UHF with projection after
variation. In other words, the reference determinant of PUHF
is the UHF determinant. We use JPUHF to refer to PUHF with
the Jastrow-type correlator added. We also consider results
obtained by optimizing the identity of |0〉 by Jacobi rotations
starting from SUHF. This method we refer to as JOpt.
Results for Hubbard rings are shown in Table II. We see
that the choice of the reference determinant can have a pro-
nounced effect on the results in the absence of spin fluctua-
tions in the correlator, accounting for up to ∼15% of the cor-
relation energy with respect to UHF. Interestingly, adding the
spin fluctuations seems to wash most of this dependence out.
We do not at present have a good explanation for why this
should be.
Most of the results presented here have been at U = 6, in
the intermediate coupling regime, which is particularly diffi-
cult to capture with mean-field-based methods. We have ob-
served qualitatively similar results for both smaller and larger
values of U. Rather than belabor the Hubbard Hamiltonian
further, however, we turn to molecular applications.
B. Molecular results
Our studies in molecular systems face one difficulty not
present in the Hubbard Hamiltonian. While for the latter,
the site basis seems a natural choice for a basis in which
to express the correlator, we do not have such a luxury in
molecules. The atomic orbital basis might seem to be ideal,
but because it is not orthonormal, it complicates the equations
significantly. We choose to work with the symmetrically or-
thogonalized atomic orbitals, which write
|φp〉 = Xμp|χμ〉, (27)
TABLE II. Effects of orbital choice for an N-site Hubbard ring. Singlet state, U = 6.
N UHF PUHF SUHF JPUHFN JSUHFN JOptN JPUHF JSUHF JOpt Exact
Half filling
2 −1.333333 −1.846154 −2.000000 −2.000000 −2.000000 −2.000000 −2.000000 −2.000000 −2.000000 −2.000000
4 −1.260142 −1.606487 −1.634544 −1.634603 −1.634603 −1.634603 −1.634603 −1.634603 −1.634603 −1.634603
6 −1.947605 −2.488520 −2.498192 −2.514828 −2.508960 −2.569752 −2.621954 −2.626947 −2.631818 −2.648518
8 −2.592485 −3.119006 −3.125755 −3.156842 −3.144973 −3.219563 −3.388033 −3.377877 −3.389114 −3.408772
10 −3.240981 −3.785380 −3.790757 −3.833577 −3.820339 −3.923631 −4.189335 −4.190726 −4.194153 −4.254559
Two hole
4 −2.666667 −2.923077 −3.000000 −3.291503 −3.291503 −3.291503 −3.291503 −3.291503 −3.291503 −3.291503
6 −3.520549 −3.603949 −3.672172 −4.058705 −4.050333 −4.059892 −4.069485 −4.068243 −4.075478 −4.084766
8 −4.299689 −4.748317 −4.806564 −5.419688 −5.338032 −5.614081 −5.596443 −5.668536 −5.730032 −5.954448
10 −4.952662 −5.374353 −5.402281 −6.033192 −5.952697 −6.179947 −6.264620 −6.259378 −6.312982 −6.578259
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TABLE III. Correlation energies (mH) in OH− and H2O at their equilib-
rium geometries using the cc-pVDZ basis.20 For JSUHF and JSUHFN, we
show both symmetrically orthogonalized AOs (SAO) and canonically orthog-
onalized AOs (CAO).
SAO CAO
System SUHF JSUHFN JSUHF JSUHFN JSUHF
OH− 40.40 114.08 132.37 73.54 102.96
H2O 41.95 112.91 127.48 89.05 107.32
where |χμ〉 is an atomic orbital. The coefficient matrix X is
determined from
X = U s−1/2 U†, (28)
where s and U are the eigenvalues and eigenvectors of the
overlap matrix of atomic orbitals. Observationally, the sym-
metrically orthogonalized basis marginally outperforms the
canonically orthogonalized basis in which X = U s−1/2. For
example, Table III shows correlation energies in OH− and
H2O at equilibrium in the cc-pVDZ basis with the symmet-
rically and canonically orthogonalized AO bases for the cor-
relator. The effects of the orbitals in which the correlator is
expressed are quite pronounced, but while an energetically
optimized basis should be used for the correlator, we do not
consider that problem here.
Bearing the limitations of correlator orbital choice in
mind, we begin by looking at the symmetric double disso-
ciation of H2O in the cc-pVDZ basis set, as shown in Fig. 4.
We use unrestricted CCSD(T) as a reference curve here; this
reference is of course imperfect but is a reasonably accurate
approximation to the exact result in our basis. It should not
be forgotten, however, that JSUHF does not break symme-
try, so the more appropriate comparison might be to restricted
CCSD(T), which would diverge for large bond lengths. We
see that the Jastrow-style correlator is less successful in total
energies here than in the case of the Hubbard Hamiltonian,
recovering only half of the correlation relative to UCCSD(T).
We should note that while neither JSUHF nor SUHF are
size consistent, both curves improve significantly upon UHF,
and JSUHF makes up much of the difference between the
relative energies of CCSD(T) and those of SUHF. Qualita-
tively similar results are obtained for the dissociation of N2,
shown in Fig. 5. Again, the Jastrow-like correlator captures
roughly half of the correlations beyond SUHF, but offers
more significant improvements in relative energies. Curiously,
while the spin terms in the correlator have only a small ef-
fect on the relative energies in OH−, they worsen the results
in N2.
We emphasize one final time that the quality of results
obtainable with the Jastrow-type correlator could presumably
be improved significantly by optimizing the orbital basis in
which the correlator is expressed. We also remind the reader
that the computational scaling of the method is O(N5Ngrid),
where N is the size of the underlying basis. Since Ngrid scales
weakly with system size for spin projection, the scaling of
JSUHF is certainly less than O(N6). We should also point out
that the method parallelizes naturally, both in computing ma-
FIG. 4. Symmetric double dissociation of H2O in the cc-pVDZ basis set.
Top panel: Total energies. Bottom panel: Energies relative to the dissociation
limit.
FIG. 5. Dissociation of N2 in the cc-pVDZ basis set. Top panel: Total ener-
gies. Bottom panel: Energies relative to the dissociation limit.
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trix elements at individual grid points and across integration
grid points.
IV. CONCLUSIONS
One of the great drawbacks of PHF is its size inconsis-
tency and its related size inextensivity. Because it is not size
consistent, PHF is not fully reliable in cases where chemi-
cal bonds are stretched, which is exactly the regime where
strong correlations are most likely to occur. Because it is
not size extensive, PHF is best suited to the description of
smaller systems. This does not, of course, mean that PHF
is not a valuable tool for the description of strongly corre-
lated systems, but it does mean that successors to PHF which
address these problems would be significantly more valuable
yet.
In the absence of explicit local projection operators,
Neuscamman’s Hilbert space Jastrow approach seems like a
promising way forward. Unfortunately, it requires the varia-
tional optimization of coefficients in an exponential operator,
and because the exponential operator is not unitary so that
e
ˆJ † = e− ˆJ , evaluating the expectation value of the wave func-
tion is already quite difficult even before we consider the need
to differentiate this expectation value. Thus, practical deter-
ministic calculations along these lines must seek an alterna-
tive approach.
We have therefore tried the simplest alternative we can
imagine—linearizing the exponential. It is clear that in do-
ing so, we will sacrifice the very behavior the Jastrow-type
correlator is trying to capture, and that for large enough sys-
tems, we will return to PHF (and thus to broken-symmetry
mean-field). Nonetheless, we can gain valuable insight with
a computationally tractable method which is naturally paral-
lel and scales with system size roughly as does second-order
perturbation theory. Indeed, for small systems the problems
of size consistency and size extensivity errors are greatly re-
duced even with this simple linearization. Spin fluctuations
seem particularly important in reducing these errors and pro-
viding additional residual correlation. Unsurprisingly, exci-
tations rather than orbital fluctuations are required to really
get at dynamical correlation in an efficient way, although we
note that since the correlator is not written in the molecu-
lar orbital basis, single and double excitations lurk inside its
form (which is why the results for two-electron systems are
exact).
An interesting alternative might be to optimize the coef-
ficients defining the Jastrow-style correlator in the linearized
approach we have described and then use these coefficients in
a coupled-cluster-like manner, where we evaluate the energy
as
E = 〈PHF|e− ˆJ ˆHe ˆJ |PHF〉. (29)
The commutator expansion here would unfortunately not
truncate at low-order commutators the way that it does in stan-
dard coupled-cluster theory, but one could presumably carry it
out until the energy approaches convergence. Such a method
might be promising – it would be expected, at least, to amelio-
rate the size consistency and size extensivity problems of PHF
– but its implementation would be quite demanding and auto-
matic program generation would seem to be essential, as nei-
ther evaluating the commutator at a given order nor evaluat-
ing its expectation value in a computationally tractable frame-
work is straightforward.
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APPENDIX: MATRIX ELEMENTS AND
COMPUTATIONAL SCALING
We have claimed O(N5Ngrid) scaling for JSUHF. Here,
we wish to demonstrate how this is obtained. We will show
results for our most complicated term; other results follow
similarly.
Let us begin by switching to a tensor notation which will
help simplify our expressions. We define creation operators as
a†p = cp (A1)
so that the action of cp on the empty state |−〉 is to create the
state with an electron in spinorbital φp:
cp|−〉 = |φp〉. (A2)
Annihilation operators are then defined with upper indices:
ap = cp. (A3)
In this notation, the Hamiltonian is
ˆH = hij ci cj +
1
4
v
ij
kl ci cj c
l ck, (A4)
where hij and v
ij
kl are the one-electron and antisymmetrized
two-electron integrals defining ˆH . A k-particle density matrix
is
q1...qkp1...pk =
1
k!
〈|cp1 . . . cpk cqk . . . cq1 |〉 (A5)
and the expectation value of a k-particle operator is
〈 ˆOk〉 = 1
k!
q1...qkp1...pkO
p1...pk
q1...qk
, (A6)
where Op1...pkq1...qk are antisymmetrized matrix elements of ˆO. In
the foregoing equations and indeed throughout this appendix,
repeated indices are to be summed.
Now, the two-body operators defining our correlator all
take the general form cMcmcNcn where the notation is meant
to indicate that while the spinorbitals φM and φm may differ,
they correspond to the same spatial orbital, and likewise for
φN and φn. Similarly, the one-body operators in the correlator
can be written in the general form cMcm. This notation has the
added benefit of emphasizing that there is no sum over m, n,
M, or N.
Consider, then, a term like
Hmn,qr = 〈0|cMcmcNcn ˆHcQcqcRcr ˆP |0〉. (A7)
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The highest rank term, which we will denote as ¯Hmn,qr will
come when all creation operators are to the left and all anni-
hilation operators are to the right. We would thus have
¯Hmn,qr = 〈0|cMcNcQcRcicj crcqcncm ˆP |0〉hij
+1
4
〈0|cMcNcQcRcicj clckcrcqcncn ˆP |0〉vijkl .
(A8)
This we can evaluate as
¯Hmn,qr = 120 mnqrkMNQRi hik + 180 mnqrklMNQRij vijkl
=
∫
W ()(120γ mnqrkMNQRihik + 180γ mnqrklMNQRij vijkl),
(A9)
where we have recalled that the density matrices  are ob-
tained from the gauge integration of the transition density
matrices γ , whose -dependence we have suppressed for
brevity.
To proceed, we will use the notion that the transition
density matrices γ factor into the antisymmetrized product
of transition one-particle density matrices. Taking advantage
of this factorization will allow us to evaluate the integrand
of Eq. (A9) in O(N5) scaling, and therefore all of ¯Hmn,qr in
O(N5Ngrid) scaling. In what follows, we will therefore work
at a single integration point  and define
¯Hmn,qr () = 120 γ mnqrkMNQRi hik + 180 γ mnqrklMNQRij vijkl . (A10)
Consider, then, the first term, γ mnqrkMNQRi hik . When we de-
compose the five-particle density matrix into the antisym-
metrized product of one-particle density matrices, the dummy
indices i and k could both be on the same one-particle density
matrix, or they could be on two different ones. In the former
case, we would have a contribution like
δ ¯Hmn,qr () ∼ γ mnqrMNQR
(
hikγ
k
i
)
, (A11)
while in the second we would have something instead like
δ ¯Hmn,qr () ∼ γ nqrNQR
(
γ mi h
i
kγ
k
M
)+ · · · , (A12)
where the other terms indicated by the ellipsis indicate signed
permutations of the free indices m, n, q, r and M, N, Q, R.
Both terms can be evaluated in O(N4) time by first defining
the intermediate quantities
E1 = hikγ ki , (A13a)
(γ1hγ1)mM = γ mi hikγ kM (A13b)
which can be evaluated cheaply though we will require the
latter intermediate for all spinorbitals m and M and not just
spinorbitals corresponding to the same spatial orbital.
Similar manipulations hold for the second term of
Eq. (A10), γ mnqrklMNQRij vijkl . When expanding out the six-particle
density matrix, we have three types of terms:
1. Dummy indices i and j could be on the same pair of one-
particle density matrices as indices k and l, so that we
have, for example, γ ki γ lj γ
mmqr
MNQR;
2. Only one of the dummy upper indices could be on
the same one-particle density matrix as one of the
dummy lower indices, so that we have terms such as
γ kMγ
l
j γ
m
i γ
nqr
NQR;
3. Neither of the dummy upper indices could be on
the same one-particle density matrix as one of the
dummy lower indices, so that we have terms such as
γ kMγ
l
Nγ
m
i γ
n
j γ
qr
QR .
Respectively, these lead to contributions to ¯Hmn,qr () of
the form
δ ¯Hmn,qr () ∼ γ mnqrMNQR
(
v
ij
klγ
k
i γ
l
j
)+ · · · , (A14a)
δ ¯Hmn,qr () ∼ γ nqrNQR
(
γ mi γ
k
Mγ
l
j v
ij
kl
)+ · · · , (A14b)
δ ¯Hmn,qr () ∼ γ qrQR
(
γ mi γ
n
j γ
k
Mγ
k
Nv
ij
kl
)+ · · · , (A14c)
all of which can again be evaluated in O(N4) time in terms of
the intermediates
E2 = vijklγ ki γ lj , (A15a)
(γ1Gγ1)mM = γ mi γ kMγ lj vijkl , (A15b)
(γ2vγ2)mnMN = γ mi γ nj γ kMγ lNvijkl . (A15c)
The last intermediate is itself computed in O(N5) time.
Similar manipulations follow for every other term in defining
the Hamiltonian and overlap matrices.
Recall that there is an overall prefactor of Ngrid aris-
ing from integrating ¯Hmn,qr (), so the scaling is actually
O(N5Ngrid). In the case of SUHF, the grid scales mildly with
system size, but as mentioned before the integration grid in
the case of lattice momentum projection itself scales with the
number of sites, so that Ngrid ∼ N and the scaling of JLM-
SUHF is thus O(N6NSUHFgrid ) where NSUHFgrid is the size of the
grid needed for spin projection.
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