The high computational cost of nonlinear support vector machines has limited their usability for large-scale problems. We propose two novel stochastic algorithms to tackle this problem. These algorithms are based on a simple and classic optimization method: the Frank-Wolfe method, which is known to be fast for problems with a large number of linear constraints. Formulating the nonlinear SVM problem to take advantage of this method, we achieve a provable time complexity of O(dQ 2 / 2 ). The proposed algorithms achieve comparable or even better accuracies than the state-of-theart methods, and are significantly faster.
Introduction
Support vector machines (SVM) [1] are one of the most popular nonlinear discriminative learning methods that can achieve good generalization. It can be used for a variety of learning problems, such as classification [1] , ranking [2] , regression [3] , quantile estimation [4] . The focus of this work will be on the computational aspect of SVMs, especially the scalability of nonlinear SVM classifiers to large-scale problems. The proposed algorithms can also be readily used for ranking, regression and other regularized risk minimization problems.
Training SVM classifiers can be formulated as a minimization (1.1) min
where L is the loss function and H is a vector space. The parameter λ is used as a trade-off between the squared 2-norm regularizer and the empirical risk. The training set is denoted as {(
with samples x i ∈ R d and corresponding labels y i ∈ {−1, 1}. A popular loss function often chosen is the hinge loss: L (w, b; (x i , y i )) = max {0, 1 − y i ( w, φ(x i ) + b)}, which is a convex surrogate of the 0 − 1 loss. Note that there are many alternative convex loss functions available for classification tasks, such as the squared hinge loss, log-likelihood loss, Huber loss and its variants. The squared hinge loss is adopted in this work.
The prediction function can be expressed as: sign (h(x)) = sign ( w, φ(x) + b). Here φ(·) is a mapping from R d to a feature space H which is often chosen as a kernel-induced Hilbert space equipped with an inner product ·, · . The kernel function is k(x i , x j ) = φ (x i ) , φ (x j ) . The N × N kernel matrix is denoted as K = {K ij }, where K ij = k(x i , x j ). If φ (x i ) = x i , h(x) is a linear hyperplane in R d and it is called a linear SVM, otherwise it is a nonlinear SVM.
Slack variables ξ can be introduced to handle cases where the two classes are not separable. The softmargin SVM with p th polynomial hinge loss [5] can then be expressed as (sP) (sP) is called the primal problem of SVM. When p = 1, it is often called L1-SVM. When p = 2 it is called L2-SVM 1 which corresponds to squared hinge loss. By introducing Lagrangian multipliers α and using Karush-Kuhn-Tucker (KKT) optimality conditions, the dual problem of SVM with (squared) hinge loss can be expressed as:
where the Hadamard product K yy T = {y i y j K ij }, and 1 is a vector of all ones. For L1-SVM, U = C, and U = ∞ for L2-SVM.
Historically, a majority of previous SVM solvers deal with (sD), due to the fact that the nonlinear mapping φ(·) in (sP) is hard to handle and its constraints are complex, while (sD) is a standard quadratic programming (QP) problem with box and equality constraints.
Nonetheless solving (sD) using general QP solvers has not been widely adopted for large-scale problems, since no matter how easy or difficult the problem is, the kernel matrix K is always dense. For instance, the interior point method needs O(dN 2 ) memory to store K and O(N 3 ) time for matrix inversions, and both are prohibitive even for small problems like N = 10 3 . The low-rank approximation method [6] has been proposed to tackle this problem.
Another vein of solving SVMs are chunking and decomposition methods [1] [7] [8] . The main idea is to optimize over a small working set B where |B| N and update this set after each iteration, while the α i s of the rest of the samples remain unchanged. How to choose B is crucial for this class of methods. Sequential minimal optimization (SMO) [8] takes |B| = 2. The two samples are chosen as the pair that violates the complementarity conditions the most. Although there is no rate of convergence analysis for SMO, yet empirically its worst-case time complexity is at least O(N 2.3 ) [8] . Shrinking and caching techniques have been proposed for further speed up [9] , and second order information has been used for working set selection [10] .
Linear SVM solvers are adopted for large-scale problems, especially text classifications [11] [12][13] [14] . Coordinate descent, cutting-plane and bundle methods are utilized to solve the unconstrained problem 1.1 directly. Since there are only d variables instead of N in nonlinear SVMs, state-of-the-art linear SVM solvers can achieve an O(dN ) time complexity or even better. However, generally speaking, the prediction error of a linear classifier could be larger than a nonlinear one, as shown in our experiments.
Stochastic programming techniques have shown to be very efficient for large-scale learning problems, both theoretically and empirically [16] [17] [18] [19] . For largescale problems, it is often desired to make a trade-off between computational complexity and the precision of underlying optimization algorithms [15] . Stochastic methods, despite of its slow rate of convergence compared with batch methods, can make each iteration very cheap. Hence if only approximate solutions are desired, as in large-scale learning problems, stochastic methods can be much faster than batch methods. This is an important motivation of our work. Among many previous work, stochastic approximation [20] is often used for online/stochastic convex optimizations. The celebrated stochastic gradient descent (SGD) w t+1 = Π(w t − η∇f (w, (x t , y t ))| w=w t ) is a most popular example [21] , where η is a learning rate, ∇f (w, (x t , y t )) is a noisy approximation of the true gradient. In many cases it only involves a single training sample. Π() is a projection on the feasible set of w. The O(d) memory requirement of SGD makes it perfect for large-scale online learning scenarios. Second order information is also used in more recent work [22] [23] . Note that most of these work solve linear SVMs via the primal problem (1.1) since it is an unconstrained problem. Thus there is no need to do the extra projection Π() which could be even more expensive.
Inspired by the core vector machine [24] and its relations with sparse greedy methods [25] , in this paper we propose a family of stochastic nonlinear SVM solvers which solve L2-SVMs in the dual problems. These new algorithms are based on a simple deterministic constrained optimization method: the Frank-Wolfe method (FW) [26] , hence they are named stochastic Frank-Wolfe algorithms (SFW). Unlike stochastic approximation algorithms such as SGD and its variants, SFW has the flavor of sample average approximation [28] which is another vein of stochastic programming.
With a slight modification of the primal problem (sP), an alternative dual problem can be formulated as a simplex constrained QP problem which can be solved efficiently by SFW with time complexity O d
, and Q is a constant explained in Theorem 4.1. A modified algorithm using SFW with "away steps" [27] is used to improve the performance of SFW.
The Frank-Wolfe Method
The Frank-Wolfe method (FW), also known as the conditional gradient method [29] , is a simple and classic first order feasible direction method. It was among the earliest methods that solve convex problems with a continuously differentiable objective function and linear constraints:
Although in its original form, FW has only a sublinear convergence [26] , a modified version of it can achieve linear convergence [27] . Besides, the computations in each iteration can be made cheap provided that the constraints are linear. FW generates a sequence of feasible vectors {x (k) } using line search:
To search for a best feasible direction, i.e., the best x, FW uses the first order Taylor expansion of f (x) and solves the optimization problem:
The direction search problem (2.4) needs to be at least no harder than (2.2) such that FW can be of practical use. This is the case for continuously differentiable f (x) and linear constraints, since (2.4) is then a linear program that can be solved via the simplex method. A special case is when the feasible set is a unit simplex:
, ∀i , and (2.4) is simplified as:
In this case the solutionx of (2.5) has all coordinates equal to 0 except for a single coordinate indexed by p * , corresponding to the smallest partial derivative, for which x p * = 1. We denote this solution by e(p * ). The sublinear convergence of FW can be stated by the following theorem. 
3 Stochastic Frank-Wolfe for SVM 3.1 Alternative Formulation of SVM It might be possible to solve the dual (sD) using FW with the simplex method. However, an alternative formulation of SVM's primal problem can make the dual problem more suitable for FW. The motivation is that, if we can obtain a dual problem that has only simplex constraints, then instead of solving (2.4), we can look for the explicit solution of the simpler problem (2.5). The alternative formulation, which was proposed and successfully utilized by core vector machines [24] , is a variant of L2-SVM. It can be expressed as:
Comparing with (sP), (aP) adds a regularization term b 2 and a margin factor νρ, where ν > 0 can be removed when we see the dual problem later. By introducing b 2 we can remove the equality constraint y T α = 0, while by νρ and the usage of the squared hinge loss, we can obtain the simplex constraint.
The dual problem of (aP) can be expressed as:
where I is an identity matrix. We denote (3.7)
A := K yy T + yy T + I/2C,
The objective function of (aD) is homogeneous in α, hence we can simply let ν = 1. In this setting, when taking ξ = 0, the constraints of (aP) states that the two classes are separated by the margin 2ρ/ w . This margin can also be calculated from the KKT complementary slackness conditions. Since A is positive definite, (aD) is a concave QP problem with unit simplex constraints. This make it in a good situation that FW method can be readily utilized.
Note that in (aP) we do not impose the nonnegativity of ρ explicitly due to the following fact:
leads to a dual problem that has the same optimal solution as (aD).
Proof. With ρ ≥ 0, the new dual problem is
It should be mentioned that, compared with conventional formulation of L2-SVM, the regularized bias term in the alternative formulation does not affect its performance, as will be observed in our experiments. This has also been shown empirically by many other previous work.
SFW Algorithm
The stochastic Frank-Wolfe algorithm (SFW) solves the dual problem (aD) stochastically. Within the k th iteration, SFW solves the following approximation problem
for a few FW steps. Then the sample size k is increased and a number of additional steps are performed for the updated approximation problem. k is then increase again, a few FW steps are performed. For each iteration, one does not need to solve the approximation problem with a high precision.
In online learning settings, k can be increased as long as new samples are available. In stochastic batch learning settings, when all samples are in a working set and no new sample is available, SFW will proceed along a direction guided by an existed sample in the working set.
Algorithm 1 shows the proposed Stochastic FrankWolfe Algorithm (SFW). The time-complexities of the most time-consuming steps are given.
3: for k = 1, . . . do
4:
Sample
else 8:
end if 10:
Algorithm 2 shows the FW step of Algorithm 1 (line 10). It is named TOWARD since in the next subsection we will introduce an AWAY step.
We denote the objective function of (aD-k) as f (α) := −α T Aα, and the corresponding gradient as
is calculated as:
The algorithm maintains a working set S (k) . For initialization, a random sample indexed by p * (0) is chosen and we set
The gradient is then initialized using (3.8).
In the following k th iteration, if the new training sample {x k , y k } can provide a better feasible direction than any old samples in S (k) , this new sample is selected as p * (k) and is included in the new working set S (k+1) .
Otherwise, the best old sample within S (k) will be selected as p * (k) for updating α and g(α), and S (k+1) will remains the same as S (k) . Therefore the number of indices in the working set |S (k) | ≤ k, and α (k) has at most k nonzero items.
The search direction
from the current solution α (k) and points to one of the vertices of the unit simplex. Once this optimal vertex is determined, we can use the limited minimization rule to determine the stepsize λ * (k) :
where we denote q
can be calculated by updating from q (k) rather than starting from scratch:
In order to make sure that the new feasible solution remains in the feasible set, we need to clamp λ *
Calculations of g 
SFW Algorithm with Away Steps
In addition to "toward steps" as in Eq.(2.3), "away steps" (3.11)
can also be considered. We denote search directions for toward steps as d
Introducing away steps is a method that can boost FW to linear convergence [27] . We can illustrate it using a simplex-constrained example shown in Fig.1 , where e 0 , e 1 , e 2 are vertices of the simplex and the initial solution is x 0 . If we only use toward steps, the convergence is pretty slow:
However, with away steps, the solution converges in merely 3 steps:
* , where the last one is an away step: Applying this method in our dual SVM problem (aD-k), we can use the following to decide whether to make a toward or away step in the k th iteration:
TOWARD 3: else 4:
The AWAY step is given in Algorithm 4. The stepsize is obtained in a similar way as (3.9). In order to keep the new solution feasible, we need (1+λ)α p *
).
Algorithm 4 AWAY
Replacing TOWARD in Algorithm 1 (line 10) with DECIDESTEP, we obtain a modified SFW algorithm with away steps, named MSFW.
Convergence Analysis
In this section, we give the rate of convergence of SFW and MSFW, where we use some techniques from [25] and [31] . We firstly introduce the Wolfe dual and its weak duality [30] . 
Its Wolfe dual is
The following proposition establishes the weak duality of Wolfe dual.
Applying this weak duality to a simplex-constrained concave problem as used in (aD), we have the following result:
Lemma 4.1. Let α * be the optimal solution of (aD). Solving (aD) using SFW algorithm with toward directions d
the following holds for every iteration k:
Introducing Lagrange multipliers y and z i we obtain its Wolfe dual:
The constraint is equivalent to −y ≥ max i ∇f (α) i . Taking the smallest feasible −y = max i ∇f (α) i , the above dual problem can be rewritten as:
Using Proposition 4.1, it follows that
Now replacing the general concave f in (4.15) with the one in (aD-k), (4.16) can be rewritten as:
where α * (k) is the optimal solution of (aD-k). Since matrix A defined in (3.7) is symmetric positive definite (s.p.d.), and α for non-working samples are all set to 0, we can decompose the objective function of (aD) as −α
where −α
T A k α corresponds to the working samples S (k) used for solving (aD-k). Since A k is s.p.d., using similar techniques as in [6] , we can prove that A − A k is also s.p.d..
It follows that
Combining (4.17) and (4.18), we have
which completes the proof.
We are now ready to present the rate of convergence for SFW. 
where
t . Proof. Using the updating rule of SFW for α, we have:
Using Lemma 4.1 we have
∇f (α) = 2ηQ 1 ≤ 2ηQ. By induction we have: 
. The convergence analysis for MSFW is more involved. We firstly prove that for k large enough, all FW steps will be away steps.
Proof. See the first part of Theorem 5's proof in [31] .
The rate of convergence is give below. 
where M is defined in Lemma 4.2.
Proof. (scratch) The objective function f (α) is Lipschitz continuous and strongly convex, i.e. there exists γ 1 and γ 2 such that
The following proof essentially follows the proof of Theorem 2 in [31] .
Experimental Results

Datasets
In this section, several real-world datasets from various application domains will be used to evaluate the efficiency of the proposed stochastic algorithms. The first four datasets are at http://www.csie.ntu.edu.tw/~cjlin/ libsvmtools/datasets/.
The last two are at http://www.cse.ust.hk/~ivor/cvm.html. The sizes of these datasets range from small scale (thousands samples) to mid-large scale (half a million samples). In some datasets, the number of training samples for each class are fairly unbalanced. Among these datasets, "w3a" is text data which is of relatively high dimension but very sparse. Table 1 gives the details of them.
SVM Solvers for Comparison
The proposed algorithms are SFW: stochastic Frank-Wolfe and MSFW: modified stochastic Frank-Wolfe with away steps. We compare them with several existing methods described as below.
• SMO-L1: sequential minimal optimization for L1-SVM [8] . This is one of the most popular solver for nonlinear SVM classifications with hinge loss.
• SMO-L2: sequential minimal optimization for L2-SVM. The squared hinge loss is adopted. The implementation of its training algorithm is essentially the same as SMO-L1. The only differences are: the box constrains of SMO-L1 is replaced with an nonnegativity constraint; an additional 1/2C term is added in each kernel calculation.
• SMO-shrink: SMO with shrinking technique [9] . The shrinking technique is based on the heuristics that some samples that have reached their bounds tend to remain unchanged in following iterations, thus can be temporarily removed from the working set. In our implementations, the working set is shrunk after every 1000 iterations.
• SMO-wss2: SMO with shrinking technique and second order information for working set selection [10] . It is the state-of-the-art nonlinear SVM solver used in LibSVM.
• SGD-linear: stochastic gradient descent for online/stochastic linear SVM with hinge loss [18] . The learning rate is chosen as 1/k for the k th iteration.
• SGD-kernel: kernelized stochastic gradient descent for online/stochastic nonlinear SVM with hinge loss, also known as NORMA [17] . The learning rate is chosen as 1/k for the k th iteration. The margin parameter ρ is set to 1, which corresponds to hinge loss.
• Pegasos: primal estimated sub-gradient solver for online/stochastic linear SVM with hinge loss [19] .
Parameters and Implementation Issues
For nonlinear methods, we choose Gaussian radial basis function kernels k(
. The kernel bandwidth σ and the parameter C in (sD) and (aD) are chosen via grid searches, and the results with best testing accuracies are reported. Note that the C parameters for L1-SVM and L2-SVM are generally different. Table 2 shows the different parameter combinations used for our datasets. For stopping criteria in batch learning tasks, all the above SMO-type algorithms will stop when the "gap" min i∈Iup y i g i − max i∈I down y i g i is less than 0.001, where
This tolerance is the same as the default stopping tolerance used in LibSVM. For all the stochastic algorithms, they will stop after running for 1 or 2 epochs of iterations, where an epoch stands for N iterations.
We do not include the caching technique in SMO or our SFW implementations for the purpose of fair comparisons, since its performance varies for different datasets.
All the methods are implemented in C++, and all the data are in double-precision. The experiments are carried out on a workstation with Xeon 3.00GHz CPU, 8 GB RAM and 64-bit Linux system. In the following results, all the times shown are training time measured in CPU time, excluding the time spent for data loading and prediction.
Comparisons on Convergence
In this section, we will compare performances of SFW and MSFW to other nonlinear SVM solvers, namely SMO-L1, SMO- Fig.2∼7 show the convergence histories of testing accuracies, against training time.
In our implementations of stochastic algorithms, in order to mimic online learning scenarios, each dataset is randomly permuted before feeding to the solvers. Hence these plots can also be used to evaluate the performance of SFW and MSFW in online learning tasks.
Note that SGD-kernel is not shown in Fig. 3 and 5, since our experiments show that the method's testing accuracy is always the portion of the major class for datasets "w3a" and "ijcnn1", in which the two classes are high unbalanced.
It can be observed that stochastic Frank-Wolfe methods can quickly reach acceptable accuracies in the very early iterations. Although this is a general benefit of stochastic algorithms, SFW and MSFW still converge much faster than the stochastic SGD-kernel.
Although MSFW is proved to have a faster convergence rate than SFW, this theoretical advantage is not very prominent in our experiments. This deserves further investigation.
Comparisons on Batch Learning Tasks
In this section, we will compare the performances of nonlinear solvers for batch learning. In batch learning tasks, normally a pre-defined stopping criterion should be set to terminate the optimization process.
As we will shown in Table 3 , running SFW or MSFW for 1 or 2 epochs is enough to obtain very good testing accuracies. As a comparison, for SMO-type algorithms, we use the stopping criterion as discussed in section 5.3. This criterion is widely adopted by many software packages, e.g. LibSVM and SVMLight.
The testing accuracies in the left half of Table half shows that the proposed algorithms are consistently faster than SMO-type methods. Table 4 shows the number of iterations and number of support vectors. We can see that the Frank-Wolfe methods have generally larger amount of support vectors than L1-SVM solvers. This is due to the difference between hinge loss and squared hinge loss.
Comparisons of Linear and Nonlinear
SVMs In this section, we use Figure 8∼12 to demonstrate the performance of SFW algorithms against two linear SVM solvers, namely SGD-linear and Pegasos. The result is very interesting. In most datasets, the linear solvers have a much lower testing accuracy than nonlinear ones. While in some datasets, e.g. "w3a", linear SVM solvers can be much faster than nonlinear solvers, with almost comparable testing accuracy on convergence. The reason might be the sparseness of this webpage data. In such datasets, a linear hyperplane is already enough to separate the two classes.
Conclusions and Future Work
We propose two stochastic Frank-Wolfe algorithms for nonlinear SVMs. These algorithms are very simple and efficient for both batch and online tasks. They achieve comparable or even better accuracies than state-of-theart batch and online algorithms, and are significantly faster. SFW has a provable time complexity O d On-going work includes adopting shrinking and caching techniques. We will extend SFW to regression, ranking and semi-supervised learning problems. Sparse matrix storage and computation will be implemented for further speed up. The gap between the theoretical linear convergence of MSFW and its practical performance will also be investigated.
