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13 UNIFORMISATION LOCALE DES SCHE´MAS
QUASI-EXCELLENTS DE CARACTE´RISTIQUE NULLE
par
Jean-Christophe SAN SATURNINO
Re´sume´. — Nous de´montrons un the´ore`me d’uniformisation locale plonge´e pour
une valuation centre´e en un point d’un sche´ma quasi-excellent de caracte´ristique
nulle. La preuve se re´duit au cas des valuations de rang 1 et consiste a` de´singulariser
l’ide´al forme´ des e´le´ments de valeur infinie et a` monomialiser les polynoˆmes-cle´s. On
de´montre alors un the´ore`me de monomialisation valable en toute caracte´ristique sous
certaines conditions, notamment celle de ne pas avoir de polynoˆme-cle´ limite, fait qui
se produit toujours en caracte´ristique nulle.
Abstract. — We prove an embedded local uniformization theroem for a valuation
centered on a point of a quasi-excellent scheme of characteristic zero. The proof
reduces to valuations of rank 1 and consists in desingularizing the ideal formed by
the elements of infinite value and monomializing the key polynomials. We then
prove a monomialization theorem valid in all characteristic under certain conditions,
including that of non-existence of limit key polynomials, a condition that is always
satified in characteristic zero.
0. Introduction
Les premiers re´sultats en re´solution des singularite´s sont a` attribuer a` Newton au
XVIIe`me sie`cle et a` Puiseux au XIXe`me sie`cle. Leurs re´sultats permettent de re´soudre
les singularite´s des courbes de´ﬁnies sur C. En 1939, Zariski (voir [26]) propose une
nouvelle me´thode pour re´soudre les singularite´s d’une surface de´ﬁnie sur un corps de
caracte´ristique nulle : on re´sout le proble`me localement le long d’une valuation puis on
recolle au niveau de la varie´te´ de Riemann-Zariski. Le recollement n’est actuellement
possible que jusqu’a` la dimension 3 en toute caracte´ristique (voir par exemple [17]).
La re´solution locale le long d’une valuation, ou uniformisation locale, n’est possible,
en caracte´ristique positive ou mixte, e´galement que jusqu’a` la dimension 3 (voir [2],
[3], [4] et [5]). En caracte´ristique nulle, la re´solution des singularite´s a e´te´ de´montre´e
par Hironaka en 1964 ([11]) pour des varie´te´s de dimension quelconque. Ce re´sultat
Classification mathe´matique par sujets (2010). — 13A18, 13F40, 13H05, 14B05, 14J17.
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a par la suite e´te´ rede´montre´ par Villamayor en 1989 ([24]), Bierstone et Milman
en 1990 ([1]), Encinas et Villamayor en 2001 ([7]), Encinas et Hauser en 2002 ([6]),
W lodarczyk en 2005 ([25]) et Temkin en 2008 ([23]).
Ces dernie`res anne´es, une nouvelle approche a e´te´ propose´e par Spivakovsky
([20]) et Teissier ([22]) pour re´soudre le proble`me de la re´solution des singularite´s
en caracte´ristique positive et mixte via la me´thode de Zariski. La premie`re e´tape
e´tant de de´montrer l’uniformisation locale d’une valuation, ils se sont inte´resse´s a`
l’alge`bre gradue´e qui lui est naturellement associe´e ainsi qu’a` ses ge´ne´rateurs, appele´s
polynoˆmes-cle´s.
Dans cet article, nous adaptons l’approche de Spivakovsky ([20]) pour l’uniformi-
sation locale plonge´e des anneaux quasi-excellents e´quicaracte´ristiques au cas ou` le
corps re´siduel est de caracte´ristique nulle. Ce re´sultat est de´ja` bien connu, l’inte´reˆt de
notre de´monstration est qu’elle permet de de´crire a` l’avance toutes les coordonne´es de
tous les points inﬁniment proches et ceci pour tous les e´clatements interme´diaires. La
me´thode est la suivante : par [16], on sait qu’il suﬃt d’obtenir l’uniformisation locale
pour des valuations de rang 1 centre´es sur un anneau S local noethe´rien inte`gre. On
conside`re ensuite l’ide´al H compose´ de tous les e´le´ments de valuation inﬁnie dans
le comple´te´ de S, note´ Ŝ. Cet ide´al est premier d’apre`s [10], c’est l’ide´al premier
implicite. Si S est quasi-excellent, c’est-a`-dire, si le morphisme de comple´tion est
re´gulier, alors ŜH est re´gulier (The´ore`me 4.17). Pour conclure, il suﬃt de montrer
qu’il existe une suite d’e´clatements locaux qui rendent Ŝ/H re´gulier et que tout
e´le´ment de cet anneau s’e´crit comme le produit d’un monoˆme par une unite´ (Lemme
8.2 et The´ore`me 8.3). Par le the´ore`me de structure de Cohen, on sait qu’il existe un
anneau local re´gulier complet R et un morphisme surjectif R։ Ŝ/H. Ce morphisme
induit un isomorphisme entre R/H et Ŝ/H , ou` H est le noyau du morphisme. Pour
obtenir notre re´sultat, il ne reste plus qu’a` l’obtenir sur R/H (The´ore`me 8.1).
La strate´gie va consister a` faire de´croˆıtre la dimension de plongement de R/H si
H est non-nul, sinon a` monomialiser les e´le´ments de R.
Dans le cas e´quicaracte´ristique, on sait que R est un anneau de se´ries formelles,
on peut alors utiliser la the´orie des polynoˆmes-cle´s. Par re´currence sur la dimension
de plongement, on montre que l’ide´al H est, a` une suite d’e´clatements locaux pre`s,
principal et engendre´ par un polynoˆme unitaire. La suite d’e´clatements choisie n’est
pas quelconque, les parame`tres re´guliers de l’anneau d’arrive´e sont des polynoˆmes-cle´s
et de`s qu’un e´le´ment s’est transforme´ en monoˆme, la suite d’e´clatements le conserve
sous cette forme.
Comme tout polynoˆme de R peut s’e´crire de manie`re unique comme une somme
ﬁnie de polynoˆmes-cle´s, il suﬃt de monomialiser les polynoˆmes-cle´s. S’il n’y a pas de
premier polynoˆme-cle´ limite, une simple re´currence nous fournit le re´sultat (Proposi-
tion 5.7). Cette situation correspond au cas ou`, apre`s un nombre ﬁni d’e´clatements,
on fait un nombre ﬁni de translations pour obtenir un re´sultat de monomialisation
(en termes de polynoˆmes-cle´s et de valuations, cette situation est celle ou`, apre`s un
nombre ﬁni i0 d’e´tapes, la valuation de de´part est e´gale a` la valuation monomiale
correspondante au polynoˆme-cle´ de l’e´tape i0). En terme de de´faut d’une extension,
cette situation correspond au cas ou` il n’y a pas de de´faut ; dans un article en
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pre´paration ([18]) on montrera que le de´faut peut eˆtre compris tre`s pre´cise´ment en
terme de degre´ du premier polynoˆme-cle´ limite.
Or cette situation se produit toujours en e´quicaracte´ristique nulle : il n’existe pas
de polynoˆme-cle´ limite pour des valuations de rang 1 (Corollaire 3.13).
Dans le cas ou` il existe un premier polynoˆme-cle´ limite, c’est-a`-dire lorsque l’on fait
un nombre inﬁni de translations, autrement dit, dans le cas ou` l’extension conside´re´e
posse`de un de´faut, on ne sait pas conclure. Dans [19], on a montre´ qu’il suﬃt de
monomialiser le premier polynoˆme-cle´ limite qui peut eˆtre vu comme un polynoˆme
d’Artin-Schreier ge´ne´ralise´.
En caracte´ristique mixte, la situation est semblable, R est un anneau de se´ries
formelles a` coeﬃcients sur un anneau de valuation discre`te, ou un quotient d’un
anneau de se´ries formelles de ce type. On peut e´galement conclure lorsqu’il n’y a pas
de premier polynoˆme-cle´ limite en utilisant le cas e´quicaracte´ristique mais il nous
faut supposer que la valuation de p, la caracte´ristique du corps re´siduel de R, n’est
pas divisible par p dans le groupe des valeurs.
Pour commencer, nous rappelons les de´ﬁnitions de centre d’une valuation ainsi
que celles des diﬀe´rentes alge`bres gradue´es utilise´es.
Dans la deuxie`me partie, nous redonnons la notion de quasi-excellence pour un an-
neau ainsi que pour un sche´ma. Nous de´ﬁnissons e´galement les diﬀe´rentes proprie´te´s
d’uniformisation locale et d’uniformisation locale plonge´e que nous allons de´montrer
dans le cas de caracte´ristique nulle.
Par la suite, apre`s avoir rappele´ la notion de polynoˆme-cle´, nous montrons qu’il
n’y a pas de polynoˆmes-cle´s limite en caracte´ristique nulle pour des valuations de
rang 1.
Dans la quatrie`me partie, nous de´veloppons les outils ne´cessaires pour les diﬀe´rentes
preuves des the´ore`mes de monomialisation et d’uniformisation locale. Nous donnons
tout d’abord la de´ﬁnition d’e´clatement local encadre´ qui va imposer un syste`me de
ge´ne´rateurs de l’ide´al maximal ; ce type d’e´clatement va conserver la proprie´te´ d’eˆtre
un produit d’un monoˆme par une unite´. Par la suite, on en construit un explicitement
ayant la proprie´te´ de transformer les polynoˆmes-cle´s en parame`tres re´guliers. Nous
rappelons ensuite les re´sultats essentiels sur l’ide´al premier implicite. Nous terminons
cette partie par la monomialisation d’e´le´ments non-de´ge´ne´re´s (c’est-a`-dire dont leur
valuation est e´gale a` la valuation monomiale), qui est un cas particulier du jeu
d’Hironaka (voir [12] et [21]), ainsi que par un the´ore`me d’uniformisation locale pour
des hypersurfaces quasi-homoge`nes satisfaisant certaines proprie´te´s.
Nous de´montrons, dans la cinquie`me partie, un the´ore`me de monomialisation dans
le cas e´quicaracte´ristique. A` chaque e´tape de l’algorithme, un e´clatement local est
suivi d’une comple´tion. On de´singularise l’ide´al H et on monomialise les polynoˆmes-
cle´s dans le cas ou` il n’y a pas de premier polynoˆme-cle´ limite.
La sixie`me partie est identique a` la pre´ce´dente sauf que l’on se place dans le cadre
de la caracte´ristique mixte, avec l’hypothe`se supple´mentaire que la valuation de p,
ou` p est la caracte´ristique du corps re´siduel de R, n’est pas divisible par p dans le
groupe des valeurs.
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Dans la septie`me partie, nous de´montrons a` nouveau le meˆme re´sultat de mono-
mialisation que dans les deux parties pre´ce´dentes mais sans comple´ter apre`s chaque
e´clatement.
Nous terminons par la de´monstration du re´sultat principal d’uniformisation locale
plonge´e d’une valuation centre´e en un point d’un sche´ma quasi-excellent dont le corps
re´siduel de l’anneau local en ce point est de caracte´ristique nulle.
Je tiens a` remercier Mark Spivakovsky qui a de´veloppe´ la plupart des outils
de cet article pendant de longues anne´es et qui m’a permis de les appliquer dans le
cadre de la caracte´ristique nulle.
Notations. Soit ν une valuation sur un corps K. Notons Rν = {f ∈ K | ν(f) > 0},
c’est un anneau local d’ide´al maximal mν = {f ∈ K | ν(f) > 0}. On note alors
kν = Rν/mν le corps re´siduel de Rν ansi que Γν = ν(K
∗).
Si R est un anneau, on notera car(R) sa caracte´ristique. Si (R,m) est un anneau
local on notera R̂ le comple´te´ m-adique de R.
Pour tout P ∈ Spec(R), on note κ(P ) = RP /PRP le corps re´siduel de RP .
Pour α ∈ Zn et u = (u1, ..., un) un ensemble d’e´le´ments de R, on note :
uα = uα11 ...u
αn
n .
Pour P,Q ∈ R [X ] avec P =
n∑
i=0
aiQ
i et ai ∈ R[X ] tels que le degre´ de ai est
strictement infe´rieur a` celui de Q, on note :
d ◦Q(P ) = n.
Si Q = X , on notera plus simplement d ◦(P ) au lieu de d ◦X(P ).
Enﬁn, si R est un anneau inte`gre, on notera Frac(R) son corps des fractions.
1. Centre d’une valuation, alge`bres gradue´es associe´es
De´finition 1.1. — Soient R un anneau et P un ide´al premier. Une valuation de R
centre´e en P est la donne´e d’un ide´al premier minimal P∞ de R contenu dans P
et d’une valuation du corps des fractions de R/P∞ centre´e en P/P∞. L’ide´al P∞ est
alors le support de la valuation.
Si R est un anneau local d’ide´al maximal m, on dira que ν est centre´e en R pour
dire que ν est centre´e en m.
Soit X un sche´ma inte`gre de corps des fonctions K(X). Une valuation ν de K(X)
est centre´e en un point ξ de X si ν est centre´e en OX,ξ. On dira alors que ξ est
le centre de ν.
De´finition 1.2. — Soient R un anneau et ν : R→ Γ ∪ {∞} une valuation centre´e
en un ide´al premier de R. Pour tout α ∈ ν(R \ {0}), on de´finit les ide´aux :
Pα = {f ∈ R | ν(f) > α};
Pα,+ = {f ∈ R | ν(f) > α}.
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L’ide´al Pα est appele´ le ν-ide´al de R de valuation α.
On de´finit alors l’alge`bre gradue´e de R associe´e a` ν par :
grν(R) =
⊕
α∈ν(R\{0})
Pα/Pα,+.
L’alge`bre grν(R) est un anneau inte`gre.
Pour f ∈ R \ {0}, on de´finit son image dans grν(R), note´e inν(f), comme e´tant
l’image naturelle de f dans Pν(f)/Pν(f),+ ⊂ grν(R) ; c’est un e´le´ment homoge`ne de
degre´ ν(f).
Enfin, on de´finit une valuation naturelle sur grν(R) de groupe des valeurs ν(R \ {0}),
note´e ord, par :
ord(f) = minα,
ou` f ∈ grν(R) s’e´crit comme une somme finie f =
∑
α∈ν(R\{0})
fα, fα ∈ Pα/Pα,+.
Si R est un anneau local inte`gre, on de´ﬁnit une autre alge`bre gradue´e comme suit :
De´finition 1.3. — Soient R un anneau local inte`gre, K = Frac(R) et ν : K× ։
Γ ∪ {∞} une valuation de K centre´e en R. Pour tout α ∈ Γ, on de´finit les Rν-sous-
modules de K suivants :
Pα = {f ∈ K | ν(f) > α};
Pα,+ = {f ∈ K | ν(f) > α}.
On de´finit alors l’alge`bre gradue´e associe´e a` ν par :
Gν =
⊕
α∈Γ
Pα/Pα,+.
Pour f ∈ K×, on de´finit son image dans Gν , note´e inν(f), comme dans la De´finition
1.2.
Enfin, on de´finit une valuation naturelle sur Gν de groupe des valeurs Γ, note´e ord,
comme dans la De´finition 1.2.
Remarque 1.4. — On a l’injection naturelle :
grν(R) →֒ Gν .
De´finition 1.5. — Soit G une alge`bre gradue´e n’ayant pas de diviseurs de ze´ro. On
appelle sature´ de G l’age`bre gradue´e G∗ de´finie par :
G∗ =
{
f
g
∣∣∣∣ f, g ∈ G, g homoge`ne, g 6= 0} .
On dit que G est sature´e si G = G∗.
Remarque 1.6. — Pour toute alge`bre gradue´e G, on a :
G∗ = (G∗)
∗
.
Autrement dit, G∗ est toujours sature´e.
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Exemple 1.7. — Soit ν une valuation centre´e en un anneau local R. Alors :
Gν = (grν(R))
∗
.
En particulier, Gν est sature´e.
2. Quasi-excellence, e´clatements locaux et uniformisation locale
Pour plus de clarte´ nous rappelons la notion de quasi-excellence ainsi que diﬀe´rentes
notions d’uniformisation locale, que ce soit pour des sche´mas ou pour des anneaux.
L’uniformisation locale est la version locale de la re´solution des singularite´s. Re´soudre
les singularite´s d’un sche´ma X noethe´rien irre´ductible et re´duit revient a` trouver un
morphisme propre et birationnel X ′ → X tel que X ′ soit re´gulier. Ainsi, l’uniformi-
sation locale d’une valuation ν de K, le corps des fractions d’un anneau local inte`gre
R ou` est centre´e la valuation, revient a` trouver un anneau R′ re´gulier qui domine
birationnellement R et tel que R′ ⊂ Rν ⊂ K.
De´finition 2.1. — Un anneau noethe´rien R est quasi-excellent si les deux condi-
tions suivantes sont ve´rifie´es :
1. Pour tout P ∈ Spec(R), le morphisme de comple´tion RP → R̂P est re´gulier ;
2. Le lieu re´gulier de toute R-alge`bre de type fini est ouvert.
Un sche´ma localement noethe´rien est dit quasi-excellent s’il existe un recouvrement
forme´ d’ouverts affines (Uα), Uα = Spec(Rα), tel que, pour tout α, Rα soit un anneau
quasi-excellent.
Remarque 2.2. —
1. Un anneau local est quasi-excellent si et seulement si la condition 1. est ve´riﬁe´e.
2. La notion de quasi-excellence est conserve´e par localisation, passage au quotient
et passage aux alge`bres de type ﬁni.
3. Un corps est quasi-excellent.
4. les anneaux de se´ries formelles sur un anneau de Cohen sont des anneaux quasi-
excellents.
De´finition 2.3. — Soient X un sche´ma noethe´rien et Y un sous-sche´ma de X. Soit
IY le faisceau d’ide´aux de´finissant Y dans X.
On dit que X est normalement plat le long de Y si, pour tout point ξ ∈ Y ,⊕
n>0
InY,ξ/I
n+1
Y,ξ est un OY,ξ-module libre.
Proprie´te´ 2.4. — (d’uniformisation locale des sche´mas). Soit S un sche´ma
noethe´rien (non ne´cessairement inte`gre). Soient X une composante irre´ductible de
Sred et ν une valuation de K(X) centre´e en un point ξ ∈ X. Il existe alors un
e´clatement π : S′ → S le long d’un sous-sche´ma de S, ne contenant aucune compo-
sante irre´ductible de Sred et ayant la proprie´te´ suivante :
Soient X ′ le transforme´ strict de X par π et ξ′ le centre de ν sur X ′, alors ξ′ est un
point re´gulier de X ′ et S′ est normalement plat le long de X ′ en ξ′.
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Le proble`me e´tant local, on peut l’exprimer en termes d’anneaux. Avant cela, nous
allons rappeler la notion d’e´clatement local par rapport a` une valuation.
De´finition 2.5. — Soit (R,m) un anneau local noethe´rien inte`gre de corps des frac-
tions K. Soit ν une valuation de K centre´e en R. Soient u1, ...ur ∈ R et v1, ..., vr ∈ R
tels que ν(vi) 6 ν(ui) pour tout i ∈ {1, ..., r}. Notons R′ l’anneau :
R′ = R
[
u1
v1
, ...,
ur
vr
]
.
Alors l’anneau R(1) = R′mν∩R′ est un anneau local d’ide´al maximal m
(1) = (mν ∩
R′)R′mν∩R′ .
Un e´clatement local de R par rapport a` ν est un morphisme local d’anneaux
locaux de la forme :
π : (R,m)→ (R(1),m(1)).
Soient I un ide´al de R et u0 ∈ I tel que ν(u0) 6 ν(f), pour tout f ∈ I. Comple´tons
u0 en un ensemble {u0, u1, ..., us} de ge´ne´rateurs de I. Le morphisme pre´ce´dent est
appele´ un e´clatement local de R par rapport a` ν le long de I si r = s et vi = u0
pour tout i ∈ {1, ..., s} ; conditions auxquelles on peut toujours se ramener sans perte
de ge´ne´ralite´ en posant u0 = v1...vr et ui =
ui
vi
u0, i ∈ {1, ..., r}.
Remarque 2.6. — A` isomorphisme pre`s, la de´ﬁnition pre´ce´dente est inde´pendante
du choix de l’ensemble de ge´ne´rateurs de I, c’est-a`-dire qu’un autre choix de
ge´ne´rateurs donne un anneau isomorphe.
Proprie´te´ 2.7. — (d’uniformisation locale des anneaux locaux). Soient
(S,m) un anneau local noethe´rien (non ne´cessairement inte`gre), P un ide´al premier
minimal de S et ν une valuation du corps des fractions de S/P centre´e en S/P .
Alors, il existe un e´clatement local π : S → S′ par rapport a` ν tel que S′red soit
re´gulier et Spec(S′) soit normalement plat le long de Spec(S′red).
Nous ﬁnissons avec la notion de croisements normaux et d’uniformisation locale
plonge´e.
De´finition 2.8. — Soient (R,m) un anneau local noethe´rien et ν une valua-
tion centre´e en R, au sens de la De´finition 1.1, de groupe des valeurs Γ. Soit
u = {u1, ..., un} ⊂ m tel que (u) +
√
(0) = m +
√
(0). Enfin, pour f ∈ R, on note
f ∈ R/
√
(0) = Rred l’image de f dans Rred par le morphisme de passage au quotient.
1. Un monoˆme uα = uα11 ...u
αn
n est dit minimal par rapport a` ν si la famille
{ν(uj) | αj 6= 0}16j6n est Z-libre dans Γ.
2. Soit I un ide´al de R. On dit que le triplet (R, I, u) est a` croisements normaux
si :
(a) Rred est un anneau local re´gulier et (u1, ..., un) est un syste`me re´gulier de
parame`tres de Rred ;
(b) Spec(R) est normalement plat le long de Spec(Rred) ;
8 JEAN-CHRISTOPHE SAN SATURNINO
(c) I/
(
I +
√
(0)
)
est un ide´al principal engendre´ par un monoˆme en
u1, ..., un (avec la possibilite´ que I = (1) et donc I/
(
I +
√
(0)
)
= (1)).
3. Soit I un ide´al de R, le triplet (R, I, u) est a` croisements normaux stan-
dards par rapport a` ν si (R, I, u) est a` croisements normaux et I/
(
I +
√
(0)
)
est engendre´ par un monoˆme minimal par rapport a` ν.
4. Soit I un ide´al de R, on dit que (R, I) est a` croisements normaux (resp. a`
croisements normaux standards) s’il existe u tel que (R, I, u) soit a` croi-
sements normaux (resp. a` croisements normaux standards).
5. On dit que R est de´singularise´ si (R,R) est a` croisements normaux.
De´finition 2.9. — Soient (R,m) un anneau local noethe´rien et ν une valuation
centre´e en R au sens de la De´finition 1.1. Soit I un ide´al de R, on dit que la paire
(R, I) admet une uniformisation locale plonge´e (resp. une uniformisation lo-
cale plonge´e standard) s’il existe une suite :
R
π0 // R(1)
π1 // . . .
πl−2 // R(l−1)
πl−1 // R(l)
ou`, pour 1 6 i 6 l, πi est un e´clatement local par rapport a` ν le long d’un ide´al J
(i)
ayant les proprie´te´s suivantes :
1. Pour 1 6 i 6 l, J (i) 6⊂ P
(i)
∞ , P
(i)
∞ e´tant le support de ν dans R(i).
2.
(
R(i), IR(i)
)
est a` croisements normaux (resp. a` croisements normaux stan-
dards).
Enfin, on dit que R admet une uniformisation locale plonge´e (resp. une unifor-
misation locale plonge´e standard) si, pour tout ide´al I de R, (R, I) admet une
uniformisation locale plonge´e (resp. une uniformisation locale plonge´e standard).
Proprie´te´ 2.10. — (d’uniformisation locale plonge´e des sche´mas). Soit
S un sche´ma noethe´rien (non ne´cessairement inte`gre). Soient X une composante
irre´ductible de Sred et ν une valuation de K(X) centre´e en un point ξ ∈ X. Il existe
alors un e´clatement π : S′ → S le long d’un sous-sche´ma de S, ne contenant aucune
composante irre´ductible de Sred et ayant la proprie´te´ suivante :
Soient X ′ le transforme´ strict de X par π, ξ′ le centre de ν sur X ′ et D le diviseur
exceptionnel de π, alors (OX′,ξ′ , ID,ξ′) admet une uniformisation locale plonge´e.
Dans le cas des anneaux locaux noethe´riens inte`gres, on peut e´noncer la proprie´te´
de manie`re un peu plus simple :
Proprie´te´ 2.11. — (d’uniformisation locale plonge´e des anneaux locaux
inte`gres). Soient (R,m) un anneau local noethe´rien inte`gre et ν une valuation de K,
le corps des fractions de R, centre´e en R. On dit que ν admet une uniformisation
locale plonge´e si, pour un nombre fini d’e´le´ments de R, f1, ..., fq ∈ R tels que
ν(f1) 6 ... 6 ν(fq), il existe une suite d’e´clatements locaux par rapport a` ν :
R
π0 // R(1)
π1 // . . .
πl−2 // R(l−1)
πl−1 // R(l)
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telle que R(l) soit re´gulier et telle qu’il existe un syste`me re´gulier de parame`tres u(l) =(
u
(l)
1 , ..., u
(l)
d
)
de R(l) tel que les fi, 1 6 i 6 q, soient des monoˆmes en u
(l) multiplie´s
par une unite´ de R(l) et f1/.../fq dans R
(l).
3. Polynoˆmes-cle´s en caracte´ristique nulle
Conside´rons K →֒ K(x) une extension de corps simple et transcendante. Soit µ′
une valuation de K(x), notons µ := µ′|K . On note G le groupe des valeurs de µ
′ et G1
celui de µ. On suppose de plus que µ est de rang 1, µ′(x) > 0 et car(kµ) = 0. Enﬁn,
pour β ∈ G, on pose :
P ′β = {f ∈ K(x) | µ
′(f) > β} ∪ {0};
P ′β,+ = {f ∈ K(x) | µ
′(f) > β} ∪ {0};
Gµ′ =
⊕
β∈G
P ′β/P
′
β,+;
et inµ′(f) l’image de f ∈ K(x) dans Gµ′ .
De´finition 3.1. — Un ensemble complet de polynoˆmes-cle´s pour µ′ est une
collection bien ordonne´e :
Q = {Qi}i∈Λ ⊂ K[x]
telle que, pour tout β ∈ G, le groupe additif P ′β ∩K[x] soit engendre´ par des produits
de la forme a
s∏
j=1
Q
γj
ij
, a ∈ K, tels que
s∑
j=1
γjµ
′
(
Qij
)
+ µ(a) > β.
L’ensemble est dit 1-complet si la condition a lieu pour tout β ∈ G1.
The´ore`me 3.2. — ([9], The´ore`me 62) Il existe une collection Q = {Qi}i∈Λ qui soit
un ensemble 1-complet de polynoˆmes-cle´s.
Par le The´ore`me 3.2, on sait qu’il existe un ensemble 1-complet de polynoˆmes-cle´s
Q = {Qi}i∈Λ et que le type d’ordre de Λ est au plus ω × ω. Si K est sans de´faut, on
va voir que le type d’ordre de Λ est au plus ω et que, par conse´quent, il n’y a pas de
polynoˆmes-cle´s limites, ce sera en particulier le cas si car(kµ) = 0. Pour tout i ∈ Λ,
notons βi = µ
′(Qi).
Soit l ∈ Λ, on note :
αi = d
◦
Qi−1(Qi), ∀ i 6 l;
αl+1 = {αi}i6 l;
Ql+1 = {Qi}i6 l.
On utilise e´galement la notation γl+1 = {γi}i6 l ou` les γi sont tous nuls sauf pour un
nombre ﬁni d’entres eux, Q
γl+1
l+1 =
∏
i6 l
Qγii .
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De´finition 3.3. — Un multi-indice γl+1 est dit standard par rapport a` αl+1 si
0 6 γi < αi+1, pour i 6 l.
Un monoˆme l-standard en Ql+1 est un produit de la forme cγl+1Q
γl+1
l+1 , ou` cγl+1 ∈
K et γl+1 est standard par rapport a` αl+1.
Un de´veloppement l-standard n’impliquant pas Ql est une somme finie
∑
β
Sβ
de monoˆmes l-standards n’impliquant pas Ql, ou` β appartient a` un sous-ensemble fini
de G+ et Sβ =
∑
j
dβ,j est une somme de monoˆmes standards de valuation β ve´rifiant∑
j
inµ′(dβ,j) 6= 0.
De´finition 3.4. — Soient f ∈ K[x] et i 6 l, un de´veloppement i-standard de f
est une expression de la forme :
f =
si∑
j=0
cj,iQ
j
i ,
ou` cj,i est un de´veloppement i-standard n’impliquant pas Qi.
Remarque 3.5. — Un tel de´veloppement existe, par division Euclidienne et est
unique dans le sens ou` les cj,i ∈ K[x] sont uniques. Plus pre´cise´ment, si i ∈ N, on
montre par re´currence que le de´veloppement i-standard est unique.
De´finition 3.6. — Soient f ∈ K[x], i 6 l et f =
si∑
j=0
cj,iQ
j
i un de´veloppement
i-standard de f . On de´finit la i-troncature de µ′, note´e µ′i, comme e´tant la pseudo-
valuation :
µ′i(f) = min
06j6si
{jµ′(Qi) + µ
′(cj,i)}.
Remarque 3.7. — On peut montrer que c’est en fait une valuation. On a de plus :
∀ f ∈ K[x], i ∈ Λ, µ′i(f) 6 µ
′(f).
La construction des polynoˆmes-cle´s se fait par re´currence (voir [13], [14], [20] §9
et [9]). Pour l ∈ N∗, on construit un ensemble de polynoˆmes-cle´s Ql+1 = {Qi}16i6 l ;
deux cas se pre´sentent :
(1) ∃ l0 ∈ N, βl0 /∈ G1 ;
(2) ∀ l ∈ N, βl ∈ G1.
Dans le cas (1), on stoppe la construction ; l’ensemble Ql0 = {Qi}16i6 l0−1 est par
de´ﬁnition un ensemble 1-complet de polynoˆmes-cle´s et Λ = {1, ..., l0−1}. Remarquons
de plus que l’ensemble Ql0+1 est quant a` lui un ensemble complet de polynoˆmes-cle´s.
Dans le cas (2), l’ensemble Qω = {Qi}i>1 est inﬁni et Λ = N
∗. Les propositions
qui suivent nous assurent que dans ce cas, l’ensemble des polynoˆmes-cle´s obtenu est
e´galement 1-complet.
Le lemme qui suit, tre`s utile dans la suite, nous permet de remarquer qu’il n’existe
pas de suite croissante borne´e dans le cadre des valuations de rang 1.
UNIFORMISATION LOCALE DES SCHE´MAS QUASI-EXCELLENTS 11
Lemme 3.8. — Soit ν une valuation de rang 1 centre´e en un anneau local noethe´rien
R. Notons P∞ le support de ν. Alors, ν (R \ P∞) ne contient aucune suite infinie
croissante et borne´e.
Remarque 3.9. — La donne´e d’une valuation ν centre´e en un anneau local (R,m)
est la donne´e d’un ide´al premier minimal P∞ de R (le support de la valuation) et
d’une valuation ν′ du corps des fractions de R/P∞ telle que R/P∞ ⊂ Rν′ et m/P∞ =
(R/P∞) ∩mν′ .
Preuve : Soit (βi)i>1 une suite croissante inﬁnie de ν (R \ P∞) borne´e par β. Cette
suite correspond a` une suite inﬁnie de´croissante d’ide´aux de R/Pβ . Il nous suﬃt
donc de montrer que R/Pβ est de longueur ﬁnie. Notons m l’ide´al maximal de R,
ν(m) = min {ν (R \ P∞) \ {0}} et Γ le groupe des valeurs de ν. Remarquons que le
groupe ν (R \ P∞) est archime´dien. En eﬀet, par l’absurde, si ν (R \ P∞) n’est pas
archime´dien, il existe α, β ∈ ν (R \ P∞), β 6= 0 tels que, pour tout n > 1, nβ 6 α. En
particulier, l’ensemble :
{γ ∈ Γ | ∃ n ∈ N \ {0}, −nβ < γ < nβ}
est un sous-groupe isole´ non trivial de Γ.
On en de´duit qu’il existe n ∈ N tel que :
β 6 nν(m).
Ainsi, mn ⊂ Pβ et donc , il existe une application surjective :
R/mn ։ R/Pβ.
On en de´duit que R/Pβ est de longueur ﬁnie, ce qui est absurde. On en conclut que
ν (R \ P∞) ne contient aucune suite inﬁnie croissante borne´e.
Proposition 3.10. — ([20], Proposition 9.30) Supposons que l’on ait construit un
ensemble infini de polynoˆmes-cle´s Qω = {Qi}i>1 tel que, pour tout i ∈ N
∗, βi ∈ G1.
Supposons de plus que la suite {βi}i>1 n’est pas borne´e dans G1. Alors, l’ensemble de
polynoˆmes-cle´s Qω est 1-complet.
Preuve : Il suﬃt de montrer que, pour tout β ∈ G1 et pour tout h ∈ K [x] tels que
µ′(h) = β, h est dans le Rµ-sous-module de K [x] engendre´ par tous les monoˆmes de
la forme a
s∏
j=1
Q
γj
ij
, a ∈ K, tels que µ′
(
a
s∏
j=1
Q
γj
ij
)
> β.
Conside´rons donc h ∈ K [x] tel que µ′(h) ∈ G1. En notant h =
d∑
j=0
hjx
j , on peut
supposer, sans perte de ge´ne´ralite´, que :
∀ j ∈ {0, ..., d}, µ(hj) > 0.
En eﬀet, dans le cas contraire, il suﬃt de multiplier h par un e´le´ment de K choisi
convenablement.
Comme la suite {βi}i>1 n’est pas borne´e dans G1, il existe i0 ∈ N∗ tel que :
µ′(h) < βi0 .
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Notons alors h =
si0∑
j=0
cj,i0Q
j
i0
, le de´veloppement i0-standard de h. Or, comme ce
de´veloppement est obtenu par division euclidienne, vu le choix fait sur les coeﬃcients
de h et, comme la suite
{
βi
d ◦(Qi)
}
i>1
est strictement croissante (il suﬃt de regarder
le de´veloppement (i− 1)-standard de Qi), on montre facilement que :
∀ j ∈ {0, ..., si0}, µ (cj,i0) > 0.
Rappelons que, par construction des polynoˆmes-cle´s, pour j ∈ {0, ..., si0}, µ
′
i0
(cj,i0) =
µ′ (cj,i0). On en de´duit alors que :
∀ j ∈ {1, ..., si0}, µ
′
(
cj,i0Q
j
i0
)
= µ′i0
(
cj,i0Q
j
i0
)
> µ′(h).
Ainsi, µ′(h) = µ′ (c0,i0) et donc, h est une somme de monoˆmes en Qi0+1 de valuation
au moins µ′(h) (et en particulier, µ′i0(h) = µ
′(h)).
On conside`re alors deux cas :
(1) ♯{i > 1 | αi > 1} = +∞ ;
(2) ♯{i > 1 | αi > 1} < +∞.
Dans le cas (1), a` l’aide de la Proposition 3.11, on montre que l’ensemble inﬁni de
polynoˆmes-cle´s est toujours 1-complet, inde´pendamment de la caracte´ristique de kµ.
Dans le cas (2), si la caracte´ristique de kµ est nulle et si l’ensemble de polynoˆmes-cle´s
Qω = {Qi}i>1 n’est pas complet, on montre dans la Proposition 3.12 que la suite
{βi}i>1 n’est jamais borne´e. Dans ce cas-la`, graˆce a` la Proposition 3.10, on en de´duit
que l’ensemble de polynoˆmes-cle´s Qω = {Qi}i>1 est e´galement 1-complet.
Proposition 3.11. — ([20], Corollaire 11.8) Supposons que l’on ait construit un
ensemble infini de polynoˆmes-cle´s Qω = {Qi}i>1 tel que, pour tout i ∈ N
∗, βi ∈ G1.
Supposons de plus que l’ensemble {i > 1|αi > 1} est infini. Alors, Qω est un ensemble
1-complet de polynoˆmes-cle´s.
Preuve : Soit h ∈ K[x], comme dans la preuve de la Proposition 3.10, il suﬃt de
montrer que µ′i(h) = µ
′(h) pour un certain i > 1. Or, si on note :
δi(h) = maxSi(h, βi),
ou` :
Si(h, βi) = {j ∈ {0, ..., si} | jβi + µ
′ (cj,i) = µ
′
i(h)},
h =
si∑
j=0
cj,iQ
j
i ,
par le (1) de la Proposition 37 de [9] (Proposition 11.2 de [20]), on a :
αi+1δi+1(h) 6 δi(h), ∀ i > 1.
On en de´duit qu’a` chaque fois que δi(h) > 0 et αi+1 > 1 :
δi+1(h) < δi(h), ∀ i > 1.
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Comme l’ensemble {i > 1 | αi > 1} est inﬁni et que l’ine´galite´ pre´ce´dente ne peut se
produire une inﬁnite´ de fois, on en conclut qu’il existe i0 > 1 tel que δi0(h) = 0 et
donc que µ′i0(h) = µ
′(h).
A` partir de maintenant, on suppose que l’on a construit un ensemble inﬁni
de polynoˆmes-cle´s Qω = {Qi}i>1 tel que αi = 1, pour tout i suﬃsamment grand.
Ainsi pour ces i, on a :
Qi+1 = Qi + zi,
ou` zi est un de´veloppement i-standard homoge`ne, de valuation βi, n’impliquant pas
Qi.
Proposition 3.12. — ([20], Proposition 12.8) Supposons que car(kµ) = 0 et que
l’on ait construit un ensemble infini de polynoˆmes-cle´s Qω = {Qi}i>1 tel que, pour
tout i ∈ N∗, βi ∈ G1. Supposons de plus qu’il existe h ∈ K[x] tel que, pour tout i > 1 :
µ′i(h) < µ
′(h).
Alors, la suite {βi}i>1 n’est pas borne´e dans G1.
Preuve : Par la Proposition 37 de [9] (Proposition 11.2 de [20]), la suite {δi(h)}i>1
est de´croissante, il existe donc i0 > 1 tel que δi0+t(h) = δi0(h), pour tout t ∈ N.
Notons δ cette valeur commune. Si on note h =
si∑
j=0
cj,iQ
j
i le de´veloppement i-standard
de h pour i > i0, alors, par la Proposition 37 de [9] (Proposition 11.2 de [20]),
µ′i(h) = δβi+µ
′ (cδ,i) et µ
′ (cδ,i) sont inde´pendants de i. Il suﬃt donc de montrer que
la suite {µ′i(h)}i>1 n’est pas borne´e.
Notons :
µ+i (h) = min
{
µ′
(
cj,iQ
j
i
) ∣∣∣ δ < j 6 si} ,
εi(h) = min
{
j ∈ {δ + 1, ..., si}
∣∣∣ µ′ (cj,iQji) = µ+i (h)} .
Toujours par la Proposition 37 de [9] (Proposition 11.2 de [20]), la suite {εi(h)}i>i0
est de´croissante, il existe donc i1 > i0 tel que cette suite soit constante a` partir
de i1. Notons alors c
∗
δ,i1
∈ K[x] l’unique polynoˆme de degre´ strictement infe´rieur a`
d ◦ (Qi0) = d
◦ (Qi1) tel que c
∗
δ,i1
cδ,i1 − 1 soit divisible par Qi1 dans K[x]. On peut
montrer que µ′i
(
c∗δ,i1
)
= µ′
(
c∗δ,i1
)
, pour tout i > i1. Multiplier h par c
∗
δ,i1
n’aﬀecte
pas δ, donc multiplier h par c∗δ,i1 ne change rien au proble`me. On peut donc supposer
que inµ′ (cδ,i) = inµ′
i
(cδ,i) = 1 pour tout i > i1.
Supposons que h = Qi1+1, rappelons que nous sommes dans la situation ou` Qi+1 =
Qi + zi, pour i > i1 > i0. Les zi n’e´tant pas uniques, un choix possible de zi, pour
i = i1, est :
zi1 =
cδ−1,i1
δ
.
Par de´ﬁnition de zi1 , µ
′ (zi1) = βi1 et βi1 < βi1+1. Par re´currence sur t ∈ N, on
construit Qi1+t.
Il faut tout de meˆme montrer que la proprie´te´ ≪ {µ′(Qi + zi + ... + zl)}l n’est pas
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borne´e ≫ ne de´pend pas du choix des zi, ..., zl, i 6 l. En eﬀet, supposons que l’on ait
construit une autre suite de la forme {µ′(Qi+z′i+ ...+z
′
l′)}l′ . Si pour tout l, il existe l
′
tel que µ′(Qi+zi+ ...+zl) < µ
′(Qi+z
′
i+ ...+z
′
l′) alors la suite {µ
′(Qi+z
′
i+ ...+z
′
l′)}l′
ne peut pas eˆtre borne´e car sinon la suite {µ′(Qi + zi + ... + zl)}l le serait ce qui
contredit l’hypothe`se de de´part. Supposons donc qu’il existe l tel que, pour tout l′,
µ′(Qi+z
′
i+ ...+z
′
l′) < µ
′(Qi+zi+ ...+zl). Par la Proposition 9.29 de [20], il existe un
de´veloppementQi+z
′
i+...+z
′
l′+z
′′
l′+1+...+z
′′
l′′ tel queQi+z
′′
i +...+z
′′
l′′ = Qi+zi+...+zl.
Ainsi, on peut construire une troisie`me suite qui n’est pas borne´e.
Comme car(kµ) = 0, le sous-corps premier de K est Q, conside´rons alors A la Q-
sous-alge`bre de K engendre´e par tous les coeﬃcients de Ql1 , on a donc que, pour
tout t ∈ N, Qi1+t ∈ A [x]. L’anneau A e´tant noethe´rien, l’anneau A [x] l’est aussi. La
valuation µ′| A[x] est alors centre´e en A[x] et
{
µ′| A[x] (Qi1+t)
}
t∈N
⊂ G1, G1 e´tant de
rang 1. En appliquant le Lemme 3.8, on en de´duit que la suite {βi}i>1 ne peut eˆtre
borne´e dans G1.
Corollaire 3.13. — Si car(kµ) = 0, il existe un ensemble 1-complet de polynoˆmes-
cle´s {Qi}i∈Λ tel que Λ est, soit un ensemble fini, soit N
∗. En particulier, il n’y a pas
de polynoˆmes-cle´s limites pour des valuations de rang 1 dont le corps re´siduel est de
caracte´ristique nulle.
Preuve : On applique le processus de construction de [20], §9 et [9]. S’il existe i0 ∈ N,
tel que βi0 /∈ G1, on pose Λ = {1, ..., i0− 1} et, par de´ﬁnition, {Qi}i∈Λ est 1-complet.
Sinon, pour tout i ∈ N, βi ∈ G1 et on pose Λ = N∗. Si ♯{i > 1 | αi > 1} = +∞, par
la Proposition 3.11, l’ensemble {Qi}i∈Λ est 1-complet. Si ♯{i > 1 | αi > 1} < +∞,
par la Proposition 3.12, la suite {βi}i>1 n’est pas borne´e dans G1 et donc, par la
Proposition 3.10, l’ensemble {Qi}i∈Λ est un ensemble 1-complet de polynoˆmes-cle´s.
4. Pre´liminaires
Les e´clatements locaux sont un outil essentiel pour obtenir un re´sultat d’unifor-
misation locale. Ces e´clatements sont de´pendants du choix des diﬀe´rents parame`tres
re´guliers possibles pour l’anneau d’arrive´e. Les e´clatements locaux encadre´s vont im-
poser un syste`me de ge´ne´rateurs de l’ide´al maximal d’arrive´e pour permettre de faire
de´croˆıtre des invariants (dimension de plongement et rang rationnel d’un sous-groupe
de l’enveloppe divisible du groupe des valeurs de la valuation).
Pour les preuves de tous les re´sultats, on pourra consulter [20] : §5, §6, §7, §8 ainsi
que le Chapitre I de [19].
4.1. Suites locales encadre´es. —
Soit (R,m, k) un anneau local noethe´rien. Notons :
u = (u1, ..., un)
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un ensemble de ge´ne´rateurs de m. Pour un sous-ensemble I ⊂ {1, ..., n}, notons :
uI = {ui | i ∈ I}.
Fixons un sous-ensemble J ⊂ {1, ..., n} et un e´le´ment j ∈ J . Notons :
Jc = {1, ..., n} \ J.
Pour tout i ∈ {1, ..., n}, conside´rons les changements de variables suivants :
u′i =
{
ui si i ∈ Jc ∪ {j}
ui
uj
si i ∈ J \ {j}
On note alors :
u′ = (u′1, ..., u
′
n).
Rappelons que pour f ∈ R, l’annulateur de f , note´ AnnR(f), est l’ide´al de R de´ﬁni
par :
AnnR(f) = {g ∈ R | gf = 0}.
Pour tout i ∈ {1, ..., n}, notons :
AnnR (u
∞
i ) =
⋃
l>1
AnnR
(
uli
)
,
Ri = R/AnnR (u
∞
i ) et R
′ = Rj
[
u′J\{j}
]
.
Notons (R(1),m(1), k(1)) le localise´ de l’anneau R′ en un ide´al premier de R′.
Remarque 4.1. — Le sche´ma Spec (R′) est un sous-sche´ma aﬃne de l’e´clate´ de
Spec(R) le long de l’ide´al (uJ).
Enﬁn, nous re´alisons une partition de {1, ..., n} comme suit :
J× = {i ∈ J \ {j} | u′i ∈ R
(1)×},
J×c = {i ∈ J \ {j} | u′i 6∈ R
(1)×}.
On a donc :
{1, ..., n} = Jc ∐ J× ∐ J×c ∐ {j},
u′ = u′Jc ∪ u
′
J× ∪ u
′
J×c ∪ {u
′
j},
ou` les re´unions sont disjointes dans la dernie`re e´galite´ si R est un anneau re´gulier avec
u pour syste`me re´gulier de parame`tres.
Notons u(1) =
(
u
(1)
1 , ..., u
(1)
n1
)
un syste`me de ge´ne´rateurs de m(1) et
π : (R, u)→
(
R(1), u(1)
)
le morphisme naturel entre ces deux anneaux locaux.
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De´finition 4.2. — On dit que π : (R, u)→
(
R(1), u(1)
)
est un e´clatement encadre´
de (R, u) si n1 6 n et s’il existe un sous-ensemble D1 ⊂ {1, ..., n1} tel que :
u′{1,...,n}\J× = u
′
Jc∪J×c∪{j} = u
(1)
D1
.
Si de plus, R est re´gulier, u est un syste`me re´gulier de parame`tres de R et J× = ∅
(c’est-a`-dire si n = n1 et u
′ = u
(1)
D1
), on dit que π est un e´clatement monomial.
Enfin, une suite locale encadre´e est une suite de la forme :
(R, u) =
(
R(0), u(0)
) π0 // (R(1), u(1)) π1 // . . . πl−1 // (R(l), u(l)) ,
ou` chaque πi :
(
R(i), u(i)
)
→
(
R(i+1), u(i+1)
)
, 0 6 i 6 l−1, est un e´clatement encadre´.
Si de plus, pour tout i, les πi sont des e´clatements monomiaux, on dit que la suite est
monomiale.
De´finition 4.3. — Soient π : (R, u) →
(
R(1), u(1)
)
un e´clatement encadre´ et T ⊂
{1, ..., n}. Supposons que R est re´gulier et que u est un syste`me re´gulier de parame`tres
de R.
On dit que π est inde´pendant de uT si T ∩ J = ∅ (c’est-a`-dire, T ⊂ Jc).
Remarque 4.4. — Si un e´clatement encadre´ est inde´pendant de uT , alors :
uT ⊂
{
u
(1)
1 , ..., u
(1)
n1
}
.
On de´ﬁnit par re´currence l’inde´pendance pour une suite locale encadre´e en suppo-
sant qu’elle est de´ja` de´ﬁnie pour des suites de longueur l − 1.
De´finition 4.5. — Une suite locale encadre´e de la forme :
(R, u) =
(
R(0), u(0)
) π0 // (R(1), u(1)) π1 // . . . πl−1 // (R(l), u(l))
est dite inde´pendante de uT si elle ve´rifie les deux conditions suivantes :
1. la suite πl−2 ◦ ... ◦ π0 est inde´pendante de uT ;
2. si uT ⊂
{
u
(i)
1 , ..., u
(i)
ni
}
, 0 6 i 6 l − 1, alors πl−1 est inde´pendante de uT .
Remarque 4.6. — Soit q ∈ {1, ..., n}, on peut e´crire u′q sous la forme :
u′q = u
m1,q
1 ...u
mn,q
n ,
ou` mp,q ∈ Z, p ∈ {1, ..., n}. Le changement de variables u→ u′ est alors donne´ par la
matrice M = (mp,q)p,q ∈ SLn(Z) avec, par de´ﬁnition :
mp,q =
 1 si p = q−1 si p = j et q ∈ J
0 si p 6= q et, ou bien q 6= j, ou bien q 6∈ J
En particulier, si q ∈ Jc, alors u′q ∈ uJc et si q ∈ J alors u
′
q est un monoˆme en uJ .
De meˆme, le changement de variables u′ → u est donne´ par la matrice N = (np,q)p,q =
M−1 ∈ SLn(Z) avec :
np,q =
{
1 si ou bien p = q, ou bien p = j et q ∈ J
0 sinon
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En particulier, si q ∈ Jc, alors uq ∈ u′Jc et si q ∈ J , alors uq est un monoˆme en u
′
J .
Si on note e = #(Jc ∪ J×c ∪ {j}), on en de´duit qu’il existe βq ∈ Nq et zq ∈ R′× tels
que :
uq =
(
uJc∪J×c∪{j}
)βq
zq.
De plus, si q ∈ J , alors
(
uJc∪J×c∪{j}
)βq
est un monoˆme en u′J×c∪{j} uniquement. On
a e´galement :
mR′ =
(
uJc∪{j}
)
R′.
Enﬁn, si J× = ∅ alors, zq = 1.
Pour terminer cette remarque, on va e´tudier le cas ou` l’e´clatement encadre´ est
inde´pendant d’un sous-ensemble. Soit T ⊂ Jc, notons :
t = #(T ) et r = n− t.
Soient v = {v1, ..., vt} = uT , w = {w1, ..., wr} = u{1,...,n}\T et u
′ = (v, w′) ou` w′ =
{w′1, ..., w
′
r}. Pour 1 6 q 6 r, on e´crit :
w′q = w
γq ,
ou` γq ∈ Zr. Alors les r vecteurs γ1, ..., γr forment une matrice de SLr(Z) note´e Mr.
Quitte a` renume´roter les lignes de la matriceM , on peut e´crireM sous la forme d’une
matrice diagonale par blocs ou` un bloc est Mr et l’autre est It la matrice identite´ de
taille t.
Ainsi, pour tout δ ∈ Zr, on a :
w′δ = wγ , γ = δFr.
De meˆme pour le changement de variables inverse, pour tout γ ∈ Zr, on a :
wγ = w′δ, δ = γF−1r .
Nous allons ge´ne´raliser cette remarque dans le cadre des suites locales encadre´es.
Proposition 4.7. — Conside´rons une suite locale encadre´e de la forme :
(R, u) =
(
R(0), u(0)
) π0 // (R(1), u(1)) π1 // . . . πl−1 // (R(l), u(l)) .
Pour 0 6 i 6 l − 1, notons ni+1 l’entier correspondant a` l’entier n1 de la De´finition
4.2, Di+1 l’ensemble correspondant a` D1 et ei+1 = #(Di+1).
Soient 0 6 i < i′ 6 l, q ∈ {1, ..., ni}, q′ ∈ {1, ..., ni′}. Alors :
1. ∃ δ
(i′,i)
q ∈ Nei , z
(i′,i)
q ∈ R(i
′)× tels que u
(i)
q =
(
u
(i′)
Di′
)δ(i′,i)q
z
(i′,i)
q .
2. Supposons de plus que la suite soit inde´pendante de uT avec T ⊂ {1, ..., n} et
u
(i)
q 6∈ uT . Alors
(
u
(i′)
Di′
)δ(i′,i)q
est un monoˆme uniquement en u
(i′)
Di′
\ uT .
3. Supposons que pour tout i′′ > 0 tel que i 6 i′′ < i′, Di′′ = {1, ..., ni′′} et q′ ∈ Di′ .
Il existe alors γ
(i,i′)
q′ ∈ Z
ni tel que u
(i′)
q′ =
(
u(i)
)γ(i,i′)
q′ .
4. Supposons de plus que la suite soit inde´pendante de uT avec T ⊂ {1, ..., n} et
u
(i′)
q′ 6∈ uT . Alors u
(i′)
q′ est un monoˆme uniquement en u
(i)
{1,...,ni}
\ uT .
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Preuve : Il suﬃt de montrer le cas ou` i′ = i+1, le cas ge´ne´ral se faisant par re´currence.
Or ce cas n’est qu’une application des de´ﬁnitions et de la Remarque 4.6.
Proposition 4.8. — Conside´rons les meˆmes hypothe`ses que dans la Proposition 4.7
et supposons de plus que la suite locale encadre´e est monomiale et inde´pendante de
uT , T ⊂ {1, ..., n}. Notons t = #(T ) et r = n− t. On pose :
v = {v1, ..., vt} = uT ,
w = {w1, ..., wr} = u{1,...,n}\T .
Alors :
1. ∀ i ∈ [[0, l]], ni = n.
2. ∀ i ∈ ]]0, l]], Di = {1, ..., n}.
3. Pour 0 6 i < i′ 6 l, notons u(i) =
(
v, w(i)
)
ou` w(i) =
(
w
(i)
1 , ..., w
(i)
r
)
et
u(i
′) =
(
v, w(i
′)
)
ou` w(i
′) =
(
w
(i′)
1 , ..., w
(i′)
r
)
. Alors, pour tout 1 6 q 6 r, w
(i)
q
est un monoˆme en w(i
′) ayant des exposants positifs.
4. Pour 1 6 q 6 r, notons w
(i′)
q =
(
w(i)
)γq
, γq ∈ Zr. Alors, les r vecteurs colonnes
γ1, ..., γr forment une matrice F
(i′,i)
r ∈ SLr(Z). Re´ciproquement, notons w
(i)
q =(
w(i
′)
)δq
, δq ∈ Nr. Alors, les r vecteurs colonnes δ1, ..., δr forment la matrice(
F
(i′,i)
r
)−1
∈ SLr(Z).
Preuve : Comme dans la preuve de la Proposition 4.7, il suﬃt de montrer le cas ou`
i′ = i+ 1, le cas ge´ne´ral se faisant par re´currence (et en remarquant que SLr(Z) est
un groupe). Or ce cas n’est qu’une application des de´ﬁnitions et de la Remarque 4.6.
4.2. Construction d’un e´clatement local encadre´. —
Gardons les meˆmes notations que dans la sous-section 4.1. Nous de´ﬁnissons un
e´clatement encadre´ π : (R, u, k)→
(
R(1), u(1), k(1)
)
tre`s utile par la suite. Nous allons
de´crire, en termes de ge´ne´rateurs et relations, l’extension de corps k →֒ k(1) induite
par π.
Rappelons que R′ est l’anneau :
R′ = Rj
[
u′J\{j}
]
.
Notons :
h = #(J),
hc = #(Jc) = n− h,
h×c = #
(
J×c
)
+ 1,
h× = #
(
J×
)
= h− h×c.
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Quitte a` renume´roter les variables, on peut supposer que :
J = {1, ..., h},
Jc = {h+ 1, ..., n},
j = 1,
J×c = {2, ..., h×c},
J× = {h×c + 1, ..., h}.
Les changements de variables deviennent alors :
u′i =
{
ui si i ∈ {1} ∪ {h+ 1, ..., n}
ui
uj
si i ∈ {2, ..., h}
Comme on a vu pre´ce´demment, prenons m′ ∈ Spec(R′) tel que u′Jc∪J×c∪{j} ⊂ m
′,
ainsi R(1) = R′
m
′ et m1 = m
′R(1). De plus, m = m1 ∩R = m′ ∩R.
Pour 1 6 i 6 n, notons zi ∈ k(1) l’image de u′1 ∈ R
′ dans k(1). On remarque alors
que :
zi = 0, ∀ i ∈ J
c ∪ J×c ∪ {j}.
Remarque 4.9. — Notons R = R′/mR′ et ui ∈ R l’image de u′i ∈ R
′ dans
R, i ∈ J \ {j}, alors R = k
[
uJ×c , uJ×
± 1
]
. Les e´le´ments uJ×c et uJ×
± 1 sont
alge´briquement inde´pendants sur k, lorsque R est re´gulier avec u comme syste`me
re´gulier de parame`tres. Or, on a les morphismes :
R→ R′ → R′
m
′ → k(1).
En passant modulo m, on obtient :
k → R→ R
m
→ k(1),
ou` m = m′/mR′. On en de´duit que k(1) est engendre´ sur k, en tant que corps, par
zJ× .
Notons t = deg.tr
(
k(1)|k
)
+ h×c, par la Remarque 4.9 :
deg.tr
(
k(1)|k
)
6 h×.
On en de´duit les ine´galite´s :
h×c 6 t 6 h× + h×c = h 6 n.
De plus, on peut supposer que zh×c+1, ..., zt sont alge´briquement inde´pendants sur k
dans k(1), tant que zt+1, ..., zh sont alge´briques sur k (zh×c+1, ..., zt).
Pour t < i 6 h, notons Pi(Xi) le polynoˆme minimal de zi sur k (zh×c+1, ..., zi−1). On
a l’isomorphisme :
k(1) ≃
k (zh×c+1, ..., zt) [Xt+1, ..., Xh]
(Pt+1(Xt+1), ..., Ph(Xh))
.
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Quitte a` re´duire au meˆme de´nominateur, pour t < i 6 h, on peut choisir Pi ∈
k [zh×c+1, ..., zi−1] [Xi], mais alors les Pi ne seront plus des polynoˆmes unitaires. No-
tons :
Pi(Xi) =
∑
m
pi,mX
m
i ,
ou` pi,m ∈ k [zh×c+1, ..., zi−1], t < i 6 h. Notons alors qi,m l’e´le´ment deR
[
u′h×c+1, ..., u
′
i−1
]
obtenu a` partir de pi,m en remplac¸ant chaque zi′ par ui′ , t < i
′ < i et en remplac¸ant
chaque coeﬃcient de pi,m par un repre´sentant dans R (on voit pi,m comme un
polynoˆme en zi′ a` coeﬃcients dans k = R/m).
En particulier, on remarque que pi,m ≡ qi,m mod m(1). Enﬁn, notons :
Qi(X) =
∑
m
qi,mX
m.
Pour t < i 6 h, comme Pi(zi) = 0 dans k
(1), on en de´duit que :
Qi(u
′
i) ∈ m
(1).
Proposition 4.10. — Notons n1 = n− t+h×c et posons le changement de variables
suivant :
u
(1)
i =
 Qi+n−n1(u
′
i+n−n1) si h
×c < i 6 h− (n− n1)
u′i si 1 6 i 6 j
×c
u′i+n−n1 si h− (n− n1) < i 6 n1
Alors :
1. u(1) =
(
u
(1)
1 , ..., u
(1)
n1
)
est un syste`me de ge´ne´rateurs de m(1).
2. π : (R, u)→
(
R(1), u(1)
)
est un e´clatement local encadre´.
3. Si R est re´gulier avec u pour syste`me re´gulier de parame`tres, alors u(1) est un
syste`me re´gulier de parame`tres de R(1).
Preuve : Nous allons donner une ide´e de preuve. Pour (1), il suﬃt de remarquer que,
par construction :
u
(1)
i ∈ m
(1), 1 6 i 6 n1.
Re´ciproquement, par la Remarque 4.6 :
mR(1) =
(
u
(1)
1 , u
(1)
h+1−(n−n1)
, ..., u(1)n1
)
R(1) ⊂
(
u
(1)
1 , ..., u
(1)
n1
)
R(1).
Rappelons que u2, ..., uh×c , Qt+1 (ut+1) , ..., Qh (uh) sont les images de u
(1)
2 , ..., u
(1)
n1
dans k (zh×c+1, ..., zt) [u2, ..., uh×c , ut+1, ..., uh] ; en particulier, ce sont des e´le´ments
de mR
m
. Enﬁn, u2, ..., uh×c , Qt+1 (ut+1) , ..., Qh (uh) engendrent un ide´al maximal de
k (zh×c+1, ..., zt) [u2, ..., uh×c , ut+1, ..., uh] vu que :
k (zh×c+1, ..., zt) [u2, ..., uh×c , ut+1, ..., uh]
(u2, ..., uh×c , Qt+1 (ut+1) , ..., Qh (uh))
≃
k (zh×c+1, ..., zh×c) [ut+1, ..., uh]
(Qt+1 (ut+1) , ..., Qh (uh))
≃ k(1).
UNIFORMISATION LOCALE DES SCHE´MAS QUASI-EXCELLENTS 21
Comme :
R
m
≃ k [u2, ..., uh]m
≃ k (zh×c+1, ..., zt) [u2, ..., uh×c , ut+1, ..., uh]mk(zh×c+1,...,zt)[u2,...,uh×c ,ut+1,...,uh]
.
Tout ceci montre que les images de u
(1)
2 , ..., u
(1)
n1 engendrent l’ide´al maximal mRm de
R
m
. Or par de´ﬁnition de R et de m, on en de´duit que u
(1)
1 , ..., u
(1)
n1 engendrent l’ide´al
m
′Rm′ ≡ m(1) dans R′m′ ≡ R
(1).
Par de´ﬁnition, (2) est e´vidente, l’ensemble D1 e´tant :
D1 = {1, ..., h
×c} ∪ {h− (n− n1) + 1, ..., n1}.
Pour montrer (3), on remarque que, R e´tant re´gulier avec u comme syste`me re´gulier
de parame`tres, alors, R est re´gulier et u2, ..., uh×c , Qt+1 (ut+1) , ..., Qh (uh) forment un
syste`me re´gulier de parame`tres de l’anneau local re´gulier mR
m
qui est de dimension
h− (n− n1)− 1. Enﬁn, on montre par re´currence sur n− h que :
(0) (
(
u
(1)
1
)
(
(
u
(1)
1 , u
(1)
h−(n−n1)+1
)
( ... (
(
u
(1)
1 , u
(1)
h−(n−n1)+1
, ..., u(1)n1
)
forme une chaˆıne de n− h+ 1 ide´aux premiers de R(1) distincts.
Pour terminer, nous allons interpre´ter les re´sultats pre´ce´dents en termes
d’e´clatements encadre´s par rapport a` une valuation donne´e.
Soient (R,m, k) un anneau local noethe´rien, u un ensemble de ge´ne´rateurs de m et
ν une valuation centre´e en R. Pour 1 6 i 6 n, notons :
βi = ν(ui),
xi = inν(ui).
Soient T ⊂ {1, ..., n}, E = {1, ..., n} \ T et k [xE ] la sous-alge`bre gradue´e de Gν .
Notons :
G = k [xE ]
∗ =
{
f
g
∣∣∣∣ f, g ∈ k [xE ] , g homoge`ne, g 6= 0} .
Conside´rons J ⊂ E et choisissons j ∈ J tel que :
βj = min
i∈J
{βi}.
Soit π : (R,m) →
(
R(1),m(1)
)
un e´clatement local par rapport a` ν (voir De´ﬁnition
2.5) et conside´rons R(1) comme le localise´ de R′ en le centre de ν. On a donc :
J×c = {i ∈ J | βi > βj},
J× = {i ∈ J \ {j} | βi = βj}.
Notons alors :
x′i =
{
xi si i ∈ Jc ∪ {j}
xi
xj
si i ∈ J \ {j}
zi =
{
u′i si i ∈ J
×
1 si i ∈ {1, ..., n} \ J×
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zi =
{
x′i si i ∈ J
×
1 si i ∈ {1, ..., n} \ J×
β′i = ord(x
′
i), 1 6 i 6 n,
E′ = E \ J×.
Pour 1 6 i 6 n, x′i est homoge`ne et ord(x
′
i) > 0. On a :
ord(x′i) > 0⇔ βi > βj ⇔ i ∈ E
′,
ord(zi) = 0, ∀ i ∈ J
×.
Remarquons que k(1) = k (zJ×). Conside´rons le morphisme ρ : R
′ → k(1), extension
de R→ k, de´ﬁni en envoyant u′i sur zi si z ∈ J
× et sur 0 si i ∈ J×c. L’ide´al m′ = ker ρ
est le centre de ν dans R′ et R(1) = R′
m
′ .
De´finition 4.11. — Conside´rons u(1) comme dans la Proposition 4.10, l’e´clatement
local encadre´ π : (R,m) →
(
R(1),m(1)
)
qui en re´sulte est appele´ l’e´clatement local
encadre´ le long de (uJ) par rapport a` ν.
Soit ϕ : D1 → Jc∪J×c∪{j} la bijection re´sultante de l’e´clatement encadre´. Notons
alors :
E(1) = ϕ−1(E′) ⊂ D1,
x
(1)
i = x
′
ϕ(i),
β
(1)
i = ord
(
x
(1)
i
)
= β′ϕ(i).
Remarque 4.12. — Pour tout i, i′ ∈ E, il existe δi ∈ N#(E
(1)), γi′ ∈ Z#(E) tels
que :
u
(1)
i′ = u
γi′
E ,
ui =
(
u
(1)
E(1)
)δi
zi.
On a les meˆmes transformations au niveau des alge`bres gradue´es :
x
(1)
i′ = x
γi′
E ,
xi =
(
x
(1)
E(1)
)δi
zi.
On a e´galement :
βi =
〈
δi, β
(1)
E(1)
〉
,
ou` 〈., .〉 repre´sente le produit scalaire de vecteurs de taille #(D1). On en de´duit les
e´galite´s d’alge`bres gradue´es suivantes :
k[x]∗ = k
[
zJ× , x
(1)
D1
]∗
= k1
[
x
(1)
D1
]∗
,
k[xE ]
∗ = k
[
zJ× , x
(1)
E(1)
]∗
= k1
[
x
(1)
E(1)
]∗
.
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4.3. L’ide´al premier implicite. —
Pour une valuation donne´e, l’ide´al premier implicite est un des objets central de
l’uniformisation locale. En eﬀet, cet ide´al va eˆtre l’ide´al a` de´singulariser. C’est un
ide´al du comple´te´ qui de´crit les e´le´ments de valuation inﬁnie. Via le Lemme 8.2, pour
rendre R re´gulier, il nous suﬃt de rendre re´gulier R̂H et R̂/H , ou` H est l’ide´al premier
implicite associe´ a` une valuation centre´e en R. L’inte´reˆt de l’ide´al premier implicite
est que R̂H est automatiquement re´gulier sous l’hypothe`se de quasi-excellence. Ainsi
il suﬃra de de´montrer l’uniformisation locale pour des valuations centre´es en R̂/H .
On pourra consulter [10], [19] ou [20] pour plus de de´tails.
De´finition 4.13. — ([10], Definition 2.1) Soient (R,m, k) un anneau local
noethe´rien, P∞ un ide´al premier minimal de R et ν une valuation de rang 1 de
RP∞ centre´e en R. On appelle ide´al premier implicite de R associe´ a` ν, note´
H(R, ν) ou plus simplement H s’il n’y a pas d’ambigu¨ıte´, l’ide´al de R̂ de´finit par :
H =
⋂
β∈ν(R\P∞)
PβR̂,
ou` Pβ = {f ∈ R | ν(f) > β}.
Remarque 4.14. —
1. Si l’on suppose de plus que R est inte`gre, alors P∞ = (0).
2. Comme la valuation est de rang 1 le groupe ν(R \ P∞) est archime´dien (voir
preuve du Lemme 3.8) et donc, pour tout β ∈ ν(R \P∞), il existe n ∈ N tel que
m
n ⊂ Pβ . Il y a donc e´quivalence entre :
(a) f ∈ H ;
(b) Il existe une suite de Cauchy (fn)n ⊂ R telle que, si fn −→
n→+∞
f , alors
ν(fn) −→
n→+∞
∞ ;
(c) Pour toute suite de Cauchy (fn)n ⊂ R telle que, si fn −→
n→+∞
f , alors
ν(fn) −→
n→+∞
∞.
Lemme 4.15. — Sous les hypothe`ses de la De´finition 4.13, si H est l’ide´al premier
implicite de R associe´ a` ν, alors :
H ∩R = P∞
et il existe une inclusion naturelle :
R/P∞ →֒ R̂/H.
The´ore`me 4.16. — ([10], Theorem 2.1) Reprenons les hypothe`ses de la De´finition
4.13. Soit H l’ide´al premier implicite de R associe´ a` ν, alors :
1. H est un ide´al premier de R̂ ;
2. ν s’e´tend de manie`re unique en une valuation ν̂ centre´e en R̂/H.
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Corollaire 4.17. — ([10], Proposition 2.8) Soient R un anneau local quasi-excellent
re´duit, P∞ un ide´al premier minimal de R et ν une valuation de rang 1 de RP∞ centre´e
en R. Alors, R̂H est un anneau local re´gulier.
Lemme 4.18. — ([10], Lemma 2.4) Soit (R,m) → (R′,m′) un morphisme local
d’anneaux locaux noethe´riens. Soient P∞ un ide´al premier minimal de R et ν une
valuation de rang 1 de RP∞ centre´e en R. Supposons qu’il existe un ide´al premier
minimal P ′∞ de R
′ tel que P∞ = P
′
∞ ∩R et que ν s’e´tende en une valuation de rang
1 ν′ telle que son groupe des valeurs contienne celui de ν.
Pour β ∈ ν′ (R′ \ {0}), notons P ′β = {f ∈ R
′ | ν′(f) > β}. Enfin, notons H ′ =
H(R′, ν′) l’ide´al premier implicite de R′ associe´ a` ν′.
Alors, pour tout β ∈ ν (R \ {0}),(
P ′βR̂
′
)
∩ R̂ = PβR̂.
Corollaire 4.19. — ([10], Corollary 2.5) Avec les hypothe`ses du Lemme 4.18, on
a :
H ′ ∩ R̂ = H.
Corollaire 4.20. — ([10], Corollary 2.7) Reprenons les hypothe`ses du Lemme 4.18
et supposons de plus que (R,m)→ (R′,m′) est un e´clatement local par rapport a` ν le
long d’un ide´al J non nul de R et que ν reste de rang 1 sur R′. On a :
ht(H ′) > ht(H) et
dim
(
R̂′/H ′
)
6 dim
(
R̂/H
)
.
4.4. Monomialisation d’e´le´ments non de´ge´ne´re´s. —
Nous allons voir l’eﬀet des e´clatements encadre´s sur les monoˆmes. Une conse´quence
sera qu’un e´le´ment non de´ge´ne´re´, c’est-a`-dire qu’en cet e´le´ment, la valuation est e´gale
a` la valuation monomiale, peut eˆtre transforme´ en un monoˆme via une suite locale
encadre´e.
Toute cette partie est un cas particulier du jeu d’Hironaka (voir [12] et [21]).
Pour un e´le´ment α = (α1, ..., αn) ∈ Nn, on note :
|α| = α1 + ...+ αn.
Soient α = (α1, ..., αn), γ = (γ1, ..., γn) ∈ Nn. Pour 1 6 i 6 n, notons :
δi = min{αi, γi}.
Posons alors δ = (δ1, ..., δn) ∈ N
n, α˜ = α− δ, γ˜ = γ − δ. Quitte a` e´changer α et γ, on
peut supposer que |α˜| 6 |γ˜|. On de´ﬁnit τ(α, γ) par :
τ(α, γ) = (|α˜|, |γ˜|) .
Remarque 4.21. —
1. Si α˜ = (0, ..., 0), alors uα divise uγ dans R.
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2. Quitte a` renume´roter les variables de α˜ et γ˜, on peut supposer qu’il existe a ∈ N,
1 6 a < n, tel que :
α˜ = (α˜1, ..., α˜a, 0, ..., 0︸ ︷︷ ︸
n−a
),
γ˜ = (0, ..., 0︸ ︷︷ ︸
a
, γ˜a+1, ..., γ˜n).
On peut e´galement supposer que, pour 1 6 i 6 a, α˜i > 0.
Soit (R,m) un anneau local noethe´rien tel que m soit non nilpotent et u =
(u1, ..., un) un ensemble de ge´ne´rateurs de m. Soit ν une valuation centre´e en R de
groupe des valeurs Γ.
Conside´rons J ⊂ {1, ..., n} le sous-ensemble le plus petit possible, au sens de
l’inclusion, tel que :
{1, ..., a} ⊂ J et
∑
i∈J
γ˜i > |α˜|.
En reprenant les notations de la De´ﬁnition 4.2, conside´rons π : (R, u) →
(
R(1), u(1)
)
un e´clatement encadre´ le long de (uJ), selon la De´ﬁnition 4.11. Notons :
α˜′i =
{
α˜i si i 6= j
0 si i = j
γ˜′i =
{
γ˜i si i 6= j∑
i∈J
γ˜i − |α˜| si i = j
α˜′ = (α˜′1, ..., α˜
′
n),
γ˜′ = (γ˜′1, ..., γ˜
′
n),
δ′ = (δ1, ..., δj−1, δj + |α˜|, δj+1, ..., δn).
Avec ces notations on obtient :
uα = (u′)
δ′+α˜′
,
uγ = (u′)
δ′+γ˜′
.
Posons α′ = δ′ + α˜′ et γ′ = δ′ + γ˜′.
Proposition 4.22. — Avec les notations pre´ce´dentes, on a, pour l’ordre lexicogra-
phique :
τ(α′, γ′) <lex τ(α, γ).
Preuve : Nous ne donnerons qu’une ide´e de preuve. Il suﬃt de montrer que :
(|α˜′|, |γ˜′|) <lex (|α˜|, |γ˜|) .
Si j ∈ {1, ..., a}, alors par de´ﬁnition et par la Remarque 4.21, on a :
|α˜′| = |α˜| − α˜j < |α˜|.
Si j ∈ {a+ 1, ..., n}, alors |α˜′| = |α˜|. Par minimalite´ de J , il vient que :∑
i∈J\{j}
γ˜i < |α˜|.
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On en conclut que |γ˜′| < |γ˜|.
Corollaire 4.23. — Soit s = #{i ∈ {1, ..., n} | u′i 6∈ R
(1)×}. Quitte a` renume´roter
les variables, on peut supposer que u′i n’est pas inversible dans R
(1), pour 1 6 i 6 s
et, inversible pour s < i 6 n.
Comme π est un e´clatement encadre´, {u′1, ..., u
′
s} ⊂ u
(1). Quitte a` renume´roter les
variables, on peut supposer que u′i = u
(1)
i , 1 6 i 6 s. Notons les vecteurs de taille n1
par :
α(1) = (α˜′1, ..., α˜
′
s, 0, ..., 0︸ ︷︷ ︸
n1−s
),
γ˜ = (γ′1, ..., γ
′
s, 0, ..., 0︸ ︷︷ ︸
n1−s
).
Alors, on a :
τ
(
α(1), γ(1)
)
<lex τ(α, γ).
Preuve : Par la Proposition 4.22 et par de´ﬁnition :
τ
(
α(1), γ(1)
)
6lex τ(α
′, γ′) <lex τ(α, γ).
Remarque 4.24. — Soit T ⊂ {1, .., n} tel que α˜i = γ˜i = 0, pour tout i ∈ T . Alors,
tout e´clatement encadre´ le long de (uJ), avec J de´ﬁni comme pre´ce´demment, est
inde´pendant de uT .
Corollaire 4.25. — Soient (R,m) un anneau local noethe´rien tel que m soit non
nilpotent et u = (u1, ..., un) un ensemble de ge´ne´rateurs de m. Soit r ∈ N tel que
1 6 r 6 n. Notons u = (w, v) avec :
w = (w1, ..., wr) = (u1, ..., ur),
v = (v1, ..., vn−r).
Soit ν une valuation centre´e en R, prenons j dans J ve´rifiant :
ν(uj) = min
i∈J
{ν(ui)}.
Soient α, γ ∈ Nr, il existe alors une suite locale encadre´e par rapport a` ν et
inde´pendante de v :
(R, u)→
(
R(l), u(l)
)
telle que wα divise wγ ou bien wγ divise wα dans R(l).
Preuve : On ite`re le processus de construction de la Proposition 4.22 en choisissant
des e´clatements locaux encadre´s par rapport a` ν, qui sont, par construction et par la
Remarque 4.24, inde´pendants de v. Par le Corollaire 4.23, cette construction s’arreˆte
apre`s un nombre ﬁni d’ite´rations. On conclut alors graˆce au (1) de la Remarque 4.21.
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Proposition 4.26. — Gardons les notations du Corollaire 4.25. Alors :
wα divise wγ dans R(l) ⇔ ν (wα) 6 ν (wγ) .
Preuve : Notons u(l) =
(
w
(l)
1 , ..., w
(l)
rl , v
)
. Par le (1) de la Proposition 4.7, il existe
α(l), γ(l) ∈ Nrl et y, z ∈ R(l)× tels que :
wα = y
(
w(l)
)α(l)
,
wγ = z
(
w(l)
)γ(l)
.
Comme ν
(
w
(l)
1
)
, ..., ν
(
w
(l)
rl
)
> 0 et comme, par construction, l’un des α(l) ou γ(l)
est plus grand que l’autre, composante par composante, on a :(
w(l)
)α(l)
divise
(
w(l)
)γ(l)
dans R(l) ⇔ ν
((
w(l)
)α(l))
6 ν
((
w(l)
)γ(l))
.
Corollaire 4.27. — Gardons les notations du Corollaire 4.25. Soit I un ide´al de R
engendre´ par des monoˆmes en w. Conside´rons ε0, ..., εb ∈ Nr une collection minimale
d’e´le´ments de Nr telle que (wε0 , ..., wεb ) = I.
Enfin, supposons que ν (wǫ0) 6 ν (wǫi), 1 6 i 6 b. Il existe alors une suite locale
encadre´e par rapport a` ν et inde´pendante de v :
(R, u)→
(
R(l), u(l)
)
telle que :
IR(l) = (wε0 )R(l).
Preuve : On de´ﬁnit l’entier suivant :
τ(I, w) =
(
b, min
06i<i′6b
{τ (wεi , wεi′ )}
)
.
On suppose que τ(I, w) = (0, 1) si b = 0. Si b > 1, on applique la Proposition 4.22
a` la paire {wεi , wεi′ }, pour laquelle le minimum est atteint dans {τ (wεi , wεi′ )}. On
obtient alors un sous-ensemble J de {1, ..., n} tel que tout e´clatement encadre´ le long
de (uJ) fasse de´croˆıtre τ(I, w) pour l’ordre lexicographique. On conclut en utilisant
la Proposition 4.26.
Lemme 4.28. — Soit (R,m, k) un anneau local re´gulier. On suppose que m =
(u1, ..., un) = u, ou` n est le nombre de ge´ne´rateurs de m. Soient Φ un semi-groupe
ordonne´ archime´dien et β1, ..., βn ∈ Φ tels que βi > 0, 1 6 i 6 n.
Notons Φ∗ ⊂ Φ le semi-groupe ordonne´ suivant :
Φ∗ =
{
n∑
i=1
αiβi
∣∣∣∣∣ αi ∈ N
}
.
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Pour γ ∈ Φ∗, conside´rons l’ide´al de R :
Iγ =
〈{
uα11 ...u
αn
n
∣∣∣∣∣
n∑
i=1
αiβi > γ
}〉
.
Alors, pour f ∈ R \ {0}, l’ensemble :
Φf = {γ ∈ Φ∗ | f ∈ Iγ}
est fini.
Preuve : Soit f ∈ R\{0}. Comme Φ est archime´dien alors Φ∗ l’est aussi. Remarquons
que Φ∗ est un ensemble de´nombrable et que Φf est un ensemble bien ordonne´ car
a` une suite de´croissante de Φf correspond une suite croissante d’ide´aux de R de la
forme Iγ qui est force´ment ﬁnie vu que R est noethe´rien. Notons γ0 le plus petit
e´le´ment non nul de Φf (en fait 0 est le min de Φ∗ et de Φf , si ce dernier ensemble est
re´duit a` 0, la preuve est termine´e).
Comme f est non nul, il existe i > 0 tel que f /∈ mi et donc Φf 6= Φ∗. Il existe donc
γ1 = supΦf ∈ Φ∗. Or Φ∗ est archime´dien, ainsi, il existe N ∈ N tel que γ1 < Nγ0.
Alors, pour tout e´le´ment γ =
n∑
i=1
αiβi ∈ Φf , αi ∈ N, comme βi ∈ Φf , pour 1 6 i 6 n,
on en de´duit : (
n∑
i=1
αi
)
γ0 6
n∑
i=1
αiβi < γ1 < Nγ0.
Ne´cessairement, on a
(
N −
n∑
i=1
αi
)
γ0 > 0 et comme γ0 > 0 on en de´duit que
n∑
i=1
αi 6
N , c’est-a`-dire qu’il n’y a qu’un choix ﬁni de n-uplets (α1, ..., αn) et donc de γ ∈ Φf .
Corollaire 4.29. — Sous les hypothe`ses du Lemme 4.28, il existe une unique va-
luation, note´e ν0,u, centre´e en un ide´al premier de R, telle que :
ν0,u(uj) = βj , 1 6 j 6 n;
ν0,u(f) = max{γ ∈ Φf}, ∀ f ∈ R \ {0}.
Cette valuation est appele´e la valuation monomiale de R associe´e a` u et a` β1, ..., βn.
Soit ν une valuation de groupe des valeurs Γ et centre´e en un ide´al premier de R. On
dit que ν est monomiale par rapport a` u s’il existe β1, ..., βn ∈ Γ+ tels que :
∀ f ∈ R \ {0}, ν(f) = ν0,u(f).
Exemple 4.30. — Pour ν une valuation centre´e en R = k [[u1, ..., un]], si f =∑
cαu
α, alors ν0,u(f) = min
{
n∑
i=1
αiν(ui)
∣∣∣∣ cα 6= 0} est la valuation monomiale as-
socie´e a` u et a` ν(u1), ..., ν(un).
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Remarque 4.31. — Si ν est une valuation centre´e en R dont le groupe des valeurs
est archime´dien et si ν0,u est la valuation monomiale associe´e a` u et a` ν(u1), ..., ν(un),
alors, pour tout γ ∈ Φ∗, ν(Iγ) = min{ν(f) |f ∈ Iγ} > γ. Ainsi, pour tout f ∈ R\{0} :
ν0,u(f) 6 ν(f).
De plus, la valuation ν est monomiale si et seulement si :
grν(R) = k [inν(u1), ..., inν(un)] .
De´finition 4.32. — Soient R un anneau local re´gulier et u = (u1, ..., un) un syste`me
re´gulier de parame`tres de R. Soit ν une valuation centre´e en R. On dit que f ∈ R est
non de´ge´ne´re´ par rapport a` ν et u si :
ν0,u(f) = ν(f),
ou` ν0,u est la valuation monomiale de R par rapport a` u (Corollaire 4.29).
Remarque 4.33. —
1. f ∈ R est non de´ge´ne´re´ par rapport a` u si et seulement s’il existe un ide´al I de
R, monomial par rapport a` u, tel que ν(f) = min
g∈I
{ν(g)}.
2. Conside´rons une suite locale encadre´e (R, u) →
(
R(1), u(1)
)
et f 6= 0. Par le
(1) de la Proposition 4.7, chaque uj est un monoˆme en u
(1) multiplie´ par une
unite´ de R(1). Ainsi, si f est non de´ge´ne´re´ par rapport a` u alors, f est aussi non
de´ge´ne´re´ par rapport a` u(1).
Le The´ore`me 4.34 suivant peut eˆtre vu comme un the´ore`me ≪ d’uniformisation
locale plonge´e ≫ de f , f e´tant un e´le´ment non de´ge´ne´re´ par rapport a` ν.
The´ore`me 4.34. — Conside´rons les meˆmes hypothe`ses que celle de la De´finition
4.32. Soit f un e´le´ment non de´ge´ne´re´ par rapport a` u. Il existe alors une suite locale
encadre´e (R, u) →
(
R(l), u(l)
)
telle que f soit un monoˆme en u(l) multiplie´ par une
unite´ de R(l).
De plus, soit I un ide´al de R tel que ν(f) = min
g∈I
{ν(g)}. Notons u = (w, v) et supposons
que I est engendre´ uniquement par des monoˆmes en w. Alors, la suite locale encadre´e
pre´ce´dente peut eˆtre choisie inde´pendante de v.
Preuve : La suite locale encadre´e par rapport a` ν provient du Corollaire 4.27. Ainsi,
comme f ∈ I, il existe z ∈ R(l) tel que f = zwε0 (selon les notations du Corollaire
4.27). Comme I est engendre´ par wε0 (Corollaire 4.27) et par hypothe`ses, on en
conclut que :
ν(z) = ν(f)− ν(wε0 ) = ν(f)−min
g∈I
{ν(g)} = 0.
Or ν est centre´e en R(l), donc, z ∈ R(l)×.
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4.5. Suite e´le´mentaire uniformisante. —
Nous allons construire une uniformisation locale, par rapport a` une valuation
ν, d’une hypersurface quasi-homoge`ne satisfaisant certaines conditions vis-a`-vis de
l’alge`bre gradue´e Gν = (grν(R))
∗, ou`, pour une alge`bre gradue´e n’ayant pas de divi-
seurs de ze´ro G, l’age`bre gradue´e G∗ est de´ﬁnie par :
G∗ =
{
f
g
∣∣∣∣ f, g ∈ G, g homoge`ne, g 6= 0} .
Soient (R,m, k) un anneau local re´gulier, u = (u1, ..., un) un syste`me re´gulier
de parame`tres de R et ν une valuation centre´e en R de groupe des valeurs Γ. Notons :
βi = ν(ui), 1 6 i 6 n.
Pour r ∈ {1, ..., n− 1} posons t = n− r − 1.
Supposons que r = dimQ
(
n∑
i=1
Qβi
)
, c’est-a`-dire, quitte a` renume´roter les variables,
que β1, ..., βr sont Q-line´airement inde´pendants dans Γ ⊗Z Q et qu’en particulier βn
est Q-combinaison line´aire de β1, ..., βr.
Notons u = (w, v) avec :
v = (v1, ..., vt) = (ur+1, ..., un−1),
w = (w1, ..., wr , wn) = (u1, ..., ur, un).
Soit ∆ = 〈β1, ..., βr〉 le sous-groupe de Γ engendre´ par β1, ..., βr. Notons :
α = min{m ∈ N∗ |mβn ∈ ∆}.
Par hypothe`ses, α < +∞. Pour i ∈ {1, ..., r, n}, on note xi = inν(ui), on a donc
ord(xi) = βi.
Par le Corollaire 4.6 de [20], on peut montrer que les x1, ..., xr sont alge´briquement
inde´pendants sur k dans Gν . Si xn est alge´brique sur k [x1, ..., xr ], notons P le po-
lynoˆme minimal de xn sur k [x1, ..., xr ]
∗
, choisi unitaire et de plus bas degre´ possible ;
sinon posons P = 0. Si P 6= 0, notons α = d ◦(P ). Soient α1, ..., αr ∈ Z tels que :
αβn −
r∑
i=1
αiβi = 0.
On peut montrer (Lemme 4.5 de [20]) que d = αα ∈ N. On note alors :
y = xα11 ...x
αr
r ,
y = wα11 ...w
αr
r ,
z =
xαn
y
,
z =
wαn
y
.
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Si P 6= 0, alors P est de la forme :
P (X) =
d∑
i=0
ciy
d−iX iα,
ou` ci ∈ k, pour 0 6 i 6 d, cd = 1 et
d∑
i=0
ciX
i est le polynoˆme minimal de z sur k dans
Gν .
Enﬁn, pour 0 6 i 6 d, ﬁxons un e´le´ment bi ∈ R tel que ci ≡ bi mod m. On pose
alors :
Q =
d∑
i=0
biy
d−iwiαn .
Proposition 4.35. — Avec les hypothe`ses et les notations pre´ce´dentes, il existe une
suite locale encadre´e par rapport a` ν et inde´pendante de v :
(R, u) =
(
R(0), u(0)
) π0 // (R(1), u(1)) π1 // . . . πl−1 // (R(l), u(l)) ,
telle que, pour 0 6 i 6 l, si on note :
u(i) =
(
u
(i)
1 , ..., u
(i)
ni
)
et k(i) le corps re´siduel de R(i), alors :
1. Les e´clatements encadre´s π0, ..., πl−2 sont monomiaux. En particulier, ni = n,
k(i) = k, pour 1 6 i < l. De plus, z ∈ R(l)×.
2. nl =
{
n si P 6= 0
n− 1 si P = 0
3. Notons :
u(l) =

(
w
(l)
1 , ..., w
(l)
r , v, w
(l)
n
)
si P 6= 0(
w
(l)
1 , ..., w
(l)
r , v
)
si P = 0
Alors, pour j ∈ {1, ..., r, n}, wj est un monoˆme en w
(l)
1 , ..., w
(l)
r multiplie´ par une
unite´ de R(l).
4. Pour j ∈ {1, ..., r}, w
(l)
j est un monoˆme en w dont les exposants peuvent eˆtre
ne´gatifs.
5. Si P 6= 0, alors :
w(l)n =
d∑
i=0
biz
i =
Q
yd
.
6. k(l) ≃ k (z) ≃

k(X) si P = 0
k[X ]/
(
d∑
i=0
ciX
i
)
si P 6= 0
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Preuve : Nous ne donnerons qu’une ide´e de preuve. Sans perte de ge´ne´ralite´, on peut
supposer qu’il existe δ = (δ1, ..., δr, δn) et γ = (γ1, ..., γr, γn) tels que z =
wδ
wγ et
ν(wγ) = ν(wδ). En appliquant le Corollaire 4.25, on obtient l’existence de la suite
locale encadre´e par rapport a` ν et inde´pendante de v telle que wγ divise wδ dans R(l).
En appliquant la Proposition 4.26, on en de´duit que z, z−1 ∈ R(l).
On montre (1) par re´currence. Plus pre´cise´ment, la Proposition 4.8 implique des
relations de de´pendance entre les images des βi dans les R
(i′) et les images des δ et
γ, ainsi que z± 1 =
w
(i′)
j
w
(i′)
1
, ou` j 6= 1 est tel que β
(i′)
j = min
i∈{1,...,r,n}
{
β
(i′)
i
}
= β
(i′)
1 . La
Proposition 4.26 permet de conclure que z, z−1 ∈ R(i
′+1). En particulier si i′ = l − 1
on a (1).
En reprenant les notations de la Proposition 4.10, on remarque qu’on est dans le cas
ou` h× 6 1 (plus pre´cise´ment, le cas h×c = h− 1, t = h et le cas h×c = t = h− 1). En
utilisant la Proposition 4.8 et quitte a` interchanger, on peut supposer que z =
x
(l−1)
j
x
(l−1)
1
.
Le cas h×c = h − 1, t = h se produit si et seulement si z =
x
(l−1)
j
x
(l−1)
1
est transcendant
sur k (et donc P = 0). Le cas h×c = t = h− 1 se produit quant a` lui si et seulement
si z est alge´brique sur k (c’est-a`-dire P 6= 0). Ainsi (2) et (6) proviennent de l’e´tude
directe de ces deux cas particuliers. Dans le cas P 6= 0, vu que z± 1 =
w
(l−1)
j
w
(l−1)
1
, on
peut prendre w
(l)
n =
d∑
i=0
biz
i, ce qui prouve (5). Pour terminer, (3) et (4) sont une
application directe de la Proposition 4.7 avec i = 0 et i′ = l.
Proposition 4.36. — Reprenons les notations et les hypothe`ses de la Proposition
4.35. Notons Q˜ = Q+h, ou` h ∈ R est tel que ν0,u(h) > ν0,u(Q). Alors, la Proposition
4.35 est vraie avec Q˜ a` la place de Q dans (5).
Preuve : Par hypothe`ses, on peut e´crire h comme une somme ﬁnie h =
∑
γ
hγu
γ ou`
hγ ∈ R et ν(uγ) > ν0,u(Q). Soit N = max{|γ| | hγ 6= 0}. Apre`s une suite locale
encadre´e inde´pendante de ur+1, ..., un, on peut supposer que :
ν(w1) <
1
N
(ν0,u(h)− ν0,u(Q)) .
Pour tout i ∈ {r + 1, ..., n}, eﬀectuons
⌊
ν(ui)
ν(w1)
⌋
e´clatements le long de l’ide´al (ui, w1).
On peut alors supposer que, pour hγ 6= 0, u
γ est divisible par un monoˆme ̟γ en
w1, ..., wr tel que ν(̟γ) > ν0,u(Q). En appliquant le Corollaire 4.27 a` l’ide´al monomial
engendre´ par {yd} ∪ {̟γ | hγ 6= 0}, on construit une suite locale encadre´e monomiale
inde´pendante de ur+1, ..., un telle que y
d divise h.
Ainsi, avec cette hypothe`se, on peut conside´rer la suite locale encadre´e construite
dans la Proposition 4.35. Comme yd divise Q dans R(l) et comme yd divise h, on en
de´duit que yd divise Q˜ dans R(l). Le w
(l)
n de la Proposition 4.35 diﬀe`re alors de
Q˜
yd
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par des e´le´ments appartenant a` l’ide´al
(
u
(l)
1 , ..., u
(l)
n−1
)
.
De´finition 4.37. — Reprenons les notations et les hypothe`ses de la Proposition
4.36. La suite locale encadre´e par rapport a` ν et inde´pendante de v construite dans
la Proposition 4.36 sera appele´e la suite e´le´mentaire uniformisante associe´e
a`
(
R, u, ν, n, Q˜
)
, ou plus simplement, la n-suite e´le´mentaire uniformisante,
lorsque il n’y a pas d’ambigu¨ıte´ possible dans les choix de R, u, ν et Q˜.
Remarque 4.38. — L’entier n de la De´ﬁnition 4.37 fait re´fe´rence au fait que la
suite est de´pendante uniquement des variables u1, ..., ur, un. Pour j ∈ {r + 1, ..., n},
on peut de´ﬁnir une j-suite e´le´mentaire en remplac¸ant les variables u1, ..., ur, un par
u1, ..., ur, uj.
4.6. Suites formelles encadre´es. —
Soit (R,m, k) un anneau local re´gulier complet de dimension n avecm = (u1, ..., un).
Soient ν une valuation de K = Frac(R), centre´e en R, de groupe des valeurs Γ et Γ1
le plus petit sous-groupe isole´ non nul de Γ. On note :
H = {f ∈ R | ν(f) /∈ Γ1}.
H est un ide´al premier de R (voir Preuve du The´ore`me 8.1). On suppose de plus que :
n = e(R, ν) = emb.dim (R/H) ,
c’est-a`-dire que :
H ⊂ m2.
On note e´galement r = r(R, u, ν) = dimQ
(
n∑
i=1
Qν(ui)
)
.
La valuation ν est unique si ht(H) = 1, cas auquel on va se ramener graˆce au Corollaire
5.3. C’est la compose´e de la valuation µ : L∗ → Γ1 de rang 1 centre´e en R/H ,
ou` L = Frac(R/H), avec la valuation θ : K∗ → Γ/Γ1, centre´e en RH , telle que
kθ ≃ κ(H).
Par abus de notation, pour f ∈ R, on notera µ(f) au lieu de µ(f mod H).
De´finition 4.39. — Soit (R, u, k)→ (R′, u′, k′) une suite locale encadre´e, on note
H ′0 le transforme´ strict de H dans R
′. On dit que µ est centre´e en R′ si µ est
centre´e en R′/H ′0. Dans ce cas, on dit que la suite locale encadre´e est une suite
locale encadre´e par rapport a` µ.
De´finition 4.40. — Soit (R, u)→
(
R(1), u(1)
)
un e´clatement local encadre´. Le mor-
phisme induit par comple´tion formelle est appele´ un e´clatement formel encadre´
par rapport a` µ.
Soient K̂(1) = Frac
(
R̂(1)
)
, H(0) le transforme´ strict de H dans R(1) et H
(1)
l’ide´al
premier implicite de R̂(1)/H(0)R̂(1).
On appelle transforme´ de H dans R̂(1), note´ H(1), la pre´image de H
(1)
dans R̂(1).
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Enfin, on appelle valuation induite par µ en R̂(1), note´e µ(1), l’unique extension
de µ de κ (H) a` κ
(
H(1)
)
, centre´e en R̂(1)/H(1) et donne´e par le The´ore`me 4.16.
De´finition 4.41. — Une suite de morphismes locaux :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1)) πl−1 // (R(l), u(l))
est appele´e une suite formelle encadre´e par rapport a` µ si, la suite :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1))
est une suite formelle encadre´e par rapport a` µ et si πl−1 est un e´clatement formel
encadre´ par rapport a` la valuation µ(l−1), induite par µ sur R(l−1).
Pour tout e´clatement local encadre´ de la forme (R, u)→
(
R(1), u(1)
)
, on de´ﬁnit une
valuation ν(1) centre´e en R̂(1) comme suit : ﬁxons une valuation θ(1) de K̂(1), centre´e
en
(
R̂(1)
)
H(1)
et telle que kθ(1) ≃ κ
(
H(1)
)
. On pose alors ν(1) = θ(1) ◦ µ(1).
Etant donne´e une suite formelle encadre´e :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1)) πl−1 // (R(l), u(l)) ;
on peut, par re´currence sur 1 6 i 6 l − 1, construire une valuation µ(i), centre´e en
R(i) telle que le plus petit sous-groupe non nul du groupe des valeurs de ν(i) soit Γ1,
et de´ﬁnir le transforme´ de H dans R(i), note´ H(i). Par construction, on a :
H(i) = {f ∈ R(i) | ν(i)(f) /∈ Γ1}.
On note alors :
e
(
R(i), ν(i)
)
= emb.dim
(
R(i)/H(i)
)
;
r
(
R(i), u(i), ν(i)
)
= dimQ
 ni∑
j=1
Qν(i)
(
u
(i)
j
) ,
ou` u(i) = (u
(i)
1 , ..., u
(i)
ni ).
On note ν0,u la valuation monomiale centre´e en R et associe´e a` u = (u1, ..., un) et
a` ν(u1), ..., ν(un). Par la Remarque 4.31, pour tout f ∈ R, on a :
ν0,u(f) 6 ν(f).
Remarque 4.42. — Supposons que n = r. Pour une suite formelle encadre´e de la
forme :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1)) πl−1 // (R(l), u(l)) ,
on note ν0,u(l) la valuation monomiale centre´e en R
(l) associe´e a` u(l) et a`
ν(l)
(
u
(l)
1
)
, ..., ν(l)
(
u
(l)
n
)
.
Si f ∈ H \ {0}, alors :
ν0,u(l)(f) < ν(f),
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pour toute suite formelle encadre´e de la forme pre´ce´dente et telle que :
ν(l)
(
u
(l)
1
)
, ..., ν(l)
(
u(l)n
)
∈ Γ1.
Ainsi, comme ν0,u(l)(f) ∈ Γ1 et ν(f) /∈ Γ1, on en de´duit que H
(i) = (0), pour tout i.
5. Un the´ore`me de monomialisation en e´gale caracte´ristique
Soit (R,m, k) un anneau local re´gulier complet e´quicaracte´ristique de dimension
n avec m = (u1, ..., un). Soient ν une valuation de K = Frac(R), centre´e en R, de
groupe des valeurs Γ et Γ1 le plus petit sous-groupe isole´ non nul de Γ. On note :
H = {f ∈ R | ν(f) /∈ Γ1}.
H est un ide´al premier de R (voir Preuve du The´ore`me 8.1). On suppose de plus que :
n = e(R, ν) = emb.dim (R/H) ,
c’est-a`-dire que :
H ⊂ m2.
On note e´galement r = r(R, u, ν) = dimQ
(
n∑
i=1
Qν(ui)
)
.
La valuation ν est unique si ht(H) = 1, cas auquel on va se ramener graˆce au Corollaire
5.3. C’est la compose´e de la valuation µ : L∗ → Γ1 de rang 1 centre´e en R/H ,
ou` L = Frac(R/H), avec la valuation θ : K∗ → Γ/Γ1, centre´e en RH , telle que
kθ ≃ κ(H).
Par abus de notation, pour f ∈ R, on notera µ(f) au lieu de µ(f mod H). Par le
the´ore`me de Cohen, on peut supposer que R s’e´crit sous la forme :
R = k [[u1, ..., un]] .
5.1. Un premier the´ore`me de monomialisation. —
Pour j ∈ {r + 1, ..., n}, on note {Qj,i}i∈Λj l’ensemble des polynoˆmes-cle´s de l’ex-
tension k ((u1, ..., uj−1)) →֒ k ((u1, ..., uj−1)) (uj), Qj,i = {Qj,i′ |i
′ ∈ Λj, i′ < i}, Γ(j) le
groupe des valeurs de ν|k((u1,...,uj)) et νj,i la i-troncature de ν pour cette extension.
The´ore`me 5.1. — Reprenons les hypothe`ses pre´ce´dentes et supposons de plus que
pour j ∈ {r + 1, ..., n}, il existe un ensemble {Qj,i}i∈Λj de polynoˆmes-cle´s 1-complet
pour la valuation ν|k((u1,...,uj)) ne posse´dant pas de polynoˆme-cle´ limite. Deux cas se
pre´sentent :
1. Ou bien H 6= (0) et il existe une suite formelle encadre´e :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1)) πl−1 // (R(l), u(l))
telle que :(
e
(
R(l), ν(l)
)
, e
(
R(l), ν(l)
)
− r
(
R(l), u(l), ν(l)
))
<lex (e(R, ν), n− r) ;
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2. Ou bien H = (0) et pour tout f ∈ R, il existe une suite formelle encadre´e :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1)) πl−1 // (R(l), u(l))
telle que f soit un monoˆme en u(l) multiplie´ par une unite´ de R(l).
Preuve : On proce`de par re´currence sur n − r. Si n = r alors ν(u1), ..., ν(un) sont
Q-line´airement inde´pendants et donc, tout f ∈ R contient un unique monoˆme de
valuation minimale. En particulier,
∀ f ∈ R, ν0,u(f) = ν(f).
Par la Remarque 4.42, H = (0). Prenons alors un e´le´ment f ∈ R, par le The´ore`me
4.34, il existe une suite locale encadre´e :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πi−2 // (R(i−1), u(i−1)) πi−1 // (R(i), u(i))
telle que f soit un monoˆme en u(i) multiplie´ par une unite´ de R(i). En passant au
comple´te´ a` chaque pas, on obtient la suite formelle encadre´e satisfaisant (2).
Supposons que n−r > 0 et que l’on a de´ja` construit une suite formelle encadre´e pour
toutes les valeurs strictement plus petites et satisfaisant la conclusion du The´ore`me
5.1. On veut montrer le re´sultat pour l’anneau k [[u1, ..., un−r]] [[un−r+1]].
Soit
(
R(i),m(i), k(i)
)
un anneau local apparaissant dans une suite formelle encadre´e.
Par le The´ore`me de Cohen, on peut supposer que :
R(i) = k(i)
[[
u
(i)
1 , ..., u
(i)
ni
]]
.
Dans un premier temps, montrons que l’on peut toujours se ramener aux hypothe`ses
suivantes :
H(i) ∩R(i) = (0) , ni = n, ri = r,
ou` ri = r
(
R(i), u(i), ν(i)
)
. En eﬀet, si pour un certain i, on a :
H(i) ∩R(i) 6= (0),
en notant :
R
(i)
ni−1
= k(i)
[[
u
(i)
1 , ..., u
(i)
ni−1
]]
et u(i) =
(
u
(i)
1 , ..., u
(i)
ni−1
)
,
on peut appliquer l’hypothe`se de re´currence sur n−r pour construire une suite formelle
encadre´e :(
R
(i)
ni−1
, u(i)
)
//
(
R
(i,1)
ni−1
, u(i,1)
)
// . . . //
(
R
(i,l)
ni−1
, u(i,l)
)
telle que e
(
R
(i,l)
ni−1
, ν(i,l)
)
< e
(
R
(i)
ni−1
, ν(i)
)
= ni − 1. Notons alors :
R˜(j) = R
(i,j)
ni−1
[[
u(i)ni
]]
, 1 6 j 6 l,
on obtient une suite formelle encadre´e :(
R(i), u
)
//
(
R˜(1), u(1)
)
// . . . //
(
R˜(l−1), u(l−1)
)
//
(
R˜(l), u(l)
)
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telle que :
e
(
R˜(l), ν(l)
)
< e
(
R(i), ν(i)
)
6 e(R, ν).
De meˆme, s’il existe un i tel que ni < n ou ri > r, la suite formelle encadre´e recherche´e
est de´ja` construite et il n’y a rien a` faire.
Ainsi, on peut supposer que, pour tous les anneaux R(i) apparaissant dans n’im-
porte quelle suite formelle encadre´e :
ni = n, ri = r, H
(i) ∩R(i) = (0).
En particulier, ν
(i)
| R
(i)
ni−1
est de rang 1 et e
(
R
(i)
ni−1
, µ(i)
)
= n− 1 = e (Rn−1, µ).
A` partir de maintenant, quitte a` poser N = n− r + 1, on peut supposer qu’on est
dans le cas ou` r = 1.
Pour achever la preuve, nous allons montrer qu’a` une suite formelle pre`s, les
ide´aux H(i) sont principaux engendre´s par un polynoˆme unitaire en un et qu’il suﬃt
de monomialiser ce type d’e´le´ments.
5.2. L’ide´al premier implicite est engendre´ par un polynoˆme unitaire. —
Pour ﬁnir la preuve du The´ore`me 5.1, on a doit de´montrer la Proposition 5.2. On
suppose toujours que l’hyothe`se de re´currence est ve´riﬁe´e a` l’e´tape n− 1, c’est-a`-dire
que le The´ore`me 5.1 est vraie pour R de dimension n− 1.
Proposition 5.2. — Reprenons les hypothe`ses pre´ce´dentes et supposons que le
The´ore`me 5.1 est vrai en dimension n − 1. Notons Rn−1 = k [[u1, ..., un−1]] et
supposons que H 6⊂ Rn−1 et H ∩Rn−1 = (0).
Soit f ∈ H \ {0}. A` une suite formelle encadre´e pre`s, f s’e´crit sous la forme :
f = αfn−1P ;
ou` α ∈ R×, fn−1 ∈ Rn−1 et P est un polynoˆme unitaire en un.
Preuve : La valuation µ de rang 1 centre´e en R/H induit une valuation de rang 1
centre´e en Rn−1.
Soit f ∈ H , f 6= 0, on peut e´crire f =
∑
j>0
bju
j
n, avec bj ∈ Rn−1. Par hypothe`se, on
peut supposer qu’il existe j > 0 tel que bj /∈ H ∩Rn−1. On pose alors :
β = min
j>0
{µ(bj) | bj /∈ H ∩Rn−1}.
Soit d le plus petit entier naturel tel que µ(bd) = β (donc bd /∈ H ∩Rn−1).
Soit N > d un entier naturel non nul tel que, pour tout j > N ,
bj ∈ (b0, ..., bN) .
Soit j ∈ {0, ..., N}, comme, par hypothe`ses, Rn−1 est un anneau local, re´gulier et
complet de dimension n− 1, on peut appliquer l’hypothe`se de re´currence (The´ore`me
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5.1 en dimension n−1) a` cet anneau muni de la valuation µ et a` l’e´le´ment bj . Il existe
donc une suite locale encadre´e :
π : (Rn−1, (u1, ..., un−1))→ ...→
(
R′, (u′1, ..., u
′
n−1)
)
telle que bj soit un monoˆme en (u
′
1, ..., u
′
n−1) (multiplie´ par une unite´ de R
′). En
passant a` chaque pas de la suite au comple´te´ formel, on obtient une suite formelle
encadre´e telle que bj est un monoˆme en (u
′
1, ..., u
′
n−1) (multiplie´ par une unite´ de R
′).
De plus, par le (1) de la Proposition 4.7, la proprie´te´ d’eˆtre un monoˆme multiplie´
par une unite´ est pre´serve´e pour tous les e´clatements encadre´s suivants. Ainsi, on
peut choisir π de telle sorte que les b0, ..., bN soient simultane´ment des monoˆmes en
(u′1, ..., u
′
n−1).
Par les choix de β et de d et par le Corollaire 4.27, apre`s une suite locale encadre´e de
plus, on peut se ramener a` la situation ou` bd divise bj, 0 6 j 6 N et donc, bd divise
bj pour tout j > 0.
Ainsi, fbd ∈ R
′ [[un]] et satisfait les hypothe`ses du the´ore`me de pre´paration de Weiers-
trass.
Corollaire 5.3. — Sous les meˆmes hypothe`ses que la Proposition 5.2, on a :
ht (H) 6 1.
Preuve : Si H = (0), il n’y a rien a` montrer. Sinon, prenons f ∈ H tel que f 6= 0.
Comme la hauteur de H est croissante lorsque l’on fait des suites locales ou formelles
encadre´es, (Corollaire 4.20), par la Proposition 5.2, on peut supposer que f est un
polynoˆme unitaire en un a` coeﬃcients dans Rn−1. Ainsi, l’extension d’anneaux :
σ : Rn−1 →֒ Rn−1 [[un]] /(f)
est ﬁnie. La pre´image de l’ide´al H/ (f) par σ est (0). Comme la hauteur est pre´serve´e
par les extensions ﬁnies d’anneaux ([15], Theorem 20), on a :
ht (H/(f)) = ht((0)) = 0.
Ainsi, ht (H) = 1.
Corollaire 5.4. — Sous les hypothe`ses de la Proposition 5.2, a` une suite formelle
encadre´e pre`s, l’ide´al H est principal engendre´ par un polynoˆme unitaire en un.
Preuve : C’est une conse´quence directe du Corollaire 5.3.
Remarque 5.5. — En appliquant le Corollaire 5.4 a` chaque anneau R(i) apparais-
sant dans la preuve du The´ore`me 5.1, on peut supposer, a` une suite formelle encadre´e
pre`s, que pour tout i, l’ide´al H(i) est principal, engendre´ par un polynoˆme unitaire
en u
(i)
n .
Remarquons qu’il existe alors une unique valuation θ(i) centre´e en
(
R(i)
)
H(i)
(c’est
la valuation triviale si ht
(
H(i)
)
= 0 et la valuation discre`te centre´e en
(
R(i)
)
H(i)
si
ht
(
H(i)
)
= 1). Ainsi, l’extension ν(i) de ν a` R(i) est de´termine´e de manie`re unique.
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Pour achever la preuve du The´ore`me 5.1, il suﬃt d’obtenir le re´sultat pour des
polynoˆmes en un.
5.3. Monomialisation des polynoˆmes. —
Proposition 5.6. — Sous les hypothe`ses pre´ce´dentes et en supposant que le
The´ore`me 5.1 est vrai en dimension n−1, pour tout polynoˆme f ∈ k [[u1, ..., un−1]] [un],
il existe une suite formelle encadre´e (R, u)→ (R′, u′) telle que f soit un monoˆme en
u′ multiplie´ par une unite´ de R′.
Supposons de plus que f soit irre´ductible dans k [[u1, ..., un−1]] [[un]], la suite formelle
encadre´e pre´ce´dente peut alors eˆtre choisie de telle sorte que u′n divise f et u
′2
n ne
divise pas f dans R′.
Fin de la preuve du The´ore`me 5.1 en supposant la Proposition 5.6 vraie :
Si H 6= (0), prenons f ∈ H ∩ k [[u1, ..., un−1]] [un], f 6= 0 ; sinon prenons
f ∈ k [[u1, ..., un−1]] [un] \ {0}. Par hypothe`ses, il existe une suite formelle en-
cadre´e (R, u)→ (R′, u′) telle que f soit un monoˆme en u′ multiplie´ par une unite´ de
R′. Notons H ′ le transforme´ de H dans R′.
Si H 6= (0), alors, par de´ﬁnition, ν(f) /∈ Γ1 et donc, il existe un j tel que ν(u′j) /∈ Γ1,
c’est-a`-dire, u′j ∈ H
′. Ainsi, e(R′, ν) 6 n− 1 < n = e(R, ν) et on est dans la situation
(1) du The´ore`me 5.1. Si H = (0) et f ∈ k [[u1, ..., un−1]] [un] \ {0}, on se retrouve
dans la situation (2) par hypothe`ses.
Enﬁn, si H = (0) et f ∈ R \ {0}, non ne´cessairement un polynoˆme en un, e´crivons
f = f ′ + f ′′ avec ν0,u(f
′′) > ν(f) (et donc ν(f) = ν(f ′)). Par le cas polynomial
vu avant, il existe une suite formelle encadre´e (R, u) → (R′, u′) telle que f ′ soit un
monoˆme en u′ multiplie´ par une unite´ de R′. Or ν0,u′(f
′′) > ν0,u(f
′′) > ν(f) = ν(f ′).
Par le Corollaire 4.27, quitte a` comple´ter, il existe une suite formelle encadre´e
(R′, u′)→ (R′′, u′′) telle que f soit un monoˆme en u′′ multiplie´ par une unite´ de R′′.
Preuve de la Proposition 5.6 : On va montrer le re´sultat par re´currence sur le
degre´ de f . Si d ◦un(f) = 1, la Proposition 5.6 est alors e´vidente.
Soit f ∈ k [[u1, ..., un−1]] [un] de degre´ d > 1. Par hypothe`se de re´currence, on suppose
que la Proposition 5.6 est vraie pour tout polynoˆme de degre´ strictement infe´rieur a`
d.
Par hypothe`se, vu que l’ensemble de polynoˆmes-cle´s est 1-complet et ne posse`de pas
de polynoˆme-cle´ limite, il existe i ∈ N∗ tel que ν(f) = νn,i(f). Ceci veut dire qu’il
existe un de´veloppement (n, i)-standard de f de la forme :
f =
N∑
j=0
cjQ
j
n,i,
ou` les cj sont des de´veloppements (n, i)-standards n’impliquant pas Qn,i et ν(f) =
νn,i(f).
On rappelle que pour i ∈ N∗, on note αn,i = d ◦Qn,i−1(Qn,i).
Supposons qu’il existe l ∈ N∗ tel que αn,l > 1, prenons alors ce l. S’il n’en existe pas,
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prenons un l suﬃsamment grand tel que f =
N∑
j=0
cjQ
j
n,l et ν(f) = νn,l(f). Dans tous
les cas, par de´ﬁnition des polynoˆmes-cle´s et par hypothe`se, l < ω.
Pour achever la preuve de la Proposition 5.6, il nous suﬃt donc d’obtenir le re´sultat
voulu sur les polynoˆmes-cle´s comme nous allons le voir dans la sous-section 5.4 et la
Proposition 5.7.
5.4. Monomialisation des polynoˆmes-cle´s. —
Proposition 5.7. — Sous les hypothe`ses pre´ce´dentes et en supposant que le
The´ore`me 5.1 est vrai en dimension n− 1, il existe une suite formelle encadre´e :
(R, u)→ (R′, u′),
ou` u = (u1, ..., un), u
′ = (u′1, ..., u
′
n), et ve´rifiant les proprie´te´s suivantes :
1. Pour tout q ∈ N∗ tel que 1 6 q 6 l, le polynoˆme-cle´ Qn,q est un monoˆme en u′
multiplie´ par une unite´ de R′ ;
2. Dans R′, u′n divise Qn,l mais u
′2
n ne divise pas Qn,l.
Preuve de la Proposition 5.6 en supposant la Proposition 5.7 vraie :
Par hypothe`se de re´currence sur n − r, n’importe quelle collection d’e´le´ments de
k ((u1, ..., un−1)) peut eˆtre transforme´e simultane´ment en monoˆmes via une suite
formelle encadre´e. De plus, en appliquant n− r − 1 fois la Proposition 4.35, on peut
supposer que seuls les u′1, ..., u
′
r apparaissent dans ces monoˆmes.
Si αn,l = 1, on applique la Proposition 4.35 a` chaque polynoˆme-cle´ Qn,1, ..., Qn,l et
la Proposition 5.6 est de´montre´e.
Supposons que αn,l > 1. Notons f =
d∑
j=0
aju
j
n, aj ∈ k [[u1, ..., un−1]]. Soit j0 le plus
grand j ∈ {0, ..., d} tel que ν(aj0) = min
06j6d
{ν(aj)}. Par le Corollaire 4.27, apre`s une
suite locale encadre´e inde´pendante de un, et quitte a` comple´ter, on peut supposer
que aj0 divise aj , pour tout j ∈ {0, ..., d}. En appliquant le the´ore`me de pre´paration
de Weierstrass, on peut supposer que f est un polynoˆme unitaire en un de degre´ d.
Soit f =
N∑
j=0
cjQ
j
n,l, N =
⌊
d
αn,l
⌋
, le de´veloppement (n, l)-standard de f . Par la
Proposition 5.7, il existe une suite formelle encadre´e telle que le de´veloppement (n, l)-
standard de f dans R′ soit de la forme
N∑
j=0
c′ju
′j
n , c
′
j ∈ k
′
[[
u′1, ..., u
′
n−1
]]
, multiplie´ par
une unite´ de R′.
Notons j′0 le plus grand j ∈ {0, ..., N} tel que ν(c
′
j′0
) = min
06j6N
{ν(c′j)}. Toujours par
le Corollaire 4.27, apre`s une suite locale encadre´e inde´pendante de u′n, et quitte a`
comple´ter, on peut supposer que c′j′0
divise c′j, pour tout j ∈ {0, ..., N}. En appliquant
le the´ore`me de pre´paration de Weierstrass, on peut supposer que f est un polynoˆme
unitaire en u′n de degre´ infe´rieur ou e´gal a` N < d. Pour conclure, il nous suﬃt juste
d’appliquer l’hypothe`se de re´currence.
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Preuve de la Proposition 5.7 : Comme l ∈ N∗, le de´veloppement standard de
Qn,l est :
Qn,l = Q
αn,l
n,l−1 +
αn,l−1∑
j=0
 ∑
γn,l−1
cn,l,j,γn,l−1Q
γn,l−1
n,l−1
Qjn,l−1.
Par hypothe`se de re´currence, pour des valeurs strictement infe´rieures a` n− r, il existe
une suite formelle encadre´e (R, u) → (R′, u′), inde´pendante de un telle que chaque
e´le´ment cn,l,j,γn,l−1 soit un monoˆme en u
′
1, ..., u
′
n−1 multiplie´ par une unite´ de R
′.
Pour chaque j ∈ {r+ 1, ..., n− 1}, appliquons la j-suite e´le´mentaire uniformisante de
la Remarque 4.38, suivie a` chaque fois d’une comple´tion formelle. On arrive alors a`
la situation ou` les
∑
γn,l−1
cn,l,j,γn,l−1Q
γn,l−1
n,l−1 sont des monoˆmes en u
′
1, ..., u
′
r multiplie´s
par une unite´ de R′.
Appliquons l− 1 fois la Proposition 4.35, on peut supposer de plus que :
Qn,l−1 = ηu
′
n,
ou` η est un monoˆme en u′1, ..., u
′
n−1 multiplie´ par une unite´ de R
′.
En appliquant la Proposition 4.35 a` u′1, ..., u
′
r, u
′
n, quitte a` passer au comple´te´, on
obtient une suite formelle encadre´e (R′, u′)→ (R′′, u′′) telle que Qn,l soit un monoˆme
en u′′1 , ..., u
′′
r , u
′′
n. On en de´duit imme´diatement (1) et (2) par construction, ceci ache`ve
la preuve de la Proposition 5.7 et donc celle du The´ore`me 5.1.
6. Un the´ore`me de monomialisation en caracte´ristique mixte
Soient (R,m, k) un anneau local re´gulier complet de caracte´ristique mixte de di-
mension n avec m = (x) = (x1, ..., xn) et ν une valuation de K = Frac(R) centre´e en
R, de groupe des valeurs Γ. Soit Γ1 le plus petit sous-groupe isole´ non nul de Γ. On
note :
H = {f ∈ R | ν(f) /∈ Γ1}.
H est un ide´al premier de R (voir Preuve du The´ore`me 8.1). On suppose de plus que :
n = e(R, ν) = emb.dim (R/H) ,
c’est-a`-dire que :
H ⊂ m2.
On note e´galement r = r(R, x, ν) = dimQ
(
n∑
i=1
Qν(xi)
)
et p = car(k).
La valuation ν conside´re´e est la compose´e de la valuation µ : L∗ → Γ1 de rang 1
centre´e en R/H , ou` L = Frac(R/H), avec la valuation θ : K∗ → Γ/Γ1, centre´e en
RH , telle que kθ ≃ κ(H).
Par abus de notation, pour f ∈ R, on notera µ(f) au lieu de µ(f mod H).
Remarque 6.1. — Si p ∈ H , alors R/H est e´quicaracte´ristique et on est sous les
hypothe`ses de la Section 5. Dans la suite on supposera donc que p /∈ H .
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6.1. Suites formelles encadre´es et anneaux de caracte´ristique mixte. —
Lemme 6.2. — Il existe g ∈W [[u1, ..., un]] a` coefficients dans W× tel que :
R ≃W [[u1, ..., un]] /(p− g),
ou` W est un anneau local re´gulier complet de dimension 1 dont l’ide´al maximal est
engendre´ par p.
Preuve : On sait qu’il existe un morphisme surjectif :
ϕ :W [[u1, ..., un]]։ R,
tel que ϕ(ui) = xi et ϕ|W = idW . Comme R est inte`gre (voir [8], Corollaire
17.1.3), kerϕ est un ide´al premier et, en comparant les dimensions, on en de´duit
que ht(kerϕ) 6 1. Or, W [[u1, ..., un]] est factoriel donc, kerϕ est un ide´al principal
engendre´ par f . Comme p ∈ m, il existe a1, ..., an ∈ R tels que :
p = a1x1 + ...+ anxn.
Or, ϕ est surjective, il existe donc b1, ..., bn ∈ W [[u1, ..., un]] tes que ϕ(bi) = ai,
1 6 i 6 n. Notons g = b1u1 + ...+ bnun, alors, p− g ∈ kerϕ.
Si un des bi est divisible par p, en notant bi = pb
′
i, b
′
i ∈ W [[u1, ..., un]], on remplace
bi par b
′
ig. En ite´rant ce processus, apre`s un nombre au plus de´nombrable de pas, on
peut supposer que tous les bi sont non divisibles par p et donc bi ∈W×, 1 6 i 6 n.
Vu que p est un parame`tre re´gulier de W [[u1, ..., un]], l’ide´al (p − g) est premier, de
hauteur 1 et inclu dans kerϕ, d’ou` :
kerϕ = (p− g).
avec g ∈ (u1, ..., un) a` coeﬃcients non divisibles par p, donc dans W×.
Remarque 6.3. — Si R est ramiﬁe´ (p ∈ m2) alors g ∈ (u1, ..., un)
2
.
A` partir de maintenant on suppose que :
R =W [[u1, ..., un]] /(p− g),
avec g ∈ (u1, ..., un) a` coeﬃcients dansW×. L’ide´al maximal de R est m = (u1, ..., un).
Pour j ∈ {1, ..., n}, notons Kj le corps des fractions de W [[u1, ..., uj]]. Pour j ∈
{r+1, ..., n}, on note {Qj,i}i∈Λj l’ensemble des polynoˆmes-cle´s de l’extensionKj−1 →֒
Kj−1(uj). Si γ = (γ1, ..., γl), on note :
Q
γ
j,l+1 =
l∏
i=1
Qγij,i.
Pour j ∈ {r, ..., n} et i = (ir+1, ..., ij) ∈ Λr+1 × ...× Λj, on de´ﬁnit par re´currence une
valuation νi de Kj comme suit :
Si j = r, on pose ν∅ = ν|Kr . Supposons que la valuation ν(ir+1,...,ij−1) de Kj−1 soit
de´ja` construite. Si f ∈ Kj−1 [uj ], νi(f) est de´ﬁni comme l’extension de ν(ir+1,...,ij−1)(f)
de´termine´e par Qj,ij+1. Si f ∈ Kr [[ur+1, ..., uj]], posons N suﬃsamment grand de
telle sorte que f = f1 + f2 avec :
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(1) f1 ∈ Kr [[ur+1, ..., uj−1]] [uj ] ;
(2) f2 ∈
(
uNj
)
Kr [[ur+1, ..., uj]] ;
(3) ν0,u(f2) > νi(f1).
On pose alors νi(f) = νi(f1).
Lemme 6.4. — Supposons que, pour j ∈ {r + 1, ..., n}, l’ensemble {Qj,i}i∈Λj soit
un ensemble 1-complet de polynoˆmes-cle´s pour la valuation ν|Kj ne posse´dant pas de
polynoˆme-cle´ limite. Si ν(p) /∈ pΓ, alors, a` une suite formelle encadre´e pre`s, on peut
supposer R de la forme :
R = R[r] [[ur+1, ..., un]] ,
ou` R[r] est un anneau local re´gulier complet (e´ventuellement ramifie´) de dimension
r et tel que ν|R[r] soit monomiale par rapport au syste`me re´gulier de parame`tres de
R[r] et de rang rationnel maximal.
Preuve : Conside´rons l’e´le´ment g ∈ W [[u1, ..., un]] du Lemme 6.2. Par le The´ore`me
3.2, pour tout j ∈ {r + 1, ..., n}, la collection {Qj,i}i∈Λj forme un ensemble complet
de polynoˆmes-cle´s, il existe donc i = (ir+1, ..., in) ∈ Λr+1 × ...× Λn tel que :
νi(g) = ν(g) et ν (Qj,i) 6 p,
pour tout i 6 ij, j ∈ {r + 1, ..., n} (on rappelle que, vu la Remarque 6.1 et comme
p = g dans R, ν(g) ∈ Γ1).
Notons g l’image de g modulo p dans k [[u1, ..., un]] et νi la valuation de´ﬁnie sur
k ((u1, ..., ur)) [[ur+1, ..., un]] comme la valuation νi mais en regardant les e´le´ments
modulo p. En appliquant le The´ore`me 5.1 a` la valuation νi, il existe une suite formelle
encadre´e k [[u1, ..., un]] → k′ [[u′1, ..., u
′
n]] telle que g soit un monoˆme en u
′ multiplie´
par une unite´ de k′ [[u′1, ..., u
′
n]]. On a alors :
ν(g) = νi(g) = νi (g) = ν0,u′ (g) .
En appliquant a` chaque e´tape de l’algorithme du The´ore`me 5.1 les meˆmes change-
ments de variables a`W [[u1, ..., un]], on obtient une suiteW [[u1, ..., un]]→ (R
(2), u(2))
telle que :
g = u
(2)α1
1 ...u
(2)αr
r z + ph,
ou` α1, ..., αr ∈ Z, z ∈ R(2)×, h ∈ R(2). Or l’algorithme du The´ore`me 5.1 consiste en
une re´pe´tition de n-suites e´le´mentaires uniformisantes (De´ﬁnition 4.37), ainsi, par la
Proposition 4.10 et par choix de i :
h ∈
(
u
(2)
1 , ..., u
(2)
n
)
.
On en de´duit donc que :
h 6∈ R(2)×.
On peut alors e´crire :
p− g = p(1− h)− u
(2)α1
1 ...u
(2)αr
r z = w(p− u
(2)α1
1 ...u
(2)αr
r z
′),
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ou` w = 1− h ∈ R(2)× et z′ = zw−1 ∈ R(2)×.
A` une suite formelle encadre´e pre`s, on peut donc supposer que, dans R, on a :
p = uα11 ...u
αr
r z
avec α1, ..., αr ∈ Z, z ∈ R×.
Par hypothe`ses, comme ν(p) /∈ pΓ et R est complet, il existe αi /∈ pZ et donc :
z1/αi ∈ R.
Quitte a` faire le changement de variable :
vi = uiz
1/αi ,
on peut supposer que :
p = uα11 ...u
αr
r ∈ m
2.
Ainsi, a` une suite formelle encadre´e pre`s, R s’e´crit sous la forme :
R =W [[u1, ..., un]] / (p− u
α1
1 ...u
αr
r ) ≃ R[r] [[ur+1, ..., un]] ,
ou` R[r] = W [[u1, ..., ur]] / (p− u
α1
1 ...u
αr
r ) est un anneau local re´gulier com-
plet (e´ventuellement ramiﬁe´) de dimension r tel que ν|R[r] = ν0,(u1,...,ur) et
rg.rat
(
ν|R[r]
)
= r.
6.2. Un premier the´ore`me de monomialisation. —
A` partir de maintenant et ce jusqu’a` la ﬁn de la Section 6, on suppose que :
ν(p) /∈ pΓ,
R = R[r] [[ur+1, ..., un]] ,
ou` R[r] est un anneau local re´gulier complet (e´ventuellement ramiﬁe´) de dimension
r et tel que ν|R[r] soit monomiale par rapport au syste`me re´gulier de parame`tres de
R[r] et de rang rationnel maximal.
Pour j ∈ {r + 1, ..., n}, on note {Qj,i}i∈Λj l’ensemble des polynoˆmes-cle´s de l’ex-
tension Frac (R[r] [[ur+1, ..., uj−1]]) →֒ Frac (R[r] [[ur+1, ..., uj−1]]) (uj).
The´ore`me 6.5. — Reprenons les hypothe`ses pre´ce´dentes et supposons que, pour
j ∈ {r + 1, ..., n}, l’ensemble {Qj,i}i∈Λj est un ensemble 1-complet de polynoˆmes-cle´s
ne posse´dant pas de polynoˆme-cle´ limite. Deux cas se pre´sentent :
(1) Ou bien H 6= (0) et il existe une suite formelle encadre´e :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1)) πl−1 // (R(l), u(l))
telle que :(
e
(
R(l), ν(l)
)
, e
(
R(l), ν(l)
)
− r
(
R(l), u(l), ν(l)
))
<lex (e(R, ν), n− r) ;
(2) Ou bien H = (0) et pour tout f ∈ R, il existe une suite formelle encadre´e :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πl−2 // (R(l−1), u(l−1)) πl−1 // (R(l), u(l))
telle que f soit un monoˆme en u(l) fois une unite´ de R(l).
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Preuve : On proce`de par re´currence sur n− r. Si n = r alors R = R[r]. En particulier,
∀ f ∈ R, ν0,u(f) = ν(f).
Par la Remarque 4.42, H = (0). Prenons alors un e´le´ment f ∈ R, par le The´ore`me
4.34, il existe une suite locale encadre´e :
(R, u)
π0 //
(
R(1), u(1)
) π1 // . . . πi−2 // (R(i−1), u(i−1)) πi−1 // (R(i), u(i))
telle que f soit un monoˆme en u(i) multiplie´ par une unite´ de R(i). En passant au
comple´te´ a` chaque pas, on obtient la suite formelle encadre´e satisfaisant (2).
Supposons que n − r > 0 et que l’on ait de´ja` construit une suite formelle en-
cadre´e pour toutes les valeurs strictement plus petites et satisfaisant la conclusion du
The´ore`me 6.5. On va proce´der comme dans la preuve du The´ore`me 5.1.
Proposition 6.6. — Par le Lemme 6.4, on peut supposer que R s’e´crit sous la
forme :
R = R[r] [[ur+1, ..., un]] ,
ou` R[r] est un anneau local re´gulier complet (e´ventuellement ramifie´). Notons Rn−1 =
R[r] [[ur+1, ..., un−1]] et supposons que H 6⊂ Rn−1 et H∩Rn−1 = (0). Supposons enfin
que le The´ore`me 6.5 est vrai en dimension n− 1.
Soit f ∈ H \ {0}. A` une suite formelle encadre´e pre`s, f s’e´crit sous la forme :
f = αfn−1P ;
ou` α ∈ R×, fn−1 ∈ Rn−1 et P est un polynoˆme unitaire en un.
Preuve : La preuve est la meˆme que celle de la Proposition 5.2.
Corollaire 6.7. — Sous les meˆmes hypothe`ses que la Proposition 6.6, on a :
ht (H) 6 1.
Preuve : La preuve est la meˆme que celle de la Proposition 5.3.
Corollaire 6.8. — Sous les hypothe`ses de la Proposition 6.6, a` une suite formelle
encadre´e pre`s, l’ide´al H est principal engendre´ par un polynoˆme unitaire en un.
Preuve : C’est une conse´quence directe du Corollaire 6.7.
Soit R(i) un anneau local apparaissant dans une suite formelle encadre´e. Par le
Lemme 6.4, on peut e´crire R(i) sous la forme B [[uni ]] ou` B est un anneau re´gulier
(e´ventuellement ramiﬁe´) et si H(i) ∩ R(i) 6= (0), alors H(i) ⊂ m(i)2. Par le Corollaire
6.8, H(i) est engendre´ par un polynoˆme unitaire en uni .
Proposition 6.9. — Sous les hypothe`ses du The´ore`me 6.5, pour tout polynoˆme f ∈
R[r] [[ur+1, ..., un−1]] [un], il existe une suite formelle encadre´e (R, u)→ (R′, u′) telle
que f soit un monoˆme en u′ multiplie´ par une unite´ de R′.
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Preuve du The´ore`me 6.5 en supposant la Proposition 6.9 vraie : C’est la meˆme que
celle de la preuve du The´ore`me 5.1, il suﬃt de remplacer k [[u1, ..., un−1]] [un] par
R[r] [[ur+1, ..., un−1]] [un].
Preuve de la Proposition 6.9 : C’est la meˆme que celle de la preuve de la Pro-
position 5.6, il suﬃt de remplacer k [[u1, ..., un−1]] [un] par R[r] [[ur+1, ..., un−1]] [un].
Pour conclure, il nous suﬃt d’avoir le re´sultat voulu sur les polynoˆmes-cle´s comme
nous allons le voir dans la Proposition 6.10.
Proposition 6.10. — Sous les hypothe`ses du The´ore`me 6.5, il existe une suite for-
melle encadre´e :
(R, u)→ (R′, u′),
ou` u = (u1, ..., un), u
′ = (u′1, ..., u
′
n), ve´rifiant les proprie´te´s suivantes :
1. Pour tout q ∈ N∗ tel que 1 6 q 6 l0, les polynoˆmes-cle´s Qn,q et Qn,l sont des
monoˆmes en u′ multiplie´s par une unite´ de R′ ;
2. Dans R′, u′n divise Qn,l mais u
′2
n ne divise pas Qn,l.
Preuve de la Proposition 6.9 en supposant la Proposition 6.10 vraie : C’est la meˆme
que celle de la preuve de la Proposition 5.6, il suﬃt de remplacer k [[u1, ..., un−1]] par
R[r] [[ur+1, ..., un−1]].
Preuve de la Proposition 6.10 : C’est la meˆme que celle de la preuve de la Pro-
position 5.7.
7. Un the´ore`me de monomialisation sans comple´tion
Soient (R,m, k) un anneau local re´gulier complet de dimension n tel que m =
(u) = (u1, ..., un). Soit ν une valuation de K = Frac(R) centre´e en R et de groupe
des valeurs Γ. Notons Γ1 le plus petit sous-groupe isole´ non nul de Γ. On pose :
H = {f ∈ R | ν(f) /∈ Γ1}.
On suppose de plus que :
n = e(R, ν) = emb.dim (R/H) ,
c’est-a`-dire que :
H ⊂ m2.
La valuation ν conside´re´e est la compose´e de la valuation µ : L∗ → Γ1 de rang 1
centre´e en R/H , ou` L = Frac(R/H), avec la valuation θ : K∗ → Γ/Γ1, centre´e en
RH , telle que kθ ≃ κ(H).
Conside´rons un sous-anneau local (T,mT ) de R, non ne´cessairement noethe´rien,
contenant u1, ..., un et tel que T/mT ≃ k. Soient J ⊂ {1, ..., n} et j ∈ J tels que :
ν(uj) 6 ν(ui), i ∈ J.
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Soit π0 : (R, u) →
(
R(1), u(1)
)
l’e´clatement encadre´ le long de (uJ) par rapport a` ν
(De´ﬁnition 4.11), notons m(1) l’ide´al maximal de R(1).
De´finition 7.1. — Le transforme´ de T par pi0 est l’anneau :
T (1) = T
[
u′j\{0}
]
m1∩T
[
u′
j\{0}
] .
On dit que l’e´clatement π0 est de´fini sur T si u
(1) ⊂ T (1).
Pour une suite locale encadre´e de la forme :
(R, u) =
(
R(0), u(0)
) π0 // (R(1), u(1)) π1 // . . . πl−1 // (R(l), u(l)) ,
les notions de transforme´ T (i) de T et de de´finie sur T sont de´finies par re´currence
sur 1 6 i 6 l. Plus pre´cise´ment, la notion de transforme´ T (i) n’est de´finie qu’en
supposant la suite locale encadre´e (R, u)→
(
R(i−1), u(i−1)
)
de´finie sur T.
Nous allons montrer qu’inde´pendamment de la caracte´ristique de kν , s’il existe un
ensemble 1-complet de polynoˆmes-cle´s sans polynoˆme-cle´ limite pour un anneau local
re´gulier complet (R,m, k), il va exister une suite locale encadre´e (et non plus formelle
encadre´e) qui fasse de´croˆıtre l’invariant e(R, ν). Si R est de caracte´ristique mixte, il
faut supposer de plus que ν(p) 6∈ pΓ, p = car(kν).
The´ore`me 7.2. — Reprenons les hypothe`ses pre´ce´dentes et supposons de plus qu’il
existe un ensemble 1-complet de polynoˆmes-cle´s ne posse´dant pas de polynoˆme-cle´
limite. Si R est de caracte´ristique mixte, on suppose e´galement que ν(p) 6∈ pΓ, ou`
p = car(kν ). Alors :
1. (a) Ou bien H 6= (0) et il existe une suite locale encadre´e (R, u) → (R′, u′)
telle que :
e(R′, ν) < e(R, ν);
(b) Ou bien H = (0) et pour tout f ∈ R, il existe une suite locale encadre´e
(R, u)→ (R′, u′) telle que f soit un monoˆme en u′ multiplie´ par une unite´
de R′.
2. La suite locale encadre´e (R, u)→ (R′, u′) de (1) peut eˆtre choisie de´finie sur T .
Preuve : Par les the´ore`mes 5.1 et 6.5, pour f ∈ R, il existe une suite formelle encadre´e :
(R, u) =
(
R(0), u(0)
) π0 // (R(1), u(1)) π1 // . . . πl−1 // (R(l), u(l))
telle que, ou bien e
(
R(l), ν
)
< e(R, ν) si H 6= (0), ou bien f est un monoˆme en u(l)
multiplie´ par une unite´ de R(l) si H = (0). A` partir de cette suite formelle encadre´e,
nous allons construire, par approximation
(
u(l)
)
-adique, la suite locale encadre´e
(R, u)→ (R′, u′) recherche´e.
Plus pre´cise´ment, pour s ∈ {1, ..., l}, conside´rons πs−1 :
(
R(s−1), u(s−1)
)
→(
R(s), u(s)
)
une des transformations de la suite formelle encadre´e, elle consiste
en une suite e´le´mentaire uniformisante π0,s (De´ﬁnition 4.37), qui re´sout les singu-
larite´s d’un certain polynoˆme-cle´, suivie d’une comple´tion formelle. Ainsi, quitte
a` renume´roter les variables, R(s) est obtenu a` partir de R(s−1) en adjoignant des
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expressions rationnelles u
(s)
1 , ..., u
(s)
r , u
(s)
n en terme d’e´le´ments de R(s−1) (dont les
de´nominateurs sont des monoˆmes en u(s−1)), puis par passage au comple´te´ en le
centre de la valuation ν.
Pour j ∈ {1, ..., n}, notons µj,s la somme des valuations pour ν des nume´rateurs et
de´nominateurs de u
(s)
j , vu en tant que monoˆme en u
(s−1). On note alors :
µs = max
16j6n
{µj,s}.
Soit β ∈ Γ1 tel que β >
l∑
q=1
µq. Notons Is le ν0,u(s) -ide´al de R
(s) de´ﬁni par :
Is =
{
g ∈ R(s)
∣∣∣∣∣ ν0,u(s)(g) > β −
s∑
q=1
µq
}
.
Nous allons construire, par re´currence sur s ∈ {1, ..., l}, une suite locale encadre´e :
(R, u) =
(
R˜(0), u˜(0)
) π˜0 // (R˜(1), u˜(1)) π˜1 // . . . π˜l−1 // (R˜(l), u˜(l)) ,
de´ﬁnie sur T telle que, pour tout s et j ∈ {1, ..., n}, on ait :
(HR) : ν0,u(s−1)
(
u˜
(s)
j − u
(s)
j
)
>
l∑
q=s+1
µq.
Supposons que la suite locale encadre´e soit construite a` l’e´tape s − 1. Quitte a` re-
nume´roter les variables si ne´cessaire, on peut supposer que :
u
(s)
j = u
(s−1)
j , r + 1 6 j 6 n− 1.
L’hypothe`se de re´currence :
ν0,u(s−2)
(
u˜
(s−1)
j − u
(s−1)
j
)
>
l∑
q=s
µq,
et le fait que les u
(s)
1 , ..., u
(s)
r s’expriment de manie`re rationnelle en fonction de u(s−1)
entraˆıne que (HR) est vrai pour j ∈ {1, ..., n− 1}.
Reprenons les notations de la sous-section 4.5. Conside´rons :
r∑
i=1
αjν
(
u
(s−1)
j
)
= αν
(
u(s−1)n
)
,
la plus petite combinaison Z-line´aire de ν
(
u
(s−1)
1
)
, ..., ν
(
u
(s−1)
r
)
, ν
(
u
(s−1)
n
)
telle
que α ∈ N∗. Notons :
y =
(
u
(s−1)
1
)α1
...
(
u(s−1)r
)αr
et
Q(s) =
d∑
i=0
biy
d−i
(
u(s−1)n
)iα
,
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le polynoˆme Q apparaissant dans la Proposition 4.35 correspondant a` la suite
e´le´mentaire uniformisante π0,s. Pour chaque bi apparaissant dans Q
(s), choisissons
b˜i ∈
(
R˜(s−1)
)×
∩ T (s−1) tel que :
ν0,u(s−1)
(
b
(s)
j − b˜
(s)
j
)
>
l∑
q=s+1
µq.
Posons :
Q˜(s) =
d∑
i=0
b˜iy
d−i
(
u(s−1)n
)iα
,
et π˜s−1 la n-suite e´le´mentaire uniformisante de´termine´e par ces donne´es. Ainsi, avec
Q(s) et Q˜(s), on montre que (HR) est vraie pour j = n.
La suite locale encadre´e que l’on vient de construire par re´currence :
(R, u) =
(
R˜(0), u˜(0)
) π˜0 // (R˜(1), u˜(1)) π˜1 // . . . π˜l−1 // (R˜(l), u˜(l))
de´ﬁnie sur T , telle que, pour tout s et j ∈ {1, ..., n} :
ν0,u(s−1)
(
u˜
(s)
j − u
(s)
j
)
>
l∑
q=s+1
µq,
implique que inν
(
u
(s)
j
)
= inν
(
u˜
(s)
j
)
, vus en tant qu’e´le´ments de
(
grν
(
R(l)
))∗
,
alge`bre qui contient la sous-alge`bre grν
(
R˜(s)
)
. De meˆme, la valuation monomiale
ν0,u(l) de Frac
(
R(l)
)
, restreinte a` R˜(l), co¨ıncide avec la valuation monomiale
ν0,u˜(l) . On a alors inν0,u(l)
(
u
(s)
j
)
= inν
0,u(l)
(
u˜
(s)
j
)
, vus en tant qu’e´le´ments de(
grν
0,u(l)
(
R(l)
))∗
, alge`bre qui contient la sous-alge`bre grν
0,u(l)
(
R˜(s)
)
.
Si H = (0) et f ∈ R \ {0} est monomialise´ par la suite formelle encadre´e, l’e´galite´
pre´ce´dente implique que :
f = ̟ + f˜ ,
ou` ̟ est un monoˆme en u˜(l) et ν0,u˜(l)(f˜) > ν(̟).
Si H 6= (0) et f ∈ H \ {0} dont le transforme´ strict devient un parame`tre re´gulier
dans R(l), alors :
f = Q˜(l) + f˜ ,
ou` ν0,u˜(l)(f˜) > ν(Q˜
(l)). En appliquant le Corollaire 4.27, apre`s une suite monomiale(
R˜(l), u˜(l)
)
→ (R′, u′) (respectivement, en appliquant la Proposition 4.36, apre`s une
suite locale encadre´e inde´pendante de u˜
(l)
n , dans le cas H 6= (0)), on est ramene´ a`
la situation ou` ̟ divise f˜ , c’est-a`-dire a` la situation ou` f = z̟, z unite´ de R′
(respectivement, f = zg, ou` g est un parame`tre re´gulier de R′ et z une unite´ de R′,
dans le cas H 6= (0)).
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8. The´ore`mes d’uniformisation locale en caracte´ristique nulle
Soit S un anneau local noethe´rien. Pour montrer que S est transforme´ en un
anneau re´gulier via une suite locale encadre´e, il faut montrer que ŜH et Ŝ/H le
sont, H e´tant l’ide´al premier implicite de Ŝ. Par le The´ore`me 4.17, si S est quasi-
excellent alors ŜH est re´gulier. Dans un premier temps, nous allons montrer que, sous
certaines hypothe`ses, Ŝ/H est aussi re´gulier. Enﬁn, graˆce a` ces deux re´sultats nous
montrerons le the´ore`me d’uniformisation locale pour des valuations de rang 1 puis
pour des valuations de rang quelconque graˆce a` [16].
8.1. Un the´ore`me pre´liminaire d’uniformisation locale. —
The´ore`me 8.1. — Soient (S,m, k) un anneau local noethe´rien inte`gre de corps des
fractions L et µ une valuation de L de rang 1 et de groupe des valeurs Γ1, centre´e en
S, telle que car (kµ) = 0.
Notons u = (u1, ..., un) un ensemble minimal de ge´ne´rateurs de m et H l’ide´al premier
implicite de Ŝ.
Soient f1, ..., fs ∈ m tels que µ(f1) = min16j6s{µ(fj)}. Il existe alors une suite locale
encadre´e :
(S, u, k) =
(
S(0), u(0), k(0)
) ρ0 // (S(1), u(1), k(1)) ρ1 // . . . ρi−1 // (S(i), u(i), k(i)) ,
ayant les proprie´te´s suivantes :
Notons H
(i)
l’ide´al premier implicite de Ŝ(i) et fj l’image de fj mod H
(i)
, 1 6 j 6 s,
alors :
1. Ŝ(i)/H
(i)
est re´gulier ;
2. Pour 1 6 j 6 s, fj est un monoˆme en u
(i) multiplie´ par une unite´ de Ŝ(i)/H
(i)
;
3. Pour 1 6 j 6 s, f1 divise fj dans Ŝ(i)/H
(i)
.
Preuve : Notons σ : S → Ŝ le morphisme de comple´tion formelle. Par le The´ore`me
4.16, µ s’e´tend de manie`re unique en une valuation µ̂ centre´e en Ŝ/H. Notons u =
(y, x) tel que x = (x1, ..., xl), l = emb.dim
(
Ŝ/H
)
, y = (y1, ..., yn−l) et les images des
x1, ..., xl dans Ŝ/H induisent un ensemble minimal de ge´ne´rateurs de (mŜ)/H.
Par le The´ore`me de structure de Cohen, on sait qu’il existe un anneau local re´gulier
complet de caracte´ristique nulle R et un morphisme ϕ surjectif :
ϕ : R։ Ŝ/H.
Notons H = kerϕ, comme H est un ide´al premier (The´ore`me 4.16), H est un ide´al
premier de R. On choisit R de telle sorte que dim(R) = l. Notons K le corps des
fractions de R. Soit θ une valuation de K, centre´e en RH , telle que kθ = κ(H). Si
l’on regarde µ̂ comme une valuation centre´e en R/H via le morphisme ϕ, on peut
conside´rer la valuation ν = µ̂ ◦ θ centre´e en R et de groupe des valeurs Γ. Alors, Γ1
est le plus petit sous-groupe isole´ non nul de Γ et :
H = {f ∈ R | ν(f) 6∈ Γ1}.
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De plus, car (kν) = car (kµ) = 0. On s’est donc ramene´ aux hypothe`ses du The´ore`me
5.1.
Soit T = ϕ−1(σ(S)), c’est un sous-anneau local de R d’ide´al maximal ϕ−1(σ(m)) =
m ∩ T . Ainsi, T contient x1, ..., xl et :
T/(m ∩ T ) ≃ k.
Comme le The´ore`me 5.1 est vrai en caracte´ristique 0, on peut appliquer le The´ore`me
7.2. Ainsi, plusieurs cas se pre´sentent :
1. Si H 6= (0), il existe une suite locale encadre´e (R, x) →
(
R(i), x(i)
)
telle que
e(R, ν) de´croisse strictement. En particulier, ce cas ne peut arriver qu’un nombre
ﬁni de fois, on arrive ainsi a` la situation ou` H = (0) et donc R/H est re´gulier.
2. Si H = (0), alors, pour chaque fj, 1 6 j 6 s, il existe une suite locale encadre´e
(R, x)→
(
R(i), x(i)
)
telle que fj soit un monoˆme en x
(i) multiplie´ par une unite´
de R(i).
Par la Proposition 4.7, la proprie´te´ d’eˆtre un monoˆme multiplie´ par une unite´ est
pre´serve´e par les suites locales encadre´es. Ainsi, en ite´rant la proce´dure de (2), on
arrive a` la situation ou` tous les f1, ..., fs sont simultane´ment des monoˆmes en x
(i).
Apre`s une suite locale encadre´e de plus (R, x) → (R′, x′), on peut supposer que les
fj sont des monoˆmes uniquement en x
′
1, ..., x
′
r, 1 6 j 6 s, r = r(R, x, ν). Enﬁn, en
appliquant plusieurs fois le Corollaire 4.25, on est ramene´ a` la situation ou` chaque fj
est un monoˆme en x′1, ..., x
′
r, 1 6 j 6 s et, pour j, j
′ ∈ {1, ..., s}, fj divise fj′ ou fj′
divise fj. De plus, toutes ces suites locales encadre´es sont de´ﬁnies sur T . Conside´rons
le diagramme suivant :
(R, x, k)
π0 //

(
R(1), x(1), k(1)
) π1 //

. . .
πi−1 //
(
R(i), x(i), k(i)
)
(
Ŝ/H, x, k
)
π˜0 //
(
S˜(1), x(1), k(1)
) π˜1 // . . . π˜i−1 // (S˜(i), x(i), k(i))
(S, u, k)
ρ0 //
OO
(
S(1), u(1), k(1)
) ρ1 //
OO
. . .
ρi−1 //
(
S(i), u(i), k(i)
)
OO
Par ce que l’on vient de voir, la premie`re colonne et la premie`re ligne ont de´ja` e´te´
construites. En passant au transforme´ strict de R/H ≃ Ŝ/H a` chaque e´tape de
la suite (πj)16j6i−1, on construit la suite d’e´clatements encadre´s (π˜j)16j6i−1 de
Ŝ/H de´ﬁnie sur S. Enﬁn, la suite (π˜j)16j6i−1 se rele`ve en une suite locale encadre´e
(ρj)16j6i−1.
Si R/H est singulier, par le The´ore`me 7.2, il existe une suite locale encadre´e
(πj)16j6i−1 qui fasse de´croˆıtre e(R, ν). Ainsi, la suite locale encadre´e (ρj)16j6i−1
re´sultante posse`de la proprie´te´ :
emb.dim
(
Ŝ(i)/H
(i)
)
< emb.dim
(
Ŝ/H
)
.
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Ceci n’arrive qu’un nombre ﬁni de fois. Apre`s un nombre ﬁni de pas, on ar-
rive a` la situation ou` Ŝ(i)/H
(i)
est re´gulier. Maintenant, si l’on suppose que
Ŝ(i)/H
(i)
est re´gulier, conside´rons f1, ..., fs des e´le´ments non nuls de S tels que
µ(f1) = min16j6s{µ(fj)}, alors, par le (2) vu plus haut, on en de´duit que, pour
1 6 j 6 s, fj mod H
(i)
sont des monoˆmes en u(i) et f1 mod H
(i)
divise fj
mod H
(i)
.
8.2. Uniformisation locale plonge´e pour des valuations de rang 1. —
Avant d’e´noncer et de de´montrer le the´ore`me d’uniformisation locale plonge´e pour
des valuations de rang 1, nous allons donner un lemme un peu plus ge´ne´ral et
inde´pendant de la caracte´ristique.
Lemme 8.2. — ([20], Lemme 16.3) Soient (A,m, k) un anneau local noethe´rien,
ν une valuation centre´e en A et J un ν-ide´al premier de A non maximal. Notons
h = ht(J). Supposons que AJ et A/J soient re´guliers. Notons u = (u1, ..., un) un
ensemble minimal de ge´ne´rateurs de m et supposons que u = (x, y) avec x = (x1, ..., xl)
et y = (y1, ..., yn−l) tels que :
1. x induit un syste`me re´gulier de parame`tres de A/J ;
2. il existe un ensemble minimal de ge´ne´rateurs (ŷ1, ..., ŷn−l) de J et des monoˆmes
̟1, ..., ̟n−l en x tels que ̟1/.../̟n−l de sorte que (ŷn−l−h+1, ..., ŷn−l) induit
un syste`me re´gulier de parame`tres de AJ et, pour tout N ∈ N∗, il existe vj ∈ A×
tel que :
ŷj − yj −̟jvj ∈ ̟jm
N ,
1 6 j 6 n− l. Remarquons que, par convention, on peut avoir yj = ŷj, ̟j = 0,
vj = 1 et (y) = J .
Soient f1, ..., fs ∈ A tels que :
ν(f1) 6 ... 6 ν(fs).
Soit (T,mT ) un sous-anneau local de A non ne´cessairement noethe´rien tel que T/mT =
k. Enfin, supposons que pour tout g1, ..., gt ∈ A tels que :
ν(g1) 6 ... 6 ν(gt),
il existe une suite locale encadre´e (A, u) → (A′, u′) inde´pendante de y et de´finie sur
T telle que, pour tout 1 6 j 6 t, gj mod J
′ soit un monoˆme en u′ et gq mod J
′ divise
gi mod J
′, 1 6 q 6 i 6 t, ou` J ′ est le transforme´ strict de J dans A′.
Il existe alors une suite locale encadre´e (A, u) → (A′′, u′′) par rapport a` ν et de´finie
sur T telle que A′′ soit re´gulier.
Supposons de plus que l’une au moins des deux conditions suivantes soit ve´rifie´e :
(3) fi /∈ J , 1 6 i 6 s ;
(4) yj = ŷj, 1 6 j 6 n− l (donc J = (y)), T = A et, pour tout 1 6 i 6 s, fi est un
monoˆme en (yn−l−h+1, ..., yn−l) et fi/fi+1 dans AJ .
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La suite locale encadre´e (A, u)→ (A′′, u′′) pre´ce´dente peut alors eˆtre choisie de telle
sorte que les fi soient des monoˆmes en u
′′ multiplie´s par une unite´ de A′′ et telle que
fi/fi+1 dans A
′′, 1 6 i 6 s.
Preuve : Nous ne donnerons qu’une ide´e de preuve, pour plus de de´tails, on peut
consulter [20]. Si J = (0), il n’y a rien a` montrer ; supposons donc que J 6= (0). A`
partir de la suite locale encadre´e (A, u)→ (A′, u′), on veut construire une suite locale
encadre´e (A, u)→ (A′′, u′′) de´ﬁnie sur T telle que A′′ soit re´gulier. Pour cela il suﬃt
d’avoir :
A′′ = Fitth(J
′′/J ′′2),
ou` Fitth(J
′′/J ′′2) est le h-ie`me ide´al de Fitting de J ′′/J ′′2. Par hypothe`se et apre`s
une suite locale encadre´e n’impliquant que des variables en x, on peut se ramener
a` la situation ou` Fitth(J
′/J ′2) est principal et engendre´ par un monoˆme en x, note´
a. Quitte a` renume´roter les variables de y, on peut supposer qu’il existe n − l − h
relations de la forme :
ψj = aŷj +
n−l∑
q=n−l−h+1
aj,qŷq + gj ,
ou` gj ∈ J ′2 et a divise aj,q pour 1 6 j 6 n− l− h et n− l− h+ 1 6 q 6 n− l. Si on
a (4), alors :
ν0,u(yj) > ν(a), 1 6 j 6 n− l.
Comme J est un ν-ide´al alors yj ∈ J et a /∈ J . Supposons que l’on n’ait pas (4) et
prenons N ∈ N∗ tel que :
N >
1
ν0,u(m)
ν(̟n−l) + max
16q6s
fq /∈J
{ν(f), ν(a)}
 .
Conside´rons une variable xj de x telle que x
α
j divise ̟1 pour un certain α ∈ N
∗. On
e´clate l’ide´al (y, xj) et on re´pe`te cette proce´dure α fois. On fait de meˆme pour toutes
les autres variables divisant ̟1. On arrive alors a` la situation ou` :
ν0,u′(y
′
1) > ν(a) + ν(̟n−l)− ν(̟1).
On refait pareil pour toutes les autres variables de y ; on est ainsi ramene´ a` la situation
ou`, pour ces nouvelles variables :
ν0,u(y
′
j) > ν(a), 1 6 j 6 n− l.
Pour chaque variable xj de x divisant a, on e´clate en l’ide´al (y, xj). Ces e´clatements
ont pour eﬀet de multiplier a et les aj,q par xj ainsi que les g1, ..., gt par x
γ
j ou` γ > 2.
Apre`s un nombre ﬁni de fois, a divise gj et donc a divise ψj , 1 6 j 6 n− l− h. Ainsi,
pour 1 6 j 6 n− l−h, les yj s’expriment comme une fonction des variables restantes
modulo m2. Ceci fait donc de´croˆıtre emb.dim(A) et A est re´gulier, a` une suite formelle
encadre´e pre`s.
A` partir de maintenant on peut supposer que h = n− l ; pour terminer il faut montrer
que les fi sont des monoˆmes en u
′′ multiplie´s par une unite´ de A′′. Quitte a` diviser fi
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par un monoˆme en y, on peut supposer que (3) est toujours ve´riﬁe´e. Si (4) est ve´riﬁe´e
alors :
ν0,u(y
′
j) > ν(fi), 1 6 j 6 n− l, 1 6 i 6 s.
Si (4) n’est pas ve´riﬁe´e, l’ine´galite´ pre´ce´dente reste vraie par le choix de N . Ainsi,
pour 1 6 i 6 s, on a :
fi = ρi + f˜i,
ou` ρi est un monoˆme en x et ν0,u(f˜i) > ν0,u(ρi). On applique le Corollaire 4.27 a`
chaque fi, 1 6 i 6 s, et on obtient le re´sultat cherche´.
Passons maintenant au the´ore`me d’uniformisation locale plonge´e pour des valua-
tions de rang 1 sur un anneau e´quicaracte´ristique dont le corps re´siduel est de ca-
racte´ristique nulle.
The´ore`me 8.3. — Soient (S,m, k) un anneau local inte`gre quasi-excellent de corps
des fractions L et µ une valuation de L de rang 1 et de groupe des valeurs Γ1, centre´e
en S, telle que car (kµ) = 0.
Notons u = (u1, ..., un) un ensemble minimal de ge´ne´rateurs de m.
Soient f1, ..., fs ∈ m tels que µ(f1) = min16j6s{µ(fj)}. Il existe alors une suite locale
encadre´e :
(S, u, k) =
(
S(0), u(0), k(0)
) ρ0 // (S(1), u(1), k(1)) ρ1 // . . . ρi−1 // (S(i), u(i), k(i)) ,
ayant les proprie´te´s suivantes :
1. S(i) est re´gulier ;
2. Pour 1 6 j 6 s, fj est un monoˆme en u
(i) multiplie´ par une unite´ de S(i) ;
3. Pour 1 6 j 6 s, f1 divise fj dans S
(i).
En d’autres termes, µ admet une uniformisation locale plonge´e au sens de la Proprie´te´
2.11.
Preuve : Reprenons les notations du The´ore`me 8.1. On a vu qu’il existe un morphisme
surjectif :
ψ : Ŝ ։ Ŝ/H ≃ R/H.
Par le The´ore`me 8.1, apre`s une suite locale encadre´e auxiliaire, on peut supposer que
Ŝ/H est re´gulier et donc que R/H ≃ k [[x1, ..., xl]]. Ainsi, il existe un ensemble de
ge´ne´rateurs ŷ = (ŷ1, ..., ŷn−l) de H et des se´ries formelles φj ∈ k [[x1, ..., xl]] tels que :
ŷj = yj + φj ∈ Ŝ, 1 6 j 6 n− l.
Quitte a` renume´roter les yj , on peut supposer que :
µ(y1) 6 µ(y2) 6 ... 6 µ(yn−l).
En appliquant le Corollaire 4.27 aux monoˆmes de φj , 1 6 j 6 n− l, on peut supposer
que :
φj = ̟j v̂j ,
ou` les ̟j sont des monoˆmes en x1, ..., xl, v̂j ∈ k [[x1, ..., xl]]
× et tels que :
̟1/.../̟n−l.
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Ainsi, on en de´duit que :
∀ j ∈ {1, ..., n− l}, ∀N ∈ N∗, ∃ vj ∈ S
×, ŷj − yj −̟jvj ∈ ̟jm
N .
Enﬁn, rappelons que, par le Corollaire 4.17, l’anneau ŜH est re´gulier. On applique
alors le Lemme 8.2 a` A = Ŝ, J = H , T = S et ν = µ. On en de´duit ainsi une
uniformisation locale plonge´e (Proprie´te´ 2.11) de Ŝ. Or S est quasi-excellent, donc le
morphisme S → Ŝ est re´gulier et on obtient ainsi une uniformisation locale plonge´e
(Proprie´te´ 2.11) de S.
8.3. The´ore`mes d’uniformisation locale plonge´e. —
Corollaire 8.4. — Soient (S,m, k) un anneau local inte`gre quasi-excellent de corps
des fractions L et ν une valuation de L centre´e en S et de groupe des valeurs Γ telle
que car (kν) = 0.
Alors, ν admet une uniformisation locale plonge´e au sens de la Proprie´te´ 2.11.
Preuve : On applique le The´ore`me 8.3 et le The´ore`me 1.3 de [16].
Corollaire 8.5. — Soient (S,m, k) un anneau local inte`gre quasi-excellent de corps
des fractions L et ν une valuation de L centre´e en S et de groupe des valeurs Γ telle
que car (kν) = 0.
Pour I un ide´al de S, la paire (S, I) admet une uniformisation locale plonge´e par
rapport a` ν au sens de la De´finition 2.9.
Preuve : C’est une application imme´diate du Corollaire 8.4.
Corollaire 8.6. — Soit S un sche´ma quasi-excellent tel que pour tout ξ ∈ S,
car(OS,ξ/mS,ξ) = 0. Soient X une composante irre´ductible de Sred et ν une valuation
de K(X) centre´e en un point ξ ∈ X. Il existe alors un e´clatement π : S′ → S le
long d’un sous-sche´ma de S, ne contenant aucune composante irre´ductible de Sred et
ayant la proprie´te´ suivante :
Soient X ′ le transforme´ strict de X par π, ξ′ le centre de ν sur X ′ et D le diviseur
exceptionnel de π, alors (OX′,ξ′ , ID,ξ′) admet une uniformisation locale plonge´e par
rapport a` ν au sens de la De´finition 2.9.
Preuve : C’est une application directe du Corollaire 8.5.
The´ore`me 8.7. — Soit (S,m, k) un anneau local (non ne´cessairement inte`gre)
quasi-excellent. Soient P un ide´al premier minimal de S et ν une valuation du corps
des fractions de S/P centre´e en S/P et de groupe des valeurs Γ telle que car (kν) = 0.
Il existe alors un e´clatement local π : S → S′ par rapport a` ν tel que S′red soit re´gulier
et Spec(S′) soit normalement plat le long de Spec(S′red), c’est-a`-dire que l’anneau S
admet une uniformisation locale par rapport a` ν au sens de la Proprie´te´ 2.7.
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Preuve : Par le Corollaire 8.5, il existe une suite locale encadre´e (S, u) → (S′, u′) le
long de centres ne contenant aucune composante irre´ductible du transforme´ strict de
Spec (Sred), telle que Spec (S
′
red) soit re´gulier. On peut donc supposer que Sred est
re´gulier. Il reste a` montrer qu’il existe une suite locale encadre´e telle que Spec(S′)
soit normalement plat le long de Spec(S′red).
Soit (y1, ..., yh) =
√
(0) ⊂ S, c’est l’ide´al qui de´ﬁnit Spec (Sred) dans Spec(S).
Rappelons que pour un anneau local noethe´rien (R, n), le coˆne tangent de Spec(R)
est de´ﬁni par :
Spec
⊕
n>0
n
n/nn+1
 .
Il suﬃt de construire une suite locale encadre´e telle que le coˆne tangent de Spec(S′)
soit de´ﬁni par un ide´al engendre´ par des e´le´ments de k
[
y′1, ..., y
′
h
]
, ou` y′j est le trans-
forme´ strict de yj dans S
′ et yj est l’image naturelle de yj dans l’alge`bre gradue´e de
S′, 1 6 j 6 h.
Notons A = Sred, A
′ = S′red, on peut alors e´crire S sous-la forme :
S = A [y1, ..., yh] /I.
Notons f1, ..., fs ∈ A [y1, ..., yh] un ensemble de ge´ne´rateurs de I et (x1, ..., xr) un
ensemble minimal de ge´ne´rateurs de l’ide´al maximal de A.
Pour 1 6 j 6 s, notons fj =
∑
α
cj,αy
α ∈ A[y]. On va construire une suite locale
encadre´e et une partition (u′) = (y′, x′) de (u′) ou` (y′) est le transforme´ strict de (y).
Soit ν0,x′ la valuation monomiale de A
′ associe´e a` x′ et a`
{
ν
(
x′j
)}
j
(Corollaire 4.29).
Par le Corollaire 8.5, on peut construire une suite locale encadre´e (S, u) → (S′, u′)
telle que les cj,α soient des monoˆmes en x
′ multiplie´s par une unite´ de A′.
Pour tout j ∈ {1, ..., s}, notons µj = max{N ∈ N∗ | fj ∈ (y)N} et f ′j =
∑
α
c′j,αy
′α ∈
A′[y′] le transforme´ strict de fj dans S
′ = A′[y′]. Pour chaque x′t apparaissant dans
c′j,α, pour un certain j et un certain α tel que |α| = µj , e´clatons en l’ide´al (y
′
1, ..., y
′
h, x
′
t)
un nombre suﬃsant de fois. On arreˆte le processus lorsque, pour 1 6 j 6 s et α tel
que |α| > µj , il existe α˜ tel que c′j,α˜ divise c
′
j,α, avec |α˜| = µj . Par le Corollaire 4.27,
on sait que, pour chaque j, il existe bien α˜ tel que |α˜| = µj et pour tout α, c′j,α˜
divise c′j,α. Ainsi, le coˆne tangent de Spec(S
′) est de´ﬁni par des polynoˆmes qui ne
de´pendent que de y′1, ..., y
′
h. On en conclut que Spec(S
′) est normalement plat le long
de Spec(S′red).
Corollaire 8.8. — Soit S un sche´ma quasi-excellent tel que pour tout ξ ∈ S,
car(OS,ξ/mS,ξ) = 0. Soient X une composante irre´ductible de Sred et ν une valuation
de K(X) centre´e en un point ξ ∈ X. Il existe alors un e´clatement π : S′ → S le
long d’un sous-sche´ma de S, ne contenant aucune composante irre´ductible de Sred et
ayant la proprie´te´ suivante :
Soient X ′ le transforme´ strict de X par π et ξ′ le centre de ν sur X ′, alors ξ′ est un
point re´gulier de X ′ et S′ est normalement plat le long de X ′ en ξ′.
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