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Abstract
Let D be a Krull domain with quotient eld K . We study the class group of the integer-valued
polynomial ring over D, Int(D) := ff2K[X ]; f(D)Dg. In particular, we give necessary and
sucient conditions on D for the class group of Int(D) to be generated by the classes of the
t-invertible t-prime ideals and, in this case, we describe its generators. A case of particular
interest is when D is a UFD. We also characterize Krull domains D for which Int(D) is a
GCD-domain. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: Primary: 13A05; 13A15; 13B30; 13C20; secondary: 13F05; 13F15
0. Introduction
Let D be a domain with quotient eld K . The integer-valued polynomial ring over D
is Int(D) := ff2K[X ]; f(D)Dg. This ring and its ideal theoretical properties have
been thoroughly investigated when D is a Dedekind domain (in particular, a DVR) with
nite residue elds; in this case Int(D) is a two-dimensional Prufer domain. We refer
the reader to [8] for an updated account of the literature on this subject. The second
author of this paper has extensively studied the ring Int(D) when D is a domain of
Krull-type and, in particular, when D is a Krull domain. Among other results she has
proved that, in this case, Int(D) is a Prufer v-multiplicative domain (in short PvMD)
[21, Theorem 3.2] and has given a description of its t-prime ideals [21, Corollary 2.5].
In this paper we continue the study of the ideal-theoretic properties of Int(D) when
D is a Krull domain and we compare the class groups of D and Int(D). With slight
modications, many of the results of this work could be proven for some classes
 Corresponding author.
E-mail addresses: gabelli@mat.uniroma3.it (S. Gabelli), tfrance@mat.uniroma3.it (F. Tartarone).
1 The author acknowledges support by funds of MURST and NATO grant 970140.
0022-4049/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(98)00159 -5
48 S. Gabelli, F. Tartarone / Journal of Pure and Applied Algebra 149 (2000) 47{67
of domains of Krull-type. We choose not to consider this more general setting and
concentrate on the signicant case of Krull domains.
It is well known that when D is a Krull domain the class group of D is generated
by the classes of the t-invertible t-prime ideals, which are precisely the height-one
prime ideals of D. The main result of this paper shows that, if D is a Krull domain,
then the class group of Int(D) is generated by the classes of the t-invertible t-prime
ideals (which are all of height-one) if and only if the ring of integer-valued rational
functions on S, IntR(S) := f’2K(X ); ’(S) Sg, where S is a particular overring of
D, is a Bezout domain (Theorem 2.4). This happens, for example, when D has at most
nitely many height-one primes with nite residue elds (Corollary 2.11). Moreover,
if D is a unique factorization domain and IntR(D) is Bezout, for example if D is a
semilocal Dedekind domain with all residue elds nite, then the class group of Int(D)
is generated by the t-invertible t-prime ideals above zero (Proposition 2.7 and Corollary
2.10). This last result was already proved in [11] for discrete valuation domains with
nite residue eld.
Finally, we investigate when the class group of Int(D) is trivial. When Int(D) is
a PvMD, this is equivalent to Int(D) being a GCD-domain. We show that if D is
any domain such that the intersection D=
TfDP; P is a t-maximal idealg has nite
character (for instance, if D is a Krull domain) then Int(D) is a GCD-domain if and
only if D is a GCD-domain and Int(D)=D[X ] (Theorem 2.14). A corollary of this
result is that if D is a Krull domain with at least one nite residue eld, then Int(D)
is not a GCD-domain (Corollary 2.15).
In general, we do not know if Int(D) can be a GCD-domain when Int(D) 6=D[X ].
This question is strongly connected to the problem of giving a complete characterization
of domains D such that Int(D) is a PvMD. However, it is known that when D is not
a eld and Int(D) is a Prufer domain, then Int(D) is not a GCD-domain (equivalently
a Bezout domain) [8, Exercise VI.5].
In Section 1 we set up the technical tools needed to prove these results, giving
necessary and sucient conditions for the class group of a domain A to be generated by
the classes of the t-invertible t-prime ideals of A (Theorem 1.9). A similar investigation
was carried out for Prufer domains in [12].
1. When the class group of A is generated by the classes of the t-invertible t-primes
We briey recall some notation and denitions. We refer the reader to [1, 2, 13, 14,
19] for a detailed account of what follows.
Let A be a domain with quotient eld K . If J is a nonzero fractional ideal of
A, then (A : J ) := fx2K ; xJ Ag. The ideal Jv := (A : (A : J )) is the divisorial clo-
sure of J and Jt :=
SfIv; I  J; I nitely generatedg is the t-closure of J . The
v-closure and the t-closure coincide for nitely generated ideals. The fractional ideal
J is divisorial (or a v-ideal) if J = Jv and is a t-ideal if J = Jt . We have J  Jt  Jv,
so that a fractional divisorial ideal is a t-ideal. The set of fractional v-ideals of A is
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a semigroup under v-multiplication dened by I  J := (IJ )v, and the set of fractional
t-ideals of A is a semigroup under t-multiplication dened by I  J := (IJ )t . We recall
that (Iv Jv)v=(IJ )v and (ItJt)t =(IJ )t .
The set of integral t-ideals has maximal elements under inclusion called t-maximal
ideals and they are prime ideals of A. A t-ideal that is also prime is called a t-prime
ideal or, simply, a t-prime. We denote by t-Spec(A) the set of all t-prime ideals of A
and by tm(A) the set of all t-maximal ideals of A. For any fractional ideal J of A, we
have Jt =
TfJtAP; P 2 tm(A)g. In particular A= TfAP; P 2 tm(A)g [16, Proposition 4].
If J is a fractional ideal of A, we say that J is t-invertible (respectively, v-invertible)
if there exists a fractional ideal H such that (JH)t =A (respectively, (JH)v=A). In this
case, Ht =Hv=(A : I). A fractional divisorial ideal J is v-nite if there exists a nitely
generated fractional ideal F such that J =Fv. A fractional t-ideal J is t-invertible
if and only if it is v-nite and JAP is principal for each P 2 tm(A) [13, Proposition
1.1]. A t-invertible fractional t-ideal is divisorial, v-nite and v-invertible. On the con-
trary, a v-invertible fractional ideal J is t-invertible if both J and (A : J ) are v-nite.
A t-invertible prime ideal is t-maximal [13, Corollary 1.8].
The group of t-invertible fractional t-ideals of A is denoted by T(A). The class
group of A is dened as the quotient group of T(A) modulo the subgroup of fractional
principal ideals and is denoted by Cl(A) [7]. When A is a Krull domain, the class group
of A coincides with the divisor class group and, when A is a Prufer domain, it coincides
with the class group of fractional invertible ideals (or Picard group) of A.
Let A be a commutative ring and F a multiplicative system of ideals of A, that
is, a set of nonzero integral ideals of A closed under multiplication. The overring
AF :=
Sf(A : J ); J 2Fg of A is called the generalized ring of fractions of A with
respect to F . We refer to [4, Section 1] and [18, Section 4] for basic properties of
multiplicative systems of ideals and generalized quotient rings. If I is a fractional ideal
of A, set IF :=
Sf(I : J ); J 2Fg. Then IF is a fractional ideal of AF and IAF IF.
If F is a multiplicative system of ideals of A, we denote by Sat(F ) the saturation
of F , that is, the set of ideals of A containing some ideal in F . Then Sat(F ) is a
multiplicative system of ideals of A and clearly IF= ISat(F) for each ideal I of A. We
say that F is saturated if F =Sat(F ), that is, if I 2F and J is a fractional ideal of
A such that I  J , then J 2F .
If S is a multiplicatively closed subset of A and F := fsA; s2 Sg, then AF=AS . If
P is a prime ideal of A, we set
F (P) := fI ; I integral ideal of A such that I*Pg:
Then F (P) is a saturated multiplicative system of ideals of A and AF(P) =AP . More-
over, if  is a nonempty family of nonzero prime ideals of A, setting
F () :=
\
fF (P); P 2g;
we have that F () is a saturated multiplicative system of ideals and AF() =
TfAP;
P 2g. In this case, it is also easy to verify that IF() =
TfIAP; P 2g.
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Proposition 1.1. Let A be a commutative ring and F a multiplicative system of ideals
of A. Then
(a) if I is an ideal of A; IF=AF if and only if I 2Sat(F);
(b) the map P 7!PF is a one-to-one inclusion preserving correspondence between
the set of prime ideals P of A such that P =2Sat(F ) and the set of prime ideals P0
of AF such that JAF 6P0 for any J 2F ; whose inverse is dened by P0 7!P0 \A. In
addition; (AF)PF =AP for each P =2Sat(F ).
Proof. (a) is easy to check. (b) is exactly [4, Theorem 1.1].
We shall freely use the following properties, which are easy to prove.
Proposition 1.2. Let A be a commutative ring; F a multiplicative system of ideals of
A and I; J fractional ideals of A:
(a) (I : J )F (IF : JF) and; if J is nitely generated, then (I : J )F=(IF : JF)=
(IF : JAF).
(b) If J is nitely generated; then JvAF (Jv)F (JF)v=(JAF)v. Thus (JvAF)v=
(JAF)v=(JF)v. If; in addition, (A : J ) is v-nite; then (Jv)F=(JAF)v.
(c) IFJF (IJ )F IF \ JF=(I \ J )F.
Proposition 1.3. Let A be a domain and F a multiplicative system of ideals of A.
Then the following conditions hold:
(i) Jv (JAF)v; for each nitely generated ( fractional) ideal J of A;
(ii) (ItAF)t =(IAF)t ; for each ( fractional) ideal I of A;
(iii) if I 0 is a t-ideal of AF and I 0 \A 6=(0); then I 0 \A is a t-ideal of A.
Proof. Condition (i) holds by Proposition 1.2. (b).
The equivalences (i) , (ii) , (iii) are proved in [6, Proposition 1.1].
By Proposition 1.3, the natural map
F :T(A)!T(AF); I 7! (IAF)t
is a well-dened homomorphism of semigroups, which induces a homomorphism of
groups
F : Cl(A)!Cl(AF);
[6, Proposition 1.1].
We observe that, if I 2T(A), then I and (A : I) are v-nite. Hence, by Proposition
1.2(b), we have that
F(I) := (IAF)t =(IAF)v= IF:
We now proceed to dene a particular generalized ring of fractions A0 of A which
plays a central role in this paper. For this we need the following proposition.
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Proposition 1.4. Let A be a domain and P a t-invertible t-prime ideal of A. Then
(a) P(n) :=PnAP \A=(Pn)v for each n 0.
(b) P0 =
TfP(n); n 0g is a prime ideal of A and there is no prime ideal properly
between P0 and P. Moreover; if P0 6=(0); then P0 is divisorial.
Proof. (a) Since P 2T(A), then (Pn)v 2T(A). Moreover, PAP = xAP for some x2P.
It follows that (Pn)vAP =(PnAP)v=(xnAP)v= xnAP =PnAP . In addition, since P 2
tm(A), if M 2 tm(A) and M 6=P, we have that (Pn)vAM =(PnAM )v=AM . Hence, by [16,
Proposition 4], it follows that (Pn)v=
Tf(Pn)vAM ; M 2 tm(A)g=PnAP \A= :P(n).
(b) The ideal Q=
TfPnAP; n 0g= TfxnAP; n 0g of AP is a prime ideal and there
is no prime ideal between PAP and Q [14, Theorem 7.6]. Hence P0 =Q\A=
TfPn
AP \A; n 0g=
TfP(n); n 0g is a prime ideal of A and there is no prime ideal
properly between P0 and P. Moreover, if P0 6=(0), then P0 is divisorial since it is an
intersection of divisorial ideals by (a).
We say that a prime ideal Q of a domain A is t-submaximal if Q=
TfP(n); n 0g
for some t-invertible t-prime ideal P of A.
We set:
 0 := 0(A) := fQ2Spec(A); Q t-submaximalg[ fM 2 tm(A); M 62T(A)g
and
F0 :=F ( 0):
We can easily check that a t-ideal is in F0 if and only if all its minimal primes are
t-invertible. In particular, the t-prime ideals in F0 are exactly the t-maximal ideals of
A which are t-invertible.
To see this, let I be a t-ideal in F0. Then each t-maximal ideal M containing
I must be t-invertible. If M is not minimal over I , then I Q := TfM (n); n 0g,
by Proposition 1.4(b). This is impossible because Q2 0. Conversely, if each prime
minimal over the t-ideal I is t-invertible, then I is not contained in any prime of A in
 0 (because a t-invertible t-prime is t-maximal). Hence I 2F0.
We set:
A0 :=AF0 =
\
fAP; P 2 0g
and
I0 := IF0 ;
for all fractional ideals I of A.
We remark that  0 = f(0)g if and only if each t-maximal ideal of A is t-invertible,
that is, A is a Krull domain [20, Theorem 3.6]. In this case, we have A0 =K . On the
other hand, if no t-maximal ideal of A is t-invertible, then  0 = tm(A) and A0 =A.
If I is a proper integral ideal of A, we denote by Min(I) the set of the minimal
primes of I .
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Proposition 1.5. Let A be a domain and I a proper t-ideal of A such that every
minimal prime of I is t-invertible. Then
I =
\
fP(n) ; P 2Min(I); n 1g
and I is t-invertible.
Proof. Let P be a minimal prime of I . Since P is t-invertible, then PAP = xAP is a
principal ideal and, since IAP is PAP-primary, we have IAP = xnAP =PnAP , for some
n 1 [14, Theorem 7.6]. Since a t-invertible t-prime ideal is t-maximal, any t-maximal
ideal containing I is minimal over I . It follows that
I = It =
\
fIAM ; M 2 tm(A)g=
\
fIAP \A; P 2Min(I)g
=
\
fPn AP \A; P 2Min(I); n 1g=
\
fP(n) ; P 2Min(I); n 1g;
where the equality It =
TfIAM ; M 2 tm(A)g holds by [16, Proposition 4]. In particular,
since I is an intersection of divisorial ideals, I is divisorial (Proposition 1.4).
Since IAM is principal for each M 2 tm(A), we also have
(I : I)=
\
f(IAM : IAM ); M 2 tm(A)g=
\
fAM ; M 2 tm(A)g=A:
Then I is v-invertible [14, Proposition 34.2]. To show that I is also t-invertible, we
observe that, if J is a t-ideal containing I , then every minimal prime of J is still
t-invertible, because a t-invertible prime is t-maximal. Hence J is divisorial by the
same argument used above to show that I is divisorial. Since I  (I(A : I))t we then
have:
(I(A : I))t =((I(A : I))t)v=(I(A : I))v=A:
Proposition 1.6. Let A be a domain and assume that F is a saturated multiplicative
system of ideals of A such that each t-prime ideal in F is t-invertible. Then; for any
t-ideal I 2F ; we have that I =P(n1)1 \    \P(nk )k =(Pn11 : : : Pnkk )v, for some t-invertible
t-prime ideals Pi 2F and ni 1. In particular; I is a t-invertible t-ideal.
Proof. Since F is saturated, if I is a t-ideal in F , then any t-prime containing I is
in F and so it is t-invertible. Hence, recalling that a prime minimal over a t-ideal is
a t-prime by Proposition 1.5,
I =
\
fP(n) ; P 2Min(I); n 1g
and I is t-invertible.
We now show that I has nitely many minimal primes. By saturation, given any
chain of ideals I0 I1    Is    in F , their union I :=
SfIj; j 0g is an ideal in
F . Since (Ij)t and It are t-invertible (being in F ), they are v-nite. Hence any chain
of t-ideals in F is stationary and any nonempty subset of t-ideals of F has a maximal
element. Assume that the set of proper t-ideals of F having innitely many minimal
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primes is not empty and let J be a maximal element of this set. Let P be a prime
minimal over J . Since P 6= J and P is t-invertible, we have that J ( ((A :P)J )t ( A.
The ideal J 0 := ((A :P)J )t is in F and, by the maximality of J , it has nitely many
minimal primes. Hence the ideal J =(PJ 0)t also has nitely many minimal primes,
which is a contradiction.
To nish, if P1; : : : ; Pk are the minimal primes of I , then I =P
(n1)
1 \    \P(nk )k and,
since P1; : : : ; Pk are t-(co)maximal, then I =(P
n1
1   Pnkk )v by Proposition 1.4.
Proposition 1.7. Let A be a domain and F a multiplicative system of ideals of A such
that F F0. If I 2F ; then It =P(n1)1 \    \P(nk )k =(Pn11   Pnkk )v, for some t-invertible
t-prime ideals Pi 2Sat(F ) and ni 0. In particular; It is t-invertible.
Proof. Since F0 is saturated and F F0, then Sat(F )F0. Hence each t-prime in
Sat(F ) is t-invertible. Since It 2Sat(F ) for each I 2F , we can conclude by appealing
to Proposition 1.6.
This last proposition was proved for Prufer domains in [12, Proposition 1.1].
We note that, if F is a multiplicative system of ideals of A such that F F0 then,
by Proposition 1.7, a t-ideal I is in Sat(F ) if and only if I is of type (Pn11   Pnkk )v,
where Pi 2Sat(F ) and ni 1. In particular, the set of t-ideals in F0 is precisely the
set of ideals (Pn11   Pnkk )v where Pi 2 t-Spec(A)\T(A) and ni 1.
Proposition 1.8. Let A be a domain and F a multiplicative system of ideals of A
such that F F0. Consider the natural homomorphism F :=T(A)!T(AF); I 7! IF.
Then Ker (F)= f(Pe11   Pekk )v; Pi 2Sat(F ); ei 2Z; 1 i k; k  1g; where; if n>0;
we denote by P−n the ideal (A :Pn).
Proof. Let P2T(A). If P 2Sat(F ) then
F(P)=PF=AF
and, by Proposition 1.2,
F((A :P))= (A :P)F=(AF :PF)=AF:
Hence any ideal of type (Pe11   Pekk )v, with Pi 2Sat(F ) and ei 2Z, is in Ker(F).
Conversely, let I 2Ker(F) (that is, IF=AF) and consider the divisorial ideal
J := (A : I)\A. We have JF=(A : I)F \AF=(AF : IF)\AF=AF (Proposition 1.2).
Hence J 2Sat(F ), by Proposition 1.1. Set H := IJ . Since H A and, by Proposi-
tion 1.2 (c), IF JF=AF (IJ )F=HF, thus H 2Sat(F ). By Proposition 1.7, the ideals
J = Jt and Ht are v-products of prime ideals in Sat(F ) and are t-invertible. In particular,
if J =(Pn11   Pnkk )v, ni 1, then (A : J )= (P−n11   P−nkk )v. We conclude by observing
that I =((A : J )Ht)t .
Theorem 1.9. Let A be a domain. Then Cl(A) is generated by the classes of the
t-invertible t-prime ideals of A if and only if I0 = (IA0)t is principal for each I 2T(A).
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Proof. Let I be a fractional t-invertible t-ideal of A. By the description of the kernel
of the homomorphism 0 :T(A)!T(A0), I 7! I0 = (IA0)t given in Proposition 1.8,
we have that I = x(Pe11   Pekk )v for some x2K=Kn(0), Pi 2 t-Spec(A)\T(A) and
ei 2Z, if and only if 0 = I0 = (IA0)t = xA0.
We recall that a domain A is a PvMD if and only if each v-nite divisorial ideal of
A is t-invertible and that A is a GCD-domain if and only if it is a PvMD with trivial
class group, that is each t-invertible t-ideal of A is principal [7].
Corollary 1.10. Let A be a PvMD. Then Cl(A) is generated by the classes of the
t-invertible t-prime ideals of A if and only if A0 is a GCD-domain.
Proof. If A is a PvMD, then the domain A0 is a PvMD because it is a subintersec-
tion of A [17, Proposition 1.8], and the natural homomorphism 0 :T(A)!T(A0),
I 7! (IA0)t= I0 is surjective by [3, Theorem 4.4]. Hence I0 is principal for each I 2T(A)
if and only if A0 is a GCD-domain. We conclude by quoting Theorem 1.9.
Corollary 1.10 was proved for Prufer domains in [12, Theorem 1.7].
We recall that, if A is a domain with nitely many t-maximal ideals, then each
t-maximal ideal is maximal, all the t-invertible t-ideals are invertible and A is quasi-
semi-local with trivial class group [5, p. 309].
Corollary 1.11. Let A be a PvMD. If  0 is a nite set; then Cl(A) is generated by
the classes of the t-invertible t-prime ideals.
Proof. By Corollary 1.10, we have to prove that A0 is a GCD-domain, equivalently
that it has trivial class group. By the previous remark, for this it is enough to show
that A0 has just nitely many t-maximal ideals. This follows from the fact that, if A
is any domain, each t-maximal ideal of A0 is of type P0, for some P 2 0 and, in our
hypotheses,  0 is a nite set. In fact, let M be a t-maximal ideal of A0 and Q :=M \A;
then Q is a t-prime of A (Proposition 1.3) and we have (QA0)t M . Since M A0,
if x2M , then xJ A\M =Q for some J 2F0. Thus we also have M Q0. On the
other hand, if x2Q0 then xJ Q, for some J 2F0. Since Jt is t-invertible (Proposition
1.7), we have x(JA0)t = x(Jt)0 = xA0 (QA0)t . Thus (QA0)t =M =Q0. Since Q =2F0,
then Q is contained in some P 2 0. Hence Q0 =M P0 and M =P0 because M is
t-maximal.
Corollary 1.12. Let A be a PvMD. Then A is a GCD-domain if and only if A0 is a
GCD-domain and each t-invertible t-prime ideal of A is principal.
Proof. If A is a GCD domain, then Cl(A) is trivially generated by classes of the
t-invertible t-prime ideals of A, which are all principal. Thus A0 is a GCD-domain by
Corollary 1.10.
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Conversely, if A0 is a GCD-domain, then, again by Corollary 1.10, Cl(A) is generated
by classes of the t-invertible t-prime ideals. If each of these primes is principal, then
the class-group of A is trivial, so that A is a GCD-domain.
If A is a Krull domain, then A is a PvMD and A0 =K is trivially a GCD-domain.
Therefore, recalling that a domain A is a unique factorization domain (in short a UFD)
if and only if A is a Krull GCD-domain, from Corollary 1.12 we reobtain the well-
known result that A is a UFD if and only if A is a Krull domain whose divisorial
primes are all principal.
For Prufer domains Corollary 1.12 was proved in [12, Corollary 1.8].
2. The class group of Int(D) when D is a Krull domain.
Let D be a domain with quotient eld K . If p is a prime ideal of D, we set
Int(D)p := Int(D)(Dnp).
We denote by  the set of all t-maximal ideals of D, that is,  := tm(D).
If D is a Krull domain,  coincides with the set of the height-one primes of D.
Moreover, for each p2, we have Int(Dp)= Int(D)p [8, Proposition II.2.8]. In this
case, we consider the set 0 of the primes p2 such that Int(Dp) 6=Dp[X ] and the
set 1 of the primes p2 such that Int(Dp)=Dp[X ], so that =0 [1. Since
Dp is a DVR for each p2, then Int(Dp)=Dp[X ] if and only if Card(D=p)=1 [8,
Lemma I.3.16]. In particular, we have that
0 = fp2; Card(D=p)<1g and 1 = fp2; Card(D=p)=1g:
Hence, we can write
D=
\
fDp; p2g= S \T;
where
S :=
\
fDp; p20g; T :=
\
fDp; p21g
and S :=K (respectively, T :=K) if 0 is empty (respectively, 1 is empty). We
note that S and T are Krull domains, since they are subintersections of D. Moreover,
if S 6=K , all the height-one prime ideals of S are maximal (because they have nite
residue elds). Thus S is a Dedekind domain with all residue elds nite.
We recall that, if D is any domain, then
Int(D)=
\
fInt(Dp); p2g:
In fact, the inclusion Int(D) Tp2 Int(Dp) holds because Int(D)Int(D)pInt(Dp).
On the other hand, since D=
T
p2 Dp, if f2
T
p2 Int(Dp), then f(Dp)Dp, for
each p2. Whence f(D)Dp, for each p2. Thus f(D)D, that is, f2 Int(D).
In the following, we will freely use this equality.
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If D is a Krull domain, we can write
Int(D)=
\
fInt(Dp); p20g

\
\
fInt(Dp); p21g

= Int(S)\ Int(T ):
We observe that
Int(T )=
\
fInt(Dp); p21g=
\
fDp; p21g

[X ] =T [X ]
is a Krull domain, because T is a Krull domain. On the other hand, Int(S) is a Prufer
domain because, when S 6=K , S is a Dedekind domain with all residue elds nite [8,
Theorem VI.1.7].
We remark that Krull domains such that both 0 and 1 are not empty, do exist.
A semilocal Dedekind domain of this type can be constructed intersecting two rank-one
valuation domains with the same quotient eld, one with nite residue eld and the
other one with innite residue eld. To give an explicit example, we rst recall the
following notation.
Let (V;M) be a DVR with nite residue eld, bV the M -adic completion of V andbM :=M bV . For each 2 bV , we set
M := ff2 Int(V ); f()2 bMg: (2.1)
If 2V , then it is easy to check that M= ff2 Int(V ); f()2Mg. The ideals M,
2 bV , are exactly the prime ideals of Int(V ) above M [8, Theorem V.2.10].
Now, if p is a prime integer, Z(p) is a DVR with nite residue eld. Moreover, if
2cZp and  is transcendental over Q, then V1 := Int(Z(p))p is a DVR [8, Proposition
VI.1.9] and its quotient eld is Z=pZ [8, Lemma V.2.1], which is nite. The quotient
eld of V1 is Q(X ). Inside Q(X ), consider the DVR V2 :=Q[X ]f, where f is an
irreducible polynomial of Q[X ]. Clearly the residue eld of V2 is Q, which is innite.
Hence D :=V1 \V2 is the required Dedekind domain.
A Dedekind domain with innitely many maximal ideals and such that both 0 and
1 are not empty can be built using a slight modication of the construction given by
Gilmer in [18, Construction K].
We now give a brief description of the t-prime ideals and the t-invertible t-prime
ideals of Int(D) when D is a Krull domain [22, Corollary 2.11].
With the notation above, the t-prime ideals of Int(D) are the following:
 the prime ideals upper to zero.
These are the ideals of type Q :=QK[X ]\ Int(D), where Q is an irreducible poly-
nomial of K[X ]. Localizing Int(D) at one of these primes, we obtain:
Int(D)Q = T [X ](QK[X ]\ T [X ]) = Int(S)(QK[X ]\Int(S))
=D[X ](QK[X ]\D[X ]) =K[X ]QK[X ]:
 the prime ideals above p, for some p20.
These are all of type p := (pDp) \ Int(D), where 2cDp and (pDp) is the prime
ideal of Int(Dp) described in (2.I) (because Dp is a DVR with nite residue eld and
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pDp is its maximal ideal). Thus p= ff2 Int(D); f()2dpDpg. Localizing Int(D) at
one of these primes, we obtain:
Int(D)p = Int(S)(pDp)\Int(S) = Int(Dp)(pDp) :
 the prime ideals of type Jp :=pDp[X ]\ Int(D), for some p21.
Localizing Int(D) at one of these primes, we obtain:
Int(D)Jp =T [X ]pT [X ] =D[X ]pD[X ] =Dp[X ]pDp[X ]:
The t-invertible t-prime ideals of Int(D) are the following:
 the t-maximal ideals upper to zero;
 the prime ideals of type Jp :=pDp[X ]\ int(D), where p21.
We deduce that all the t-invertible t-prime ideals of Int(D) have height one and so
the only submaximal prime ideal of Int(D) is (0).
For simplicity of notation, from now on we denote by A the domain Int(D).
Following the notation introduced in Section 1, if D is a Krull domain, we put:
 0 := 0(A)= fP 2 tm(A); P =2T(A)g:
Similarly, we dene:
 1 := 1(A)= tm(A)\T(A):
Clearly  0 [ 1 = tm(A). We also set F0 :=F ( 0) (respectively, F1 :=F ( 1)) and
I0 := IF0 (respectively, I1 := IF1 ), for all fractional ideals I of A. Thus
A0 =
\
fAP; P 2 0g; A1 =
\
fAP; P 2 1g;
and A=A0 \A1.
We remark that, by the description of the t-prime ideals of A given above, we have
that
 0 = fP 2Spec(A); P \D20g= fp; p20; 2cDpg;
 1 = fP 2 tm(A); P \D=(0)g[ fJp; p21g
= fQ; Q 2 tm(A)g[ fJp; p21g:
We note that  0 is empty if and only if 0 is empty. In this case, A=D[X ] =A1
and Int(S)=K[X ]. Then we set A0 :=K(X ). Similarly, if  1 is empty we have that
1 is empty and so A= Int(S). In this case,
Int(T )=K[X ]A1 =
\
fK[X ]QK[X ]; Q 2 tm(A)g:
If no Q is t-maximal, we put A1 :=K(X ).
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In general, A1 is a subintersection of T [X ] (and also of D[X ]). Therefore, it is a
Krull domain. In fact,
A1 =
\
fAP; P 2 tm(A)\T(A)g
=
\
fAQ ; Q 2; tm(A)g

\
\
fAJp ; p21g

=
\
fT [X ](QK[X ]\ T [X ]); Q 2 tm(A)g

\
\
fT [X ]pT [X ]; p21g

:
Moreover, if P 2 0, AP = Int(S)(pDp) \ Int(S) is a localization of Int(S). Hence, we
have the following inclusions:
Int(S)A0; Int(T )=T [X ]A1:
Finally, we denote by 0 and 1, respectively, the natural homomorphisms T(A)!
T(A0), I 7! I0, and T(A)!T(A1), I 7! I1.
Proposition 2.1. With the notation above; if D is a Krull domain; the natural homo-
morphism 1 :T(A)!T(A1) induces a one-to-one correspondence between the set
 1 of all t-invertible t-prime ideals of A and the set tm(A1) of all t-maximal ideals
of A1.
Proof. Set S (A1) := fP1; P 2 1g. We have to show that tm(A1)=S (A1). If P is
t-invertible, then P1 =1(P) is also t-invertible, whence it is t-maximal. Thus, S (A1)
 tm(A1).
On the other hand, A1 =
T
P2 1 AP =
T
P12S (A1)(A1)P1 . Since this intersection has
nite character (because A1 is a Krull domain), each t-maximal ideal of A1 is contained
in some P1 [5, Lemma 1.1]. Therefore, S (A1)= tm(A1) by Proposition 1.1.
The ring of integer-valued rational functions over a domain D is dened as follows:
IntR(D) := f’2K(X ); ’(D)Dg:
If V is a DVR with nite residue eld, by [11, p. 10] we can write
IntR(V )=
\
fInt(V )M ; 2Vg=
\
fInt(V )M ; 2 bVg: (2.2)
Moreover IntR(V ) is a ring of fractions of Int(V ) [11, Proposition 5.2] and the
extensions of the ideals M to IntR(V ), M := f’2 IntR(V ); ’()2 bMg, are exactly
the maximal ideals of IntR(V ) [11, Proposition 5.3].
Lemma 2.2. If D is a Dedekind domain with all residue elds nite; then
(a) IntR(D;Dp) := f’2K(X ); ’(D)Dpg= IntR(Dp); for each p2Max(D).
(b) IntR(D)=
T
p2Max(D) Int
R(Dp).
Proof. (a) The inclusion IntR(Dp) IntR(D;Dp) always holds, since DDp. We prove
the opposite inclusion.
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Let ’2 IntR(D;Dp). Since Dp[X ] is a UFD, we can write ’=f=g, where f, g2
Dp[X ] are relatively prime. If x2Dp, then f(x); g(x)2Dp. Denote by vp the rank-one
discrete valuation associated to Dp. We want to show that, for each integer n 0 such
that vp(g(x)) n, then also vp(f(x)) n.
Let h(X ) :=
Pl
i=0 hiX
i 2Dp[X ]. If x; y2Dp are such that vp(x − y) n, for some
positive integer n, then vp(h(x)−h(y)) n. In fact, h(x)−h(y)=
Pl
i=0 hi(x
i−yi) and
vp(x i − yi) n. It follows that, if vp(h(x)) n, then also vp(h(y)) n.
By [8, Proposition III.4.9], D is dense in Dp with respect to the pDp-adic topology.
Therefore, for each x2Dp and for each integer n>0, there exists a2D such that
(x − a)2 (pDp)n, that is vp(x − a) n. In particular, if vp(g(x)) n, by the argument
above, we get that vp(g(a)) n.
By hypothesis, ’(a)=f(a)=g(a)2Dp, whence vp(’(a))= vp(f(a)) − vp(g(a)) 0
and vp(f(a)) vp(g(a)) n. Thus vp(f(x)) n.
Therefore, if x2Dp is such that vp(g(x))= n, for some positive integer n, then
vp(f(x)) vp(g(x)) (since vp(f(x)) n). Thus vp(’(x))= vp(f(x))− vp(g(x)) 0 and
’(x)2Dp.
If, on the other hand, g(x)= 0, then vp(g(x)) n, for each positive integer n. It
follows that also vp(f(x)) n, for each positive integer n. Whence f(x)= 0, in con-
tradiction with the fact that f and g are relatively prime.
It follows that ’(x)2Dp for all x2Dp and, therefore, ’2 IntR(Dp).
(b) Since D=
T
p2Max(D)Dp, it is easy to check that
IntR(D)=
\
fIntR(D;Dp); p2Max(D)g:
By (a), we have that IntR(D;Dp)= IntR(Dp). Therefore,
IntR(D)=
\
fIntR(Dp); p2Max(D)g:
We remark that, in general, IntR(Dp) 6= IntR(D)p as is shown in [8, p. 259] by con-
sidering D=Z. In fact, Z is a d-ring, that is, IntR(Z)= Int(Z) [8, Example VII.2.2]
while, for each nonzero prime p of Z, Zp is never a d-ring [8, p. 165]. Thus
IntR(Zp) 6= Int(Zp). On the other hand, Int(Zp)= Int(Z)p because Z is noetherian [8,
Proposition I.2.7]. Therefore, IntR(Zp) 6= Int(Zp)= Int(Z)p= IntR(Z)p.
Proposition 2.3. With the notation above; if D is a Krull domain; we have that
A0 = IntR(S). In addition IntR(S) is a Prufer domain.
Proof. By denition and the description of the t-prime ideals of A given at the begin-
ning of this section, we have that
A0 =
\
fAP; P 2 tm(A); P =2T(A)g
=
\
fAP; P \D20g
\
fAp ; p20; 2cDpg:
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For a xed prime p20, by (2.2), we have that\
fAp ; 2cDpg=\ fInt(Dp)(pDp) ; 2cDpg= IntR(Dp);
so that
A0 =
\
fIntR(Dp); p20g:
Since S =
T
p20 Dp is a Dedekind domain, Max(S)= fpDp \ S; p20g and Dp=
S(pDp\S). Therefore, by Lemma 2.2, we conclude that
A0 =
\
fIntR(Dp); p20g=
\
fIntR(S(pDp \ S)); p20g
=
\
fIntR(SM ); M 2Max(S)g= IntR(S):
Finally, since IntR(S) is an overring of Int(S) and Int(S) is a Prufer domain
[8, Theorem VI.1.7], also IntR(S) is a Prufer domain [14, Section 26].
We are now able to prove the main result of this section. Recall that a Bezout
domain is a Prufer domain with trivial class group.
Theorem 2.4. With the notation above; if D is a Krull domain; then the class group of
A is generated by the classes of the t-invertible t-prime ideals if and only if IntR(S)
is a Bezout domain. In this case; the generators of Cl(A) are the classes of the
t-maximal ideals upper to zero and the classes of the ideals of type Jp :=pDp[X ]\A;
with p21.
Proof. By [21, Theorem 3.2], A is a PvMD. Hence the proof follows from Corol-
lary 1.10 and Proposition 2.3, observing that a Prufer domain is a GCD-domain if and
only if it is a Bezout domain.
The characterization of the generators of Cl(A) follows from the description of the
t-invertible t-prime ideals of Int(D) given at the beginning of the section.
The following proposition gives more precise information on the generators of Cl(A),
when A0 = IntR(S) is a Bezout domain.
Proposition 2.5. Let D be a Krull domain. Then; with the notation above; there is a
splitting short exact sequence:
(1)!T(A1) −!T(A) 0−!T(A0) ! (1);
where  is dened over the set of the heigth-one primes of A1 by P0 7!P0 \A; and
0 is the natural homomorphism dened by 0(I)= (IA0)t = I0. Therefore; T(A) is
isomorphic to T(A1)T(A0).
Proof. The correspondence P0 7!P0 \A is a one-to-one correspondence between the
set of height-one prime ideals of A1 and the set of t-invertible t-prime ideals of A
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(Proposition 2.1). Since T(A1) is generated by the height-one prime ideals of A1
(because A1 is a Krull domain), then  is a well dened injective homomorphism.
Moreover, by Proposition 1.8, we have that Im()=Ker(0). Finally, the natural ho-
momorphisms 0 and 1 :T(A)!T(A1), I 7! (IA1)t = I1, are surjective by [2, The-
orem 4.4] because A is a PvMD [21, Theorem 3.2]. In addition, 1   is the identity
on T(A1). It follows that the sequence is exact and splits.
The short exact sequence in Proposition 2.5 induces a short exact sequence:
(1)!T(A1)=P(A1)!Cl(A)!Cl(A0)! (1);
where
P(A1) := fI 2T(A1); (I)2P(A)gP(A1)
(the inclusion P(A1)P(A1) follows from the fact that 1   is the identity on
T(A1)).
Therefore, if A0 = IntR(S) is a Bezout domain, we get that
Cl(A)=T(A1)=P(A1):
In this case, Cl(A) is generated by the classes of the t-invertible t-prime ideals of
A that correspond to the classes of the heigth-one primes of A1 in T(A1)=P(A1).
In particular, Cl(A)=Cl(A1) if and only if P(A1)=P(A1).
The following lemma shows, in particular, that if D is a unique factorization domain,
then all the ideals of type Jp are principal. Consequently, if IntR(S) is a Bezout domain,
then Cl(A) is generated by the classes of the t-maximal ideals upper to zero.
We remark that, if D is a unique factorization domain, then IntR(S) need not be a
Bezout domain. For example IntR(Z)= Int(Z) is not Bezout [8, Exercise VI.5].
Lemma 2.6. Let D be a Krull domain and p a principal prime ideal with innite
residue eld; that is; p= D21. Then Jp= A.
Proof. Since 2p; it easily follows that A Jp.
On the contrary, if f2 Jp Dp[X ], there exists h2Dp[X ] such that h=f. Now,
h(D)=f(D), so that h(D)= (1=)f(D) (1=)D. But h2Dp[X ]; whence h(D)Dp.
Therefore, h(D) (1=)D\Dp=D and h2A.
It follows that f2 A.
Proposition 2.7. Let D be a UFD. If IntR(S) is a Bezout domain; then Cl(A) is
generated by the classes of the t-maximal ideals upper to zero.
Proof. By Theorem 2.4, we have just to show that all the ideals of type Jp, with
p21, are principal. This follows from Lemma 2.6.
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Proposition 2.8. Let D be a UFD. With the notation above; we have the following
isomorphisms:
Cl(A)=Cl(Int(S))=
M
p20
Cl(Int(Dp)):
Proof. By [9, Theorem 3.6] if D is a Krull domain, there is a short exact sequence:
(1)!Cl(D)!Cl(A)!
M
p2
Cl(Int(Dp))! (1):
If D is a UFD, then Cl(A)= Lp2 Cl(Int(Dp)). In this case, by Nagata’s Theorem, the
subintersection S of D is a UFD too. It follows that Cl(Int(S))= Lp20 Cl(Int(Dp)).
On the other hand, if p21, then Int(Dp)=Dp[X ] and so Cl(Int(Dp)) is trivial.
It follows that Cl(A)= Lp20 Cl(Int(Dp))=Cl(Int(S)).
In Proposition 2.10 below we prove that a semilocal Dedekind domain D with all
residue elds nite is such that IntR(D) is a Bezout domain. From this fact we will
deduce that, if D is a Krull domain with at most nitely many height-one prime ideals
with nite residue eld, then A0 = IntR(S) is a Bezout domain.
Our proof heavily relies on the argument used by Chabert in the case when D is a
DVR with nite residue eld [11, Proposition 5.4] (see also [8, Proposition X.3.1]).
Several other conditions on D for IntR(D) to be a Bezout domain are given in [10].
In particular, the referee pointed out that a dierent proof of Proposition 2.10 can be
provided by showing that a semilocal Dedekind domain with all residue elds nite is,
in the terminology of [10], a singular Prufer domain and then using [10, Proposition
2.1 and Theorem 3.5].
Now let D be a semilocal Dedekind domain with all residue elds nite, that is,
D=V1 \    \Vr , where each (Vi;Mi) is a DVR with nite residue eld. For each
i=1; : : : ; r, bVi denotes the Mi-adic completion of Vi, and bvi the valuation associated tobVi.
If J is an integral ideal of A, then for each 2 bVi, we have the inclusion J () :=
ff(); f2 Jg bVi, because A Int(Vi)C(bVi; bVi), the set of all the continuous func-
tions from bVi to bVi [8, p. 54]. Thus, we can dene
v^i(J ()) := inff2 J v^i(f());
where i=1; : : : ; r.
An element 2 bVi is a root of J if f()= 0 for each f2 J .
Proposition 2.9. With the notation above; let D be a semilocal Dedekind domain with
nite residue elds and let J be a nitely generated integral ideal of Int(D) that has
no roots in bVi; for each i=1; : : : ; r. Then; there exists a polynomial L2 J such that
v^i(L())= v^i(J ()), for all 2bVi and i=1; : : : ; r.
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Proof. The ideal J Int(Vi) has no roots in bVi, for i=1; : : : ; r, because J has no roots in
each bVi by hypothesis. Let J := (P1; : : : ; Pk)Int(D); then J Int(Vi)= (P1; : : : ; Pk)Int(Vi).
If 2 bVi, we have that:
v^i(J ())= inf j= 1;:::; k v^i(Pj())= v^i(J Int(Vi)()):
By [11, Proposition 3.3], for each i=1; : : : ; r, it is possible to construct a polynomial
Li 2 J Int(Vi) such that v^i(Li())= v^i(J Int(Vi)()). We now show that this construction
allows us to choose Li in J . Consider the following partition of bVi:
Ui;1 := fx2 bVi; v^i(P1(x))= v^i(J Int(Vi)(x))g;
Ui;2 := fx2 bVi nUi;1; v^i(P2(x))= v^i(J Int(Vi)(x))g;
...
Ui; k := fx2 bVin(Ui;1 [    [Ui; k−1); v^i(Pk(x))= v^i(J Int(Vi)(x))g:
The sets Ui; j, for j=1; : : : ; k, are open in the Mi-adic topology and their characteristic
functions, i; j, are continuous. Set N := supx2bVi (v^i(J Int(Vi)(x))). Then N is a nite
integer because bVi is compact [8, Proposition III.1.2].
Under these hypotheses, Int(D) is dense in Int(Vi) with the Mi-adic topology [8,
Proposition III.4.9] and moreover, Int(Vi) is dense in C(bVi; bVi) in the same topology
[8, Proposition III.2.4]. By transitivity, we conclude that Int(D) is dense in C(bVi; bVi).
Hence we can approximate the functions i; j by polynomials of Int(D). In particular,
we can choose, for each function i; j, a polynomial fi; j 2 Int(D) such that v^i(fi; j(x)−
i; j(x))N , for any x2 bVi. Consider the polynomial Li :=P1fi;1 +    + Pkfi; k . Then
Li 2 J . Moreover, if x2Ui; j, then:
Li(x)=
kX
m=1
(fi;m(x)− i;m(x))Pi(x) + Pj(x):
Since v^i(Pj(x))N , we obtain
v^i(Li(x))= v^i(Pj(x))= v^i(J Int(Vi)(x)):
For each i=1; : : : ; r, there exists a positive integer n(i) such that, for each 2 V^i,
v^i (J Int(Vi)()) n(i) (because J Int(Vi) has no roots in V^i). Moreover, for each i=
1; : : : ; r, there exists ai 2D such that v^i(ai)= 0 and v^i(aj)>n(i), if j 6= i. We consider
the polynomial L := a1L1 +   + arLr , which is in J .
We claim that, for each i=1; : : : ; r and for each 2 V^i, v^i(L())= v^i(Li()). In fact,
by construction, we have that v^i(ajLj())= v^i(aj) + v^i(Lj())>n(i) and v^i(aiLi())=
v^i(ai) + v^i(Li())= v^i(Li()) n(i). Therefore, for each i=1; : : : ; r and for each 2 V^i,
we have that v^i(aiLi())<v^i(ajLj()), for i 6= j. Whence
v^i(L())= v^i(a1L1() +   + arLr())= v^i(Li()):
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To conclude, we have that
v^i(Li())= v^i(L()) v^i(J ())= v^i(J Int(Vi)())= v^i(Li()):
Therefore, v^i(L())= v^i(J ()).
Proposition 2.10. With the notation above; let D be a semilocal Dedekind domain
with nite residue elds. Then; IntR(D) is a Bezout domain.
Proof. Let H be a fractional ideal of nite type of IntR(D). Multiplying, if necessary,
H by a rational function Q, we can assume that it contains nonzero constants (for
example we can take Q :=d=’, where d2Dnf0g and ’2H). Hence we can write
H =RJ IntR(D), where R2K(X ) and J is a nitely generated ideal of Int(D) with
nonzero constants. Thus, J satises the hypotheses of Proposition 2.9. We consider
a polynomial L2 J such that v^i(L())= v^i(J ()) for each 2 bVi and i=1; : : : ; r. As
in the proof of [11, Proposition 5.4], we have that LInt(Vi)Mi;  = J Int(Vi)Mi;  , where
Mi; := ff2 Int(Vi); f()2cMig. Therefore, L IntR(Vi)= J IntR(Vi).
By Lemma 2.2 (b), it follows that IntR(D)=
T
iInt
R(Vi). The operation  : F 7!
T
i F
IntR(Vi) dened over the set of all fractional ideals F of IntR(D) is a -operation [14,
Theorem 32.5]. The ring IntR(D) is a Prufer domain, being an overring of Int(D).
Therefore, all the -operations over IntR(D) are arithmetisch brauchbar [14, Proposi-
tion 32.19] and they are equivalent (that is they coincide over the nitely generated
fractional ideals). Since the ideals L IntR(D) and J IntR(D) are nitely generated, the
identity map is a -operation and (L IntR(D))= (J IntR(D)), we obtain the equality
L IntR(D)= J IntR(D).
Corollary 2.11. Let D be a Krull domain with at most nitely many height-one prime
ideals with nite residue elds. Then; Cl(A) is generated by the classes of the t-
invertible t-prime ideals of A. In particular; Cl(A) is generated by the classes of the
t-maximal ideals above zero and by the classes of the ideals of type Jp :=pDp[X ]\A;
with p21.
Proof. By Theorem 2.4, Cl(A) is generated by the classes of the t-invertible t-prime
ideals if and only if A0 = IntR(S) is a Bezout domain. But, under our hypotheses, if
S 6=K , S is a semilocal Dedekind domain with all residue elds nite; thus A0 is a
Bezout domain by Proposition 2.7. If D has no height-one prime with nite residue
eld, then S =K and A=D[X ] is a Krull domain. Thus the thesis still holds.
Corollary 2.12. Let D be a semilocal Dedekind domain with all residue elds nite.
Then; Cl(A)=Pic(A) is generated by the classes of the prime ideals above zero which
are maximal.
Proof. If D is a semilocal Dedekind domain with all residue elds nite, then A is a
Prufer domain. Hence each ideal is a t-ideal and Cl(A)=Pic(A). Since in this case
S. Gabelli, F. Tartarone / Journal of Pure and Applied Algebra 149 (2000) 47{67 65
1 = ; then, by Corollary 2.11, Cl(A) is generated by the classes of the maximal ideals
above zero.
We observe that a semilocal Dedekind domain D is a UFD and it coincides with its
overring S if and only if it has all residue elds nite. Thus Corollary 2.12 follows also
from Propositions 2.7 and 2.10. An analogue of Corollary 2.12 is proved in [8, Theorem
VIII.5.8] in the case when D is a local one-dimensional unibranched noetherian domain
(in particular a DVR) with nite residue eld.
We now wish to characterize a class of domains D such that A is a GCD-domain.
Proposition 2.13. Let D be a domain. If A is a GCD-domain; then D is a GCD-
domain.
Proof. By [21, Proposition 3.1], if A is a PvMD, then D is a PvMD. Moreover, there
is a natural inclusion Cl(D) ,!Cl(A), [I ] 7! [(IA)t] [9, Section 3]. Hence, if Cl(A) is
trivial, also Cl(D) is trivial. We conclude by recalling that a GCD-domain is a PvMD
with trivial class group [7].
Theorem 2.14. Let D=
T
p2 Dp be a domain and suppose that this intersection has
nite character. The following conditions are equivalent:
(i) A is a GCD-domain;
(ii) D is a GCD-domain and A=D[X ];
(iii) D is a GCD-domain and Dp has innite residue eld or nonprincipal maximal
ideal; for each p2.
Proof. (i) ) (iii) If A is a GCD-domain, then D is a GCD-domain by
Proposition 2.13 and so Dp is a valuation domain, for each p2 [16, Theorem 5]. By
[21, Proposition 2.3] we have Int(Dp)=Ap, for each p2. Then Int(Dp) is a local-
ization of a GCD-domain; thus it is a PvMD by [17, Proposition 1.8] and has trivial
class group by [3, Theorem 4.4]. It follows that Int(Dp) is a GCD-domain. Assume,
by way of contradiction, that there exists p2 such that Card(D=p)<1 and pDp
is principal. In this case, by [21, Theorem 1.1], Int(Dp) is not a PvMD, unless Dp is
one-dimensional (that is Dp is a DVR). But, if Dp is a DVR with nite residue eld,
then Int(Dp) is never a Bezout domain by [11, Proposition 3.1]. Hence (iii) holds.
(iii) ) (ii) Since Dp is a valuation domain for each p2 [16, Theorem 5], by
[8, Proposition I.3.16], then Int(Dp)=Dp[X ] for each p2. Since D=
T
p2 Dp; then
A=
T
p2 Int(Dp)=D[X ].
(ii) ) (i) is well known [14, Theorem 34.10].
If D is a Krull domain, the intersection D=
T
p2 Dp has nite character and pDp
is principal, for each p2. Hence we immediately get the following corollary.
Corollary 2.15. Let D be a Krull domain. Then the following conditions are
equivalent:
(i) A is a GCD-domain;
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(ii) A=D[X ] is a UFD;
(iii) D is a UFD and Dp has innite residue eld for each p2.
The proof of Theorem 2.14 shows that the problem of characterizing all domains D
such that Int(D) is a GCD-domain is closely connected to the problem of characterizing
all domains D such that Int(D) is a PvMD. Both these problems have been completely
answered under the additional hypothesis that the intersection
T
p2 Dp has nite char-
acter [21]. The technical reason which has made this possible is that this condition
implies the equality Int(Dp)= Int(D)p, for each p20 [21, Proposition 2.3]. In this
case, if Int(D) is a PvMD, then also Int(Dp) is a PvMD and this fact allows us to
reduce the problem to the local case. This argument fails in the general case, because
an overring of a PvMD is not necessarily a PvMD. For example, if V is a valuation
domain, then V [X ] is a GCD-domain, but the overring Int(V ) of V [X ] need not be a
PvMD [21, Theorem 1.1].
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