Abstract: Line-of-sight stabilization against various disturbances is an essential property of gimbaled imaging systems mounted on mobile platforms. In recent years, the importance of target detection from higher distances has increased. This has raised the need for better stabilization performance. For that reason, stabilization loops are designed such that they have higher gains and larger bandwidths. As these are required for good disturbance attenuation, sufficient loop stability is also needed. However, model uncertainties around structural resonances impose strict restrictions on sufficient loop stability. Therefore, to satisfy high stabilization performance in the presence of model uncertainties, robust control methods are required. In this paper, a robust controller design in LQG/LTR, H ∞ , and µ -synthesis framework is described for a two-axis gimbal. First, the performance criteria and weights are determined to minimize the stabilization error with moderate control effort under known platform disturbance profile. Second, model uncertainties are determined by considering locally linearized models at different operating points. Next, robust LQG/LTR, H ∞ , and µ controllers are designed. Robust stability and performance of the three designs are investigated and compared. The paper finishes with the experimental performances to validate the designed robust controllers.
Introduction
For precise pointing and tracking performance, line-of-sight (LOS) stabilization against various disturbances is essential for imaging systems. To obtain better performance, bandwidth and gain of stabilization loops need to be increased while sufficient loop stability is maintained. For gimbaled imaging systems, the main difficulties in satisfying sufficient loop stability and good performance at the same time are model uncertainties around structural resonances. Therefore, robust control methods are needed to maintain high stabilization performance under model uncertainties. In this aspect, this paper deals with the design of a stabilization loop for a two-axis gimbal.
Classical control methods were used for stabilization loops in the past [1, 2] . However, finding a classical controller that satisfies both stability and performance criteria is a time-consuming iterative procedure. Moreover, this method suffers from lack of optimality. Over the past decade, different methods have been used to obtain good stability and performance properties. Linear quadratic methods [3] [4] [5] , H ∞ control methods [6] [7] [8] , and µ -synthesis [9] are applied to the LOS control problem. However, in most of these reports the performance is evaluated only for nominal models. In other words, the stability and performance change due to model uncertainty are not considered. In addition, although some designers conduct an analysis for robustness, there are not clear experimental data to validate the robustness of the stabilization loops. Therefore, in this paper the authors try to fully support all theoretical findings with experimental data.
In the next section, three controller design methods are reviewed. Firstly, LQG/LTR design is discussed. In traditional LQG method, the desired loop shape is obtained by adjusting weighting matrices or intensities of process and measurement noises. However, in this paper a different approach is followed to shape the loop easily [10, 11] . By using this modified technique, the sensitivity is successfully shaped for good disturbance rejection. Next, H ∞ and µ -synthesis design in mixed sensitivity framework are investigated. In previous mixed sensitivity designs, performance and uncertainty weights are determined by using general rules. However, in this paper all weights are determined by using experimental data. After designing three controllers, the performance and stability of the three designs are investigated and compared. Firstly, the comparison is made by investigating theoretical results. Next, experimental findings are obtained, and they are compared with theoretical results. Both theoretical and experimental results show that the stabilization loop has robust stability and robust performance properties for each of the three design methods.
Design methods

LQG/LTR design
The traditional LQG method uses a linear time invariant plant, and it assumes that the uncertainty in the states and measurements are additive [10] . The state space form of the plant is represented as in (1), where w d andw n are uncorrelated zero mean white noise processes having constant power spectral densities W and V as illustrated in (2) .ẋ
The aim of the LQG theory is to find a feedback control law to minimize the cost (3), where Q = Q T ≥ 0 and R = R T > 0 are weighting matrices.
The solution turns out to be a cascade connection of Kalman filter and LQ regulator, each of which can tolerate gain variation between (1/2, ∞) and phase variation less than 60
• in each channel [10] . However, the cascaded form, LQG regulator, does not have guaranteed stability margins, and the closed loop may suffer from poor stability [11] . If one applies loop transfer recovery (LTR), the closed loop recovers the good stability properties of the Kalman filter [12] . Since the overall loop approaches the Kalman filter, good Kalman filter shape is essential for good disturbance rejection. In most of the reported designs, the desired Kalman filter shape is obtained by iteratively changing covariance matrices W and V . On the other hand, if frequency dependent weighting matrices W (s) and V (s) are used, to obtain a good Kalman filter is simpler [11, 13] . As given in Figure 1 , assume that instead of state disturbances the plant has output disturbance d and measurement noise v , which have power spectral density D(s) and V (s) , respectively. An augmented system can be obtained if the states of the plant and frequency dependent weights are combined. If one assumes thatd ,ṽ , and θ are uncorrelated white noises that satisfy (4), an LQG regulator for this augmented system can be designed [11, 13] .
If the designer applies the LTR procedure for this augmented plant, the cost of the LTR procedure converges to (5) as the control weight approaches zero [11] .
lim R=ρI, ρ→0
It can be seen that the LTR procedure applied at the plant output trades off the output sensitivity S o (jw) against the output complementary sensitivity
It is a reasonable choice to take V as identity and D 1/2 as inverse of the desired sensitivity. If loop recovery is applied, the sensitivity can be shaped for good disturbance rejection. In the end, a closed loop having good stability and performance properties can be obtained.
H ∞ design
H ∞ design is made in a mixed sensitivity framework. In this method, sensitivity S o is shaped for good disturbance rejection and KS o is shaped to limit the control effort. Similarly, T o is shaped for robust stability under multiplicative uncertainty. Therefore, cost (6) is used, and the corresponding linear fractional transformation (LFT) structure is given in Figure 2 . The aim of H ∞ control is to minimize cost (6) to satisfy the nominal performance and robust stability. In other words, it does not try to achieve robust performance unlike µ -synthesis. However, if the designer selects the weights carefully, the corresponding design may also satisfy the robust performance criterion similar to the µ -synthesis case.
µ -Synthesis design
µ− Synthesis design is also made in a mixed sensitivity framework. For µ -synthesis design, robustness is gained by D -K iterations [14, 15] . Therefore, cost only includes weighted S o and KS o as given by (7) . Please observe that the aim of the µ-synthesis is to minimize (7) for all models in the complex set ∆ to satisfy robust performance. For this design, the LFT structure in Figure 3 is used [13] .
[
Two-axis gimbal model
The dynamic equations of the azimuth-elevation gimbal were derived in [16] previously. The equations illustrate that there are unwanted torque components if the gimbal is not dynamically mass balanced. However, in practical applications these gimbals are designed in such a way that they are approximately mass balanced. Under this assumption, these unwanted torque components become approximately zero for elevation axis. For the azimuth axis, they could not be eliminated totally, and some components that include high order angular velocity terms remain [16] . Since these angular velocities are usually small, (around 0.025 rad/s rms for this application) these components can be neglected. Therefore, the azimuth and elevation equations can be decoupled. In other words, the angular rate of any axis depends only on the net torque applied to that axis. For each axis, the resulting simplified model depicted in Figure 4 can be used for controller design. In this model, static friction can be viewed as an uncertainty source in low frequencies. Therefore, this model can be linearized around an operating point and it can be represented with a transfer function (8) . 
In model (8) , pure time delay of the angular speed sensor (gyro) is approximated with a second order Pade function. This is an essential procedure to minimize the uncertainty at the mid-frequencies.
Some parameters of model (8) are easily obtainable from datasheets of the motor, driver, and gyro. However, determination of inertia J and viscous constant B v requires more complicated analysis. For that reason, extended Kalman filtering is used to identify the unknown parameters of the system [3, 13] . These known and identified parameters are listed in Table 1 . Moreover, the setup where all experimental tests are conducted is illustrated in Figure 5 . 
Nominal model construction
The linearized two-input two-output (TITO) gimbal model can be represented with (9) , where w az , w el , i az , and i el are the azimuth and elevation angular rates and current inputs to the corresponding axes' motors.
In (9), G 11 and G 22 are the azimuth and elevation transfer functions obtained by evaluating (8) with the corresponding parameters listed in Table 1 . Furthermore, G 12 and G 21 can be accepted as zero when the gimbal is mass balanced. This assumption is also applicable for the experimental setup displayed in Figure 5 [13] . In short, a nominal TITO model for the two-axis gimbal is constructed and this model will be used in the next sections.
Design descriptions
The main objective of LOS stabilization is to minimize pointing error due to platform motions. In electro-optical imaging systems, root mean square (rms) of LOS error must be smaller than a single detector pixel radiation angle for accurate target detection. In this project, the main motivation is to hold the rms LOS error under 75 microradians ( µ rad). Moreover, this aim must be achieved without saturating the motors and under model uncertainty. In this section, the weights that make this possible will be investigated.
Sensitivity and control weight selection
To determine the required loop shape and corresponding weights, the disturbance profile that the gimbal encounters is needed. In this application, this profile is obtained by measuring the three-axis angular speed of the platform in operational conditions. It is assumed that these angular speed disturbances act at the plant output.
The LOS error can be obtained by scaling platform angular position disturbances with the output sensitivity ( S o ) of the rate loop. For that reason, position disturbances are obtained by integrating the angular speed data. The power spectrums of these position disturbances are displayed in Figure 6a . The spectrums show that the disturbances are dominant below 10 Hz. Eq. (10) suggests the relation between LOS error spectral density G e and platform angular position spectral density G p . If the pointing process is assumed to be zero mean, the rms error can be obtained by evaluating (11) at the required frequencies. 
Since the disturbances are small above 10 Hz, flat 5 × 10 −10 rad 2 /Hz error density in this region gives approximately 75 µ rad rms error. According to (10) , this is achieved by attenuating the disturbances more than 100 times below 1 Hz. Moreover, -40 db/decade slope is required to satisfy 10 Hz bandwidth. Therefore, the transfer function (12) is a good sensitivity selection. With this function, LOS error densities in Figure 6a are obtained. By evaluating (11) until 200 Hz, 52 and 74 µ rad rms errors are obtained for the azimuth and elevation axes, respectively.
Similarly, the control effort can be obtained by scaling platform angular speed disturbances with output sensitivity and controller (KS o ) of the rate loop. The power spectrums of these speed disturbances are displayed in Figure 6b . In this application, control effort smaller than 1.5 ampere (A) rms is desired for both axes. Similar to the sensitivity case, gain of KS o function can be at most 100 in the desired bandwidth as displayed in Figure  6b . Beyond the loop bandwidth, gains must be reduced. Therefore, the transfer function (13) is a good KS o selection. With this function, control densities in Figure 6b are obtained, and 0.4 and 1.35 A rms control efforts are obtained for the azimuth and elevation axes, respectively.
In this way, two desired closed loop transfer functions are obtained. Therefore, the sensitivity and control weights (14) and (15) can be used for each channel. Similarly, the weights (16) are used for TITO model during controller design.
Uncertainty weight selection
In this paper, output multiplicative uncertainty is used for model set representation [14] . Firstly, the frequency responses of the azimuth and elevation axes are obtained by using swept sine tests. These tests are carried out at different excitation levels and around different gimbal positions. In this way, different linearized models corresponding to different operating conditions are obtained. Magnitude and phase responses of the two axes corresponding to five different tests can be found in Figure 7 . Next, using these responses and nominal models, five different multiplicative perturbations are found. After that, stable transfer functions (17) and (18) that upper bound these perturbations are obtained. These perturbations and upper bounds are displayed in Figure  8 . While evaluating the robustness of the stabilization loop, the transfer matrix 10 (19) is used [13] . Figure 8 and (17) and (18) 
Comparison of controller
In section 2, three different controller design methods were reviewed. Each method uses transfer matrices to weight different signals. Table 2 summarizes all these matrices for three methods. Using these weights, LQG/LTR, H ∞ , and µ controllers are designed. Next, robustness of the designs is investigated in this section. LQG/LTR design:
The robustness analysis is usually performed by investigating the structured singular value (µ) of the closed loop system (µ -analysis). In this section, the LFT structure given in Figure 3 is used, where the performance criterion is the H ∞ norm inequality (20).
To conduct a robust performance test, a fictitious perturbation block is introduced to connect error signal e and exogenous signal w . Therefore, a modified uncertainty block (21) is constructed to analyze robust performance.
After that, the lower LFT of Figure 3 is found. The M∆ structure is constructed with matrices (21) and (22) and it is used for µ -analysis [14, 15] .
Inequalities (23) to (25) are the nominal performance (NP ), robust stability (RS ), and robust performance (RP ) µ tests for a nominally stable system, respectively [15, 18] . Now, using these tests, the robustness of the three designs is investigated. First, the nominal performances, robust stabilities, and robust performances are depicted in Figure 9a and 9b. Next, to compare the controllers, their singular values are illustrated in Figure  9c . Figure 9 suggests the following: The LQG/LTR controller satisfies the robust performance condition in low frequencies where the weighted sensitivity ( W e S o ) dominates the cost function (7) . However, at high frequencies the performance decreases significantly since there is no KS o dependent term in the LTR cost function (5) . In this aspect, the LQG/LTR controller gives good results if the performance index includes weighted sensitivity alone [3] .
The H ∞ controller satisfies the robust stability and performance condition, and its performance is the highest in both low and high frequency regions. However, around the crossover region, the µ controller outperforms the H ∞ controller.
As shown in Figures 2 and 3 , H ∞ and µ-synthesis designs use the same structure when complementary sensitivity weight is equal to perturbation upper bound. Therefore, the H ∞ controller is simply the µ controller at the first D − K iteration. In this aspect, it can be concluded that the D -K iterations minimize the peak of the robust performance. That is, µ values are flattened after a new iteration. However, this method achieves that by reducing nominal performance.
Implementation of controllers
Each design method produces a controller whose order is equal to generalized plant order [15] . For that reason, a 14th order LQG/LTR controller, 20th order H ∞ controller, and 32nd order µ controller are designed [13] . The implementations of these high order controllers are difficult tasks. Furthermore, they lead to high process cost and poor reliability in the system. In this aspect, lower order controllers are obtained without allowing significant performance change. Balance model truncation is applied, and 12th order controllers whose transfer matrices are given in the appendix are obtained for each design. After that, these reduced order controllers are discretized by Bilinear transform, and they are programmed into a digital computer.
Experimental results
The actual performances of the designed controllers are investigated on the test setup in Figure 5 . During tests, fictitious disturbance is applied at the plant output by signal analyzer and corresponding angular speed responses are measured.
The output equation of the classical closed loop system is given in (26). If reference r , noise n , and input disturbance d i are neglected, a simple equation (27) is obtained for a two-axis gimbal.
Using the implemented controllers, a closed loop system is constructed each time. Next, closed loop sensitivity responses are obtained by using swept sine tests with different disturbance levels and around different gimbal positions. For example, when the elevation disturbance d el is zero, sinusoidal disturbance signal d az is applied to the azimuth channel. Although the control loops minimize this disturbance, LOS moves with angular speeds w az and w el . In this way, by applying disturbance at different frequencies, responses of S o11 and S o21 are determined. Similarly, when d az is zero and d el is applied, responses of S o12 and S o22 are found. After that, the frequency response of S o is obtained by constructing matrices at a grid of frequencies. Next, the performance (28) is evaluated for each case. As discussed previously, performance is satisfied if (28) must be smaller than 1.
The experimental results are illustrated in Figure 10 for three designs. [
The theoretical performances were given in Figure 9 before. The experimental results show similar characteristics. At low frequencies, the best performance is obtained from the H ∞ controller due to highest controller gain in this region. Moreover, at high frequencies the performance of the LQG/LTR controller degrades due to high controller gains. Apart from that, around crossover the µ controller is better than the H ∞ controller, and at high frequencies the H ∞ controller is the best one due to the highest roll off rate.
When the experimental findings are investigated, it is seen that performance degrades around 15 Hz due to small azimuth resonance. This shows that around this resonance uncertainty in the model is larger than the one authors found in Section 5.
Please note that robust performance is satisfied if the performance condition (20) is satisfied for all model perturbations. Since all performances corresponding to different perturbations are smaller than 1 in Figure 10 , it is accepted that the H ∞ and µ controllers satisfy robust performance. Moreover, similar to theoretical results the LQG/LTR controller could not satisfy the performance requirement at high frequencies.
Conclusion
By looking at the theoretical and experimental results, it can be said that the designed controllers satisfy the performance and stability requirements. One may observe that each control method discussed in this paper tries to minimize some cost function. The LQG/LTR method minimizes the total of nominal performance and robust stability over all frequencies. On the other hand, the H ∞ design minimizes the worst case nominal performance and robust stability. Finally, µ -synthesis attempts to minimize the worst case robust performance. However, there are trade-offs in feedback systems. In other words, it is not possible to obtain good performance in all these aspects at the same time. For example, a small robust performance peak comes with reduced nominal performance. In a similar way, reducing nominal performance may lead to poor robust stability and robust performance. In this aspect, the following conclusions can be reached:
When the robustness at low frequencies is important one can use the H ∞ controller. If the robust performance over all frequencies is essential, the µ controller should be chosen. One can prefer the H ∞ controller over the µ controller if the worst case perturbation is unlikely to occur. In converse conditions, µ controller selection is reasonable. When performance is measured by weighted sensitivity alone, the LQG/LTR controller can be used because of its simplicity and it gives results similar to the H ∞ controller [3] . However, if the performance index is more complicated, the LQG/LTR controller should be the third choice due to its poorest stability and performance properties at high frequencies.
