Subsequent recognition of stimuli perceived in a given situation was studied in relation to stimulus familiarity as determined by frequency in observers' prior experience. To distinguish direct and indirect frequency effects, on the basis of selective memory retrieval and selective attention during learning, respectively, rigorous controls were imposed on stimulus rehearsability and learning conditions. As predicted by a global memory model, both hits and false alarms on recognition tests increased as a function of prior frequency in a concordant pattern that indicates a direct effect, in contrast with the usual indirect effect of varying normative word frequency. Understanding the role of experiential stimulus frequency in recognition may further the interpretation of research in such paradigms as eyewitness testimony.
In this study we address the issue of how recognition of an object or event that an individual has observed in some situation depends on its familiarity. Although familiarity has other meanings, we use the term here to denote a property of a stimulus that is determined by its frequency of occurrence in the individual's prior experience.
For a much-investigated everyday-life situation in which the issue might arise, consider eyewitness testimony. Witnesses present at the scene of a crime or an accident are later given recognition tests in which they are asked to judge whether a target person was present at the scene. However, none of the voluminous research on the eyewitness problem (Loftus, 1979 (Loftus, , 1992 Loftus & Hoffman, 1989) has been designed to answer the question we raise as to whether witnesses' familiarity with the target as a consequence of preceding experiences (personal encounters, news photos, or whatever) will influence the accuracy of such judgments.
In a quite different context, a large body of research on so-called word-frequency effects in recognition has been taken to indicate that rare words are more memorable (recognizable) than common words (Kinsboume & George, 1974; Murdock, 1974, p. 64; Shepard, 1967) . However, the relevance of that research to the broad issue of familiarity effects depends on the generalizability of the findings to stimulus domains other than words, a matter that receives close attention in this article.
Our analysis of the problem posed leads us to note that variation of stimulus frequencies prior to a study episode may influence subsequent recognition in two distinct ways: (a) by directly modifying the strength or multiplicity with which the stimuli are represented in the learner's memory system at the beginning of the study episode; and (b) by indirectly inducing differences in the degree of attention that different stimuli receive and, therefore, in the degree of learning they undergo during the study episode. Taking account of this distinction has proved critically important in our effort to bring order to a variety of empirical frequency effects and to relate the effects to currently influential models.
As we show later in this section, the array model of recognition (Estes & Maddox, 1995) that has provided the theoretical framework for this study implies that variation of prior stimulus frequencies will always produce direct effects, though under some circumstances their empirical manifestation may be masked by opposed indirect effects. Indirect effects are the hallmark of the model that has been most successful in interpreting research on word-frequency effects in recognition-the attention-likelihood model of Glanzer and his associates (Glanzer & Adams, 1990; Glanzer, Adams, Iverson, & Kim, 1993) . In this model, it is assumed that differences in the amount of attention given to different items of a study list determine the rate of learning about the items (i.e., the rate of storage of their featural representations in memory) and that recognizability of an item depends directly on its degree of learning during study. Further, it has been assumed in applications of the attentionlikelihood model that the attention words receive during study is negatively related to their prior frequencies. This last assumption is critical to the ability of the attentionlikelihood model to predict the often-observed negative relation between word frequency and recognition. In terms of the distinction drawn above, the effects predicted by the model are indirect.
Owing to the possible role of selective attention, the nature of prior-frequency effects must depend critically on the way opportunities for learning are controlled during the 539 study phase of a recognition experiment. If conditions ensure that opportunities for learning are equated for all items presented for study, then we expect only direct effects. If opportunities for learning are not equated and experimental participants are free to allocate attention differentially to more or less familiar items (always the case, to our knowledge, in the word-frequency research published to date), then we expect indirect effects-superposed on any direct effects. Because this line of research has been characterized by lax control of learning conditions, it is not possible to distinguish the two kinds of effects by means of hitherto published data. Thus, in this study, we have focused on the problem of achieving stricter control and demonstrating direct effects of prior frequency unconfounded with indirect ones.
Our investigation comprised two experiments. Each had three main phases. The first phase (henceforth denoted the familiarization series) constituted presentation of a list of stimuli, all new to the experimental participants, that appeared with different frequencies. The second phase constituted study of a subset of the familiarization items (study list), each item appearing once. The third phase was a recognition test on the items of the study list intermixed with familiarization items that had not appeared in the study list. On the recognition test, we instructed participants to rate their confidence that an item was old, that is, had occurred in the study list. Finally, we added a recognition test on familiarization items that had not appeared in the second or third phase intermixed with new items sampled from the same population that had not appeared previously at all. The experiments differed in that Experiment 1 was concerned mainly with generality of effects across types of stimuli in a relatively short-term situation, whereas Experiment 2 dealt with longer-term memory effects and with modifications of the task to enable instructive comparisons with word-frequency studies.
The study conditions of the experiments need emphasis. Because of our concern with the effects of prior frequency on recognizability of items produced by the direct route, it was essential that all items should receive equal study. To achieve this equalization, we used in one experiment stimuli that were virtually unrehearsable, so that participants would be constrained to process each item of a study list only during its presentation, and in the other experiment, stimuli that, though more wordlike, would be difficult to rehearse. Also, in both experiments, we presented the study items singly at a rate sufficiently rapid that it would not be feasible for participants to allot attention or effort differentially to initially more or less familiar items.
In both the full presentation of the experiments in the Method section and in the later Discussion, we need to make a conceptual distinction between what we term absolute, or context-free, and relative, or context-specific, recognition. In ordinary life, when we ask whether a person recognizes a word, we expect yes or no to signify that the person has or has not, respectively, encountered the word previously. We are testing for absolute recognition. But, in a wordfrequency experiment, when we ask whether a person recognizes a word, we expect yes or no to signify only that the word is judged to have occurred or not to have occurred in a previously presented study list. We are testing for relative recognition. In the literature on recognition, this distinction is sometimes made (e.g., Mandler, 1980 ) but more often glossed over.
1 Ignoring the distinction may often be harmless, but we believe it needs to be taken into account when we are formulating theories or models of recognition. The study we report here is unusual, perhaps unique, in that we compare the two types of recognition tests and take explicit account of the distinction in our theoretical interpretations.
The Array-Similarity Model for Recognition
Before presenting the experiments, we describe briefly the model that entered into their design and that plays a central role in their interpretation. The model, henceforth termed for brevity the array model, derives from exemplar models of categorization (Estes, 1986; Medin & Florian, 1992; Medin & Schaffer, 1978; Nosofsky, 1988) . The extension to recognition that we use in this article has been presented, with experimental applications, by Estes (1994) and by Estes and Maddox (1995) .
Assumptions of the Array Model
We can convey the gist of the array model in terms of a simple example comprising a minimal old-new recognition experiment. In response to instructions given at the start of the experiment, the participant forms Old and New memory arrays, corresponding to the categories to which items are to be assigned on a recognition test. Suppose that on the first two trials, the participant studies items I t and I2 and encodes them in memory. At this point, the Old array contains representations of Ij and I 2 ; the New array contains only an entity, which we denote by Ig, constituting any information obtained from the instructions or the task setting about the type of stimuli that may be encountered. If, after the second study trial, the participant is tested for recognition of an item, the similarity of this item to the contents of each array is computed. As the test item is compared with each item representation in the Old array, an expression for summed similarity, denoted Sim(Old), is increased by 1 if a match occurs, and by s (a parameter having a value between 0 and 1) if a mismatch occurs.
2 Similarity of a test item to the 1 For example, in a study reported more than 40 years ago with a purpose similar to ours, participants were exposed to a study list of pronounceable nonword letter strings in which items occurred with different frequencies. They were then tested for recognition under a tachistoscopic procedure, the result being a direct relation found between frequency and recognizability (Solomon & Postman, 1952) . However, the design of the study allowed only for a test of absolute recognition, so the findings are not relevant to research in the word-frequency paradigm.
2 In many applications, similarities between items are computed from feature-by-feature comparisons (Estes & Maddox, 199S; Medin & Schaffer, 1978; Nosofsky, 1984) . However, in this discussion, we are considering only predictions that can be made in advance of experiments, without knowledge of the feature structure of the items used, so we use an average interitem similarity, denoted by s.
contents of the New array, denoted Sim(New), is assumed to have a constant value s 0 throughout an experiment. Thus, Sim(Old) would equal 1 + s if the test item was either I L or I 2 , and 2 S if the test item had not occurred during study. In either case, Sim(New) would equal s 0 .
To compute the probability of an "old" response to a test item, one enters the values of Sim(Old) and Sim(New) in a formula identical in form to the corresponding expression in exemplar models of categorization, />(Old) = Sim(Old)/Sim(Old) 4-Sim(New),
yielding for an old item, say I[ in the example,
If, rather than an old item, a new item, I N , were tested, the probability of an "old" response ("false alarm") would be
It is assumed that, in effect, a learner's likelihood of indicating recognition of a test item, whether correctly or incorrectly, depends on how much the background level denoted by s 0 is exceeded by the information about the item contained in the Old array (by virtue of occurrence of the item or of items similar to it during study).
Application to Prior-Frequency Experiments
The treatment of our Experiment 1 (and the first session of Experiment 2) in terms of the array model is just an expansion of the example above. The designs of the experiments differ from those of the example in that the experiments include three phases-familiarization, study, and recognition test-rather than only two. Thus, just prior to the recognition test, the Old memory array constitutes one subarray of stored representations of familiarization items and a second subarray of stored representations of study list items; and similarity of a test item to the old array, the term Sim(Old) in Equation I, is the sum of its similarities to the two subarray s. A more detailed summary of the assumptions of the model is presented in Appendix A.
Some predictions of the model for Experiment 1, all derived in Appendix A, are as follows;
1. On absolute recognition tests, values of Sim(Old) for items that were present in the familiarization list increase with familiarization frequency, but values for new (novel) items, which have no representations in the memory subarray for the familiarization list, are independent of the familiarization frequencies of old items appearing in the same test list. Thus, referring again to Equation 1, we predicted hit rate [P(Old) for old items] would increase with familiarization frequency, whereas absolute false alarm rate [P(Old) for new items] would be constant, with the result that any measure of accuracy of absolute recognition would increase with familiarization frequency.
2. On relative recognition tests, P(Old) for new items (those that occurred only in the familiarization list) generally starts and remains lower but rises more steeply as a function of familiarization frequency than does ^(Old) for old items (those that occurred in both the familiarization and study lists), provided only that the similarity parameter s is less than unity, so the functions tend to converge. 3 Therefore, we predicted the difference between hit and false alarm probabilities, sometimes treated as a measure of accuracy of recognition, would decrease as familiarization frequency increased. 4 3. Comparing the functions relating the different types of recognition to familiarization frequency, we predicted P(Old) for old items in absolute recognition would start lower but would increase more rapidly than P(Old) for old items in relative recognition, yielding an interaction in a statistical test of the two trends.
Predictions about derived measures of recognition accuracy, such as the d' measure of signal detection theory, involve some theoretical intricacies whose discussion we defer to a later section.
Experiment 1
Old-new recognition of two types of stimuli was studied with a limited range of familiarization frequencies and with the participants' task during the familiarization series being the standard one of most memory experiments: to study and to try to remember the items. The stimuli were random digit triads and random consonant triads, both commonly used types in prior research on recognition memory, and both allowing convenient manipulation of presentation frequency unconfounded with any other stimulus property. Further, it could be safely assumed that nearly all of these stimuli would be novel for the participants at the outset of the study, thus allowing for tests of both absolute and relative recognition, the former for items that had occurred only in familiarization and the latter for items presented in both familiarization and study lists.
Method

Participants and Apparatus
The participants were 48 Harvard undergraduates who were paid for their service. Stimulus displays and informative feedback were presented on the screen of a Macintosh II microcomputer. Participants' responses were entered on the keyboard, and data were recorded automatically.
Design
The essentials of the design are presented in Table 1 . Starting with the first four rows of the table, Items 1-4 were presented with the indicated frequencies 4,2,1, and 1 in the familiarization series, then each was presented once in the study list and once in the relative recognition test that followed, with the correct response being "old." Items 5-8 similarly appeared with frequencies 4,2,1, and 1 in the familiarization series; they were not included in the study list, but they did occur in the relative recognition test, with the correct response being "new." Items 9-12 did not appear in either the familiarization series or the study list, and the correct response to these on the relative recognition test was also "new." Items 13-18 had frequencies 4, 2, 1, or 0 during familiarization, then occurred again only on the final test of absolute recognition.
Each participant went through the complete experiment with digit stimuli, then through a full replication with letter stimuli. The sequence of events in each replication was (a) the familiarization series, (b) presentation of the study list, (c) the relative recognition test, and (d) the absolute recognition test. The digit stimuli were random triads, drawn without replacement from the set of all possible triads in the range 111-999; the consonant stimuli were random triads drawn from the set of all English consonants, excluding y. The digit and consonant stimuli were yoked so that a given digit triad and its "mate" in the set of consonant triads occurred on the same trials. We constructed two random orders of the study and test trials, and we used each with one half of the participants. 
Procedure
For the familiarization series and the study list, labeled Study List 1 and Study List 2 in the instructions, we instructed participants to study each item carefully as it appeared in preparation for a later memory test. At the start of each recognition test, a display appeared on the computer screen telling the participant whether List 1 or List 2 was about to be tested. For the relative recognition test, given first, instructions were to enter a rating on the keyboard for each item as it appeared, the rating ranging from 0, signifying certainty that the item had not appeared in the study list, to 100, signifying certainty that the item had appeared in the study list. For the final absolute recognition test, the ratings indicated confidence that items had appeared during familiarization. 5 We presented familiarization, study, and test lists in sequence with only enough time intervening between list presentations for participants to read new instructions. We presented familiarization and study list items one at a time, centered on the computer screen, for 1 s, followed by an 0.5-s blank interval. On a recognition test, an item was displayed similarly, and below it was displayed the word Rating. When the participant responded, the Rating line was completed with the echo of the typed response; the completed display remained on the screen for 1 s, and the next trial followed after an 0.5-s interval. A printed sample display with reminders of the meanings of the numerical ratings was in view beside the computer throughout the session.
Results
In this section, we first present the confidence rating data, accompanied by analyses in terms of the array model, then we treat some performance measures derived from the ratings. Throughout the study, we assessed statistical significance by repeated-measures analyses of variance (ANOVAs) or by trend tests conducted with stimulus order in study and test lists as a blocking variable. In no case was there a significant interaction of any experimental factor with order. For brevity, we refer to effects as significant or nonsignificant without qualification when tests yielded/? ^ .01 orp > .05, respectively.
Rating Data
In the following analyses, three categories of test items must be distinguished-those that had appeared previously in both familiarization and the study list, those that had appeared only in familiarization, and those that had not appeared before at all-henceforth denoted old, relnew, and absnew, respectively. Mean Old ratings of all three types of items are presented as a function of familiarization frequency for the letter and digit stimulus types separately in Absolute recognition. The absolute recognition test was given at the end of the experiment for items that had been studied only during familiarization. It was intended to provide baseline information about the adequacy of our range of frequencies for producing significant effects on recognition and about the degree to which accuracy of recognition held up over the experiment. In agreement with the findings of Solomon and Postman (1952) , our data, obtained with a quite different procedure, exhibited a strong direct relation between familiarization frequency and absolute recognition. Mean Old ratings for this test are given in the absolute recognition (Abs.) columns of Table 2 .
The strongly increasing trends for Old ratings of Old items as a function of familiarization frequency, steeper for digits than for letters (exhibited in Table 2), were confirmed by an ANOVA. The effects of stimulus type, presentation frequency, and their interaction were all significant: F(l, 44) = 25.8, F(2, 88) = 17.6, and F(2, 88) = 10.1, respectively, with corresponding error mean squares (MSE) of 978,680, and 481. The difference between stimulus types in mean rating of Old to absnew items was similarly significant: F(l, 43) = 54.5, MSE = 311. For both stimulus types, accuracy of absolute recognition, indexed by the difference between Old to old and Old to absnew items, or any derived measure, increased strongly as a function of presentation frequency.
Relative recognition. Primary interest attaches to the relative recognition tests, which correspond to the tests given in studies of word recognition as a function of natural-language frequency (e.g., Gorman, 1961; McCormack & Swenson, 1972) . Evidence bearing on the question of how relative recognition of items of a list depends on their prior frequencies of occurrence derives from the Old ratings whose means are included in relative recognition columns of Table 2 . The findings regarding these trends were mixed, with mean ratings for test items that had occurred in the study list (Old) showing no systematic relation to familiarization frequency for either stimulus type, but with ratings for items from the familiarization series that were not present in the study list (relnew) increasing as a function of familiarization frequency. Thus, accuracy of relative recognition, as indexed by the difference between the two types of ratings, decreased as prior frequency increased, but only because of the increasing trend for Old ratings of relnew items.
The effects and trends apparent in Table 2 were supported by statistical analyses. In an overall ANOVA, the effect of stimulus type (letters or digits) and its interaction with frequency were only marginally significant, but the frequency effect and its interaction with item category (old vs. relnew) were significant. In separate analyses of ratings of old and relnew items, the effects of stimulus type and frequency were significant, but their interaction was significant only for relnew items. Test statistics are summarized in Appendix B.
The suggestion of a curvilinear relation between Old ratings of old items and frequency seen in the Old columns for relative recognition in Table 2 was supported by a significant quadratic trend test in the case of digits, F(l, 44) = 13.8, MSE = 553, but not in the case of letters, F < 1; linear trends were nonsignificant (Fs < 1) for both.
In summary, accuracy of absolute recognition of items that occurred only in the familiarization series increased significantly and strongly, more so for digit than for letter stimuli, as a function of frequency of occurrence. The higher level of accuracy of absolute recognition of letter compared with digit stimuli has been observed in previous research (Estes & Maddox, 1995) and interpreted as reflecting differences in measures of interitem and item-background similarity between letter and digit strings. Relative recognition, measured by ratings on the tests for study list items, differed in that mean Old ratings to old items did not vary systematically with familiarization frequency; however, Old ratings of relnew items increased strongly with frequency for both stimulus types.
Quantitative application of the array model We derived estimates of the parameters of the array model and predictions for recognition performance as described in Appendix A. Predicted confidence ratings are presented together with the corresponding observed values in Figures 1 and 2 for the absolute and relative recognition tests, respectively. Trends in the data conformed to predictions, and for letter stimuli, the model yielded a close quantitative account of both absolute and relative recognition (with the same parameter values used for both). The less impressive quantitative fit for digit stimuli may be a consequence of the much higher level of interitem similarity, which makes performance sensitive to local variations in sequences of particular items during both study and test series. The predicted difference between absolute and relative recognition in slope of curves for Old ratings of old items as a function of prior frequency (seen in a comparison of Figures 1 and 2 ) was supported by a significant interaction between frequency and absoluterelative recognition, F(2,92) = 5.3, MSE = 994.
Hit and False Alarm Scores
To prepare for some comparisons of interest between our findings and those of other research on recognition, in particular, word-frequency studies, we derived estimates of frequencies of hits ("old 1 * responses to old items) and false alarms ("old" responses to relnew items) from the rating scores on the relative recognition tests. For this purpose, we counted an Old rating greater than 50 as an "old" response and an Old rating equal to or less than 50 as a "new" response. Proportions of correct "old" responses (hits) and false alarms (FAs) so obtained are summarized in Table 3 by familiarization frequency level. Because each participant was tested on only one item of Frequency 2 and one of Frequency 4, data for these frequencies were combined in Table 3 and in the associated statistical analyses (included in Appendix B). All of the effects of interest in the hit and FA scores were highly significant-the increase in both measures as a function of familiarization frequency, and the higher level of hits and lower level of FAs for letters as compared with digits. The d' columns in Table 3 present the standard accuracy measure of signal detection theory (Swets, 1964) computed from the adjacent values for hits and FAs. Recalling that d' is measured in standard deviation units, we concluded that the effect of familiarization on accuracy of relative recognition was negligibly small for both item types. Discussion of this pattern of effects is deferred until after the presentation of Experiment 2. Occurrence and nonoccurrence of the mirror pattern. Glanzer et al. (1993) have suggested that one of the general regularities of recognition memory is a mirror pattern in test data. For old-new recognition experiments, this pattern, often termed the mirror effect, is "the tendency for variables to affect hits and false alarm rates in opposite directions" (Hintzman, 1994, p. 201) . For example, Grace, cited by Murdock (1974) and McCormack and Swenson (1972) , reported lower levels of hits and higher levels of FAs for common than for rare words. In support of the suggested generality, the minor pattern has appeared with a number of variables other than normative word frequency, for example, concreteness and meaningfulness of words, complexity of sentences, and typicality of faces (Glanzer & Adams, 1985; Glanzer et al., 1993) . In the present experiment, variation in pure stimulus frequency did not produce a mirror pattern, with Old ratings of old and new (relnew) items on relative recognition tests both increasing as a function of prior frequency. However, variation in stimulus type did produce Che minor pattern at each level of familiarization frequency:
The letter stimuli yielded higher Old ratings of old items and lower Old ratings of new items than did the digit stimuli (Table 2) , and the corresponding pattern held even more conspicuously for hits and false alarms ( Table 3 ). The array model predicted the mirror pattern for the letter-digit comparison at each level of familiarization frequency, as is apparent in the theoretical curves in Figure  2 . The basis of the prediction is that, in terms of the model, both interitem similarity and item-to-background similarity differ between stimulus types. As is shown in Appendix A, estimates of both s, the interitem similarity parameter, and So, the parameter reflecting both background similarity and any bias toward "old" responses (Estes & Maddox, 1995) , were higher for digit stimuli; however, increasing s by itself raises both hit and FA rates, whereas increasing s 0 by itself lowers both. The mirror pattern observed is a consequence of the interplay of these opposed factors.
Experiment 2
Because the trends for probabilities of "old" responses to Old items and for confidence ratings of Old items as a function of familiarization frequency in Experiment 1 were not entirely in agreement (a positive slope occurring for the former but not for the latter), we extended the range of frequencies in Experiment 2. Also, to strengthen the case for relevance of our results to the interpretation of traditional word-frequency studies, we made the following three material changes in design: (a) the addition of a second experimental session given 24 hr after the first to ensure that, at least in the tests of the second session, we would be dealing solely with long-term memory effects; (b) a change in the type of stimuli from random digit or consonant trigrams to letter strings with some wordlike properties; and (c) a shift in the task orientation for the familiarization series from one intended to produce intentional (or explicit) learning, as in most memory experiments, to one intended to produce incidental (or implicit) learning, presumably typical of vocabulary acquisition outside of the laboratory. Finally, we modified the instructions slightly for the recognition tests to make clearer to the participants the distinction between tests for absolute and relative recognition.
Method Experimental Participants and Apparatus
The participants were 24 Arizona State University undergraduates who were paid for their service, each taking part in two sessions. Stimulus displays and informative feedback were presented on the screen of an IBM microcomputer, with display and timing characteristics adjusted to be as close as possible to those of Experiment 1. Participants' responses were entered on the keyboard, and data were recorded automatically.
Design
The essentials of the design are presented in Table 4 . Session 1 comprised the familiarization series, Study List 1, and the relative recognition test for List 1 items. Session 2 comprised Study List 2, the relative recognition test for List 2 items, and the absolute recognition test for items from the familiarization series that had not occurred in either study list. Table 4 can be most easily understood in terms of the modules denoted S1-S5 and N1-N3. Each of modules S1-S5 comprised 10 distinct items; in each of these modules, frequencies of occurrence of the individual items in the familiarization series were 16, 8, 4,4, 2, 2,1,1,1, and 1. That is, one item occurred 16 times, one occurred 8 times, two occurred 4 times, two occurred twice, and four occurred once each. Thus, presentation of each of these modules during familiarization required 40 trials. However, when one of these modules appeared in a study or test list, each item occurred exactly once, so presentation of the module required only 10 trials. The modules N1-N3 comprised items that were new in the test series, not having occurred during familiarization; Nl and N2 had 10 distinct items each, and N3 had 5 items.
Stimuli were 4-letter nonwords, 3 of the 4 letters being consonants (excluding >•) and the fourth a vowel, which occurred randomly in position 2 or 3. The consonants were sampled randomly, except that in half of the stimuli the interior consonant was chosen from the range b-m and in the other half from the range n-z (to provide a basis for a categorization task, as described in the next section). Stimuli of these two types were labeled Noun or Verb, respectively, when they were displayed during the familiarization series.
We conducted the experiment in two replications, each having 12 participants, with different sets of stimuli and different presentation orders (i.e., different orders of stimuli from the five frequency levels during familiarization and different orders of old and new stimuli in test series).
The gist of the instructions that introduced the experimental task was as follows. Participants were told that the experiment would simulate the way a person acquires a vocabulary by first giving them an opportunity to become familiar with words of an artificial language, then by having them study a subset of those words 
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Note. Fam. denotes the familiarization series; Study 1 and Study 2 are the study series of Sessions 1 and 2, respectively; Test 1 and Test 2 are the tests of relative recognition of items in the corresponding study lists; and Abs. rec. is the test of absolute recognition of items appearing only in familiarization. The cell entries Si denote sets of studied items, and Ni denote sets of new items, as described in the text. Each session concluded with a categorization test, data of which are not relevant to this study.
(analogous to a specialized vocabulary), and finally by testing them for their ability to recognize the studied words. The tests would be of two kinds, the task on one being to judge whether a test word had occurred in the study list and on the other to judge whether the word had ever been seen before. The instructions are given in full in Appendix C.
Procedure
Participants were required to complete the two sessions on successive days with an interval of no less than 21 and no more than 27 hr. Familiarization and study lists were presented at a rate of I -s exposure of each item, centered on the computer screen, with an 0.5-s interitem interval. On a recognition test, an item was displayed similarly, and below it was displayed the word Rating, When the participant responded, the Rating line was completed with the echo of the typed response; the completed display remained on the screen for 1 s, and the next trial followed after an O.S-s interval. A printed sample display with reminders of the meanings of the numerical ratings was in view beside the computer throughout the session.
Results
Rating Data
Old ratings averaged over the two replications of the experiment are presented in Table 5 by familiarization frequency for all item types. The entries under Relative are for the relative recognition tests on Study Lists 1 and 2 (List I and List 2) given in Sessions 1 and 2, respectively. Old items had appeared in both the familiarization and the indicated study list; New items at Frequency Levels 1-16 had appeared only in the familiarization list, and New items at Frequency Level 0 were novel. The entries under Absolute are for the absolute recognition test given in Session 2; Old items came from the familiarization list, and New items were novel.
Absolute recognition. Accuracy of absolute recognition was impressively high, considering that the old test items were sampled from a list of 200 presented 24 hr earlier and that there were several intervening procedures between the familiarization series and the final test. The effect of familiarization frequency was similarly robust; the strong increasing trend in the column of Table 5 for ratings of Old items in absolute recognition was significant by a linear trend test, F(l, 22) = 87.8, MSE = 390, with higher order trends nonsignificant (allps < .10).
Relative recognition. The trends for mean Old ratings over familiarization frequency levels in the relative recognition tests seen in Table 5 -increasing functions in both List 1 and List 2 tests for both old and relnew items-are in line with results of an ANOVA, the frequency effect being significant and the interaction of frequency with old versus relnew not approaching significance in both tests. Test statistics are summarized in Appendix D.
In view of the equivocal evidence for a curvilinear relation between Old ratings of old items and prior frequency in Experiment 1 (Table 2) , we carried out a subsidiary analysis of the Old ratings of old items over Frequencies 1, 2, and 4 only for Experiment 2. The relation was monotone, increasing for the List 2 test but slightly curvilinear for the List 1 test (Old columns for relative recognition in Table 5 ). A quadratic trend test for the latter did not approach significance, however, Ffl, 22) = 1.60, MSE -369. Considering also the fact that in Experiment 2 the trends for these ratings over the full range (1-16) of prior frequencies were strongly increasing functions with only one local deviation from monotonicity (at Frequency 4 in the List 1 test), we conclude provisionally that, in general, the trend is monotone increasing and that the curvilinearity observed for the digit data in Experiment 1 was most likely due to effects of the assignment of particular items to frequencies.
As a consequence of the refinements in test instructions in Experiment 2, we anticipated a more definitive comparison of the functions relating Old ratings of old items to familiarization frequency for absolute and relative recognition than that available in Experiment 1, and this result seems to have been achieved. Comparison of the Old entries in the absolute recognition column of Table 5 with those in the Old columns for relative recognition in both List 1 and List 2 revealed clear confirmation of the prediction of a more steeply increasing function for absolute recognition. In ANOVAs of these data, the interaction between relativeabsolute and frequency was significant in both cases, F(4, 88) = 3.48, MSE = 418, and F(4, 88) = 4.07, MSE = 472, for Lists 1 and 2, respectively.
Application of the array model. Interpretation of Session 1 of Experiment 2 takes the same form as that of Experiment 1, but to accommodate Session 2 the structure assumed for the memory array must be expanded. The theoretical representation of the full memory array developed during the experiment is schematized in Figure 3 . The diagram can be viewed as comprising three columns, which include representations of the items presented in the three phases of the experiment together with representations of their situational contexts, denoted x, y, and z. The leftmost column contains representations of items presented during the familiarization series, the number of instances of each item being equal to its frequency of occurrence during familiarization, together with the representation of context x. 
where Sim(M x ) is the summed similarity of the test item to each of the item representations in the familiarization subarray, M x , multiplied by the similarity between the familiarization and Study List 1 contexts, and Sim(A/ y ) is the summed similarity of the test item to the Study List 1 array. Similarly, for an item presented on a List 2 test, Sim(Old) is the summed similarity of the item to the familiarization, List 1, and List 2 subarrays, and Sim(Old) in Equation 1 is expanded to In the upper two panels, the old items had occurred in both the familiarization and study lists, the new items only in the familiarization list In the lowermost panel, the new items had not occurred during familiarization; their mean observed and predicted ratings are plotted in duplicate at each frequency value for ease of comparison with the corresponding ratings for old items.
panel for the relative recognition test of Session 1, the middle panel for the relative recognition test of Session 2, and the lowermost panel for the absolute recognition test given in Session 2. The model accounts for the principal trends and relations in the data: increases in Old ratings as a function of familiarization for both old and new items on relative recognition tests, a substantial drop in level of Old ratings of new items from the List 1 to the List 2 test, and a steeper rise in absolute than in relative recognition for the function relating Old ratings of old items to frequency. A small but consistent quantitative disparity between the predicted and the observed functions for Old ratings of old items in all three panels of Figure 4 is the steeper rise of the empirical functions at the highest familiarization firequen-cies. This disparity is discussed below in connection with a "process-dissociation" analysis.
Hit and False Alarm Scores
We derived estimates of frequencies of hits and FAs from the rating scores on the relative recognition tests in the same way as we did for Experiment 1. Proportions of hits and FAs so obtained are summarized in Table 6 by familiarization frequency level. Because each participant was tested on only one item of Frequency 8 and one of Frequency 16, data for these frequencies were combined in Table 6 and in the associated statistical analyses.
Trends in the hit and FA data of Table 6 parallel quite closely those of the rating data of Table 5 , with, in particular, increasing trends for both hits and FA as a function of familiarization frequency on both tests. ANOVAs on both the List 1 and List 2 hit and FA data yielded significance for main effects of response type (hits vs. FAs) and of frequency and yielded entirely nonsignificant interactions (Fs < 1). The positive relations of both hits and FAs to familiarization frequency apparent in Table 6 were confirmed by significant linear contrasts in each case. The test statistics are included in Appendix D.
The d' columns in Table 6 , obtained from the mean hits and FAs, exhibit essentially no increasing or decreasing trend over prior frequency levels except for the jump in d' values from Frequency 4 to Frequency 8 + 16, which is discussed in the next section. Because the hit and FA scores for individual participants at particular frequency levels were based on small numbers of observations, statistical analysis of d's was not feasible. As an alternative, we used the simple difference score Hits -FA, mean values of which, running from lowest to highest prior frequency, were .31, .29, .25, and .31 for List 1 and .59, .66, .57, and .60 for List 2, with a pooled SE M of 0.08 in each case. The absence of either a positive or a negative trend for either list was confirmed by an ANOVA, which yielded a significant effect for List 1 versus List 2, F(l, 23) = 26.8, MSE ~ .72, but an entirely nonsignificant main effect of frequency and nonsignificant interaction, with both Fs < 1. 
Discussion
Considerations of Methodology
To point up the crucial difference between the method of our study and that of most studies of stimulus frequency in recognition, we need to distinguish between what we call 2-phase and 3-phase designs. The former characterizes the many laboratory studies of recognition as a function of study time (e.g., Atkinson & Juola, 1973; Gillund & Shiffrin, 1984; Mandler, 1980; Ratcliff & Murdock, 1976; Solomon & Postman, 1952) . Study time can be manipulated by varying either the duration of item presentations or the frequency of presentation of items during study; we confine attention to the latter, more commonly used method. Phase 1 of a 2-phase design constitutes presentation of a study list in which different items appear with different frequencies, and Phase 2 constitutes a recognition test including study items plus abstractors (items not in the study list). With this design, probability of correct "old" judgments and standard measures of accuracy of recognition are always found to increase as a function of study frequency.
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To investigate how recognition is influenced, not by study time but rather by stimulus familiarity as determined by experiences prior to a study episode, we required the 3-phase design for our experiments. Phase 1 constitutes the relevant prior experience of the experimental participants with the stimuli to be used in the later phases. Phase 2 is presentation of a study list in which a sample of stimuli from the Phase 1 population is presented, each item occurring once, and Phase 3 is a test of relative recognition, the participants' task being to judge whether or not each test item came from the Phase 2 study list.
In any effort to assess the implications of different performance patterns to models of recognition, it is important to attend closely to the types of recognition tests used in particular studies. In our experiments and in our presentation of the array model for relative recognition, we have confined attention to what are termed old-new (or yes-no) recognition tests, that is, tests in which old or new items are presented singly with the task being to judge whether the test item did or did not occur in a designated study list. The reason is that we find these tests more informative than forced-choice tests, which do not yield separate measures of response to old and new test items.
7 Further, we have used confidence ratings as our basic performance data, rather than simple "old" or "new" responses. Although confidence ratings have rarely been used in word-frequency studies, they have come to be very widely used in other domains of recognition research since their introduction by Egan (1958) because of their advantages with respect to stability and richness of possible analyses (see, e.g., Anderson & Bower, Note. Hits denotes "old" responses to items that occurred in the list, and FAs denotes "old" responses to items that did not occur in the list but had occurred during familiarization. Pooled SE M s for each list are .06 and .04 for hits and FAs. respectively, d' is the accuracy measure of signal detection theory.
1972; Donaldson & Murdock, 1968; Murdock, 1965 Murdock, , 1974 Ratcliff, McKoon, & Tindall, 1994; Shiffrin, Huber, & Marinelli, 1995; Yonelinas, 1994) . However, for comparability with other studies, we have also derived estimates of hit and FA probabilities from rating data. It is convenient in this discussion to use the term hit for either an "old" response to an old test item or an Old rating of an old item, and FA for either an "old" response to a new item or an Old rating of a new item.
Patterns of Effects of Prior Frequency on Recognition
The central conclusion of this study, taking together the new experiments reported and our reassessment of related work, is that prior frequency of experience with stimuli does influence their recognizability, in some instances strongly, and does so by at least two distinct routes.
Effects Mediated by the Direct Route
Assuming that the tactics we used to control the amount of learning per item during study phases of the experiments were effective, thus limiting any effects of prior frequency to the direct route, the array model predicts nondecreasing and usually increasing trends for both hits and FAs, steeper for FAs, on relative recognition tests as a function of familiarization frequency, and this prediction was uniformly confirmed in both Experiments 1 and 2. Because this pattern appeared, with strong statistical support, in data obtained with several types of stimuli and two different task orientations, it appears to be quite robust. An auxiliary prediction of the model that the function for hits as a function of familiarization frequency should rise faster in tests of absolute recognition than in tests of relative recognition was also confirmed in both experiments.
Trends in accuracy of recognition are not so easy to summarize, however, because there are many alternative indices of accuracy, each having its advantages and disadvantages and the interpretation of each depends on assumptions that may not be easy to justify (Macmillan & Creelman, 1991) . It has come to be universally recognized that any measure of accuracy must take account of responding to both old and new test items, and the simplest way of meeting this requirement is just to use hits -FA as computed from differences between confidence ratings to old and new items or between hits and FAs. These difference scores seem intuitively to capture the notion of accuracy, but they have the disadvantage that there is no rationale to guarantee that they reflect only variation in ability to discriminate memorial representations of old items from those of new items uncontaminated by response biases. The d' statistic of signal detection theory does measure accuracy in that sense independently of bias, provided that the underlying assumptions are satisfied, and therefore is now generally preferred.
In view of the fact that d' is measured in standard deviation units, the effects of prior frequency on d' seen in both Tables 3 and 6 over the frequency range 1-4 must be considered wholly negligible. The sharp rise in d' from the Frequency 4 to the 8 + 16 level in the List 1 test of Experiment 2 was unanticipated and therefore cannot be tested statistically. However, as part of a subsequent study, we replicated the first session of Experiment 2 with 24 new participants from the same population, and the combined data yielded values for the d' column of the List 1 test in Table 6 that run, from bottom to top, .84, .98, .56, and .94.
Thus, taking our two experiments together, we have no evidence for either an increasing or a decreasing trend for d' as a function of familiarization frequency. However, this invariance may hold only over a limited range of frequencies. In view of the strong increasing trends observed for both hits and FAs as a function of prior frequency in both Experiments 1 and 2, it is quite possible that if the range of frequencies were further extended, the hit and FA functions would converge sufficiently to produce a declining trend for d f ?
Effects Mediated by the Indirect, Attentional Route
Most, if not all, of the research bearing on effects of prior frequency on recognition by the indirect route is associated with the word-frequency literature (for reviews, see Glanzer & Adams, 1990; Kinsbourne & George, 1974; Mandler, Goodman, & Wilkes-Gibbs, 1982) . Strict controls on stimulus processing, akin to those used in some studies of short-term recall (e.g., Estes, 1973; Peterson & Johnson, 1971) , would be required to equate attention and amount of learning over items of a study list, and to our knowledge such controls have never been used in word-frequency research. Thus it is reasonable to assume that the indirect route would always be available in word-frequency studies, as assumed in the development of the attention-likelihood model (Glanzer & Adams, 1990; Glanzer et al., 1993) ; further, there is direct evidence that when stimulus processing during the study phase of recognition experiments is self-paced, study time per item is inversely related to frequency levels of stimulus words (Rao & Proctor, 1984) .
With regard to relevance to the problem of this article, word-frequency studies fall into two groups. By far the larger group constitutes research in which assignment to frequency levels, as in classification of words as common versus rare, is based on normative frequencies (i.e., counts of the frequencies of occurrence of words in samples of printed material). The term word-frequency effect is commonly identified with the finding of a number of studies that words with low normative frequencies are more accurately recognized than those with higher frequencies. For example, Balota and Neely (1980) and Gorman (1961) reported a higher level of the Hits-FA measure of accuracy for less common than for more common words; and studies by Schulman (1967) and McCormack and Swenson (1972) , among others, yielded higher values of d! for less common words.
However, effects of normative word frequency may be irrelevant to the problem of understanding how recognition depends on frequency-induced stimulus familiarity. When normative frequency is the basis for classification of stimulus words, the frequencies with which experimental participants have actually encountered the words in their prior experience is unknown, and differences in recognizability of more versus less common words may be a result of correlated factors. 9 In only a very few studies of word recognition has stimulus frequency been experimentally varied in Phase 1 of a 3-phase design, those known to us having been reported by Anderson and Bower (1972) , Kinsboume and George (1974) , and Tulving and Kroll (1995) . Beyond the fact that the stimuli in all three of these studies were words, and thus highly rehearsable, it appears that the experimental procedures would have made it easy for participants to allot attention differentially to more and less familiar words during study.
The Tulvkig and Kroll (1995) study was closest in design to our experiments. In Phase 1, words in a familiarization list were viewed 6 times each; in Phase 2, a subset of those words and an equal number of unfamiliarized words were presented for study; Phase 3 was an old-new recognition test of the studied words and an equal number of unstudied words. A possibly crucial difference from our experiments is that study trials were self-paced. The recognition data yielded higher accuracy for unfamiliarized words than for familiarized words and a mirror pattern-higher proportions of hits and lower proportions of FAs for unfamiHarized words.
The relevant results of Anderson and Bower (1972) come from their Experiment 4. During a series of study-test episodes, each of 15 partially overlapping word lists had one study presentation followed by a relative recognition test on which participants gave ratings of confidence that each test word had appeared in the most recent study list. For any given study-test episode, familiarity of items was defined by frequency of occurrence over the previous episodes. Control of stimulus processing during study was intermediate between that of the TOving and Kroll (1995) experiment and ours (items presented singly on experimenter-paced trials but with study time per item longer than in our experiments, 2 vs. 1 s). The rating data exhibited higher accuracy for less familiar test items than for more familiar test items and a marginal mirror pattern; FA levels were lower and hit levels higher for less familiar items, but the difference for hits was very small and probably insignificant (no significance test being reported).
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Kinslx>urne and George (1974, Experiment II) used a 3-phase design generally similar to ours, but with only two levels of familiarization frequency, 0 and 1, and with extremely unconstrained learning conditions, all of the words in a study list being presented simultaneously. Accuracy on forced-choice recognition tests was higher for unfamiliarized test items, but the data reported do not yield information about presence or absence of a mirror pattern.
Taken together, the three studies using experimentally varied familiarization frequencies of word stimuli exhibit the inverse relation between prior frequency and recognition accuracy and the mirror pattern that constitute the signature of effects mediated by the indirect route (Glanzer et al., 1993) , but there is suggestive evidence that this combination of effects may be attenuated as learning conditions are increasingly constrained. When the constraints are sufficiently strict, as in our experiments, which were conducted with virtually unrehearsable nonword stimuli and study conditions calculated to restrict attention on each study trial to the stimulus currently displayed, the accuracy effect virtually disappears and die mirror pattern is replaced by a concordant pattern in which hit and FA rates vary together as increasing functions of prior stimulus frequency.
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Although the present version of the array model predicts only the concordant pattern, it can also account for the mirror pattern observed in the Anderson and Bower (1972) and the Tulving and Kroll (1995) studies, if augmented by the same assumption about the relation between learning rate and prior frequency that has been used in the attentionlikelihood model. A demonstration is given in Appendix E.
Classes of Effects and Classes of Models
In reviewing the models that have been, or might well be, applied to the problem of familiarity effects, we have found it instructive to distinguish two main classes. One class comprises the family of "global memory" models of recognition that includes the array model and the models of Gillund and Shifrrin (1984) , Hintzman (1988 Hintzman ( , 1994 , Hockley and Murdock (1987) , Shiffrin (1995) , and Shifrrin, Ratcliff, and Clark (1990) . The other class comprises models in which recognition depends, not on the entire current state of memory, but on properties of the particular item tested; the most influential member of this class, and the only one we discuss, is the attention-likelihood model (Glanzer et al., 1993) .
All of the global memory models have in common the assumption that representations of items presented during study phases of a recognition experiment (or encountered during an experimental participant's relevant experience) are stored in a currently accessible memory store or array and that, on a recognition test, performance depends on the degree to which the test item activates, in parallel, the set of stored representations. Therefore, if a person has encountered different test items with different frequencies prior to a 9 These factors include distributions of phonemes and graphemes and numbers of alternative meanings ("senses") of words (Earhard, 1982; Glanzer & Bowles, 1976; Landauer & Strceter, 1973) . 10 The pattern of the Anderson and Bower (1972) results may be associated with the fact that the experiment was designed for purposes other than studying prior frequency effects. The 3-phase paradigm was not fully realized because prior to the study-test episode on a given list, items tested would have not only appeared with different frequencies in previous study lists but would have also appeared as either old or new items and generated "old" and "new" responses with different frequencies in prior recognition tests.
1 ' The absence of a mirror pattern in recognition when controlled prior stimulus frequency is the independent variable is paralleled in the literature on the closely related topic of frequency discrimination (Greene & Thapar, 1994) . recognition test, frequency information is automatically incorporated in the global memory and should have predictable effects on performance. The attention-likelihood model, in contrast, does not include memorial representations of item occurrences; frequency of occurrence of an item during study determines the memory state of the particular item and thence a measure of the likelihood that it belongs to the Old category; salience of a word, which depends on various factors, determines the rate at which the memory state of the word is modified during each study occurrence.
Comparisons of the models can most instructively be made in reference to the three classes of experiments. We start with studies of effects of normative word frequencies. The attention-likelihood model has been developed in conjunction with this line of research and, augmented with assumptions about determinants of stimulus salience, has yielded impressive accounts of a number of regularities of recognition. In applications to studies of normative word frequency, high or low normative frequency of a word is assumed to produce low or high salience, respectively, when the word occurs as a stimulus during study, and low or high salience, in turn, produces lower or higher learning rates. With this augmentation, the attention-likelihood model predicts the inverse relation between normative frequency and recognition accuracy and the mirror pattern that have appeared in a majority of word-frequency studies (Glanzer & Adams, 1990; Glanzer et a!., 1993) .
Models of the global memory class differ in how they have been applied to the interpretation of familiarity effects. The array model is not applicable to studies of normative word frequency because the model requires input of information about experiential frequencies, which is not available in these studies. The same problem faces other global memory models, but some investigators have circumvented it by adding auxiliary assumptions about such matters as how stimulus saliences and response criterion settings differ between high and low frequency words (Gillund & Shiffrin, 1984; Hintzman, 1988) . 12 The augmented models yield predictions qualitatively similar to those of the attentionlikelihood model concerning the accuracy effects and mirror patterns. Assumptions about salience could be added to the array model, but that line of extension does not impress us as likely to be fruitful until more groundwork has been done. In particular, information is needed as to how similarity relationships among words depend on the attributes of words that covary with normative frequency.
No model-based analyses have been reported for the studies of experimentally controlled word frequency. The attention-likelihood model and the models of Gillund and Shifrrin (1984) and Hintzman (1988) could be applied to these studies just as to normative studies; and with an assumption that controlled frequency of words bears the same relation as normative frequency to stimulus salience, they would yield similar predictions about accuracy and mirror effects. The same is true of the array model, augmented as in the illustrative application discussed above. But once again, more groundwork is needed for such analyses to prove informative. In this case, the prime need is for studies of controlled word frequency with systematic and quantitative variation of conditions bearing on opportunities for rehearsal and selective allocation of attention during learning.
Our present study appears to be the only one reported to date dealing with recognition of nonword stimuli in relation to controlled variation of prior familiarity, and the successes and limitations of the array model in interpreting the study have already been discussed. It does not appear that the attention-likelihood model would be applicable lacking some nontrivial modifications. Presumably any of the global memory models could be adapted to this type of study, and whether some of them might offer advantages over the array model remains to be seen. We do suggest that progress in this area can be facilitated by taking explicit account of the distinctions we have found valuable among classes of experiments and the routes whereby stimulus familiarity may influence recognition.
Process Dissociation
In the terminology of the literature on recognition, the array model is an instance of single-process, familiaritybased models, a class that includes the global memory models and numerous predecessors. Recognizability of an item is determined by its familiarity, which depends in turn on the degree to which perception of the item induces activation of a memory array. The fact that the model has successfully predicted a number of phenomena of recognition both in a preceding study (Estes & Maddox, 1995) and in this one does not, of course, rule out the possibility that one or more additional processes are implicated. A number of investigators, Atkinson and Juola (1973) and Mandler (1980) , among others, have proposed dual-process models, one component process in each case having to do with judgments of familiarity and the other having to do with memory search or recollection. These proposals sank from view to some extent during a period of flourishing of global memory models and likelihood-based models of recognition but have reemerged in connection with a new literature on "process dissociation."
As developed by Jacoby and his associates (Jacoby, 1991; Jacoby, Toth t & Yonelinas, 1993) , process dissociation is aimed at distinguishing the contributions of implicit and explicit, or unconscious and conscious, processes to various kinds of cognitive performance. The methodology associated with the approach was adapted to the analysis of recognition by Yonelinas (1994) and appears to be potentially applicable to the data of this study. We cannot follow Yonelinas's procedure closely because of differences between the tasks used in his study and in ours, but the following elaboration appears to preserve the spirit of the approach.
In the framework presented by Yonelinas (1994) , the probability of recognizing a test item after a study episode is assumed to be decomposable into two components, one being recollection of the occurrence of the item in the study context and the other being a judgment that familiarity of the item exceeds a criterion. In our study, however, the latter component can be further decomposed into an aspect of familiarity assessable by responses to relnew items and an aspect assessable by responses to absnew items on relative recognition tests.
To present the decomposition, we need to define several terms: P O (O), /WO), and /WO) for probability of an "old" response to an old, relnew, or absnew test item, respectively, on a relative recognition test; p s for probability of recognition of a test item on the basis of its a priori average similarity to the distinct items of the familiarization list; p m for probability of recognition of a test item on the basis of the familiarity derived from its (possibly multiple) occurrences during familiarization; and r for probability of recognition on the basis of recollection of the test item in the study context. After some simplification, the equations expressing the dissociation assumptions take the form We don't argue that these equations represent a unique solution to the problem of decomposition, but under the constraint that the data allow for the estimation of only three parameters, we have not found another solution that seems to present as direct an extension of the decomposition investigated by Ratcliff, Van Zandt, and McKoon (1995) and Yonelinas (1994) for the simpler case of two components.
To apply the dissociation procedure to our data, we substituted for Po(O), /WO), and PAN(O) in Equations 4-6 the corresponding observed values by frequency level in Experiments 1 and 2 and, for each level, solved the equations for r, p m , and/v The results are shown in Table 7 , with some levels grouped in the interest of stability of the estimates. Actually, we carried through the full analysis on both the rating data (Tables 1 and 5 ) and the hit -FA estimates (Tables 3 and 6 ). The results agreed so closely that we present in Table 7 only those obtained for the raring data, with P O (O), /WO), and /'AN(O) interpreted as Old ratings rather than as probabilities of "old" responses.
It is important to be clear that, although this analytic procedure necessarily decomposes the observed response probabilities into components, it does not guarantee that the components are appropriately labeled (Ratcliff et al., 1995) . Validation of one's assumptions about the nature of the component processes involves such considerations as the intuitive reasonableness of the patterns obtained, consistency across conditions, and evidence available from other sources. The estimates of the component p m . labeled Fam. in Table 7 , do seem to present an orderly and intuitively reasonable pattern. On the basis of either intuition or global memory models (in particular the array model), this component would be expected to increase as a function of familiarization frequency, and in line with that expectation, its estimates increase with frequency for both stimulus types in Experiment 1 and for both tests in Experiment 2. Also, the drop in values for the familiarity component from the List 1 to the List 2 test of Experiment 2 is in accord with the retention loss that would be expected over a 24-hr interval; and the larger values for the digit than for the letter data of Experiment 1 are as expected on the basis of evidence concerning the average interitem similarities of the two types of stimuli (Estes & Maddox, 1995) .
Although it seems that we can be comfortable with the interpretation of p m as representing the recognition process associated with frequency-based familiarity, the interpretation of the r process, labeled Recol. in Table 7 , is more problematic. The fact that Recol. estimates increased with familiarization frequency for the digit but not for the letter data of Experiment 1, and the increase in overall level of Recol. from the list 1 to the List 2 test of Experiment 2, are discordant notes whose resolution will have to await further evidence.
The possibility needs to be considered that the familiarity component of a dual-process framework has been correctly identified, but what we have termed the recollection component has not. For one bit of evidence bearing on that possibility, we applied the process-dissociation analysis to the recognition probabilities predicted for our two experiments by the array model and shown in Figures 1,2 , and 4. The estimates ofp m so obtained were roughly equal in size to those obtained from the experimental data and shown in Table 7 and exhibited very similar increasing trends as a function of familiarization frequency. The estimates of r obtained from the model predictions were also of the same order of magnitude overall as those obtained from the data but exhibited no increasing trend whatever as a function of familiarization frequency. This finding resonates with the observation that in Experiment 2 Old ratings of old items increased more steeply as a function of familiarization frequency than allowed for by the array model (Figure 4 , middle panel) and suggests the need for exploring possible augmentations of the model.
For another source of evidence concerning the interpretation of the dissociation results, we turned to an analysis of the recognition data by means of receiver-operatingcharacteristic (ROC) functions, which had been found useful for such a purpose by Yonelinas (1994) and Ratcliff et al. (1995) . To obtain the ingredients of the analysis, we repeated for a series of criteria (cutoffs on the scale of confidence judgments) the procedure that we used to derive estimates of hits and FAs with a criterion of 50, then used the pairs of estimates so obtained in a plot of hits versus FAs, termed ROC curves in the literature of signal detection theory (Macmillan & Creelman, 1991; Murdock, 1974; Ratcliff, Sheu, & Gronlund, 1992) . We carried out this procedure on the rating data of both Experiments 1 and 2 with criteria of 30, 50, 70, and 90. Then, because the slopes of the ROC curves are of central interest, we converted the hit and FA values to z scores so that, if the assumptions underlying application of signal detection theory were satisfied, the curves would be linear.
To obtain estimates of slope, we fitted linear regression lines to the converted ROC curves for each level of prior frequency in Experiments 1 and 2. Correlations between theoretical and observed values ranged from .805 to 1.00 with an average of .940 for Experiment 1 and from .938 to .999 with an average of .984 in Experiment 2, indicating that the ROC plots in z coordinates were very close to linear. If recognition were based solely on familiarity, the slopes would be expected to be close to unity, but the slopes would be reduced if recognition sometimes arose from recollection (Ratcliff et al., 1995; Yonelinas, 1994) . The mean slope of .99 obtained for the digit condition of Experiment 1 is compatible with a single-process model based on similarity, and the mean slope of 1.16 for the letter condition does not deviate greatly. In contrast, the mean slope of .71 obtained for the List 2 test of Experiment 2 is much below unity and falls in the range reported by Ratcliff et al. (1995) and Yonelinas (1994) and taken by those investigators to indicate a recollection component. That interpretation is in harmony with the finding that the process-dissociation analysis of the List 2 data yielded very small estimates for the familiarity component and much larger estimates for the recollection component (Table 7) .
The mean slope of 1.59 obtained for the List 1 test of Experiment 2 poses a new problem of interpretation. According to the theoretical analysis presented by Ratcliff et al. (1995) , slopes significantly greater than unity cannot arise if the process-dissociation procedure is applicable and the familiarity and recollection components are independent. Thus the possibility of nonindependence needs to be considered in any effort to formulate a general model that would have the array model and a recollection process as components.
The results of the ROC analysis, together with our application of process dissociation to the array-model predictions for our experiments, suggest that recognition of letter and digit stimuli is based almost entirely on a single process of the kind commonly associated with familiarity judgments and having properties captured quite well by the array model. With the more wordlike stimuli of Experiment 2, the same process is a major contributor to recognition, but at least at the highest levels of prior frequency, process dissociation reveals an additional component not represented in the array model. Whether that component is identifiable with the concept of recollection in context remains to be determined.
Familiarity and Recognition: The Broad Picture
Enhanced understanding of familiarity effects may be important to the design and interpretation of all kinds of experiments on recognition that use stimuli likely to have been previously encountered by the participants (e.g., people or objects in eyewitness identification, pictures of faces in face recognition, words or phrases in studies of recognition of textual material). In all such cases, prior familiarity of stimuli may influence recognition by either the indirect or the direct route, depending on specific conditions. In eyewitness identification, for example, attention needs to be given both to factors bearing on the allocation of attention to different people or objects present at the scene of an event and to the familiarity of people or objects either present at the scene or not present but used as lures in lineups or other recognition tests.
Taking together the results of this study and the large body of prior research we have cited, we can offer some tentative conclusions about patterns of item-familiarity effects in recognition.
1. Both theoretical analyses and a broad array of empirical evidence indicate that frequency of occurrence of stimuli prior to their appearance in study episodes influences recognition via both direct and indirect routes. The former refers to the effect of prior frequency on the state of memory at the outset of study, which directly affects the relative recognizability of stimuli that are equated for amount of study. The latter refers to the effect of prior frequency on the allocation of attention to the different stimuli occurring during study, which influences the amount learned about the stimuli and hence, indirectly, their subsequent recognizability.
2. The empirical signature of a pure direct effect is a concordant increase in both hits and FAs on recognition tests as a function of prior frequency, a pattern predicted by global memory models, in particular the array model, and manifest in the data of this study.
3. The empirical signature of a pure indirect effect is an inverse relation between recognition accuracy and prior frequency together with a mirror pattern of hits and FAs. Bom the accuracy effect and the mirror pattern are predicted by the attention-likelihood model; both are manifest in the data of normative word-frequency studies over a limited range of frequencies.
4. Experimental conditions conducive to appearance of direct effects are the use of stimuli that are difficult to rehearse and strict control of the allocation of time and effort to different items of a study list. Conditions conducive to appearance of indirect effects are use of easily rehearsable stimuli, words in research to date, and study conditions that allow differential allocation of attention to different items.
5. Both direct and indirect effects can occur concurrently in the same situation, yielding gradations between the concordant and mirror patterns.
Appendix A Computational Procedures for the Array Model
Analysis of Experiment 1 in terms of the array model can be conveniently illustrated in terms of the simplified hypothetical example shown in Table Al . The example includes all of the essentials of the actual design (Table 1) , but with only two presentation frequencies, 1 and 2, in the familiarization list. The Old memory array is assumed to comprise two constituent arrays, one associated with the familiarization list context and one with the study list context. The contextual features, or "list tags," for the familiarization and study lists are denoted x and y, respectively, and during study, a representation of each presented item, together with its list tag, is stored in memory. Thus, for example, the stored representations of Item 1 in the familiarization and study subarrays would be denoted I,x and I L y, respectively, and I]V would be activated on the relative recognition test. Analogously to the treatment of item similarities in the array model, the similarity of a list tag activated on a test trial to its own representation in memory is equal to "unity" and its similarity to the memory representation of a different list tag is indexed by a similarity parameter, o~, having a value between zero and unity. The similarity of a test item to the combined Old array is computed, then entered in an expression of the form of those in Equations 1 and 2 to predict probability of an Old response.
A1
Starting with the relative recognition tests, we compute the similarity of Item 1 as presented on the test, denoted I|y, to the Old array as follows. First, in a comparison of the items to the study list A1 In the present experiments, participants responded on a recognition test, not by reporting "old" or "new," but by giving a rating, on a percentage scale, of degree of certainty that the test item was old. For purposes of this exposition, we assume that these ratings can be predicted by the same formula used for response probability.
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array, its similarity to its own representation is 1 and to I 2 y is s (because the patterns mismatch only in the item component), yielding a summed similarity of 1 + s. Comparison to the familiarization array yields the similarities 2<r, S<J, 2sar, so-, 2s<x, and sxr, reading from top to bottom in the Fam. List column of Table Al . Summing these components yields 1 + s + a (2 + 7s) forSim(Old), the total similarity to the Old array. In the same way, expressions for Sim(Old) for all of the relative recognition tests are obtained. , that probability of correct recognition of an old item is directly related to its frequency in the familiarization list. Finally, comparing the expression for Ig with, say, I4, we see that probability of an absolute false alarm, that is, a judgment of Old for an item that had not occurred at all during study, is lower than the probability of a relative false alarm. Obviously, probability of an Old judgment for an item that had occurred in the familiarization list increases with familiarization frequency. Of more interest, it is easy to show that the function relating Sim(Old), and therefore also P(Old), to familiarization frequency rises faster for absolute than for relative recognition. For relative recognition, the increment to Sim(Old) produced by a unit increase in frequency is tr( 1 -s), as may be seen by comparing the expression for Ii with the one for I 2 above; but for absolute recognition, the increment is (1 -s), as may be seen by comparing the expressions for I5 and Ig, Thus, unless CT = 1, the increment is larger in the absolute case. Further, comparing the Sim(Old) expression for the test of I 2 in the relative case with that for Ig in the absolute case shows that if s is sufficiently small relative to o\ a requirement always satisfied by the parameter estimates obtained in fitting the model to our data, the function for absolute recognition starts lower than that for relative, and because the rate of increase is greater for absolute, the curves must be predicted to cross.
Only one important constituent of the model remains to be described, namely provision for trial-to-trial retention loss. For reasons that have been described in detail elsewhere (Estes, 1994; Nosofsky, Kruschke, & McKinley, 1992 ), we assume that the level of availability of the memory representation of an item is reduced by a factor d upon the occurrence of each subsequent item during presentation of the study list. This "decay parameter" has a value between 0 and 1. With this parameter included in the model, when the similarity of a test item to the Old memory array is computed, each constituent similarity that enters into the sum is weighted by the appropriate power of d. For simplicity of exposition, we omit this parameter from our illustrative applications of the model in this article, but it is always included in actual data fits.
To generate predictions for Experiment 1, it was necessary only to adjust the expressions for Sim(Old) given above in the obvious way to take account of the actual item frequencies shown in To apply the model to Experiment 2, we require, in addition to the parameters defined above, two intercontext similarity parameters: o\ y , for similarity of the familiarization context to the context of Study List 1 and its test, and o\ z , for similarity of the familiarization context to the context of Study List 2 and its test. We could also define an additional parameter <r yz for similarity between the Study List 1 and Study List 2 contexts, but in all applications, its value has been estimated to be unity, so we omit it from the expressions in which it would appear. In the following expressions for Sim(Old), k denotes frequency of occurrence of an item during familiarization and d [2 is a session-to-session decay parameter, defined below. For the relative recognition test of Session 1: old item, 1 + 9s + <r xy [k + (200 -k) The parameter d i2 , a fraction between 0 and 1 that appears in the expressions given above for Session 2 tests, represents decay in availability of item representations in the memory array from Session 1 to Session 2.
Comments
The numbers of items, 10 and 200, appearing in these expressions reflect the sizes of the memory subarrays-10 for each study list and 200 for familiarization. The parameter .v, having a value in the range 0-1, denotes the average similarity of a test item to the representation in memory of any other item.
After Appendix C
Instructions to Participants in Experiment 2
Overall Task Orientation
This experiment simulates the way a person acquires a vocabulary. First, a child becomes acquainted with many words of the language and learns how they are used. Later, usually in school, the person learns the specialized vocabularies that belong to different subjects, some of the words being already familiar and some new. The experiment uses an artificial language that resembles real languages in some respects, and your task is to acquire some of its vocabulary. In the first phase, the familiarization task, you will see a long series of artificial words displayed singly on the computer screen and will try to learn to distinguish nouns from verbs. In the remainder of this first session, you will first have a study series, during which you will see a subset of words (study list) from the familiarization series (a "specialized vocabulary")* then a test of your ability to remember the words of the study list, and finally a test of your ability to categorize words as nouns or verbs. During the second session, you will first have a second study series, then a test of memory for the study list and a test of your ability to categorize.
Familiarization Series
About 200 words of the artificial language will appear on the screen one at a time, each accompanied by the label NOUN or VERB. Some words may appear more than once. Your task is just to attend closely to the words and try to learn to distinguish nouns from verbs.
Study List
During the next series of trials you will see a selection of words from the familiarization series, constituting study list 1 (or 2). The words will appear without NOUN or VERB labels, and your task is to try to remember the words of the list in preparation for a later test.
Recognition Test for Study List
You will see a series of words, some of which appeared in study list 1 (or 2) and some of which did not. As each test word appears on the screen, you will rate it (by typing the appropriate number on the keyboard) on a scale from 0 to 100, where 0 means you are sure that the word was not in study list 1 (or 2), 100 means you are sure the word was in study list 1 (or 2), and intermediate ratings signify intermediate degrees of confidence.
Categorization Test
Next you will be shown several words from the artificial language that you have not seen before and will indicate whether you think each is a noun or a verb by typing N or v on the keyboard.
Final Recognition Test
In this final test, you will see a series of words from the artificial language and will rate each on the 0-100 scale to indicate your confidence that you have ever seen it before during the experiment. , 1990; Glanzer et al., 1993) , we introduce the assumption that selective attention or rehearsal favors less familiar study items. For an example, we assume mat for item a there is only a probability of .75 that a representation is stored on a study trial; however, for item b, one representation is always stored and, with probability .50, a second representation is stored. Now the hit rates become .78 and .87 for items a and b, respectively, and because the FA rates are unchanged, the concordant pattern has changed to a mirror pattern. This result is not a freak: Departing from equal attention to all study items in the direction of greater attention to less familiar items always produces a shift from the concordant toward the mirror pattern, and this tendency is so strong that, for a wide range of parameter values, we have found that even quite small departures produce a clear mirror pattern. With these results in hand, it does not seem surprising that the studies of Anderson and Bower (1972) and Tulving and Kroll (1995) , with less tight control of learning conditions than is the case for our experiments, reported at least weak mirror patterns.
