Methods for scene-based removal of fixed pattern noise from IR image sequences are described and evaluated in this paper. In particular, methods that are based on registration of global motion between individual image frames are discussed. A pre-processing calibration procedure is also presented, which produces an initial set of correction parameters. The algorithms are tested with good results on real image data from a two-dimensional focal plane array detector and a scanning one-dimensional detector.
INTRODUCTION
Fixed pattern noise (FPN) is the dominant type of noise for many IR imaging systems, visible in images as a superimposed pattern that is roughly constant from frame to frame. FPN is mainly caused by nonuniformities between individual detector elements in the sensor array, and is in many cases so disturbing that a nonuniformity correction must be performed for any further image processing to be possible. As an example, figure 1 shows a raw sensor image from a test sequence that will be used later in this paper. Reducing FPN in images is usually performed by calibrating the sensor unit to a reference surface of uniform temperature, a procedure that must be repeated continuously since the FPN is generally time variant. Such reference-based nonuniformity correction is expensive, complex in design and sometimes impractical to put into use. Because of this, it is desirable to perform calibration entirely in software, by analyzing the observed scene.
Basic scene-based nonuniformity correction methods depend on the existence of global motion between image frames in a sequence. More advanced methods, referred to as registration-based, also assume that this motion can be accurately estimated. This requires a motion estimation algorithm that is able to detect motion in the presence of FPN. A method based on global Fourier phase 1 is used in this paper, with an estimation accuracy of about 0.1 pixels. The image motion is assumed to be translation only, and the observed scene is assumed to be static. FPN can be modeled by treating the observed sensor image as a function of the true scene irradiance, making nonuniformity correction the process of finding the function inverse. A linear relation for each detector element is often used:
where z is true scene irradiance, g is a gain factor, o is an offset term and x is the observed detector output. The offset-only model is also common:
CORRECTION METHODS
This section describes the scene-based correction methods Temporal high-pass filter and Constant statistics, as well as the registration-based methods Motion compensated average and Crossing path. Furthermore, ghosting artifacts are discussed briefly and a one-image correction procedure is presented.
Temporal high-pass filter
Assuming image motion, scene information in an image sequence varies from frame to frame. The fixed pattern noise is however roughly the same in all frames. This means that when studying each image pixel individually in time, high frequency information belongs to the scene, while low frequency information belongs to fixed pattern noise. Nonuniformity correction is thus performed by high-pass filtering the image sequence along the temporal axis.
This method is well documented 2, 3 and can easily be implemented recursively. The output image y at time index n is generated by subtracting the running average m of the input images from the current frame x:
where
Constant statistics
The constant statistics algorithm 3-5 is similar to the temporal high-pass filter but is extended to estimate both gain and offset parameters. The assumptions of this method are that the temporal means and variances are identical for all pixels. For this assumption to hold, it is necessary that all possible scene irradiance values will eventually be observed by all detector elements.
For the linear model (1), the temporal mean value is:
and the mean deviation is
It is further assumed that the temporal statistics of z is constant for all detector elements. For example, z can be assumed to have zero mean and unity mean deviation (m z = 0, d z = 1). This can be done without losing generality since the true values of m z and d z can be incorporated into the parameters o and g respectively. The expressions are now written
which allows solving (1) as:
Note that this expression equals the temporal high-pass filter of the previous section when neglecting the denominator.
The estimated mean of x can be calculated recursively like before (4), while a recursive equation for d x is given by
Motion compensated average
With the assistance of a motion estimation module, each image in a sequence is delivered with information on where in the real world this image data has been captured. Obviously, this is an advantage for further image processing. For example, the input images can be translated accordingly and merged together to form a new, larger image. Figure 2 shows such a panoramic image created from an IR image sequence.
The creation of a panoramic image is the first step in a nonuniformity correction method known as motion compensated average. 6 The word average indicates that the panoramic image should be created by averaging image frames together. As the scene is assumed to be static, the scene data is stationary for frames being averaged while the FPN, due to the motion, is changing. This means that for each frame merged into the panoramic image, the scene data is enhanced and the FPN is suppressed. Because of this, the panoramic image is considered an estimate of the true scene. Even though nonuniformity correction can be performed by simply returning the corresponding part of the panoramic image, it is often useful to extract the actual correction parameters. For example, parameter sets from several frames can be averaged together to form an improved parameter estimate. Knowing the parameters also allows for correction of all subsequent frames with minimal computation and without registration.
Correction parameters are extracted by comparing each new input frame with the corresponding data in the true scene estimate. For the offset-only model (2), the offset parameters are obtained simply by subtraction. To find parameters for the linear model (1), a least-square fit is suggested by Hardie et al. 6 This has however proven difficult when tested on real IR sequences. Temporal noise and distortions caused by motion estimation and sub-pixel interpolation interfere with the least-square calculations, but the true scene estimate is also plagued by remaining low-frequency FPN and shading variations. This makes it hard to find a linear relation between observed values and the estimated true values. For example, the observed and estimated true values for a specific detector element can be as uncorrelated as shown in figure 3. The shaded parts of the figure indicate extreme situations where one plot is approximately constant while the other is varying heavily. Trying to find a least-square fit for these plots may well result in zero or negative gain parameters, which in turn forces the offset parameters to levels equal to or greater than the total irradiance value. Several methods can be implemented to somewhat reduce this effect, but the results are still not better than for the offset-only variant.
The offset-only correction is very effective in removing distinct, high frequency FPN. On the other hand, low frequency FPN like shading and lighting effects, most of which are considered as multiplicative contributions, are generally difficult to reduce. A way of improving this is to introduce a simple shading correction algorithm. A homomorph filter 7 is used here, which essentially is a high-pass filtering of the logarithm of an image. The use of a logarithm is appropriate since multiplicative shading components will be turned into additive.
Crossing path
The knowledge of image motion in a sequence can be used to study the difference in detector response in a more algebraic sense. For example, if the relative translation vector between two observed images is exactly (1,0) pixels, two detector elements with relative distance (1,0) units have observed the very same scene irradiance, and should ideally produce the same output value. Any deviation is caused by FPN, which then can be analyzed and removed. The correction method described here is based on a procedure presented by Ratliff et al.
8 but extended to work for arbitrary sensor motion.
Translation vectors with integer or nearly integer pixel distances can be detected in different ways. A straightforward method would be to simply compare the real world coordinate of a new input frame with the coordinates of all previous frames, and approve distances that deviate only small amounts from integer steps. Another approach would be to connect the frame coordinates for the detector elements into segmented lines, or motion paths. These paths can then be checked for collisions, indicating that two detector elements have observed the same scene position. Since only the path nodes represent actual images, and the collisions usually occur for two path segments, in-between images have to be constructed by temporal interpolation. Figure 4 shows the motion paths for three detector elements where detectors with relative distance (1,1) has collided. In this case, images 5 and 6 are interpolated into one image and images 10 and 11 are interpolated into another, resulting in an image pair separated by exactly (1,1) pixels. This distance is referred to as the translation vector for the image pair. Assuming additive FPN, two pixels in a delivered image pair with relative distance given by the corresponding translation vector can be written as x a = z + o a and x b = z + o b . Both pixels represent the same scene value z, disturbed by offset noise o a and o b . Subtracting these pixel values effectively cancels out the scene value, leaving only
Adding this value to the pixel x b has the effect of changing the corresponding offset nonuniformity to that of pixel x a .
Of course, the detector elements are spaced equally along the entire array, which means that pixels x a and x b are not the only two pixels that are related like this. Pixel x b can in turn be related to a third pixel, x c . Using the same method, the offset nonuniformity of x c can be changed to that of pixel x b , which again can be changed to that of pixel x a using (11). This effect accumulates along the entire image. The whole procedure is shown in the following figures. Figure 5 shows a pair of images related by a vertical shift of two pixels, with z denoting scene irradiance and o an additive FPN term. The two pixels marked with a thick border thus represent the same point in the scene. Subtraction of pixels representing the same scene values yields the image in figure 6(a) . No values are calculated for the first two rows since that would require data from outside of image 2. As expected, each offset term is present twice, with same relative spacing as the image pair translation vector. This is exploited by performing a cumulative sum over all elements separated by this relative spacing. In this case, the cumulative sum is calculated for every second pixel value in each column. The resulting image is shown in figure 6(b This image contains offset term differences distributed in such a way that when added to an image from the sequence, the existing offset terms are replaced with one of two offset terms per column. This means that the number of different offset terms has been reduced from N 2 to 2N , a partial nonuniformity correction. The corrected version of the image in figure 5 (a) is shown in figure 7 .
This correction procedure is applied to all the following images in the sequence. Furthermore, whenever new image pairs are delivered, hopefully with translation vectors in other directions, the number of offset parameters is even more reduced. Eventually, the entire image shares one unknown offset parameter. To incorporate gain correction, a method discussed by Tzimopoulou et al. 3 has been tested. This method involves relations between gradients of detector element output. Unfortunately, as with the motion compensated average, temporal noise and other uncertainties give rise to computational errors that lead to unusable results.
However, another adaptation can be made to increase performance. Instead of assuming unity gain parameters for offset-only correction, the offset terms can be assumed to be zero for gain-only correction. Gain correction can then be performed exactly like the offset correction by changing the subtractions and additions to divisions and multiplications. The algorithm now works in two steps, first additive FPN is assumed and corrected, then multiplicative FPN is assumed and corrected. The process should converge after enough input frames so that eventually, multiplicative FPN is removed by the gain parameters and additive FPN is removed by the offset terms. For most tests performed, performance is increased when compared to the offset-only method. The difference is, however, difficult to notice just by examining the resulting sequences visually.
Ghosting correction
Ghosting is a problem to most scene-based correction algorithms that depend on image motion in the sequence. Ghosting artifacts occur when the scene or parts of it do not move enough between each frame, eventually being considered to be fixed pattern noise. When motion resumes, a reverse burned-in pattern may be visible in the images for many frames. This effect is mostly a problem for the temporal high-pass filter and the constant statistics method, where temporal means of the input images are constructed.
The ghosting artifacts may be reduced by implementing some kind of de-ghosting module. For example, parameters for a detector element are updated only if the magnitude of the intensity change is greater than a certain threshold.
5
The temporal high-pass filter and the constant statistics method also suffer from another kind of ghosting artifact. For those methods, the running temporal mean of the sequence is subtracted from each incoming frame. Obviously, this leads to very poor image quality in the beginning of a sequence, with traces of individual frames visible for a long time. Generally, several hundred frames are required before the image quality approaches acceptable levels. As shall be seen, this effect is not as obvious in the case of a one-dimensional image sensor.
One-image correction
Experience shows that many focal plane array detectors suffer from similar pixel-to-pixel correlated FPN, visible in images as line or grid patterns. This knowledge can be used to produce an estimate of the FPN as an initial set of correction parameters. Figure 8 (a) shows a close-up of a typical IR image. It seems that every second pixel is somewhat correlated. This is also evident when examining the Fourier transform of the image, figure 8(b) , where the two bright pixels located in the middle of the top and left edges correspond to a sine-shaped signal with a wavelength of two pixels. Once identified, these frequency components may be filtered out to remove most of the grid noise. The remaining FPN is then dominated by low frequency shading components that can be further suppressed by some kind of shading correction or a simple high-pass filter. Figure 9 shows the results when applying this one-image correction to a typical IR image. Some artifacts are still clearly visible, like the sharp vertical lines in the right part of the image. It is possible that these lines can be reduced by modifying the grid noise filter or adding a mask manually, but it would be wise not to make the initial correction procedure too sensor-specific.
The effect of the one-image correction is to improve performance of the correction algorithms and decrease convergence time. 
RESULTS

Two-dimensional sensor
The correction methods have been tested on IR image data from a 2D focal plane array detector called MSM (Multi-Spectral Measurement equipment) developed at Saab Bofors Dynamics. Resulting images are shown in figure 10.
As can be seen, all methods are able to significantly reduce FPN in the test sequences. It is clear that the temporal high-pass filter and constant statistics methods require some hundred frames to produce acceptable images. For this sequence, the visible ghosting artifacts are not caused by lack of image motion but uneven range of irradiance values received by different parts of the detector array. For example, the top part of the image contains only cold sky for about 200 frames.
The motion compensated average algorithm has problems with shading and low frequency spatial FPN variations. The FPN is otherwise removed very quickly, although not as fast as for the crossing path method, for which most nonuniformities are removed within the first 50 frames. On the other hand, the motion compensated average method is not as sensitive to violations of the static scene assumptions.
Another test involves images of a reference surface with uniform temperatures of 0 For these particular sequences, the fixed pattern noise level is very high. Nevertheless, the nonuniformity is greatly reduced, with especially good results for the registration-based methods. However, the deviation values for the constant statistics method end up very high, sometimes even higher than the standard deviation of the uncorrected image. Obviously this method requires many more input frames to deliver useful results.
In the test sequences, the average scene temperature is about 0 
One-dimensional sensor
Saab Bofors Dynamics has developed an IRST-system 9 (Infrared Search and Track) that is equipped with a scanning one-dimensional sensor array. Raw images from this system are severely disturbed by fixed pattern noise, and additional pre-processing is required to make it possible for the registration-based algorithms to detect image motion. For example, the mean values of each pixel row can be forced to be equal by adjusting detector element offset levels. This tremendously improves image quality, as can be seen in figure 11 . Forcing equal horizontal mean is unnecessary for the methods that do not estimate image motion. Actually, a similar procedure is carried out anyway by the temporal high-pass filter, as the temporal mean is subtracted from input images, initially forcing zero mean values for all detector elements.
One might believe that this horizontal mean correction is in itself an effective calibration method. However, some disturbing artifacts are introduced when all rows in the image are forced to share the same mean value. For example, bright parts of the scene are followed horizontally by shadows to make the mean value constant. This can be seen for the clouds in figure 11(b) . Furthermore, most detector elements are not corrected satisfactory with offset calibration alone, which makes horizontal stripes visible when the scene moves around.
Performing nonuniformity correction on the IRST sequences produces results similar to the MSM sequences. As usual, the temporal high-pass filter and constant statistics methods introduce disturbing ghosting. Surprisingly, horizontal stripes are visible during the entire sequence for all correction methods. The sequence motion is mostly horizontal, which may explain why the registration-based methods are unable to completely suppress such noise. In fact, the stripes are least visible when using the constant statistics algorithm.
In these tests, all pixels are corrected with individual correction parameters. The fact that all pixels in a row originate from a single detector element can be exploited by using the horizontal mean value of the parameters to calibrate the entire row. This adaptation is then used in conjunction with the nonuniformity correction methods.
While the registration-based methods show little or no significant improvement, the ghosting artifacts of the temporal high-pass filter and constant statistics methods are almost completely removed. As ghosting otherwise is the dominant noise component for these algorithms, image quality is significantly increased. The performance is similar to, or even better than, the registration-based algorithms. Figure 12 shows results for the constant statistics and crossing path methods. With the modifications suggested here, the algorithms first produce correction parameters for a two-dimensional sensor array, which then are combined to fit the assumptions of a one-dimensional array. It is likely that even better results can be achieved if the correction algorithms are designed for a one-dimensional sensor in the first place.
CONCLUSIONS
Four methods have been described that perform nonuniformity correction by analyzing the observed scene. Fixed pattern noise is reduced with good results for all methods, although image quality is generally higher for the more sophisticated registration-based algorithms. Accurately estimating gain parameters has proven to be difficult for all described methods.
It has been shown that existing correction methods for 2D sensor arrays can easily be adapted to a scanning 1D detector by averaging of correction parameters that correspond to the same detector element. With this procedure, the simple correction algorithms also perform as well as the more advanced ones.
It can also be concluded that motion estimation based on global Fourier phase works well on FPN distorted sequences.
