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Abstract
We consider the fundamental problem of communicating an estimate of a real number x ∈ [0, 1]
using a single bit. A sender that knows x chooses a value X ∈ {0, 1} to transmit. In turn, a receiver
estimates x based on the value of X. We consider both the biased and unbiased estimation problems
and aim to minimize the cost. For the biased case, the cost is the worst-case (over the choice of x)
expected squared error, which coincides with the variance if the algorithm is required to be unbiased.
We first overview common biased and unbiased estimation approaches and prove their optimality
when no shared randomness is allowed. We then show how a small amount of shared randomness,
which can be as low as a single bit, reduces the cost in both cases. Specifically, we derive lower
bounds on the cost attainable by any algorithm with unrestricted use of shared randomness and
propose near-optimal solutions that use a small number of shared random bits. Finally, we discuss
open problems and future directions.
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1 Introduction
We consider the fundamental problem of communicating an estimate of a real number x ∈ [0, 1]
using a single bit. A sender, that we call Buffy, knows x, and chooses a value X ∈ {0, 1} to
transmit. In turn, a receiver, that we call Angel, estimates x based on the value of X.
This problem naturally appears in distributed computations where multiple machines
perform parallel tasks and transmit their results to an aggregator. If communication to
the aggregator is limited, the machines must send estimates of the results. In particular,
we are motivated by recent work addressing the communication bottleneck in distributed
and federated machine learning [6]. There, clients compute a local gradient and send it to
a parameter server that computes the global gradient and updates the model [8]. For the
typical large-scale federated learning problems over edge devices (e.g., mobile phones), the
devices may only be able to communicate a small number of bits per gradient coordinate.
In fact, solutions such as 1-Bit SGD [12] and signSGD [2], have recently been studied as
appealing low-communication solutions that use a single bit per coordinate. Another common
communication-efficient solution is TernGrad [14] that quantizes each coordinate to {−1, 0, 1}
instead of {−1, 1} as commonly done by the 1-bit algorithms.
It is often desirable that each estimate be an unbiased random variable with mean equal
to corresponding x. For example, this provides that the estimates’ average is an unbiased
estimate of the average value. Alternatively, there are cases where it is beneficial to allow
biased estimates, if it reduces the error for that setting (e.g., see EF-signSGD [7]).
In this work, we consider several variations of the above problem. For algorithms that
provide unbiased estimates for every value x, we use the worst-case (over all values of x) vari-
ance as the cost function to be minimized. For biased estimates, we consider the worst-case ex-
pected squared error as the cost, as it coincides with variance for unbiased algorithms. That is,
the worst-case is over the value of x and the expectation of the cost is over the random choices
used by the algorithm. Note that any lower bound for biased algorithms with these costs also
applies to unbiased algorithms, and any upper bound for unbiased algorithms also applies
for biased algorithms. We are interested in both lower and upper bounds in our work.
Beyond unbiased and biased variations, we also consider settings where Buffy and Angel
have access to shared randomness. Shared randomness (often also referred to as public or
common randomness) has been intensively studied in the field of communication complexity
(e.g., see [9]). In our context, such shared randomness can arise naturally by having Buffy
and Angel share a common seed for a pseudo-random number generator, for example. Here,
we model the shared randomness as “perfectly random,” leaving issues related to pseudo-
randomness aside. Nevertheless, we consider solutions using limited amounts of shared
randomness, including the case of just one bit of shared randomness. Such solutions may be
easier and cheaper to implement, including with pseudo-random generators.
We remark that there are known approaches to this problem, including (deterministic)
rounding, randomized rounding (also called stochastic quantization), and subtractive dither-
ing [10]. For a detailed survey of such techniques, we refer the reader to [4]. We discuss these
methods and compare our results with them in context throughout the paper.
Our contribution: In this paper, we study how to minimize the cost (i.e., the worst-
case variance or worst-case expected squared error) for various settings. First, we consider the
setting where there is no shared randomness. In this setting, we show that randomized round-
ing is the optimal unbiased algorithm and that deterministic rounding is optimal when biased
estimations are allowed. While these algorithms are widely used in practice, the optimality
proofs under these cost models have not appeared elsewhere to the best of our knowledge.
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Scenario Unbiased (Variance) Biased (Exp. Squared Error)
No shared randomness 1/4 (randomized rounding)Optimal (Section 3.1)
1/16 = 0.0625
(deterministic rounding)
Optimal (Section 3.2)
`-bit shared randomness
Unbounded private randomness
` = 1 : 18
` = 8 : 112 +
1
393216 ≈ 0.08334
In general: 1/6 · (1/2 + 4−`)
(Section 5.1)
Open
`-bit shared randomness
No private randomness
Impossible
(Section 5.2)
` = 1 : 118 ≈ 0.05555
(Section 5.2.2)
` = 8 : 1830635−1232945
√
2
1858592 ≈ 0.04680
`→∞ : 6
√
10+11
√
5−18√2−17
24
≈ 0.04644 (Section 5.2.4)
Lower Bounds for x ∈ [0, 1]
Unbounded shared randomness
5
√
5−11
4 ≈ 0.04508
(Section 4)
x ∈ {0, 1/2, 1}
1-bit shared randomness
No private randomness
1/16 = 0.0625
(Section 5.1)
3/4− 1/√2 ≈ 0.04289
(Section 5.2.3)
Lower Bounds for x ∈ {0, 1/2, 1}
Unbounded shared randomness
3/4− 1/√2 ≈ 0.04289
(Section 4)
Table 1 A summary of our results.
Next, we explore how to reduce the cost if Buffy and Angel have access to shared
randomness. We prove upper and lower bounds on the attainable variance for unbiased
algorithms and expected squared error for biased ones. For our upper bounds, we assume
that Buffy and Angel have access to ` shared random bits, for some ` ∈ N. We also consider
the limit algorithms where ` is not restricted. Our work addresses several extensions for cases
where unbounded private randomness is allowed, and when it is not. Finally, we consider the
special case where x is known to be in {0, 1/2, 1}, a setting that is of high interest, for example,
for the sign-based federated learning algorithms (e.g., [2, 7]) and particularly for TernGrad [14]
that uses 3-level quantization. We provide an improved algorithm and a matching lower bound
for this setting, thus proving its optimality. A summary of our results appears in Table 1.
2 Preliminaries
We start with several notations. We use [n] to denote {0, 1, . . . , n− 1}, and ∆(S) to denote all
possible probability distributions over the set S. (An element of ∆(S) will be expressed as a
density function when S is uncountable, e.g., if S = [0, 1].) We also use, for a binary predicate
B, 1B as an indicator such that 1B = 1 if B is true and 0 otherwise. Lastly, φ = (1 +
√
5)/2
denotes the Golden Ratio, which naturally comes up in many of our results.
Problem statement: Given a real number x ∈ [0, 1], Buffy compresses it to a single bit
valueX ∈ {0, 1} that is sent to Angel which derives an estimate x̂. We also consider the special
case where x is known to be in {0, 1/2, 1}. Our objective is to minimize the cost that is defined
as the worst-case expected squared error, i.e., maxx∈[0,1] E[(x̂−x)2]. Note that the worst-case
is taken over the value of x and the expectation is over the randomness of the algorithm. In the
unbiased setting, we additionally require E[x̂] = x, in which case the cost becomes Var[x̂], i.e.,
the estimation variance. In some cases, we allow the parties to use ` bits of shared randomness.
That is, we assume that they have access to a random value h ∈ [2`], known to both Buffy
and Angel. When applicable, we use r ∈ [0, 1] to denote the private randomness of Buffy.
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3 Algorithms without Shared Randomness
We recap the performance of two standard algorithms – randomized and deterministic round-
ing. Interestingly, we show that when no shared randomness is allowed, randomized rounding
is an optimal unbiased algorithm, and deterministic rounding is an optimal biased algorithm.
3.1 Randomized Rounding
In randomized rounding, Buffy uses private randomness to generateX ∼ Bernoulli(x) which is
sent using a single bit. In turn, Angel estimates x̂ = X. Clearly, we have that E[x̂] = E[X] = x,
and thus the algorithm is unbiased. The variance of the algorithm is Var[x̂] = Var[X] =
x(1−x), and thus the worst-case is reached at x = 1/2 which gives a cost of 1/4. The following
theorem, whose proof is deferred to Appendix A, shows that randomized rounding is optimal,
in the sense that no unbiased algorithm without shared randomness can have a worst-case
variance lower than 1/4. Intuitively, requiring the estimate to be unbiased forces the algorithm
to send 1 with a probability that is linear in x, maximizing its cost for x = 1/2. The proof also
establishes the intuitive idea that it is not possible to benefit from Angel-side randomness.
I Theorem 1. Any unbiased algorithm without shared randomness must have a worst-case
variance of at least 1/4.
3.2 Deterministic Rounding
With deterministic rounding, Buffy sends X = 1 when x ≥ 1/2. Angel then estimates
x̂ = X/2 + 1/4. Deterministic rounding has an (absolute) error of at most 1/4, which is
achieved for x ∈ {0, 1/2, 1}. Therefore, its cost is 1/16. The next theorem, whose proof
appears in Appendix B, shows that deterministic rounding is optimal, as no algorithm
that does not use shared randomness can have a lower cost (even with unrestricted private
randomness). We show that any such algorithm must have an expected squared error of at
least 1/16 on at least one of {0, 1/2, 1}.
I Theorem 2. Any algorithm without shared randomness must have a worst-case expected
squared error of at least 1/16.
4 Lower Bounds
In this section, we explore lower bounds for algorithms with shared randomness. We use
Yao’s minimax principle [15] to prove a lower bound on the cost of any shared randomness
protocol. We adapt the notations for our specific problem.
I Theorem 3. ([15]) Consider our estimation problem over the inputs x ∈ [0, 1], and let A
be the set of all possible deterministic algorithms. For a (deterministic) algorithm a ∈ A and
input x ∈ [0, 1], let the function c(a, x) = (a(x)− x)2 be its squared error.
Then for any randomized algorithm A and input distribution q ∈ ∆([0, 1]) such that X ∼ q:
max
x∈[0,1]
E [c(A, x)] ≥ min
a∈A
E [c(a,X)] .
That is, the expected squared error (over the choice of x from distribution q) of the best
deterministic algorithm (for q) lower bounds the expected squared error of any randomized
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(potentially biased) algorithm A for the worst-case x (i.e., its cost). Further, the inequality
holds as an equality for the optimal distribution q and algorithm A, i.e.,
min
A
max
x∈[0,1]
E [c(A, x)] = max
q
min
a∈A
E [c(a,X)] .
We proceed by selecting distributions q to lower bound mina∈A E [c(a,X)]. Notice that a
deterministic algorithm is defined using two values v0, v1 ∈ [0, 1], such that if |x−v0| ≤ |x−v1|
then Buffy sends 0 and Angel estimates x as v0. Similarly, if |x− v0| > |x− v1| then Buffy
sends 1 and the Angel estimates x as v1. In general, the above framework asserts that the
expected cost, for the worst-case input, of any randomized algorithm is
max
q∈∆([0,1])
min
v0,v1∈[0,1]
∫ 1
0
min
{
(x− v0)2, (x− v1)2
}
q(x)dx. (1)
Our framework lower bounds the cost for any (biased or unbiased) algorithm that may use
any amount of (shared or private) randomness. We now consider distributions q to lower
bound the cost and later discuss the limitations of this approach.
First, consider a discrete probability distribution q over {0, 1/2, 1}. Any deterministic
algorithm cannot estimate all values exactly, and it must map at least two of the points to a
single value, thus allowing us to lower bound its cost.
I Lemma 4. Any deterministic algorithm must incur a cost of at least q(0)·q(1/2)4(q(0)+q(1/2)) .
Proof. We denote by X0 the set of values in {0, 1/2, 1} that are closer to v0 than to v1. We
assume without loss of generality that v0 ≤ v1 and q(0) ≤ q(1) and prove that an optimal
algorithm would set v0 = q(1/2)2(q(0)+q(1/2)) , v1 = 1, which incurs a cost of
q(0)·q(1/2)
4(q(0)+q(1/2)) . Indeed,
for this choice of v0, v1 we have that X0 = {0, 1/2}, and we get a cost of
q(0)
(
q(1/2)
2(q(0) + q(1/2))
)2
+ q(1/2)
(
1
2 −
q(1/2)
2(q(0) + q(1/2))
)2
= q(0)
(
q(1/2)
2(q(0) + q(1/2))
)2
+ q(1/2)
(
q(0)
2(q(0) + q(1/2))
)2
= q(0)q(1/2)
2 + q(1/2)q(0)2
4 (q(0) + q(1/2))2
= q(0) · q(1/2)4 (q(0) + q(1/2)) .
We now bound the performance of the optimal algorithm. We first notice that an optimal
algorithm should have 0 ∈ X0 and 1 6∈ X0. Next, notice that v0 should be at most 1/2
and v1 should be at least 1/2. Otherwise, one can improve the error for x = 0 or x = 1,
respectively, without increasing the error at 1/2. Further, observe that an optimal algorithm
must have v0 = 0 or v1 = 1. That is because if 1/2 ∈ X0, we can reduce the error for
x = 1 by setting v1 = 1. Similarly, when 1/2 6∈ X0, choosing v0 = 0 decreases the error for
x = 0. Now, we claim that there exists an optimal algorithm for which v1 = 1. Consider
some solution, and set v′0 = 1 − v1 and v′1 = 1. This does not affect the error of x = 1/2,
and does not increase the cost as q(0) ≤ q(1). We are left with choosing v0; let us denote
by c(v0) = q(0)v20 + q(1/2)(1/2− v0)2 the resulting cost. This function has a minimum at
v0 = q(1/2)2(q(0)+q(1/2)) , which gives a cost of
q(0)·q(1/2)
4(q(0)+q(1/2)) . J
The uniform distribution with, q(0) = q(1/2) = q(1) = 1/3, gives a bound of 1/24. We
obtain a tighter bound with a non-uniform distribution. We find that the cost is maximized
when q(0) = q(1) = 1−q(1/2)2 . In this case, the bound becomes
(1−q(1/2))·q(1/2)
4(1+q(1/2)) . This cost is
maximized for q(1/2) =
√
2− 1, giving a lower bound of 3/4− 1/√2 ≈ 0.04289. In fact, one
can verify that this is the best attainable lower bound for any discrete distribution on three
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points. Further, in Section 5.2.3, we show that this is an optimal lower bound when x is
known to be in {0, 1/2, 1}, by giving an algorithm with a matching cost.
Nonetheless, this bound is not tight for general x ∈ [0, 1]. For example, the discrete uniform
distribution over
{
0, 1− 1/√3, 1/√3, 1} yields a lower bound of 2−√36 ≈ 0.04466 ≈ 1/22.4.
Allowing non-uniform distributions improves this further: for the discrete distribution
q(x) =

3−φ
5 if x ∈ {0, 1}
2φ−1
10 if x ∈
{
3φ−4
2 ,
6−3φ
2
}
0 otherwise
,
we get a lower bound of 5φ−82 ≈ 0.04508. While these distributions imply lower bounds on
randomized algorithms’ cost, it is not clear how to find the exact solution for (1), and we
leave it as an open problem. Nonetheless, as we show in Section 5.2.4, our 5φ−82 bound is
within 3.01% of the optimum.
Limitations: The above framework allows for proving lower bounds on the cost.
However, it leaves several gaps: first, it does not provide lower bounds when there is only
a finite amount of randomness. That is, the attained lower bounds apply for algorithms
that may use an arbitrary number of random (both private and shared) bits, while many of
our algorithms use only a few random bits. Second, it is not clear how to use it to derive
stronger bounds on unbiased algorithms. We leave the problem of finding the optimal bounds
for the different settings as future work.
5 Shared Randomness Algorithms
In this section, we give upper bounds for when shared randomness is allowed. We start by
considering algorithms with access to private randomness and then explore solutions that
only exploit a small number of shared random bits.
5.1 Algorithms with Unbounded Private Randomness
Here, we consider the case where the shared randomness is limited to ` bits, i.e., h ∈ [2`],
but Buffy may use unbounded private randomness r ∼ U [0, 1] (that is independent of h).
We present the following algorithm: Buffy sends X to Angel, where
X ,
{
1 if x ≥ (r + h)2−`
0 otherwise
.
Angel then estimates
x̂ = X + (h− 0.5(2` − 1)) · 2−`.
We first show that our protocol is unbiased. It holds that E[h] = 0.5(2` − 1) and
(r + h) ∼ U [0, 2`] (i.e., (r + h)2−` ∼ U [0, 1]), and thus E[x̂] = E[X] = x. We now
state a technical lemma, whose proof appears in Appendix C, that shows the periodicity
of the variance in our algorithm.
I Lemma 5. For any y ∈ [0, 1− 2−`], Var[x̂|x = y] = Var[x̂|x = y + 2−`].
As a result of this periodicity, we can continue the analysis, without loss of generality, under
the assumption that x ∈ [0, 2−`]. We first calculate several useful quantities:
E [X] = E
[
X2
]
= x
E[h] = (2` − 1)/2
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E[h2] = (2` − 1)(2`+1 − 1)/6
E[X · h|x ≤ 2−`] = 0 (as either X = 0 or h = 0, since x ≤ 2−`).
We now proceed with calculating the variance.
Var[x̂|x ≤ 2−`] = E
[(
X + (h− 0.5(2` − 1)) · 2−`)2]− x2
= E
[
X2
]
+ 2−2` · (E [h2]− E [h] · (2` − 1) + 0.25(2` − 1)2)
+ 2−`+1 · E [X · h]− 2−` · (2` − 1) · E [X]− x2
= x+ 2−2` · (E [h2]− E [h] · (2` − 1) + 0.25(2` − 1)2)− 2−` · (2` − 1) · x− x2
= x+2−2` ·(((2` − 1)(2`+1 − 1)/6)− (2` − 1)2/2 + 0.25(2` − 1)2)−2−` · (2`−1) ·x−x2
= 1/12 · (1− 4−`) + 2−`x−x2.
Finally, according to Lemma 5, we get that:
Var[x̂] = 1/12 · (1− 4−`) + 2−`(x mod 2−`)− (x mod 2−`)2. (2)
This gives a worst-case bound, achieved for x ∈ {2−(`+1) + i · 2−` | i ∈ [2`−1]}, of
Var[x̂] ≤ 1/12 · (1− 4−`) + 1/4 · 4−` = 1/6 · (1/2 + 4−`).
In Appendix D, we describe a simple generalization of this algorithm, together with a
lower bound, for sending k > 1 bits. We now explain the connection to subtractive dithering
and explore the applicability of the algorithm for the x ∈ {0, 1/2, 1} special case.
Connection to subtractive dithering: First invented for improving the visibility
of quantized pictures [10], subtractive dithering aims to alleviate potential distortions that
originate from quantization. Subtractive dithering was later extended for other domains such
as speech [3], distributed deep learning [1], and federated learning [13].
In our setting, subtractive dithering corresponds to using shared randomness to add noise
ς to x before applying a deterministic quantization and subtracting ς from the estimation.
Specifically, let Q : [0, 1]→ {0, 1} be a two-level deterministic quantizer such that Q(g) = 1
if g ≥ 1/2 and 0 otherwise. Then, in subtractive dithering Buffy sends X = Q(x + ς)
and Angel estimates x̂ = X − ς.
There are several noise classes that ς can be drawn from, as classified in [11], that yield
x̂ ∼ U [x− 1/2, x+ 1/2]. For example, ς can be distributed uniformly on [−1/2, 1/2].
Consider our algorithm of this section without restricting the number of random bits (i.e.,
`→∞, and rescale so h ∈ U [0, 1]). This would yield the following algorithm:
X ,
{
1 if x ≥ h
0 otherwise
and x̂ = X +h− 0.5. Similarly to subtractive dithering, we get that x̂ ∼ U [x− 1/2, x+ 1/2],
as we prove in Appendix F for completeness. To see that the two algorithms are equivalent
(for ς ∼ U [−1/2, 1/2]), denote h′ = 1/2 − h (i.e., h′ ∼ U [−1/2, 1/2]). Then X = 1 if
x+ h′ ≥ 1/2 and x̂ = X − h′.
Therefore, we conclude that our algorithm provides a spectrum between randomized
rounding (` = 0) and a form of subtractive dithering (`→∞). In practice, this means that
a small number of shared random bits yields a variance which is close to that of subtractive
dithering (Var[x̂] = 1/12). For example, with a single shared random byte (i.e., ` = 8), our
algorithm has a worst-case variance that is within 0.02% of 1/12.
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The x ∈ {0, 1/2, 1} case: Notice that if x is known to be in {0, 1/2, 1}, then our
(` = 1) algorithm gives Var[x̂] = 1/16, as evident from (2). Further, in this case, we do not
require the private randomness as we can rewrite Buffy’s algorithm as:
X ,

0 if x = 0
1− h if x = 1/2
1 if x = 1
,
while Angel estimates x̂ = X + (h − 0.5)/2. This algorithm considerably improves over
randomized rounding (which is optimal when no shared randomness is allowed, as shown in
Appendix A), that has a variance of 1/4 for x = 1/2; i.e., a single shared random bit reduces
the worst-case variance by a factor of 4. Further, it also improves over subtractive dithering,
reducing the variance by a 4/3 factor.
5.2 Algorithms without Private Randomness
In some cases, generating random bits may be expensive, e.g., when running on power-
constrained devices. This is particularly acute when the device operates in an energy
harvesting mode [16]. Past works have even considered how to “recycle” random bits
(e.g., [5]). Therefore, it is important to study how to design algorithms that use just a few
random bits. To address this need, we consider scenarios where Buffy and Angel have access
to a shared `-bit random value h, but no private randomness.
One thing to notice is that Angel can produce at most 2`+1 different values since Angel
is deterministic after obtaining the `+ 1 bits of h and X. In particular, this means there is
no unbiased protocol for general x ∈ [0, 1]. Therefore, we focus on biased algorithms and
study how shared randomness allows improving over deterministic rounding (which is optimal
without shared randomness, as we show in Section 3.2).
We start by presenting adaptations of the subtractive dithering estimation method that
improve, in the biased setting, over both (unbiased) subtractive dithering and deterministic
rounding; to the best of our knowledge, these adaptations are novel. Next, we show how
Buffy can further reduce the cost while, among other changes, using a small number of shared
random bits. We continue by crafting an optimal algorithm using one shared bit for the case
where x is known to be in {0, 1/2, 1}, and conclude by showing that a hybrid approach that
combines our algorithms can decrease the cost further for the general (x ∈ [0, 1]) problem.
5.2.1 Subtractive dithering adaptations
As subtractive dithering provides the lowest cost (albeit, using unbounded shared randomness)
of the mentioned unbiased algorithms, one may wonder if it is possible to adapt it to the
biased scenario. Accordingly, we first briefly overview two natural adjustments that use
unbounded shared randomness and improve over the 1/16 cost of deterministic rounding.
Then, we propose improved protocols that reduce the cost further despite using only a small
number (e.g., ` = 3) of random bits.
Intuitively, subtractive dithering may produce estimates that are outside the [0, 1]
range. Therefore, by truncating the estimates to [0, 1] one may only reduce the expec-
ted squared error for any x 6= 1/2. However, it does not reduce the expected squared error
for x = 1/2, and thus the cost would remain 1/12.
To reduce the cost, one may further truncate the estimates to [z, 1−z] for some z ∈ [0, 1/2].
Indeed, as we show in Appendix E, this truncation reduces the cost to ≈ 0.0602 ≈ 1/16.6,
for z satisfying 1/24 + z2/2 + (2z3)/3 = 0 (z ≈ 0.17349).
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A better adaptation strategy is obtained by changing the estimation to a linear combination
of X and h. Specifically, consider the protocol where Buffy sends (for a shared h ∼ U [0, 1])
X =
{
1 if x ≥ h
0 otherwise
and Angel estimates, for some α ∈ [0, 1],
x̂ = α · h+ (1− α) ·X.
Optimizing the parameters, we show in Appendix G that this algorithm achieves a cost
of 5/3 − φ ≈ 0.04863, which is obtained for α = 2 − φ ≈ 0.382. Interestingly, this cost is
achieved for all x ∈ [0, 1].
5.2.2 An improved algorithm
We now show how to leverage a finite number of shared random bits ` to design improved
algorithms. As we show, it is possible to benefit from deterministically rounding values that
are “close” to 0 or 1 and use the shared randomness only in between.
Similarly to the subtractive dithering adaptation above, Angel estimates x using a linear
combination of h (with weight α) and X (with a weight of 1− α), where α ∈ [0, 1] is chosen
later. For all i ∈ [2` − 1], define the interval
Ii =
[
(1− α)/2 + i · α2` − 1 , (1− α)/2 + (i+ 1) ·
α
2` − 1
)
. (3)
In our algorithm, Buffy sends
X =

0 if x < (1− α)/2
1h≤i if x ∈ Ii, i ∈ [2` − 1]
1 if x ≥ (1 + α)/2
,
and Angel estimates
x̂ = α · h/(2` − 1) + (1− α) ·X. (4)
Note that we deterministically partition the range [(1−α)/2, (1+α)/2] into 2`−1 equally
spaced intervals. Intuitively, these intervals are chosen in a way that makes the expected
squared error a continuous function of x, as our analysis below indicates.
We first derive several quantities that will be useful for calculating the cost.
E[X] = E[X2] =

0 if x < (1− α)/2
(i+ 1)/2` if x ∈ Ii, i ∈ [2` − 1]
1 if x ≥ (1 + α)/2
.
E[h/(2` − 1)] = 1/2.
E[x̂] = α·E[h/(2`−1)]+(1−α)·E[X] =

α/2 if x < (1− α)/2
α/2 + (1− α) · (i+ 1)/2` if x ∈ Ii, i ∈ [2` − 1]
1− α/2 if x ≥ (1 + α)/2
.
E[h/(2` − 1) ·X] =

0 if x < (1− α)/2
i · (i+ 1)/(2`+1 · (2` − 1)) if x ∈ Ii, i ∈ [2` − 1]
1/2 if x ≥ (1 + α)/2
.
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E[(h/(2` − 1))2] = (2`+1 − 1)/(6 · (2` − 1)).
Next, we calculate the second moment of the estimate:
E[x̂2] = α2 · E[(h/(2` − 1))2] + 2α(1− α) · E[h/(2` − 1) ·X] + (1− α)2 · E[X2] =
Ψ if x < (1− α)/2
Ψ + Γi if x ∈ Ii, i ∈ [2` − 1]
Ψ + α(1− α) + (1− α)2 if x ≥ (1 + α)/2
,
where
Ψ = α2 · (2`+1 − 1)/(6 · (2` − 1))
and
Γi = α(1− α) · i · (i+ 1)/(2` · (2` − 1)) + (1− α)2 · (i+ 1)/2`.
Finally, we are ready to express the expected squared error:
E[(x̂− x)2] = E[x̂2]− 2xE[x̂] + x2 =
Ψ− xα+ x2 if x < (1− α)/2
Ψ + Γi − xα− x · (1− α) · (i+ 1)/2`−1 + x2 if x ∈ Ii, i ∈ [2` − 1]
Ψ− (1− x)α+ (1− x)2 if x ≥ (1 + α)/2
.
Solving cost = minα maxx E[(x̂− x)2] yields
cost =
(2` − 1) · (2`+1 − 1) ·
(
2− 3 · 2` + 2`/2 · √5 · 2` − 8
)2
24 · (4` − 2` + 1)2 ,
which is obtained for
x ∈
{
0, (1− α)/2 + (2`−1 − 1) · α2` − 1 , (1− α)/2 + 2
`−1 · α2` − 1 , 1
}
and
α = 1− 5 · 2
`−1 + 3/2 · 4` −
√
2`−2 · (2` − 1)2 · (5 · 2` − 8)
4` − 2` + 1 .
For example, we get that with one shared random bit (` = 1), our algorithm has a cost
of 1/18 ≈ 0.05556 (obtained for α = 1/3), lower than that of deterministic rounding (i.e.,
1/16). For ` = 2, we obtain a cost of 259−140
√
3
338 ≈ 0.04885 (reached for α = 15−6
√
3
13 ), and
` = 3 bits further reduces the cost to 35/722 ≈ 0.04848 (when α = 7/19). Additionally, with
` = 3 bits this improves over the subtractive dithering adaptions (that use unbounded shared
randomness) for all x ∈ [0, 1]. Notice that these costs are ≈23.3%, ≈8.4%, and ≈7.6% from
the 5φ−82 lower bound (see Section 4), and thus from the optimal algorithm.
Interestingly, the cost slightly and monotonically increases when increasing the number
of bits ` beyond 3. This phenomenon suggests that we need more complex algorithms to
leverage additional available random bits. Indeed, in Section 5.2.4 we show that we can
further reduce the cost for ` > 3 using a hybrid approach. For completeness, we give the
limiting algorithm (as `→∞) in Appendix H. Our analysis indicates that the cost becomes
5/3− φ ≈ 0.04863.1
1 This is the same as our subtractive dithering adaption (that uses a convex combination of X and h),
but it has a strictly lower error for any x ∈ [0, 1] \ {0, 1/2, 1}.
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Figure 1 An illustration of the expected squared errors that motivate our choice of creating a
hybrid of the optimal {0, 1/2, 1} and the biased `→∞ algorithms.
5.2.3 The x ∈ {0, 1/2, 1} case
We now consider how to optimize the ` = 1 bit algorithm for the scenario where x is
guaranteed to be in {0, 1/2, 1}. Intuitively, in this case, Buffy always sends 0 if x = 0, 1 if
x = 1, and 1 − h for x = 1/2. Applying equation (4) with ` = 1, Angel estimates x̂ as α,
1− α and α · h+ (1− α) · (1− h), respectively. For example, this means that if x = 0, the
squared error is 0 if h = 0 and α2 otherwise. That is, the expected squared error is α2/2.
We optimize over the α value to minimize the cost
min
α∈[0,1]
max
{
α2/2, (1− (1− α))2/2,E
[
(1/2− (α · h+ (1− α) · (1− h)))2
]}
.
This is optimized for α = 1 − 1/√2 (note that it is different than the value used for
arbitrary x ∈ [0, 1]), yielding a cost of 3/4− 1/√2 ≈ 0.04289, which is optimal according to
our lower bound (see Section 4).
5.2.4 Improving the cost further using a hybrid algorithm
As mentioned, for the case x ∈ [0, 1], our algorithms above do not improve when given
access to more than ` = 3 bits. This suggests that an optimal algorithm, unlike the
solution from Section 5.2.2, may need to use a non-uniform or probabilistic partitioning of
the [0, 1] interval using the α parameter.
We now explore how to reduce the cost using randomized thresholding, achieved through
probabilistic multiplexing of the above algorithms. That is, Buffy and Angel will randomly se-
lect the executed protocol using the shared randomness, thus achieving implicit coordination.
To simplify the notation, we use A[0,1] to denote our general (i.e., x ∈ [0, 1]) with `→∞
(also given explicitly in Appendix H) algorithm, and A{0,1/2,1} to denote our algorithm for
when x is guaranteed to be in {0, 1/2, 1}. Our observation is that A[0,1], behaves differ-
ently than A{0,1/2,1}. Specifically, for the first, the expected squared error is maximized at
{0, 1/2, 1}, while for the latter, the expected squared error is lower at these points. This sug-
gests that by randomly choosing which of these algorithms to execute one can lower the cost.
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Figure 2 An illustration of the variance and expected squared error of the different algorithms.
In particular, we propose to multiplex between A[0,1] and A{0,1/2,1} as follows. With
probability p, to be determined later, both Buffy and Angel use A[0,1] and otherwise A{0,1/2,1},
using the shared randomness to implicitly decide on the protocol. This means that the
expected squared error becomes:
E[(x̂− x)2] = E[(x̂− x)2|running A[0,1]] · p+ E[(x̂− x)2|running A{0,1/2,1}] · (1− p).
We get that the cost, optimized for p = φ− 1, is 6
√
10+11
√
5−18√2−17
24 ≈ 0.04644 (obtained
for x ∈
(
{0, 1} ∪
[
1
2
√
2 , 1− 12√2
])
). Notice that the cost of the algorithm is within 3.01%
from the lower bound in Section 4.
Figure 1 illustrates how the non-hybrid (Section 5.2.2) ` = 3 algorithm has a lower
cost than that of ` → ∞. However, as its worst-case expected squared error is not at
x = 1/2, it does not multiplex as well with A{0,1/2,1}. Specifically, a hybrid algorithm
that uses ` = 3 bits instead of the limit (` → ∞) algorithm results in a higher cost
of 102/361− 1/(3√2) ≈ 0.04685 (which is obtained for p = 2/3).
The above hybrid algorithms use unbounded shared randomness. In cases where we wish
to use a small number of shared bits, we can approximate the better algorithm (that uses
`→∞ for A[0,1]); below we give a couple of examples.
Example I: Consider using ` = 4 bits. In this case, we use p = 3/4 and use the 2-bit
algorithm from Section 5.2.2 as A[0,1]. The cost is then 1049−169
√
2−430√3
1352 ≈ 0.0482 (obtained
for x ∈
{
4+
√
3
13 ,
9−√3
13
}
), which improves over the 3-bit algorithm.
Example II: Consider using one random byte (` = 8). In that case, we use p = 11/16
together with the 4-bit algorithm. The cost then becomes 1830635−1232945
√
2
1858592 ≈ 0.04680
(obtained for x ∈
{
109+6
√
2
241 ,
132−6√2
241
}
). This further improves over the cost of Example I,
over the best hybrid solution with ` = 3 (that uses unbounded randomness to represent the
p = 2/3 value), and is within 1% of the unbounded shared randomness algorithm.
6 Visual Comparison of the Algorithms
We illustrate the different algorithms in Figure 2. In the unbiased case, notice how a single
(` = 1) shared random bit significantly improves over randomized rounding (which is optimal
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when Buffy and Angel are restricted to private randomness). This further improves for larger
` values, where for ` = 8 we have a cost that is only 0.02% higher than that of subtractive
dithering which uses unbounded shared randomness (the difference shown in zoom). When x
is known to be in {0, 1/2, 1} (right-hand side of the figure), it is evident how our unbiased
` = 1 algorithm improves over both randomized rounding and subtractive dithering.
In the biased case, our novel adaptation to the subtractive dithering estimation (termed
biased Subtractive dithering) improves over the cost of deterministic rounding. In addition,
the ` = 1 algorithm also improves over deterministic rounding, despite using a single shared
random bit. Further, our hybrid algorithm with a single shared random byte achieves
the best cost and is within 1% of the cost of the limit (` → ∞) hybrid algorithm shown
in Figure 1 that uses unbounded shared randomness. Finally, if x is known to be in
{0, 1/2, 1}, our (optimal) biased {0, 1/2, 1} algorithm improves over all other solutions
while using only a single shared random bit.
7 Discussion
In this paper, we studied upper and lower bounds for the problem of sending a real number
using a single bit. The goal is to minimize the cost, which is the worst-case variance for
unbiased algorithms or the worst-case expected squared error for biased ones. For all cases,
we demonstrated how shared randomness helps to reduce the cost. Motivated by real-world
applications, we derived algorithms with a bounded number of random bits, that can be as
low as a single shared bit. For example, in the unbiased case, using just one shared random
bit reduces the variance two-fold compared to randomized rounding (which is optimal when
no shared randomness is available). Further, using a single byte of shared randomness, our
algorithm’s variance is within 0.02% from the state of the art, which uses unbounded shared
randomness. Our results are also near-optimal in the biased case, with a gap lower than 3.01%
between the upper and lower bounds. Further, restricting the shared randomness to a single
byte increases the cost by less than 1%. We also studied the special case where the number is
guaranteed to be in {0, 1/2, 1}, and gave an optimal algorithm with a matching lower bound.
Our work leaves several open problems beyond settling the correct bounds. First, our
lower bounds apply for biased algorithms that use unbounded shared randomness, and
improving the bounds for other cases is left as future work. Second, we focused on a setting
where the number is to be sent using a single bit and leave open the more general problem
of optimizing the cost when sending k bits, for some k > 1. We make a first small step in
Appendix D, where we provide simple generalizations of our unbiased algorithm and a lower
bound to sending k bits. Third, we are unclear on whether private randomness can help
improve biased algorithms (see Table 1) and leave it as future work. Finally, in some cases,
both Buffy and Angel may know the prior distribution of x. For example, in such a scenario,
Buffy may send a bit specifying whether x is larger than its median, and Angel will estimate
it using the expected conditioned value. For example, deterministic rounding is a special
case of this algorithm for a uniformly distributed number on [0, 1]. It is unclear whether
shared randomness can help in such a setting.
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A Optimality of randomized rounding
We show that without shared randomness, randomized rounding is optimal in the sense that
it minimizes the worst-case estimation variance.
Consider an arbitrary protocol. We model it as follows: we have two (deterministic)
parameters: Y : [0, 1]→ [0, 1] and Γ : {0, 1} → ∆([0, 1]).
Buffy computes p = Y (x) and sends X ∼ Bernoulli(p). In turn, Angel receives X, and
estimates x by drawing from the distribution Γ(X). We also denote by Z0 ∼ Γ(0) and
Z1 ∼ Γ(1) random variables such that the final estimate is
x̂ = 1X=0 · Z0 + 1X=1 · Z1.
Notice that this formulation captures any protocol. For example, randomized rounding is
defined as Y (x) = x and
Γ(X)(y) =
{
1 if y = X
0 otherwise
.
(this is a slight abuse of notation as the above definition assumes that Γ(X) is a density function).
We demand that the protocol will produce unbiased estimates for any x. That is,
it must satisfy:
E[x̂] = Y (x) · E [Z1] + (1− Y (x)) · E [Z0] = x. (5)
In particular, for x = 0, we have:
Y (0) · E [Z1] + (1− Y (0)) · E [Z0] = 0.
and equivalently:
E [Z0] = − Y (0)1− Y (0) · E [Z1] . (6)
Similarly, plugging x = 1 into (5) gives:
Y (1) · E [Z1] + (1− Y (1)) · E [Z0] = 1.
Using (6), we proceed with several simplifications:
Y (1) · E [Z1] + (1− Y (1)) · − Y (0)1− Y (0) · E [Z1] = 1.
E [Z1] ·
(
Y (1)− (1− Y (1)) Y (0)1− Y (0)
)
= 1.
E [Z1] ·
(
Y (1) · (1− Y (0))− (1− Y (1))Y (0)
1− Y (0)
)
= 1.
E [Z1] ·
(
Y (1)− Y (0)
1− Y (0)
)
= 1.
E [Z1] =
1− Y (0)
Y (1)− Y (0) . (7)
Plugging (7) into (6), we also get:
E [Z0] = − Y (0)1− Y (0) · E [Z1] = −
Y (0)
Y (1)− Y (0) . (8)
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Substituting (7) and (8) in (5), we simplify the expression further:
Y (x) · E [Z1] + (1− Y (x)) · E [Z0] = x.
Y (x) · 1− Y (0)
Y (1)− Y (0) + (1− Y (x)) · −
Y (0)
Y (1)− Y (0) = x.
Y (x) · (1− Y (0))− (1− Y (x)) · Y (0)
Y (1)− Y (0) = x.
Y (x)− Y (0)
Y (1)− Y (0) = x.
Y (x) = x · (Y (1)− Y (0)) + Y (0) = x · Y (1) + (1− x) · Y (0)
Y (x) = x · Y (1) + (1− x) · Y (0). (9)
That is, we got that the probability to send X = 1 must be linear in x. We analyze the
variance that results for x = 0.5.
Var[x̂|x = 0.5] = E[(x̂− 0.5)2 |x = 0.5] = E[(x̂)2 |x = 0.5]− E[(x̂) |x = 0.5] + 0.25.
Since x̂ is unbiased, E[(x̂) |x = 0.5] = 0.5 and we get
Var[x̂|x = 0.5] = E[(x̂)2 |x = 0.5]− 0.25. (10)
Next, we analyze E[(x̂)2 |x = 0.5]:
E[(x̂)2 |x = 0.5] = E
[
(1X=0 · Z0 + 1X=1 · Z1)2 |x = 0.5
]
= E
[
(Z0)2 · 1X=0|x = 0.5
]
+ E
[
(Z1)2 · 1X=1|x = 0.5
]
.
We have that Z0, Z1 are independent of 1X=0,1X=1 and of x, and thus
E[(x̂)2 |x = 0.5] = E [(Z0)2|x = 0.5] · (1− Y (0.5)) + E [(Z1)2|x = 0.5] · Y (0.5)
= E
[
(Z0)2
] · (1− Y (0.5)) + E [(Z1)2] · Y (0.5)
≥ (E [Z0])2 · (1− Y (0.5)) + (E [Z1])2 · Y (0.5). (11)
Using (7) and (8), we have:
E[(x̂)2 |x = 0.5] ≥
(
Y (0)
Y (1)− Y (0)
)2
· (1− Y (0.5)) +
(
1− Y (0)
Y (1)− Y (0)
)2
· Y (0.5)
= (Y (0))
2 · (1− Y (0.5)) + (1− Y (0))2 · Y (0.5)
(Y (1)− Y (0))2
= (Y (0))
2 + Y (0.5)− 2Y (0)Y (0.5)
(Y (1)− Y (0))2 .
We now use (9) for x = 0.5 and get Y (0.5) = 0.5 · (Y (0) + Y (1)), which means:
E[(x̂)2 |x = 0.5] ≥ (Y (0))
2 + Y (0.5)− 2Y (0)Y (0.5)
(Y (1)− Y (0))2
= (Y (0))
2 + 0.5 · (Y (0) + Y (1))− 2Y (0) · 0.5 · (Y (0) + Y (1))
(Y (1)− Y (0))2
= 0.5 · (Y (0) + Y (1))− Y (0) · Y (1)
(Y (1)− Y (0))2 .
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Combined with (10), this gives:
Var[x̂|x = 0.5] = E[(x̂)2 |x = 0.5]− 0.25 (12)
≥ 0.5 · (Y (0) + Y (1))− Y (0) · Y (1)
(Y (1)− Y (0))2 − 0.25
= 0.5 · (Y (0) + Y (1))− Y (0) · Y (1)− 0.25 (Y (1)− Y (0))
2
(Y (1)− Y (0))2
= 0.5 · (Y (0) + Y (1))− Y (0) · Y (1)− 0.25 (Y (1))
2 + 0.5Y (0)Y (1)− 0.25 (Y (0))2
(Y (1)− Y (0))2
= 0.5 · (Y (0) + Y (1))− 0.5Y (0) · Y (1)− 0.25 (Y (1))
2 − 0.25 (Y (0))2
(Y (1)− Y (0))2
=
0.5 · (Y (0) + Y (1))−
(
0.5 · (Y (0) + Y (1))
)2
(Y (1)− Y (0))2 . (13)
Over the domain Y (0), Y (1) ∈ [0, 1], (13) has two minima: Y (0) = 0, Y (1) = 1 and
Y (0) = 1, Y (1) = 0. Indeed, the first corresponds to randomized rounding, while the second
is using a simple transform that negates the randomized rounding’s bit.
To conclude, we established that randomized rounding has a minimal worst-case variance.
As a side note, by deterministically estimating x̂ = X, Inequality (11) holds as an equality
and the variance is exactly 0.25.
B Optimality of deterministic rounding
We show that without shared randomness, deterministic rounding is an optimal biased
solution. Notice that, in such a case, any protocol is defined by the probability of sending 1,
denoted Y (x), and the reconstruction distributions V0, V1 ∈ ∆([0, 1]).
Let us examine E[V0] and E[V1]. We assume, without lost of generality, that E[V0] ≤ E[V1].
We have that:
E[x̂] = Y (x)E[V1] + (1− Y (x))E[V0].
That is, we have that for any x ∈ [0, 1]: E[V0] ≤ E[x̂] ≤ E[V1]. Next, we have that our cost
E[(x̂− x)2] is bounded as
E[(x̂− x)2] ≥ (E[(x̂− x)])2 .
In particular, for x = 0, we get that
E[(x̂− x)2|x = 0] ≥ (E[x̂|x = 0])2 ≥ (E[V0])2 .
Similarly, for x = 1, we have
E[(x̂− x)2|x = 1] ≥ (E[(x̂)|x = 1]− 1)2 ≥ (1− E[V1])2 .
Notice that if E[V0] ≥ 0.25 then E[(x̂− x)2|x = 0] ≥ 1/16, and similarly, if E[V1] ≤ 0.75 then
E[(x̂ − x)2|x = 1] ≥ 1/16. Assume to the contrary that there exists an algorithm with a
with a worst-case expected squared error lower than 1/16, then we have E[V0] ≤ 0.25 and
E[V1] ≥ 0.75. However, we have that x = 0.5 gives:
E[(x̂− x)2|x = 0.5] = E[x̂2|x = 0.5]− 2xE[x̂|x = 0.5] + 0.25
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= Y (0.5)E[V 21 ] + (1− Y (0.5))E[V 20 ]− (Y (0.5)E[V1] + (1− Y (0.5))E[V0]) + 0.25
≥ Y (0.5)(E[V1])2 + (1− Y (0.5))(E[V0])2 − (Y (0.5)E[V1] + (1− Y (0.5))E[V0]) + 0.25
= Y (0.5) · E[V1] · (E[V1]− 1) + (1− Y (0.5)) · E[V0] · (E[V0]− 1) + 0.25
≥ Y (0.5) · 0.75 · (−0.25) + (1− Y (0.5)) · 0.25 · (−0.75) + 0.25 = 0.25− 3/16 = 1/16.
In the first inequality, we used that fact that for any random variable V : E[V 2] ≥ (E[V ])2,
and in the second we used E[V0] ≤ 0.25 and E[V1] ≥ 0.75. This concludes the proof and
establishes the optimality of deterministic rounding when no shared randomness is used.
C Proof of Lemma 5
Proof. Let y ∈ [0, 1−2−`] and denote z = y+2−`, m = y mod 2−`, and ζ = ⌊y · 2`⌋. Notice
that if h < ζ, then Buffy will send X = 1 for both y and z. Similarly, if h ≥ ζ + 1, Buffy will
send X = 0 for both y and z. Notice that, for any y and `:
2`y − ⌊y · 2`⌋ = 2`(y mod 2−`).
and thus
y mod 2−` = y − ⌊y · 2`⌋ · 2−`.
Therefore, we can write:
(x̂|x = y) = (h− 0.5(2` − 1)) · 2−` + 1h<ζ + 1(h=ζ)∧(r<2`·(y mod 2−`))
(x̂|x = z) = (h− 0.5(2` − 1)) · 2−` + 1h<ζ+1 + 1(h=ζ+1)∧(r<2`·(z mod 2−`))
Denote (h− 0.5(2` − 1)) · 2−` by ψ. Thus, since y mod 2−` = z mod 2−`:
Var[x̂|x = z]−Var[x̂|x = y] =
E
[(
ψ + 1h<ζ+1 + 1(h=ζ+1)∧(r<2`·(y mod 2−`))
)2]−
E
[(
(ψ + 1h<ζ + 1(h=ζ)∧(r<2`·(y mod 2−`))
)2]− z2 + y2 =
E
[
1h<ζ+1 + 1(h=ζ+1)∧(r<2`·(y mod 2−`)) + 2ψ
(
1h<ζ+1 + 1(h=ζ+1)∧(r<2`·(y mod 2−`))
)
− (1h<ζ + 1(h=ζ)∧(r<2`·(y mod 2−`)) + 2ψ (1h<ζ + 1(h=ζ)∧(r<2`·(y mod 2−`))))
]
− z2 + y2 =
E
[
1h=ζ + 1(h=ζ+1)∧(r<2`·(y mod 2−`)) −
(
1(h=ζ)∧(r<2`·(y mod 2−`))
)
+ 2ψ
(
1h=ζ + 1(h=ζ+1)∧(r<2`·(y mod 2−`)) − 1(h=ζ)∧(r<2`·(y mod 2−`))
) ]− z2 + y2 =
E
[ (
1− 1r<2`·(y mod 2−`) + 2ψ
(
1− 1r<2`·(y mod 2−`)
)) · 1h=ζ+
(
1r<2`·(y mod 2−`) + 2ψ1r<2`·(y mod 2−`)
) · 1h=ζ+1]− z2 + y2 =
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E
[
1− 1r<2`·(y mod 2−`) + 2ψ
(
1− 1r<2`·(y mod 2−`)
) |h = ζ] · Pr[h = ζ]+
E
[
1r<2`·(y mod 2−`) + 2ψ · 1r<2`·(y mod 2−`)|h = ζ + 1
] · Pr[h = ζ + 1]− z2 + y2 =
2−` ·
(
E
[
2ψ
(
1− 1r<2`·(y mod 2−`)
) |h = ζ]+
E
[
2ψ · 1r<2`·(y mod 2−`)|h = ζ + 1
])
+ 2−` − z2 + y2 =(as h is independent of r)
2−` ·
(
E
[
2
(
(ζ − 0.5(2` − 1)) · 2−`) (1− 1r<2`·(y mod 2−`))]+
E
[
2
(
(ζ + 1− 0.5(2` − 1)) · 2−`) · 1r<2`·(y mod 2−`)]
)
+ 2−` − z2 + y2 =
2−` ·
(
2
(
(ζ − 0.5(2` − 1)) · 2−`)+ 21−` · E [1r<2`·(y mod 2−`)]
)
+ 2−` − z2 + y2 =
2−` ·
(
2
(
(ζ − 0.5(2` − 1)) · 2−`)+ 21−` · (2` · (y mod 2−`)))+ 2−` − z2 + y2 =
2−` ·
((
2ζ − (2` − 1)) · 2−` + 2 · (y mod 2−`))+ 2−` − z2 + y2 =
2−` ·
(
(2ζ + 1) · 2−` + 2 · (y mod 2−`)
)
− z2 + y2 =
2−` ·
((
2
⌊
y · 2`⌋+ 1) · 2−` + 2 · (y − ⌊y · 2`⌋ · 2−`))− z2 + y2 =
2−` ·
(
2−` + 2y
)
− (z − y)(z + y) = 0. J
D Generalization to k Bits
D.1 General Quantized Algorithm
We use a hash function h such that h ∈ {0, 1}` is uniformly distributed. Let A ∼ U [0, 1] be
independent of h. C =
⌊(
2k − 1) · x⌋
p =
(
2k − 1) · x− ⌊(2k − 1) · x⌋
R = 2k − 1
We then set
X ,
{
C + 1 if p ≥ (A+ h)2−`
C otherwise
We send X to the Angel which estimates
x̂ = X + (h− 0.5(2
` − 1)) · 2−`
R
.
To show that our protocol is unbiased, notice that: E[X] = R·x and that E[h] = 0.5(2`−1).
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D.2 Lower Bounds
Similarly to the 1-bit case, we consider the discrete distribution over{
i ·
(
1
3 · 2k−1 − 1
)
| i ∈ {0, 1, . . . , 3 · 2k−1 − 1}} .
We set a1/2 =
√
2−1
2k−1 and a0 = a1 =
1−a1/2
2k and
∀i : q
(
i ·
(
1
3 · 2k−1 − 1
))
= a(i mod 3)/2.
When each consecutive set of three points has the same probability, one can derive an optimal
algorithm with precisely two values between each such triplet. The optimal choice of locations
of the values in each triplet is similar to our single-bit analysis of the previous subsection,
i.e., one should have a values at{√
2− 1 + i
2k−1
∣∣∣ i ∈ {0, 1, . . . , 2k−1 − 1}}⋃{ i2k−1 ∣∣∣ i ∈ {1, . . . , 2k−1}
}
.
We turn into calculating the cost. Notice that every triplet has a width of 23·2k−1−1 . Therefore,
the cost now reduces, compared to the 1-bit analysis, by a factor of
(
2
3·2k−1−1
)2
. That is,
we get a lower bound of 3−2
√
2
(3·2k−1−1)2 =
3−2√2
2.25(2k−2/3)2 .
We note that, for large values of k and `, our variance is within 10% of the lower bound,
as
lim
k,`→∞
1
12(2k−1)2
3−2√2
2.25(2k−2/3)2
= 9 + 6
√
2
16 ≈ 1.093.
E Truncated Dithering
We now analyze the cost attainable by truncating the subtractive dithering algorithm to some
interval [z, 1− z]. Let h ∼ U [0, 1] be a shared uniform random variable. Consider sending
X =
{
1 if x ≥ h
0 otherwise
similarly to our algorithm for `→∞ (see Section 5.1). However, unlike our algorithm, for a
parameter z ∈ [0, 1/2], Angel estimates x as
x̂ = min {max {X + h− 1/2, z} , 1− z} .
That is, we truncate the estimation to the interval [z, 1−z], for some parameter z ∈ [0, 0.5]
that we determine later.
I Lemma 6. For the z ∈ [0, 1/2] that satisfies 1/24 + z2/2 + (2z3)/3 = 0 (z ≈ 0.17349), the
cost of the above algorithm is 2/3 · z3 + 1/2 · z2 + 1/24 ≈ 0.0602 ≈ 1/16.6.
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Proof. Assume, without loss of generality, that x ∈ [0, 1/2]. According to Lemma 7,
we have that
X + h− 1/2 ∼ U [x− 1/2, x+ 1/2].
Therefore, Angel will estimate x as follows: With probability 1/2 + z − x, x̂ = z; with prob-
ability max {0, x+ 1/2− (1− z)}, x̂ = 1− z; and otherwise x̂ ∼ U [z,min {x+ 1/2, 1− z}].
We proceed with a case analysis. First, let us consider the (x < 1/2− z) case. This yields
x̂ =
{
uniform on [z, x+ 1/2] with probability 1/2 + z − x
z otherwise
.
Therefore, the cost would be
(1/2 + z − x) · (z − x)2 + (1/2 + x− z) ·
∫ x+1/2
z
(t− x)2
1/2 + x− z dt
= (1/2 + z − x) · (z − x)2 + 1/24 + x3/3− x2z + xz2 − z3/3
= 1/24 + x2/2− (2x3)/3− xz + 2x2z + z2/2− 2xz2 + (2z3)/3.
We have that the derivative with respect to x is:
−2x2 + x(4z + 1)− z(1 + 2z).
Therefore, the potential extrema are x ∈ {0, 1/2− z} and when the derivative vanishes,
which gives x = z (the other extreme point is not in [0, 0.5]). We then get
cost =

2/3 · z3 + 1/2 · z2 + 1/24 if x = 0
1/24 if x = z
1/12− 2z2 + 16/3 · z3 if x = 1/2− z
Next, we consider the x ≥ 1/2− z case. In such a case, we get that
x̂ =

uniform on [z, 1− z] with probability 1− 2z
z with probability 1/2 + z − x
1− z otherwise (w.p. z + x− 1/2)
.
Then, our cost is:
(1/2 + z − x) · (z − x)2 + (z + x− 1/2) · (1− z)2 + (1− 2z) ·
∫ 1−z
z
(t− x)2
1− 2z dt
= −1/6 + (3x2)/2− x3 + z − xz + x2z − z2 − 2xz2 + (4z3)/3.
We then get
cost = −3x2 − z(1 + 2z) + x(3 + 2z).
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Therefore, the potential extrema are x ∈ {1/2− z, 1/2} and where E[cost] = 0, which gives
x = 3+2z−
√
9−20z2
6 . This yields
cost =

1/12− 2z2 + (16z3)/3 if x = 1/2− z
4/3z3 − 2z2 + 3/4z + 1/12 if x = 1/2
1/12 + z − 2z2 + 20/27 · z3 +√9− 20z2 · (−1/12 + 5/27 · z2) if x = 3+2z−
√
9−20z2
6
It follows that
1/12 + z− 2z2 + 20/27 · z3 +
√
9− 20z2 · (−1/12 + 5/27 · z2) ≤ 4/3z3− 2z2 + 3/4z+ 1/12
for all z ∈ [0, 0.5], and therefore we focus on x ∈ {0, 1/2− z, 1/2}. Notice that minz∈[0,1/2] 1/12−
2z2 + (16z3)/3 = 1/24, which is achieved for z = 1/24.
Finally, by choosing the z value which minimizes
max
{
2z(0.5− z)2 +
∫ 1−z
z
(0.5− t)2dt, (0.5 + z) · z2 +
∫ 0.5
z
t2dt
}
,
which is obtained for the z value that satisfies 1/24 + z2/2 + (2z3)/3 = 0 (z ≈ 0.17349),
we get an expected worst-case squared error of ≈ 0.0602 ≈ 1/16.6.
As a side note, one can obtain a slightly stronger bound by further truncating the
estimations to e± 1/2, where e = X + h− 1/2. For example, if e = −0.4 then the algorithm
should not estimate x̂ ≈ 0.173 as x is guaranteed to be at most 0.1. Instead, the algorithm
would estimate:
x̂ = max(min(e,max(1− z, e− 1/2)),min(z, e + 1/2)).
In such a case, we can choose z ≈ 0.182 and get a cost of 0.05824 ≈ 1/17.17. For
simplicity, we omit the technical details. J
F Limit Algorithm Uniformness Proof
Recall that the algorithm uses h ∼ U [0, 1] where Buffy sends
X ,
{
1 if x ≥ h
0 otherwise
and Angel estimates x̂ = X + h− 0.5.
I Lemma 7. For a fixed value of x, it holds that x̂ ∼ U [x− 12 , x+ 12].
Proof. Let Z = 1h≤x + h. We have that Z ∼ U [x, 1 + x], i.e.,
fZ(z) =
{
1 if z ∈ [x, 1 + x]
0 Otherwise
.
This is because
Pr[Z ≤ z] =

1 if z ≥ 1 + x
z − p if z ∈ (x, 1 + x)
0 if z ≤ x
.
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Therefore,
X + h− 1/2 = Z − 1/2 ∼ U [x− 1/2, (1 + x)− 1/2] .
This concludes the proof. J
I Corollary 8. Our estimator is unbiased, i.e., E[x̂] = x.
I Corollary 9. Our variance is constant for all x ∈ [0, 1] and satisfies Var[x̂] = 112 .
G Convex-combination Biased Adaptation for Subtractive Dithering
Here, we analyze the algorithm in which Buffy sends (for a shared h ∼ U [0, 1])
X =
{
1 if x ≥ h
0 otherwise
,
and Angel estimates, for some α ∈ [0, 1],
x̂ = α · h+ (1− α) ·X.
Notice that
E[x̂] = α/2 + (1− α) · x.
E[h2] = 1/3.
E[h ·X] =
∫ x
0
tdt = x2/2.
E[x̂2] = α2 · E[h2] + (1− α)2 · x+ 2α(1− α)E[h ·X] = α2/3 + (1− α)2 · x+ α(1− α) · x2.
We compute the expected squared error:
E[(x̂− x)2] = E[x̂2]− 2xE[x̂] + x2
= α2/3 + (1− α)2 · x+ α(1− α) · x2 − 2x(α/2 + (1− α) · x) + x2
= x− x2 − 3xα+ 3x2α+ α2/3 + xα2 − x2α2. (14)
We then get
∂E[(x̂− x)2]
∂x
= (−1 + 2x)(−1 + 3α− α2).
Therefore, the possible extrema are {0, 1/2, 1}. Minimizing (14), we get that the optimal
choice is α = 2− φ ≈ 0.382, which gives E[(x̂− x)2] ≤ 5/3− φ ≈ 0.04863.
H Limiting Biased Algorithm
In the limit algorithm, Buffy sends:
X =

0 if x < (1− α)/2
1
h≤ x−(1−α)/2α
if x ∈ [(1− α)/2, (1 + α)/2]
1 if x ≥ (1 + α)/2
.
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In turn, Angel estimates:
x̂ = α · h+ (1− α) ·X
Let us calculate several useful quantities:
E[X] = E[X2] =

0 if x < (1− α)/2
x−(1−α)/2
α if x ∈ [(1− α)/2, (1 + α)/2]
1 if x ≥ (1 + α)/2
.
E[x̂] = α/2 + (1− α) · E[X] = α/2 + (1− α) ·

0 if x < (1− α)/2
x−(1−α)/2
α if x ∈ [(1− α)/2, (1 + α)/2]
1 if x ≥ (1 + α)/2
.
E[h2] = 1/3.
E[h ·X] =

0 if x < (1− α)/2∫ x−(1−α)/2
α
0 tdt if x ∈ [(1− α)/2, (1 + α)/2]
1/2 if x ≥ (1 + α)/2
=

0 if x < (1− α)/2
1
2
(
x−(1−α)/2
α
)2
if x ∈ [(1− α)/2, (1 + α)/2]
1/2 if x ≥ (1 + α)/2
E[x̂2] = α2 · E[h2] + (1− α)2 · E[X2] + 2α(1− α)E[h ·X]
= α2/3 + (1− α)2 ·

0 if x < (1− α)/2
x−(1−α)/2
α if x ∈ [(1− α)/2, (1 + α)/2]
1 if x ≥ (1 + α)/2
+ 2α(1− α)

0 if x < (1− α)/2
1
2
(
x−(1−α)/2
α
)2
if x ∈ [(1− α)/2, (1 + α)/2]
1/2 if x ≥ (1 + α)/2
=

α2/3 if x < (1− α)/2
α2/3 + (1− α)2 · x−(1−α)/2α + α(1− α) ·
(
x−(1−α)/2
α
)2
if x ∈ [(1− α)/2, (1 + α)/2]
α2/3 + 1− α if x ≥ (1 + α)/2
=

α2/3 if x < (1− α)/2
3/4− x2 − 1/(4α) + x2/α− (3α)/4 + (7α2)/12 if x ∈ [(1− α)/2, (1 + α)/2]
α2/3 + 1− α if x ≥ (1 + α)/2
We proceed with analyzing the expected squared error:
E[(x̂− x)2] = E[x̂2]− 2xE[x̂] + x2
= x2 +

α2/3 if x < (1− α)/2
3/4− x2 − 1/(4α) + x2/α− (3α)/4 + (7α2)/12 if x ∈ [(1− α)/2, (1 + α)/2]
α2/3 + 1− α if x ≥ (1 + α)/2
− 2x ·
α/2 + (1− α) ·

0 if x < (1− α)/2
x−(1−α)/2
α
if x ∈ [(1− α)/2, (1 + α)/2]
1 if x ≥ (1 + α)/2

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=

x2 + α2/3− x · α if x < (1− α)/2
3α−1
4α + x
2/α+ (7α2 − 9α)/12− x · α− 2x(1− α) · x−(1−α)/2
α
if x ∈ [(1− α)/2, (1 + α)/2]
x2 + α2/3 + 1− α− 2x(1− α/2) if x ≥ (1 + α)/2
Choosing α = 2− φ as before, which minimizes the worst-case expected squared error,
we get that
E[(x̂− x)2] =

x2 + (φ− 2) · x+ (5/3− φ) if x < (φ− 1)/2
2φ−3
φ−2 · x2 + (φ− 1) · x+ 23−15φ12 if x ∈ [(1− α)/2, (1 + α)/2]
x2 − φ · x+ 2/3 if x > (3− φ)/2
Our analysis indicates that the cost becomes 5/3 − φ ≈ 0.04863, which is reached for
x ∈ {0, 1/2, 1}.
