The subject of the present paper is the search for examples of Riemann tensors which contain terms with a structure of certain generators of algebraic curvature tensors.
Introduction
The subject of the present paper is the search for examples of Riemann tensors which contain terms with a structure of certain generators of algebraic curvature tensors.
Let V be a finite-dimensional K-vector space, where K is the field of real or complex numbers. We denote by T r V the K-vector space of covariant tensors of order r over V . 4 V which satisfy for all w, x, y, z ∈ V R(w, x, y, z) = −R(w, x, z, y) = R(y, z, w, x)
Definition 1.1 The K-vector space A(V ) ⊂ T 4 V of all algebraic curvature tensors is the set of all tensors R ∈ T
(1) R(w, x, y, z) + R(w, y, z, x) + R(w, z, x, y) = 0 .
For algebraic curvature tensors several types of generators are known. For instance, algebraic curvature tensors can be generated by the following tensors:
γ(S) κλµν := S κν S λµ − S κµ S λν , S ∈ S 2 (V ) ,
α(A) κλµν := 2A κλ A µν + A κµ A λν − A κν A λµ , A ∈ Λ 2 (V ) ,
where S p (V ), Λ p (V ) denotes the spaces of totally symmetric/alternating p-forms over V . P. Gilkey [1, pp.41-44, P.236] and B. Fiedler [2] gave different proofs for Theorem 1.2 A(V ) = Span S∈S 2 (V ) {γ(S)} = Span A∈Λ 2 (V ) {α(A)}.
But A(V ) possesses also generators on the basis of products U ⊗ w or w ⊗ U , U ∈ T 3 V , w ∈ T 1 V , where U has a so-called irreducible (2 1 
Then the following statements are equivalent If (M, g) is stationary then one can construct local coordinates t, x 1 , x 2 , x 3 around every point p ∈ M such that g µν = g µν (x 1 , x 2 , x 3 ) and ξ = ∂ t . If (M, g) is static, then we can choose these local coordinates t, x 1 , x 2 , x 3 in such a way that
Here dσ 2 := h ab dx a dx b is a positive definite, 3-dimensional metric. Now we formulate the main results of our paper. 
has a decomposition r = r 1 ⊕ r 2 into 2 minimal right ideals r i which is described by the Littlewood-Richardson product
(ii) In every p ∈ M the tensor (
] has a decomposition r = r 1 ⊕ . . . ⊕ r 5 into 5 minimal right ideals r i which is described by the Littlewood-Richardson products
At most the product Because of (9) the tensor τ λ τ [µ;ν] possesses a decomposition
where
is the unique part of τ λ τ [µ;ν] which has an irreducible (2 1)-symmetry. (10) leads to the remarkable consequence that τ [λ τ µ;ν] does not yield a contribution to (8) even in the case of a stationary space-time.
In ( (i) The symmetry properties of θ are described by the relations
(ii) Applying (13) we can reduce the 20 summands of (12) to the 12 summands 
A projection formalism
In investigations of stationary or static space-times one can use a projection formalism which is described for instance in [7, pp. 180] The formalism of Vladimirov starts with the assumtion that a timelike unit vector field τ µ is given on M which describes the 4-speed of a "continuum of observers". If we define
then we obtain the following decompositions of the metric tensors:
A simple consequence of τ µ τ µ = g µν τ µ τ ν = 1 is 
Because of (17) the projections (19) and (20) fulfill
If we use the time component dτ := τ µ dx µ and the spatial projection dx ν := −h ν µ dx µ of dx µ and set dl 2 := h µν dx µ dx ν then we obtain
Finally, (15), (17) and 4 = g µν g µν = 1 + h µν h µν lead to
Now we consider the decomposition
of the covariant derivative τ µ;ν . If we covariantly differentiate 1 = τ µ τ µ we obtain immediately 
Obviously, D is a symmetric tensor, D αβ = D βα , whereas A is skew-symmetric, A αβ = −A βα .
Lemma 2.2 The tensor
Proof. Taking into account (15) and (27) we can write
where δ ν µ denotes the Kronecker symbol. The first summand of (29) vanishes because of (25).
But then (26) leads to (28).
We use the following definition of the Christoffel symbols and the Riemann tensor of ∇: 
The book [17] by Vladimirov uses (30), too, but defines the Riemannian curvature tensor by
The transformation between (31) and (32) reads
Lemma 2.4 The Christoffel symbols Γ λ µν can be expressed by τ µ , h µν , F α , A αβ and D αβ in the following way
where The right-hand side of (34) is equal to the right-hand side of formula (3.30) in [17, p.55] . We adapted only the left-hand side of (34) to our definition (31) of the curvature tensor by means of (33). Note thatL ǫ σν is not symmetric with respect to σ, ν in general. The Riemann tensor R possesses three spatial projections.
Definition 2.6
We denote by Z λ µνκ , Y µνκ , X νκ the following three spatial projections of the Riemann tensor R:
In the present paper we consider only Z λ µνκ . Proposition 2.7 The spatial projection Z of the Riemann tensor R satisfies
where P ǫγκλ = g λσ P σ ǫγκ = −h λσ P σ ǫγκ . Proof. Relation (36) is equal to the relation (3.39) in [17, p.56] , in which a transformation (33) of the left-hand side was carried out. From (36) we obtain (37) by lowering of λ by means of g λσ . The relation P ǫγκλ = −h λσ P σ ǫγκ is a consequence of (16) and (17).
Stationary and static space-times
Now we apply the projection formalism of Section 2 to a stationary space-time. Let ξ µ be the timelike Killing field of such a space-time and τ µ be the timelike unit vector field which is proportional to ξ µ , i.e. we have ξ µ = φ τ µ .
Proof of Lemma 1.7
From ξ µ = φ τ µ we obtain
and
and τ [λ τ µ;ν] = 0 are equivalent.
Proof of Proposition 1.5
First we show
Proof. The Killing equation ξ (µ;ν) = 0 and (38) lead to 0 = τ (µ ∂ ν) φ + φτ (µ;ν) . But then (27) and (17) yield
. Now Proposition 1.5 can be proved in the following way. Because of D µν = 0 we can transform (37) into
If we substitute A αβ by means of (28) in (39) and use the notation τ [µ;ν] = 1 2 (τ µ,ν − τ ν,µ ), then we obtain (8) . We determined the long formula (8) by means of the Mathematica package Ricci [8] . The Mathematica notebook of this calculation can be downloaded from [9] . 
A remark about synchronized coordinate systems
Obviously, the basis vector τ := ∂ 0 of a synchronized coordinate system is a (local) timelike unit vector field. Around every point p ∈ M of a space-time (M, g) we can find an infinite set of synchronized coordinate systems. For the τ of such a synchronized coordinate system we have F α = 0, A αβ = 0. However, the set T of timelike unit vector fields τ belonging to a synchronized coordinate system is a proper subset of the set of all timelike unit vector fields of (M, g). For a timelike unit vector field τ ∈ T we have to expect F α = 0 and/or A αβ = 0.
Symmetry classes of tensors
We denote by K[S r ] the group ring of the symmetric group S r . Definition 4.1 If T ∈ T r V and a = p∈Sr a(p) p ∈ K[S r ], then we denote by aT the r-times covariant tensor
Because of (41), the group ring elements a ∈ K[S r ] are called symmetry operators for the tensors T ∈ T r V . Further we denote by * :
Then the tensor set
is called the symmetry class of r-times covariant tensors defined by r. T r is called irreducible iff r is minimal. For instance, the following graphic shows a Young tableau of r = 15. Obviously, the unfilled arrangement of boxes, the Young frame, is characterized by a partition λ = (λ 1 , . . . , λ l ) ⊢ r of r. If a Young tableau t of a partition λ ⊢ r is given, then the Young symmetrizer y t of t is defined by 3
where H t , V t are the groups of the horizontal or vertical permutations of t which only permute numbers within rows or columns of t, respectively. The Young symmetrizers of K[S r ] are essentially idempotent and define decompositions
of K[S r ] into minimal left or right ideals. In (45), the symbol ST λ denotes the set of all standard tableaux of the partition λ. Standard tableaux are Young tableaux in which the entries of every row and every column form an increasing number sequence. 4 The inner sums of (45) are minimal two-sided ideals
of K[S r ]. The set of all Young symmetrizers y t which lie in a λ is equal to the set of all y t whose tableau t has the frame λ ⊢ r. The following proposition guarantees that we can use Littlewood-Richardson products to determine information about symmetry classes which contain product tensors such as τ λ τ [µ;ν] and F κ τ λ τ [µ;ν] .
