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近年、グリッドコンピューティングに関する研究が非常に盛んである。グ
リッドコンピューティングとは、地理的に広域に渡って散在する大型並列計算機、
ワークステーション、PC等を高速なネットワークで相互に接続し、全体を巨大な
一つの計算基盤と見なして利用する技術である。グリッドコンピューティングに
より、大型並列計算機を大きく上回る計算性能を得ることが可能であると言われ
ている。グリッド環境を実現するための研究はかなり進んでおり、グリッド環境
で実行されるアプリケーションも多様化してきた。従来はグリッド環境の高い計
算性能を生かすアプリケーションとして、計算量が膨大な科学計算が注目されて
きた。しかし昨今では、グリッド環境の規模の大きさを利用して、各ノードに設
置したカメラからの映像や音声を全ての対象ノードで共有し、ビデオ会議やその
他のエンターテイメントに利用する、といった利用法も現れている。 
 
このように、グリッド環境には CPU、ネットワーク、メモリ、ストレージ
といった計算資源が豊富にあり、グリッドコンピューティングは無限の可能性を
秘めているが、グリッド環境を効果的に活用するために解決するべき問題もまだ、
数多く残っている。本研究では、そのうちの主に二つの問題を解決する糸口とし
て、CPU負荷及びネットワーク負荷の短期予測及び中期予測を行なう手法を提案
する。以下では、その二つの問題について述べる。 
 
問題 1: 効果的な負荷分散が困難であること。 
グリッド環境を有効に活用するためには、利用者から要求されたアプリケ
ーションを最適なノードに適切な順番で割り当てる、負荷分散を行なうことが必
須である。通常負荷分散システムでは、各ノードの計算資源の負荷を収集したり、
各ノードにアプリケーションを割り当てた場合の実行時間予測を行なったりした
結果を基にして、最終的なアプリケーション配置を決定する。しかしグリッド環
境において、これらの情報を正確に得ることは非常に難しい。その理由は主に二
つある。理由の一つは、グリッド環境はその規模が巨大であるため、全てのノー
ドの計算資源の負荷情報を常に最新に保つことが極めて困難である点である。膨
大な数のノードに対して負荷収集を行なわねばならないだけでなく、広域なネッ
トワークで接続された各ノードに負荷の問い合わせを行なうことは、大きな通信
コストがかかることを意味する。二つ目の理由は、各ノードの計算資源負荷の変
動が頻繁かつ大きい点である。グリッド環境の各ノードは常に占有利用できるわ
けではない。また各ノードは多くの場合、広域なネットワークで接続されている。
したがって、グリッド環境の計算資源負荷が変動する原因がグリッド環境で閉じ
ておらず、負荷の変動は頻繁に生じ、その負荷変動幅は無視できるほど小さいも
のではない。 
 
 
問題 2: 長期に渡る安定稼働が困難であること。 
近年、グリッド環境を実際に構築・運営する例が出ているが、そこで生じ
た問題として、グリッド環境自体を安定運用することが困難であるという問題を
挙げることができる。グリッド環境が不安定になる原因は主に二つ考えられる。
一点目は、実際に構築したグリッド環境の規模と利用者からのアプリケーション
実行要求の規模の間に大きな格差があり、結果としてグリッド環境が常に過負荷
な状態となり、不安定になる可能性が高いことである。二点目は、一部のノード
へ負荷が極度に集中し、結果としてグリッド環境全体が不安定となる可能性があ
ることである。このような事態が生じる原因としては、負荷分散が効果的に機能
していない、あるいはノードの構成自体に問題がある、といった原因が考えられ
る。 
 
そこで本研究では、上記二つの問題を解決する大きな手がかりとして、CPU
負荷及びネットワーク負荷を短期的・中期的に予測する手法を提案する。CPUや
ネットワークは、いかなるアプリケーションを実行する上でも必ず必要な計算資
源である。したがって、各ノードの CPUとネットワークの負荷変動を把握するこ
とは、効果的な負荷分散を実現することに繋がる。また、グリッド環境の中での
負荷の分布を知ることにも繋がり、これはグリッド環境自体が過負荷になり続け
る状態や一部のノードに負荷が集中しすぎる状態を避けるための対応策を立てる
際の指針となる。グリッド環境において計算資源の負荷を予測する研究はすでに
いくつかあるが、いずれもその予測範囲が数十秒～10分程度となっており、これ
はグリッド環境で実行されるアプリケーションの実行時間と比較して極端に短い
ため、実用的であるとは言いがたい。これに対して本研究で提案する負荷予測手
法の予測範囲は数十秒～数日間（一週間以上）となっており、従来研究と比較し
て極めて予測範囲が広く、実用的である。また実際のデータを用いた実験におい
て、提案手法による短期予測の平均誤差は CPUの場合で 9.4%、ネットワークの場
合で 6.2%と良好な結果を得ている。中期予測についても、提案手法は 8日間に渡
る負荷変動を的確に捉えている。さらに中期予測について実用を想定した実験で
は、予測誤差が CPUの場合で 3.6%、ネットワークの場合で 5.5%という結果もあり、
提案手法は非常に有効であると言える。 
 
本論文は 6章より構成されており、以下に本論文の構成を述べる。 
第 1章「序論」では、グリッドコンピューティングの概要及びグリッド環
境を有効活用するために解決すべき問題を述べる。その後、本研究で取り組んで
いる CPU負荷及びネットワーク負荷の短期的・中期的な予測が、これらの問題を
解決するために有効な手段であることを示す。 
第 2章「従来のグリッド環境での計算資源負荷予測手法とその問題点」で
 
は、これまでに提案されてきたグリッド環境における計算資源予測手法について
説明する。また、従来研究では解決できていない問題点の指摘を行うと同時に、
本研究とこれらの従来研究との差異について述べる。 
第 3章「CPU負荷及びネットワーク負荷の中期予測手法」では、CPU負荷
及びネットワーク負荷の中期予測、すなわち CPU負荷やネットワーク負荷の数日
間に渡る変動を予測する手法について、本研究で提案する手法を述べる。中期予
測の主目的は、CPU負荷やネットワーク負荷の大まかな変動をとらえることであ
る。したがってこの目的を達成するために、提案手法では過去の負荷データから
抽出した季節変動を用いる。また、CPU負荷変動とネットワーク負荷変動の関連
性に注目し、CPU負荷変動の季節変動をネットワーク負荷変動の中期予測に応用
するといった特徴もある。この章では、これらの特徴を中心に提案手法を詳細に
説明する。 
第 4章「CPU負荷及びネットワーク負荷の短期予測手法」では、CPU負荷
及びネットワーク負荷の短期予測について、本研究で提案する手法を説明する。
中期予測を行なう主な目的は負荷変動の大まかな傾向を知ることであったが、短
期予測の場合には大まかな傾向だけでなく、最近の負荷変動を敏感に反映した具
体的な値を、高い精度により予測することが求められる。したがって提案手法で
は、第 3章で述べる中期予測手法により大まかな予測値を計算した後、マルコフ
モデルを用いた手法により修正値を求め、高精度な予測値を求める。そこでこの
章では、マルコフモデルを用いた修正値の計算手法の詳細、ならびに第 3章で述
べる中期予測とこの章で述べるマルコフモデルを用いた手法により求めた修正値
の融合方法を中心に、提案手法の詳細を述べる。 
第 5章「提案予測手法の性能評価」では、本研究で提案する予測手法につ
いて実データを用いた実験を行ない、提案予測手法の精度と実用性についての評
価を行なう。具体的には、短期予測手法については、実際の環境で測定した負荷
データを用いて提案手法により求めた予測値の予測精度について検証する。中期
予測手法については、これまでに同様の研究が行なわれていないため、実データ
を用いた実験結果に対して、予測精度及び実用性の観点から提案手法の有効性に
ついて議論する。さらに各実験結果より、本研究で提案するように CPU負荷変動
とネットワーク負荷変動の関連性に注目することが有効であることを確認する。 
第 6章「結論」では、本研究で得られた成果の概要をまとめ、今後の課題
について述べる。
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