Introduction
In this paper we discuss the expected performance of the simplest of matching algorithms i.e. the GREEDY (or myopic) algorithm. Given a graph G the The algorithm is simple and yet basic to combinatorial optimisation. Consequently, knowledge of its performance is important. The rst analysis of this algorithm was from the point of view of its worst-case performance{see Korte and Hausmann 5] . They showed that in the worst-case the size of the matching produced was one half of the size of the maximum matching. There has been more interest of late in the average performance of this algorithm. Dyer and Frieze 2] considered a randomised version in which the edge e in statement A is chosen randomly from the available edges. The input graph is arbitrary, not random, and it is shown that, at least for sparse graphs, the likely performance is noticeably better than worst-case. Dyer and Frieze also discusssed the performance of this randomised version on a tree and they found that the trees with the worst expected ratio of size of matching found to maximum size are caterpillars in which case the ratio is about .769: : : . The average performance of GREEDY when the input is random has also been analysed by Tinhofer 10] . He considered its performance on the random graph G n;p (the p-model) in which each edge of the complete graph is independently included with probability p. He only considered the dense case where p is xed independent of n. In this case it is fairly easy to show that the algorithm produces a near perfect matching with high probability. The algorithm is deceptively simple but it requires a non-trivial analysis to handle the conditioning introduced at each stage. Unfortunately Tinhofer makes an incorrect assertion and the analysis is consequently awed. (The statement Prob(M j G) = 1=m! on p244 is incorrect). In this paper we consider sparse random graphs. We deal with the random graph G n;m which has vertex set n] = f1; 2; : : : ; ng and m = 1 2 cn random edges where c > 0 is a constant, the study of which was pioneered by Erd os and R enyi 3]. Closely related is the p-model with p = c=n. ( In both models the average degree is asymptotic to c.) Let X = X(n; m) (X(n; p) resp.) be the random number of edges in the matching produced by GREEDY applied to G n;m (G n;p resp.) when the edge choice in statement A is uniformly random. We will not only compute an asymptotic formula for the mean, but also for the variance and we will establish the asymptotic distribution. Let Theorem 1 As n ! 1 (X(n; m)?n (c))= q n (c) converges in distribution and with all its moments to the standard normal variable with mean zero and variance one.
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Roughly X(n; m) is asymptotically Gaussian with mean n (c) and variance n (c). As one should expect, (1) = 1=2 which corresponds to a (near) perfect matching.
Using a general rule, which relates G n;m and G n;p , (Pittel 9]), we can assert then that X(n; p) is asymptotically Gaussian as well, with the same mean n (c), and variance n( (c) + 2c( 0 (c)) 2 ) = n c 3 + 3c 2 + 3c (c + 1) 4 :
We also discuss the performance of GREEDY on a randomly chosen labeled tree. So now let Y = Y n be the random number of edges in the matching produced by GREEDY on a random labelled tree with n vertices. We prove We have analysed the performance of MODIFIED GREEDY in the same settings as for GREEDY. First of all, letX =X(n; m), (X(n; p)) be the random number of edges in the matching produced by MODIFIED GREEDY on G n;m (G n;p ). Let^ (c Here (e ? 1)=(2e ? 1) = :3873 , i.e. MODIFIED GREEDY performs (with high probability) about 3% better than GREEDY.
We note that Karp and Sipser 6] have considered a similar greedy type of algorithm to ours. Their algorithm chooses an edge incident to a vertex of degree 1 while there is one and otherwise chooses a random edge. They show that this algorithm is asymptotically optimal in the sense that with high probability it nds a matching which is within o(n) of the optimum size. What this optimum size actually is remains mystery, except when 0 < c < 1. In this case Pittel 9] has shown that the maximum size of a matching is asymptotically normal with mean n(1 ? ( + 2 )=c) where is the solution to e = c.
The main techniques employed in this paper are di usion type approximations to moment generating functions for establishing normality and the analysis of regular generating functions in the case of trees. It now follows easily from (2) and (4) that
and more generally, for any xed k, E(R k ) = O(1). We will denote E(R k )
by r k .
In our analysis of the randomized greedy algorithm, we need to assume that the average degree of the graph \remains bounded" as we select su ciently many edges. Suppose that at a general stage of the algorithm we have vertices and edges remaining, so our graph is G ; . We wish to have a constant c 0 such that 2 = c 0 if is \large". To make this precise, for large enough n. This is clearly su cient to prove the lemma. 2 Remark 1 In fact, we can prove the following stronger result, using an inductive method similar to the proof of Lemma 2 below. Let c 0 > c and 0 < < 1 be arbitrary constants. Then there exist positive constants A(c 0 ; ) and (c; c 0 ; ) such that the probability of having 2 = > c 0 at any stage in the algorithm is at most A exp(? n ). We omit the proof, since this stronger result is not true for all choice rules A in GREEDY. It fails, for example, for that used in MODIFIED GREEDY.
We turn now to the functions ( ) = 2(1 + ) , ( ) = 2 (3 + ) 6(1 + ) 4 which appear in the mean and variance of X n;m in the statement of Theorem 1. We observe that these satisfy the di erential equations Note that ; are \well behaved", i.e. they, and all their derivatives, are uniformly bounded on 0; 1). In particular (1) = 1 2 , (1) = 0. We now proceed to analyse the approximation which will enable us to prove Theorem 1. Let g n;m (z) = exp(n(z (2m=n) + 1 2 z 2 (2m=n))). We will show that f n;m (z) = g n;m (z)(1 + O(n ?1=2 log n)); (8) provided z = O(n ?1=2 ). This will imply Theorem 1, that X n;m is asymptotically Gaussian with mean n (c), variance n (c), by a limit theorem on moment generating functions due to Curtis 1] . As we will see, the functions ; are chosen to ensure that g ; satis es (1) up to terms quadratic in z. Thus 
uniformly for 2 (0; c 0 ). Thus, using (9) and (10) 
Denote the right side of (11) 
We deal rst with large r in the sum of (12). Speci cally this will mean r > n 1=3 , say. Note, since r < 2 , and z = o(1), r 2 z= < 2rz = o(r);
and hence (r) = o(r). Then, using (4) 
We will now examine in turn the coe cient of z, of 1 n and the boundedness of r k for xed k, ( r k is de ned immeditely following (5)). Combining these results we see that the right side of (14) is (1 + O(z= )), completing the proof of the lemma. 2
We are now in a position to prove Theorem 1. Applying Lemma 1 we can assert that the event 2 = > c 0 will rarely be encountered during the algorithm until 0 = q n= ln n. We may therefore use an \approximating" stochastic processX ; , de ned for 0 n; 0 2 as follows, X ; = 1 +X We will assume without loss that C 1 Similarlyf ; e ?C 1 z ln g ; (z), proving (16).
But, putting = n, = m in (16) gives (8) and completes the proof of Theorem 1.
Greedy on random trees
We will devote this section to the proof of Theorem 2. Our rst task is to prove the claims about the mean and variance of Y n , the number of edges in the matching produced by GREEDY on a random tree. So for n 1 let f n (z) = E(z Yn ) denote the probability generating function for this random variable and let 
Even though the equation appears to be extremely hard to solve in a closed form, it is ideally suited to determine (asymptotically) the mean and variance of Y n . For example we will rst use it to derive a di erential equation (23) for E(x) in terms of T(x), the tree function ( 11]) de ned for jxj e ?1 , which is easily solved (24). Using Cauchy's formula, we can now write E n as a contour integral which we can then estimate. Now for the details.
Let E n = E(Y n ) and
E n n n?1 n! x n : Since E n = f 0 n (1) we have E(x) = @F @z (x; 1);
and ifẼ(x) = P 1 n=1 E n n n?2 n! x n = @G @z (x; 1) then 
and so dT dx = T(x)
x(1 ? T(x)) ; jxj < e ?1 : 
NowẼ ( where C 0 is a circle of small radius (less than e ?1 around the origin in the complex x plane). We now make the substitution x = te ?t and work in the complex t plane. (Since C 0 has a small radius the transformation is well behaved.) Cancelling (1 ? Integrating over the dented C and using (26), (27) where the rst equation comes from integrating by parts. Thus using (26), (27) and (30) 
We must show that if u = O(1= p n) then g n (u) h n (u) as n ! 1. It is precisely because of the possibility to bound this ratio without having to take absolute values rst, that we work with real u, avoiding the complex valued characteristic function.
We can now easily show that exp ( ? A 4 (log n) 3 n 3=2 ) g (u) h (u) exp ( A 4 (log n) 3 n 3=2
) :
We proceed inductively, starting with g 2 = h 2 , to get the base case. E(e v(Yn?(3=8)n)= p n ) = e v 2 =192+O((log n) 3 = p n)
for every real v and so Yn? 3 8 n p n converges to N(0; 1 96 ), together with all its moments, and the proof of Theorem 2 is complete.
To illustrate the power of this result, notice that it leads, for instance,to an asymptotic formula for E(Y 3 n ), exact up to a remainder O(n 3=2 ). A direct computation would have required plenty of work, without giving a clear idea of why the nal result is so simple. 4 Modi ed Greedy on G n;m
Here we give the proof of Theorem 3. In fact, the method of proof of Theorem 1 carries over with only minimal changes, so we will elaborate only the points of di erence. The notation will correspond with that in Section 2. We will use \hats" to indicate quantities which di er from their counterparts in the proof of Theorem 1.
Most importantly, of course, we have a di erent distribution forR, the number of edges deleted at each step. Here it is possible that no edge is deleted, since the random vertex choice may select an isolated vertex. We could of course avoid this but it is convenient to allow it in order to simplify the anal- 
For R 0, suppose that the rst vertex selected has degree r 1 + 1 > 0, and its chosen neighbour has degree r 2 + 1 > 0. provided that = O(1). We now letĝ ; (z) = exp( (z^ (2 = )+ 1 2 z 2^ (2 = ))), and we will derive the di erential equations analogous to (6) and (7) whicĥ ;^ must satisfy. We will show later that (in the complex domain) these functions are analytic on an open region containing the nonnegative real axis. Hence they and their derivatives are uniformly bounded on the interval 0; c 0 ]. This will justify the Taylor expansions (c.f. (9) and (10) 
Modi ed Greedy on random trees
We now consider the proof of Theorem 4. The proof is similar to that of Theorem 2 and so we will give somewhat fewer details. We use the same notation as that in Section 3 except that we will put a^over the corresponding quantity. Then as in equation (17) ? 2 2 , and L 2 passes through the points e i =2 and the point t 0 on the negative real line, such that ? ln 2 < t 0 < 0. The contribution of L 2 to the value ofÊ n is of order O(n 3=2 (ejt 0 j) ?n ), which is exponentially small, provided that jt 0 j is su ciently close to ln 2 (because e ln 2 > where is bounded on L 1 .
While integrating the rst four summands we can, and do, extend the integral over the whole unit circle making an exponentially small error. So using (26) and (27) Using this and (55) we obtain the variance estimate given in the theorem.
We nally consider asymptotic normality. Fortunately, no work is needed. If we examine the proof of asymptotic normality in Theorem 2 we see that all we need do is replace (a; b) by^ (a; b) throughout to obtain the result for MODIFIED GREEDY.
