In this paper, we prove L q -estimates for gradients of solutions to singular quasilinear elliptic equations with measure data
Introduction and main results
In this article, we are concerned with the global weighted Lorentz space estimates for gradients of solutions to quasilinear elliptic equations with measure data:
− div(A(x, ∇u)) = µ in Ω, u = 0 on ∂Ω,
where Ω is a bounded open subset of R n , n ≥ 2, a bounded Radon µ in Ω and the nonlinearity A : R n × R n → R n is a Carathéodory vector valued function, i.e. A is measurable in x and continuous with respect to ∇u for a.e. x. Moreover, A satisfies
for every (ξ, η) ∈ R n × R n \{(0, 0)} and a.e. x ∈ R N , where Λ is a positive constant. In this paper, we consider singular case:
Our main result is that, for any q > 1 and any w ∈ A q (the Muckenhoupt class, see below), a bounded Radon measure µ in Ω, and under some additional conditions on nonlinearity A and on the boundary of Ω, then for any a (renormalized) solution u of (1.1), we havê
for any q > 0, where r n−α ∀ x ∈ R n , (α ∈ (0, n)).
This estimate was proved in [19] for regular case p > 2 − 1 n . We recall that p > 2 − 1 n is a necessary and sufficient condition for (1.1) having a solution u ∈ W 1,1 0 (Ω) for any Radon measure µ. Similarly, p > 2n n+1 is a condition for u ∈ L 1 (Ω). We remark that for any n ≥ 3, thus we have L q −estimate (1.5) without condition u ∈ L 1 (Ω). Furthermore, the point-wise estimate for gradient of solutions to (1.1) was obtained in [6, 7, 14, 15] but only for case p > 2 − 1 n . For our purpose, we need a condition on Ω which is expressed in the following way. We say that Ω is a (δ, R 0 )−Reifenberg flat domain for δ ∈ (0, 1) and R 0 > 0 if for every x ∈ ∂Ω and every r ∈ (0, R 0 ], there exists a system of coordinates {z 1 , z 2 , ..., z n }, which may depend on r and x, so that in this coordinate system x = 0 and that B r (0) ∩ {z n > δr} ⊂ B r (0) ∩ Ω ⊂ B r (0) ∩ {z n > −δr}.
(1.6)
We notice that this class of flat domains is rather wide since it includes C 1 domains, Lipschitz domains with sufficiently small Lipschitz constants and even fractal domains. Besides, it has many important roles in the theory of minimal surfaces and free boundary problems. This class appeared first in a work of Reifenberg (see [20] ) in the context of Plateau problem. Its properties can be found in [11, 12] .
We also require that the nonlinearity A satisfies a smallness condition of BMO type in the x-variable in the sense that A(x, ζ) satisfies a (δ, R 0 )-BMO condition for some δ, R 0 > 0 if
and A Br(y) (ζ) is denoted the average of A(., ζ) over the ball B r (y), i.e,
It is easy to see that the (δ, R 0 )−BMO is satisfied when A is continuous or has small jump discontinuities with respect to x. We recall that A positive function w ∈ L 1 loc (R n ) is called an A ∞ weight if there are two positive constants C and ν such that
for all ball B = B ρ (x) and all measurable subsets E of B. The pair (C, ν) is called the A ∞ constant of w and is denoted by [w] A∞ . It is well known that this class is the union of A p for all p ∈ (1, ∞), see [9] . If w is a weight function belonging to w ∈ A ∞ and E ⊂ R n a Borel set, 0 < q < ∞,
Here we write
In this paper, we denote by M b (Ω) the set of bounded Radon measures in Ω.
We now state the main result of the paper.
Here C depends only on n, p, σ, Λ, q, s, [w] A∞ and diam(Ω)/R 0 and
We use the notion of renormalized solutions to (1.1) in Theorem 1.1, several equivalent definitions of renormalized solutions were given in [5] . We choose the following one. If µ ∈ M b (Ω), we denote by µ + and µ − respectively its positive and negative parts in the Jordan decomposition. We denote by M 0 (Ω) the space of measures in Ω which are absolutely continuous with respect to the c Ω 1,p -capacity defined on a compact set K ⊂ Ω by
We also denote M s (Ω) the space of measures in Ω with support on a set of zero c Ω 1,p -capacity. Classically, any µ ∈ M b (Ω) can be written in a unique way under the form µ = µ 0 +µ s where
For k > 0 and s ∈ R, we set T k (s) = max{min{s, k}, −k}. If u is a measurable function defined in Ω, finite a.e. and such that
in Ω and for all k > 0. We define the gradient ∇u of u by v = ∇u.
A measurable function u defined in Ω and finite a.e. is called a renormalized solution of
(Ω) for any 0 < r < n n−1 , and u has the property that for any k > 0 there exist positive nonnegative Radon measure λ + k and λ − k belonging to M 0 (Ω), respectively concentrated on the sets u = k and u = −k, with the property that µ 
The following two properties of renormalized solutions, one can found them in [5] .
Proposition 1.4 Let u be a renormalized solution of (1.1) with data µ ∈ L 1 (Ω). Let u m be a solution of (1.1)
2 Interior estimates and boundary estimates for quasilinear equations
In this section, we obtain certain local interior and boundary comparison estimates that are essential to our development later. First let us consider the interior ones. With u ∈ W 
The following a variant of Gehring's lemma was proved in [8, Theorem 6.7] .
Lemma 2.1 Let w be in (2.1). There exist constants θ 1 > p and C depending only on N, Λ such that the following estimate
holds for all B ρ (y) ⊂ B 2R .
The next lemma gives an estimate for ∇u − ∇w. This is the main estimate of this paper.
Lemma 2.2 Let w be in (2.1). Assume that
for some
It is clear to see that we can choose ϕ = T h,k 1−α (|u − w| −α (u − w)) with α ∈ (−∞, 1) and 0 < h < k 1−α /2 as test function of (2.6),
where
Using Fatou's Lemma yields,
We now estimate |u − w|
To do this, we employ a method in [2] ( see also [18] ). Set
for any β ≥ 0. Choosing
. By Holder's inequality, for 0 < γ <
. (2.8)
Using Holder's inequality,
Assume that
Thus, we can apply (2.8) to γ = 1/p, we havê
Here we used (2.10) for the last inequality. Assume that
Using Holder's inequality for 2γ0 2γ0+p−2 and
Hence, combining (2.9) and (2.13), (2.15) (2.17) yields,
provided that (2.12), (2.14) and (2.16) are satisfied.
Therefore, if
then (2.12), (2.14) and (2.16) hold for any
Therefore, using Holder's inequality, we get from (2.18) that
It follows from (2.11) and (2.20) that
At this point, using Holder's inequality, we get (2.4) with
It follows from (2.9), (2.10), (2.11) and (2.15) in the proof of Lemma 2.2 that
As in the proof of Lemma (2.2),
Holder's inequality and the fact that
we havê
As the proof of (2.8), we also get that for 0 < γ <
.
(2.27)
Assume that 1/p < β
Thus, we can apply (2.27) to γ = 1/p, we havê
(2.30) So, by (2.27)
Hence, combining (2.25) and (2.29), (2.31) yields,
provided that (2.28) and (2.30) are satisfied.
,
then (2.28) and (2.30) hold for any
Therefore, the result follows from (2.32) and Holder's inequality. The proof is complete. 
and
for some κ ∈ (0, 1), where 
for some κ ∈ (0, 1). Combining these with (2.2) in Lemma 2.1 and (2.4) in Lemma 2.2, (2.23) in Lemma 2.3, we get the results. The proof is complete.
Next, we focus on the corresponding estimates near the boundary. We recall that Ω is (δ 0 , R 0 )− Reifenberg flat domain with δ 0 < 1/2. Fix x 0 ∈ Ω and 0 < R < R 0 /10. With u ∈ W (Ω 10R (x 0 )) + u to the following equation 
In particular, for any ε > 0,
Lemma 2.7 Assume that 1 < p ≤ 3n−2 2n−1 and µ ∈ L σ (Ω) for σ > n p(2n−1)−2(n−1) . Let w be in (2.35) and γ 0 be in Lemma 2.3. There holds
2n−1 . Let γ 0 be in Lemma 2.2 and 2.3. For any ε > 0, there exists δ 0 = δ 0 (n, Λ, ε) such that the following holds. If Ω is (δ 0 , R 0 )− Reifenberg flat domain and u ∈ W 1,p 0 (Ω) with x 0 ∈ ∂Ω and 0 < R < R 0 /10, there exists a function
for some κ ∈ (0, 1), where
Proof. By [19, Corollary 2.13], for any ε > 0, there exists
for some κ ∈ (0, 1). Combining these with (2.36) in Lemma 2.5 and (2.38) in Lemma 2.6, (2.40) in Lemma 2.7, we get the results. The proof is complete.
Global estimates on Reifenberg flat domains
Now we prove results for Reifenberg flat domain. First, we will use proposition 2.4, 2.8 to get the following result. 
Hereafter, M denotes the Hardy-Littlewood maximal function defined for each locally integrable function f in R n by [21, 22] . We would like to mention that the use of the Hardy-Littlewood maximal function in nonlinear degenerate problems was started in the elliptic setting by T. Iwaniec in his fundamental paper [10] .
To prove Theorem 3.1, we will use L. Caddarelli and I. Peral's technique in [4] . Namely, it is based on the following technical lemma whose proof is a consequence of Lebesgue Differentiation Theorem and the standard Vitali covering lemma, can be found in [3, 13] with some modifications to fit the setting here. 
with centers y i ∈ Ω and radius r ≤ R 0 /4 covers Ω. Let E ⊂ F ⊂ Ω be measurable sets for which there exists 0 < ε < 1 such that w(E) < εw(B r (y i )) for all i = 1, ..., L, and for all x ∈ Ω, ρ ∈ (0, 2r], we have
Proof of Theorem 3.1. Let u be a renormalized solution of (1.1). By Proposition 1.3, we have
which implies, for any γ ∈ 0, 
for ε ∈ (0, 1) and λ > 0, where Λ 0 is a constant depending only on n, p, σ, γ 0 , Λ, we will choose it later. Let
⊂ Ω and a ball B 0 with radius 2T 0 such that
where r 0 = min{R 0 /1000, T 0 }. We verify that
here we used (3.2) for γ = γ 0 in the last inequality. Thus, if
where (c, ν) is a pair of A ∞ constants of w. It is known that (see, e.g [9] ) there exist c 1 = c 1 (N, c, ν) and
for δ 2 small enough depending on n, p, σ, γ 0 , ǫ, [w] A∞ , T 0 /R 0 . So, we proved (3.4). Next we verify that for all x ∈ Ω and r ∈ (0, 2r 0 ] and λ > 0 we have
for some δ 2 small enough depending on n, p, σ, γ 0 , ǫ, [w] A∞ , T 0 /R 0 . Indeed, take x ∈ Ω and 0 < r ≤ 2r 0 . Now assume that
We need to prove that
Therefore, for all λ > 0 and Λ 0 ≥ 3 n ,
Thus, it is enough to consider the case B 8r (x) ⊂⊂ Ω and B 8r (x) ∩ Ω = ∅. We consider the case B 8r (x) ⊂⊂ Ω. Applying Proposition 2.
and (
≤ Cλ, and lim sup
Here we used [A] R0 ≤ δ 1 in the last inequality. So, we can assume that ||∇v k || L ∞ (B2r (x)) ≤ Cλ and (3.9)
for all m ≥ 2,
In view of (3.9) we see that for Λ 0 ≥ max{3 n , 10C} (C is the constant in (3.9) ) and k ≥ k 0 ,
Thus, we deduce from (3.11) and (3.10) that
Letting k → ∞ we get
Thus,
Applying Proposition 2.8 to u = u k ∈ W 
(3.14)
and (3.12), (3.13) and and definitions of u k , µ k , we get
Here we used [A] R0 ≤ δ 1 in the last inequality. So, we can assume that 
for all k ≥ k 0 . As above we also have for k ≥ k 0
for some constant Λ 0 depending only on n, p, σ, Λ. Therefore, we deduce from (3.16) and (3.17) that
Therefore, for all x ∈ Ω and r ∈ (0, 2r 0 ] and λ > 0 if
Applying Lemma 3.2 we get the result. The proof is complete.
Proof of Theorem 1.1. By Theorem 3.1, for any ε > 0,
18) for all λ > 0, where the constant γ 0 is in Lemma 2.2 and 2.3, the constant C depends only on n, p, σ, and this inequalities is also true when s = ∞. We can choose ε = ε(n, p, σ, Λ, s, q, C) > 0 such that 2 1/s Λ2 1/q (Bε) 1/q ≤ 1/2, then we get the result. The proof is complete.
The following is an equi-integrable property of renormalized solutions of (1.1) . 
