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Statistical mechanics arguments and Madelung hydrodynamical presentation are applied to the
transport of magma in volcanic conduits. An effective wave equation with logarithmic nonlinear-
ity becomes apparent in systems of this kind, which describes the flow of a two-phase barotropic
Korteweg fluid with capillarity, and allows multiple eigensolutions thus leading to wave-mechanical
effects. We study spontaneous symmetry breaking in the erupting lava which flows up the conduit,
so that fluid fragmentation and nucleation of density inhomogeneities occur; therefore, changing
temperature can trigger a transition between the “magma-dissolved gas” fluid and magmatic foam
phases. This phase structure is studied by both analytical and numerical methods. In the fluid
phase, cell-like inhomogeneities occur which are described by solitary wave solutions with a Gaus-
sian density profile; we derive the many-body interaction potential for these inhomogeneities. For
the foam phase, we demonstrate existence of topological kink solitons which describe bubble-type
inhomogeneities; their stability is ensured by the conservation of a topological charge.
PACS numbers: 91.40.Ft, 47.55.nb, 47.35.Fg
An active volcano can be modeled as a hydrodynamic
system consisting of a magma reservoir or chamber which
is connected to a long conduit. Before eruption, magma
is accumulated inside pockets under the Earth’s crust.
Changes in pressure trigger various chemical and physi-
cal processes, such as cavitation and gas diffusion, which
fragment magma, form a foam, eventually leading to
breaking of the crust, followed by a volcanic eruption.
The ascent of magma is usually described as a steady
one-dimensional flow of an isothermal compressible fluid
in a porous medium driven by pore compaction and di-
lation [1–5].
The use of barotropic Korteweg capillary fluid as a
model of magma transport in a conduit was recently
proposed in works [6, 7]. In this class of theories, com-
monly referred as diffuse interface models, the capillary
interface is viewed as a diffusion transition domain of
rapid smooth variation of density, while surface tension
is intrinsically incorporated [8–10]. This allows us to
describe flows with spontaneous nucleation, coalescence
and breakdown of density inhomogeneities in two-phase
fluids [11].
Wave equation. – We consider a magmatic fluid flow-
ing in a cylindrical channel, which is in thermal contact
with a reservoir of infinitely large heat capacity so as to
maintain constant temperature. We assume also that this
fluid is formed by partial melting of solids with a mostly
low thermal conductivity, such as silica. Therefore, its
microscopic structure can be regarded as a many-body
system of particles, atoms and molecules, whose average
potential energy is larger than kinetic. Then the prob-
ability P of a microstate in this system is given by a
Boltzmann-type rule, in which kinetic energy can be ne-
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glected compared to potential:
P ∝ exp (−E/T ) ≈ exp (−U/T ), (1)
where T , E and U are, respectively, the temperature,
energy and potential energy of a many-body system; here
we work in units where the Boltzmann constant kB = 1.
At a microscopic level, this many-body system is de-
scribed by a rather large set of particles’ evolution equa-
tions, but employing the fluid approximation used in con-
tinuum mechanics, we can make a transition to a single
equation for the fluid wavefunction in a Madelung form:
Ψ =
√
ρ exp (iS), (2)
where ρ = ρ(x, t) is a fluid density, and S = S(x, t) is
a phase which is related to fluid velocity via the gradi-
ent: u ∼ ∇S (we assume irrotational flow). This wave-
function should not be confused with particle wavefunc-
tions in quantum mechanics, but rather it is a complex-
valued function which stores macroscopic information
about the underlying many-body system, such as the
density and velocity of a fluid element or parcel [12] (an-
other wave-mechanical analogy can be found in, e.g., clas-
sical electromagnetic wave theory [13, 14]). Nevertheless,
some mathematical similarities between these categories
of functions do exist and will be used here. Specifically,
the function Ψ obeys a normalization condition∫
V
|Ψ|2dV =
∫
V
ρ dV = M, (3)
where M and V are the total mass and volume of the
fluid. If we consider that this function is also a solu-
tion of a wave equation, this poses restrictions, which
are somewhat similar to those of a quantum-mechanical
case: a set of all normalizable fluid wave functions must
constitute a Hilbert space, such as L2(Rd¯) where d¯ is the
number of spatial dimensions of the fluid.
2To derive an equation for Ψ, we correlate the proba-
bility sample space of an underlying microscopic many-
body system with the configuration space of fluid’s de-
grees of freedom, i.e., one can assume a correspondence
between probability (1) and fluid density: P ∼ ρ hence
|Ψ|2 ∼ exp (−U/T ). From the latter formula, a gen-
eral expression follows for an operator of the potential U:
Uˆ = −(T − T0) ln (ρ/ρ0), where ρ0 and T0 are reference
values of, respectively, fluid density and temperature.
Assuming that our flow is Hamiltonian, we consider
an operator form for its total energy, which can be writ-
ten as an identity: Hˆ = Tˆ + Uˆ, where Hˆ = iη ∂t is a
Liouville-type generator of time translations, η being a
scaling dimensionful parameter (we can assume it posi-
tive for definiteness), Tˆ ∝ 12 pˆ · pˆ is a kinetic energy oper-
ator, pˆ ∝ −i∇ is a generator of spatial translations, and
Uˆ is a potential energy operator derived above. These
operators act in the above-mentioned Hilbert space of
states described by rays |Ψ〉, therefore, this identity can
be recast in the form Hˆ|Ψ〉 = (Tˆ+Uˆ)|Ψ〉, which brings us
to the logarithmic wave equation of a Schro¨dinger type
(where the role of a Planck constant is played by η):
i∂tΨ =
[
−D
2
∇
2 − b ln (|Ψ|2/ρ0)
]
Ψ, (4)
where b = (T − T0)/η and D are real constants. The
latter is a material parameter of the theory related to
surface tension; in wave-mechanical context it acts as a
measure of the inertia of a capillary flow. It becomes
apparent that T0 is the critical temperature at which the
coupling b changes its sign, so it is related to the phase
transition discussed below.
The wave equation must be supplemented with the
normalization condition (3). Besides, if the fluid flows
inside some kind of vessel or external potential Vext(x, t),
such as Earth’s gravity, then a corresponding term
η−1Vext(x, t)Ψ must be added to a right-hand side of
eq. (4). Since we are assuming a leading-order approxi-
mation here, we can neglect geometrical constraint’s ef-
fects and consider a trapless flow, i.e., Vext ≡ 0 for now.
One can easily verify that by substituting eq. (2) into
(4) one recovers hydrodynamic laws for mass and momen-
tum conservation for a two-phase compressible inviscid
fluid with internal capillarity whose flow is irrotational
and isothermal [6, 7]:
∂tρ+∇ · (ρu) = 0, (5)
∂tu+ u ·∇u− 1
ρ
∇ · T = 0, (6)
with u = D∇S and the stress tensor T of the Korteweg
form with capillarity [8], which is used to model fluid
mixtures with phase changes and diffuse interfaces [10,
11]:
T = −D
2
4ρ
∇ρ⊗∇ρ− p˜ I, (7)
where I is the identity matrix, p˜ = p(ρ)− 14D2∇2ρ is cap-
illary pressure, and p(ρ) = −Dbρ is a barotropic equation
of state for fluid pressure p. The stress tensor is also re-
lated to the chemical potential µ through the formula:
∇µ = − ηDρ∇ ·T = −η∇
[
D
2
∇
2√ρ√
ρ
+ b ln
(
ρ
ρ0
)]
, (8)
which indicates that the chemical potential can be di-
rectly determined from eq. (4) using a stationary state
ansatz Ψ(x, t) = exp (−iµt/η)Ψ(x).
By using a standard averaging procedure with respect
to the inner product in the Hilbert space of the fluid
wavefunctions Ψ, one can show that an averaged form of
eq. (4) can be written as a formula for a wave-mechanical
internal energy of the fluid:
U = 〈Hˆ〉 = F + TS, (9)
where F = 〈Tˆ〉 = − D2M
∫
V
Ψ∗∇2ΨdV is a wave-
mechanical free energy, the temperature is counted
with respect to a reference value T0, and S =
− 1M
∫
V ρ ln(ρ/ρ0) dV is an entropy per mass; according
to aforesaid S ∼ − ∫
V
P lnP dV . Thus, T and S must
be thermodynamically conjugated:
T ∼ b ∼
(
∂U
∂S
)
V
, (10)
if one regards U as a thermodynamical potential.
In summary, eq. (4) is a concise form of writing
hydrodynamic equations for Korteweg materials, which
makes it a useful model in studies of the Korteweg-type
magmas, especially considering the substantial amount
of information accumulated so far about the properties
of wave equations with logarithmic nonlinearity in the
different branches of physics, see works [15–21] and
references therein, including the theory of logarithmic
Bose-Einstein condensates [22–26].
Symmetry breaking and phase transitions. –
Using a variational approach, eq. (4) can be derived as
an Euler-Lagrange equation for Galilean-invariant La-
grangian density:
L = i
2
(Ψ∂tΨ
∗ −Ψ∗∂tΨ) + D
2
|∇Ψ|2 + V(|Ψ|2), (11)
with potential density given by
V(ρ) = −bρ [ln (ρ/ρ0)− 1] + V0, (12)
where V0 = V(0) is a constant whose value can be cho-
sen to ensure that the potential equals zero at the local
minima; in our case we can set V0 = ρ0(|b| − b)/2. For
complex values of Ψ, this potential has nontrivial local
extrema at |Ψe| = √ρ0, which can be minima or max-
ima depending on a sign of b, cf. Fig. 1. This indicates
a possibility of symmetry breaking (or restoration), and
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FIG. 1: Potential density V(|Ψ|2) in units of ρ0, versus Re(Ψ)
in units of |Ψe| = √ρ0, for the following values of b (in units of
inverse time): 1 (solid curve), 1/2 (dashed), −1/2 (dotted),
−1 (dash-dotted). Two vertical lines represent a condition
|Ψ| 6 |Ψcut| <∞ which occurs due to the constraint (3).
the existence of at least two phases in the fluid which
correspond to the positive and negative values of b.
It should be noted that for the same values of b and ρ0,
and for the same set of boundary conditions, eq. (4) al-
lows multiple normalized eigensolutions. This can be ob-
served by studying stationary solutions, because propa-
gating solutions can be always generated by means of the
Galilean transformation x→ x−u t. The equation for a
stationary fluid wavefunction, Ψ(x, t) = exp (−iωt)Ψ(x),
indicates the existence of multiple states in the Hilbert
space of the system, which correspond to different eigen-
values of the wave frequency ω = µ/η. As discussed af-
ter eq. (2), this means that the Korteweg-type magmatic
fluid spontaneously selects one of the possible eigenso-
lutions, which makes it somewhat similar to quantum
liquids. However, the ground state is still the preferred
one, as it corresponds to a minimum of ω which is also a
minimum of chemical potential.
These aspects will be further discussed in the next
two sections, where we consider the phase structure of
the model (4) in details.
Cellular phase. – If temperature of Korteweg magma
fluid satisfies the condition T > T0 then the nonlinear
coupling b is positive, hence the potential density V has
an upside-down Mexican-hat shape, with local degener-
ate maxima at |Ψe| = √ρ0, cf. solid and dashed curves
in Fig. 1.
In this case, one solitary wave solution of eq. (4) can
be found analytically. It corresponds to the ground state
(i.e., the one with a lowest eigenvalue of the frequency
ω) and can be written in the form of a Gaussian parcel
modulated by a plane wave:
Ψ(g)(x, t) = ±
√
ρg(x) exp (−iωt+ ik · x), (13)
where k is a constant vector, and the density’s normalized
eigenfunction and frequency eigenvalue are, respectively:
ρg(x) = ρ˜ exp
[
− (x− x0)
2
ℓ2
]
, (14)
ωg = µg/η =
1
2
Dk2 + b
[
d¯− ln
(
ρ˜
ρ0
)]
, (15)
where ρ˜ = M/V˜ , V˜ = πd¯/2ℓd¯ and ℓ =
√
|D/(2b)| are the
density peak value, effective volume and Gaussian width,
respectively; k = 0 if b 6= 0.
Therefore, in this phase, Korteweg-type magma tends
to fragment into clusters of density inhomogeneities with
a Gaussian profile, referred here as cells. One can effec-
tively treat these cells as classical point particles, while
encoding their nonzero size in the two-body interaction
potential U (|x− x′|). The latter can be approximately
derived in the following way.
A spherical cell of a size R ∼ ℓ stores an amount of
internal bulk mass-energy ǫg(R) ∝
∫ R
0 ρg(r
′)r′2dr′. By
direct computation, we obtain
ǫg(R) ∝ 1
ℓ
(R− ℓ0) exp
[−(R/ℓ)2] [1 +O (R − ℓ)] , (16)
where ℓ0 = ℓ [1/2 + 1/(e
√
π erf(1))] ≈ 0.75 ℓ. Because
each cell tries to maintain its size and mass when in-
teracting with its environment, to alter these values an
amount of energy must be supplied which is proportional
to ǫg. This energy can transport only through the inter-
actions with other cells, therefore
U (r) ∝ ǫg (r) , (17)
where r = |x−x′| is a distance between centers of mass of
cells. We introduce the proportionality factor U0, assume
it to be constant in the leading-order approximation, and
obtain the cells’ two-body interaction potential function:
U(r) =
U0
ℓ
(r − ℓ0) exp
[−(r/ℓ)2]+O (r − ℓ) , (18)
where O-terms can be discarded unless interactions
deform cells so strongly that their interior structure
should be taken into consideration. The potential
(18) can be further used in many-body simulations
of the Korteweg-type materials including magmas in
the “liquid-dissolved gas” phase, as discussed in the
conclusion.
Foam phase. – If temperature T < T0 then b turns
negative, and the potential density V acquires a conven-
tional Mexican-hat shape, with local degenerate minima
at |Ψe| = √ρ0, cf. dotted and dash-dotted curves in Fig.
1. Therefore, topologically nontrivial solitons must exist
which interpolate between the local minima and maxi-
mum at Ψ = 0.
To find these solitons explicitly, let us look for solutions
of eq. (4) in a form of the product
Ψ(x, t) =
d¯∏
j=1
ψj(xj , t), (19)
4where each of ψ’s being normalized separately:∫
Xj
|ψj |2dxj =
∫
Xj
̺j dxj = M
1/d¯, (20)
where ̺j = |ψj |2 and Xj are, respectively, linear density
and extent of the fluid along the jth coordinate. Then,
due to its separability in Cartesian coordinates, eq. (4)
decomposes into d¯ identical 1D equations of the form:
i∂tψj =
[
−D
2
∂2xjxj + |b| ln
(|ψj |2/̺0)
]
ψj , (21)
where ̺0 = ρ
1/d¯
0 , and ∂xj is a spatial derivative with re-
spect to jth coordinate. Therefore, in this case we deal
with only one 1D differential equation, so the index j
can be omitted for brevity. In view of a Galilean invari-
ance, we resort to a static case ψ = ψ(x) and write this
equation in the form
D
2
d2 ψ
dx2
=
d V¯(|ψ|2)
dψ
, (22)
where V¯(f) = |b|f [ln (f/̺0)− 1] + V¯0, V¯0 = |b|̺0, and
x refers to any of the coordinates x1, ..., xd¯. According
to the standard approach [27], our solitons must saturate
the Bogomolny-Prasad-Sommerfield (BPS) bound, which
means that they must be solutions of the first-order dif-
ferential equation
dψ
dx
= ±
√
2U˜(ψ), (23)
where U˜(ψ) = (2/D)V¯(|ψ|2) is a soliton particle poten-
tial, and a sign ± refers to soliton and anti-soliton so-
lutions. While the analytical solution for this case is
unknown, numerical study reveals the existence of topo-
logical solitons of a kink type, see Fig. 2. These solutions
have a nonzero topological charge,
Q = ̺
−1/2
0 [ψ(+∞)− ψ(−∞)], (24)
which enhances their stability against decay into a triv-
ial state ψ = 0. Therefore, all nonsingular finite-energy
solutions of eq. (23) can be cast into four topological sec-
tors [22]. Two of these sectors have a nonzero topological
charge which ensures stability of corresponding BPS soli-
tons.
Since the density of each of kink solitons grows from
the center of mass outwards, cf. dashed and dash-dotted
curves in Fig. 2, these solitons are viewed as models
of bubbles with a characteristic size ℓ. While in a
single-soliton system these solutions would extend for
the whole x-axis, in the real fluid the kinks would
match with antikinks at distances of order ℓ. Therefore,
Korteweg-type magma in this phase tends to form a
foam, thus starting a process of releasing the previously
dissolved gas.
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FIG. 2: Profiles of kink and antikink solitons ψ± (in units
of
√
̺0, solid and dotted curves, respectively) and their linear
densities ̺± (in units of ̺0, dashed and dash-dotted curves),
versus the Cartesian coordinate x (in units of ℓ). For the
computations we used the dimensionless form of eq. (23) and
the boundary condition ψ(+∞) = ±√̺0.
Conclusions. – We have used statistical mechanics
arguments to derive a flow equation for Korteweg-type
fluid, which contains logarithmic nonlinearity making it
similar to wave equations used in the theory of dense
Bose-Einstein condensates. In the classical hydrodynam-
ics context, this equation defines a diffuse interface model
with spontaneous symmetry breaking which causes phase
transitions. It allows multiple (eigen)solutions whose set
forms a Hilbert space of different states, in which the
Korteweg fluid can be found. Therefore, as tempera-
ture changes, fragmentation and nucleation of inhomo-
geneities occur in erupting magma, followed by a transi-
tion between the “magma-dissolved gas” fluid phase and
the magmatic foam which flows up the conduit. We
have studied this spontaneous symmetry breaking phe-
nomenon and related phase structure, by both analytical
and numerical methods.
For the cellular phase, we recover a well-known soli-
tary wave solution with a Gaussian density profile, which
describes localized cell-like density inhomogeneities in
magma. For such cellular structures an effective interac-
tion potential and many-body Hamiltonian are derived,
which can be used for statistical simulations of magma
and other Korteweg-type materials. The derived many-
body interaction potential (18) between Gaussian-shaped
density inhomogeneities in the liquid phase of Korteweg
fluid suggests a direction for further statistical mechan-
ics’ studies of cellular structures in magmas, where these
inhomogeneities are effectively regarded as point parti-
cles with nonsingular interactions.
Considering the foam phase, we demonstrate existence
of the topological solitons of a kink type which describe
bubbles or other inhomogeneities with density increasing
from the center of mass outwards, up to distances of order
5ℓ. We show that these solitons are saturating BPS bound
and belong to a topological sector distinct from the one
containing the trivial solution. Thus, their stability is
ensured by the conservation of a topological charge. The
foam-like structure arises in the fluid due to the matching
between kinks and antikinks at distances of order ℓ; this
structure facilitates release of any gas if it was previously
dissolved in the fluid.
Furthermore, studies of the logarithmic model’s
Hilbert space and corresponding eigenfunctions and
eigenvalues will shed light upon transitions in Korteweg
fluids in general and appropriate kinds of magma in par-
ticular.
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