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Cuando se está frente a un problema de decisiones con múltiples criterios en el 
que las alternativas no satisfacen estos criterios con total precisión, se requiere un 
ambiente que permita el manejo de esta posible imprecisión de manera que la decisión 
sea la más objetiva posible. Este ambiente lo proporciona la teoría de los conjuntos 
borrosos. 
En este trabajo se presentan las bases de esta teoría para dar solución a un problema de 
selección y promoción de personal en una empresa. Se destacan operaciones entre 
conjuntos borrosos, conjuntos notables definidos a partir de ellos y relaciones borrosas, 
entre otros. 
Se describe de manera organizada y teórica el método ELECTRE 1, algontmo que 
genera relaciones de sobreclasiflcación entre las alternativas consideradas en el problema 
de decisión. Luego de establecer los grafos de las relaciones y considerar algunos de 
sus parámetros tales, como los núcleos, las direcciones a derecha e inversa y el grado de 




When a problem of decisions - with multiple entena rn which the options don't 
satisfy these cntena with total accuracy - is confronted, it is necesary an envffoment thn 
permits the management that permlts the management of the possible inaccuracy m a way 
that the decisions can be objetive as much as possible. 	This enviroment isguien by 
the theory of the fussy seis. In ibis work the basis of the theory are presented to give 
answers to a problem of selection and personnel promotion with an interprise company 
Operations among fussy seis, notable seis defined m base of then, and fussy 
relations are remaikable among others. 
The ELECTRE 1 method 	an algonthm that generates relations of 
overclassification among the options considered rn the problem of decision - is described 
in an organized and theoretical way. A.fier establishing the relations graphs and taking 
mto count sorne of its parameters such as nucleus, direct and inverse directions, and the 
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Históricamente las ciencias sociales habían adolecido de modelos matemáticos 
que pudieran interpretar los fenómenos que se presentaban. Es más, los modelos 
construidos para representar estos fenómenos, eran considerados no descriptivos o 
mterpretaban parcialmente la realidad que en estos se manifiestan. 
Con el advenimiento de la Teoría de los Conjuntos Borrosos, teoría propuesta por 
Lofty Zadeh en 1965 [7, se logra combinar la "ambigüedad" del mundo real con la 
claridad y simpleza de las matemáticas. 	Cabe señalar que esta teoría fue muy 
cuestionada por los científicos de esa época por considerar que lo que se describía con 
ella era posible hacerlo mediante "técnicas con mayor fundamento matemático". 
Los problemas de toma de decisión algunas veces no resultan fáciles de resolver y 
menos aún si se consideran múltiples criterios donde algunos de estos son antagónicos 
entre sí. A través de los últimos años la teoría de decisión multicriteno ha avanzado 
enormemente y se ha enfocado desde diversas aristas. 
La toma de decisión multicnteno es un mundo de conceptos, enfoques, modelos y 
métodos de ayuda a los tomadores de decisiones para describir, evaluar, clasificar, 
ordenar, seleccionar o rechazar objetos (candidatos, productos, proyectos) sobre la base 
de evaluaciones (expresadas,- por- puntuaciones, valores, intensidades de preferencias) de 
acuerdo a varios criterios. Estos criterios pueden representar diferentes aspectos de las 
causas finales propuestas: objetivos, metas, propósitos, valores de referencia, niveles de 
aspiración, utilidad, entre otros. 
xv 
La ambigüedad de que se hablaba anteriormente puede aparecer en la forma de una 
imprecisión en la formulación de las preferencias, o aún en la incapacidad para 
determinar cuando se comparan algunos objetos. Estos inconvenientes son tomados en 
cuenta por algunos métodos multicnteno, entre los que se destacan los Métodos 
ELECTRES. 
En la década de los 60, específicamente en 1968 Bernard Roy y colaboradores [13] 
construyen un modelo para la sobreclasificación de alternativas en un proceso de toma de 
decisión, el cual es llamado Método ELECTRE 1, método fundamental para la solución 
del problema de toma de decisión que se ha de considerar. El Método ELECTRE 1 
emplea datos normalizados, es decir, que están en el intervalo cerrado [0,1], aspecto que 
permite ligarse y complementarse con la Teoría Borrosa. 	El Método ELECTRE 1 
presenta cuatro originalidades: i) las nociones de concordancia y discordancia (veto), 
surgidas de los procedimientos de votación, u) la comparación existente entre los valores 
de los criterios que se presenta en la Teoría de Utilidad y que no había sido aceptada en 
gran medida; ni) extiende los conceptos de cntenos; y iv) introduce la mcomparabilidad, 
produciendo estructuras de preferencias parciales 
En la aplicación del Método ELECTRE 1 se pone en manifiesto la vanabilidad de 
soluciones se pueden obtener, por lo que surge la inquietud de normar, hasta cierto grado, 
el procedimiento para establecer el ordenamiento de las alternativas que se consideran en 
el proceso de toma de decisión, de una manera más objetiva. Esto constituye la parte 
medular de esta investigación. 
xvi 
El trabajo esta dividido en tres capítulos en el primero se sientan las bases de la 
Teoría de los Conjuntos Borrosos como lo son sus elementos fundamentales, conjuntos, 
las operaciones entre conjuntos borrosos, las relaciones borrosas, conjuntos notables en 
esta teoría y las propiedades y proposiciones más importantes- La forma poco usual de 
demostración de la mayoría de las propiedades y proposiciones enunciadas, han sido 
motivo para que hayan sido incorporadas al grueso del trabajo En el segundo capítulo se 
presenta el desarrollo teórico del Método ELECTRE 1 algoritmo que provee la materia 
prima para la clasificación de las alternativas consideradas en el problema de toma de 
decisión. Finalmente en el tercer capítulo se resuelve un problema de aplicación 
empleando una técnica sencilla., pero funcional que se introduce para manejar los 
resultados dados por el Método FT FCTRE 1, integrar las condiciones expuestas por el 
decisor y al mismo tiempo generar resultados precisos y poco cuestionables en lo que se 
refiere al grado de subjetividad generada por el propio manejo del método. 
CAPITULO 1 
TEORÍA DE CONJUNTOS BORROSOS 
2 
1.1 CONCEPTOS FUNDAMENTALES SOBRE LOS CONJUNTOS BORROSOS 
En el tratamiento usual con los conjuntos se asume la perfecta pertenencia o 
no de sus elementos. 
Si para cada subconjunto del conjunto referencial £7 se define una función 
característica que determina el grado de pertenencia o de membresía de cada uno de 
sus elementos, entonces el rango de esta función es el conjunto {0,l}. Es decir, si 
ji 4 (x): £2 -+ {0,1} es la función característica del conjunto A c: £2, entonces 
íi ,sixEA 
,sixA 
Antes de proceder a definir los conjuntos borrosos es necesano mencionar la 
convención de que el conjunto universal £2 no es borroso, pues a él pertenecen todos 
y cada uno de los elementos, con absoluta certeza. 
En la teoría de los conjuntos borrosos la función característica de cada 
subconjunto de 12 toma valores en el intervalo cerrado [0, 11. 
Definición 1:  
Sea £2 el conjunto universal y x E D. Se dice que el conjunto A es un 
conjunto borroso en £2 si A se define como el conjunto de pares ordenados 
A = ((x,PA(x)),x € Q}, PA  Q -> [0,1] 
3 
Observación:  
Por simplicidad en el manejo no se considerará para efectos de la escritura 
aquellos pares ordenados (x, PA  (x)) para los que PA  (x) = O 
Ejemplo: 
Sea £2 = Z + el conjunto universal, A c Q x [o,ij definido como. 
A = ((15,0.2), (16,0.4), (17,0.6), (18,0.1), (19,0 9), (20,1), (21,09), (22,0.8), 
(23,0.6), (24,0.4), (26.0 2)} 
es un conjunto borroso. 
Observación: 
Algunos autores usan cierto distintivo para diferenciar un conjunto borroso de 
uno usual aflailiéndole el símbolo - en la parte inferior del símbolo seleccionado 
para denotar el conjunto, al igual que en los símbolos de las operaciones entre estos; 
por ejemplo, si A es un conjunto borroso, entonces se denota por A y para indicar 
que un conjunto está incluido en otro conjunto borroso, se escribiría, por ejemplo, 
A c B, donde c es la inclusión borrosa entre conjuntos borrosos. En este trabajo 
se omitirá tal distintivo, apelando al manejo simplificado de la nomenclatura, y se 
hará la indicación necesaria cuando se trate de un conjunto usual. Además se 
escribirán los conjuntos borrosos con letras un tanto estilizadas y en negritas. 
4 
Definición 2:  
Sean A y B dos conjuntos borrosos en un espacio £2 Se dice que A y B 
son iguales y se denota por A = B si y sólo si 
fA(X) = /tB(X), Vxef2 
1.2 OPERACIONES CON CONJUNTOS BORROSOS 
Sea £2 el conjunto universal y A y B conjuntos borrosos en £2 
Definición 3.  
El conjunto Complemento de A que se denota por 	es el conjunto borroso 
definido como 
= 	 E 
	donde, p(x) =1 P A(X), Vx E £2 
A 
Definición 4.  
El conjunto borroso Unión de A y B, denotado por A U B, se define 
como: 
A U B = ((X, PA U B (x)), X E A2) 
donde 
PA (x) y PB (x), Vx E £2 
PAUB(X) = 
maxLuA (x), PB (x)1 VX E Q 
Definición 5  
El conjunto borroso Intersección de A y B, y que se denota por A fl B, está 
definido como 
A flB={(x,pAflfi (x)), XEQ} 
donde 
PA (x) A PB (x), Vx E £2 
PAflB(X) = 
mzn[uA( x),  PB (x)], Vx E £2 
Observaciones.  
•• En 1973 Bellman y Giertz [31 dieron una justificación de la elección de los 
operadores max y mm para definir la unión y la intersección, respectivamente. 
+ Max ymin son los únicos operadores f  g que reúnen las siguientes condiciones 
1. El valor de pertenencia de x en un conjunto borroso compuesto (Unión o 
Intersección) depende del valor de pertenencia de x en los conjuntos borrosos 




PAflu (x) = g04 (x), PB (x)) 
2. f  g son operadores conmutativos, asociativos, y mutuamente distributivos. 
3. f  g son operadores continuos no decrecientes con respecto a cada uno de los 
argumentos. Intuitivamente, la pertenencia de x en A U B y en A fl B no 
decrece cuando la pertenencia de x en A o en B se incrementa. Un pequeño 
mcremento de p (x) o de p (x) no indica un gran incremento de 
IJAUB(X) ode PAflB(X). 
4. gu,) y g(u,u) son estrictamente crecientes 
Si 	PA (x1 ) = p8 (x1)> p4 (x2) = PB (x2 ), entonces la pertenencia de x1 en 
A U B o A fl B es estrictamente mayor que la pertenencia de x2 
5. La pertenencia en A fl B requiere más de la pertenencia de A o de B que 
la pertenencia en A U B 
VxeQ, 
P4a(X) :!~ m:n[pA(x),PB(x)] 
PAua(X) 2~ max[pA(x ), pB(x)] 
6. La total pertenencia en A y en B implica una total pertenencia en A fl B 
6 
7 
La ausencia de pertenencia en A y en B implica una falta de 
pertenencia en A U B, es decir, 
g(1,1)1 y f(O,O)O 
Las condiciones anteriores son consistentes y suficientes para asegurar la 
unicidad de la elección de los operadores max y mm para definir la unión y la 
intersección. 
Posteriormente en 1975, Fung y Fu [] también encontraron que los 
operadores maxy mm son los únicos operadores posibles para definir la unión 
(U) y la intersección (fl), respectivamente, de conjuntos borrosos 
Ellos proveen ciertas condiciones alternas levemente diferente a las 
dadas por Beliman y Giertz 
Definición 6  
El conjunto borroso Diferencia Simétrica o Disjunción Exclusiva de A y B, 
A 
denotado por A + B , se define como. 
A 
A +B= tx,  u (x)), x E Q 
A +B 
donde 




El conjunto borrosos Producto Algebraico, denotado por A • B, se define como 
A 




Proposición 1  





se tiene que 
¿u (x)=PA(x)+PB(x)-PA(x).PB(x), VX EE 
A +B 
Por otro lado 
Vxf2 
A.B A.B 
=1—[p (x) 	M- (x)] A B 
= 1 —[(1— PA  (x))(l - PB (x))1 
= 1— (1— PA  (x) - PB (x) + PA (x) PB  (x)) 
8 
VXEI7 
= PA(X)+PB(X)PA(X)fiB(X)) 	 VX E .0 





13 PROPIEDADES DE LOS CONJUNTOS BORROSOS CON RESPECTO A LA 
UNIÓN, LA INTERSECCIÓN YL4 COMPLEMENTACIÓNN, 
Sean A, il y C tres conjuntos borrosos en el espacio £2, entonces se verifican 
las siguientes propiedades: 
(i) 	A fl B = B fl A 	 Conmutatividad de la Intersección. 
(u) 	A U B = BU A 	 Conmutatividad de la Unión. 
(iii) (A fl B) fl E = A fl (B fl E) 	Asociatividad de la Intersección. 
(iv) (A UB)UE=AU(BUE) 	Asociatividad de la Umón. 
(y) 	A fl A = A 	 Idempotencia de la Intersección. 
(vi) A U A = A 	 Idempotencia de la Unión. 
(vi¡) A fl (BU E) = (A fl B)U(A fl E) Distnbutividad de la Intersección 
9 
sobre la Unión. 






(xiii) A =A Involución de la Complementación. 
(xiv) AUB=AflB Primera Ley de De Morgan para Los 
conjuntos borrosos. 
(xv) AflB=AUB Segunda Ley de De Morgan para los 
conjuntos borrosos. 
Demostración:  
Sean A, B y C tres conjuntos borrosos en el espacio O, entonces para la Unión, 
Intersección y la complementación se cumplen los siguientes enunciados. 
(i) 	AflB=BflA 
	
Conmutatividad de la Intersección. 
Sea xeA2 entonces 
lo 
= mrnEpA(x),PB(x)], 







(ü) A UB=BUA 




Por lotanto A U B = B U A 




Asociatividad de la Intersección. (iii) (A fl B) fl E = A fl (B fl E) 
Sea xEt2, entonces 
/1(AflBX1E (x) = m:n[p 	(x), p 
= m:n[min(p4 (x), M. (x))/.IE (x)], 
= mln[pA (x), mln(PB  (x), p (4)], 
= 







Para justificar la equivalencia del paso (*) y el paso (**) se consideran tres 
números a, b, C € [0,1] y se comprueba que 
min[min(a, b), c)] = mzn[a, mrn(b, c)] 
Sean a, b, c E [0,1] y sus posibles ordenamientos 
(a) Sea a k b k c, entonces 
min[mrn(a,b),c)] = mzn(b,c) = e 
por otro lado 
m:n[a, min(b, c)] = min(a, c) = e 
(1,) Sea a~:c~:b,entonces 
mzn[mzn(a, b), e)] = m:n(b, c) = b 
por otro lado 
min[a,mrn(b,c)]= min(a,b) = b 
(e) Sea b k a k c, entonces 
min[min(a,b),c)]= m:n(a,c) = e 
por otro lado 
mrn[a, m:n(b, c)] = mrn(a, c) = e 
(d) Sea bkcka,entonces 
min[mrn(a,b),c)]= mzn(a,c) = a 
por otro lado 
mrn[a, min(b, c)] = min(a, c) = a 
(e) Sea c~:a2:b,entonces 
min[m:n(a, b), c)] = mzn(b, c) = b 
por otro lado 
msn[a, mrn(b, c)] = min(a, b) = b 
(f) Sea c~:b2:a,entonces 
m:n[mzn(a,b),c)1= ,nin(a,c) = a 
por otro lado 
m:n[a, min(b, c)] = mzn(a, b) = a 
Por lo antenor se concluye que 
,nzn[mrn(a,b),c)]= min[a,mzn(b,c)] 	V a, b, cE[0,1] 
(iv) (A U B) U E = A U (B U E) 	Asociatividad de la Unión. 
Sea xEf2, entonces 
/(AUB)JH(4 = mz4AuB(x),PH()], 	 y x€.<2 
= max[max(PA(x),pfl(x))PE(x)J, V XEQ* 
= 	 (x), maxcuB (x), PE (x))], y xEfl** 
PAU(BUB)(X), 	 VXEQ 
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Por lo tanto 
(A UB)UE = AU(BUE) 
Observación:  
De igual forma como se demostró la equivalencia para los pasos (*) y 
() para la Intersección, así también puede ser demostrada la equivalencia 
entre los pasos (*) y () para la Umón. 
(y) 	A fl A = A 	 Idempotencia de la Intersección. 
Sea x€t2, entonces 
	
= m:n(p4 (x),p(x)), 	y xefl 
Vx€Q 
Con lo cual 
A flA=A 
(vi) A U A = A 	 Idempotencia de la Unión. 
Sea xEQ, entonces 
MAUA(X) = MaX(J'A(X),PA@)), 	y xQ 
Vxe.Q 




(vi¡) A fl (BU E) = (A fl B) U (A fl E) 	Distributividad de la intersección sobre 
la Unión. 
Sea x€I2, entonces 
PAfl(B(JE)(X) = mln[PA(x),PBIJH(x)], 	 V XEL2 
= mrn[PA (x),max(PB (x), p (x))], 	 y XEL2* 
= max[min(uA (x), PB (x)), m:n(PA (x), PB (x))], V X E 
= P(AflB)U(AflE)(X), 	 V XEL2 
Observación:  
Para justificar la igualdad entre (*) y (**) se consideran tres números 
a,b,cE [0, 11. 	Independientemente del orden entre ellos, siempre se cumple 
que 
m:na, max(b, c)] = max[min(a, b), min(a, c)] 
Sean a, b, C € [0,1] y  consideremos sus posibles ordenamientos. Se 
probará la veracidad de la expresión antenor. 
(a) Sea a 2: b 2: c, entonces 
mrn[a,max(b,c)] = m:n[a,b] = b 
además 
mar [m:n(a, b), min(a, c)] = ,nax(b, c) = b 
(b) Sea a2:ckb,entonces 
min[a, max(b, c))] = m:n(a, c) = c 
por otro lado 
max[m:n(a,b),min(a,c)]= m,n(b,c) = c 
(c) Sea b2:akc,entonces 
m:n[a,max(b,c)]= mzn(a,b) = a 
por otro lado 
max[min(a, b), m:n(a, c)] = max(a, c) = a 
(d) Sea b2:c2:a,entonces 
m,n[a,max(b,c)]= m:n(a,b)= a 
por otro lado 
max[mzn(a, b), mzn(a, c)J = max(a, a) = a 
(e) Sea c~a~:b,entonces 
m:n[a, ,nax(b, c)] = min(a, c) = a 
por otro lado 
max[mzn(a,b),mzn(a,c)]= max(b,a) = a 
(f) Sea c2tb~ta,entonces 
mrn[a, max(b, c)] = m:n(a, c) = a 
por otro lado 
max[mzn(a,b), m:n(a, e)]= max(a, a) = a 
16 
Por lo tanto se concluye que 
mrn[a,max(b,c)]= max[mzn(a,b),min(a,c)], 	V a, b, c E [0,1] 
(viii) A U (B fl E) (A U B) U (A U E) Distributividad de la Unión sobre 
la intersección 
Sea xEi2, entonces 
PAU(BflH) (x) = )flLXÍPA (X)IuBnE(x)],  
= max[pA(x),min(u fl(x),p8(x))], 
= mln[max€uA (x), ji9 (x)), maxCuA  (x),  PH (x))1, 
P(AUBAUE)(X), 
Observación:  
Al igual que en caso de la propiedad (vi¡) se puede verificar la 
equivalencia entre el paso(*)  y el paso(**)  examinando todos los posibles 
ordenamientos de p  (x), ji9 (x) Y P9 (x). 
(ix) A flçp=çP ,donde 0={(x,p,(x)=0),Vx€I2} 
Sea xEQ, entonces 
PÁfl. (x) = mzn(U 4 (x), ji, (x)), 	Y XE.Q 
= mzn(p (x),0), 	Y xE.Q 
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Con lo cual 
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Por lo cual 
A UD=A 
A fl Q = A , donde (x) =1, Vx E £2 
Sea xEQ, entonces 
PAfla (X)= mn(ji4 (x), p (x)), 	y XE..Q 
= mzn(u4 (x),1), 	 Y XEÁ7 
YXGÁ2 







Sea XE.g2, entonces 
p,,U. = max(uA(x),(x)), 	y XE.Q 
= max(JIA (x),1), 	 VXEQ 
=1, 	 Vx€12 
= /1a(X), 	 VXEQ 
Y así finalmente se concluye que 
A U12=12 
(xiii) A =A 
Sea XE £2, entonces 
 
 








Por lo tanto 
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A fl B = A U B 	 Primera ley de De Morgan. 
Sea XEI2 entonces para el primer miembro se tiene que 
Vxe.Q 
AflB 
= 1— (mzn(PA (x), PB (x)] }, 
	VXE.Q (1) 
Para el miembro de la derecha se cumple que 
u _(x)=ma4p_(x),p(x)1 VXEI2 
A U B 	 A 	B 
=ma4l—pA(x),1—PB(x)], VXE.Q (2) 
Para establecer la propiedad A fl B = A U B es necesaria la igualdad 
entre las expresiones (1) y (2). 
En efecto. 
Caso 1: 
Sea xet2con P A(X) ~ PB (X)l 
Entonces 
1— (mzn[p4 (x), PB (x)] } = 1 PB (x) 
además 
max(1— u4 (x),1 - PB(X)] = 1— PB(X) 
Caso 2 
Sea xE.Qcon PB(x)~:PA(x)]. 
Entonces 
1— fmln(pA(x),pB(x)]} = 1— PA (X) 
además 
max[l - pA(x),l -PB(x)] = #A (X) 
Luego independiente del orden entre PA (x) Y PB (x) se verifica que 
1— mzn[PA(x),PB(x)] = max[1 - PA(x),1 - PB(X)] 	Y XED 
Por lo tanto 
AflB=A U B 
(xv) A U B = A fl B 	 Segunda ley de De Morgan. 




= 1— {max[p (x), PB (x)]), 	VXE.Q (1) 
Para el miembro de la derecha se cumple que 
p 	(x) = mzn[p (x),p (x)} 	 Y XEQ 
AflB 	 A 	B 
= mzn[1 
- PA (x),1 - PB (x)], 	Y XE a (2) 
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Para establecer la propiedad A U B = A fl B es necesario probar la 
igualdad entre las expresiones (1) y (2). 
En efecto: 
Caso 1. 
Sea x€A2con PA(X) 2: PB(X)] 
Entonces 
l—{max[pA(x)pB(x)]) = 1 — /JA(X) 
además 
min[l 
- PA (x),1 - PB (x)] = 1— PA (x) 
Caso 2 
Sea xE.Qcon Pa(X) l~ IZA (X)] 
Entonces 
1— (ma.4p (x), p8 (x)] } =1— p8 (x) 
además 
min[l—p4(x),l—p8(x)] = 1PB(X) 
Luego independiente del orden entre PA (x) y p5 (x) se verifica que 
1— nax[pA (x), PB (X)] = mrn[1 - PA (x),1 - PB (x)] 
	
VXE.Q 
Por lo tanto 
AUB=Afl B 
Observaciones:  
1) En la teoría de conjuntos borrosos, el espacio .0 y  el conjunto vacíoP se 
definen como: 
.0= ((x, (x)), Vx € .0}, donde u (x) =1, Vx E £2 
y 
= ((x,u(x)),Vx E 97), donde #. (x) = O, Vx E .0 
2) En la teoría de conjuntos usuales se venflca que para cualquier conjunto 
AU A = 	 y 
	
AflA =<D 
lIamaias propiedades de la complementación. 
En la teoría de conjuntos borrosos las propiedades anteriores no se 






se tiene que 
AUA=max[PA (x),6u(x)], 	VXEQ 
23 
y 
A fl A = mrn[PA(x), u (x)], 	VXE.Q 
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La situación antes expuesta determina en los conjuntos borrosos una estructura 
más pobre que la presentada en los conjuntos usuales; mientras que en estos últimos 
se define una estructura de reticulado distributivo y complementado, con el 
complemento único para cada conjunto, en los conjuntos borrosos no se verifica la 
complementación, aunque también el complemento es único para cada conjunto 
borroso. 	Por esto, ciertos autores califican a los conjuntos borrosos como un 
reticulado distributivo pseudocomplementado o un retículo vectorial. 
1.4 MEDIDAS Y COEFICIENTES BORROSOS QUE PERMITEN ESTABLECER 
COMPARACIONES ENTRE CONJUNTOS BORROSOS. 
En muchos problemas prácticos se hace necesaria la comparación entre 
conjuntos borrosos para que, de alguna forma se pueda establecer algún 
ordenamiento, que dependerá de las condiciones propias del problema a considerar. 
No obstante, se tienen ciertos valores o factores que en general pueden 
adaptarse a los problemas modelados y por lo tanto vale la pena considerarlos 
específicamente. 
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1.4.1 MEDIDAS BORROSAS 
Definición 8:  
Sean A y B dos conjuntos borrosos. La Distancia Hamming entre 
A y B denotada por 5 (A, B) se define como: 
5 (A,B)=1 
17  
PA(x! ) — IÁB(xi)i, 
n 
X1 E Q 
La distancia relativa Hanimmg entre dos conjuntos expresa la diferencia o 
divergencia que existe globalmente entre ellos. 
La Distancia Hammmg 5 es una métrica en el conjunto £7. Además, es 
una distancia normalizada y la misma no brinda una información precisa sobre 
el grado de pertenencia con respecto a un determinado elemento de los 
conjuntos, aspecto este por el cual tal medida no permite realizar una 
selección de acuerdo a un elemento en particular, si es que dicho elemento 
fuese de importancia relevante para los efectos prácticos que se desean 
resaltar en el mismo. 
Proposición 2:  
La distancia relativa Hamniing es una métrica sobre £2 
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Prueba: 
Se consideran tres conjuntos borrosos A, B y C con card(A) = card(B) = 
card(C) con los mismos elementos en los tres, pero con grados de membresía 
diferentes o iguales. 
Por demostrar que: 
	
1. 	(A,B)=O siA=B 
u. 5(A,B)=5(B,A) 
iii. 5(A,B)+8(B,C)2:5 (A, C) 




lo cual implica 
uA(x2 )—uB(xZ )=O, 	Vx, r= <2 
de donde 
pA(x)=ua(xI ), 	Vx €a 
por locual 	A=B 
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u. 	Se considera 






iii. Sean A, B y C tres conjuntos borrosos en £2 
6(A, B)+ 3(B, C) 
= 
= ± /iA(X, ) — PB(xL)I+IPB(xl) — #C (X, 
i=1 
Por otro lado 
PA(Xi)PC(Xi)PA(Xs)P8(X:)+PB(Xs)/JC(X,)I1 Vx,,i= 
:5 p(x,)— p8 (x31 +IPB(XI)/JC(X3I, Vx,,i = 1,n 
Así que 
lpA(x, ) -4uB(x, ) +Jpfl(xI)- SuC(x )~: Y, pA(xZ )—pc(xL ) 
De las partes u, ii y iii se prueba la proposición enuncidi, es decir que la 
Distancia Relativa Hamming es una Métrica en £2 
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Definición 9:  
Sean A y B dos conjuntos borrosos. La Distancia Relativa Euclidiana 
denotadi por d (A,B) se define como: 
d (A,B)==4>[p4(x,)—ps(x,)F xl e Q 
La Distancia Relativa Euclidiana, entre dos conjuntos borrosos, también 
pone en manifiesto la divergencia que existe entre ellos. Si se emplea como 
un parámetro de comparación entre un conjunto A y una familia de conjuntos 
A, es posible establecer un ordenamiento entre ellos. 
Al igual que la Distancia Relativa Hamming, la Distancia Relativa 
Euclidiana está normalizada, pero tampoco hace una distinción entre las 
diferencias de las evaluaciones para un mismo criterio en dos conjuntos, si no 
más bien la efectúa en términos globales, es decir, entre todo el conjunto de 
criterios o sea el perfil. 
1.4.2 COEFICIENTES BORROSOS 
Se considera un conjunto de características C = {c i ,c2 ,c3, ... ,c a} a 
29 
evaluar en un conjunto de m alternativas P = {p1 , , ,.., p,,1  } que deben 
ser ordenados por un decisor, según la satisfacción de las n características. 
Sea P0 el conjunto borroso que representa el perfil ideal para una 
alternativa 
P0 
y donde cada p, j = 1,n , Iii E [o,i], es considerada por el decisor, para la 
característica]. 
Para un mejor manejo se establece que el orden de presentación de las 





De igual manera, el perfil de cada alternativa P1 está dado por 
Estos grados de pertenencia se pueden disponer en una matriz cuyas 
filas corresponden a las alternativas y las columnas a las características a 
evaluar, se tiene entonces, la matriz P  dada por 
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c c2 c3 	c - 
Po í10 /4 /230 
p, mi /4/4 
p 2 	2 	2 	2 
2/11 /12/13 P1! 
M 	1i 	m 
Pi P2 /23 
Utilizando las entradas de esta matriz es posible definir coeficientes de 
selección borrosa que permitirán comparar los perfiles de las alternativas y 
ordenarlas según estos coeficientes. 	Se destacarán algunos de estos 
coeficientes, mencionando sus particularidades. 
Considere la i-ésirna alternativa. Para esta y cada una de las otras 
alternativas, se define: 
1) COEFICIENTE BORROSO 1: 
q 
j1 
Este coeficiente no es conveniente, por que su valor está 
determinado por calificaciones de las características de las alternativas, y 
no por la proximidad de los perfiles al perfil ideal. 
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En el caso particular en que el perfil ideal tiene todas las 
evaluaciones próximas a uno (1) o bien todas próximas a cero (0), el 
coeficiente borroso 1 brinda un buen ordenamiento de las alternativas si 
se complementa con el uso del indicador dq1 definido como. 
d , = 
y se ordenan las alternativas ascendentemente, es decir, aquella con un 
menor valor de dq será clasificada como la mejor 
2) COEFICIENTE BORROSO H: 
q =1U1p +(1—p)(1—p) 
j=I 	 j=I 
Como se puede apreciar el Coeficiente Borroso II es la suma del 
Coeficiente Borroso 1 y  el coeficiente borroso de las evaluaciones 
complementarias. Al igual que el Coeficiente Borroso 1, e! Coeficiente 
Borroso fi no permite una clasificación en la que el mejor clasificado sea 
un perfil idéntico al perfil ideal. 
Este coeficiente será un buen indicador en los casos en que el perfil 
ideal presente evaluaciones ya sea cercanas a cero (0) o a uno (1), si es 
complementado con el uso del valor dq  definido como: 






   
y ordenando las alternativas, ascendentemente 





J =I 	J=I 	J =I 
Al igual que los coeficientes anteriores, éste no es eficiente, por no 
clasificar como mejor a cualquier perfil idéntico al perfil ideal, aunque 
es posible que no ocurra lo expuesto, ya que depende directamente del 
perfil ideal y los perfiles de las alternativas a considerar. 
Con las adiciones expuestas, permite un ordenamiento para aquellos 
casos en los que las características del perfil ideal están evaluadas con 
números cercanos a uno (1) y/o cercanas a cero (0) 
Para aquellos casos particulares, donde el perfil ideal no sea el 




d 1 = 
q 3 
q, -q'  
 
  
el cual permite una clasificación ascendente de todas las alternativas. 
4) EL COEFICIENTE BORROSO IV. 
q =1— 
Este coeficiente borroso es eficiente para la clasificación de las 
alternativas si se tiene como directriz el mismo perfil ideal, es decir, si 
cualquier perfil idéntico a él debe ser el mejor clasificado. 
El Coeficiente Borroso IV tiene la propiedad de clasificar de modo 
igual a todos aquellas alternativas que estén a una misma distancia 
Hamnnng del perfil ideal, más no hace una diferenciación intra criterio, 
si no más bien mira perfiles, esta dificultad podría ser evitada 
modificando un tanto el propio Coeficiente Borroso IV 
q=1 	- 
t" -wmin1u,p] 








si se consideran pesos w, para cada una de las cualidades 
El coeficiente borroso V siempre clasifica como mejor a cualquier 
perfil idéntico al perfil ideal, es decir, ordena con respecto a la afinidad 
al perfil ideal. 	Además siempre clasificará mejor aquellas alternativas 
cuyos perfiles tengan características evalncbs por sobre el perfil ideal, 
con respecto a otro perfil que tenga las características evalii'das por 
debajo de las del perfil ideal, pero a una misma distancia Harnming. 
Por lo antes expuesto, este coeficiente no es un buen clasificador 
para aquellas alternativas cuyo perfil ideal tiene sus características 
evaluadas con valores cercanos a cero (0) 
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1.5 RELACIONES BORROSAS 
Definición lO:  
Se considera el espacio producto X x Y = {(x, y), X E X, y € 
generado por los conjuntos X, Y. 
Una Relación Borrosa R en X x Y es el conjunto borroso que se define como: 
R = (((x,y), .uR(x,v)), (x, y) € X  Y} 
PR define el grado o la intensidad de la relación borrosa R. 
La definición anterior puede ser generalizada a un espacio X de n conjuntos X, 
= T. Una relación n-aria borrosa R corresponde a un conjunto borroso en X 
que tiene una función de membresia PR  que a cada n-upla (Xi , X2 ,..., X l! ) E X le 
asigna un valor entre 0  1, inclusive, que indica la intensidad o fuerza de la relación. 
Toda relación binaria puede ser escrita en forma matricial. Si la relación es 
borrosa esta forma permite una mejor manipulación, para efectos prácticos. En esta 
representación las entradas de la matriz sefialan el grado de relación de los elementos 
que determinan las entradas. Consideremos los conjuntos X = (x 5 x21x3 
Y 	(Y1 , y2 , y3,..., y) y la relación borrosa R en el espacio producto X x Y, con 










y1 	y2 	 Y. 
 
 
y1) 	p<-;,Y2) 	p(x1 , 
1a(x2,y1 ) 4 1(x2,y2) •.. p(x21y) 
  
 
/4IXm , y1) p(x,,,, Y2) 	 ,Y.) 
    
1.5.1 COMPOSICIONES BORROSAS 
Sean los espacios productos X x Y , Y x Z y las relaciones borrosas R, 
en XxYyR2enYxZ. 
La composición de las relaciones borrosas R1 y R2 es la relación borrosa 
denotada por R2 ° R1 (léase R1 compuesta con R2). La composición de las 
relaciones puede definirse de vanas formas, a saber: 
Definición 11  
Se llama Composición Max-Min de R1 y R2, a la relación 
o R1 c X x Z cuya función de membresía P 	se define como: 
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y (X,Z)EXXZ 
=n2ax[min(,I,(x,y),pR2(y,z))1, (XI y)EXXY,(y,Z)IY X Z ,  
y (x,z)EXxZ 
1.5.1.1 PROPIEDADES DE LA COMPOSICIÓN MAX-MIN 
Si R1,R2, y R3 son relaciones borrosas, entonces para la 
composición max-min se verifica que: 
(i) 	(R3° R2)° R1 R30(R2 ° R,) 	 Asociatividad 
(ji) R30(R2 u R1)=(R30R2) u (R3° R1) 	Distributividad a Izquierda 
con respecto a la Unión. 
(iii) R30(R2 n R1) * (R30R2) r (R31  Rj) 	No Distnbutividad a 
izquierda con respecto a 
la Intersección. 
(iv) Si R1cR2, entonces R3°R1c R30R2  
Estas propiedades se denvan de las propiedades de 




DEMOSTRACIÓN DE LAS PROPIEDADES DE LA COMPOSICIÓN 
MAX-MIN 
Sean R1, R2 y R3 tres relaciones borrosas, entonces, para la 
composición max-mm se tiene que 
(i) (R3° R2)° Rj = R30(R2 1 R1) 	Asociatividad 
Prueba. 
Sean X, Y, Z y W cuatro conjuntos y se consideran los productos X 
x Y, Y x Z, Z x W y X x W, se supone que Ri c X  Y, R2 c Y x Z y 
R3cZxW 
Sea (xj,wq) € X x 0',, entonces 
P(R3.R2 )R (X, , Wq) 
= "[p (X,,  y) A PR3OR,  (y, W q )] 
= V{p, (x, ,y)A[V(p1  (y,z)A P,(Z,W q )]} 
= u(x,y)A[VCuR2 (y,z)A U j (Z,W q )} 
V p (X, 32) A[V(pp (y2,z)A pp1 (z,w)] 
V ^ (X, ,  y) A [YCUR, (Y.,  z) A PR, (z, Wq )1 
Se examinará el término j-ésimo de la disyunción anterior 
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V p (x13y)A[V(p (y,z)A PR, (Z, W,)] 
el cual se puede escnbir como: 
p, (x,  ,y) A[(PR3 (y,,z1 )A PR3  (Z)4'q  )) y  (PR, (y1,z2) A  PR3 (Z23Wq)) 
V(PR (YJ ,Zk )APR (Zk ,Wq))V•••V(PR (Y j ,Z1)A Pp(Zi,Wq )I 
= {[PR (x ,y) A PR, (y,z1  )] A  PR, (Z,Wq )} 
V {[p11 (x,y)A # j, 
	Z,)] PR, (Z23 W q )} 
y ([p, (x  ,y) A PR, (Y j,  Zk)] A 14 (zk , W,» 
V {[p, (X, Y.,) A PR2 (Yj ,z )] A  PR, (Zi,W q» 
Como lo anterior se cumple para toda yj con j =1,2,3,...^ por la 
conmutatividad y de la asociatividad de la disyunción se venfica que: 
P(IR3).1 (X,Wq) 
= V{p (x,, Y) ,N [V(Pr (y, z)  A PR, (z, W q ))]) 
= [''(PR (X,, y) A (PR, (,, ZIM A  PR3  (z1, W q ) 
v[V(p, (x13 y) A(PR3  (y,z2))}A PR3 (Z23Wq) 
[V(pR  (x1 1  y) A (PR, (y Zk ffl A  PR, (za, Wq) 
[V(pR (x 'y) A (PR, (y, z,))] A p (z1,w) 
= Vt[''CuR (x,y) A (Pk (y, z))] A PR, (Z,Wq  )} 
= PRØ(R, oR1) (x , Wq ) 
	
V(X j ,Wq )E X x W 
Por lo tanto 
(R30 R2)° R, = R30(R2 ° R1) 
(ji) R30 (R2 u R= (R30R2) u (R30 R,) 
Prueba:  
Distributividad a Izquierda 
con respecto a la Umón. 
    
Sean X, Y y Z tres conjuntos y se consideran los productos X x Y, 
YxZ y X x W se supone que R1 c Xx Y, R2 c Xx Yy R3c Y x Z 
Sea (x,zk) E Xx Z, entonces 
PO(R,uR)( ,Z k ) 
= 	(x1, y) ^ #0, (y, Z f )} 
= V{[v(p,(x1 ,y),p, (x1 ,y))]A PR (y, z4 )} 
= [v(p,, (x1 , t),  ^ (x, 1 Y1 )) ̂ P14 (y1 , Zk)] 
V[V(PR (x1 ,y 2 ),p (x,y2))A I1R (Y241,1 
40 
V [(PR (x Y,), PR, (X,,  Y )) A  PR, (ya, za)] 
v[v(p,(xj,y),u,ç (xj ,ym))A ISR(Ym ,Z*)] 
= [(pi  (x , 	y ^ (x , y1 )) A PR3 (y1  ,; )II 
V  [(PR, (x ' y 2 ) y P. (x , y2 )) A PR, (y2 , Z* )1 
V [(p, (X,,  y,) y PR, (X,, y)) A PR, (Yj ,z)] 
Se consideran 
[(p 	(x1 , y) y p (x13 y)) A PR, (Yj , zk )] 
= [p,, (x,yJ )A PR, (y,,z)]v[p (x13yJ)ApR(yJ,z)],  Vi = 1,m 
Entonces por asociatividad y conmutatividad 
= 	 (X I ,Y2)A PR, (Y2 ,Zk)]V•• •V 
PJ,(xs,YJ)APR(YJ,zk)1v'd'[PR(X:,Y.,i)t MR,  (Ym,z*)]V 
...v 
= V[p(x13 y)Ap(y,z)] y VIJUP,  (x,y)Ap(y,z)] 
= y V[p,(x,y)Ap(y,z)},V[p, (x,y)Ap 3 (y,z)]) 
y 
= y [PR,-R2 (X,Z* ),PRR, (x,zh)] 
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= y [p(R (, ) (X J ,Zk)] 
Por lo tanto como 
P,(RU,)(X,Zk) = fl(pJ(pQ)(X:,Z*),  
Se tiene que 
R30(R2 u R1)= (R30 R2) u (R30  R1) 
(iii) R30(R2 n R1) (R30R2) n  (R,° R1) 
V(x1 ,z) EX x Z 
No Distributividad a 
izqinerda con respecto a 
la Intersección, 
Prueba:  
Para la demostración de esta propiedad se mostrará un 
contraejemplo. 
Sean las relaciones R1, R2 y R3 definidas por las siguientes matrices: 
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R1  Yi Y2 Y3 
xi 0.3 0.6 0.9 
X2 01 1 02 
X3 02 0.3 0.6 
R2  Vi Y2 Y3 
x1  0.1 05 0.3 
X2 0.7 06 0.8 
X3 0.3 04 0.7 
R3  Z1 Z2 Z3 Z. 
y1 0.3 0.4 0.6 0.1 
Y2 0.5 0.3 0.9 0.2 
0.6 04 1 0.8 
Se determinará R30(R2 r' R1) y (R30R2) r (R3° R1) 
Para lo cual se determinará R2 rR1 
R2rR1  yi Y2 Y3 
X I 0.1 05 0.3 
X2 0.1 06 0.8 
X3 0.2 0.4 0.6 
entonces 
R30(R2 r- Ri) z1  Z2 Z3 Z4 
X I 0.5 0.3 0.5 03 
X2 06 0.4 0.9 0.2 
X3 0.6 0.4 06 0.6 
Por otro lado 
R3 0R 2  ZI Z2 Z3 Z4 
X I 0.5 03 0.5 0.3 
X2 0.6 04 08 0.8 
X3 0.6 0.4 07 07 
y 
R3 0R 1  z1  Z2 Z3 
X I 06 0.4 09 0.8 
X2 0.6 0.4 09 0.8 
VI 	
X3 0.6 04 0.7 06 
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luego 
(R3 °R2)r(R j  °Rj) Z1 Z2 Z3 
XI 0.5 0.3 0.5 0.3 
X-) 0.6 0.4 0.8 0.8 
X3 0.6 0.4 07 0.6 
Con lo que 
R30(R2 (- R1) * (R30R2) - (R30 R1) 
(iv) Si R1c.R2, entonces R 30R jc R30R2  
Prueba:  
Sean R1, R2 y R3 tres relaciones tales que R1 c Xx Y, R2 c Xx Y 
y R3cYxZ 
Sea R1c ¡?2, entonces ,u(x,,y3):5 PR2(X,,Y)),  V(x,,y) € Xx Y 
Como 
R30R1cXxZ, entonces V(x, , z,) r= X x Z 
(,Z) 




tiene como función de membresía para (x, z j, ) € X x Z a 
PR,R,(x,) 
= V[p,4 (x ,Y),PR, (y,;)] 
[p,, (x,y3 ) A PR (y), ; )]v ... v[p,, (x1 ,y,,,) A PR (Ym')] 
Se analizan 
/ir(Xi ,YJ )APR (Y),Zk ) 	y 	MR, (x,yJ )A PR, (yJ,z) 
minCu (x,yJ),UR,(yJ ,zk)) Y =min(pR(x,,yJ),p,, (Y),;)) 
Además, px1 ,y3 ):!~ 4u1, (x1 ,y), 	Vj=1,m 
Se consideran. ahora, los dos casos posibles que se pueden dar con 
respecto ap(yl,z), 	vi=i^ 
a) p(x,yJ):5p1(x,yJ):5pR(yJ,Zk) 
Entonces 
min[pR (xi, y3 ), PR, (y3 , Za)] 
= MR, (x1,y) 





,ninLuR (x, , Y,),  MR, (Y j ,; )1 
= 
= 	(x , y  ), /L1  (Y j IZA)] 
Por lo tanto 
PROR (x1  Zk) :5 PR,-R, (x , Zk), 	V(x, , Zk) € XX Z 
Y así finalmente 
R30R1c. R30R2  
Definición 12 
Se denomina composición Max-Producto de R1 y R2 a la relación 
borrosa R20R1 c XxZcuya función de membresía u 	se define como: 




=max[ p,(x,y).p(y,z)],(x,y)E XxY,(y,z)€ YxZ 
y (x, z) € X x Z 
Observación:  
De la misma manera como se reemplazó la conjunción A por el 
operador producto (.) también puede reemplazarse por algún otro operador 
que sea asociativo y monótonamente no decreciente en cada uno de sus 
argumentos y que sea distributivo respecto a la unión. 
1.5.2 PROPIEDADES DE LAS RELACIONES BORROSAS 
Definición 13:  
Sean el conjunto Qy la relación borrosa R en £2 x £7. 
Se dice que la relación R es: 
(i) 	Reflexiva, si  solo si Vx E .0, uR (XI  x) =1 
(u) 
	
Simétrica, si y solo si V(x,y)€ 12X.O,/IR (XI Y) = IU R(Y,X) 
(iii) Transitiva, si y solo si V(x,y), (y, z), (x, z) c £2 x  
,UR (XI Z) 2t V[PR (XI y) A  /JR(Y,Z)] 
= max[min(PR (XI y),PR(y, z))] 
o equivalentemente R °Rc R. 
(iv) Co-transitiva si y solo si V(x,y), (y,z) , (x,z) E D  £7 
PR (x, z) ::~ '[PR (x, y) y PR (y' z)] 
min[max(pR (XI y),pR(y,z))] 
y 
(y) 	De Similaridad o de Equivalencia Borrosa si y solo si la relación R es 
reflexiva, simétrica y transitiva. 
(Vi) De Disimilaridad si y solo si es el complemento de una relación de 
similandad Obviamente, entonces la relación de Disimilandad es 
antirreflexiva, simétrica y co-transitiva- 
Observación:  
Una relación de Disimilaridad cumple con los postulados de una 
función distancia, por lo tanto puede ser mterpretada como tal. 
Definición 14  
Sea R una relación binaria borrosa, se dice que R es un preorden 
borroso si es reflexiva y transitiva. 
Definición 15:  
Sea R una relación binaria borrosa, se dice que R es un orden borroso si 
es irreflexiva y transitiva. 
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Proposición 3.  
Si la relación bmana borrosa R es un orden entonces es asimétrica. 
Prueba.  
Supóngase que la R binaria borrosa no es asimétrica, entonces V (x,y) 
se tiene que x R y A  y R x. Luego por la transitwidad de R se tiene que para 
todo x, x R x, hecho que contradice la irreflexividad de R, por lo tanto R es 
asimétrica. 
Definición 16:  
Sea R una relación binana borrosa. Se llama Clausura Transitiva de R a 
la relación borrosa denotidi por R y definida como: 
R=RUR2 UR3 U 
donde 
Rk = Ro Ro Ro 
_____ 	-J 
k-veces 
Proposición 4:  
La Clausura Transitiva de una relación borrosa es una relación borrosa 
transitiva. 
Prueba: 
Sea R una relación borrosa y R la clausura transitiva de R, entonces 
para demostrar que R es transitiva se necesita probar que R° R = R 2CR 
A 
Como R=RUR2 LJR3 LJ ... 
A A 
y 	RoR=(RUR2 UR3 U•-•)o(RUR2 UR3 U-) 
=[(RUR2 UR3 U)oR]1J[(RUR2 UR3 LJ.)oR21U 
	
[(R U R2  U R3 U 	R31U . 
= (R2 U R3  U R4  U••)U (R3  U R4  U R5 
(R4 UR5 UR6 U)U•-• 
= R2 U R3 U R4 UR5 U• 
Por lo que 	R \ R) G R 
Proposición 5•  
Sea R una relación borrosa. Si a partir de un m se tiene que 
R"t = Rm, entonces la clausura transitiva de R estará dada por 
R=RUR2 UR3 U ... URm 




Si £2 = {a1 ,a2,a3,.,a}es un conjunto finito y R una relación borrosa 
definida en £2 x 4 entonces existe un m :!~- n tal que 
R= RU R2 U R3 U URm  
Prueba:  
Sea R una relación borrosa defimda en un conjunto producto £2 x £2 con 
£2 = {al ,a2,a3, ... ,a1} finito, con #IM = it 
Para demostrar esta proposición se emplearan conceptos de la teoría de 
grafos. 
En W, m = 1, n , se tiene que 
(a, , ad = V ¡uR (a¡.) ajApR,(al,,,aj)p, donde s=-- JURO 	 k,  
p 	(ak ,a) = iuR(ak, ,a)A p2(ak ,a1)j}, donde t = 	y 
así sucesivamente. Esto pone de manifiesto la comparación de n caminos: 
cíclicos, con ciclos internos y acíclicos de longitud m. En las entradas de la 
representación matricial de Rm y R' se tendrán el máximo de los mínimos 
en los caminos comparados, por la misma forma como están definidas. 
Dado que 
R=RUR2 UR3 U 
se cumple que 
pr (aj,aj ), Vm= T, por definiciónde R. 
Ahora bien como en R" para m > n, se tendrán caminos cíclicos que ya 
se han comparados en Rt, con t = 2,3,...,n, en todas [as entradas 
(a1 ,a) con i = T, j = ij, de R,es decir, se cumple que: 
con m~:n+1paraunl<k<n 
Por lo que, 
=RUR2UR3U ... Ru 
Ahora bien, si existe un m:!! n tal que R"' = Rm, se cumple que 
R=RUR2 UR3 U --- Rm' 
con lo que se demuestra la propiedad enunciada. 
1.6 CONJUNTOS USUALES OBTENIDOS A PARTIR DE UN CONJUNTO Y/O 
UNA RELACIÓN BORROSA 
En ciertas aplicaciones se hace necesario trabajar con algunos conjuntos y 




Definición 17  
Sea A un conjunto borroso en un espacio £2 y x e (0,11. Se denomina conjunto 
de nivel a de A, al conjunto que se denota por ] y que se define como 
ae(0,1] 
Definición 18:  
Sea R una relación borrosa en £2 x £2. El conjunto de nivel a de R, denotado 
por r;, es una relación usual que se define como 
r; ={(x,y)ef2xQ uR(x,y):-::~a}, 	a e(0,1] 
Tomando como base la representación matricial de una relación cualquiera, son 
válidas las siguientes proposiciones. 
Proposición 7:  
Cualquier relación borrosa R en £2 x £2 puede descomponerse de la siguiente 
forma 
a e (0,1) 
o, de manera mas precisa 




Se considera una relación borrosa A en £2 x £2 entonces R está definida en su 
forma matncial por 
a11 a,2  
a2, a22  
R 
ak, ak2 
Supóngase que existen a,a.62  ,a,.• con fi=j/ donde i = 1, 2,3,..., k,... y 
j=1,2,3,...,n,...distintos. r'' Luego 	existen 	1 R con 
q =1,2,3,.. tales que a f''  tiene en todas sus entradas distintas de ceros los 
valores afi 
Se considera la entrada 
= 
entonces las relaciones 	q = 1,2,3, ... tales que: 
a -64  :5 ah , 
tiene entradas iguales a uno (1) y  en caso contrario [as entradas son iguales a cero 
(o). 
Y así, las entradas (k,n) en la matriz 
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corresponderá a a,,, Ua,, Ua,,, 2 U••Ua,, =a UOUOU.UO 	donde 
ab, = a, > a, > ...> a. 
Por lo tanto 
Uar" =R 
afiq 
lo cual se deseaba demostrar. 
Proposición S. 
Sea 5 una relación borrosa de Similaridad de £2 x .Q, dada por 
s=yar; 
Entonces r7 es una relación de equivalencia en £2 x Q. 
Prueba: 
Sea  una relación borrosa de Similaridad con S = U cd7. 
Se considera, ahora, la relación 
r; = {( x,y)/ps(x,y)2:a, aE(0,1J} 
Como 5 es una relación de Similaridad 	se tiene que todo 
Ps(X,X) = l,Vx E £2 luego para a € (0,1] se cumple el hecho de que 
u(x,x) k a 
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Por lo tanto (x,x)E17, vx€a 
Lo cual indica que f' es una relación reflexiva. 
Si se cumple que (x, y) € .T' se tiene que It. (x, y) i~: a, pero como S es 
simétrica, entonces u(x,y) = izs(Y,X) ~ a. 
Yasi 
(y,x)E r; 
lo cual comprueba que .T' es simétrica. 
Además, si se da que (x,y),(y,z)€T, esto nos indica que 
Y lis (Y,Z) 
Luego como S es transitiva se cumple que existe (x, z) € £2 x £2 tal que 
izs (x, z) 2: ma X[mifl(/J (x, y), '.z (y, z))] 2: a 
con lo que p(X,Z) ~t a y por consiguiente (x, z) € r; teniéndose, entonces que 
es una relación transitiva. 
1)efimción 19  
Sea S una relación de Sinularidad borrosa. Se Llama Clase de Similaridad de x 
de la relación S al conjunto borroso denotado por 	definido como 
S1 	= lji(x,x), Vx € aj 
Definición 20  
Sea SEXI  la clase de Similaridad de xi de la relación borrosa de Similaridad S 
Para a e (0,1], a la relación usual s ' definida como 
Jx (X i) = {(x, x.) E Q x £7 : p5 (x, x) k a} 
se llama conjunto de nivela de la clase de Similaridad de x. 
Proposición 9  
Toda Clase de Similaridad S11  admite la descomposición definida por 
1=UaT(x,) 
La demostración de esta proposición se realiza siguiendo un procedimiento 
smiilar al de la proposición antenor. 
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CAPÍTULO II 




El método ELECTRE 1 fue diseñado por un grupo de investigadores franceses, 
entre los que destacó Bernard Roy, a mediados de la década de los años sesenta y 
emplea como herramienta fundamental, las relaciones de sobreclasificación. 
El nombre de este método se deriva de las siglas en francés de Eliminatión Et 
Choix Traxluisant La Realite (Eliminación y Elección Traduciendo La Realidad). 
En la actualidad existe una gran cantidad de métodos que emplean las relaciones 
de sobreclasificación, algunos de los cuales son variantes del método ELECTRE I. 
Todos estos métodos identificados como FLPC IRE, permiten la capitalización 
de 	relaciones binaria s para la evaluación multicriterio se fundamentan en los 
conceptos de Concordancia y Discordancia. La Concordancia permite establecer las 
ventajas relativas de una acción versus cada una de las otras alternativas potenciales, 
mientras que la Discordancia permite la introducción de un nivel máximo de 
desventaja relativa admisible. 
Antes de iniciar con la descripción propiamente dicha del Método ELECTRE 1 
se hace necesario el establecimiento de un conjunto de conceptos básicos 
involucrados en esta técnica. 
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En este contexto el conjunto de alternativas o conjunto de acciones potenciales 
de las cuales se desea obtener una clasificación u ordenamiento es finito, se denotará 
por A y se define como 
A = {a fi = 1,2,3,...,m} 
Definición 21: 
Sea e1  una función, denominada criterio que va del conjunto de acciones 
potenciales A al conjunto de escala E1, que corresponde al criterio c, es decir, 
Ci  ' A --> E 
donde E1 es un conjunto de escala, E1  c 9? (siendo 91 el conjunto de los números 
reales). 
Se denotará por 
C = { c1Ij = 
al conjunto de los criterios. 
Además, se considera el vector de evaluación Multicriterio de la acción aEA, 
como el vector e(a), defimdo como 
e(a) = {c1(a),c2(a),c3(a).....c(a)}E E1 x E. x E3 x,.. ,xE, 
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donde E, j = 1,2,3,..., n, es la escala respectiva del j-ésimo cnteno j = 1,2,3,. ., n, 
2.2 FUNCIÓN DE BORROSIFICA CIÓN 
Definición 22:  
Sea 	duj la función de membresí a o función de borrosificado que asigna a 
cualquier imagen del criterio j un único elemento en el intervalo cerrado [0,1], es 
decir, 
[0,11 
Cuando se escogen o seleccionan criterios c para evaluar una alternativa a 
muchas de las calificaciones son estimadas dentro de rangos con métricas no 
comparables, es más, algunos de estos criterios son evaluados cualitativamente. Por 
ejemplo al criterio de dedicación al trabajo, en un problema de calificación del 
personal, se le pueden asignar evaluaciones como: extremadamente dedicado, muy 
dedicado, dedicado, medianamente dedicado y no dedicado; estas deberán ser 
transformds a una escala dentro de un intervalo, no necesariamente el intervalo 
[0,1). 
Un decisor puede establecer que en una escala del 1 al 5 las evaluaciones 
cualitativas mencionadas se ponderan así: 
Extremadamente Dedicado -> 5 
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Muy Dedicado 	 - 4.5 
Dedicado 	 —* 4.0 
Medianamente Dedicado 	—. 3.0 
No Dedicado 	 __- 1.0 
Luego se define sobre el conjunto 3 = { 5, 4.5, 4, 3, 1} la función de 
membresía ptp tal que 
de la siguiente manera 
p (x) = e35 	,si x#s1 
O si X=1 
  
con lo que las evaluaciones cualitativas quedarían reevahuidas en el intervalo 
cerrado[0,1] de la siguiente manera. 
EVALUACIÓN CUALITATIVA 
EVALUACION CUANTITATIVA 
DADA POR EL DECISOR 
TRANSFORMACIÓN AL INTERVALO 
10,11 POR MEDIO DE 
Extremadamente Dedicado 50 100 
Muy Dedicado 45 087 
Dedicado 40 075 
Medianamente Dedicado 30 049 
No Dedicado 1 0 0 
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Los valores de la función de membresía se redondearon a dos cifras decimales 
aunque se puede trabajar con mas de dos cifras si así se desea. 
De manera general se puede tomar para una escala numénca cualquiera 
E= (el 1,a2,a3,...,a, donde a1 <a2 <a3 <...<a, 
la función de membresía 
-(x-a 
PE(x)=e 	, XEE 
Si se estima conveniente se puede considerar que PE  (a1 ) = O 
Es claro que la definición de la función de membresía depende del tipo de 
problema o de escala que se emplee. La función de membresía ofrece la conversión 
necesaria para trabajar en el intervalo [o,i], es decir, con conjuntos o relaciones 
borrosas. 
Por ejemplo, si se requiere la evaluación de una persona para trabajar como 
jinete en un hipódromo y una de las características a evaluar es la estatura, entonces 
es posible emplear cierta función que transforme la escala de estatura, dada en 
metros, al intervalo cerrado [0,1]; esta función de membresía puede ser la siguiente. 
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0, 	 six~1.50m 




75m - - sen1 
2 	2 L1.7555 i 
0, x>1.75m 
Es notorio que esta función asigna el máximo valor a las estaturas entre 1.50 y 
1.55 m, reflejando la importancia que tiene este cnteno para el trabajo dejmete. 
Es evidente que si Ej = [o,i] no es necesaria la función de borrosificado. 
Definición 23: 
Sea 11 la matriz de decisión de orden mxn cuyas filas corresponden a [as 
acciones a E A y cuyas columnas corresponden a los critenos cj E C 
Las entradas se denotarán por r, y son las transformaciones de las 
evaluaciones c!aj) E E por medio de pj. 
a1 r 1 rj 2 
r21 r, 
a. 
Así, ry =p1(c(a)) 
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denota la borrosiflcación por p1  de la evaluación de la acción i por el criterio 3. 
El vector fila rk  ) = ( r 	2' r13 , .. ., ç) correspondiente a las alternativas a se 
llamará & vector de iz. 
2.3 RELACIONES DE PREFERENCIA 
Definición 24.  
Dadas a•, a3 € A. Se dice que a se prefiere estrictamente a a3 y se denota por 
aPaj ó aj>aj. 
si el decisor escoge a a sin ninguna duda sobre a3. 
Definición 25: 
Sean a, a3 E A. Se dice que a es indiferente a a1 y se denota por 
a;1a3 ó aa3  
si el decisor acepta o escoge indistintamente a la alternativa u frente a a1. 
Definición 26:  
Sean a, a3 € A. Se dice que a es preferido o indiferente a aj y se denota por 
aQaj ó a>;:aj 
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si el decisor no sabe si prefiere estrictamente a a sobre a a3 o es indiferente entre 
ellas. 
Definición 27  
Dadas a, a3 E A. Se dice que la alternativa a y la alternativa a no son 
comparables y se denota por 
a NC a3  6 -( a• a3 o a3 a;) ó (a; aj) y (a3 a;) 
si el decisor no es capaz de seleccionar entre las alternativas a y a. 
Observación:  
La relación es la unión de las relaciones = y >- 
Cuando el decisor establece comparaciones frente a su conjunto de alternativas 
se espera que las mismas tengan cierto grado de racionalidad, es decir, que no exista 
ambigüedad en cuanto a cuáles de las alternativas son indiferentes, estrictamente 
preferidas o preferidas o indiferentes; para asegurar tal racionalidad es necesario que 
como mínimo las relaciones de preferencia cumplen las siguientes condiciones 
+ La relación = de indiferencia es reflexiva y simétrica. 
+ La relación >- de preferencia estricta es asimétrica 
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• Las relaciones = y >- son disjuntas, es decir, una persona que es Indiferente 
entre dos alternativas no puede preferir estrictamente a una de ellas frente a la 
otra. 
Definición 28:  
Se dice que el decisor satisface la Hipótesis de Fuerte Racionalidad si las 
relaciones >-, = y > satisfacen las siguientes condiciones: 
y >- son disjuntas, 
es reflexiva y simétrica, 
>- es asimétrica y 
es transitiva. 
Proposición 10:  
Si se cumple la hipótesis de fuerte racionalidad del decisor la relación >- es un 
orden. 
Prueba: 
Se Supone que 
transitiva entonces a1 > ak. Para probar que a > ak, se supone que a ak,  entonces 
por simetría de la relación = se cumple que a& = a- obteniéndose que ak > a- que 
unido al hecho de que a a1  asegura que ak >p a1 lo cual contradice que a1  >- a*, por lo 
tanto a1 >- ak y así >- es una relación transitiva y asimétrica por hipótesis, entonces es 
un orden. 
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Proposición 11  
Si se satisface la hipótesis de fuerte racionalidad del decisor la relación = es 
una relación de equivalencia- i alencia
Prueba: a
Las propiedades sobre la reflexividad y la simetría están dcis por la hipótesis 
por lo que sólo queda por demostrar la transitividad.. 
Se considera a a3 y a1  = ak, lo que implica que a a3 ya3 > ak; luego por la 
transitividad de la relación se concluye que a ak.  Para demostrar que a1 = ak, se 
supone que a >- ak.  Por simetría de = también se tiene que si ak >- a- se contradice el 
hecho de la asimetría de >-, por lo tanto a ak.  Lo que finalmente establece que 
es una relación de equivalencia 
Proposición 12:  
Si se satisface la hipótesis de fuerte racionalidad del decisor la relación 	es 
una relación de preorden. 
Prueba:  
Es inmediata por la reflexividad de la relación = y la transitivad de 
Definición 29  
Sean a1 a dos alternativas de A y (r,k)1 	 ,r,) y 
), = (r 1 , r,2, r 3 ,• •, r,7 ) sus B-vectores correspondientes Se dice que la 
relación > es un preorden producto si ocurre que a a si y sólo si Fj ~t rik, 
Vk=f,n. 
Proposición 13  
Si > es un preorden producto, entonces esta relación es un preorden- r eit
Prueba- 
Sean a•, a1 y a tres alternativas y > un preorden producto. 
Claramente Fik ~rj , dado que jk = rik, para todo k = 1,2,3,...,n. Por lo tanto la 
relación > es reflexiva. 
Además, supóngase que aa3 y que a, a,4,, entonces se verifica que rj ~ r1 y 
que rk ~: Twk, para todo k = 1,2,3,.. .,n, luego por la transitividad de la relación ~ se 
cumple que r ~ r,, para todo k - 1,2,3,...,n lo que implica de manera directa que 
a 	a, de allí que la relación > sea un preorden, tal como se deseaba demostrar. 
Definición 30  
Se dice que la alternativa aiEA es eficiente, o no dominada u óptimo de Pareto 




El conjunto de los puntos eficientes u óptimos de Pareto se denomina Conjunto 
de Pareto. 
Definición 32:  
Un subconjunto B de A es completo para el preorden >r  si para todo a1EA-B, 
existe aEB tal que a1 -aj. 
Definición 33:  
Un conjunto completo B es mimmal si ningún otro subconjunto estricto de él es 
completo. 
2.4 CONCORDANCIA Y DISCORDANCIA 
Definición 34:  
Sean ap y aq dos acciones potenciales de A y C el conjunto de los criterios. Se 
denomina conjunto Supvaluado de a sobre aq al conjunto denotado por J+(pq) 
definido como 
F(p,q)={j/r >r,jEC} 
Este conjunto reúne a todos los critenos j para los que la alternativa a es 
mejor evaluada que la alternativa aq. 
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Definición 35:  
Sean a y aq dos alternativas de A. Se llama conjunto Equivaluado de ap sobre 
aq, al conjunto denotado por L(p,q) y definido como 
J(p,q)={j/r =r,,jEC} 
El conjunto contiene a todos los critenos para los que las evaluaciones de las 
alternativas ap y aq son iguales. 
Definición 36:  
Sean ap y aq, dos alternativas de A. Se denomina J(p,q) al conjunto 
Subvaluado de a,, sobre aq definido como 
J(p,q)={j/rq, >r,iEc} 
Así F(p,q) agrupa a aquellos cntenos j en los que la alternativa aq es mejor 
evaluada que la alternativa a,, 
Según las definiciones a.ntenores, es evidente el cumplimiento de las siguientes 
igualdades: 
•:• J(p,q) - J(q,p) 
+ 
•:. F(p,q) - J (q,p) 
•: J(p,q) = J•(q,p) 
De acuerdo al grado de importancia o de relevancia que cada uno de los 
criterios tenga para el decisor o grupo de decisores, se le puede asignar a cada 
criterio un peso o una ponderación. 
Definición 37 
Sea p el peso del j-ésimo criterio, j= 1,2,3,...,n 	Se denomina Índice 
Supvaluado de la alternativa a, sobre aq  al número +(pq) que se define como 
P(p,q)=Y, pi 
Definición 38  
Sea p, el peso del j-ésimo criterio, j = 1,2,3,...,n 	Se denomina Índice 
Equivaluado de la alternativa a sobre aq, a la cantidad P(p,q) que se define como: 





Sea p el peso del j-ésimo criterio, j= 1,2,3,...,n . Se denotaP(p,q) al Indice 
Subvaluado de la alternativa a sobre la alternativa aq, definido como. 
P(p,q)= 1 pj 
jEJ(p,q) 
Observación:  
De acuerdo con las definiciones anteriores es obvio que: 
+ P(p,q) = V(q,p) 
•: P(p,q) = P(q,p) 
+ P(p,q) = P(q,p) 
Estos tres índices son la base para la definición de los índices de concordancia 
y discordancia de cada alternativa frente a cada una de las otras acciones en 
consideración. 
Definición 40: 
Se denota C,q al Indice de Concordancia de la alternativa a sobre la alternativa 






es decir que 
jGJ (p,q) 	)J(p,q) 
C pq = 
1 Pi
c 	es un índice normalizado, es decir, c e [0,11 
El índice c pq determina el grado de supremacía y equidad conjunta que tiene la 
alternativa a,, sobre aq. 
Los índices de concordancia para cada dos alternativas constituyen las entradas 
de una matriz denominada matriz de concordancia. 
Definición 41:  
Se llama matriz de concordancia Ta la matriz de orden mxm cuyas filas y 






a1 a2 	am 
a1 c11 c12 c1 
a2 , c22 	C2m 
am C,,11 Cm 2 	CMM  
Proposición 14:  
Siempre se cumple que O :!~ c :i~ 1. Además, c =1 si y sólo si a domina aj 
en el preorden producto; análogamente c = O si y sólo si a1 domina a; en el 
preorden producto. 
Prueba:  
Sean a y aj dos alternativas. Considere c, el índice de concordancia de a1 y a3. 
Por defimción de c se tiene que 
P+ E Pk 








2 : 	1:  Pk 1: Pk 
kEJ(i,j) 	kEP(i,j) 	kEF(i,j)  = 1 
Pk 
verificándose la igualdad cuando J (j,)) = 
Evidentemente, si J(i,j) = , entonces para todo k = 1,2,3,...,n 
kEJ(i,j) o k€J('i,j) 
de lo que se infiere que r > r ó r = 	Vk=1,n, o sea 
V k = 1,n Así es un preorden producto y a; domina a a en este preorden 
producto 
De 	manera similar, si J (i, f) = J (i, f) = , entonces k E J (i, J), 
Vk=1,n o sea que .keJ(i,j), por lo tanto r ft >r Yk=1,n 
Así 	es un preorden producto y finalmente aj domina a a en este preorden 
producto 
Definición 42:  
Se denomina índice de Discordancia, de la alternativa a sobre aq, que se denotará 
por d, al número definido como. 
{max 
jEJ(p,q) 
O, 	si P(p,q)=O 
max[r11 — r], siP(p,q)#O 
El índice de Discordancia d Pq  muestra la máxima diferencia positiva que 
existe entre alternativa a y la alternativa aq, es decir se selecciona [a diferencia 
mayor sobre el conjunto de los criterios en que ilq domrna a. 
Así como se definió la matriz de concordancia (E es posible definir la matriz 
de Discordancia por medio de los índices de discordancia. 
Definición 43  
Se llama matriz de Discordancia, que se denotará por D, a la matriz cuyas filas 
y columnas corresponden a las acciones potenciales de A, y cuyas entradas son los 
indices de discordancia. 
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O, 	si J(p,q)=.çb 
dpq 
o 
d pq  
1 JEJ (p,q) 
Así, 
a2 
d11 	d12  
d 21 d 22  
amLdmI dm2  
Proposición 15:  
Siempre se cumple que 0::! 4 s 1. Además, 4 = O si y sólo si a domina a en 
el preorden producto. 
Prueba:  
Sean a, a3 dos alternativas y sea la relación . 
Por definición 
O, 	si J(i,j)=g 
d11 = 
max [r k —rilj siJ(i,j)#, 
- k€J (I,j) 
Considere J (1,)) # q, entonces existe t, O < t ::in, índices tales que 
r1 	> r, ; r1 > Pi ••• 	> 
Así, 
- 	> O; r p, - 	> O;..., r. , - r p  > O 
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am 
d 2m  
a1 
suponga que 








O:!! d 1 <1 
Por otro lado considere que d, = O, entonces J (i, j) = Dado que el 
complemento de J(i,j) es J(i,j)UJ(i,j) se tiene que para todo 
k= 1,2,3,..,n k E [J(i,j)U J'(i,j)] 
Por lo que 
rk 2:rk, Vk=1,n 
así finalmente 
a1  
es decir, a• domina uf en el preorden producto. 
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2.5 UMBRALES Y RELACIONES DE SOBRECL4SIFICA CIÓN 
Una forma de comparar las alternativas para establecer la supremacía de una 
sobre la otra es introduciendo umbrales de concordancia y de discordancia. 	Estos 
umbrales pueden ser determinados por el decisor o bien, establecerse de acuerdo a 
ciertos criterios. 
Sean 	 y .. 	=1;,d;,d;,...,d:_1 ,d:}, conjuntos 
formados por las entradas distintas de las matrices de Concordancia y de 
Discordancia respectivamente, y que constituyen posibles umbrales para el 
problema. 	Luego se le cuestiona al decisor sobre cual es el máximo índice de 
discordancia y el mínimo indice de concordancia admisibles por él. 
Consideremos que el índice máximo de discordancia es d y el índice 
mínimos de concordancia es ch  A partir de ellos es posible generar los conjuntos 
de umbrales 
= {c ,; , 	,. , ; } 
* 	* 	 * 
donde Ch = Cb , C >e h2  > C1, > > Cb 
y 
donde d 
ft =d * d* <d* <d* <... <d r' r1 	r2 	r3 	r,,  
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A partir de los posibles pares de umbrales de concordancia y de discordancia se 
pueden formar algunas relaciones, de las cuales interesan las relaciones de 
sobreclasificación. 
Definición 44: 
Sean d E 	y Cb E 	Se dice que a• sobreclasifica aj y se denota por rp 
a S a3 si Cjj~Cb Y d.. ~ d 	donde c, y d g son las entradas ij 	r' 
correspondientes de la matriz de concordancia Cf y de discordancia 0 
respectivamente. 
Proposición 16:  
La relación S definida anteriormente es reflexiva. Cuando S es transitiva, 
prolonga el preorden producto. 
Prueba: 
Obviamente S es reflexiva ya que Cli =1 y dli = O así que Cli ~ con k = 
1,2,3...,). y d,, 2~ d con i = 1,2,3,...,u 
Se supone que S es transitiva, entonces si a sobreclasifica ii en el preorden 
producto ocurre que r ~: T jk, Vk = 1,n lo cual indica que c = 1 y d = O, luego 
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a• S aj, pero obviamente existen alternativas a y aq donde a S aq, dado que puede 
darse que c pq ~:cyd pq ~:d., sin que sede que c=1y d=O,es decir no 
necesariamente ocurre que 1pk  ~ rqk, '1k = i,z Así la relación S es más rica en 
lo que respecta a las alternativas que relaciona, es decir, clasifica más pares de 
alternativas. Por lo que S prolonga al preorden producto 
Es necesario que S sea transitiva para que ésta conserve la propiedad de un 
preorden. 
Dado que la relación S no es transitiva en la mayoría de los casos se requiere 
extraer de la teoría de grafos el concepto de núcleo de la relación que fue empleado 
por primera vez por el Doctor Bernard Roy. 
Definición 45  
Se llama núcleo asociado a una relación de sobreclasificación S a todo 
subconjunto N de las alternativas A tal que: 
Va k €A — N, 3a, €N ,talque a g Sa 
Vak ,a EN, (a1 ,ak ) Sy (ak ,a1 ) S 
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Observación  
La primera de las condiciones es denominada estabilidad externa del grafo y la 
segunda estabilidad interna del grafo o propiedad de absorción del grafo. 
Proposición 17  
Si S es transitiva y el conjunto de Pareto de S respecto a A es completo minimal, 
entonces el núcleo es único y se confunde con el conjunto de Pareto 
Prueba:  
Sea N el núcleo y E el conjunto de Pareto. Considérese a E N y a1, o E 
entonces existe Uq EE tal que aq S a1,. Dado el hecho de que aq ø N entonces por la 
estabilidad externa del núcleo existe ak E N tal que ak S aq que luego por la 
transitividad de 5, ak S a1, lo que contradice la estabilidad interna del núcleo. Así se 
tiene que NcE. 
De manera similar considérese que a,, E E y a,, o N entonces por la estabilidad 
externa del núcleo existe ak EN tal que a* 5 ap, pero esto contradice el hecho de que 
E sea completo, minimal y además que contiene al conjunto de los eficientes, por lo 
tanto a,, E N por lo que E<= N. 
Luego se venfica que N E. Además N es único debido a la unicidad de E. 
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Definición 46:  
Se denomina Alfa-nivel a cada uno de los elementos del producto cartesiano 
x 
Observación: 
• Cada alfa-nivel define una relación de sobreclasificación y en consecuencia el 
grafo correspondiente Esto justifica que el alfa-nivel, determinado por los 
índices Ch E 	y d €d se denote por G(c,d). 
Una vez se determinan los alfa-niveles y se construye el grafo de la relación 
de sobreclasificación correspondiente a cada uno, se deberá seguir los 
siguientes pasos para lograr la clasificación de las alternativas 
1. De cada grafo se determina el núcleo. Se eliminarán aquellos alfa-niveles 
para los que el núcleo es vacío o bien esté formado por todas las 
alternativas. 
2. Para cada grafo se consideran dos direcciones: 
(a) Dirección Derecha del vértice i: es la mayor longitud de camino 
(elemental) entre los que se inician en el vértice i y finaliza en un 
vértice cualquiera distinto de él. 
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(b) Dirección Inversa del vértice i: es la mayor longitud de camino 
(elemental) entre los que se inician en un vértice cualquiera distintos 
de 1 y finalizan en el vértice i. 
3. Se mteractuará entre el decisor y el analista para determinar los pesos (en el 
intervalo [0,11) para cada uno de los alfa-niveles restantes del paso 1, 
obteméndose, por ejemplo, un orden de la forma siguiente: 
G(c,d.) 	 1 
G(c,d;.) 	__ 095 
G(c,d.) 	> 0.80 
. 
OR 
G(c,d) 	. O 
La asignación de los pesos para los alfa-niveles puede establecerse 
por medio de la técnica del valor medio o bien por una colocación del 
mayor valor para el alfa-nivel de más ngidez y el menor valor para el alfa-
nivel de menor ngidez, para luego linealizar los alfa-niveles mtermedios. 
Debe entenderse que el alfa-nivel de mayor rigidez es el que tiene el mayor 
umbral de concordancia y el menor umbral de discordancia., el alfa-nivel de 
menor ngidez es aquel que tiene el menor umbral de concordancia y el 
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mayor umbral de discordancia. Esta manera de ponderar tiene la 
desventaja de que puede asignar un mismo peso a dos alfa-niveles 
diferentes. 
4. Se calcula el grado de cada vértice restando su alcance a inversa de su 
alcance a derecha. El alcance a derecha de un vértice es la suma de sus 
direcciones a derecha en cada alfa-nivel, ponderada por el peso del alfa-
nivel. Análogamente el alcance a inversa es la suma de sus direcciones a 
inversa en cada alfa nivel, ponderada por el peso del alfa-nivel. Las 
alternativas (vértices) se ordenarán de mayor a menor según su grado. 
CAPÍTULO III 
APLICACIÓN DE LA TEORÍA DE CONJUNTOS 
BORROSOS EN UN PROBLEMA DE SELECCIÓN Y 
PROMOCIÓN DE PERSONAL EN UNA EMPRESA 
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Considérese una compañía que para dar respuesta a ciertas necesidades, debe 
abocarse a la selección y promoción salarial de cierto personal. 
Suponga que se desea escoger 3 individuos de un total de 67 que participan. El 
director de personal establece, conjuntamente con el departamento al cual se le 
adjudicarán las plR7sis soliciti&s, 10 características que consideran importantes para 
ser satisfechas por las personas que aspiran a ocupar dichas posiciones, además 
evalúan a cada uno de los participantes para obtener así el perfil de cada uno de 
ellos, según estas características. 
Para la selección se establece emplear el criterio del mejor promedio, es decir, 
utilizar la media de las evaluaciones para cada uno de los 67 participantes. 	Al 
procederse se presenta la dificultad de que los 8 candidatos con las mejores 
calificaciones tienen igual promedio. 
Por otro lado se define el perfil ideal P0 que deben reunir los individuos que 
van a ocupar las posiciones. 
La siguiente matriz muestra las calificaciones de los 8 candidatos mejor 
calificados, el perfil ideal y los correspondientes promedios 
-SiC2 C3  Cg C5 C6 C7 Cg C9 C15 Media 
P9 090 075 080 090 090 095 085 095 098 1001  0898 
P1 065 050 070 085 080 045 085 075 090 065 071 
P2 090 060 050 065 070 075 080 070 085 065 071 
P3 060 055 060 075 045 080 095 085 095 060 071 
P4 065 040 080 065 090 055 080 060 085 090 071 
P5 080 060 065 070 080 050 085 070 060 090 071 
16 080 090 070 080 050 045 080 060 090 065 071 
P7 070 080 045 065 085 080 050 080 070 085 071 
P8 090 060 080 075 050 085 075 080 050 065 071 
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Una manera de resolver la dificultad presentada por el uso del criterio del 
mejor promedio y ayudar al problema de ordenamiento de los candidatos es utili73r 
la Distancia Haimning al punto ideal y los coeficientes borrosos. 
Los resultados de los cálculos de estos parámetros, para cada alternativa, se 
muestran en el siguiente cuadro, en el que: 
a) La Distancia Hamniing está abreviada en el cuadro por D FI 
b) Los coeficientes Borrosos 1, II, [II, IV y V están denotados, respectivamente 
porQi, Q2, Q, Qr y Qs. 
Cuadro #1 
ic 	. GP claMcdi DEL Q, 	Ql  Q, Q 
075 	09009505 	095 00 0 281 0251 1 
O70 	065 	0 	8 045 	085075 	090 065 188 6399 	67L9 061 00 
P2 	090 	060050 065 070 075 0) 	070 085 0.65 tU 6415 6711 0663 0812 0C) 
060 rn  060 	075 	045 060 209 6.757 =noma j o go os5fl1!TI k425 6 fI 0666  
1W 	)(I 07O J OW LFO 6390 	6701 1~ 0812 
LPTIOM 	090 	010 	08050 	045 	oso 	o6oT065 6.33* oToi 
E1 o Ci 090 iircho1 070 (7J - J * 6762l1 I1 
IRA¡  Ç0 o6or1 flIIE 	0*5 [iI EUT1 IE1[!Ii 6661) 0656 () [J 
Del cuadro anterior se obtienen las siguientes clasificaciones de 
acuerdo a cada uno de los coeficientes borrosos descritos y a la Distancia 
1 o 
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Hammmg 	El ordenamiento que se presenta va del mejor al peor 
clasificado. 
ORDENAMIENTO SEGUN LA DISTANCIA HAMM1!4G AL PUNTO IDEAL 










ORDENAMIENTO SEG1JN EL COEFICIENTE BORROSO 1 
10 	 (P4 
2° 	 {P7 } 
3° 	 (P3 } 
40 	 {P2} 
5° 	 {P,} 
6° 	 {P5} 
70 	 {Pg} 
8° 	 (P6} 




























ORDENAMIENTO SEGÚN EL COEFICIENTE BORROSO IV 
1° 
	










ORDENAMIENTO SEGÚN EL COEFICIENTE BORROSO V 
1° 	 (P4 
2° 	 {P7 } 
3° 	 {P3 } 
4° 	 (P2 } 
5° 	 {P1 } 
6° 	 (P4 
7° 	 (P4 
8° 	 (P4 
Observaciones:  
a) La Distancia Hainming al igual que el Coeficiente Borroso 1V producen la 
misma clasificación. 
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b) Los Coeficientes Borrosos 1, II, ifi y IV onginan los mismos resultados en 
Cuanto a la clasificación. 
c) Aunque no siempre ocurrirá lo mencionado en a) y b), existe una gran 
similitud entre la clasificación que se presenta internamente entre los dos 
grupos, es decir, por un lado la Distancia Haniming y el Coeficiente Borroso 
IV, y por otro lado los Coeficientes Borrosos 1, H, ifi y IV. 
d) La selección de los coeficientes para la selección o clasificación de los 
candidatos dependerá de la interacción entre el analista y el decisor, 
teniendo éste la última palabra en cuanto a la decisión a tomar, analizando, 
con alguna otra perspectiva las cualidades de cada uno de los coeficientes. 
Cualquier duda respecto a Las clasificaciones suministradas por los recursos 
anteriores puede ser resuelta utilizando esta variante del Método ELECTRE. De la 
matriz de calificaciones dada al inicio del ejemplo se puede extraer directamente la 
matriz de decisión 1 que contiene a los perfiles de las alternativas, como renglones, 
según los 10 criterios establecidos, donde cada entrada r, de la matriz 31 corresponde a 
la evaluación dada al participante o candidato Pi en el criterio cj. 
C1 e2 C3 C4 C5 C6 C7 C8 Cg 
Pl  065 050 070 085 080 045 085 075 090 065 
090 060 050 065 070 075 080 070 085 065 
P3 060 055 060 075 045 080 095 085 095 060 
P4 0.65 040 080 065 090 055 080 060 085 090 
080 060 065 070 080 050 085 070 060 090 
P6 0 80 090 070 080 050 045 080 060 090 065 
Pl  070 080 045 065 085 080 050 080 070 085 
P 090 060 080 075 050 085 075 080 0 50 0 65 
Si se asume que todos los criterios tienen peso igual a uno (1), el índice de concordancia 
para cada candidato P1, Pj se define como: 
Card ( {r / r 2:
cg = 	 , donde k = 1,10 y n =10 
n 
de manera que la matriz de concordancia será: 
PI 	P2 	P3P4P5P6P7P8 
P1 1 0.7 0.5 0.6 0.6 0.8 0.4 0.5 
P2 0.4 1 0.4 07 0.4 0.6 0.5 0.6 
P3  0.5 0-6 1 0.5 05 0.4 0.6 04 
05 0.6 04 1 0.5 06 06 0.5 
P 0.6 0.7 0.5 06 1 0.6 0.5 0.5 
P6 06 0.6 0.6 0.6 0.5 1 0.6 06 
P7 06 06 05 05 05 04 1 05 
P3  0.6 0.7 0.7 0.7 0.6 0.6 0.6 1 
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e'0  
La matriz de discordancia .D entre los candidatos tiene por entradas las d1 definidas 
por- 
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d•= f maxírk-r1, 	
J(i,j)~4 
' 	Lo, 	 en caso contrario 
de manera que 
Pi P2 P3 P4 Ps P6 P7 P8 
- 	0 0.30 0.35 0.25 0.25 0.40 0.35 0.40 
P2 0.20 O 0.15 0.30 0.25 0.30 0.20 0.30 
P3 0.35 0.30 0 0.45 0.35 0.35 0.40 0.30 
0.20 0.25 0.25 0 0.20 0.50 0.40 0.30 
P5 0.30 0.25 0.35 0.25 0 0.30 0.30 0.35 
P6 0.30 0.30 0.35 0.40 0.30 0 0.35 0.40 
P7 0.35 0.30 0.45 0.35 0.35 0.30 0 0.35 
P 0.40 0.35 0.45 0.40 0.30 0.40 0.35 0 - 
Se definen los conjuntos W 	y 	dados en este caso por 
={o 80,0.70,0.60,0 50, 0.40} que corresponde a los índices de concordancia 
diferentes y 	{0.1 5, 0.20, 0.25, 030, 035, 0.40,0.45,0.501 que corresponden a las 
entradas diferentes de la matriz 0. 
Se solicita al decisor recomendar los umbrales mínimo de concordancia y máximo 
de discordancia admisibles. 
A tal solicitud escogió respectivamente, al menor de 	(0.40) y al elemento (0 40) 
de 	por lo que 	
= 
El producto cartesiano 	está dado por: 
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;,**X 	={(O. SO, 0A5), (0.80, 0.20), (0.80, 0 25), (0.80, 0.30). (0 80, 0 35), 
(0 80, 0.40), (0.70, 0.15), (0.70,020), (0.70, 0.25), (0.70, 0 30), 
(0 70, 0.35), (0.70, 0.40), (0.60, 0.15), (0 60, 0.20), (0 60, 0.25), 
(0.60,0.30), (0.60, 0.35), (0.60, 0.40), (0.50, 0.15), (0.50, 0.20), 
(0. 50, 0.25), (0.50, 0.30), (0.50, 0.35), (0.50, 0.40), (0.40, 0.15), 
(0.40,0 20), (0.40, 0.25), (0.40, 0.30), (0.40,0.35), (0.40, 0.40)} 
Cada una de estas parejas es un alfa-nivel, por lo que se tendrán 30 alfa-niveles que 
se denotarán: 
G (0.8,0.15), G2 (0.8,0.20), . -,G30(0.40,0.40) 
luego se establecen los núcleos de cada uno de los grafos de las relaciones definidas ylas 
direcciones a derecha e inversa de cada uno de sus vértices. 
Para el alfa-nivel G1 (0.80, 0.15) se define su correspondiente relación de 
sobreclasiflcación SI. 
Se recuerda que a 51  a1 si cU 2:0.80 y J :5 0.15, lo que no se cumple para ninguna 
de las alternativas 51 CD se refleja en el grafo pues no existen arcos trazados; en 
consecuencia, el núcleo correspondiente contiene a todas las alternativas y las direcciones 
derechas e inversas son cero para cada vértice 







1 1 0 
2 0 0 
3 0 0 
4 0 0 
5 0 0 
6 0 1 
7 0 0 
8 0 0 
G7(0.70, 0.15), Núcleo = {1,2,3,4,5,6,7,8} 
Dirección 
Derecha Inversa 
1 0 0 
2 0 0 	- 
3 0 0 
4 0 0 
5 0 0 
6 0 0 
7 0 0 
8 0 0 
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Ji 






1 0 0 
2 0 0 
3 0 0 
4 0 0 
5 0 0 
6 0 0 
7 0 0 
8 0 0 
G9(0.70, 0.25), Núcleo = {1,3,4,5,6,7,8} 
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1 0 0 
2 0 1 
3 0 0 
4 0 0 
5 1 0 
6 0 0 
7 0 0 
8 0 0 






1 2 0 
2 1 1 
3 0 O 
4 0 2 
5 2 0 
6 0 0 
7 0 0 
8 0 0 





1 2 0 
2 1 1 
3 0 0 
4 0 2 
5 2 0 
6 0 0 
7 0 0 
8 2 0 






1 2 0 
2 1 1 
3 0 0 
4 0 2 
5 2 0 
6 0 1 
7 0 0 
8 2 0 





1 0 0 
2 0 0 
3 0 0 
4 0 0 
5 0 0 
6 0 0 
7 0 0 
8 0 0 
G14(0.60, 0.20), Núcleo = (1,2,3,4,5,6,7,8), grafo idéntico al anterior 






1 3 0 
2 0 3 
3 0 0 
4 0 2 
5 2 1 
6 0 0 
7 0 0 
8 0 0 





1 4 5 
2 4 5 
3 5 0 
4 3 5 
5 5 4 
6 4 4 
7 6 0 
8 5 5 






1 0 0 
2 0 0 
3 0 0 
4 0 0 
5 0 0 
6 0 0 
7 0 0 
8 0 0 
G18(0.60, 0.40), Núcleo = { } 
G19(0.50, 0.15), Núcleo = {) 





1 0 1 
2 1 0 
3 0 0 
4 1 0 
5 0 1 
6 0 0 
7 0 1 
8 0 0 






1 4 2 
2 1 3 
3 0 0 
4 3 1 
5 2 1 
6 0 0 
7 0 4 
8 0 0 





1 5 5 
2 4 4 
3 5 0 
4 5 5 
5 5 5 
6 5 
7 0 5 
8 5 5 
G(030, 0.35), Núcleo = {) 
G24(0.50, 0.40), Núcleo = (} 






1 0 0 
2 1 0 
3 0 1 
4 0 0 
5 0 0 
6 0 0 
7 0 0 
8 0 0 





1 0 1 
2 1 0 
3 0 1 
4 1 0 
5 0 1 
6 0 0 
7 0 1 
8 0 0 






1 4 4 
2 3 3 
3 0 4 
4 2 2 
5 3 3 
6 0 0 
7 0 4 
8 0 0 
G28(0.40, 0.30), Núcleo = { } 
G 29(0.40, 035), Núcleo = { } 
G30(0.40, 0.40), Núcleo = { ) 
Al cuestionar al decisor sobre la ponderación de los diferentes alfa-niveles, 
responde que él reserva la calificación de 1 al alfa-nivel G(0.9, 0. l), no alcanzado en este 
problema y que asigna la calificación de O al alfa-nivel G(0.4,0.4), ambos denominados 
alfa-niveles extremos. 
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Es decir, el decisor le asigna una ponderación máxima de uno (1) al alfa-nivel cuyo 
índice de concordancia es de 0.90 y de discordancia de 0. 10, y califica con cero (0) al 
alfa-nivel que tiene un índices de concordancia de 0.40 y  de discordancia de 0.40. 
Para ponderar a los alfa-niveles intermedios, se escoge la vía de la linea1ización Si 
G(c: ,d:) es el i-ésimo alfa-nivel, se procede de la siguiente manera. 




c - Menor Valor De Los UmbralesDe Concordancia 
DiferenciaEntre Los UmbralesDe Concordancia De Los Alfa- NivelesExtremo4' 
donde C i es el valor del i-ésimo umbral de concordancia. 
LINEALIZACIÓN DE LOS UMBRALES DE DISCORDANCIA: 
Y se calcula 
= 	 Mayor Valor De Los Umbrales De Discordancia - d 
' Diferencia  Entre Los Umbrales De Discordancia De Los Alfa - Niveles Extremos' 





L9 ,nrlc16n de este Alfa-nivel, que se denotará por 	se obtiene sumando ir 
estos dos pesos, es decir, 
P, e1 +P. (Pl  
JI. rs 
Las fórmulas de P. y Pd. para el caso particular que se estudia son 
de allí que 
P.+P. 15c-25d,+4 
2 - 15 
Por ejemplo, el cálculo del peso del alfa-nivel G27(0.40, 0.25) que con el nuevo 
ordenamiento de los alfa-niveles le corresponde G13(0.40,0 25) es 
= = 15(0.4) - 25(0.25) + 
15 
Es claro que este proceso se realiza para los alfa-niveles cuyos núcleos no son 
vacíos o no contienen a todas las alternativas 
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Esto conduce a la necesidad de reordenar los alfa-mveles restantes de acuerdo a 
los umbrales de concordancia considerados, es decir, si los índices de los alfa-mveles son 
1= 1,2,39  .... q ,entonces se reordenarán con los índices fi1 'fi2, fi3,• •, fi donde 	es el 
alfa-nivel de mayor rigidez, respecto al umbral de concordancia, y G es el alfa-nivel 
de menor rigidez en lo que respecta a los umbrales de concordancia. La rigidez respecto 
a los umbrales de discordancia se puede usar como segundo criterio para el 
ordenamiento. 
Los pesos de los Alfa-mveles ordenados G , s = 1,2,3,...,13 son: 
- 	1 	 .- 	1 	 tl 	 •.'. -- 	1...., 
t 
-- - t 
t KO 4O- 
GOS -: ;o55o Ií 
46** 
1101.55 O38 
 	O4O- OO7 - i 





El último paso para lograr la clasificación de las alternativas consiste en el cálculo 
de [os alcances a derecha, a inversa y los grados de cada uno de ellas. 
El alcance a derecha del vértice¡ (de la i-ésima alternativa o perfil), que se 
denotará por ' y1  , se define como: 
donde 	es la dirección a derecha del vértice i en el alfa-mvel G 
Y el alcance a inversa del vértice i (de la i-ésima alternativa o perfil), que se 
denotará por PV, , se define como: 
P= 
donde m'.  es la dirección a inversa del vértice i en el alfa-mvel GP.  
Así finalmente la diferencia de los alcances a derecha menos el alcance a inversa 








1 8803 5636 3.167 
2 5.969 6.753 -0.784 
3 3.170 1 333 1.837 
4 4.752 7.220 -2.468 
5 7.920 5.119 2.801 
6 2803 3.503 -0.700 
7 2202 4.501 -2.299 
8 4.536 3.170 1.366 











Finalmente se aprecia que los candidatos seleccionados son los que corresponden a 
las alternativas 1, 5 y 3, el candidato correspondiente a la alternativa 8 sería el siguiente 
a considerar en el caso de ocurra una eventualidad y alguno de los tres primero no pueda 




El desarrollo de este trabajo generó diversas ideas que considero son necesarias exponer 
en esta sección. 
•• La Teoría Borrosa permite el trabajo con conjuntos que representan situaciones de la 
vida real y que la teoría booleana manejaría superficialmente. 
•• En la Teoría de Conjuntos Borrosos se pueden tomar decisiones sobre alternativas 
bajo evaluaciones cualitativas para luego ser transformadas a evaluaciones 
cuantitativas en el intervalo cerrado [0,1], valonzación necesaria para utiu172r el 
Método ELECTRE L 
•• El Método ELECTRE 1 permite el uso de pesos que bien pudieran representar 
consideraciones políticas del decisor. 
•:• El Método ELECTRE 1 cuenta con recursos para manejar situaciones de 
incomparabilidad de las alternativas. 
•• El Método ELECTRE 1 introduce los conceptos de Concornciay de Discordancia, 
surgidos de los conocidos procesos de votación.. 
• La técnica descrita para el ordenamiento de las alternativas, también representa un 
tratimiento mas Justo de la decisión pues se evita la subjetividad al considerar un 
ordenamiento por simple inspección de los alfa-niveles y de las alternativas que los 
integran. 
•) La introducción de los conceptos de alcance a derecha y a inversa de las alternativas y 
del grado de cada uno de ellas, permite manejar de una manera sencilla los diversos 
resultados surgidos por el uso del Método ELECTRE 1. 
RECOMENDACIONES 
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El método de ordenamiento expuesto está diseñado para el caso en el que el núcleo 
correspondiente a cada alfa-nivel es único, es decir la relación de sobreclasificación es 
transitiva. Sería de gran interés continuar este trabajo abordando el caso donde resulte 
mis de un núcleo para algunos de los alfa-niveles que se consideran. 
1. Sería de gran provecho el diseño de un programa de computación interactivo que 
agilice los cálculos inherentes a esta teoría y conduzca al ordenamiento de las 
alternativas de solución al problema de decisión. 
2. La Teoría de Decisiones Multicnteno es muy rica en cuanto a la gran cantidad de 
trabajos producidos, en los que se explican los fundamentos de diversas metodologías 
para resolver problemas de toma de decisiones. Sin embargo en nuestro medio no se 
ha encontrado una forma efectiva para que la Universidad de Panamá, como 
institución de estudios superiores deseosa de estar a la vanguardia pueda adquirir este 
tipo de literatura. Considero que el esfuerzo que representa esta obra puede ser un 
elemento para cubnr en cierta forma esta necesidad- El programa de Maestría en 
Matemática debe capitalizar los recursos disponibles para que este recinto sea una 
fuente de material bibliográfico, tanto para docentes como para estudiantes. 
3. El trabajo desarrollado en esta tesis debe ser puesto a la disposición de las Facultades 
de ciencias administrativas y de ciencias sociales para que sirva de guía para el 
tratamiento de problemas de toma de decisiones y particularmente los que se refieren 
a la promoción, selección y contratación de personal. 
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4. Exhortamos a los colegas del Departamento de Matemática a realizar los esfuerzos 
necesarios para que cursos sobre Métodos Cuantitativos sean introducidos en carreras 
de las ciencias administrativas y sociales, y puedan ser incorporados a los curriculum 
métodos matemáticos para el tratamiento de fenómenos propios de su especialidad. 
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