ABSTRACT Nonconvex penalties have recently received considerable attention in sparse recovery based on Gaussian assumptions. However, many sparse recovery problems occur in the presence of impulsive noises. This paper is concerned with the analysis and comparison of different sparsity-inducing penalties for L 1 -loss function-based robust sparse recovery. To solve these nonconvex and nonsmooth optimization problems, we use the alternating direction method of multipliers framework to split this difficult problem into tractable sub-problems in combination with corresponding iterative proximal operators. This paper employs different nonconvex penalties and compares the performances, advantages, and properties and provides guidance for the choice of the best regularizer for sparse recovery with different levels of impulsive noise. Experimental results indicate that convex lasso (L 1 -norm) penalty is more effective for the suppression of highly impulsive noise than nonconvex penalties, while the nonconvex penalties show the potential to improve the performance in low and medium level noise. Moreover, among these nonconvex penalties, L p norm can often obtain better recovery performance.
I. INTRODUCTION
Compressive sensing (CS) [1] is an efficient signal acquisition technique that has been widely used in sparse signal processing, including Compressive Imaging [2] , [3] , sparse signal recovery [4] , [5] , super-resolution channel Estimation [6] and multimedia image restoration [7] . A typical noise measurement model is expressed as
where A ∈ R M ×N , x ∈ R N ×1 and y ∈ R M ×1 represent the measurement matrix, sparse signal/image of interest and the measured data, respectively, and n ∈ R M ×1 denotes the additive noise. Often, the sparse signal/image of interest can be recovered by the following unconstrained optimization problem
where the L 2 -norm ||Ax − y|| 2 2 represents the loss-function which is the metric of the residual error; R(x) denotes the penalty function that provides necessary prior knowledge for the optimization and the L 1 -norm is considered to be one of the classical alternative functions of L 0 -norm. The parameter µ specifies the tradeoff between the residual error and the prior knowledge.
Impulsive noise may come from buffer overflow [8] , data missing and bit error in signal/information measurement and transmission [9] , [10] . The probability density functions (PDF) of the impulsive noise often have the heavy-tailed property, which can often be modeled as the symmetric α-stable (SαS) noise, and the zero-location distribution characteristic function can be described as ϕ(ω) = e jσ ω−γ α |ω| α
where 0 < α < 2 denotes the characteristic exponent that measures the thickness of the tail of the distribution such that a larger value of α will lead to a more impulsive noise; and γ > 0 is the scale parameter that quantifies the strength of noise, with a smaller the value of γ representing lower strength of the noise. When the measured data are corrupted by the impulsive noise (e.g.,SαS noise), the L 2 -norm loss function based CS recovery algorithms will fail because the L 2 -norm is highly sensitive to outliers. Recently, various robust data-fitting models have been proposed to replace the L 2 -norm to suppress the outliers for sparse recovery, such as the L 1 -loss function [11] , the Huber function [12] and the Lorentzian-norm [12] . It has been noted that the L 1 -loss function based framework can offer better performance and can be described as
where the L 1 -norm based least absolute formulation ||Ax − y|| 1 is employed as the fidelity term for the residual error. Different penalties have attracted increasing attention for use in robust sparse recovery. Among them, the penalty of L 1 -norm has been regarded as the most popular one [14] - [16] , and the most well-known one is the YALL1 algorithm [14] , which solves the L 1 -L 1 optimization problem by an alternating direction method of multipliers (ADMM) framework. Compared to the L 1 -norm penalized regularization, the nonconvex penalties-based regularization can certainly obtain a significant improvement in sparse recovery, but they are nonconvex and therefore difficult to solve efficiently. A study focusing on L 1 -L p minimization problem was reported in [17] , and the results show that the L p -norm can significantly improve the recovery performance relative the L 1 -norm. In this work, we focus on L p -norm, [18] , smoothly clipped absolute deviation (SCAD) function [19] , the minimax concave function (MCP) [20] as well as the popular L 1 -norm, and discuss their effects and implications in high-dimensional robust sparse recovery problem with different level SαS noise.
The rest of this paper is organized as follows. First, we review several typical penalties and their iterative thresholding operators. Next, an efficient first-order algorithm of ADMM is utilized to solve the nonconvex and nonsmooth minimization problem by combining their corresponding thresholding operators. After that step, numerical experiments are conducted to evaluate the performance and efficiency of these algorithms for SαS noise. We discuss the effects and the implications for the SαS noise with different level impulse and strength, different sparsity and different sampling-ratios. Finally, we apply the theory to high-dimensional compressive image recovery problems to further demonstrate the advantages of nonconvex penalties. 
II. OVERVIEW OF EXISTING ALGORITHMS
This section first reviews several typical penalties and their corresponding iterative thresholding operators. Next, we employ the ADMM framework to solve the nonconvex and nonsmooth difficult problems. Finally, we introduce the regularization parameter strategy for the ADMM optimization framework. 
A. ITERATIVE THRESHOLDING OPERATOR FOR NONCONVEX PENALTIES
We first introduce several typical iterative thresholding operators for the optimization (2) with different penalty func-
, SCAD function and MC function. Among these operators, while L 1 -norm based regularization has been well-studied for sparse recovery, however, the L 1 -norm will cause biased estimates for large coefficients [21] . The L p -norm (0 < p < 1) is often regarded as the so-called Bridge-penalty. The functions of SCAD and MC penalty have shown better performance in several applications, such as image restorations [22] and remote sensing [23] . Illustrations of thresholding operators for four typical penalties R(x) are shown in Figure 1 .
The general iterative thresholding operator for the L 2 -loss function based problem (2) is given by
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in which h τ (·) is the corresponding definition function. 1) Soft iterative thresholding operator. When R(x) is the L 1 function, then we have
2) p-thresholding operator. When R(x) is given by
where [20] , the others are generalized iterative shrinkage algorithms (GISA) [24] , [25] . Rencently, a similar work [17] employs the Marjanovic and Solo proposed algorithm [24] to solve the problem, however, the solver uses very complex and complicated mathmatics to present the global solution. In our work, we adopt a more simple and efficient algorithm proposed in [25] , where
in which the thresholding value is given as
As shown in figure 1 , the p-thrinkage corresponding to the soft-thresholding operator for a value very close to 1, e.g., p = 9 10 , whereas for a smaller one it behaves like hard-thresholding operator, e.g., p = is the SCAD penalties [19] , then, the SCAD proximal mapping is given by
As the figure 1 shows, the additional parameter ''a'' determines the slope of the transition from hardthresholding to soft-thresholding, and a value very close to 2, SCAD shrinkage behaves smoother and smoother. When a → ∞, SCAD is equivalent to softthresholding. 4) Minimax Convave Penalty (MCP) thresholding operator. When R(x) is the MC function [20] , then the proximal mapping is given by
in which ξ > 1. The iterative thresholding operator for these nonconvex and convex penalties can be described as Algorithm 1.
Algorithm 1 General Iterative Thresholding Algorithm for Nonconvex Penalties
Input
) according to different thresholding operator (1)- (4); Step3:t = t + 1; Output:x t+1 .
B. NONCONVEX REGULARIZATION AND ADMM FRAMEWORK
The problem described in (4) is difficult to solve due to the nonconvex regularizer and the nonsmooth loss function. This section introduces the alternating direction method of multipliers (ADMM) as an efficient and effective optimization framework that can be employed to convert such problem into several sub-problems [14] . Recently, a first-order algorithm based on the ADMM framework was proposed to solve this nonconvex optimization in [17] . In this work, we employ this optimization framework to solve the problem described in (4). First, the affine constraint of problem (4) is described as
Thus, the augmented Lagrangian of (14) is given by
in which, z = Ax − y, w ∈ R M ×N denotes the Lagrangian multiplier, and ρ > 0 is the penalty parameter. Then, the three steps of solving the problem (15) by ADMM method are
The x-update step in (16) is a common Least-Squares problem expressed as
where λ 1 = 1 ρ denotes the regularization parameter. According to the iterative shrinkage thresholding (IST) theory [26] , let B
γ , then we have
where
Hence, the z-update step in (17) becomes easy to solve by the proximity operator. The z-update step in (17) can be rewritten as
in which, λ 2 = 2 ρµ represents the regularization parameter. The problem (21) is the popular LASSO problem, and to ensure convergence, the problem is converted into a smoothed version given by
. Hence the solution of (17) is given by
, and ε > 0 is an approximation parameter [17] .
Hence, the nonconvex difficult problem can be decomposed into two problems of (19) and (22) . In this paper, the four methods of cooperative ADMM framework are termed as
The most popular convex penalty of L 1 -norm regularized method will be adopted as the comparison, and even though several efficient algorithms have been proposed to solve this problem (see [15] , [16] ), we still utilize the ADMM framework mentioned above to obtain the solution for a fair comparison.
The regularization parameter plays the key role for recovery performance, especially for the ADMM framework. According to (19) , (21) and (18)
The ADMM framework is described in Algorithm 2.
Algorithm 2 ADMM framework for nonconvex and nonsmooth optimization problem
Update the value of x t+1 by using the Equation (19); Step2: Update the value of z t+1 by using the Equation (23); Step3: Update the value of w t+1 by using the Equation (18) Step4: t = t + 1; Output: x t+1 .
III. NUMERICAL EXPERIMENTS
This section compares the different regularizer schemes of L 1 , L p , p ∈ { 
where x and x denote the estimated signal and the simulated signal respectively, and where if the relative error is less VOLUME 6, 2018 FIGURE 6. Two typical MR images. than 10 −2 , then the recovered x is regarded as successful, and otherwise it is regarded as failed. All experiments are repeated 100 times independently.
1) RECOVERY PERFORMANCE VERSUS α
The α parameters denote the strength level of the SαS noise. In the first experiment, we evaluate the averaged related error versus the characteristic exponent with three scale parameters γ = 10 −1 , γ = 10 −3 and 10 −5 . It can be seen from Figure 2 (a) that these nonconvex penalties are all failed to reconstruct when the strength of SαS noise is too high. Figure 2 (b) and (c) show that these nonconvex penalties can achieve lower errors than the L 1 -norm for low and medium impulsive level of SαS noise (e.g.,α ≥ 1). We also find that the performance of L 1 -norm is more stable to suppress the impulsive noise, and it can still recover the sparse signal with a very highly impulsive level (e.g.,α < 1), while the performances of nonconvex penalized methods will deteriorate rapidly, see Figure 2 (c). Moreover, among these nonconvex penalty schemes, we observe that the L p -penalized strategy can obtain the lowest errors for a proper value of p compared to the MCP and SCAD penalties.
2) RECOVERY PERFORMANCE VERSUS γ
The γ parameters denote the strength level of the SαS noise. The second experiment evaluates the averaged relative error versus the scale parameter γ under three different levels of impulsive SαS noise. The scale parameter γ is empirically selected as γ ∈ [10 −5 , 5 × 10 −5 , 10 −4 , 5 × 10 −4 , 10 −3 , 5 × 10 −3 , 10 −2 , 5 × 10 −2 , 10 −1 ]. As shown in Figure 3(a) , when the SαS noise is highly impulsive, the nonconvex penalized regularization methods will become ineffective, while the L 1 -norm penalized regularization could still obtain a good result when the value of γ is small enough (e.g., γ ≤ 10 −4 ). From Figures 3(b) and 3(c) , we can observe that the L p -penalized regularization scheme can achieve the lowest error with a proper p for the low and medium-impulsive noise situations (e.g., α ≥ 1.0, γ ≤ 10 −2 ). The SCAD and MC can also achieves better results than the L 1 -norm (e.g., α = 1.5), however, in the high-impulsive noise situations (e.g., α = 1.0), their recovery performances become poor. 
3) RECOVERY PERFORMANCE VERSUS SAMPLING-RATIO
Following the experiment results described above, this subsection will evaluate the recovery ability of different penalties versus the sampling ratio for three levels of fixed SαS noise conditions of the moderate SαS noise, highly strength SαS noise and highly impulsive SαS noise. We first consider the recovery performances for different sampling ratios. Figure 4(a) shows the simulations results under a moderate noise environment, we observe that the nonconvex penalized regularization methods can all achieve significantly more sparse solutions than the L 1 -penalty. In the high strength SαS noise conditions, the results for which are shown in Figure 4(b) , the L p -norm regularized methods can also obtain the best performances followed by the L 1 -norm, with the MCP and SCAD nonconvex penalties showing the worst performances. Figure 4 (c) presents the averaged error in the condition of highly impulsive SαS noise, and it can be observed that the L 1 -norm can obtain relative error that is lower than those for the nonconvex penalties. Hence, the convex penalty of the L 1 -norm are more effective for the suppression of very highly impulsive noise than the nonconvex penalties.
4) RECOVERY PERFORMANCE VERSUS SPARSITY K
This sub-section will evaluate the recovery ability of different penalties versus the sparsity K for two levels of fixed SαS noise conditions. Figure 5 compares the recovery performance versus the sparsity with K ∈ [1 ∼ 120]. Figure 5(a) presents the averages relative error versus K with fixed moderate noise of α = 1.5, γ = 10 −4 . The results demonstrate the superiority of nonconvex penalties over the L 1 -norm. We can observe that the averaged errors achieved by the nonconvex schemes are smaller than 10 −2 (regarded as recovered successfully) for K ≤ 75, while the L 1 -norm regularized method can only achieve success for K ≤ 45. Among these nonconvex penalties, the L p -norm will outperform the MCP and SCAD function with a proper p value, such as p ∈ { Figure 5(b) shows the results for a fixed highly impulsive SαS noise of α = 1.0, γ = 10 −5 , and it can be observed that although nonconvex penalties may achieve lower error occasionally, the L 1 -norm shows a more robust performance.
B. MAGNETIC RESONANCE IMAGING EXAMPLE
This section will focus on the reconstruction of medical images. Magnetic resonance imaging (MRI) is a powerful technique for the recovery of a sequence of MRI images from the under-sampled measured data for clinical diagnosis, and CS is a new promising approach to overcome this issue [27] . We choose typical complex-value MR data of cardiac and brain regions for the experiment, as shown in Figure 6 . We measured these MR data by a typical discrete cosine transformation (DCT) and evaluate their peaksignal noise ratios (PSNRs) for all algorithms versus the sampling ratio under three different levels SαS noise levels of high (α = 0.5, γ = 10 −5 ), medium (α = 1.0, γ = 10 −5 ) and low (α = 1.5, γ = 10 −4 ) SαS noise. We use the well-known L 1 -penalized YALL1 algorithm [14] for comparison.
Figures 7(a)-(c) depict the recovery PSNR versus the sampling ratio for Cardiac Slice MR data in the condition of high, medium and low SαS noise, respectively. As shown in Figures 7(b) and 7(c) , we observe that the nonconvex penalties regularized algorithms outperform the L 1 -penalized algorithms of YALL1 and L 1 -L 1 . Moreover, the penalties of L p , p ∈ { 
C. APPLICATION OF COMPRESSIVE IMAGING
We next test and verify the universality, reproducibility and predictability of the superiority of nonconvex penalties to the convex penalty of L 1 -norm. In this experiment, we choose ten typical images (Figure 11 .) and evaluate their PSNRs at the sampling ratio M /N = 0.4 and α = 1.5, γ = 10 −4 for all algorithms; As a comparison, we employ the well-known L 1 -penalized YALL1 algorithm [27] . Table 1 presents the PSNR values of ten typical images recovered by penalized regularization methods. These numerical results also powerfully confirm the superiority of nonconvex penalties to the convex penalty of L 1 -norm.
IV. DISCUSSION AND CONCLUSIONS
In this paper, we introduced a general framework with different penalties for robust sparse recovery and studied their performance and efficiency based on the L 1 -loss function for sparse recovery with impulsive noise. These resulting nonconvex and nonsmooth problems can be resolved via the well-known ADMM framework combined with the corresponding generalized iterated shrinkage algorithms.
From these numerical experiments, we observe that nonconvex penalized regularization methods have the potential to improve the recovery performance on the performance of the L 1 -norm penalty. However, in certain cases, the L 1 -norm penalized regularization can also obtain better performance. The performances and advantages of the different methods are briefly summarized as following to provide guidance regarding the choice of the regularizer.
(1) Compared to the L 1 -norm, nonconvex penalties show potential to improve the performance in low and medium level noise. However, the L 1 -norm penalized regularization can suppress the impulsive noise more effectively, especially when the noise is very high (e.g., α < 1,γ > 10 −4 ).
(2) Among these nonconvex penalties, the L p -norm penalized regularization can show the best recovery performance on average with a proper value of p.
(3) For penalties given by the SCAD and MC functions, the recovery performance will outperform the L 1 -norm in the conditions where the impulsive level and the noise strength are relatively low, whereas they are inferior to the L p -norm. Moreover, the SCAD function penalized regularization method has a slightly advantage over the MC function with a value of a close to 2. 
