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ABSTRACT
Monitoring and maintaining air quality in a built environment is essential for occupants health
and safety. An indoor environment is subjected to various particulate, gaseous matter etc. Ex-
posure to these contaminants can result in various health problems such as asthma, skin diseases
and in some case cancer. Therefore indoor air quality monitoring sensors are important for early
detection of these contaminants. An indoor contaminant is transported via the airflow. Various
building uncertainties affect the airflow. Therefore it is important to account these uncertainties
for designing optimal sensor network. Further, in case of an accidental or intentional release of
hazardous contaminants, the network should also assist for risk assessments such as after release
contaminant source distribution and identifying source location. The purpose of this research is
to develop a unified framework for designing an optimal contaminant monitoring sensor network
accounting building uncertainties and develop a methodology for carrying risk assessment under
hazardous contaminant release. The framework uses the discrete form of Perron-Frobenius (P-
F) transfer operator to carry fast, accurate contaminant transport analysis. The work develops
a methodology for accounting occupancy and weather uncertainties to designing the sensor net-
work. Once constructed the P-F operator is also used with an Ensemble Kalman Filter (EnKF)
estimator to estimate contaminant distribution using sensor measurement. Further, for identifying
the release location a Bayesian inference method is developed using the constructed P-F operator.
The developed framework can be used in developing strategies for people evacuation during toxic
contaminant release containment of airborne infectious disease. It can also be integrated with it
with the buildings to make smart HVAC systems.
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CHAPTER 1. INTRODUCTION
Impurity and contaminant detection sensors have become an integral part of buildings HVAC
systems. The optimal placement of these sensors in the indoor built environment is important to
ensure comfort, health, as well as energy efficiency. The studies by Sarigiannis (2013) have shown
that millions of people approximately spend 90% of the time indoors. While indoor, occupants can
be subjected to various air pollutants, the exposure of these pollutants is linked to various respira-
tory, skin diseases Tham (2016), cancer Herbstman et al. (2015), and in extreme cases loss of life
Baur et al. (1993). The transmission of the infectious diseases (TID) (like influenza, tuberculosis,
smallpox, chickenpox, and SARS) has been widely studied by various authors Olsen et al. (2003);
Namilae et al. (2017); Wenzel (1996); Kenyon et al. (1996); Duong and Waldman (2016); Li et al.
(2016); Buhr et al. (2016); Kawashima et al. (2016) to understand the connection between diseases
and air transport. The spread of TID is also discussed in detail by Tham (2016). Further, the
threats of using chemical and biological warfare (CBW) for terror and mass destruction has also
lead researchers for developing methods and response strategies to avoid these dangerous events
Stuart and Wilkening (2005); Ostfield et al. (2004); Demirev et al. (2005). The use of CBW agents
might not be likely, but a single attack can be devastating. Fast detection, containment, and re-
sponse to the release of CBW agent is essential to reduce the casualties and execute an evacuation
plan.
In a general sense, addressing the issues of TID, CBW and IAQ problems involves performing risk
assessments, implementing preventive measures, recognizing problem areas, identifying potential
sources, and designing evacuation strategies Fontanini et al. (2016a). Sensor locations are an in-
tegral part for all of these steps. Sensors also play an important role for feedback in the control
of HVAC systems. Researchers have also shown that energy savings can be improved by optimal
sensor response and can also efficiently help in maintaining IAQ of the building Du et al. (2015);
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Lu et al. (2011); Chao and Hu (2004); Fisk and De Almeida (1998). Sensor placement design with
the development of wireless network Zhou et al. (2015) has eased the process for data collection
and integration with feedback systems to control the mechanical system. Therefore, an optimal
sensor placement for a building is not only important for reducing the risk of infections but also
for making buildings more energy efficient. Furthermore, prompt response to a release of a CBW
agent requires sensor locations that minimize the time between the release and the detection of the
threat.
In recent years there has been increasing interest in incorporating the effects of various un-
certainties in the building during analysis of building performance Hopfe et al. (2013); Hopfe and
Hensen (2011); Sun et al. (2014). The uncertainties associated with buildings can be broadly clas-
sified into three categories: (1) environmental, (2) workmanship and quality of building elements,
and (3) behavioural. Environmental factors consist of location-specific weather conditions which a
building is subjected to. This appears as uncertain boundary conditions. Workmanship and quality
are associated with the quality and design of building and construction materials. This appears as
uncertainty in material properties used in the analysis. Finally, the uncertainties associated with
human behaviors, such as occupancy, interior design, and usage of appliances are categorized under
behavioral uncertainty. Previous studies have shown the importance of these uncertainties on the
energy demands Yan et al. (2017) as well as on the indoor air quality Zhu et al. (2007). Such prior
work has emphasized the importance of accounting for the uncertainty associated with building
systems and motivates this study to develop a sensor placement strategy which can account for
uncertainties. The method developed in this thesis establishes the framework for accounting the
uncertainty while designing the sensor layout using the discrete form of Perron Frobenius operator.
Once these uncertainties are accounted in designing the sensor based indoor contaminant moni-
toring network, the next step is to integrate a framework which can quickly perform risk assessment
analysis under a hazardous contaminant release scenario. The risk assessment involves identifying
source distribution and release location in the domain. The risk assessment analysis is crucial
to develop a safe evacuation plan and strategies for people exposed to the hazardous chemical
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compound. Further, these assessments can support in developing controls for HVAC systems for
clean/fresh air to remove the contaminant from the space. This work provides a unified framework
which uses once constructed discrete form of Perron-Frobenius operator to obtain the distribution
for an unknown impulse release and can also be used in identifying the release location.
To integrate the contaminant transport analysis with the complete building energy simulation
tool such as energy plus the thesis also discusses the surrogate modeling methodology. The dis-
cussed coupling approach when applied for contaminant transport analysis for a building can be
used to predict the overall building health index and air quality levels.
The organization of this thesis is as follow. Chapter 2 introduces the transfer operator based
approach for designing the sensor contaminant monitoring network accounting building uncertainty.
Chapter 3 introduces the method for estimating the contaminant distribution inside the occupied
space for an unknown source release for a finite time using the sensor measurement in real-time.
The method exploits the dynamic system formulation of contaminant transport analysis for design-
ing an estimator based on Ensemble Kalman Filtering (EnKF) approach. Chapter 4 the method
for identifying the source release location using the transfer operator based contaminant transport
analysis and real-time sensor measurement is introduced. The approach uses the Bayesian inference
technique to generate the posterior distribution for the domain to specify a highly probable region
of release location. In Chapter 5 the coupling strategy for integrating CFD with building energy
simulation tool is discussed which can also be used for integrating the P-F based simulations for
performing contaminant transport with building energy simulation tool. Chapter 6 concludes the
work by stating the conclusion drawn from the work and provide avenues of future research.
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CHAPTER 2. A TRANSFER OPERATOR METHODOLOGY FOR
OPTIMAL SENSOR PLACEMENT ACCOUNTING FOR UNCERTAINTY
Published in Building and Environment1
Himanshu Sharma, Umesh Vaidya and Baskar Ganpathysubramanian
2.1 Abstract
Sensors in buildings are used for a wide variety of applications such as monitoring air quality,
contaminants, indoor temperature, and relative humidity. These are used for accessing and ensuring
indoor air quality, and also for ensuring safety in the event of chemical and biological attacks. It
follows that optimal placement of sensors become important to accurately monitor contaminant
levels in the indoor environment. However, contaminant transport inside the indoor environment
is governed by the indoor flow conditions which are affected by various uncertainties associated
with the building systems including occupancy and boundary fluxes. Therefore, it is important
to account for all associated uncertainties while designing the sensor layout.The transfer operator
based framework provides an effective way to identify optimal placement of sensors. Previous
work has been limited to sensor placements under deterministic scenarios. In this work we extend
the transfer operator based approach for optimal sensor placement while accounting for building
systems uncertainties. The methodology provides a probabilistic metric to gauge coverage under
uncertain conditions. We illustrate the capabilities of the framework with examples exhibiting
boundary flux uncertainty.
Keywords
CFD, Uncertainty, Optimal Sensor placements, Perron-Forbenious Operator.
1Citation: Sharma, H., Vaidya, U., & Ganapathysubramanian, B. (2019). A transfer operator methodology for
optimal sensor placement accounting for uncertainty. Building and Environment.
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2.2 Introduction
With increasing miniaturization in electronic components the deployment of multiple sensors is
becoming an integral part of daily life. These sensors are typically interconnected (either locally
or centrally), and make up a sensor network. The spatial placement of sensors that make up the
network is especially important in the context of ensuring indoor air quality (IAQ) in the built
environment. This is because an individual in the western world spends about 90% of their lifetime
indoor (World Health Organization (Sarigiannis, 2013)). Degraded IAQ is linked to various respira-
tory diseases (Tham, 2016), with long term exposure linked to serious illness and death (Herbstman
et al., 2015; Baur et al., 1993). Additionally, in large public spaces such as atriums, airports, subway
stations, and indoor stadiums the assessment of indoor air quality is critical from the security and
safety standpoint. This is especially important to avoid transmission of infectious diseases (TID)
such as influenza, tuberculosis, and SARS. The spread of such diseases in the built environment has
been widely studied (Olsen et al., 2003; Namilae et al., 2017; Wenzel, 1996; Kawashima et al., 2016;
Li et al., 2016; Buhr et al., 2016) and is closely connected with air flow and contaminant/infection
transport. An optimally placed set of sensors can effectively mitigate these problems.
For designing sensor networks to monitor IAQ in indoor spaces, a complete knowledge of air-
flow distribution is needed. Additionally, the sensor network must satisfy several criteria such as
coverage, sensitivity, response time and detection threshold (Liu and Zhai, 2009b). Broadly, there
are three approaches for sensor placement in the built environment: 1) engineering and heuristic
methods, 2) optimization and inverse methods, and 3) dynamical systems based methods. The
engineering methods are mostly thumb rule based. They usually do not take into account the
flow in the space. This affects the total coverage of the sensor network and leaves some regions
uncovered. While very simple to use, this approach results in expensive sensor networks, as more
number of sensor are required to improve the coverage of the space (Liu and Zhai, 2009b). The
optimization and inverse methods were developed to overcome the shortcomings of the heuristic
approach. These methods use the actual flow fields or flow rates – either from CFD simulations or
from zonal models. A cost function is constructed that encodes the coverage of sensing along with
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additional constraints such as cost, and detection threshold. This cost function is then minimized
to identify the optimal sensor locations (Eliades et al., 2013; Liu and Zhai, 2009b; Zhang and Chen,
2007b; Chen and Wen, 2008, 2010).
The optimization based techniques has been successfully used for a wide variety of sensor place-
ment scenarios (Mazumdar and Chen, 2008; Arvelo et al., 2002; Chen and Wen, 2012; Zhai et al.,
2003; Chen and Wen, 2010) using both CFD or zonal simulations. While these methods account
for the effects of flow fields in the sensor placement process, challenges include computational dif-
ficulties in finding the optima. Furthermore, these methods rely on solving the advection-diffusion
equation for multiple release scenarios and are based on iterative solves which makes them very
computationally challenging. Similar issues exist with the inverse and adjoint based methods (Liu
and Zhai, 2009b,a; Waeytens and Sadr, 2018). The choice of the initial guess is extremely crucial
in these approaches, and typically work well when the number of sensors to be placed is small.
Finally, this approach can only find locally optimal sensor locations, with no guarantees of global
optima.
The third category of methods is based on a dynamical systems approach to identify the sensor
placement locations (Sinha et al., 2016, 2013; Vaidya et al., 2012a). The approach is based on the
construction of the Perron-Frobenius (PF) operator to determine the advection of a contaminant
subjected to a non-linear flow field. Compared to other approaches of numerically solving the
advection-diffusion PDE (like Finite element or Finite volume approaches), the operator theoretic
setting allows for cheap computation of contaminant transport as it is based on simple matrix
vector multiplication. The speed-up gained using the approach is discussed in detail by Fontanini
et.al Fontanini et al. (2017).The key advantage behind the PF operator framework is that the
nonlinear evolution of contaminant under nonlinear and uncertain flow fields can be replaced by
a equivalent (but high-dimensional) linear evolution of contaminant density. The linear nature of
the PF operator affords three significant capabilities: First, this allows well developed concepts
from linear control theory to be applied to contaminant transport analysis, second, the resulting
algorithms are based on simple matrix-vector products, which make implementation and deploy-
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ment extremely simple and efficient (both in terms of memory as well as computation), and third,
the approach provides guarantees of finding the globally optimal sensor locations. Fontanini et.
al (Fontanini et al., 2015, 2017) showed the construction and usage of the discrete PF operator
for fast computation of contaminant transport in the built environment. They then used the PF
operator to identify optimal sensor locations under deterministic flow scenarios (Fontanini et al.,
2016a).
In recent years there has been increasing interest in incorporating the effects of various un-
certainties in the building during analysis of building performance (Hopfe et al., 2013; Hopfe and
Hensen, 2011; Sun et al., 2014). The uncertainties associated with buildings can be broadly clas-
sified into three categories: (1) environmental, (2) workmanship and quality of building elements,
and (3) behavioural. Environmental factors consist of location-specific weather conditions which a
building is subjected to. This appears as uncertain boundary conditions. Workmanship and quality
is associated with the quality and design of building and construction materials. This appears as
uncertainty in material properties used in the analysis. Finally, the uncertainties associated with
human behaviour, such as occupancy, interior design and usage of appliances are categorized under
behavioural uncertainty. Previous studies have shown the importance of these uncertainty on the
energy demands (Yan et al., 2017) as well as on the indoor air quality (Zhu et al., 2007). Such prior
work has emphasized the importance of accounting for the uncertainty associated with building
systems, and motivates this study to develop a sensor placement strategy which can account for
uncertainties.
In the present work we extend the dynamical systems based approach developed by Fontanini
et.al (Fontanini et al., 2016a,b) to account for various building uncertainties while performing sen-
sor placements. We specifically focus on uncertainties associated with environmental effects as they
have been shown to significantly affect the flow dynamics within the built environment2. The key
contributions of the current work are as follows: (a) we contribute to the development of robust
2The occupancy affects the flow dynamics, and we have previously shown how to account for this uncer-
tainty Sharma et al. (2018b)(Appendix:C). The quality and workmanship does plays a relatively smaller role due to
the fact that there are well defined standards (like ASTM,ASHRAE) that minimize variability
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sensor placement methods by developing an optimal sensor placement algorithm which can account
for environmental uncertainties and can be easily extended to account for other uncertainties like
occupant and behavioural uncertainties, (b) we show implementation of the approach for realistic
and complex building geometries, and (c) show incorporation of sensing constraints such as sensor
location, sensing area and accounting for sensor quality to plan the sensor network.
The outline of the paper is as follows: We first briefly outline the deterministic approach in
Section 2.3 before extending the formulation to include uncertain effects in Section 2.4. In Sec-
tion 2.5 we illustrate the method with representative examples using 2D and 3D complex geometries.
Finally, we detail conclusions and future avenues of work in Section 2.6.
2.3 Brief overview of the deterministic PF approach
2.3.1 Problem definition
Consider a domain Ω ⊂ Rd and a given non-linear (un)steady flow field, U, in the domain
Ω. Suppose a contaminant is released in the domain, the aim is to find the sensor locations in
Ω that will optimally detect the contaminant release, within the response time of sensors. The
sensor placement problem can be posed in a few different ways, depending on what constraints are
important to respect. Different constraints result in the following scenarios for sensor placement:
(a) Placement when the number of sensors is fixed; (b) Placement when a threshold coverage is
desired, with no limit on the number of sensors; and (c) Placement when there are sensing and
placement constraints. The third scenario can be further divided into cases where (i) the sensor
locations are constrained to be placed outside the occupied zone, (ii) the sensor coverage is only
needed in the occupied zone, and (iii) sensor locations are constrained to be placed outside the
occupied space, and sensor coverage is needed only for the occupied space. We briefly review the
PF based approach developed in Fontanini et.al (Fontanini et al., 2016a) that naturally accounts
for all these scenarios.
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Figure 2.1: For the given velocity field (a)-(b)Shows the contaminant transport using the scalar
transport advection diffusion equation-2.1(c)-(d) Shows the discrete PF-operator based scalar trans-
port Fontanini et al. (2016a)
.
2.3.2 A brief overview of the deterministic approach for PF based sensor placement
The dynamical systems approach (Rajaram et al., 2010; Vaidya et al., 2012a) utilizes the Perron-
Frobenious (PF) operator for modeling the evolution of contaminants under non-linear vector fields.
The contaminant history is then used to formulated the problem of sensor placement by accounting
for various constraints. We first briefly describe how the PF operator is constructed, followed by
the deterministic sensor placement approach. Following this, we extend to the uncertain case.
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2.3.2.1 Contaminant Transport and Construction of the PF Operator




+∇(UΦ) +∇2(DΦ) = SΦ (2.1)
The contaminant density, Φ, is propagated by the air flow field, U . The flow field can be generated
either experimentally, or computationally using computational fluid dynamics (CFD). Here D is
the diffusion constant and SΦ is the source term. The velocity flow field, U , can be steady or can
be a function of time. Eq.2.1 can be thought of as an operator (acting on the field Φ) transporting
contaminant from time t to t + δt (Vaidya et al., 2012b; Fontanini et al., 2015, 2016a). This
operator is called the Perron-Frobenius (PF) operator L(·) Eq.(2.2).
Φt+δt = L(Φt) (2.2)
The discrete form of this operator is called the Markov matrix P. The Markov matrix is a non-
negative square matrix with several useful properties including row-, and column-stochasticity (i.e.
row- and column- elements sum to 1) and unit eigen spectrum. There are several approaches to
calculate the entries of the Markov matrix, especially for contaminant transport (Chen et al., 2015;
Fontanini et al., 2015, 2017). We specifically use the Eulerian based method Fontanini et al. (2017),
as this places no restrictions on the Markov time step (Chen et al., 2015; Fontanini et al., 2015).
Once constructed, the Markov matrix can be used to propagate the concentration field at discrete
time instances, ti, to reach a time horizon tf = t+mδt. This propagation is performed by simple
matrix-vector multiplication 3, Eq.(2.3).
Φti+1 = ΦtiP + Ŝti,ti+1 i ∈ {0, . . . ,m} (2.3)
The source term, Ŝti,ti+1 , includes volumetric and inlet sources in the domain (Fontanini et al.,
2017). An example demonstrating the use of this operator is shown in Fig.2.1.
The next step after constructing the P matrix is to calculate the contaminant tracking matrix
Qτ .
3We abuse notation to interchangeably refer to Φ as a field, and as its equivalent vector form
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2.3.2.2 Contaminant tracking matrix
The Markov matrix entries correspond to the probabilities of moving from one state to another
in a time step δt. The next step is to use this matrix to construct the contaminant tracking matrix
Qτ , to find how a constant contaminant source is transported over time interval τ = m× δt. This
can can be done as follows:
Qτ = I + P + P
2 + P3 + · · ·+ Pm (2.4)
Qτ is the matrix which encodes the contaminant tracking history, i.e. where the contaminant
will propagate in time τ . Figure-2.2 shows how we construct the contaminant transport for a
representative problem of airflow in an aircraft cabin studied by Chen et. al Chen et al. (2014).
Figure 2.2: The contaminant tracking matrix calculated from Eq.(2.4) for 4,8 and 12 sec of an
aircraft cabin Chen et al. (2014)
Once the contaminant tracking matrix is constructed the sensor locations can be decided using
Qτ .
2.3.2.3 Sensor placement
The contaminant tracking matrix, Qτ , encodes all release scenarios. Each row, i, of the matrix
encodes a release scenario, with contaminant release from state i. The non-zero elements of that
row indicate which states contain contaminant that was released from state i. It was shown by
Vaidya et. al. (Vaidya et al., 2012a) that the optimal states to place sensors are those that are most
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observable, i.e. the columns of Qτ that are most non-zero. Choosing the sensor locations becomes
the so-called set cover problem of combinatorics (Fontanini et al., 2016a). This essentially identifies
a set of locations that maximize the coverage of states. A greedy algorithm (Chvatal, 1979) is used
to find the sensor locations according to the maximum number of covered states.
2.3.2.4 Applying sensing constraints
There are various constraints associated with sensors that have to be accounted for while de-
ciding on the sensor location. Each sensor has an associated measurement accuracy threshold,
which depends on the type/quality of the sensor. The accuracy threshold can be accounted for by
inspecting the column entries of the contaminant transport matrix, Qτ . The entries with larger
values represent a stronger signal. The objective of this step is to replace those entries from the
contaminant transport matrix which are below a sensing threshold. The threshold value is a non-
dimensional sensing threshold that is the ratio of value detected to the product of the source release
rate Ssource and the sensing time τ , and is defined as εacc =
µdetect
Ssourceτ
= µdetectµsource . Typically, detection
threshold µdetect and sensor accuracy is provided by the sensor manufacturer. The sensor accuracy
in this context is the minimal amount of contaminant needed to be sensed over the sensing period
τ . This accuracy is used as the threshold value, and values less than the accuracy of the sensor
in the contaminant transport matrix are replaced by zero, while the values larger are kept for the
placement analysis. This process is called the thresolding process as shown in Eq.(2.5).
Q∗τ =

1 if Qτ ≥ εacc
0, otherwise
(2.5)
This equation serves as an operator that converts a matrix with real entries, Qτ , to a matrix with
binary entries, Q∗τ . The entries in Q
∗
τ that are 1 correspond to the states that can be sensed by
sensors with accuracy of εacc if a sensor is located in the state corresponding to the column in which
the entry resides.
Analogously, not every location in the domain is suitable to place a sensor due to practical
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reasons such as aesthetics, sensor installation limitations, and operation requirements (occupants
can affect the sensor operation by stepping over them). Therefore, it is important to account
for constraints associated with sensor placement selection. In a broad sense these constraints can
classified as: 1) location constraint, where the sensors must be placed outside the occupied zone
of the building; and 2) sensing constraint, where we are interested in only the occupied zone. To
account for the location constraint, if (Nnloc) states in the domain are not able to accommodate a
sensor then the columns corresponding to those states are removed and replaced by zeros:
Q∗τ (:, j) = 0; j ∈ Nnloc (2.6)
Similarly, for accounting for the sensing constraints, the states (Nnsen) which are not in the occupied
space are unimportant, and are replaced by zeros:
Q∗τ (i, :) = 0; i ∈ Nnsen (2.7)
2.4 Extension to the uncertain case
We have detailed the PF based methodology for sensor placement under a deterministic flow
field. A building in general can be subjected to various weather scenarios leading to different HVAC
conditions, interior arrangements and occupancy conditions. These changes brings uncertainty in
the velocity field (airflow) inside the building. Therefore, it is important to account this distribution
of velocity fields that can occur to identify the sensor locations which can perform optimally in
every flow condition. Wang et.al (Wang et al., 2012) showed that HVAC performance is significantly
affected by weather conditions. The HVAC operation and weather conditions together significantly
affect the flow dynamics in the building. Therefore, in the current study we illustrate the sensor
placement approach by accounting for weather uncertainty.
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2.4.1 Problem definition under uncertainty
Consider the domain Ω ⊂ Rd with the boundary ∂Ω. We consider a set ξ̃(t) ∈ Rn of random
variables, where n is the number of random variables which affect the flow field 4 As discussed earlier,
the flow field is affected by the boundary conditions (environment) of the domain, occupancy and
material properties. These uncertainties can be represented in terms of a set of random variables,
ξ̃ Guo et al. (2016); Fontanini et al. (2013); Ganapathysubramanian and Zabaras (2008b,a). The
flow field in the domain is now a function of these random variables, U ≡ U(ξ̃(t)). This definition
naturally allows extension to account for other uncertain parameters. With U(ξ̃(t)), stochastic,
the advection-diffusion equation (2.1) transforms to a stochastic partial differential equation.
The problem definition now becomes: find sensor locations that optimally sense contaminant
distributions under uncertain flow conditions. In contrast to the deterministic case that maxi-
mizes the coverage using the PF operator for the deterministic flow field, we will use PF operator
constructed for the stochastic flow field to maximize the coverage. We show that this approach
essentially lead to the maximization of the expectation of the coverage.
The construction of PF operator for the case when the velocity field, U(ξ̃), is stochastic will
proceed as follows: We sample the stochastic velocity field and create a finite set of possible
realizations with associated probabilities of occurrence. We then construct the PF operators for each
of these realizations, and construct the contaminant transport matrix, Qτ . We then evaluate the
expected coverage using the set of contaminant transport matrices and their associated probabilities.
We detail each of these steps next.
subsectionConstructing PF operators and Contaminant Transport for the sampling points We
construct a finite set of realizations of a random variable by choosing M samples from the distri-
bution of ξ̃ . The M samples forming the set S = {s1, . . . , sM} are chosen such that they represent
the ξ̃ distribution in a statistical sense. Specifically, associated with each sample is a probability of
occurrence (weight) represented as Θ = {θ1, . . . , θM} satisfying, θi ≥ 0 and
∑
i θi = 1. Thus, each
4We assume that all random variables are independent identically distributed (i.i.d.). Note that at places we
ignore the temporal dependence of the random variable ξ̃ for notational convenience.
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sample, si has an associated flow field, U(si), along with a probability of occurrence of this flow
field.





Given the probability distribution of the random variable there are standard approaches to choosing
the sampling points and associated weights McKay et al. (2000); Huntington and Lyrintzis (1998);
Spanier and Maize (1994); Tokdar and Kass (2010). These are discussed in detail in appendix-A.
In the current work we use CFD simulations to calculate the flow field corresponding to each
sample point. In our case, the sample points correspond to realizations of different boundary
conditions arising from weather variability that affect the flow field. Therefore, for each sample
point a flow field is computed which is collectively represented as Ũ = {U1, . . . ,UM}. Now,
using the approach discussed in section-2.3.2.1 we construct the PF operators P̃ = {P1, . . . ,PM}
corresponding to each velocity field in Ũ. Under the i.i.d. assumption on the random variable
ξ̃(t), the stochastic counterpart of the deterministic PF operator (Eq. 2.3) for the propagation of




θiPi + Ŝtj ,tj+1 j ∈ {0, . . . ,m} (2.9)
This equation indicates that the PF operator for the stochastic flow field is just the probability
weighted sum of the individual PF operators i.e., the expected PF operator. Now due to the linear
nature of the proposed transfer operator framework, the use of expected PF operator,
∑M
i=1 θiPi, to
maximize the coverage will essentially lead to maximization of the expectation of the coverage.
Next, the contaminant transport matrices Q̃ = {Qτ,1, . . . ,Qτ,M} for each element of the set
Ũ are constructed. The final step is to threshold the set of matrices based on sensor accuracy,
and apply any location and sensing constraints. The procedure discussed in section-2.3.2.4 can
be applied to each contaminant tracking matrix by applying Eqs. 2.5,2.6,2.7, resulting in Q̃∗τ =
{Q∗τ,1, . . . ,Q∗τ,M}.
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2.4.2 Calculation Expected Volumetric Coverage and Sensor locations
Coverage for a sensor network is interpreted as how well the sensors can monitor the domain.
This is quantified in terms of what fraction of the volume of the domain is being sensed. Considering
the fact that the CFD simulations are usually performed on a nonuniform discretization of the
domain, we scale the value of each state in Q∗τ,i with the volume of that state. Thus Q
∗∗ is the
volumetric scaled version of Q∗, and each row of it is computed as
Q∗∗(i, :) = Q∗(i, :) ∗ Vωi/VΩtot (2.10)
where Vωi is the volume of each state and VΩtot total volume of domain Ω. We compute the
volumetrically scaled version of the coverage for each contaminant tracking matrix to get Q̃∗∗ =
{Q̃∗∗1, · · · , Q̃∗∗M}. Next, we calculate the total coverage produced if a sensor is placed in state j,
for every state j = 1, · · · , N in the domain. This is constructed simply by computing the column





This operation is mathematically equivalent to the column wise L1 norm of the matrix, and results
in a vector v̄ of size N×1. We perform this operation to get the coverage for each of the M samples
to get
V = {v̄1, . . . , v̄M} (2.12)
Finally, the expected coverage is evaluated as the weighted sum of the coverage of each sample,





Once we have calculated the expected coverage vector, E[V], the location of the first sensor, k̄(1),




As in the deterministic case, the identification of the next sensor is done iteratively after removing
the coverage of the previously placed sensors Fontanini et al. (2016a). To find the next sensor, the
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information of the first sensor is removed from consideration (since we want to ensure that the next
sensor has coverage over parts of the domain that are not covered by the first sensor). This is done
by zeroing out the row and column corresponding to the state, k̄(1), for each (Q̃∗∗)i matrix. Then
the sensor placement procedure is repeated ( i.e. Eq.2.12-2.14) until all the sensors are placed in
the domain or the required criteria for coverage is full filled.
2.4.3 Overview of algorithm
The complete expectation based algorithm is illustrated as a flow chart in Fig-2.3. We start with
a finite set of velocity realizations and associated probability weights (with a detailed discussion
of sample choices in appendix A). Step 2: For each sample realization, the corresponding PF (or
Markov) matrix, Pi, is constructed from the velocity field Ui for a specified time horizon (τ).
Step 3: The set of contaminant tracking matrices, Qτ,i are constructed. Step 4: Operational
scenarios are accounted for by applying sensor accuracy thresholding and constraints. This results
in the set of matrices, Q∗τ,i Step 5: Each state is weighted by its volume to get the volumetrically
scaled contaminant tracking matrices,Q∗∗i . Step 6: The volumetric coverage, v̄i, of each matrix is
computed. Step 6: The expected coverage E[V] is computed and the sensor locations calculated by
finding the index of the maximum entry in the expected vector.
2.5 Results and Discussions
This section presents results of the algorithm for sensor placement under uncertain operating
conditions for a set of benchmark buildings.
2.5.1 Problem geometry and uncertain boundary conditions
We consider the IEA-Annex20 (Nielsen et al., 1990) benchmark problem in 2D and a furnished
room in 3D. Fig 2.4 shows the 2D geometry and the 3D complex building and the associated
computational mesh. These meshes were chosen after performance of rigorous mesh convergence
20
=
 Velocity and associated weights 
for the sampled set.
Calculated set of Markov matrices
(P's)
Calculated set of contaminant 
tracking Matrix (Eq. 4)
Thresholded contaminant tracking 
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tracking Matrix (Eq. 10)
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obtain sensor location (Eq.13,14)
Figure 2.3: The flow chart of the sensor placement algorithm to account for the uncertain flow




















































































Figure 2.4: Example problems (a) IEA-Annex 20 2D benchmark problem (b) 2D-Computational
mesh used for the CFD simulations and PF operator construction (c) 3D-furnished geometry with
different boundaries (d) 3D-Computational mesh used for the CFD simulation and PF operator
constructions.
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analysis. 2D and 3D simulations were performed on meshes with 9462 and 0.6M cells, respectively.
The validation of the CFD solver is detailed in appendix. B.
We consider a scenario where the boundary condition (i.e. wall temperature) for the right
wall (for both 2D and 3D) is uncertain. The right wall temperature is considered to be a random
variable, ξ . We construct the distribution using a data-driven, location-specific approach as detailed
in Sharma et. al Sharma et al. (2018a). We use the TMY weather data for Des Moines, IA, U.S.A
and perform a whole year simulation for an identical domain in the building simulation software
EnergyPlus Crawley et al. (2001). We extract the right wall temperature from the output logs of the
simulation. These are realizations of the random variable, ξ . We then utilize standard techniques
– kernel density estimation Bowman and Azzalini (1997) – to fit a probability distribution to the
data. Fig. 2.5 shows the data-driven probability distribution of the right wall temperature, as well


























Figure 2.5: Approximated Probability density function, associated cumulative distribution function
and inverse CDF for the right wall temperature of the building.
2.5.2 Selecting the samples and checking for convergence in number of samples
The next step is to construct the flow realizations by selecting samples of the random variable,
ξ (right wall temperature). A finite number of samples (and their associated probability) of the
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random variable are chosen so that they faithfully represent the true distribution of the random
variable. The sampling of ξ is carried according to the procedure outlined in appendix-A. We
choose the number of samples to be M = 7. Since our final metric is the expected coverage, we
perform a rigorous convergence analysis by increasing the number of samples, M , and evaluate the
expected coverage for each M , until there is insignificant change in result (≤ 4%). The results
of this convergence analysis is shown in Table 2.1, and indicates that M = 7 samples produces a
sufficiently accurate representation of the random variable. While this convergence analysis was
performed for the 2D case, our a posteriori analysis of the 3D results also indicated that this was
a sufficient number of samples for the 3D case.
No. of Samples Sample value on CDF Error = ‖E[Vi]−E[V9]‖‖E[V9]‖





Table 2.1: Convergence analysis of the expected coverage E[V] (eq.2.13) computed for increasing
number of samples of the random variable. The subscript in the error definition refers to the
number of samples used to produce that value. The expected coverage with 9 release scenarios is
used as a reference to compute the error values.
2.5.3 Simulation of the flow fields and construction of the PF Operators
We perform non-isothermal simulations in 2D and 3D for each of the M = 7 cases identified. We
utilize the OpenFOAM (Jasak et al., 2007) simulation tool, specifically the buoyantboussinesqsim-
pleFoam solver (please see appendix. A for details of the validation of the CFD solver). We set a
convergence threshold of 10−5 to solve the coupled Navier Stokes and energy equations. All walls
have no-slip boundary conditions, with velocity inlet and zero-gradient outlet conditions for both
2D and 3D problem. All the walls except the right wall are considered well insulated. The inlet
air temperature and the right wall temperature for each of the M = 7 sampling points are listed
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in Table-2.2. The inlet air temperature is chosen such that indoor thermal comfort is maintained
Ridouane (2011).













Table 2.2: The Boundary conditions associated with the sampling points to compute the steady
flow field and construct the PF operator.
The computational mesh used for the numerical simulation significantly affects the results and
hence grid convergence study is carried for both 2D and 3D geometries (please see appendix. A for
detailed mesh convergence results). The study resulted into the choice of 9462 cells in 2D and 0.6
Million cells for the 3D geometry. Following the computation of the velocity fields, we next turn
to the construction of the PF matrix. As discussed in section-2.3.2.1 the size of the PF matrix is
depend on the number of states/cells used in computation of flow field. We choose not to use the fine
scale mesh used for CFD simulations to construct the PF matrix for each realization5. We project
the computed flow fields from the CFD mesh onto a coarser mesh containing around 70K cells.
Therefore, the PF operator constructed is of size 70K×70K. A solver makeMarkovMatrixSteadyDiff
is developed in OpenFOAM to construct the PF matrix by using the flow field obtained after
solving NS equations. We make this solver freely available at git@bitbucket.org:baskargroup/
markovmatrixgeneration.git.
Figure-2.6 shows the 2D velocity field contours computed by solving the steady NS equations for
the sampled seven boundary conditions. It can seen that various flow conditions are observed in the
building by simply changing the right wall boundary conditions. The PF operator for each of the
5Using the CFD mesh would result in a PF matrix of size 0.6M × 0.6M. Such a large matrix will require a lot of























Figure 2.6: Velocity magnitude contours for boundary conditions sampled for seven points on
CDF for a 2D geometry (a)CDF-0.0 (b)CDF-0.1 (c)CDF-0.3 (d)CDF-0.5 (e)CDF-0.7 (f)CDF-0.9
(g)CDF-1.0
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M = 7 cases is used in the sensor placement for the 2D problem. Figure-2.7 shows contours of flow
field and temperature on the mid-plane cross-sections along with the sparse matrix representation
of the PF operator. These PF operators are used to find the sensor locations for the 3D geometry
on the expectations based sensor placement framework developed in section-2.4.
2.5.4 Sensor placement accounting for uncertainty: 2D case
2.5.4.1 Validation of the contaminant transport via PF operator 2D
To validate the constructed PF operators we compare the contaminant transport, Φ, computed
by the PDE Eq. (2.1) and Markov matrix Eq. (2.3). While we validate each of the M = 7
PF matrices against a PDE based result, we show results for a single case for brevity. Figure-
2.8(a) shows the initialized scalar map where red represents a scalar concentration of one and blue
corresponds to zero. The scalar transport PDE equation is solved to a time horizon of 50 sec
using the OpenFoam solver, and compared with the Markov approach. Figure 2.8(a-b) compares
the scalar concentration contours after 50 sec by PDE and Markov approach. It can be seen that
they closely match each other. The concentration profiles are also plotted and compared about
the mid-planes of the building which is shown in fig.2.9. The Markov results are represented as
dots, and very closely match the PDE based predictions with an L2 error of 10
−4. The validation
shows the accuracy of the Markov approach and effectiveness of the matrix-vector product based
approach in predicting the transport of scalar concentration.
2.5.4.2 Sensor locations with no-constraints
We identify sensor locations under uncertain conditions for the no constraint scenario. We place
four sensors in the domain with a sensing time of t = 60sec. The accuracy of the sensor used for
thresholding the contaminant matrix is εacc = 0.01%. The optimal sensor location are shown in
Fig. 2.10(a). The probability coverage for each sensor is shown in Fig.2.10(b-e). For the sensors the
associated volumetric coverage for the sampled seven realization and the extent of cover is shown
































































































































































































































































































































































Figure 2.7: Velocity magnitude contours for boundary conditions sampled for seven points on
CDF for a 3D geometry (a)CDF-0.0 (b)CDF-0.1 (c)CDF-0.3 (d)CDF-0.5 (e)CDF-0.7 (f)CDF-0.9
(g)CDF-1.0. The righmost column shows the sparsity pattern of the Perron-Frobenious operator
associated with each flow-field.
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Initial : t = 0 sec PDE : t = 50 sec Markov : t = 50 sec(a) (b) (c)








Figure 2.8: Contaminant Transport comparison of PDE and Markov Matrix in 2D (a) The initial
contaminant concentrations at t=0 used for initializing both PDE and Markov. (b) The iso-surface
of the contaminant transport by PDE after t=50 sec (c) The contaminant tranport iso-surface by
PF operator after t=50sec.
Having illustrated the approach for a 2D benchmark, we next deploy this approach for a complex
3D scenario.
2.5.5 Sensor placement accounting for uncertainty for a complex building: 3D case
Next we discuss the results of sensor placements for the 3D complex furnished building geometry.
The constructed PF operators and the flow fields are already shown in section-2.5.3. We first
validate the accuracy of the PF operator by comparing PF based contaminant transport predictions
with PDE based predictions.
2.5.5.1 Validation of PF based contaminant transport
We perform validation similar to the 2D PF operator validation case discussed in section-2.5.4.1.
The transport of contaminant, Φ, is performed using both PDE solutions and PF operator. The
results are shown for one of the constructed PF operator but all the constructed PF operators
are validated in similar manner before using them for sensor placement. Figure-2.12(a) shows the
initial distribution of the contaminant at t=0 where the contaminant density of one is marked with
red and zero where the contaminant is absent. Figure-2.12(b) shows iso-surface of the evolution
of the contaminant from the solution of PDE in the domain at t=50sec. Figure-2.12(c) show the
iso-contours of the contaminant by the PF operator at t=50 sec. It can be observed that two iso-
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Figure 2.9: Contaminant concentration profile comparison on the x-centerline and y-centerline of
PDE and Markov approach
profile along the three center axes passing, as shown in Figure-2.13. It can be seen that they exactly
overlap each other which shows the accuracy of the PF operator in transporting the contaminant.
2.5.5.2 Sensor placement with no constraints
We first place a fixed number (k = 4) of sensors to maximize the expected coverage without
any sensing and location constraints. Fig.2.14(a) shows the sensor location under this case. It can
be seen that to maximize the expected coverage the first and third sensors are placed inside the
occupied region. Another interesting observation is related to the placement of the first sensor. For
the deterministic case, the first sensor is usually placed close to the outlet, as has been extensively
reported by (Fontanini et al., 2016a). Placing the first sensor close to the outlet maximizes the
observability of the domain, as all the air (and contaminant) must exit from the outlet. In contrast
to the deterministic case, maximization of the expected coverage is not achieved by placing the
































Figure 2.10: (a) The optimal sensor locations accounting for uncertainty for the 2D building (b-e)
The probabilistic P coverage map for 1st,2nd,3rd,4th sensor.
2.5.5.3 Sensor placement under location constraints
The location constraints are particularly attractive for critical applications such as detection of
CBW (chemical and biological weapons) and TID (transmission of infectious diseases). As most
of the CBW and TID sensors are expensive and can be damaged if placed in the occupied space,
this constraint forces the sensors to be placed outside the occupied zone. Fig.2.14(b) shows the
obtained sensor location for four sensors.
2.5.5.4 Sensor placement with sensing and location constraints
In case of indoor air quality applications, the sensing of the contaminant concentrations in the
occupied zone is much important than outside the occupied zone. Therefore a sensing constraint
is added while determining the optimal location of the sensor. Similar to the case of CBW and
TID scenarios, it is important that the sensor must not be placed where the occupant can affect
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(b)(a)
Figure 2.11: (a-b) The extent of cover for the four sensors placed and volume coverage of each
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Figure 2.12: Contaminant Transport comparison of PDE and Markov Matrix in 3D (a) The initial
contaminant concentrations at t=0 used for initializing both PDE and Markov. (b) The iso-surface
of the contaminant transport by PDE after t=50 sec (c) The contaminant tranport iso-surface by
PF operator after t=50sec.
or damage it. For this reason a location constraint is also incorporated so that the sensor must be
placed outside the occupied zone. Fig.2.14(c) shows the sensor location in the isometric view and
top view. In this case sensors tend towards to be placed near the occupied zone or at the outlet.
2.5.5.5 Discussion of quantitative measures
We finally compute quantitative measures for the placed sensors. Under the no-constraint
scenario, the optimal placement of sensors results in an expected coverage of 31.4 % of the total
volume. That is, under all possible flow condition scenarios produced by an uncertain wall boundary
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Figure 2.13: The contaminant concentration along the centerlines passing through the three mid
planes of the geometry is compared for the PDE prediction and the Markov prediction.
condition, the sensors are expected to cover 31.43 % of the domain. Interestingly, under location
constraints, the expected coverage does not change much from the no-constraint case. This is
primarily because of the increase in coverage sensor-2 provides for realization-2. With the addition
of both location and sensing constraints there is a decrease in the expected coverage to 15.0 %
of the total volume. However, since in this case we are only interested in the occupied zone, the
sensor placed with sensing and location constraints cover 21.50 % of the occupied space. We note
that imposing the sensing constraint is the only way to limit the sensed region to the occupied
space. it is therefore informative to report percentage coverage with respect to the total volume as
well as with respect to the occupied region for the cases where we have enforced sensing location
constraints.
For each of the M = 7 realizations, we compute the volumetric coverage for each realization
associated with each sensor. Figure-2.15 shows plots of these quantitative measures, where fig-
2.15(a-b) corresponds to the sensor placement with no-constraint on placement. (c-d) corresponds
to the constraints on the location as well as sensing and (e-f) corresponds to the sensor placement
with a only constraint on the location of the sensor. By comparing the extent of cover for fig-
2.15(a-c-d) it can be seen that the sensor positions obtained under no constraint result in high
extent of cover for all realizations. While for the cases with constraint on placement the extent
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Figure 2.14: The sensor locations are shown for three scenarios with isometric and top view. The
blue region is the occupied zone for the building. (a) In the no constraints case the sensor are
free to be placed anywhere inside the domain. (b) In the case of location constraints, the sensors
are placed only outside the occupied zone (c) In the case of sensing and location constraints, the
sensors are placed outside the occupied zone but must sense the occupied space.
it can be observed that under no constraint sensor placement the first sensor performs majority
of sensing for each realization, while in case of sensing and location constraint the sensing is well
distributed among the four sensors.
2.6 Conclusion
The work introduces a method for accounting for weather uncertainty during optimal sensor
placement. The method is based on constructing the Perron-Frobenius operator from the flow field
using a set based approach. We use the theoretical background of uncertainty quantification to
formulate the sensor placement problem. The weather affecting the flow field is accounted as uncer-
tainty in the current work. We utilize a data-driven approach to construct the uncertain boundary
condition as a probability distribution. We then select a finite number of representative samples






Figure 2.15: (a-b)The extent of cover for the four sensors placed without any placement constraint
and volume coverage of each sensor associated with each sample point in the study. (c-d) The extent
of cover for the four sensors placed with location constraints for placement and volume coverage
of each sensor associated with each sample point in the study. (e-f) The extent of cover for the
four sensors placed with a constraint on location and sensing and volume coverage of each sensor
associated for each sample point in the study.
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that the expected value of these samples is identical to the full distribution. Full CFD simulations
are performed corresponding to this finite set of boundary conditions. The velocity fields are then
used to construct individual PF operator which is used in the algorithm to identify the sensor
layout for the domain.
This approach can naturally account for any uncertainty to determine the optimal sensor layout.
By using a dynamical systems approach we gain two key advantages: (a) we circumvent the nu-
merical complexity and computational challenges with complementary optimization/inverse based
approached. Additionally, incorporating effects of uncertainties is non-trivial in other methods, (b)
the PF based approach produces a mathematically rigorous and globally optimal sensor layout. This
is in contrast to other optimization based approaches which can only identify local optima. Some
of the major contributions of the present work are; (a) we establishe a framework which captures
the uncertainty associated with contaminant transport during sensor placement, (b) the algorithm
is generic and can hence account for other types of uncertainties, and (c) it provides the ability for
designers, engineers, and researchers to better understand the probabilistic coverage maps for each
sensor location. We illustrate the approach for problems in both 2D and 3D building geometry. We
envision that the developed framework can be used for critical applications including sensor layout
for CBW scenarios, transmission of infectious diseases, and indoor air quality.
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CHAPTER 3. ESTIMATING CONTAMINANT DISTRIBUTION FROM
FINITE SENSOR DATA : PERRON FROBENIOUS OPERATOR AND
ENSEMBLE KALMAN FILTERING
Submitted to Building and Environment
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3.1 Abstract
Accurate and rapid monitoring of indoor air quality is critical to ensure occupant safety in the
built environment. This is especially important in events where hazardous substances are released,
and prompt estimation of contaminant distribution will facilitate quick evacuation and control re-
sponse. The built environment is usually equipped with a finite set of sensors that measure local
concentration of contaminants. The goal is to use this streaming dataset to estimate the contam-
inant concentration distribution in the complete domain. We accomplish this by integrating two
powerful concepts. We utilize an operator theoretic approach – specifically the Perron-Frobenius
(P-F) operator – to model the contaminant transport. Previous work has shown that the PF ap-
proach is a fast effective and accurate paradigm for sensor placement and contaminant transport
prediction. The PF approach is integrated with an Ensemble Kalman Filter to rapidly estimate con-
taminant distribution under unknown release scenarios, given minimal sensor data. The framework
is illustrated for two scenarios: a 2D problem involving an office space, and a 3D problem involv-
ing a furnished hotel room. Both examples show that the contaminant distribution is accurately
predicted within a few sensor measurement cycles. The general applicability of the framework is il-
lustrated by testing the framework for multiple, unknown release locations. This approach provides
a unified, extendable framework for rapid contaminant estimation.
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3.2 Introduction
Monitoring and maintaining a clean and healthy environment inside buildings is essential for
occupants. A study by WHO Sarigiannis (2013) has shown that millions of people approximately
spend 90% of their time indoors. While indoor, an individual is subjected to various pollutants.
This includes microbiological organism and chemical contaminants (CO2,NOx,VOC’s) released from
furniture and cleaning agents, as well as potential contaminants from the outside. This exposure
subjects the occupant to a higher risk of health problems. More importantly, the release of haz-
ardous contaminant (either intentional or accidental) in the built environment can result in serious
safety risks to occupants. This includes chemical and biological weapons as well as transmission
of infectious disease Inglesby et al. (2002); Pangi (2002); Moser et al. (1979); Bloch et al. (1985);
Menzies et al. (2000). In general, an action plan to address this indoor air quality (IAQ), as well
as chemical and biological weapon (CBW) attacks and transmission of infectious diseases (TID)
can be divided into three stages; 1) risk assessment and preventive measures, 2) identification of
problematic areas and potential sources,and 3) development of response strategies Fontanini et al.
(2016a).
The first stage involves designing a robust monitoring system for monitoring indoor air quality.
At this stage, an understanding of airflow conditions, operating conditions of the buildings which
affect the contaminant transport inside is required. These understandings are then translated into
designing a sensor network and estimator design. The next stage consist of real time operation
where data is gathered from the placed sensors and building IAQ is monitored. In case of poor
IAQ levels, the unknown contaminant source characteristics such as source location, release rate,
and contaminant distribution are estimated using the gathered data. The estimator is deployed
to estimate the contaminant distribution inside the building. In the last stage called the response
strategy stage, an appropriate response is chosen based on the estimated danger level. This in-
cludes adjusting HVAC controls to maintain an appropriate level of air quality, while in case of
CBW events evacuation plans are executed, and neutralizing agent is activated. Various methods
have been proposed to tackle each stage separately using simulation and modeling approaches.
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These approaches involve multizonal airflow modeling, CFD simulations, numerical modeling and
optimization for formulating strategies for risk assessment and prevention Fontanini et al. (2016a);
Chen and Wen (2012, 2008); Eliades et al. (2013); Zhou et al. (2015); Vaidya et al. (2012b); Xue
et al. (2017); Jin et al. (2018). For tackling problems associated with the identification stage, in-
verse modeling, data assimilation, and adjoint optimization based approaches are used successfully
Zhang et al. (2012); Pudykiewicz (1998); Wang et al. (2017b).
It has been shown that a dynamical systems approach to contaminant transport can provide a
unified framework for risk assessment (i.e. optimal sensor placement), identification (i.e estimator
design), and response (i.e.controller design) Rajaram et al. (2010); Fontanini et al. (2016a); Vaidya
et al. (2012a); Sinha et al. (2013); Vaidya (2007). A dynamical systems approach motivated by
constructing an infinite dimensional linear Perron Frobenius (P-F) operator to perform fast con-
taminant transport for IAQ applications has been presented in Fontanini et al. (2015, 2017). In this
approach, the contaminant propagation is reduced to a simple matrix-vector product form. The
linear nature of the operator is exploited by extending the notion of observability grammian for a
nonlinear fluid flow field to accomplish optimal sensor placement. The operator based approach is
extended Sharma et al. (2018b) to account for various uncertainties associated with the building
system to identify an optimal sensor layout. These forward modeling methodologies can evolve the
contaminant given the source location and intensity, and are useful for the designing optimal sensor
networks. In case of contaminant release during building operation, the source location and con-
taminant distribution/strengths are unknown. The sensor alarms are raised once the concentrations
reach above a threshold concentration in the sensors observable region. Conventionally, safety pre-
vention squads are informed to carry inspection for the contaminant source on-site OSHA (2018).
These on-site inspection techniques are slow and in case of toxic release of chemical or biological
material, can be lethal even with safety suits. Therefore, more safe and efficient systems have been
developed which can use the installed sensor readings to estimate contaminant distribution levels.
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The methods for estimating contaminant distribution are categorized as inverse modeling meth-
ods which can be further classified in three categories (1) direct methods, (2)probability and statistics
methods, and (3)optimization methods. A detailed review of the three approaches is given in Liu
et.al. Liu and Zhai (2007). In the direct method the contaminant propagation equation is solved
in the backward time direction. As the name suggests, the probabilistic and statistics methods are
based on traditional probability, adjoint probability and statistical inductive concepts. In these
methods, the focus is on calculating the probability associated with the occurrence of a fixed event.
In contrast, the optimization methods assumes a set of possible scenarios and seek minimization
of some objective using the real-time sensor data. The algorithm for finding these optimum are
typically based on gradient calculations. These methods are primarily focused on identifying the
source location, but in case of contaminant release, the contaminant distribution is also critical to
evaluate. If an estimation of distribution can be made without knowing the location, an efficient
evacuation plan can be prepared.
In this context, the earlier discussed forward modeling approach based on transfer Perron-
Frobenius (P-F) operator approach by Rajaram et al. (2010); Fontanini et al. (2016a, 2015); Sinha
et al. (2016); Vaidya et al. (2012a); Sinha et al. (2013); Vaidya (2007); Vaidya et al. (2012b) pro-
vides an opportunity to develop a unified framework for risk assessment (optimal sensor placement)
and source estimation distribution. The linear nature of transfer P-F operator was exploited to
create a systematic approach for optimal placements of sensors and for the development of an
efficient method for contaminant transport in enclosed environment Fontanini et al. (2015). The
finite-dimensional approximation of the P-F results in a Markov matrix and hence the problem
of contaminant transport is transformed into a problem of simple matrix-vector products. The
objective of this paper is to extend this framework for the design of estimator dynamics to track
the contaminants in an indoor environment. While the contaminant evolves under the influence
of nonlinear fluid flow field, the linear nature of the P-F operator provides the opportunity to use
estimator design principles from control theory. We specifically use the Ensemble Kalman filtering
(EnKF) based algorithm for estimating contaminants distribution.
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The EnKF approach has been used in association with building systems by Lin and Wang Lin
and Wang (2013) for forecasting the contaminant distribution inside building. The contaminant
transport in that work was treated using a multizonal modeling approach which assumes the flow to
be well mixed without accounting for the non-linear flow fields affecting the contaminant distribu-
tion. The present work use the P-F operator to resolve the contaminant dynamics accurately. This
PF based model is then used to design an estimator for estimating the contaminant distribution.
We consider a scenario where the contaminant is released for a finite time from an unknown
location in the domain. The objective is to design an estimator to track the contaminants dis-
tribution with the use of measurements from a limited number of spatially distributed sensors.
The implementation of the approach is shown for both 2D and 3D problems. A 2D office space
according to the benchmarked building dimensions in International Energy Agency (IEA) Nielsen
et al. (1990) with a manikin and a computer desk is simulated. For the 3D problem the approach
is demonstrated for a furnished room.
The outline of the paper is as follows. The method for constructing the transfer P-F operator
for the contaminant transport is done in Section-3.3.1, the approach for estimator design based on
P-F operator is shown in Section 3.3.2. The results of the developed P-F operator-based method
with EnKF estimator for the two and three-dimensional problems are presented in Section 3.4. We
discuss and conclude in Section 3.5 and Section 3.6 respectively.
3.3 Methodology
3.3.1 Transfer P-F operator for contaminant transport
A brief discussion on the construction of the transfer operator for contaminant transport is pre-
sented here for completeness. Contaminant transport is mathematically modelled by the advection-
diffusion partial differential equation (PDE) with source term and output measurement.
∂Φ
∂t
+∇(UΦ) +∇2(DΦ) = SΦ (3.1a)
y = χAk(x,Φ), k = 1, . . . , p̃ (3.1b)
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where Φ(x, t) is the scalar contaminant density at time t, x ∈ X is the physical space, D is the
diffusion constant and SΦ is the source term in Eq.(3.1)(a). The U field (which can be steady or a
function of time) propagates the contaminant in the domain. The flow field (U) can be computed
using CFD or can be obtained by experimental PIV measurements. However, setting up the PIV
measurement experiments are time and cost intensive for complex buildings. Further, consider-
ing the contaminant modeling eq.3.1, the U can be efficiently, computed by solving Navier-Stokes
equations using various advanced CFD modeling technique. Therefore, in this work we showcase
the use of CFD for calculating the flow-field and use the same computational domain to showcase
the contaminant distribution estimation. A total p̃ sensors are placed in this computational domain
and contaminant concentrations are measured at these location. Mathematically, the measurement
data is represented using an indicator function as χAk(x,Φ) shown in Eq.(3.1)(b). We note that the
advection-diffusion PDE Eq.(3.1)(a) describes linear evolution of contaminant Φ. The continuous
time linear PDE evolution model can be replaced by its discrete-time equivalent by using the linear
transfer P-F operator.
The conventional method for solving the contaminant evolution equation 3.1 is via numerical
methods in a domain discretized in space and time. Consider a domain discretized into M cells
in space, and a time evolution into m time-steps with a step size δt. In the operator setting the
numerical scheme used for solving Eq. 3.1 can be written as a discrete-time equivalent operator:
Φt+δt = P(Φt) (3.2)
This discrete operator P is called the Markov matrix. The Markov matrix is a square matrix of
size M ×M (P ∈ RM×M ) with all non-negative entries, representing the probability of transition
from one state to another. Each row, i, in the matrix represents the probability of contaminant
ending in any state j, starting from state i in the previous step. For instance, P1,3 represent the
probability of contaminant moving from state-1 to state-3. Given this probabilistic interpretation
for the entries of the P matrix it is a positive matrix. Once the Markov matrix is constructed,
Eq.3.1(a) can be written in discrete form for all time until the final simulation time tf = mδt, in
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Figure 3.1: For the given velocity field (a)-(b)Shows the contaminant transport using the scalar
transport equation-3.1(c)-(d)Shows the discrete PF-operator based scalar transport
.
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terms of simple matrix-vector multiplication, Eq.3.3, as.
Φt+1 = PΦt + Ŝt,t+1 t ∈ {0, . . . , tf} (3.3)
The continuous form of the source terms is represented in a discrete form as Ŝt,t+1, and includes
volumetric and inlet sources in the domain (Fontanini et al., 2017).More details on the construction
of P can be seen in Fontanini et.al Fontanini et al. (2016a). We illustrate a comparison of the P-F
operator based contaminant transport with a PDE based transport in Fig.3.1. The velocity field is
shown by vectors and the evolution of the initial concentration is shown as color contours by the
advection- diffusion equation and P-F operator. The linear nature of P-F operator approach allows
us to use powerful techniques in the estimator theory, specifically Ensemble Kalman filtering.
3.3.2 Estimator Design
Numerous literature references (Asch et al., 2016; Evensen, 2009; Mandel, 2006) are available on
the fundamental theories of EnKF due to its popularity in various fields such as atmospheric science,
ocean modeling etc. A brief discussion on Ensemble Kalman Filter (EnKF) estimation algorithm.
The rest of the paper will focus on how the EnKF approach is applied with P-F operator for
estimating contaminant distribution.
3.3.2.1 Basics of EnKF
Consider the state estimation problem, where the state is defined as xt ∈ RM , given the obser-
vation yt ∈ Rp̃, as generated by:
xt+1 = F(xt) + But + ξt ξt ∼ N (0,Q)
yt = Cxt + vt vt ∼ N (0,R) (3.4)
In Eq.(3.4), x is the state vector, F is the operator (linear/non-linear), B the matrix operator
mapping the source indicator vector u into the state space form, Gaussian noise process ξt and vt
are independent in time and from each other with a covariance Q and R. The EnKF approach
to estimating xt given yt is specifically based on Bayesian filtering and consists of computing and
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representing p(xt|y1:t), namely the probability density function (pdf) of the current state xt, given
the current and past observation y1:t. In problems (like building systems) with a large number
of states M it is necessary to use approximate methods like ensemble Kalman Filtering (EnKF),
thereby reducing the computation cost of estimation Evensen (2009). The EnKF algorithm compute
an ensemble of N realizations to approximately represent p(xt|y1:t). The stochastic ensemble
Kalman Filter based estimator design by Evensen Evensen (2009) involves the setsp detailed in
Algorithm:1.
Algorithm 1 Pseudo-code of ensemble Kalman Filtering (EnKF)
1: Initialize N samples from a i.i.d normal distribution with mean (µ̂−) and co-variance (P̂−):
(x̂−)Ni=1 ∼ N (µ̂−, P̂−).
2: Estimate the Kalman gain using: K̂ = P̂−CT (CP̂−CT + R)−1.
3: Update the mean and covariance according to the Kalman filter:
E(µ̂+) = (I− K̂C)µ̂− + K̂y
E(P̂+) = (I− K̂C)P̂−.
4: Update the ensemble (x̂−)Ni=1 → (x̂+)Ni=1 as;
x̂+i = x̂
−
i + K̂(y −Cx̂
−














There are various popular variants of EnKF Sakov and Oke (2008); Whitaker and Hamill (2002);
Tippett et al. (2003); Ott et al. (2004). The deterministic form of EnKF developed by Sakov
et.al Sakov and Oke (2008), which overcomes the limitation of sampling error associated with the
traditional stochastic EnKF formulation. A brief discussion of the difference between basic EnKF
and the deterministic EnKF is provided in appendix:B.
3.3.2.2 Applying EnKF to P-F based model
The EnKF estimator is utilized with the P-F operator. Eq.(3.4) is recasted in the form;
xt+1 = Pxt + Ŝt (3.5a)
yt = Cxt + vt vt ∼ N (0,R) (3.5b)
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Here, an assumption with no process noise is made leading to Q ≡ 0 for the model equation. The
measurement noise vt is modeled as a Gaussian white noise with zero mean and the covariance R.
The release Ŝt is equivalent to the input term But of eq. 3.4. An important distinction is made
next: Eq. 3.5 is used to represent the ground truth, and is used to generate the real time sensor
measurement data y. These measurements are passed to the EnKF estimator which is unaware
of the release location, Ŝt and is only given the preconstructed P-F operator, P, and the sensor
locations, C.
Remark 1 The linear nature of the transfer operator approach is exploited to reduce the nonlinear
estimation problem to a linear estimation problem. In particular, linear state and measurement
evolution Eq.(3.5) are used to formulate an ensemble Kalman filtering problem for contaminant
estimation. However, the transfer P-F operator is not only linear but also positive, i.e., all the
entries of the P-F matrix are positive (in fact all entries are probabilities, and hence are between 0
and 1). This positivity property of the P-F matrix can be further exploited in the development of a
numerically efficient algorithm for state estimation of a positive system. However, state estimation
using Kalman filter is a fairly mature research topic with several commercially available software.
We, therefore, decide to use standard ensemble Kalman filter approaches for state estimation, to en-
sure easy adoption by the building sciences community. Developing a numerically efficient algorithm
which exploits the positivity property of the P-F matrix is deferred to a subsequent publication.
3.3.2.3 Flow chart and implementation details
The complete methodology for source estimation framework is shown in the flow diagram in
figure-3.2. For the real-time operation of the approach, concentration measurement are provided by
the sensors. In our numerical examples these are generated by running a model setup with a specific
release scenario to create concentration data at every observation step. The data is then passed to
the estimator, which then assimilates the concentration information to estimate the contaminant
distribution in the domain. The error between the estimate and actual distribution is computed
as the root mean square error (RMSE) value, and is evaluated as a function of time until the final
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Time Loop
Figure 3.2: The estimation flow diagram detailing the process of estimating the contaminant con-
centration x̂ every time-step using the real time measurements yti for an unknown release location.
time. The final time is chosen such that it is less than that of the air change per hour (ACH) The
air change per hour for the building ensure that the complete air volume is replaced with fresh
and clean air. For any estimation to be useful, it has to be fast and accurate. We identify a finite
time horizon within which the estimation must be accomplished for it to be useful. In the indoor
environment scenario, it is reasonable to choose this finite time horizon to be a function of the
air change rate (ACH). This is because all the air volume (and thus, the contaminant) is replaced
by fresh air within one ACH. The deterministic EnKF implementation is carried using the Data
Assimilation Package in Python for Experimental Research (DAPPER) tool, developed by NERC,
NorwayRaanes et al. (2018).
3.4 Results
3.4.1 Validation of Contaminant Transport from PF operator
The method used for the construction of the P-F operator (Markov matrix) described in section-
3.3.1 for predicting the evolution of contaminant inside is validated for an IEA-Annex building ge-
ometry Nielsen et al. (1990) with a manikin. The geometry, boundary conditions and the obtained
flow field from CFD simulation is shown in Fig.3.3(a-b),with Re defining the Reynolds number at
the inlet. The CFD computations are carried using the open source CFD tool OpenFOAM Jasak
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et al. (2007), specifically buoyantboussinesqsimplefoam (a detailed validation of this CFD solver is
provided in the appendix:A). The CFD simulations used the turbulent RNG k-ε model, and all
the residuals were solved to 1e-6. The inlet temperature and the heat source 1 condition of the
manikan and the window were taken from a study by Liu et al., 2009 Liu and Zhai (2009a). The
P-F operator is constructed from the flow field by developing a solver in OpenFOAM. The solver is
made freely available at git@bitbucket.org:baskargroup/markovmatrixgeneration.git. The
P-F operator is then used to transport the contaminant Φ initialized at t = 0. The comparison
of this approach is made against the numerical solution of the PDE transport Eq.(3.1)(a). The
passive scalar is normalized between (0,1) and initialized to as one covering half of the domain. The
comparison after evolving the system to the final time of 50 sec is shown in Figure-3.4(b-c). It can
be observed that the contaminant evolution contours computed by simple matrix-vector product
(where the matrix is the P-F operator acting on the contaminant vector 3.5) is indistinguishable
from the numerical solution.
Further, comparison of the concentration profile along the midplane axes of the building is
shown in fig.3.4(d). The dots in the figure shows the Markov results, which closely matches and
overlaps the PDE based predictions. Similar validation has been carried for the 3D case as well.
The validations show the accuracy of the Markov approach and effectiveness of the matrix-vector
product based approach for transporting the contaminant concentrations.
3.4.2 Estimation of Contaminant Distribution in 2D Office Space
An estimator is designed for estimating contaminant distribution for an unknown source release
in a 2D office building as shown in the Fig.3.5(a). The room of 9m×3m is steadily vented. The
room has an occupant modeled as heat source of 70 W, a computer as another heat source of 100
W, an adiabatic desk and a window with incoming heat flux of 100 W. For these conditions the
flow field is computed using OpenFOAM CFD solver buoyantSimpleFoam (the detailed validation
1For simulating a 2D problem in OpenFOAM the geometry is modeled with a unit extrusion in z-direction and








































Figure 3.3: P-F Operator validation case (a) Geometry and boundary conditions (b) Velocity










































Initial: t = 0 sec
PDE(Ground Truth): t = 50 sec
































Figure 3.4: The validation of P-F based evolution by comparing the concentration evolution using
PDE transport and P-F operator for a same initial concentration.(a) Initial condition (b) PDE
evolution at t = 50sec (c) Markov (P-F) evolution at t = 50sec (d) The X-Y centerline concentration
profile comparison.
of the solver is discussed in appendix A). An exhaustive mesh convergence study was carried and
the converged mesh with 9400 cells is used for all subsequent simulations. This mesh is shown
in Fig.3.5(b), with the velocity magnitude shown in Fig.3.5(c). The velocity field is then used
to construct the P-F operator2 P ∈ R9400×9400. The optimal placement of two sensors are found
using the algorithm discussed in Fontanini et al. (2016a) based on P-F operator. The obtained two
sensor locations are shown in Fig.3.5(d). The model evolution time step is τmod = 10 sec which is
the same as the operator P time step. The sensor samples the concentration in the domain every


























































Figure 3.5: 2D Case for contaminant distribution estimation approach (a) Geometry and boundary
conditions used for carrying the CFD simulation. (b) The mesh used to perform the CFD calcu-
lations, the zoomed view for the mesh is also shown to detail the resolution used on the boundary
to capture wall gradients. (c) The steady state velocity field computed using CFD simulation, this
will be used to construct the P-F operator for the building (d) The sensor location labeled in the
order of maximum coverage. The contaminant release region which active for first 40 sec.
τobs = 50 sec (sampling time)
3 with measurement covariance noise of 1e − 4. The estimation is
performed every τobs to a final simulation time of 450 sec. The contaminant source concentration
is normalized and is released for first 60 sec and the actual location is shown in Fig.3.5(d).
The EnKF estimator performance depends on the ensemble size, therefore the estimator perfor-
mance is tested with different ensemble size, N = [200, 500, 1000, 1500] for estimating contaminant
distribution. The RMSE (root mean square error) vs the sampling time for different N are shown
in Fig.3.6(a). It can be seen that there is no significant increase in the rate of convergence with
increasing sampling points. This minimal change can be understood by the fact that the influence
3The sampling time is an input for the estimator algorithm. It is determined by the specifications of the sensor
being installed, which is the frequency at which the sensor measures the concentration level. In the present case the
sensor locations are designed by the P-F operator based algorithm Fontanini et al. (2016a) in which sensor samples
every 50 sec.
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of ensemble size sampling error is bypassed by using the deterministic EnKF in association with
the use of inflation Pham et al. (1998); Anderson (2007).One can choose a large ensemble size but
a large ensemble size increases the computational cost of estimation, therefore N = 200 is chosen
to ensure a trade-off between accuracy and computational cost for the problem.
(a) (b)
(c)
Figure 3.6: (a) RMSE Comparison for concentration estimation with different number of ensembles
(N) for the 2D case. (b) The RMSE plot for N = 200 for estimating contaminant release in 2D
office space.
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Figure-3.7 compares the actual contaminant concentration with the predictions of the estimator
after each sampling time. It can be seen that within two sampling steps the estimator predictions
closely match the true distribution. The RMSE comparisons are made at each estimating step
which is shown in Fig. 3.6(b). It can be seen that the estimator converges to the true concen-
tration within two steps of the estimation run. For contaminant estimation, both temporal and
spatial accuracy is important. Both of these can be improved by designing the IAQ monitoring
network optimally. The temporal accuracy can be improved more number of sensors are installed
(and are installed optimally). We discuss this later for the 3D problem where the number of sensors
are increased and a faster decrease in the RMSE is reported. The spatial accuracy, in contrast, is
simply determined by number of states of the P-F operator. Increasing the discretization of the
PF operator improves spatial accuracy, however With a large number of states the computational
burden increases. Therefore it is important to have a balanced trade off between the computational
cost and desired spatial accuracy.
3.4.3 Estimation of Contaminant Distribution in 3D Room
The implementation of the approach for a complex furnished building space with ten times
more number of discrete states in comparison to the previous 2D problem is discussed next. This
is done to exhibit the generality of the algorithm for extending it to real-world complex indoor
building geometries. Fig.3.8(a) shows the furnished room with a bed, TV-set, lamp, lightings, and
cabinet represented in primitive shapes. The room of dimensions 9 m × 3m × 3m is a steadily
vented room. The room has a window on the right wall on which a constant temperature boundary
condition of 302 K is imposed. The inflow velocity and temperature are 0.455 m/s and 294 K
respectively. With these boundary conditions the air flow field is computed using OpenFOAM
buoyantBoussinesqSimpleFoam solver (The details of validation of the CFD simulations is presented
in appendix:A). A mesh convergence study was also carried to ensure a converged mesh resolution






















































































































































































































































































































The computed velocity magnitude on the grid is shown in Fig.3.8(c). A down-sampling of the
high resolution CFD mesh is used 4 to construct the P-F operator. The computed velocity field is
mapped from the ∼ 0.6 million mesh to a mesh of 70,000 cells. Therefore, the P-F operator of size
P ∈ R70K×70K is constructed for the problem. The optimal sensor placement algorithm Fontanini
et al. (2016a) is then applied to optimally place eight sensors in the room with no placement
constraint. The results of the obtained sensor locations are shown in Fig.3.8(d).
The forward propagation time step is chosen to be τmod = 10 sec and is based on the time step
of the operator P. The sensors placed in the domain have their associated sampling frequency at
which concentration measurements are recorded at each sensor location. It is assumed that the
sensors measure the concentration every τobs = 150 seconds. During operations the measurement
are usually corrupted by noise and this is modelled as Gaussian noise with a covariance of 1e− 4.
The estimation of contaminant distribution is carried with measurement data streaming every τobs.
Further, we expect the estimation to be rapid to be effective, and choose our final time horizon as
one air change occurrence in the the room. Thus, we define our final time to be 1050 sec.
As before, we test different number of ensemble size N . Again, we see minimal change in
performance with an increase in ensemble size. Therefore, we choose an ensemble size of N = 100
along with co-variance inflation Pham et al. (1998); Anderson (2007). The sensor data is created
for a scenario when the contaminant is released for the first 160 sec. We additionally consider five
release location scenarios to illustrate the power of this estimator. The release locations for these
five scenarios are shown in Fig.3.8(e). The RMSE comparison for each release location is performed
and shown in Fig.3.8(f). This is particularly promising and shows that the PF-EnKF approach
is agnostic to release location and is able to accurately estimate distributions. The estimator
performance is also compared for a single release scenario (R5) with varying the number of sensors
in the room, and is shown in Fig.3.8(g). As expected, it can be seen that the rate of RMSE
convergence increases with more number of sensors.
The comparison of contaminant concentration between the actual data and the estimator on
4The CFD mesh with a large number of states will result into a P-F operator of size 0.6M × 0.6M. The large











































































Figure 3.8: 3D case used to demonstrate the estimation of contaminant distribution (a) The room
geometry with the furnished space with inflow and outflow boundary conditions used for calculating
the velocity flow field (b) The computational mesh used for calculating the the flow field and then
constructing the P-F operator. (c) The velocity contours on the mid planes of the domain. (d)
The sensor locations computed by optimal sensor placement algorithm Fontanini et al. (2016a)(no
placement constraint) based on P-F operator, sensor order in the decreasing order of the coverage.
(e) Five random release locations for which the estimator performance is evaluated for contaminant
distribution estimation. (f) The RMSE Plot comparing the estimator performance for five different
release scenarios.(g) Comparison of the estimator performance with different number of sensors.
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the X-Y-Z midplane at every estimation time step for the release-5 scenario is shown in Fig.3.9.
It can be seen that within a couple of sampling steps the predicted contaminant concentrations
closely matches the actual distribution. The quantification of the error between the actual ground
truth and estimator is done by comparing the RMSE error shown in Fig.3.8(f) .The iso-surface plot
for the contaminant concentration after three time-steps is shown in Fig.3.10. It can be seen that
the estimator captures the concentration feature distribution of the ground truth. We note that
the concentration magnitude predicted by the estimator is marginally overestimated which adds an
inherent factor of safety to the results.
3.5 Discussion
We develop an EnKF based estimator in section-3.3.2 to estimate the contaminant distribution
and apply this to both 2D and 3D building spaces. We utilize the linear P-F operator, and not
only use it for estimator design but also for selecting the sensor locations. This unified dynamical
system based approach provides the foundation for designing the deterministic EnKF estimator
with unknown source location information. Earlier work in the literature have reported on esti-
mator design for contaminant estimation, but are either based on zonal models or use empirical
correlations as forward models for estimator design. The drawback of using a zonal model is that
they are based on the well-mixed assumption, which is not always applicable. We emphasize that
the transfer operator approach results in a faster and accurate contaminant evolution model, with
a computation cost on the order of matrix-vector multiplication. This generalized framework can
be used for sensor placement, contaminant estimation based on limited sensor data, and also for
control and actuator design, all within one consistent framework.
Furthermore, we showcased a 3D problem with furnished room arrangement to emphasize that
– in case of complex building geometries – once the airflow field is known one can simply apply the
PF-EnKF methodology for estimating indoor contaminant distribution. With advances in mod-
eling and simulation techniques, computing the air distribution can be done efficiently in case of
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Figure 3.10: Actual and estimated contaminant distribution Iso-Surface contours for comparing
accuracy of estimating the distribution at last time steps (a) Time: 450 sec (b) Time: 600 sec (c)
Time: 750 sec.
distributions.
An accidental or intentional release of even a small amount of hazardous substance can result
in casualties. It is therefore important to resolve the smallest time scales for contaminant trans-
port analysis, which can be achieved using the P-F operator and the constructed estimator. Such
estimators can assist the rescue teams in deciding efficient evacuation strategies and can also be
used to controlling the HVAC unit for the building. It is possible that the hazardous contaminant
source could be moving or dynamic in nature. In such situations, the approach presented here will
require modification. In addition to estimation, transient source tracking problem also needs to be
solved assuming the initial source location is known. In a scenario when the initial release location
is not known, the sensor data will be first used to approximate the initial release location.
In large public spaces such as theaters, gyms, and airports safety and security are of utmost
importance. The approach described in this paper provides promising avenues of future develop-
ment, especially building upon the strengths of the PF-EnKF approach; (a) fast P-F operator to




The work presents an EnKF estimator design for estimating contaminant concentration using
the P-F operator for an unknown source release location. The operator incorporates the non-linear
velocity field information, and is used to perform the contaminant transport analysis. The P-F
operator serves as the model for the EnKF estimator. The EnKF provide a robust and compu-
tationally efficient approach for estimator design. The work makes no assumption on the source
release except that the release is an impulse release (finite time). In real time scenarios, almost
every release is impulsive. The location of the release is not known to the estimator. The estimator
estimates the entire concentration distribution in the domain based on the sensor readings.
The developed approach represents a unified framework approach for designing a sensor net-
work and carrying risk assessment using P-F operator. The methodology is shown for both two
dimensional and a three-dimensional setup. The estimator performance comparison is made under
multiple release scenarios, and with an increasing number of sensors. The results of this compari-
son showed a close match with the ground truth distributions. This approach provides a unified,
extendable framework for rapid contaminant estimation. Our future work will be to account for
building uncertainties while performing estimation and to extend the approach for source localiza-
tion problems.
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CHAPTER 4. CONTAMINANT SOURCE IDENTIFICATION FROM
FINITE SENSOR DATA: PERRON FROBENIOUS OPERATOR AND
BAYESIAN INFERENCE
To be submitted to Building and Environment
Himanshu Sharma, Umesh Vaidya and Baskar Ganpathysubramanian
4.1 Abstract
Sensors in the built environment ensure safety and comfort by tracking contaminants in the
occupied space. In the event of release of a contaminant, it is important to use the limited sensor
data to rapidly and accurately identify the release location of the contaminant. Identification of
the release location will enable subsequent remediation as well as evacuation decision making. In
previous work, we used an operator theoretic approach – based on the Perron-Frobenious (PF)
operator – to estimate the contaminant concentration distribution in the domain given a finite
amount of streaming sensor data. In the current work, the approach is extended to identify the
most probable contaminant release location. The release location identification is framed as a
Bayesian inference problem. The Bayesian inference approach requires considering multiple release
location scenarios, which is done efficiently using the discrete PF operator. The discrete PF operator
provides a fast, effective and accurate model for contaminant transport modeling. The utility of our
PF based Bayesian inference methodology is illustrated using single point release scenarios in both
two and three-dimensional cases. The method provides a fast, accurate and efficient framework for
real-time identification of contaminant source location.
4.2 Introduction
For a building environment presence of hazardous materials (accidentally/intentionally) can
affect the indoor air quality and result in great risk to the occupant’s health and safety. The in-
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door air quality (IAQ) is affected by various kinds of air pollutants such as CO2, volatile organic
chemical compounds (VOCs), CO, radon, mold, atmospheric particulate matter (pollens), and mi-
crobial contaminants. The effect of these pollutant resulting in various health issues to occupants
is discussed in detail in EPA/Office (2012). Beside IAQ, occupant safety is of prime importance in
public spaces such as airports, auditoriums, under-ground transit, trains/subways, confined spaces
like airplanes etc. In a situation of extreme events such as chemical-biological attack (CBA) and
transmission of infectious disease (TID) in these public places the occupant’s life’s are subjected
to high risk. Some of such incidences are the terrorist attacks in New York and Washington
D.C. on September 11, 2002, sarin gas attack in the Tokyo subway system in 1995 Inglesby et al.
(2002); Pangi (2002). The spread of influenza in aircraft Moser et al. (1979), the SARS virusOlsen
et al. (2003), outbreaks of measles and tuberculosis infection in the offices Bloch et al. (1985);
Menzies et al. (2000) are the incidents for TID. Recently, an accidental release of bear repellent
spray affected more than dozens of people at Amazon warehouse in New Jersey StaffNBC10 (2018).
Under all these contaminant release scenarios an early detection of hazardous chemical/biological
agent is important to avert occupant danger. The IAQ monitoring sensor network plays an im-
portant role in providing warning alarms which are essential for risk prevention and evacuation of
occupants. Under these emergency situations, the measurements from the sensors assist in identi-
fying release location and intensity of the contaminant. To estimate the unknown release locations
using the sensor measurements are classified as inverse modeling problem.
Such inverse problems are also common in atmospheric science Rao (2007) and hydrology com-
munity Neupauer and Wilson (1999) for estimating pollutant release location. Based on the solution
methods available in the literature for source identification inverse problem, the approaches can
be classified in three categorized as; Direct method, Optimization based method and Probability
method. The Direct model evolves the contaminant concentration back in time to compute the
source location and intensity at the time or release. The method is more suitable in the case where
the source locations and release time is known and only source flux is required to be computed.
These used and shown in the work by Zhang et.al and Chen et.al Zhang and Chen (2007b,a). They
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introduced the quasi-reversible and pseudo-reversible method for backpropagation. The approach
does not require a lot of prior information but suffers from numerical instabilities.
In the optimization based method a set of possible source locations are assumed and the ob-
served contaminant concentration is known as a number of discrete locations in the domain. The
forward airflow and contaminant transport analysis are performed with the presumed known source
conditions. The difference between the monitored observation data and simulated data are used to
adjust the assumed parameter. This can be done by formulating one or multiple objective func-
tions to identify the source location. In cases of observations with large noise in the measurement,
a smoothing step is performed for the objective function by a regularization term. The work by
the Zhang et.al Zhang et al. (2013) showed the use of regularization to quantify the continuously
releasing source and in Zhang et al. (2015) authors proposed a unified inverse modeling framework
accounting sensor alarming time for source identification. In addition to reducing computation
burden for the forward model, they used a response factor method to construct a linear representa-
tion which holds only for an impulse release profiles. As an extension to there earlier work, which
was limited to single source release, a regularization framework was integrated with the Bayesian
method to identifying the source location in Wei et al. (2017). In the proposed work the concen-
tration measurements are sampled at every discrete location in the domain to ensure the system is
invertible for calculating the release rate. In a real-world application sampling at every location is
impractical. Further, to solve a stiff, ill-posed problem tuning a regularizer is required for a stable
solution. Another optimization based, variations continuous assimilation method (VCA) widely
used in meteorology community is proposed in Matsuo et al. (a,b) which try to correct the forward
model by defining a cost function and computes its gradient with respect to the correction term.
The method assumes concentration field at steady state condition. The assumption only holds
when the release is constant, which results in the limitation of the approach. Further, the CFD
computations are used as the forward model to generate the data which could be computationally
cost intensive in the higher dimension. Closely related to the optimization theory, data-driven
based artificial neural network (ANN) method were also investigated in Vukovic et al. (); Bastani
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et al. (2012), which is indirectly based on computing the gradient, but uses the multi-zone model
which assume airflow to be well mixed. The use of zonal limits the precise location of contaminant
source in the building and does not resolve the contaminant distribution.
Lastly, the probabilistic method used for inverse modeling can be further classified into tradi-
tional probability method and adjoint probability method. The traditional method runs multiple
forward simulations sampled from a distribution of all possible source release location. It then
uses Bayesian inference to compute the likelihood of the existence of pollutant source using the
conditional probability estimates. Sohn et.al Sohn et al. (2002); Sreedharan et al. (2007) proposed
the Bayesian formulation, similar approach is also used for optimal sensor system design in Sohn
and Lorenzetti (2007); Walter et al. (2012); Sreedharan (2011). The use of the multi-zonal model
assumes a well-mixed air flow, which limits resolving the contaminant distribution in the domain.
Further, location prediction accuracy is also limited to a number of zones. The adjoint probability
framework was developed by Neupauer and Wilson Neupauer and Wilson (1999); Neupauer (2010)
and used for groundwater field. The method was adopted for indoor pollutant source problem by
Lui and Zhai Liu and Zhai (2009c) for a multizone office building with known source release time.
As an extension, Lui and Zhai Liu and Zhai (2007) derived the adjoint equations for CFD and
demonstrated it for two-dimensional office space and for a three-dimensional aircraft cabin and the
approach for continuous release in Zhai et al. (2012), but total release mass of the contaminant is
required in advance. In a recent study by Wang et.al Wang et al. (2017a) extended the approach
for a dynamic airflow field.
One of the common limitations of the above-discussed methods categorized under probabilis-
tic/optimization/inverse approaches that preclude them from the widespread usage is that they
use computational intensive forward models which relies on solving PDE using numerical model-
ing. These PDE solves are time-intensive and costly. To overcome these in some of the methods
multi-zonal model and CFD-multizone coupled models are proposed but due to the well-mixed
assumption in the zonal model, these contaminant transport analysis does not resolve the spatial
contaminant distribution. Therefore, they are limited to locating the contaminant source up to a
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zonal resolution of the building which is slightly less accurate. Estimating release location more
precisely, require the contaminant transport analysis model to provide more resolved contaminant
distribution in the domain, these distributions also serve the inverse modeling framework.
In the same context, recent works based on transfer Perron-Frobenius (P-F) operator approach
by Fontanini et al. (2016a, 2015); Sinha et al. (2016); Vaidya et al. (2012a) provides an opportu-
nity to develop a fast, robust and data-driven methodology for performing contaminant transport
analysis and have shown its application in designing an optimal sensor network for monitoring
indoor air quality. The finite-dimensional approximation of the P-F results in a Markov matrix
which transform the problem of contaminant transport into a problem of simple matrix-vector
products. The objective of this paper is to use the PF operator as a forward model for identifying
indoor contaminant source release location. The robustness and accuracy of approach for quickly
computing the contaminant evolution for any arbitrary release in the space motivate the use of a
probabilistic framework, specifically Bayesian inference ”Bayes Monte Carlo” technique with se-
quential updating. The approach was introduced for various applications such as risk assessment
and for water quality application Brand and Small (1995); Dilks et al. (1992). It was applied to in-
door source identification problem by Sohn et.al Sohn et al. (2002), where the authors discussed the
two-stage approach for effectively and easily implement the method for real-time risk assessment.
The dynamical systems operator based contaminant transport can further simplify this two-stage
strategy to a single stage as the contaminant distribution for any arbitrary release can be simulated
instantly, once the P-F operator is constructed.
Further, the P-F operator provides multiple usages such as providing solutions for designing sen-
sor monitoring and can solve the source identification problem as well for risk assessment provides
a unified approach for tackling multiples problems for mitigating the risks involved in IAQ, CBA,
and TID application. We consider the two scenarios where the stationary contaminant source is
released at a constant rate and for a finite time as an impulse. The objective is to use the real-time
data coming from a limited number of the sensor for estimating the source location. The sensors
are placed optimally based on the P-F operator based sensor placement algorithm developed in
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Fontanini et al. (2016a). The implementation of the approach is shown for both two and three-
dimensional problem. Simulation results are shown for two-dimensional office space with a manikin.
The approach is illustrated for three-dimensional space using a furnished room space.
The outline for the paper is as follows. We discuss the method for constructing the transfer
P-F operator for the contaminant transport in Section 4.3.2, the approach for source identification
based on the Bayesian approach which is discussed in Section 4.3.3. The results for the problem in
2D and 3D in Section 4.4. Discussions and conclusions are detailed in Section 4.5 and Section 4.6.
4.3 Methodology
4.3.1 Problem definition
The objective is to solve the inverse problem of identifying the contaminant a single contam-
inant source release location in the domain Ω ⊂ Rd using the contaminant monitoring sensor
network measurements. The problem can be posed in different ways such as (a) identifying release
duration,intensity, and location, (b) identifying release duration and location (c) identifying only
release location. Out of the three cases, identifying a location is of major importance, as it helps in
the containment of the hazardous compound release. Therefore, the current approach focuses on
estimating the contaminant release location for a contaminant release occurring constantly form an
unknown release location, and the release intensity is normalized. For the sensor measurements in
real-time, the observation are collected every observing time-step τobs. We next briefly review the
construction of a discrete form of Perron-Frobenius operator which is used as a forward model for
evaluating the concentration distribution for an arbitrary release in the domain.
4.3.2 Construction of Transfer P-F operator for contaminant transport
The P-F operator is linear albeit infinite dimensional operator which capture the non-linearity
for a dynamical system Schmid (2010); Rowley et al. (2009); Mezić (2005). Once constructed it can
be used for evolving the state of the system from a given initial condition to another time step. The
operator can be constructed using the set based approachFontanini et al. (2017) or a data-driven
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approach Sinha et al. (2018); Williams et al. (2015). The discrete form of the P-F operator is called
the Markov matrix.
The modeling of the contaminant transport is done by a transient advection-diffusion partial
differential equation given as
∂Φ
∂t
+∇(UΦ) +∇2(DΦ) = SΦ (4.1)
The contaminant density, Φ(X, t) is the contaminant at spatial location coordinate (X ∈ Rd) time
(t), is propagated by the air flow field, U in a domain Ω ⊂ Rd. The flow field can be generated
either experimentally, or computationally using computational fluid dynamics (CFD). Here D is
the diffusion constant and SΦ is the source term. The velocity flow field, U , can be (un)steady.
To model the sensor measurements we define Eq.(4.2) with χAk(x) for k = 1, . . . , p̃ denoting the
indicator function for a set Ak ⊂ X and corresponds to the location of p number of sensors in the
domain as;
y = χAk(x)Φ, k = 1, . . . , p̃ (4.2)
The contaminant evolution in space and time equation 4.1 is numerically solved by typically dis-
cretizing the domain spatially and temporally. In the operator setting the numerical scheme used
for solving Eq. 4.1 can be seen as a discrete-time equivalent operator given as:
Φt+δt = L(Φt) (4.3)
Therefore, the continuous space-time evolution of the contaminant transport can be replaced in by
discrete-time using linear transfer P-F operator. Equation 4.1, in the absence of source term in the





where µ ∈M(X) the space of real-valued measure and p(x,A) is stochastic transition function and
describes the transition probability from point x to set A ⊂ X. To construct this finite dimensional
approximation of the P-F operator (Markov matrix), the nonlinear flow field U and the diffusion
coefficient D are required. The example of this is shown in Fig.4.1, where the velocity field is shown
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by vectors and the color contours as the initial concentration.
The P-F operator (P) is defined on the discrete representation of the space X. The space, X,
is discretized into a finite number of ωk cells/states for k = 1, . . . , N . The time evolution in this
finite dimension discrete setting is given by the dynamical linear system model form in Eq.(2.3).
M(µ0, Ŝ,P,C)

µti+1 = Pµti + Ŝti,ti+1 i ∈ {0, . . . ,m}
y = Cµti
(4.5)
where µti ∈ RN as the discrete form of the scalar field at given time ti and C ∈ RN×p̃ is the
observation matrix mapping that maps the state vector to the observation space. The source term,
Ŝti,ti+1 ∈ RN , is vector representation which includes volumetric and inlet sources in the domain
Ω ⊂ Rd Fontanini et al. (2016a, 2017). The µti is defined as the cell volumetric average of Φ at a
given time ti, with Vωk as the volume of the k






Φ(x, y, z, ti)dV, ωk = 1, · · · , N (4.6)
For a transition matrix P, each row i represent the transition probability of state ωk would transi-
tion to in the next time-step. These transitions values are of concentration are obtained by releasing
a normalized concentration of 1.0 from state ωk and then computing spread of this initial concen-
tration to the rest of the states in the next time step, to populate each row of the Markov matrix
as Eq.(4.7).
P(Dk,Dk+1)(i, j) = µti(Dk+1)(j) i = 1 : N (4.7)
To get more details on the construction of this matrix for a large Courant number and for unsteady
flow fields by Fontanini et.al Fontanini et al. (2016a, 2017). Once the P matrix is constructed, it
can be used for propagating any initial contaminant distribution in time very efficiently simply by
matrix-vector multiplication.
4.3.3 Bayesian Formulation
The Bayesian inference framework poses the source identification problem in a probabilistic
setup. The release location is considered as a random variable rather than a constant. As a
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Figure 4.1: For the given velocity field (a)-(b)Shows the contaminant transport using the scalar
transport equation-4.1(c)-(d)Shows the discrete PF-operator based scalar transport.
result, the Bayesian inference not only results in the point estimate of the source location but the
probability distribution of the release location. This feature provides a rigorous framework for
quantifying the uncertainties associated with the prior information of the random variable. The
method is based on using the information to provide an estimate of the source release location.





The factor p(y|Xs), is called the likelihood function. The likelihood represents a relative agreement
of the observation y, given some known parameter value, or hypothesis, Xs. For the source release
estimation application, p(y|Xs) represents the likelihood of observing a set of measurements based
on the modeled release scenarios Xs. While, given or sampled possible release scenarios one can
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assume a relationship between the hypothesis and its consequences, to compute p(y|Xs), the more
challenging part is to compute directly p(Xs|y). Bayes rule provides a means to estimate this
inverse probability. Another factor in Bayes rule is p(Xs), called as the prior probability. For
the current application, p(Xs) provide an assessment of release occurring at particular location,
before the release actually occurs. The term prior accompanies this factor, because this probability
is estimated before actual observations are available.The denominator of Bayes rule, p(Xs), is
the probability of observing a particular outcome,also called as normalizing term. For a discrete
case this is calculated as follows: p(y) =
∑
Xs
p(Xs)p(y|Xs). In continuous case it is defines
as p(y) =
∫
p(Xs)p(y|Xs)dXs. Because p(y) is a constant with fixed Xs that normalizes the
numerator, a proportionality is often used.
The Bayesian inference depends on the data to make an improved posterior estimate. As in
the case of real-time as the sensor measurements stream in at every observation time-step the
prior belief can be updated based on the previous time-step posterior. This is also called Bayesian
sequential updating. Lets consider a data arriving sequentially y1, . . . , ym, . . . and wish to update
our inference for an unknown Xs online. In the Bayesian framework we have a prior distribution
p(Xs) and at time m we have a density for data conditional on Xs as
p(y1, . . . , ym|Xs) = p(y1|Xs)p(y2|y2,Xs) . . . p(ym|ym−1,Xs) (4.9)
where we are not assuming y1, . . . , ym, . . . to independently conditioned on Xs. At time m we can
update our distribution on Xs as the posterior
pm(Xs) = p(Xs|ym) ∝ p(ym|Xs)p(Xs) (4.10)
If a next observation ym+1, we can either start a fresh as
pm+1(Xs) = p(Xs|ym+1) ∝ p(ym+1|Xs)p(Xs) (4.11)
or we show that our prior belief of Xs, before m + 1 is assimilated into pm+1(Xs) so we just use
this as our prior distribution for the new piece of information as Eq.4.12(a) and this can be shown
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equivalent to Eq.4.11.
p̂m+1(Xs) ∝ p(ym+1|ym,Xs)pm(Xs) (4.12a)
∝ p(yn|ym,Xs)p(ym+1|ym,Xs)p(Xs) (4.12b)
= p(ym+1|ym,Xs)p(Xs) ∝ pn+1(Xs) (4.12c)
To compute the posterior depending on the prior distribution and the likelihood distribution the
solutions can be calculated analytically Gelman et al. (2013). But in the absence of an analytical
solution, the numerical modeling approach is required, one of the most popular is called the Markov
Chain Monte Carlo (MCMC) approach Gelman et al. (2013). The method requires multiple itera-
tions in which every iteration involves the generation of a new set for calculating model outcomes
based on the statistical calculation of the previous iteration. Therefore, MCMC is not ideal for a
real-time application and we use the ”Bayes Monte Carlo updating”. In this approach, the sam-
ples are drawn from the assumed prior distribution for the model input, which is used to compute
the model outputs. A finite set of samples are chosen and are exhaustive enough to compute the
denominator accurately. The samples are chosen such that they constitute to the probability mass
function. Each sample generates associated model output, referred as model realization.
In the current discrete representation of P-F operator, each state can act as release scenario and
acting as an individual realization with associated output. To avoid the explosion of the number
of realization in cases where there is a large number of states, the sampling of the release location
is generated to uniformly cover the complete domain. For these samples, we generate epsilon ball
radius of r to define release regions with more than one state in it. The release concentration is
normalized in the region.
To generate n sample region in the domain Ω ⊂ Rd as release region R = {Ŝ1, . . . , Ŝn} with
epsilon ball of radius ε = r,the Halton quasi-random sample are generated in Rd. Each release
scenario is equally probable and therefore we define a uniform distribution for set R. For these
samples, the model sensor measurements can be pre-computed or can be computed online using the
P-F operator contaminant transport model M eq.2.3. This measurements for individual realization







where pm(Ŝn|ym) is the posterior probability of the nth realization condition on the measurement
ym, pm(ym|ŷnm) is the likelihood of observing ym given the nth model measurements, pm(Ŝn) prior
probability of release in the nth region. For each realization eq. 4.13 can be used as an update
equation as discussed in eq.4.12 as new real time data streams.
In equation 4.13 the likelihood function pm(ym|ŷnm) quantifies the model to measurement error.
For an unbiased measurements with a normally distributed error the likelihood of observing a sensor















where σ2 is the error variance of the measurements. The error variance σ2, incorporates error in
the measurement instrument and also the error associated with comparing the model predictions
with sensor measurement with a different spatial and temporal average. The Gaussian likelihood
function is inappropriate when the error in the data is correlated. In real time operation of the sensor
network, the sensors might have a bias of underestimating or overestimating the concentration.
Methods for tackling such situations are discussed in literature Michael Sohn et al. (2000). For
our illustration of the approach, we assume the measurement errors are uncorrelated and can be
described by the Gaussian function. The calculation for the function parameter σ can be done
in two ways, first, the standard deviation may be known a priori based upon previous statistical
analysis of field sampling and/or laboratory measurement error. Second, the standard deviation
of the data error can be estimated using maximum likelihood theoryDilks et al. (1992). Here, σ is
assigned by the standard deviation of synthetic measurement at the corresponding sensor. σ both
influential and difficult to be determined for the estimation. A sensitivity study can be performed
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Figure 4.2: Flow chart of complete real-time Bayesian Inference based on P-F operator approach.
4.4 Results
4.4.1 Validation of Contaminant Transport from PF operator
The method used for the construction of the P-F operator (Markov matrix) described in section-
4.3.2 for predicting the evolution of contaminant inside is validated for an IEA-Annex building ge-
ometry Nielsen et al. (1990) with a manikin. The geometry, boundary conditions and the obtained
flow field from the CFD simulation is shown in Fig.4.3(a-b). The CFD computations are carried
using the open source CFD tool OpenFOAM Jasak et al. (2007). The P-F operator constructed
from the flow field is then used to transport the contaminant Φ. The comparison of this approach
is made against the numerical solution of the PDE transport Eq.(4.1)(a). The passive scalar is
normalized between (0,1) and initialized as one covering half of the domain. The comparison after
evolving the system to the final time of 50 sec is shown in Figure-4.4(b-c). It can be observed that
the contaminant evolution contours computed by simple matrix-vector product (where the matrix
is the P-F operator acting on the contaminant vector 3.5) is indistinguishable from the numerical
solution.
Further, comparison of the concentration profile along the midplane axes of the building is
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shown in fig.4.4(d). The dots in the figure shows the Markov results, which closely matches and
overlaps the PDE based predictions. Similar validation has been carried for the 3D case as well.
The validations show the accuracy of the Markov approach and effectiveness of the matrix-vector












T = 293 K
Figure 4.3: (a) Geometry and boundary conditions used for computing the velocity flow field. (b)
The velocity magnitude computed and used for computing the transfer operator.
4.4.2 Contaminant Source identification in 2D Office Space
The method is illustrated for a 2D office building as shown in Fig.4.5(a) for identifying an
unknown source release location. The room is of 9m × 3m and is steadily vented room. It has an
occupant of 70 W, a computer of 200 W an adiabatic desk and a window with the incoming heat flux
of 100 W. With these as the boundary condition we compute the flow field using bouyantSimpleFoam
an OpenFOAM CFD solver (validation of the solver shown in Appendix A). The converged mesh
used in the study is shown in Fig.4.5(b), and the flow field in Fig.4.5(c). The transfer operator
P ∈ R9400×9400 is constructed using the flow field. The constructed operator is used to obtain the
optimal locations of eight sensors using the algorithm shown in Fontanini et al. (2016a), with no
placement constraints. The transfer operator associated time-step is τmod = 10sec. The observation
by the sensor are made every τobs = 50sec , with measurement error variance σ = 0.03. The final
time for the Bayesian inference is set to tf = 500sec. This is decided based on the room air
change rate, as it is important to detect the release location before the air is changed. In the
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Figure 4.4: (a) Initial condition for the concentration. (b) Numerically solved PDE transport for
contaminant evolution at time 50 sec.(c) Contaminant evolution using the transfer operator at time
50 sec.
domain we sample 50 quasi-random samples shown in Fig.4.5(d) these are used to generate model
measurements for placed twelve sensors. These measurements are used in the likelihood in the
Bayesian inference. To test the implementation we randomly pick three unsampled release location
to generate real-time measurement data with an added white noise with mean zero and variance
0.01. For these three random releases, we show plot the posteriors contours in the domain shown
in fig.4.6. It can be seen that probability of release is closely predicted to the actual release region
within one or two time-steps.
4.4.3 Contaminant source identification in 3D furnished Room
The method is illustrated for the three-dimensional furnished building room. The number
of release state is nearly ten times that of the two-dimensional problem. The illustration shows























Figure 4.5: (a) The 2D computational domain with the boundary conditions used for calculating
the flow field in the domain. (b) The CFD computational mesh used for the computing the flow
field and the transfer operator. (c) The computed velocity magnitude inside the room. (d) Sampled
50 release locations with radius 0.25 m, used in the likelihood calculation during Bayesian inference.
approach in a real-world complex problem. Figure.3.8(a) shows the three-dimensional furnished
room with a bed, TV-set, lamp, lighting, and cabinet represented in the primitive shapes. The
room is a 9m × 3m × 3m size with an inlet and outflow as steady vented room. A window
is assumed on the right wall with a constant temperature of 302 K. These boundary conditions
are used to solve the flow field using the OpenFOAM CFD solver buoyantBoussinesqSimpleFoam.
The mesh convergence analysis is carried to ensure the grid independence of the results and 0.6M
cells are used for CFD computation (validation of the used solver and grid independence shown
in appendix A). As described in section-4.3.2 the transfer operator is equivalent to the number of
states/cells used in the computation of flow field. The choice of fine-scale mesh used for CFD is
avoided.1. The flow field is projected on the coarser mesh size of around 70K cells. Therefore,
the transfer operator constructed is of size P ∈ R70K×70K. The optimal sensor algorithm shown in
Fontanini et al. (2016a) is used to place twelve sensors in the room. The transfer operator has the
evolution time step τmod = 10 sec. The sensors samples every τobs = 150 sec, the final simulation
time tf = 720 sec based on air change rate of the room. The room is sampled with 50 quasi-random
1The use of CFD mesh would result in a transfer matrix of size 0.6M × 0.6M. This large matrix will require a lot
of memory to store, and subsequent analysis will become infeasible
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Time = 250 sec
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Release Location - 3
Figure 4.6: Bayesian inference posterior for three random release at every observation time step.
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samples in the domain with epsilon radius of 0.5m are shown in, Fig.3.8(d), as release locations. For
these samples, the model measurement data are computed used for likelihood calculation during
real-time Bayesian inference. Three separate random un-sampled release location is simulated to
demonstrate the real-time implementation of the approach. The real-time measurements of the
sensors are generated with an additional white noise of zero mean and variance of 0.03. Figure4.8
shows the posterior map of the release location for the three releases at every sampling time-step.







































































Figure 4.7: (a) The geometry used of the 3D room used for the construction of Markov matrix. (b)
The computational mesh used for performing the CFD for computing the flow field in the room.
(c) The computed velocity shown on the mid plane of the room. (d) The sampled release locations
which are going to be used for computing the likelihood in the Bayesian inference.
4.5 Discussion
The sequential Bayesian inference approach is used in association with a dynamical system












































































































































































































































































































































































Time = 150 sec
Time = 300 sec
Time = 450 sec
Time = 150 sec
Time = 300 sec
Time = 450 sec
Time = 150 sec
Time = 300 sec
Time = 450 sec
Time = 600 sec
Time = 750 sec
Time = 900 sec
Time = 600 sec
Time = 750 sec
Time = 900 sec
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Time = 900 sec
Figure 4.8: Bayesian inference Iso-Contours of the posterior for three random release at every
observation time step in the three dimensional room. The region of the release are shown in red
color for each release.
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section-4.3. The contaminant source releases locations are identified as posterior distributions based
on the real-time streaming data. The approach overcomes the real-time implementation limitation
of Markov Chain Monte Carlo (MCMC) method by pre-sampling from the prior distribution of the
release location. The sampling is done exhaustively to ensure that the integration in the Bayes
formula can be done accurately. Thus, implementing the Bayes rule for a discrete set of events.
We pre-compute the contaminant release from these locations. The sensor measurements for these
releases were monitored and were stored. These measurements can also be obtained in real time as
one has to simply evolve the model to the measurement time-step. These model measurements are
used for likelihood estimation in real time in the Bayesian formulation. The implementations are
shown for both two and three-dimensional building space.
Earlier works in the literature have reported the use of similar Bayes formulations for source
identification, but are either based on zonal models, or empirical correlations and have even use
steady-state assumptions for estimating contaminant distribution. The assumptions made by these
methods are not well suited for studying the dynamic nature of contaminant evolution in the
domain. Therefore the approaches were limited to the real-time implementation. Further, the
current approach which provides evolve the contaminant in a discrete space, merely by matrix-
vector multiplications have overcome the limitations of the earlier approach by providing a discrete
representation of the contaminant distribution.
Further, the dynamical system setting also provide ease of implementation, also earlier works
have shown multiple application of P-F operator ranging from sensor placement under deterministic
or stochastic setting Fontanini et al. (2015); Sharma et al. (2018b). Therefore providing a platform
for a unified framework for building system during the design/planning phase as well as in the risk
assessment scenarios. One of the limitations of the present approach is the estimate for σ for the
likelihood function, but the choice of sigma can be improvised using the prior model measurements
under the hypothetical release cases, to reduce the error in the prediction. Further, with the use of
good computational machines methods like adaptive sampling, approximate Bayesian computation
using sequential Monte Carlo can be performed.
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For a random unknown release accidental or intentional release of the hazardous compound even
in small quantity, for a short-term, can result into lethal destruction. Therefore, a fast, accurate
and reliable source identification methods are important for containment and speedy evacuation of
the occupants. Therefore, for a method, it is important to resolve smallest to the largest time scales
of the contaminant evolution in the space which can be accomplished easily using the P-F operator
approach and the current framework of source estimation. Further, these estimated contaminant
locations can easily assist the rescue team in deciding the efficient evacuation strategy and can also
be used to controlling the HVAC unit for the building.
4.6 Conclusion
The work presented the method for identifying contaminant source location using the P-F
operator based contaminant transport model in association with the sequential Bayesian inference
formulation. The approach operator based contaminant transport model provides a fast, accurate
and robust method to act as a forward model for contaminant evolution. The approach reduces
the computation cost of numerically solving a PDE to simple matrix-vector multiplication. Hence
making the Bayesian inference easy to implement in real time. The data required for computing
the likelihood can be pre-computed or the calculations can be made on the fly for multiple sampled
release scenario. In the current work, we have shown the use of quasi-random space filling sampling
approach for sample the probable release locations in the room. For these locations, the constant
contaminant release was simulated using the P-F operator by simple matrix-vector multiplications.
The temporal measurements of the concentrations at the placed sensors in the room the temporal
were stored for computing the likelihood in real-time operation. The implementation results are
illustrated both in two dimensional and three-dimensional building problems. We show the results of
source identification both in 2D and a 3D problem for three unknown random constant contaminant
release scenarios and compute the temporal updated posterior of release location. The results show
that the posterior converges to a region within two-three time step. In the future, we plan to extend
the approach for computing various other parameters such as, release rate and implementing the
approach for multiple release identification.
87
4.7 References
Bastani, A., Haghighat, F., and Kozinski, J. A. (2012). Contaminant source identification within
a building: Toward design of immune buildings. Building and Environment, 51:320–329.
Bloch, A. B., Orenstein, W. A., Ewing, W. M., Spain, W. H., Mallison, G. F., Herrmann, K. L.,
and Hinman, A. R. (1985). Measles outbreak in a pediatric practice: airborne transmission in
an office setting. Pediatrics, 75(4):676–683.
Brand, K. P. and Small, M. J. (1995). Updating uncertainty in an integrated risk assessment:
conceptual framework and methods. Risk Analysis, 15(6):719–729.
Dilks, D. W., Canale, R. P., and Meier, P. G. (1992). Development of bayesian monte carlo
techniques for water quality model uncertainty. Ecological Modelling, 62(1-3):149–162.
EPA/Office, U. (2012). The inside story: A guide to indoor air quality.
Fontanini, A., Vaidya, U., Passalacqua, A., and Ganapathysubramanian, B. (2017). Contaminant
transport at large Courant numbers using Markov matrices. Building and Environment, 112:1–16.
Fontanini, A. D., Vaidya, U., and Ganapathysubramanian, B. (2015). Constructing Markov ma-
trices for real-time transient contaminant transport analysis for indoor environments. Building
and Environment, 94:68–81.
Fontanini, A. D., Vaidya, U., and Ganapathysubramanian, B. (2016). A methodology for optimal
placement of sensors in enclosed environments: A dynamical systems approach. Building and
Environment, 100:145–161.
Gelman, A., Stern, H. S., Carlin, J. B., Dunson, D. B., Vehtari, A., and Rubin, D. B. (2013).
Bayesian data analysis. Chapman and Hall/CRC.
Inglesby, T. V., O’toole, T., Henderson, D. A., Bartlett, J. G., Ascher, M. S., Eitzen, E., Friedlander,
A. M., Gerberding, J., Hauer, J., Hughes, J., et al. (2002). Anthrax as a biological weapon, 2002:
updated recommendations for management. Jama, 287(17):2236–2252.
Jasak, H., Jemcov, A., and Tukovi, Z. (2007). OpenFOAM: A C++ Library for Complex Physics
Simulations. International Workshop on Coupled Methods in Numerical Dynamics IUC.
Liu, X. and Zhai, Z. (2007). Inverse modeling methods for indoor airborne pollutant tracking:
Literature review and fundamentals. Indoor Air, 17(6):419–438.
Liu, X. and Zhai, Z. J. (2009). Prompt tracking of indoor airborne contaminant source location with
probability-based inverse multi-zone modeling. Building and Environment, 44(6):1135–1143.
88
Matsuo, T., Kondo, A., Shimadera, H., Kyuno, T., and Inoue, Y. Estimation of indoor contami-
nation source location by using variational continuous assimilation method.
Matsuo, T., Shimadera, H., and Kondo, A. Identification of multiple contamination sources using
variational continuous assimilation. Building and Environment.
Menzies, D., Fanning, A., Yuan, L., and FitzGerald, J. M. (2000). Hospital ventilation and risk for
tuberculous infection in canadian health care workers. Annals of Internal Medicine, 133(10):779–
789.
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CHAPTER 5. SURROGATE MODELLING APPROACH TOWARDS
COUPLING COMPUTATIONAL FLUID DYNAMICS AND ENERGY
SIMULATIONS FOR ANALYSIS AND DESIGN OF ENERGY EFFICIENT
ATTICS
Published in Building and Environment 1
Himanshu Sharma, Anthony D. Fontanini, Kristen S. Cetin, Jan Kosny,Baskar Ganapathysubramanian
5.1 Abstract
Attic specific energy modeling tools are used by engineers and researchers to evaluate the im-
pact of different design features, products, and materials systems on an attic’s energy, thermal,
and hygrothermal performance. These frameworks and their simulation component models have
been carefully validated over the last 40-50 years. A fundamental assumption in these modeling
tools is that the air within the attic is well mixed. However, various experimental and numerical
studies have shown that the flow inside a triangular attic is not well mixed and an asymmetrical
heating of enclosure can develop flow instabilities. Under these flow regimes the calculation of
interior convective fluxes using empirical correlations can be error prone. To investigate the impact
of this assumption on the performance of a benchmark attic problem, we develop a coupling ap-
proach between the Fraunhofer Attic Thermal Model (FATM) and computational fluid dynamics
(CFD). Instead of directly coupling a CFD solver to FATM, this paper presents an offline surrogate
modelling coupling strategy. The generalized method established in this paper allows for future
extension of the approach for different attic geometries, as well as whole building simulations. The
work flow uses open-source tools for constructing the surrogate and making it easily integrable with
any commercial/non-commercial whole building or attic simulation framework. Since the majority
of the computations are moved offline, this approach provides substantial computational speedup
1Citation: Sharma, H., Fontanini, A. D., Cetin, K. S., Kony, J., & Ganapathysubramanian, B. (2019). Surrogate
modeling approach towards coupling computational fluid dynamics and energy simulations for analysis and design of
energy efficient attics. Building and Environment, 149, 196-209.
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during online simulations in comparison to earlier coupling approaches. An additional benefit of
the approach is the surrogate can also be used for flow visualization inside the attic.
5.2 Introduction
In the design of an energy efficient residential building envelope attics are an often-overlooked
component. The large air space, ventilation strategies, the use of radiant technologies and thermal
mass products, and the presence of air ducts and HVAC equipment make attics unique. The heat
moving through ceilings under attics and roofs are responsible for roughly 12% to 25% of the space
cooling and heating requirements of residential buildings (Miller et al., 2011, 2014, 2010). Due
to such a large contribution in the building total energy budget, it is critical during the design
process to have accurate tools to estimate and optimize the performance of attics. In the modeling
of the heat and mass transfer in attics, three distinct types of tools are available; 1) attic specific
energy models, 2) computational fluid dynamics (CFD), and 3) hygrothermal modeling. Each of
these tools are used for different purposes and have their own benefits and drawbacks. All of these
tools provide a unique prospective in designing energy efficient and durable attics. The importance
of hygrothermal modeling cannot be understated for ensuring durability of the attic components.
However, the focus of this work is bringing together the capabilities of CFD and attic specific en-
ergy models. Similar approaches can be performed for introducing hygrothermal models and attic
specific energy models.
Attic specific energy models consider the attic as a single control volume and perform an en-
ergy and mass balance for the surfaces bounding the attic and the attic air (ASTM International,
2015; Fontanini et al., 2015; New et al., 2016; Atherton, 2011; Miller et al., 2007). The result
is a small set of coupled nonlinear ordinary differential equations (ODEs). Although the algo-
rithms to calculate the different heat flow physics can be complicated, the governing equations can
be solved quickly by modern computer standards. In recent literature, in addition to simplified
thermal/hygrothermal models used by whole-building energy simulations tools, the following three
attic-specic energy models are available 1) ASTM standard C1340 (ASTM International, 2015);
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2) AtticSIM (New et al., 2016; Miller et al., 2007; Atherton, 2011); and 3) the Fraunhofer Attic
Thermal Model (FATM) (Fontanini et al., 2015). Both, AtticSIM and FATM are using similar
theoretical procedures describing physical processes which are taking place in the attic, as intro-
duced in the ASTM C1340. The FORTRAN-based AtticSIM tool is an updated and improved
version of the ASTM C1340 software, with key developments dated back to the 1970s. The FATM
model represents a serious programming upgrade with completely new architecture and significant
number of unique computational capabilities. Comparing to ASTM C1340, the FATM has several
novel simulation features, including (a) a capability for analysis of both convex and non-convex
attic geometries, (b) incorporation of temperature-dependent material properties, (c) temperature
dynamics of the conditioned space, and (d) a careful software engineering informed approach to
build a generic, modular, and flexible numerical framework. The main limitations addressed by
FATM, that are not included in ASTM C1340, is the inclusion of temperature dependent material
properties, the generalization of the geometry, reformulation of the governing equations for a more
robust and faster solution procedure, and updating the code to a more modern modular object ori-
ented numerical framework. The initial development, code structure, numerical solving routines,
bench marking, and verification is thoroughly discussed in the authors previous work. In less than
a few minutes these attic specific energy models provide year long time series data on the surface
temperatures, air temperatures, ventilation rates through the attic, air leakage from ducts, and
heat flows into and out of the surfaces bounding the attic. Since these models use the attic air as a
single control volume, the air is assumed to be well mixed. However, this is often not the case, as
stratification, especially during the summer months, dominates the flow physics in attics (Ridouane
et al., 2005, 2006a; Saha et al., 2010; Saha and Khan, 2011; Kamiyo et al., 2010). For this project,
FATM was chosen for the coupling due to the access to source code and its current developmental
support by the U.S. Department of Energy. However, the coupling strategy is framework agnostic
and could be implemented in the other frameworks or whole building energy models.
Computational fluid dynamics (CFD) is a powerful numerical tool that can resolve non-uniformities
in the attic air temperature and air velocities. CFD discretizes the attic air control volume into a
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set of cells in which the Navier-Stokes, energy, and turbulent transport equations are solved. The
spatial distribution of flow and temperature of the air are determined from boundary conditions
on surfaces that bound the attic air. Modeling of triangular enclosures and attics using CFD have
been studied for a range of geometries, Rayleigh numbers, steady state and transient solutions (Ri-
douane et al., 2005, 2006a; Saha et al., 2010; Ridouane et al., 2006c; Ridouane and Campo, 2006,
2008), with some excellent reviews of convection heat transfer in attic-shaped spaces (Saha and
Khan, 2011; Kamiyo et al., 2010). As validation, most of these studies use the experiments of
G.A. Holtzman et al. (G.A. Holtzman et al., 2000), R.D. Flack and C.L. Witt (Flack and Witt,
1979) , R.D. Flack and R. Schnipke (Flack and Schnipke, 1995), and R.D. Flack et al. (Flack
et al., 1979). These experiments and simulations examine the flow structures present in unvented
isosceles triangular enclosures that are heated in different configurations, and show the standalone
capabilities and validity of using CFD simulations to predict flows inside unvented attics.
Taken together, these two powerful predictive tool have complimentary capabilities. The energy
modeling accurately predicts the heat transfer through the components based on the influences
from the outdoor environment and connected building zones, while the spatial distribution of
the air velocity and temperature are fully resolved from the CFD simulations. The coupling of
building energy simulations (BES) and CFD is not a new concept. The integration of CFD with
multizonal energy building simulation models to increase the accuracy of multizonal models has
been studied by various authors (Zhai et al., 2001; Chen, 2009; Beausoleil-Morrison, 2000; Zhai
and Chen, 2004; Zhang et al., 2013). The main objective in these studies was to blend the features
of both CFD and multizonal models to complement each other in improving accuracy. These
studies have demonstrated the importance of accounting for air stratification in the determination
of energy loads. The coupling strategies discussed in the literature are called Staged Coupling
Strategies. This is further classified into two categories 1) Static Coupling 2) Dynamic Coupling.
These strategies provide an approach for coupling attic simulation models and CFD. However, a
drawback to these methods is that the CFD simulations are intrinsically coupled, which makes
95
these simulations computationally expensive. A single CFD simulation can take as little as a few
minutes for extremely simple cases to weeks depending on the complexity of the geometry, boundary
conditions, turbulence model, and other factors. Often, these coupling methods require many calls
to the CFD solver (at each time step or every few time steps). The present work improves upon
this body of work by shifting the computation burden offline for constructing the surrogate and
using it simply in the functional evaluation.
With the large number of calls to the CFD solver, a long-term BES-CFD coupled simulation can
easily become intractable. This has been a motivation for recent work to speed up the CFD coupled
BES simulations. One strategy is to perform a CFD solve only when the boundary conditions have
changed a significant amount to affect the convective loads (Zhai et al., 2002a; Zhai and Chen, 2005;
Zhang et al., 2013). The goal of this strategy is to limit the number of calls to the CFD solver, thus
saving computational time. Another remedy that has been developed is fast fluid dynamics (FFD)
(Zuo and Chen, 2010). FFD relaxes the constraint of the continuity equation and utilizes simple
numerical methods and a zeroth-order turbulence model to simulate RANS based turbulent flows
in real-time. However, the relaxation of the continuity equation and the choice of the turbulence
model may reduce the scope of this approach (at this time).
The purpose of this paper is to present an alternative high-fidelity coupling methodology to
running coupled BES-CFD simulations using the idea of surrogate modeling. Specifically, we use
response surface methods to construct a surrogate model from CFD simulations of an unvented
attic. Once constructed, the surrogate CFD model provides a fast and accurate framework for
incorporating high fidelity results into the BES simulation. We rigorously discuss how to choose
the bounds of the surrogate model and sampling of the points to construct the surrogate. The
surrogate model accuracy is tested and shown to produce reasonably accurate results compared
to the high-fidelity CFD simulations even under interpolation conditions. The coupling strategy
between the CFD simulations and FATM is outlined. The CFD coupled FATM simulations and
the standalone FATM simulations are finally compared.
The modeling strategy proposed in this work has the following advantages: The methodology is
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agnostic to different turbulence models, geometries, and the number of cells in the CFD simulation.
The surrogate method moves the computational overhead of performing CFD simulations offline,
which allows the use of high performance computing resources. This enables fast lookup and
reusablity of the CFD simulations unlike traditional static or dynamic coupling methods. From the
surrogate model, the velocity and temperature fields can be reconstructed as a post processing step
for visualization. Finally, the surrogate model allows other researchers and engineers with little
CFD experience to benefit from CFD data without having to perform extensive CFD simulations.
The discussed approach presented in the work can be practically used in integration with various
BES tool for performing CFD informed energy analysis, these tools are widely used by building
practitioner at the design phase.
5.3 Methodology
A comprehensive year-long energy simulation is usually performed during the design phase of
a building. This usually includes an analysis of the attic. The analysis of attics is performed using
the ASTM 3140 standard and associated guidelines, which are implemented in the Fraunhofer Attic
Thermal Model (FATM). This work provide an add-on feature to the FATM computing routine
by integrating detailed information provided by high fidelity CFD computations. This section
details the governing equations solved by FATM 2, the coupling of FATM with CFD, validation
and verification of the CFD simulations, discussion on construction of surrogate model, and testing
the surrogate.
5.3.1 FATM Governing Equations
The governing equations for attics in FATM are based on solving the energy balance equations.
FATM treats the attic space as a single control volume, and each surface bounding the attic air
space as an independent control volume. Each surface is treated as a one-dimensional object and
with an energy balance on the inside (attic facing) and outside (building zone or outdoor environ-
2The FATM framework accounts for modeling the attic system which involves ducts, ventilation system. We
briefly overview the framework, but refer the interested reader to the more detailed references discussing FATM
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ment facing) surface. For the ns outside surfaces, the energy balance is given by Eq. 5.1.
qo(i) + qro(i) + q
convc
out (i) + α(i)qs(i) = 0 i = 1, 2, . . . , ns (5.1)
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convc







= 0 i = {1, 2, . . . , ns} (5.2)





in (i)) +Qvent +QcD +Qct +QL = 0 (5.3)
Equation 5.1-5.3 are satisfied at each time step to a chosen tolerance. This set of 2ns + 1 equa-
tions are solved where 2ns equations are the temperatures at the inside and outside surfaces and
one equation is for the temperature of the attic control volume. We refer the interested reader
to Ref. (Fontanini et al., 2015), which provides comprehensive details of the implementation and
solution procedure.
5.3.2 Coupling CFD with the FATM Governing Equations
The idea behind the current work is to leverage CFD to compute the inside convective heat flux
for all the surfaces. The heat flux qconvcin (i) in Eq.-5.2 and Eq.-5.3 is modified by the CFD computed
heat flux. A CFD simulation provides the spatial distributions of air velocities, temperature, and
turbulence parameters. This data can be then post-processed to compute the average heat fluxes
from the boundary surfaces 5.4(a):




= h(i)(Tsurf (i)− T∞) (5.4b)
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where k is the fluid conductivity and ∂T∂n(i) is the temperature gradient normal to surface i. We
note that CFD simulations pass the convective heat flux, qconvcin (i), to the FATM model. Thus,
this calculation does not need specification of a reference temperature. In contrast, in case of a
standalone FATM simulation the qconvcin (i) is calculated using 5.4(b) where the h(i) is the convection
coefficient at surface i computed using empirical correlations, Tsurf (i) is the temperature of surface
i, and T∞ is the reference temperature. In case of turbulent flow near the wall the fluid conductivity
(k) is replaced by effective fluid conductivity (keff ) which is computed using the turbulent eddy
viscosity, turbulent Prandtl number, density, and specific heat of fluid (Malasekera and Versteeg,
1995).
To perform the coupling, FATM passes the boundary conditions for a chosen attic geometry at
the given time-step to the CFD simulator. The CFD simulator computes the internal convective
fluxes which are passed back to FATM. Such coupling strategies for BES are discussed in the lit-
erature where CFD calculations at each time step are performed. These strategies are called full
dynamic coupling, which is computationally expensive (Zhai et al., 2002b). To overcome this lim-
itation, coupling based on some regular large time-step or based on feedback have been suggested
(Zhai et al., 2002a; Zhai and Chen, 2005; Zhang et al., 2013). The modified approaches are suit-
able for small time simulations, with long-time simulations still requiring significant computational
effort and wait time of the energy simulators. Therefore, in the current work rather than perform-
ing online CFD computation, coupling of FATM is done using a CFD surrogate model to reduce
the computational cost. This also allows researchers and engineers with little CFD experience to
benefit from the CFD data. A surrogate model is a compact model that encodes and interpolate
from as dataset of pre-computed CFD simulations. We detail the construction,testing & validation
of the surrogate.
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5.3.3 CFD Simulations, Validation, and Verification
To construct the surrogate multiple CFD simulations are performed to construct the database.
Therefore, it is important to validate and verify the CFD simulations for the problem before running
the campaigns. CFD simulations solve the Navier-Strokes equations for a given domain to compute
the flow field distribution for a given set of boundary conditions. In the present study, attic is the
domain of interest. This section details the CFD simulation procedure for modeling flow inside
unvented attics, as well as validation and verification of the CFD solver.
5.3.3.1 ASTM C1340 Example Problem
The example problem in ASTM standard C1340 (ASTM International, 2015) is used to present
the current FATM and CFD coupling method. The ASTM C1340 standardizes the computational
methods to carry the performance analysis for the sloped-roof attics with rectangular floor plans
having an unshaded gabled roof and a horizontal ceiling. Such designs are quite common in residen-
tial building design. The attic gable ended geometry is shown in figure-5.1(a). The CFD problem
here is to find the flow and thermal distribution inside the attic space and use this to compute
the internal heat flux on the boundaries. Further, since our focus is on the coupling, we ignore
conjugate heat transfer and simplify the CFD simulations of the attic. Therefore, a 2-dimensional
geometry is considered 3, Figure-5.1. This geometry is used to perform the CFD calculations.
3 This simplification to 2D is performed in literature (Ridouane and Gawlik, 2011; Ridouane et al., 2006b,a) and











Figure 5.1: ASTM standard C1340 C1340 (2015) geometry considered for 2D-CFD simulations.
5.3.3.2 CFD Procedure
The CFD procedure solver the partial differential equation corresponding to mass, momentum
and energy conservation principles. We specifically focus on steady state simulations of the Navier-
Strokes and Energy equation in triangular cavities under different thermal boundary conditions.
The triangular cavity is a well studied problem, see (Saha and Khan, 2011), especially in the context
of attics. Our choice of buoyancy driven simulations is informed by several prior studies of attics
(Flack and Schnipke, 1995; Ridouane et al., 2005; Asan and Namli, 2000). Finally, our steady state
assumption is a reasonable choice, given the large time scales of interest ( 1 hour) and studies have
shown (Lei et al., 2008) that only abrupt change in the conditions results in long transients.
We use no-slip boundary conditions for velocity on all walls, and specify temperature on all
wall for the energy equation. The temperature conditions comes from the FATM simulations. The
detailed discussion on these temperature conditions are in section-5.3.4.1. We use an open-source
tool OpenFOAM (Jasak et al., 2007) steady state compressible solver (buoyantSimpleFoam) to
perform the simulations. All equations are solved to a tolerance of 1e-7. Thus also ensuring that
the convective fluxes are computed accurately.
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5.3.3.3 CFD Numerical Verification
The CFD simulations are solved on a computational grid/mesh. It is important to perform
verification of the simulations by a grid independence test before running simulations. To choose
an appropriate grid size for the problem, grid convergence analysis is done for the chosen attic,
Figure-5.1. Considering a distribution of Rayleigh number (Ra), boundary temperature values cor-
responding to the most frequent occurring Ra is chosen to show grid convergence. The details about
this Ra distribution is discussed in section-5.3.4.1. Figure-5.2 shows the normalized temperature
profile along the y-axis passing through middle of the attic, for different mesh sizes. It can be seen
that with increasing grid refinement there is minimal change in the solution. Therefore, for the
computations a mesh size of 6615 cells is chosen.
(a) (b)
Figure 5.2: (a) The grid convergence plot for the normalized temperature on the mid y-axis center-
line for the attic. (b) The final grid with used for the computations is shown with the zoomed view
of detailing wall refinement to capture the temperature gradients.
5.3.3.4 Experimental Validation and Literature comparisons
Another important aspect during simulation is the considerations of the flow regimes (Lam-
inar/Turbulent) inside the attic. The solver should be valid for both the regimes, therefore we
validate our solver for both the regimes. For validating the solver in laminar regime numerical
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studies are performed for attic specification in (Ridouane et al., 2005). The results were then
compared with the experimental and numerical studies of (Flack and Witt, 1979; Ridouane et al.,
2005). In the case of the turbulent regime, the solver is used to simulate Rayleigh Bernard problem
in a square cavity as done by (Salat et al., 2004). The results were then compared with the DNS
simulations and experimental data. Figure 5.4 shows the normalized temperature for the attic on
the mid plane which closely follow the experimental trend observed by (Flack and Witt, 1979)
and shows excellent agreement with the numerical simulations carried by (Ridouane et al., 2005).
Figure-5.5 shows the normalized temperature profile distance from the hot wall for the case of tur-
bulent flow inside the closed cavity. The current computation closely follow the the DNS turbulent
computation for the square cavity.



















0.00 0.01 0.02 0.03 0.04 0.05 0.06


















Figure 5.6: Verification of the CFD solver: (a) Comparison of the current numerical predictions
are made in triangular cavity under the laminar flow regime with the experimental and numerical
simulations of Flack and Schnipke (1995); Ridouane et al. (2005) respectively and (b) Comparison
of Buoyant solver under the turbulent regime is made for the square cavity and the results are
compared with the DNS and experimental results presented by Salat et al. (2004).
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The validated and verified CFD solver can now be used to run simulation with different temper-
ature boundary conditions. Next, various steps for constructing a surrogate model are discussed.
We remind the reader that the ultimate objective of this work is to couple the FATM with the
surrogate to calculate internal convective loads using the CFD informed convective fluxes.
5.3.4 Surrogate Modelling
The objective of surrogate modelling is to act as a substitute to the expensive simulation es-
sentially by generating a response surface. The response surface can then be used for predicting
results close enough to the actual simulation without re-running the simulation. For the current
study the response surface is needed for internal convective heat fluxes. The complete process for
obtaining the response surface is a one time process which is shown as stage-I in Figure-5.7.
We provide an overview of the approach next. The first step is to identify independent param-
eters/variables. These are those variables based on which the dependent variable such as internal
convective flux is calculated. Once the parameter space is defined, the CFD simulations for each
point in space can be performed. The sampled parameter space acts as a representative of the data
set in statistical sense. There are various sampling strategies which can be used to obtain optimum
sampling point in the space, these will be discussed in section-5.3.4.2. After forming the sampling
set the CFD simulations are performed for these data points. The CFD results for these data
points output the internal convective heat fluxes on the boundary. The next step is to construct
the functional approximation which can be used online while running the FATM simulation. A
simple example to understand the functional approximation is discussed in Appendix-D.
Once the functions is generated the stage-I is completed. In stage-II Figure-5.7 the surrogate
is coupled by the coupling strategy discussed in section-5.3.2. The surrogate is called at each
time-step in the FATM run to produce the value of dependent variable based on the independent
variable input of FATM at each time step. The details corresponding to each step of stage-I will
be discussed in next sections to illustrate the operational and usage details of the method.
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Figure 5.7: The flow diagram detailing the two stages describing the methodology of the surrogate
modelling approach.
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5.3.4.1 Identification of parameter space
For attics the governing equations are the energy balance equations, Eq. 5.1 - 5.3. To solve
these equations the following inputs are required; attic type, geometry, attic construction material,
location associated weather data, and inside duct configurations. These all can be considered as
independent variables for the simulation and hence can be represented as a part of the parametric
space. The heat fluxes calculations depends on these parameters. For a surrogate of internal heat
flux calculations, these inputs forms the parameter space. In general this parameter space can be
represented as a K-dimensional space, as P = [Tsurf (i), ṁ, L,W, θ]. We choose a subset of these
parameters while constructing the surrogate. The key is to choose parameters which affect the
energy simulations the most as the independent parameter for the surrogate. A careful choice helps
in reducing the dimensionality of the constructed response surface. Thus, we advocate performing
a sensitivity analysis to identify the most important parameters affecting deviation of computed
heat fluxes from the standard correlation used in FATM. For more complex cases, it is possible that
the number of parameters will be large, making the offline computing of the surrogate more com-
plex. However, there are several computational strategies available to construct high-dimensional
surrogates, including Bayesian sampling Pokuri et al. (2018) and sparse collocation Ganapathysub-
ramanian and Zabaras (2008c).
For the case of attics, it can be easily understood that the weather conditions significantly af-
fects the attic physics. Considering other parameters (such as geometry, material, duct work, etc.)
are based on the standard construction practice we choose not to consider here, there are three
inside surfaces temperatures for constructing the response surface. The parameter space hence can
be written as P = [Tr1, Tr2, Tfloor], with K = 3.
The next step is to find the range of the 3-dimensional parameter space. This is achieved by
running the FATM yearly simulations of the attic configuration for given TMY3 weather data, with
FATM simulations time-step of 15 min. To get the complete range (spectrum) year-long FATM
simulations were run for a fixed attic configurations with various available weather data files. This
gives the full range of variations of the parameter caused by weather.
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5.3.4.2 Sampling Strategies for Constructing Response Surface
The constructed K-dimensional parameter space discussed in 5.3.4.1 can be a large data set.
In case of large data sets, performing expensive simulation (CFD) for each point is expensive.
Therefore, it is important to judiciously select points from the parameter space. These points are
called sampling points for which the CFD simulations are performed. There are various techniques
available to perform this sampling; full factorial sampling, Latin Hypercube Sampling(LHS), space
filling subset, and adaptive sampling. There are various advantages and disadvantages associated
with each sampling strategies and further details about each can be seen in Forrester et al. (2008).
We chose the most basic full factorial sampling approach to perform the sampling. The advantage
of full factorial designs is that an efficient use of the data can be made without confounding the
effects of the parameters. This helps in understanding the interactions effects of the parametric
space. The objectives of the current work is to demonstrate the surrogate based coupling approach
and hence the basic sampling strategy full factorial sampling is used.
In case when the upper and lower bounds of the parameter space are known, the full factorial
sampling uniformly divides the bounding box encompassing the bounds with sampling points. 4
In the present work, the distribution of the parameter space P is known a priory by running the
FATM simulations. Therefore, this available information is used to sample points in the parameter
space.
The objective is to sample point close to the distribution space, this can be achieved by incor-
porating singular value decomposition (SVD) on the parameter distribution space. The parametric
space is arranged as a matrix. SVD is a matrix decomposition technique which is carried to learn
more about matrix data by looking the eigenvalues and eigenvector Strang et al. (1993). The out-
come of SVD on the parametric space matrix result into a rotation matrix V. The matrix V is
then used to align the data on an a basis that explains the most variance in the data. A bounding
box (rectangle) B is then created around the data. The dimensions of the box are chosen such
that some additional tolerance is provided to encompass the data completely inside. Any other
4 While in case when the spectrum of the parameter space is known, the information can be further used to
perform the full factorial sampling shrewdly.
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Figure 5.8: This is an illustration of SVD analysis for 2D parameter space, where V is the rotation
vector obtained to perform the rotation of the data set(green). The bounding box B is constructed
to uniformly sample S̃ the space (red). The inverse of the rotation matrix is used to re-align the
data back to the original axis to result sample points S.
primitive shape other than rectangle can be used to create the bounding region, but the advantage
with the basic rectangular shape is ease in discretization to generate factorial sampling points. The
B is discretized using a open source meshing tool GMSHGeuzaine and Remacle (2009) and the
resulting mesh vertices are the sampling points S̃ inside the domain. The rotation matrix is then
called again to rotate the data P̄ and sampling points back to the original axis by multiplying it
with V−1.
An illustration of the above discussed steps are shown in figure-5.8 for a 2D parametric space.
The sampling process is automated by a Python script which directly results in the sample space
S. The number of sampling points in each direction is decided by the user as input to the program.
Under sampling can reduce the accuracy of the surface constructed from the current sampling is
validated in section-5.3.5. In case of higher dimensions greater than three, there are various ad-
vanced sampling methods that can be followed in the literature of surrogate modelling. For the
current work the parametric space is a 3D parametric space, therefore simpler factorial sampling
is used. The CFD simulations are then performed for each sample point. Next, the approach
for efficiently running the sample cases to construct the data required for the response surface is
discussed.
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5.3.4.3 Simulation campaign for sample points
Each point in the parametric space represents a configuration of the systems specified by bound-
ary conditions. We utilize CFD simulations to compute the heat fluxes on the system boundaries
for this parametric space. We choose to perform CFD simulations on a small (and strategically
chosen) set of sample points. Since the factorial sampling may result in many sample points (in-
dividual CFD simulations), running these simulations in serial might become intractable for some
problems. The computer architectures now come with multiple computing cores and therefore
high throughput computing (HTC) can be used to use all the cores for running independent jobs
simultaneously on multiple cores. In the present work 375 sampled simulations were run on Inlet
Core-i7-3.60GHZ (8 cores) system using the HTC module GNU-Parallel Tange (2011). Each simu-
lation on an average took 1.1 hrs wall time on a single core. The complete simulation campaign on
8 core took a wall time of 1 day for completion. Once the simulations were completed the database
for flow field, temperature field, and convective fluxes on each wall are created. This database is
then used to construct the response surface, which is integrated with FATM.
5.3.4.4 Interpolation between sample points
In Appendix-D a 2-dimensional example of constructing the surrogate is presented. The same
idea can be extended in higher dimension of approximating the function. In the current case,
the sampling points are in a 3-dimensional parameter space where each point is a CFD simula-
tion. The approximate functional form can be written as Ŷ = f̂ (X). The input sample boundary
conditions X belong to R3 parameter space P = [Tr1, Tr2, Tfloor]. The Ŷ is a set of internal con-
vective fluxes of the surfaces. Here, the convective flux for three surfaces from a CFD simulation
are computed, therefore three response surface corresponding to each surface will be constructed
{f̂ 1(X), f̂ 2(X), f̂ 3(X)}. These will be called at each time-step by FATM to return the convective
flux of the respective surface.
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The method for constructing each response surface is the same, therefore we provide a general
discussion about high dimensional interpolation. Given a data set, there are various methods for
approximation of a function (i.e. such as linear, polynomial, radial basis functions (RBF), Kriging,
and many others Forrester et al. (2008)). The fundamental idea behind all these methods are to
construct an approximation function using a set of basis functions. Careful consideration is required
before selecting the approximation functions.
In the present study various approaches were tried for approximation functions; linear(C0),
nearest neighbor search (discontinuous), natural (C1) Amidror (2002). All these approaches re-
sulted into response surface models, but the model was not accurate in predicting the convective
fluxes when coupled with FATM. This lead to the divergence of the FATM solver 5.
After considering all the above choices radial basis function (RBF) were used, which are analytic
functions, and are thus smooth & infinitely differentiable smooth. The major advantage of using
a RBF is the applicability of it in almost any K-dimensional parametric space.These functions are
radially symmetric functions and can be shifted by points in multidimensional Euclidean space and
on linear combinations of this function a approximation subspace dependent on data can be formed.
RBFs also apply to scattered data interpolation in higher dimension Cheincy (1966); Davis (1975).
For RBF interpolation, let’s consider a function f : Rn → R, that the exact function is not
known, but the response/measurements Y = {y1, . . . , ym} corresponding to the sampling plan
X = {x1, . . . , xm} are known, The objective then is to seek the approximation of function f as f̂
in the radial basis form:
5The reason for the failure of the method can be explained based on non-linearity in the data set. Furthermore
there are interpolation methods for 3D parametric space such as trilinear and tricubic interpolation but is not used in
the current study since the sampling is transformed along the SVD component of the parametric space. For applying
the trilinear/tricubic formulation an a additional step of transforming the sampling space back along he bounding box
will be required. Further, considering the discontinuity in the data this will lead to piece wise linear(C0)/cubic(C2)
approximation which may not result in accurate flux predictions for the coupling to converge.
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Ŷ = f̂ (X) =
m∑
j=1
λjφ(‖x− xj‖), x ∈ Rn (5.5)
where, the xj are the sample points, x is the free variable at which we would like to evaluate the
surrogate, φ is the univariate, normally continuous function φ : R+ → R as Radial Basis Function,
‖ · ‖ denotes the Euclidean norm, λj are scalar parameter. The objective is to find λj chosen such
as the f̂ matches f exactly at the given m points xj . The complete procedure of constructing the
response surface using radial basis function can be looked in Forrester et al. (2008).
5.3.5 Testing accuracy of the Surrogate Model
To validate the constructed model the root mean square error (RMSE) is computed by testing
the constructed response surfaces with test data. The test data are the points in the parameter
space which were not used for the construction of the response surface. The test data points were
picked randomly from the parametric space. The number of picked points were equal to 10% of the
samples used in constructing surrogateFriedman et al. (2001). For these test data points the actual
CFD simulation were performed. The convective fluxes from CFD simulations were then compared
with the values predicted by response surface. Table 5.1 shows the RMSE error for constructed
models. It can be observed that the range of the errors are between 1-7% for the three response
surface. In case of high dimensional parametric space a surrogate is consider good if the RMSE are
less than 10% Forrester et al. (2008) for the randomly picked test data from the parameter space
P . This criteria is satisfied by all the three constructed model, thus the response surfaces can be
considered accurate replacements to high fidelity CFD simulations. Further, this also assures that
the appropriate number of samples where chosen from the parameter space.
5.3.6 Additional features of CFD surrogate
The objective is to construct a surrogate for the CFD simulation to predict the internal convec-
tive heat fluxes. All the previous sections have discussed various aspects associated with construc-
tion of this surrogate. But, the CFD simulation campaign also resulted into velocity and thermal
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Table 5.1: The RSME values for the randomly sampled test data points from the parametric space
is enlisted in the table
spatial distributions inside the chosen attic. Therefore these dataset can be used to construct a
response surfaces for velocity and thermal distributions. The method discussed in section-5.3.4.4
can be used to construct the response surface. This is an additional advantage of running the CFD
simulations. An interface can be build for the user unaware of CFD techniques to just query the
flow distribution inside the attic without running any simulations for any temperature boundary
conditions inside the bounding box of the surrogate.
5.4 Results
This section discusses results including the generated parametric space for benchmark ASTM
standard C3140 problem, the sampling points which are used to carry CFD simulations, the visu-
alization of the constructed response surface, the comparison of coupling vs uncoupled attic energy
predictions by FATM, and the results for reconstruction of flow field using the response surface.
5.4.1 Constructed parameter space
To construct the parameter space for the ASTM-C1340 geometry discussed in section-5.3.3.1
the procedure discussed in section-5.3.4.1 is followed. The year long simulations for 1020 cities of
United States with there respective TMY3 weather file Wilcox (2007) were carried with FATM to
construct the 3-dimensional parameter space [Tr1, Tr2, Tfloor] distribution space. Figure-5.9 shows
the constructed distribution space. The coordinates are shown as (blue points) representing three
interior surface temperature at each hourly data point for all 1020 cities. The 2D projections of
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the data on three planes are shown in figure-5.9(b-d). The parameter data space is aligned along

















Figure 5.9: The global distribution space P̄ obtained after running FATM simulations.
From the constructed parameter space the distribution of Rayleigh number (Ra) is also com-
puted. Ra is defined as a product of the Prandlt number (Pr) and Grashoffs number(Gr). The
Pr number for air is 0.7. For calculating the Gr number, the length scale is defined by H (1.778
m) as shown in Fig.5.1, the kinematic viscosity and expansion coefficient of air are used and the
temperature difference is calculated by computing the maximum temperature difference between
the three surface of the attic. The histogram distribution of Ra is useful for developing a priori
understanding of the flow physics. Figure-5.10 shows the Ra-distribution for the parametric space.
It can be seen that most of the Ra number are close to the turbulent regime of natural convection
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with few lying in the laminar regimes as well. Therefore, the CFD verification and validation in
different flow regimes discussed in section-5.3.3 also becomes important before running the CFD
simulation for all the sample points.
















Figure 5.10: Histogram of the Rayleigh Number(Ra) distribution for the temperature distribution
shown in fig.5.9.
5.4.2 Sampling points & Response surface
The alignment of the data in the parameter space motivates to use the sampling strategies
discussed in section-5.3.4.2. SVD for the constructed parameter space is performed to obtain the
rotation matrix. The constructed bounding box and the sample points using the rotation matrix
are shown in fig.-5.11(a)-(b). The box B and the sampling points in the box are aligned along
the data-set to avoid the sampling unnecessary sampling points in the domain. The sample points
once found are then used for running the CFD simulations. Each sample point is a boundary
condition of a CFD simulation for the 2D-Attic geometry. The CFD simulation campaign were
carried out using the strategies discussed in section-5.3.4.3. The results from the CFD campaign
were collected as a database for internal convective heat flux for all the three inside attic surfaces,











Figure 5.11: (a) The sample points generated after discretization of the bounding box B overlapped
on the actual data set. (b) The encompassing surface representation of the bounding box.
For the current coupling, the database is used to construct the response surface for the internal
convective heat fluxes. Figure-5.12(a)-(c) shows the contours of convective heat fluxes for the three
surfaces(right roof (Qr1),left roof (Qr2) and floor (Qfloor)) computed using the CFD simulations
on the sample points (boundary conditions). Figure-5.12(d) shows the response surface for the
average temperature inside the attic. From the convective surface contours, the right and left roof
































































Figure 5.12: The volumetric contour representation of the Qfloor,Qr1,Qr2 and Tavg, which are inter-
nal convective heat fluxes for floor, right, left roof and average temperature respectively, constructed
on the sampled space.
5.4.3 Coupling results
The results from the coupling method discussed in section-5.3.2 and an uncoupled standalone
run of FATM for the ASTM C1340 gable geometry detailed in this section are for Ely Yelland Field,
Nevada, USA. The year-long standalone and surrogate coupled simulation is carried for the case.
Figure-5.14 shows the average temperature profile for a week in July computed using the
FATM+CFD and the FATM standalone. During the middle of the day, the roof decks are warmer
than the attic floor creating a stratified conditions within the attic. It can be seen that there
is a significant difference between the two approaches during the cooling season week. Since the
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standalone FATM run uses empirical correlations to approximate loads, there is a under prediction
of average temperature observed under the stratified conditions compared to the CFD simulations.
As for the heating season, Figure-5.15 shows that the CFD coupled and the standalone FATM sim-
ulations compare fairly well. During the winter the roof decks are often cooler than the attic floor
causing two large counter rotating vortices in the triangular enclosure. These conditions provide a
more uniformly mixed attic air temperature, which is potentially why the CFD and the empirical
correlations seem to match fairly well. Figure-5.13(a-b) shows the temperature contours for heating
and cooling season respectively which is similar to the results observed by Ridouane et al. (2005).
We also compare the total heating and cooling loads (kW/m2) for the standalone and the coupled
framework. For the cooling season the coupled framework computed load is 4% higher than the
standalone prediction. While for the heating season the coupled computed load is 11% lower than
the standalone prediction.
T [K] T [K]
(a) (b)
Figure 5.13: (a) The temperature contours of the attic air mostly observed during the cooling season
where stratification is dominant. (A point from the sampled parametric space shown fig.5.11 where
the roof temperatures higher than the floor temperature) (b) The temperature contours seen in case
of heating season where the instabilities and well mixing behaviour of the attic air is observed.(A
point from the sampled parametric space shown fig.5.11 where the roof temperatures lower than
the floor temperature)
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Figure 5.14: Average Temperature prediction comparison for the FATM Standalone and coupled
FATM+CFD simulation for July 8-14.
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Figure 5.15: Average temperature prediction comparison for the FATM Standalone and coupled
FATM+CFD simulation during a week of the heating season, Feb. 8-14.
Another important measure for understanding the attic performance are the heat fluxes (con-
ductive, convective, and radiative) on the interior surfaces. A comparison of these are made for both
coupled and uncoupled runs for a cooling and heating season months. Figure-5.16 shows the com-
parison of the conduction load observed by the two approaches for July 8-14. Here Qfloor, Qr1, Qr2
represent fluxes for floor, right roof and left roof respectively. In can be seen that all the three attic
surfaces follow the trend of the standalone simulations. For the floor fluxes Qfloor predicted by the
coupled runs are lower as compared to the standalone. In case of cooling season the two roofs are
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at higher temperature in comparison to the floor which is at a lower temperature, therefore leading
to temperature stratification Flack and Witt (1979); Ridouane et al. (2005). This stratification
leading to higher temperature gradient on floor and higher convective flux on the floor. In this way
the convective fluxes affects the net energy (Eq.5.1) balance and affects the thermal response factor
method ASTM International (2015) used for calculating the conduction load in FATM. While in
case of roofs due to the smaller temperature gradient the convective fluxes values are significantly
lower(fig.5.17, leading to a less effect on the energy balance for these surfaces. However, at any
given time the two roof surfaces (r1, r2) experience different temperature conditions (due to varying
sun exposure). Thus, the different convective fluxes from each surface will significantly affect the
net energy balance for the roof. This can be seen in fig.5.16 for QCondr1 computation for roof r1.
Figure-5.17 shows plot the comparison of the convective fluxes by the and FATM-STD (empir-
ical correlation) and FATM+CFD coupling (surrogate) for the same week of cooling season. It can
be seen that due to the temperature stratification in the cooling season conditions, the surrogate
predicted convective fluxes are reasonably higher then the standalone convective fluxes for the floor.
While in case of both the roofs, the convective fluxes are significantly lower than the standalone
predictions. This comparison also validates our observation for the conduction flux. Further, this
comparison checks the overall validity of the surrogate, to ensure the surrogate computed values












































Figure 5.16: The comparison of the standalone FATM run and coupled FATM+CFD simulation
predicted conduction load for the three surfaces are shown for 8-14 July.
For the case of radiative fluxes, the radiation interchanges flux calculations within the attic
space are handled using the enclosure method ASTM International (2015). Figure-5.18 shows ra-
diative fluxes for the three surfaces. It can be seen that a significant variation is observed in case
of the radiation fluxes of floor due to the surrogate informed convective flux value which affect the
over all energy balance of the surface. While in case of other two surfaces the variation is observed
but the coupled simulations closely follow the temporal cycle observed by the FATM standalone
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simulation. Next we compare the predictions of the coupling and standalone for the heating season.
For heating season of Ely Yelland Field, Nevada, USA, February 8-14 is chosen. Figure-5.19
compare the conduction load observed by the three interior surface. It can be seen that there
is a significant difference in case of Qfloor in comparison to the other two surfaces. This can be
explained by the boundary conditions observed by the attic during heating. In heating season, the
roof temperatures are lower than the floor. Flow under such condition in a enclosure are studied
by Flack Flack and Witt (1979) experimentally and numerically by Ridouane et.al Ridouane et al.
(2005). In laminar flow regime (classified based on Ra) inside the enclosure these conditions leads
to unsymmetrical flow structures. While in case of turbulent regime these structures results in
instabilities. Above a critical value of Ra the pitchfork bifurcation arises which is shown in the
work of Ridouane and Campo (2006); Lei et al. (2008). Therefore, complete flow stratification is
not observed in this case and the convective fluxes of the floor are significantly different for all
the three surface, especially for the heated floor. This affects the conductive energy balance of the
surface leading to significant variation in the standalone and coupled FATM simulations.
Figure-5.20 compares the convective flux for the same city calculated using the FATM stan-
dalone and coupled simulations for the heating season February 8-14. The temporal trends observed
by the three surfaces are close and follow the standalone computed values but there are significant
differences due to the unsymmetrical flow inside the enclosure which affect the temperature gradi-
ents and hence the computation of convective fluxes by CFD. Figure-5.21 compare the radiation
load for the heating season. The temporal profile of fluxes for all the three surfaces closely follow the
standalone profile and the variation is due to the modified convective heat fluxes by the surrogate











































Figure 5.17: The comparison of the standalone FATM run and coupled FATM+CFD simulation














































Figure 5.18: The comparison of the standalone FATM and coupled FATM+CFD simulation pre-












































Figure 5.19: The comparison of the standalone FATM run and coupled FATM+CFD simulation













































Figure 5.20: The comparison of the standalone FATM run and coupled FATM+CFD simulation
predicted convection load for the three surfaces are shown for Feb. 8-14.
5.4.4 Reconstruction of flow field via response surface
The reconstruction method for the flow field using the response surface is discussed in section-
5.3.6. To illustrate the response surface for the visualization, the velocity flow field reconstructed
from a non-sampled point is compared with the actual CFD simulated result. For this purpose a













































Figure 5.21: The comparison of the standalone FATM run and coupled FATM+CFD simulation
predicted radiation load for the three surfaces are shown for Feb. 8-14.
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Field, Nevada, USA. The plots for three surface temperatures for a day cycle is shown in figure-5.22.
A point from each cycle were chosen to simulate actual CFD simulations. The set of boundary con-
ditions used for the two CFD simulation are shown in table 5.2. For these chosen points the fields
were then reconstructed using the surrogate model. For the field data set a linear interpolation
is used for constructing the surrogate. Figure-5.23 shows the comparison of the actual and recon-
structed velocity field for two points both from cooling and heating season. The reconstructed flow
field from the surrogate closely matches the CFD simulations. In this way the database generated
by running CFD simulation runs can have additional advantage for flow visualization.
Point-1: Heating Season









Table 5.2: The boundary conditions used for CFD simulation for the two points for verification of
the reconstructed flow field.
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A Day of Heating Season Month FATMData
Figure 5.22: The 24-hr temperature cycle in the cooling and heating season day experienced by
the attic. A point from each cycle is chosen to demonstrate the response surface based field
reconstruction.
5.5 Conclusions
We show that we can get CFD level accuracy in energy simulators by integrating a small number
of CFD simulations (which are performed offline) to feed data to FATM during year-long energy
calculations. The runtime of the CFD informed FATM simulation is only slightly longer than a
stand-alone FATM simulation. This is because these computations only evaluate a surrogate built
on pre-computed CFD simulations. The CFD computations that are used to construct the surrogate
for the FATM are performed offline, and hence will not be seen by the end-user. Since all these
CFD simulations are independent of each other, they can be naturally computed using parallel
and high throughput computing. Most importantly, the surrogate is constructed by incorporating
information of cities representing various climatic zones in the USA. This make the surrogate










Figure 5.23: The comparison of flow field reconstructed using the CFD surrogate and the exact
CFD simulations is shown. We obtain Point-1 and Point-2 shown in table 5.2, from cooling month
of July,week-2,day-3 and heating month February,week-1,day-7 (Figure-5.22). Out of these 24 time
point a point was picked randomly to obtain the boundary conditions for curating surrogate as well
and perform CFD simulations. (a)-(b) Corresponds to the comparisons of the heating season and
(c)-(d) corresponds to the comparisons for cooling season actual CFD and reconstructed flow field
respectively.
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The current work presents a response surface based functional approach to integrate CFD with
the attic thermal performance simulation tool FATM. A surrogate model is constructed in the study
to replace actual CFD simulation. The surrogate model takes in three surface temperatures and
produces corresponding convective fluxes. To construct the surrogate, sampling is performed using a
factorial based approach along the principle directions of the parameter space, determined by SVD.
The solver used for performing CFD simulations is validated against literature to ensure accuracy of
the method. High throughput computing is used to perform the CFD simulation campaign cheaply
and fast. Validation of the constructed surrogate and additional advantage of the surrogate for
visualizing the flow-field inside the enclosure is also shown. Finally, the we compare results of
yearlong, FATM surrogate coupled and the FATM standalone simulations for heating and cooling
month.
Overall, this paper highlights that a CFD surrogate model can be used in integration with an
energy simulation framework to provide CFD informed energy load results. The benefit to this
approach is that once the surrogate is created based on the parametric space, it becomes location
agnostic. Surrogate modeling can reduce the computational time between the CFD coupled BES,
however there is computational overhead during the calculation of the surrogate. The overhead
can be minimized by strategic sampling and using high throughput computing. The additional
advantage of the surrogate is that, the velocity and temperature fields can be reconstructed for any
unsampled point from the parameter space. This can be used as a visualization tools by engineers
and researcher not having CFD simulation experience to investigate the flow physics inside at any
time point throughout a year.
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CHAPTER 6. CONCLUSION AND FUTURE WORK
6.1 Conclusion
In this thesis methods for accounting for building uncertainty on optimal sensor placement
using the discrete form of the PF-operator (Markov matrix) is developed. The P-F operator based
framework is extended and used for risk assessment scenarios like source distribution estimation and
source release identification. In chapter 2 a methodology for accounting for occupancy uncertainty
and environmental uncertainity during the design of the sensor layout is discussed. An approach to
account for various constraints associated with sensor placements such as location, sensing region
are accounted for in the method. In chapter 3, the methodology for estimating the contaminant
distribution inside the enclosed space for an unknown impulsive contaminant source release is
developed. The estimator is designed using the (Ensemble Kalman Filtering) EnKF approach.
The sensors are placed using the P-F based algorithm and the data monitored by these sensors is
used for estimating the contaminant distribution inside the room. In chapter 4, Markov matrices
are used to identify source location in association with the Bayesian inference technique. A full
space filling sampling is performed compared to random Monte Carlo sampling to obtain the set of
probable regions of release, which are assumed as equviprobable. The real time sensor measurements
are then used to update the prior to compute the probability of the contaminant source.
6.2 Future Work
The work in the thesis lays the foundation for many other applications of using the transfer
operator approach in the building sciences. Current state-of-art considers sensors as static in the
indoor environment. A promising next step is to generalize the developed methodology to design dy-
namic sensors networks for estimating static and moving contaminant release location and multiple
release locations. This can have significant societal implications, including the use of autonomous
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robots to neutralize the contaminant release quickly and efficiently. Further, this approach can
be extended to finding other characteristics of contaminant release such as release time, intensity
and proposing response strategies based on the intensity of release. Another promising direction is
integrating the PF based paradigm with whole building simulations tools and extensions to urban
release scenarios. Such an integrated framework can used to model and perform risk assessment of
various IAQ, CBW, and TID scenarios in a multi-story complex buildings. Such integrated tools
can provide building engineers, policy makers, and designers an easy, fast and accurate way to carry
safety assessments and evaluate scenarios for building operations.
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APPENDIX A. COMPUTING ENSEMBLE WEIGHTS & VALIDATION
OF CFD
Sampling points and associated weights
We use sampling theory to choose a finite set of realizations of a random variable, ξ , with a
probability distribution, ρ(ξ). Given an output variable, v(ξ), that depends on the random variable,




Now, the finite number of realizations, {ξ1, · · · , ξM} are chosen such that they can accurately





where v(ξ)i are the outputs evaluated at the sampling points ξ i, and θi are the probabilistic weights
(defined below). We use the approach detailed in Zabaras and Ganapathysubramanian Zabaras
and Ganapathysubramanian (2008) to sample from a distribution1. Essentially, we sample points
uniformly from the inverse cumulative distribution function (iCDF) of ξ and increase the number
of points until the expected value has converged. This ensures that we have chosen representative
points which provides a statistical representation of the actual distribution of the random variable.
In case of more number of random variable, sampling techniques such as latin-hypercube sampling
(LHS),importance sampling and sparse grid collocation can be used Ganapathysubramanian and
Zabaras (2007).
The determination of the weights θi is performed using interpolation theory. The output vari-
able, v, which is a function of ξ is represented as a sum of basis functions Ni(ξ) (defined over the
1In a data-driven context, we do not necessarily have a parametrized distribution for ξ . The usual approach is to
use a kernel density estimator to construct a non-parametric representation of the distribution from data.
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To illustrate the approach we consider ξ to be a standard normal variable exhibiting a Gaussian
distribution (N (0, 1), µ = 0.5, σ = 0.05). We evaluate θi and compare the true integral (Eq. A.3)
with the approximate evaluations using M = 7 sampling points, for three different functional forms
of v. Linear basis functions were used to approximate v(ξ) in Eq.(A.4). Table-A.1 show the
comparisons with three different functions. It can be seen that the approximation integral closely
matches the exact integral up to two decimal places.
v(ξ) Exact Integral Approximate Integral
v(ξ) = ξ 0.5 0.499
v(ξ) = ξ2 0.252 0.259
v(ξ) = exp(ξ) 1.650 1.656
Table A.1: The comparison of the expectation integral E[V] by the exact evaluation using Eq.(A.1)
and Eq.(A.4) are presented in the table.
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Validation of CFD Solver
We validate our numerical solver under iso-thermal setting for both two dimensional and three
dimensional study by comparing with the experiment by Nielsen et.al Nielsen (1990); Nielsen and
Whitelaw (2014) and the LES numerical simulations by Lars et. al Davidson and Nielsen (1996).
Figure-A.1(a-b) shows the normalized velocity (based on inlet velocity) profile for different compu-
tational grid along Y axis in the two dimensional domain at two different locations at X = 1×H and
X = 2×H, where H is the height of the building. The grid convergence results are also overlapped
to show the grid convergence carried for the two dimensional CFD simulations. It can be seen
that the grid size 9462 cells closely matches the experimental trends as well as the LES numerical
simulations, and hence used in the study. Figure-A.1 (c-d) validated the solver computations for
the three dimensional geometry used in the study, by plotting the velocity profile along the X=
1×H and X= 2×H for z= 0.5×W, where W is the width of the room. The profile obtained by the
computation matches closely with the experiment results with a slight overshoot on the top wall
boundary for X= 1×H. The rigorous validation of the CFD solver under non-isothermal conditions
are already shown by Fontanini et. al Fontanini et al. (2017). They showed the solver performance
against the experimental benchmark problem by Nielsen et.al Nielsen et al. (2003). The results
from the work ensured the use of the solver for present study.
Grid Convergence
The grid convergence study is performed using cdf-0.1 boundary conditions shown in table-2.2
for the 3D geometry. The temperature profiles are shown in Fig.A.2 plotted along the x-axis passing
through the room center and along an arbitrary chosen y-axis close to cabinet ((7.5,0,0.5),(7.5,3.0,0.5))
for the 3D geometry(fig. 2.4). It can be seen that for all the meshes the X-centerline profile closely
overlap each other. While in case of Y-line the difference are merely ± 0.2 K between the fine 4.0M
mesh and the chosen 0.6M mesh. Therefore, all the CFD computations to compute the flow field
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Figure A.1: (a-b) Normalized velocity profile for the two dimensional model along Y axis for X=
1×H and X= 2×H is shown. (c-d) Normalized velocity profile for the two dimensional model along
Y axis for X= 1×H and X= 2×H is shown
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(a) (b)
Figure A.2: Grid independence study for 3D numerical computation (a) Temperature profile com-
parison of various grids on x-centerline (b) Temperature profile comparison of various grid along
y-axis close to the cabinet in the 3D geometry.
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APPENDIX B. ESTIMATOR DESIGN & VALIDATION OF CFD
Difference between Stochastic and Deterministic EnKF
The difference between the stochastic EnKF and the deterministic EnKF comes in step-3 and
step-4 of the algorithm. In the deterministic setting step-3 is replaced as;
E(µ̂+) = µ̂+
E(P̂+) = P+
and in step-4 the update ensemble equation is replaced as;
x̂+i = µ̂
+ + Â(x̂−i − µ̂
−) ∀1 ≤ i ≤ N
where Â satisfy ÂP̂−ÂT . The Â is viewed as the square root of the difference between P̂+ and
P̂−. In the case of multivariate case the Â is non unique. More details on the construction of Â
see Sakov and Oke (2008); Tippett et al. (2003); Whitaker and Hamill (2002).
Validation of CFD Solvers
The buoyantSimpleFoam of OpenFOAM used for the two-dimensional problem is validated by
comparing the solver results with experimental data by Bett et.al Betts and Bokhari (2000) for
natural convection in the tall cavity. Figure-B.1 (a-b) shows the comparison of the vertical velocity
comparison along the channel width and the temperature profile. The results ensure the solver
capability of accurately modeling the heat transfer problem. Therefore the solver is used for the
current two-dimensional office problem with multiple heat source.
We validate our numerical solver for three dimensional under iso-thermal setting for by compar-
ing with the experiment by Nielsen et.al Nielsen (1990); Nielsen and Whitelaw (2014). Figure-B.1
(c-d) validated the solver computations for the three dimensional geometry used in the study, by
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plotting the velocity profile along the X= 1×H and X= 2×H for z= 0.5×W, where W is the width
of the room. The profile obtained by the computation matches closely with the experiment re-
sults with a slight overshoot on the top wall boundary for X= 1×H. The rigorous validation of
the CFD solver under non-isothermal conditions are already shown by Fontanini et. al Fontanini
et al. (2017). They showed the solver performance against the experimental benchmark problem
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Figure B.1: (a-b) Vertical velocity profile and temperature profile for the long cavity along X axis
as discussed in Betts and Bokhari (2000). (c-d) Normalized velocity profile for the two dimensional




A resolved computational grid is important to ascertain accurate CFD modelling. For the case
of 2D office CFD simulations we show the grid convergence analysis.The comparison is shown in
figure B.2 compare the horizontal and vertical components of the velocity computed on various
grid along the center Y-axis ((4.5,0)(4.5,3.0)) of the domain. It can be seen that only a marginal
deviation is observed with the increase in the grid resolution. We chose a mesh size of 9400 for
computing the flow field and the same grid is used for the construction of the P-F operator.
(a) (b)
Figure B.2: Different grid resolution: (a) Horizontal component Ux of the velocity is compared
along the central y-axis of the domain. (b) Vertical component Uy of the velocity compared along
the central y-axis of the domain.
3D Room
The grid convergence study is carried using the constant right wall temperature of 267 K and
a inlet temperature of 300K for the 3D geometry. The temperature profiles are shown in Fig.B.3
plotted along the x-axis passing through the room center and along an arbitrary chosen y-axis close
to cabinet ((7.5,0,0.5),(7.5,3.0,0.5)) for the 3D geometry(fig. 3.8). It can be seen that for all the
meshes the X-centerline profile closely overlap each other. While in case of Y-line the difference
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are merely ± 0.2 Kelvin between the fine 4.0M mesh and the chosen 0.6M mesh. Therefore, all the
CFD computations to compute the flow field were carried using 0.6M mesh.
(a) (b)
Figure B.3: Grid independence study for 3D numerical computation (a) Temperature profile com-
parison of various grids on x-centerline (b) Temperature profile comparison of various grid along
y-axis close to the cabinet in the 3D geometry.
Effect of sensor monitoring network on estimator performance
The comparison of estimator performance for a optimally designed network (68% coverage) and
a poorly designed monitoring network(17% coverage) designed for the 2D office (Fig. 3.5) is shown
in Fig. B.4. The sensor in both the cases were placed with no placement constraints. It can be seen
that contaminant distribution estimation in the domain for optimal sensor network is near 20%
faster than the sensor network with poor coverage.
This also showcase the importance of designing a network which can provide an optimal cover-
age, which is useful for performance risk assessments quickly. Further, it also signify how a once
constructed P-F operator can be used as a unified framework to design and test a sensor network
performance.
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Figure B.4: Performance of optimal sensor network with a large coverage and a low coverage sensor
network
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APPENDIX C. METHOD & RESULTS FOR ACCOUNTING
OCCUPANCY UNCERTAINTY
To incorporate occupancy uncertainty in the sensor placement the modification required are
discussed as follows.
Methodology for Accounting Occupancy
An overview of the modified complete algorithm is shown in Figure-C.1 flow chart.The flow fields
constructed on different mesh/number of states are first mapped onto a reference number of Markov
state. Each realization is associated with a probability. For each mapped flow realization the
associated Markov matrices are computed. The matrices are then use to construct the contaminant
matrices where the final time τ is decided by the sampling rate of the sensor. The next step is
to use the constraints associated with the sensor accuracy or location. Once the thresholded set
is constructed we apply the greedy algorithm to find the set of coverage vectors. The expectation
operator is then applied on this set based on there associated weights. The expectation coverage
vector is then used to find the index of the maximum entry in the vector to place the sensor. In the
next section the results obtained for deterministic sensor placement and incorporating uncertainty
are discussed in detail.
Results
To present the results, we take the IEA-annex 2D benchmark problem by Nielsen et al. (1990)
with its associated dimensions. To account for the occupancy uncertainty, four positions are con-
sidered in the occupied zone of the building. The geometry consists of one inlet on the left wall and










Figure C.1: The flowchart of the steps to account the uncertainty to find the sensor location.
of 293K as the boundary condition. The person is modeled as a heat source generating 70 W/m2.
The right heated wall in maintained at 100 W/m2, while the other boundaries are insulating, all
the walls were enforced with a no-slip boundary condition. An open source finite volume code
OpenFOAM Jasak et al. (2007) is used to compute the flow fields. We ran each case to the tol-
erance of 10−7, and a rigorous validation was carried out by comparing the non-isothermal results
with the experimental data as well. The computed flow fields are shown in Fig-C.3, it can be seen
that occupancy significantly affected the flow field as the fields are quite different. The Markov
maps were then constructed for each case. They were then validated for the contaminant transport
before constructing the contaminant tracking matrix, which is discussed in the next section.
The results for the sensor placement under the occupancy uncertainty case of four flow real-
ization with no-constraint on the placement location is considered. we set τ = 80sec to construct
the contaminant matrix set. To account for the sensor accuracy εacc = 0.01% is used, and the
weights associated with each realization is taken as Θ = 0.25. The sensor location is then found
using the discussed algorithm. The volume coverage related to each realization corresponding to
the proposed algorithm is shown in Fig.-C.4. The sensor predicted by the algorithm is close to the
outlet due to the long time horizon for the given flow field. Another important observation is that









Figure C.2: The IEA-Annex 2D geometry with the boundary conditions and the occupancy loca-
tions used in the current study to demonstrate the framework.
sensor remaining unobserved.
Further, a more informative result can be computed with these individual coverage maps, by
weighting these map by their associative weights to result in a probable coverage map. Figure-C.5,
shows the likely coverage contours (P). The white regions in the contours are those regions which
are less likely to be observed by the placed sensor location, and the darker overlapped area rep-
resent the probabilities by which they can be observed by the sensor, based on the setup of the
problem. The coverage associated with each realization can also be calculated for the computed
sensor location. Figure-C.6, shows the fraction of domain covered for the four realizations taken
in the study. Based on this the expected coverage is computed, which is equal to 52.96% for the











Figure C.3: The flow field for the four occupancy computed using CFD for different locations
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Figure C.5: The probability coverage map by combining individual coverages with there associated
weights
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Figure C.6: The fraction of domain covered by the sensor placement for the individual realization,
four in this case.
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APPENDIX D. FATM-CFD COUPLING 2D SURROGATE MODEL
EXAMPLE
2D Example Surrogate Model
A simple example to understand the functional approximation (Ŷ = f̂(X)) is presented here
for a 2-dimensional parameter space. A 2D parameter space means that there are two independent
parameter X = X1, X2 and a dependent variable Y given by a function F (X). The set can be
represented as {(X1, Y 1), (X2, Y 2), . . . , (Xn, Y n)} where n is the number of sample points. Each
X is a sample point in 2D for which a simulation is performed to get the dependent variable value




















Figure D.1: The sampling points {X,Y} are shown in blue circles. The approximation to the data
f̂(X) is given by the surface passing through the sample points.
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The objective is to use the sampled points to construct a approximate function f̂(x) which can
be used to predict y for any non sampled point x without running the simulation for a non sampled
point. This can be achieved using approximation technique, and is shown here for the example
problem by the surface passing through the sampling point called as the surrogate modeling. There
are various methods to approximate the functional form. A brief discussion about which is already
discussed in section-5.3.4.4.
