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ABSTRACT
Consensus Sequences of event logs are often used in process mining to quickly
grasp the core sequence of events to be performed in a process, or to represent the
backbone of the process for doing other analyses. However, it is still not clear how
many traces are enough to properly represent the underlying process. In this paper,
we propose a novel sampling strategy to determine the number of traces necessary
to produce a representative consensus sequence. We show how to estimate the
difference between the predefined Expert Model and the real processes carried
out. This difference level can be used as reference for domain experts to adjust the
Expert Model. In addition, we apply this strategy to several real-world workflow
activity datasets as a case study. We show a sample curve fitting task to help
readers better understand our proposed methodology.
1 INTRODUCTION
Process mining research is a relatively new field and this technology is now widely used in various
fields like business, industrial engineering and healthcare to extract insights from workflow event
log data and serves as complementary to the Expert Model given by domain experts. For instance,
hospitals can collect electronic health records (EHR) in the form of activity logs; during a treatment
process, the sequence of different activities performed by the physicians are recorded with start and
end timestamps. This workflow event log data can be used to discover the underlying medical pro-
tocol, detect outliers in treatment procedures, and help build automatic step-by-step recommender
systems to assist surgeons’ decision making (Yang et al. (2017)).
Formally, a workflow or process log is a list of observed process traces. A trace consists of a
sequence of labeled activities with start and end timestamps. We can assume real process traces are
generated by an underlying protocol or set of rules. For instance, in Intubation Treatment process
as one of the datasets we used, the treatment is executed according to a certain sequence, guided by
the surgeon’s expert knowledge. However, analyzing such processes can be challenging, because a
single general guidance rule is not applicable for all patients, and sometimes the process needs to
be adapted given the fact that the treatment process is time critical and patient specific. A common
method of intuiting the previously mentioned generating protocol is visualizing the entire process
with a consensus sequence (Schneider & Stephens (1990)).
To extract a consensus sequence from a log of length N, first turn all N traces into ordered sequences
of activities by removing timestamp information. Then, use a trace alignment algorithm (adapted
from biological multiple sequence alignment) to generate a N-by-L matrix, where L is the align-
ment length; the alignment algorithm inserts gaps between activities within traces so that the same
activities line up in columns across the entire log. The consensus sequence is the sequence activities
(Chen et al. (2017)).
As the consensus sequence can be vital in downstream mining and analysis, it is important to know
whether it has a sufficient number of traces to represent the process. Some simple trace sample
size requirements were discussed in previous work (Bouarfa & Dankelman (2012)), but their subset
sampling strategy could introduce bias, and their Edit Distance standard deviation calculations did
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not consider the fact that all Edit Distances are positive. In this work, we go off the intuition that a
consensus sequence is ”stable” if it is similar to most consensus sequences generated from subsets of
the traces; this gives us a way to quantify consensus sequence stability. We conduct further analysis
to address several research questions comes with our algorithm.
The contributions of this work can be summarized as:
• We propose a general random sampling strategy for measuring whether a log is sufficiently
large to reach a stable consensus sequence representative of the underlying process.
• We propose the truncated normal distribution to more accurately model the distribution of
sequence dissimilarities for further analysis.
• We show that the Mean Edit Distance will converge to . The value of  can be estimated by
fitting the Mean Edit Distance curve and can help to justify the pre-defined Expert Model.
• We use a case study on real world datasets to demonstrate how to fit the Mean Edit Distance
curve and estimate the corresponding  value
2 RELATED WORK
2.1 WORKFLOW MINING
In traditional workflow study, experts design a new workflow that is implemented afterwards, which
we refer to as the Expert Model. Workflow Mining reverses the traditional method by collecting data
at runtime, and automatically deriving a model from this data (Blum et al. (2008)). This analyze,
also referred to as Process Mining, can serve as complementary to the traditional Expert Model, and
is of great value for understanding the process and redesigning it.
2.2 EDIT DISTANCE
In computational linguistics and computer science, Edit Distance is a way of quantifying how dis-
similar two strings (e.g. words) are to one another, by counting the minimum number of operations
required to transform one string into the other (Kukich (1992)). It is then widely used in bioinfor-
matics and process mining to evaluate the difference between two sequences. In this work, we adopt
Levenshtein Distance (Levenshtein (1966)) (which allows operations remove, insert, and substitute)
as the similarity metric between consensus sequences.
2.3 TRACE ALIGNMENT
Trace Alignment (Bose & van der Aalst (2010)) is a technique in process mining which allows
intuitive comparisons between the activity sequences of a process’s observed traces. A process is a
set of activities being performed in a specific temporal order. Generally, a set of rules are used to
guide the process. Each realization of the process, also known as trace, is observed and recorded.
A trace is a sequence of activities, and a collection of traces becomes the workflow log, returns a
two-dimentional N-by-L alignment matrix.
2.4 RANDOM SAMPLING, COCHRAN FORMULA
Random Sampling refers to a technique in which a sample is chose randomly and entirely by chance.
In this work, we used simple random sample. Given a predefined size k, we choose k traces from
a larger set during the sampling process, and all possible samples are equally likely to happen. We
used random sampling to avoid bias and other effects. Additionally, we used Cochran Formula to
assist with random sampling. Cochran formula allows us to calculate a reasonable sample size based
on a given desired level of precision, confidence level, and the estimated proportion of the attribute
present in the population. Cochran’s Sample Size Formula is considered to be suitable in the case of
a large population.
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3 METHODOLOGY
3.1 PIMA - CONSENSUS SEQUENCE ALGORITHM
PIMA (Chen et al. (2017)) is an iterative multiple traces alignment framework specialized for work-
flow data and is used in the context of process mining. It outperforms existing progressive guide-tree
methods, while significantly reducing time complexity by a factor of O(N). We adopt PIMA for trace
alignment and extracting consensus sequence in this work.
3.2 STABILITY MEASUREMENT BY SAMPLING
Intuitively, if the consensus sequences of all k-sized trace subsets are very similar to the consensus
sequence of all N traces, then k traces are sufficient to represent the process. Thus, we compute
the average Levenshtein Distance between k-subset consensus sequences and the Expert Model for
different values of k, and observe whether the average distance converges with respect to k.
However, calculating the distances for all k-subset consensus sequences would require evaluating(
N
k
)
consensus sequences, which is intractable. Instead, we use the Cochran Formula to get how
many k-subset consensus sequence distance evaluations are required to represent the average dis-
tance of all k-subset consensus sequences. The Cochran Formula is parameterized by the desired
level of precision, confidence level, and the estimated proportion of the attribute present in the pop-
ulation:
n0 =
Z2pq
e2
(1)
and ideal sample size:
n =
n0
1 + n0N
(2)
where: e is the desired level of precision (i.e. the margin of error); p is the (estimated) proportion of
the population which has the attribute in question and q = 1 − p; P is the population, for instance,
to select k traces out of N traces, P =
(
N
k
)
and Z-value can be found in a Z-table
3.3 CALIBRATED STANDARD DEVIATION OF EDIT DISTANCES
In addition to seeing the average Edit Distance between k-subset consensus sequences and the Ex-
pert Model, we would like to know the standard deviations of the distances. However, Edit Distance
cannot be negative; a simple Gaussian as used in previous work (Bouarfa & Dankelman (2012))
would not properly represent the distribution of distances. Thus, in order to calculate a more ap-
propriate standard deviation of distances, we fit a Truncated Normal Distribution instead, with the
lower tail removed. The specific calculation is as follows:
E[X|X > α] = µ+ σφ(α)/Z (3)
σ(X|X > α) =
√
σ2[1 + αφ(α)/Z − (φ(α)/Z)2] (4)
where µ is the mean value of the standard normal distribution; σ2 is the corresponding variance; x ∈
[a, b]; α = a−µσ ; φ(x) is the probability density function (PDF) of the standard normal distribution;
Φ(x) is the corresponding cumulative density function (CDF); and Z = 1− Φ(α).
The standard deviation σ(x) can be used to measure the possibility of extreme values (uncommonly
big Edit Distances in this work) by the 3σ rule.
3.4 ALGORITHM DESIGN
We introduce our sampling algorithm in Algorithm 1. Note that Step 12-13 requires specific domain
knowledge. We will demonstrate a curve fitting sample in Section VI.
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Algorithm 1 Getting a Stable Consensus Sequence
1: Set parameters in Cochran formula
2: Generate the overall consensus sequence of all the N traces as the Expert Model
3: for each k ∈ [start size,N − 1] do
4: Calculate n using Cochran formula
5: for each n′ ∈ [1, n] do
6: Randomly pick k traces from all the N traces
7: Use PIMA algorithm of threshold E to generate the consensus sequence from the n traces
picked
8: Calculate the Edit Distance between this local consensus sequence and the Expert Model
9: end for
10: Calculate the Mean Edit Distance and the Calibrated Standard Error
11: end for
12: Fit the curve of mean Edit Distance
13: Use the threshold predefined by domain experts to decide a sufficient sample size k
4 EXPERIMENTS
4.1 DATASETS
4.1.1 MEDICAL PROCESS DATASET
We used two medical process datasets collected at a pediatric teaching hospital in the U.S. Mid-
Atlantic region between 2015 to 2018. One is Medical Intubation, the other is Trauma Intubation.
Traces usually begin with Patient Arrival activity, but the completion of the trace is not denoted
by any specific activity. To concentrate more on the medical process itself, we only used activities
from Patient Arrival to the medically critical Laryngoscopy activity. We encode the activities as
characters to simplify Edit Distance calculation.
4.1.2 PUBLIC PROCESS DATASET
We used two datasets collected from public resource. One is a real-life EHR log which contains
events of Sepsis cases from a hospital (Mannhardt (2016)). The other is from the Process Mining
book (van der Aalst (2016)) about Repair Processes. Although two datasets record different ac-
tivities, both have identifiable features and can be implemented in our experiment. The detailed
statistics is showed in the Table 1.
Table 1: Statistics of the Datasets
Dataset Trauma Intubation Medical Intubation Sepsis Repair
Num of Traces 34 113 1050 1104
Num of Activity Types 22 12 12 8
Length of EM 8 6 10 5
Length of EM’ NULL 7 11 5
Total Records 416 1173 15104 7734
Average Length of Traces 12.2 10.4 14.4 7.0
The Edit Distances between EM and EM’ are 1, 2, 2 respectively for Medical Intubation Dataset,
Sepsis Dataset, Repair Dataset.
4.2 EXPERT MODEL
As introduced previously, process mining serves as complementary to the Expert Model. In this
sense, it’s better if we can directly compare the extracted consensus sequence with the Expert Model.
For the sake of generalization, we used the consensus sequences extracted from all cases and a
subgroup of cases as the Expert Model (EM) in this work. This can be replaced by the domain-
specific Expert Model.
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The Medical Intubation datasets and the two public datasets consist of sufficient number of traces,
thus we use two different kinds of Expert Models: (1) Consensus Sequence extracted from half
of the traces, which we refer to as EM’. (2) Consensus Sequence extracted from all of the traces,
which we refer to as EM. EM’ is used to simulate the ”Actual Expert Model”, which may be slightly
different than the final global consensus sequence EM.
4.3 EXPERIMENT DESIGN
The detailed sampling methodology is introduced in Algorithm 1. Note that we calculate the Mean
Edit Distance and the Calibrated Standard Error using both EM and EM’ for the Medical Intubation
Dataset and the two public datasets. We use different Expert Models here for the sake of downstream
analysis and gain better insights of the pattern of Mean Edit Distance curve.
Previous work (Bouarfa & Dankelman (2012)) started the sampling from k = 3, we argue that using
only a small number of traces will lead to inaccurate consensus sequence extracted by PIMA, and we
start the sampling from start size k = 3 for Medical Process Dataset and k = 5 for Sepsis Dataset,
k = 7 for Repair Dataset. A threshold ofE = 0.5 for PIMA algorithm is used in all the experiments.
We calculate the Mean Edit Distance and its Standard Deviation to conduct visualization and do
further analysis.
5 VISUALIZATION & ANALYSIS OF THE SAMPLING ALGORITHM
In this section, we aim to address three research questions:
• RQ1: How do we determine whether an extracted Consensus Sequence is ”stable”.
• RQ2: How different Expert Models affect our analysis.
• RQ3: Why our proposed methodology is a generalized approach.
We leave the estimation of  value to Section VI as a sample.
The visualization is showed in Figure 1-4. For simplicity, the confidence interval are not showed for
Figure 2-4. For the Sepsis and Repair Dataset whose size is much larger, we only show part of the
curve for the sake of simplicity.
Figure 1: Trauma Intubation Dataset, with
threshold set to 15% of the length of the overall
consensus sequence
Figure 2: Medical Intubation Dataset, with
threshold set to 15% of the length of the overall
consensus sequence
5.1 THE SAMPLE SIZE AND THE CONFIDENCE INTERVAL
To reduce the calculation time, we only used the minimum sample size calculated by Cochran For-
mula which naturally leads to a larger variance. This drawback is acceptable, because, at the end
of the day, we care more about the Mean Edit Distance curve. As the sample size increases, the
standard variance of the Edit Distances will decrease. Whether to use a larger sample size depends
on specific requirements from different domain, and we provide a lower bound of sample size here
to secure an acceptable standard error.
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Figure 3: Sepsis Dataset, with threshold set to
15% of the length of overall consensus sequence.
We show the result of k ∈ [5, 150]
Figure 4: Repair Dataset, with threshold set to
15% of the length of overall consensus sequence.
We show the result of k ∈ [7, 200]
5.2 SHAPE OF THE MEAN EDIT DISTANCE CURVE
From the shape of the curve, we can see the Mean Edit Distance first increases, then quickly de-
creases and begins fluctuating. The fluctuation is due to the randomness brought by the sampling
strategy. By fitting the curve, a much smoother Mean Edit Distance pattern can be learned as guid-
ance for downstream analysis. We will cover more details of this task in Section VI.
5.3 DEFINITION OF A ”STABLE” CONSENSUS SEQUENCE
When the Mean Edit Distance goes below the threshold, a stable enough Consensus Sequence is
collected. Whether to use the confidence interval depends on the domain knowledge.
5.4 THE CHOICE OF THRESHOLD
In practical scenarios, the level of difference is often evaluated with regard to the total sequence
length. We adopt this idea and manually set the threshold to 15% of the length of EM. The use of
threshold can be seen in Figures 1-4.
5.5 CONVERGENCE
In Figure 2-4, we show how the curves converge to a fixed Edit Distance. In Figure 2, we show the
complete Edit Distance curve while in Figure 3-4, we only show part of it. As expected, from Figure
2, we can see the Mean Edit Distance curve of EM converges to 0, because the EM is the same as
consensus sequence of all cases, and the curve of EM’ converges to 1, because the Edit Distance
between EM’ and overall consensus sequence is 1 as indicated in Table 1.
Empirically, we observe that when a real Expert Model is used, the curve will converge to a certain
value, which we refer to as . This  value, either 0 or any other integer, which can be learned by
the curve fitting algorithm, can be viewed as the evaluation of difference between the pre-defined
Expert Model and the cases actually collected from the process execution. Domain experts can use
this information to reconsider their pre-defined Expert Model and adjust accordingly.
5.6 EM’ VS EM: THE EFFECT OF EXPERT MODEL
In Figure 2-4, we show the difference of Mean Edit Distance curve between EM and EM’. We use 
to denote the value the curve converges to. Empirically, this  value will be the difference between
the predefined Expert Model and the consensus sequence actually collected. And our experiments
validate this hypothesis. This traces back to the problem this work aims to address: how do we use
the actual traces collected to adjust the predefined EM. By fitting the curve and getting , we will be
able to know how different are the predefined EM and the actual traces carried out. This idea can be
used by the domain experts to improve their EM.
The definition of a reasonable threshold can be adjusted using the domain knowledge. For example,
in the case of Emergency room, such threshold has to be pretty small number, as minor difference
in Treatment Process can be critical for life-saving tasks.
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Figure 5: Visualization of Curve Fitting for the Medical Intubation Dataset. The function forms are
formulated as Equation 5-8 from left to right
Figure 6: Visualization of Curve Fitting for the Sepsis Dataset. The function forms are formulated
as Equation 5-8 from left to right
5.7 GENERALITY
Three of our process datasets are from the Medical Domain and the Repair Dataset is a more gen-
eralized process dataset. Our sampling strategy is proved to work effectively on process datasets
from different domains. The parameters and downstream analysis shall be tuned and properly done
according to domain knowledge.
6 CURVE FITTING - A SAMPLE DOWNSTREAM TASK
In this section, we will show a sample curve fitting described in last step of the Algorithm 1 we
proposed. Note that we are using many assumptions, which need to be specified according to the
specific process. And the Expert Model provided by the domain experts is essential. We use the Edit
Distance curve from the Medical Intubation Dataset and the Sepsis Dataset, and use four different
forms of functions. In Figure 5-6, we show the visualization of curve fitting.
6.1 THE FUNCTIONS
We use reciprocal function and its three ablations. One interesting feature of reciprocal function is,
as x → +∞, y → . This feature helps prove the assumption we made previously that the Mean
Edit Distance will converges to a fixed value , and by learning the parameters of the function, we
will be able to get the actual value of .
y =
1
ax+ b
+  (5)
y =
1
ax2 + bx+ c
+  (6)
y =
1
ax2 + b
+  (7)
y =
1
ax3 + b
+  (8)
6.2 THE  VALUE
Using the feature of the reciprocal function, we get the  by learning the value of the constant term
in Equations 5-8. For Equations 5-8, the constant terms are 0.50, 0.48, 0.79, 0.87 for the Medical
Intubation Dataset, and 2.19, 2.08, 2.39, 2.46 for the Sepsis Dataset. Since Edit Distance must be
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an integer, we adjust the constant term in (0, 1) to 1. The results are the same as the numbers in the
Notes of Table 1, thus verify the assumptions we made in the Algorithm 1. This indicates that our
proposed algorithm is effective, and can be applied to different processes.
7 CONCLUSION & FUTURE WORK
In this work, we further discuss the generalized sampling strategy used for the analysis of consensus
sequence. We address the drawback of previous strategy by introducing a lower bound of sample
size and introducing truncated normal distribution. We propose a formal definition of a ”stable”
enough consensus sequence, and show how to determine the number of traces needed to construct
a ”stable” enough consensus sequence. We show how to estimate the difference between the pre-
defined Expert Model and the real process carried out by applying our proposed sampling strategy
and fitting the generated Mean Edit Distance curve. Such difference can be used by domain experts
to justify their Expert Model. The proposed algorithm is general, and can be used to extract insights
from processes in other domains. We also show a sample curve fitting task, which can help readers
understand how our proposed algorithm works and how to estimate the  value accordingly.
Future work should include more case study on datasets from other domains, and applying advanced
machine learning algorithms the curve fitting task.
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