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Abstract
First, we derive a simple connection between Toda and Langmuir lattices and give a characterization of Toda lattices
with the help of Stieltjes functions. Then it is shown how to generate by orthogonal polynomials in an elementary way
periodic and almost periodic Toda lattices. The particles of the Toda lattice are not even restricted, as usual, to move on
the real line, they may also move in the complex plane. With the help of this result, for special cases explicit solutions
are obtained in terms of elliptic functions. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Polynomials orthogonal on several intervals; Pad7e-approximants of square-root functions; Periodic recurrence
coe:cients; Periodic lattices; Elliptic functions
1. Introduction and notation
A one-sided Toda lattice is a system of particles on the real line with coordinates {xn}∞n= 1, whose
dynamic behaviour is subject to the law
<xn=ex n−1−x n − ex n−x n+1 ; n=1; 2; : : : ;
where dot means di>erentiation with respect to the time t. The lattice is called periodic, if there
exists an m∈N such that xn+m= xn for n∈N0:=N ∪ {0}. If we put y˙ n= xn and if we set in the
following last summation (m)=m− 1 for the open lattice and (m)=m for the periodic lattice then
H (x1; : : : ; xm; y1; : : : ; ym)=
1
2
m∑
n= 1
y2n +
(m)∑
n= 1
ex n−x n+1
is the Hamilton function of the Hamilton system
x˙n=yn
y˙ n=e
x n−1−x n − ex n−x n+1 ; n=1; : : : ; m: (1.1)
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One reason, why the Toda lattice is so important is because of the fact that in contrast to the
nicer-looking H7enon–Heiles systems (for background material on Toda lattices see, e.g., [12,18,
30–32] and about H7enon–Heiles systems [12,18,30]) it is a completely integrable Hamilton system
and, thus, there is no chaotical behaviour of the Toda lattice. The integrability of the Toda lattice
was not expected because it is close to the H7enon–Heiles systems, which was already known to be
chaotical. Inspired by numerical observations of Ford et al. [8], the integrability of the periodic Toda
lattice was discovered by Flaschka [5] and H7enon [14] at the same time (see also [6,13]). Flaschka
used the following transformation, which turned out to be very fruitful for further studies: substitute
	n+1 = ex n−x n+1 ; 
n= − x˙n;
then the system (1.1) takes the form

˙n= 	n+1 − 	n;
	˙n+1 = 	n+1(
n+1 − 
n);
n=1; 2; : : : : (1.2)
Since we have supposed that the particles xn move on the real line we have for every t ∈ I , where
I ⊂R denotes the interval of deKnition of the functions 	n and 
n, that 	n+1(t)¿0 and 
n(t)∈R
for n∈N. Thus, by Favard’s Theorem there exists for every t ∈ I a positive measure (x; t) such
that the sequence of polynomials {Pn(x; t)} orthogonal with respect to (x; t) has 
n(t) and 	n(t) as
recurrence coe:cients, i.e.,
Pn(x; t)= (x − 
n(t))Pn−1(x; t)− 	n(t)Pn−2(x; t); n=1; 2; : : : ; (1.3)
where P0:=1 and P−1:=0. Let us point out that Pn is a polynomial in the variable x with coe:cients
which are functions of t. Further, it turned out that the support of the measure (x; t) does not depend
on t or in other words, the spectrum of the di>erence operator associated with (1.3) is invariant
with respect to t. Such a deformation of an operator is called an isospectral deformation (concerning
isomonodromic deformations and orthogonal polynomials see [20]). This independence of time t of
the spectrum can be seen as follows: Put n=
√
	n and set
LPn= nPn+1 + 
nPn + n−1Pn−1;
BPn=
n
2
Pn+1 − n−12 Pn−1;
then it follows by straightforward calculation that the Toda equation is equivalent to the commutation
condition
Lt =LB− BL; (1.4)
where Lt means di>erentiation of L with respect to t. Representation (1.4) of Lt is called Lax
representation (see e.g. [17,24]). If we put 
n=0 and choose for B
BPn= 12(nn+1Pn+1 − n−1n−2Pn−2)
then (1.4) leads to the di>erence analogue of the KDV equation, this is,
	˙j = 	j(	j+1 − 	j−1); j=2; 3; : : : ; (1.5)
which is called Langmuir lattice or Knite di>erence Korteweg–de Vries equation.
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Moser and Kac=Van Moerbeke (see [2,15,23, Section 10]) have shown that there is a unique
correspondence of the form

˙n(t)= 	n(t)− 	n+1(t);
	˙n(t)= 	n(t)(
n(t)− 
n+1(t)) ↔ d(x; t)= exp(−xt) d(x; 0)∫ exp(−xt) d(x; 0) ;
	1(t)≡ 0
(1.6)
and
	˙n(t)= 	n(t)(	n+1(t)− 	n−1(t));

˙n(t)= 0; 
n(0)= 0 ↔ d(x; t)= exp(−x
2t) d(x; 0)∫
exp(−x2t) d(x; 0) ;
	1(t)≡ 0;
(1.7)
that is, if (x; t) is of the above form then the recurrence coe:cients of the orthogonal polynomials
are solutions of the Toda resp. Langmuir lattice and the converse statement also holds. Let us point
out that the measure  will in general strongly depend on the initial condition of the lattice. For
instance, in the periodic case we have 	1≡ 	m+1 
≡ 0 and, as we shall see, the measure  is of a
completely di>erent form than in (1.6) and (1.7). It is interesting in this connection that in the
Moser–Kac=Van Moerbeke case (1.6) and (1.7), up to very special cases not much is known about
the form of the solution, i.e., about the recurrence coe:cients 
n and 	n though one knows (x; t)
explicitly. In the periodic case, the situation is opposite. Here much is known about the behaviour of
the recurrence coe:cients [31,16,22], for instance, implicit representations of the coe:cients in terms
of Riemann–Theta functions, but not much about the orthogonality measure (x; t) or its associated
Stieltjes function. Among others, this question will be studied in the paper. More precisely, let
H (z)=
2l∏
j= 1
(z − aj) and (z):=(z; t)=
l−1∏
j= 1
(z − yj(t)); (1.8)
where the aj’s, yj(t)’s are pairwise distinct. For given ∈:={(1; : : : ; l−1): j ∈{−1; 1}} let Y(z):=
Y(z; t) denote the unique monic polynomial of degree l which satisKes
Y(yj)= j
√
H (yj) and
Y(z)−
√
H (z)
(z)
=O
(
1
z
)
as z→∞: (1.9)
Now, let pn and p
[1]
n−1 be polynomials of degree 6 n and degree 6 n− 1 such that
p[1]n−1(z)
pn(z)
=
Y(z)−
√
H (z)
(z)
+ O
(
1
z2n+1
)
as z→∞ (1.10)
and assume that the so-called Pad7e-approximants pn and p
[1]
n−1 are of exact degree n and n − 1,
respectively, and have no common zero and that pn is normed by leading coe:cient one; then
it is well known that pn satisKes a recurrence relation of the form (1.3) with 
n(t); 	n(t)∈C and
	n(t) 
=0. In this paper it is shown, in an elementary way even, that the recurrence coe:cients 
n(t)
and 	n(t) satisfy the Toda equations (1.2) with a suitable initial condition if
˙(yj)= j
√
H (yj) for j=1; : : : ; l− 1: (1.11)
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Furthermore, it turns out that the Toda lattice is periodic, i.e., the 
n(t)’s and 	n(t)’s are periodic
with respect to n, if there exist polynomials T and U of degree ¿ l and ¿ 0 such that
T2(z)− H (z)U2(z)= 1: (1.12)
Then we show that every periodic Toda lattice, 
n(t)’s and 	n(t)’s may also be complex, is associated
with a function (Y −
√
H)=, where  and H satisfy the conditions (1.11) and (1.12), respectively.
Finally, for the case l=2 explicit solutions of the Toda lattice are constructed in terms of elliptic
functions. We would like to mention that by our approach the particles of the Toda lattice are no
longer restricted to move on the real line. Since aj’s are allowed to be complex the particles will
in general move on certain arcs in the complex plane. For the following let us note, if the zeros of
H are real and  has exactly one zero in each interval (a2j; a2j+1); j=1; : : : ; l − 1, then it follows
by the Stieltjes inversion formula that (see [25, (4:7)–(4:9)] and [26])
Y(z)−
√
H (z)
(z)
=
∫
d(x)
z − x ; (1.13)
where
d(x)= ′(x) dx +
l−1∑
j= 1
(1− j)
√
H (yj)
′(yj)
(x − yj) (1.14)
with
′(x)=


√
−
∏2l
j = 1
(x−aj)
|(x;t)| for x∈
2l⋃
j= 1
[a2j−1; a2j];
0 elsewhere
(1.15)
and, as usual,  denotes the Dirac measure. It should be mentioned at this point that Geronimus [9]
(see also [10,26]) has shown that polynomials with periodic recurrence coe:cients (
n) and (	n),
	n¿0 for n¿ 2, are orthogonal with respect to a measure of the form (1.14) and (1.15). In [26]
we have proved that polynomials (pn) orthogonal with respect to a positive measure have periodic
recurrence coe:cients if and only if (pn) is orthogonal with respect to a measure of the form
(1.14), (1.15) on a set of intervals El=
⋃2l
j= 1 [a2j−1; a2j] which satisKes condition (1.12). Finally,
let us recall that a function which has a representation of the form (1.13) with a positive measure
 is called a Stieltjes function.
The paper is organized as follows. Before we turn to the proof of the above announced results
in Section 3 we discuss Krst in Section 2 the connection between Toda and Langmuir lattices and
give characterizations of Stieltjes functions which admit Toda lattices.
2. Characterizations of Toda and Langmuir lattices
First, let us give a simple nice connection between Toda and Langmuir lattices and of their
associated measures which is certainly di:cult to Knd without background knowledge of orthogonal
polynomials. Nevertheless, as we have been informed by the referee it has been found (see, e.g.,
[1,11]).
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Theorem 1. {n} is a Langmuir lattice if and only if both
	n+1:=2n2n+1; 
n:=2n−1 + 2n + c; (2.1)
	˜n+1:=2n+12n+2; 
˜n:=2n + 2n+1 + c; (2.2)
are Toda lattices; where c is an arbitrary complex constant independent of t.
Proof. The assertion follows by straightforward calculations. The idea behind is the following fact
known from the theory of orthogonal polynomials [4]: Let d (x) be a measure and let {Pn} and
{P˜n} be the polynomials which are orthogonal with respect to d and (x−c) d ; c∈R, respectively.
Then {Pn} and {P˜n} satisfy recurrence relations of the form
Pn=(x − 
n)Pn−1 − 	nPn−2 and P˜n=(x − 
˜n)P˜n−1 − 	˜nP˜n−2:
Finally, let {Rn} be the polynomials orthogonal with respect to the even weight function sgn x d (x2+
c). Then {Rn} satisKes a recurrence relation of the form
Rn= xRn−1 − nRn−2;
where, by [4], the recurrence coe:cients are connected to each other by (2.1) and (2.2).
As usual, let us denote by P(k)n the so-called associated polynomials of order k; k ∈N0, which are
deKned by the k-shifted recurrence relation
P(k)n (x)= (x − 
n+k)P(k)n−1(x)− 	n+kP(k)n−2(x); (2.3)
where P(k)0 (x)= 1 and P
(k)
−1(x)= 0. It is not di:cult to show by induction arguments that the associated
polynomials are related to each other by the relation
P(k)n =(x − 
k+1)P(k+1)n−1 − 	k+2P(k+2)n−2 ; n∈N; k ∈N0: (2.4)
With the help of the associated polynomials the following characterization of Toda lattices can be
given (compare also [22, Lemma 5:1]).
Lemma 2. The recurrence coe6cients (
n) and (	n) of the orthogonal polynomials (Pn) satisfy the
Toda equations (1:2) if and only if for every k ∈N0
P˙
(k)
n = 	k+1P
(k+1)
n−1 − 	n+k+1P(k)n−1; n=1; 2; 3; : : : : (2.5)
Proof. The necessity part follows by induction with respect to n using recurrence relation (2.4) for
P(k)n ; P
(k+1)
n−1 , and P
(k)
n−1.
The su:ciency part follows by considering relation (2.5) for n=1 and 2 and arbitrary k.
Now, we are able to show that the Stieltjes function
Q0(z)=
∫
d(x)
z − x
has to satisfy a di>erential equation of Ricatti type with respect to t if the recurrence coe:cients
are solutions of a Toda lattice. With the help of this result we obtain also a di>erential equa-
tion for the weight function. But Krst let us recall the nth function of the second kind deKned
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by (n∈N0)
Qn(z)=
∫
Pn(x)
z − x d(x)=O
(
1
zn+1
)
as z→∞:
Note that
Qn(z)=Pn(z)Q0(z)− P(1)n−1(z); (2.6)
where we have assumed that
∫
d(x)= 1.
Theorem 3. Let  be a positive measure with bounded support normed by
∫
d(x; t)= 1 and sup-
pose that the associated recurrence coe6cients satisfy the Toda equations (1:2). Furthermore;
assume that (Q˙n(z)) is uniformly bounded for su6ciently large |z|. Then the following statements
hold:
(a) The Stieltjes function Q0 satis:es the Ricatti di<erential equation
y˙= − 1 + (z − 
1)y − 	1y2: (2.7)
(b) If
Q0(z; t)=
∫
E
w(x; t)
z − x dx;
where w and w˙ are supposed to be Lipschitz continuous on the set of intervals E⊂R; then
(@=@t)w(x; t)
w(x; t)
= (x − 
1)− 2	1fE w(y; t)x − y dy; (2.8)
where f denotes the Cauchy-principal value.
Proof.
(a) With the help of (2.6), Lemma 2 and (2.4) we obtain
Q˙n + 	n+1Qn−1 = 	1P
(1)
n−1Q0 + PnQ˙0 − (P˙
(1)
n−1 + 	n+1P
(1)
n−2)
= (	1Q0 − (x − 
1))P(1)n−1 + Pn(Q˙0 + 1); n=1; 2; : : : : (2.9)
Now it is known that outside the convex hull of the support
lim
n→∞(P
(1)
n−1=Pn)=Q0
and that for su:ciently large |z|
lim
n→∞(Qn−1=Pn)= 0 and limn→∞(Q˙n=Pn)= 0;
where we have taken into consideration the assumption. Dividing relation (2.9) by Pn and taking
the limit we get the Ricatti di>erential equation.
(b) Since Q0(z; t) and Q˙0(z; t) are analytic with respect to z outside E relation (2.7) holds on C\E.
Now let us denote, as usual, by Q±0 (x) the limiting values from the upper and lower half plane.
Then we get from (2.7) that for z→ x±
Q˙
−
0 − Q˙
+
0
2i =(x − 
1)
(Q−0 − Q+0 )
2i −
	1(Q−0 − Q+0 )(Q+0 + Q−0 )
2i :
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By the assumption on w(x; t) it follows by the Sochozki–Plemelj formulas that
Q−0 − Q+0
2i =w;
Q˙
−
0 − Q˙
+
0
2i = w˙
and
Q−0 + Q
+
0 = 2fE
w(y; t)
x − y dy:
For the initial condition 
˙1 = 	2, i.e., 	1 = 0, we obtain that d(x; t) has to be of the form (1.6). If
	1 
=0 then, as it is well known, it is impossible to give the solutions of the Ricatti equation (2.7)
in closed form. Therefore, we are looking for classes of Stieltjes functions satisfying the di>erential
equation (2.7). By what has been said in the Introduction it is natural to look at functions of the
form appearing on the right-hand side of (1.10).
Remark. y(z; t)= (Y (z; t) − √H (z))=(z; t)= 1=z + O(1=z2) as z→∞ satisKes the Ricatti equation
(2.7) if and only if
˙= − (x − 
1)+ 2	1Y (2.10)
and
Y˙ = − + 	1(; (2.11)
where ( is given by the relation
Y 2 − H = (:
The proof follows by straightforward calculations.
In the next section, we will show that condition (2.10) is also su:cient that the recurrence
coe:cients associated with a function of the form (1.10) generate a Toda lattice.
For a characterization of Stieltjes functions associated with Langmuir lattices see [3].
3. Measures and functions which generate Toda lattices
In order to be able to state our results we need some additional notations. For n∈N let PCn :=
{∑nj= 0 bjzj: bj ∈C forj=1; : : : ; n} and recall that H; ;  and Y are deKned in (1.8) and (1.9). Let
Y(z)−
√
H (z)
(z)
=
∞∑
j= 0
cj
zj+1
as z→∞ (3.1)
and let us assume in the following that the functional LH;; :=L;  deKned by
L; (xj)= cj; j∈N0
is deKnite, i.e., L; (q2(x)) 
=0 for q∈PC , or in other words there exists a sequence of polynomials
pn(x)= xn + · · · ; n∈N0, such that
L; (xjpn(x))= 0 for j=0; : : : ; n− 1 and L; (xnpn(x)) 
= 0: (3.2)
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Note that by (3.1)
L; 
(
1
z − x
)
=
Y(z)−
√
H (z)
(z)
; (3.3)
where L;  acts on x. Thus,
L; (xj)=
∫
xj d(x);
d(x) given by (1.14) and (1.15), if a1¡a2¡ · · ·¡a2l and if  has exactly one zero yj in each gap
(a2j; a2j+1); j=1; : : : ; l− 1. We say that pn from (3.2) is orthogonal with respect to L; , where 
and  are omitted, if there is no danger of confusion. For n∈N0 let us set
2	1:=L; (1) and ql+n:=Ypn + 2	1p
(1)
n−1; (3.4)
where p(1)n−1(x)= x
n−1 + · · · is the monic polynomial of the second kind deKned by
p(1)n−1(z)=
1
2	1
L; 
(
pn(z)− pn(x)
z − x
)
and p(1)−1(z):=0. It is not di:cult to prove that 2	1p
(1)
n−1(z)=pn(z) satisKes relation (1.10) which
implies 2	1p
(1)
n−1 =p
[1]
n−1. As already mentioned in the Introduction, as in the positive-deKnite case,
the polynomials {pn} satisfy a recurrence relation of the form
pn(x)= (x − 
n)pn−1(x)− 	npn−2(x);
where p−1:=0, but now we can only say that 
n; 	n ∈C with 	n+1 
=0 for n∈N. The polynomials
of the second kind satisfy a recurrence relation with index shifted by one, i.e.,
p(1)n (x)= (x − 
n+1)p(1)n−1(x)− 	n+1p(1)n−2(x):
Polynomials orthogonal with respect to L;  have been studied in detail in [25,26], see also
[9,10,19]. Let us point out that the results in [25] hold true if H has complex zeros as can be
checked easily (see [28]).
The Krst part of the following lemma has been shown by the author in [25]. The polynomials g(n)
and f(n) appearing in the next lemma will be crucial in what follows.
Lemma 4. (a) For each n∈N0 there exists a polynomial g(n) ∈PCl−1 \PCl−2 with leading coe6cient
2L; (p2n) such that
Hp2n − q2n+l= g(n) (3.5)
and at the zeros yj of 
qn+l(yj)= j
√
H (yj)pn(yj): (3.6)
(b) If we set
f(n):=
Hpnpn−1 − qn+lqn+l−1

(3.7)
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then it follows that f(n) ∈PCl \PCl−1 with leading coe6cient L(p2n−1) and that the monic polynomials
fˆ(n) and gˆ(n) satisfy the following relations:
fˆ
2
(n) − 4	n+1gˆ(n)gˆ(n−1) =H; n=1; 2; 3; : : : (3.8)
and
fˆ(n) = 2(x − 
n)gˆ(n−1) − fˆ(n−1); n=1; 2; 3; : : : ; (3.9)
where fˆ(0):=Y (x) and
2	n+1gˆ(n) = (x − 
n)(fˆ(n) − fˆ(n−1)) + 2	ngˆ(n−2); n=2; 3; : : : : (3.10)
Proof. Part (a) has been shown in [25].
(b) Since by (5.2) in [25]
qj+l(z)=
√
H (z)pj(z) + Kjzl−1−( j+1) + O(z2l−2−( j+1)); (3.11)
where Kj =L(p2j ); j∈N0, it follows by considering relation (3.7) for j= n and j= n + 1 and
multiplying these two relations that
Hpn+1pn − qn+l+1qn+l=L(p2n)z2l−1 + O(z2l−2) as z→∞:
Now by (3.6) the expression on the left-hand side vanishes at the zeros of  from which it follows
that f(n+1) is a polynomial of degree l with leading coe:cient L(p2n).
From relations (3.5) and (3.7) it follows by simple calculation that
2(f2(n) − g(n)g(n−1)) = H (pnqn+l−1 − pn−1qn+l)2
= H (2	1(pnp
(1)
n−2 − pn−1p(1)n−1))2
which gives, in view of the well-known fact that
pnp
(1)
n−2 − pn−1p(1)n−1 =

 n∏
j= 2
	j

 =L(p2n−1)=2	1;
relation (3.8). Relations (3.9) and (3.10) follow with the help of (3.5) and (3.8) using the recurrence
relation of pn and qn+l.
Remark. Let H (x)= x2l + H1x2l−1 + H2x2l−2 + : : : . Then we have by equating coe:cients in (3.8)
and (3.9), respectively, that
fˆ(n)(x)= x
l + (H1=2)xl−1 + (2	n+1 + H2=2 + H 21 =4)x
l−2 + · · · ; n∈N; (3.12)
gˆ(n)(x)= x
l−1 + (
n+1 + H1=2)xl−2 + · · · ; n∈N0: (3.13)
In the following, let us assume that the coe:cients of the polynomial (x) depend on a vari-
able t and are di>erentiable with respect to t. But let us point out again that H , i.e., the points
aj; j=1; : : : ; 2l, never depend on t.
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Lemma 5. Suppose that
˙ˆg(n−1) =
fˆ(n) − fˆ(n−1)
2
for n∈N: (3.14)
Then
˙ˆg(n) =
fˆ(n+1) − fˆ(n)
2
(3.15)
and
˙ˆf(n) = 2	n+1(gˆ(n) − gˆ(n−1)): (3.16)
Proof. First, let us show relation (3.16). Taking the derivative in (3.8) and observing that H does
not depend on t we get that
2	n+1 ˙ˆg(n−1)gˆ(n) = fˆ(n)
˙ˆf(n) = − fˆ(n−1) ˙ˆf(n)
at the zeros of gˆ(n−1), where the last equation follows by relation (3.9). Hence, in view of the
assumption
˙ˆf(n) = 2	n+1gˆ(n) at the zeros of gˆ(n−1):
Thus, the polynomials ˙ˆf(n) and 2	n+1(gˆ(n) − gˆ(n−1)) coincide at l − 1 points and since both are by
(3.12) (resp. (3.13)) of degree l− 2, they are identical, which proves (3.16).
Concerning (3.15), let us Krst observe that by di>erentiation of (3.8)
fˆ(n)
˙ˆf(n) = 2	n+1gˆ(n−1) ˙ˆg(n) at the zeros of g(n):
Hence, by relation (3.16)
−2	n+1gˆ(n−1)fˆ(n) = 2	n+1gˆ(n−1) ˙ˆg(n)
and thus
˙ˆg(n) = − fˆ(n) + (x − 
n)gˆ(n) at the zeros of g(n):
Now again, ˙ˆg(n) is a polynomial of degree l − 2 and by (3.12) and (3.13), −fˆ(n) + (x − 
n)gˆ(n) is
also a polynomial of degree l − 2, hence they coincide. Relation (3.15) follows with the help of
(3.9).
The main result is now the following theorem, which shows how to generate Toda lattices by
polynomials orthogonal with respect to L; .
Theorem 6. Let ∈ and suppose that at the zeros yj of 
˙(yj)= j
√
H (yj) for j=1; : : : ; l− 1: (3.17)
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Then the recurrence coe6cients 
n(t), 	n(t) of the polynomials pn(x; t) orthogonal with respect to
L(x; t);  satisfy the Toda lattice, i.e.,
	˙n+1 = 	n+1(
n+1 − 
n); n=1; 2; 3; : : : ;

˙n= 	n+1 − 	n; n=2; 3; : : : ;

˙1 = 	2 + 	1;
(3.18)
where 	1 is de:ned in (3:4). Furthermore, the Toda lattice is of period N; N¿ l, if and only if H
can be represented in the form
T2N (x)− H (x)U2N−l(x)= const:; (3.19)
where TN and UN−l are monic polynomials of degree N and N − l, respectively; not depending
on t.
Proof. By (3.5)
H − Y 2 = g(0) (3.20)
and thus
−YY˙ =2= 	1gˆ(0)˙+ (	˙1gˆ(0) + 	1 ˙ˆg(0)):
In view of (1.9) and (3.17) we have 2	1gˆ(0) = − Y˙  at the zeros of  which implies
Y˙ =2≡ − 	1gˆ(0) + 	1: (3.21)
Hence, at the zeros of gˆ(0)
2	1 ˙ˆg(0) = − YY˙  and thus ˙ˆg(0) = − Y;
which gives
˙ˆg(0)≡ − Y + (x − 
1)gˆ(0);
where we have used relation (3.13) for n=0 and the fact that by (3.20) Y = xl+y1xl−1+y2xl−2+· · ·
has the coe:cients
y1 =H1=2 and y2 =H2=2− 2	1 − (H1=2)2: (3.22)
Thus, it follows by (3.9), recall that fˆ(0) =Y
˙ˆg(0)≡
fˆ(1) − fˆ(0)
2
(3.23)
which implies by Lemma 5 that relations (3.15) and (3.16) hold for all n∈N.
Next, equating the coe:cients of xl−2 of the polynomials in (3.15), using (3.12) and (3.13), we
obtain, for n=2; 3; : : :, that

˙n= 	n+1 − 	n:
For n=1 the representation of 
˙1 follows by (3.23) using (3.12) and (3.22). The relations
	˙n+1 = 	n+1(
n+1 − 
n)
follow by equating the coe:cients of xl−2 in relation (3.16).
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Concerning the periodicity of the Toda lattice it remains only to be mentioned that in [26] we
have shown (in case that H has complex zeros the same methods of proof apply) that condition
(3.19) is necessary and su:cient that the polynomials orthogonal with respect to L;  have periodic
recurrence coe:cients.
Recall that in the positive-deKnite case the orthogonality measure has a point measure at the zero
yj of  if j = − 1 in (3.17).
Corollary 7. 
n ∈C and 	n ∈C \ {0}; n∈N, are the solutions of a periodic Toda lattice, i.e., they
satisfy Eqs. (3:18) and are periodic if and only if there exists a polynomial H and a polynomial 
satisfying (3:19) and (3:17); respectively; such that the 
n’s and 	n’s are the recurrence coe6cients
of the polynomials orthogonal with respect to the de:nite functional L;  and 	1 =L; (1)=2.
Proof. Because of Theorem 6 only the necessary part remains to be shown. By the periodicity of
the recurrence coe:cients it follows (proceeding as in the positive deKnite case) that the deKnite
functional L;  has to be of the form
L; 
(
1
z − x
)
=
Y (z)−√H (z)
(z)
;
where H satisKes a relation of the form (3.19) and Y with @Y = @+ 1 is such that
Y (yj)= j
√
H (yj); j=1; : : : ; l− 1; (3.24)
at the zeros yj of  and that
Y (z)−√H (z)
(z)
=
1
z
+ O
(
1
z2
)
as z→∞: (3.25)
Furthermore, it is known (see [26, Theorem 3:1(c) and Corollary 3:1(b)], note that 	1 there corre-
sponds to 2	1 here) that
pN−1 = UN−l; 	N+1 =L;j(1)=2= 	1 (3.26)
and
pN + 	N+1p
(1)
N−2 = 2pN −TN =YjUN−l: (3.27)
In view of Lemma 2 we have
p˙N−1 = 	1p
(1)
N−2 − ((x − 
N )pN−1 − pN );
which gives by (3.26), (3.27) and (3.24) the assertion.
Remark. (a) Let us note that condition (3.17) says that the polynomial of degree l − 2 which
interpolates ±√H at the zeros of  is equal to ˙, i.e.,
˙(x)
(x)
=
l−2∑
j= 1
j
√
H (yj)
(x − yj)′(yj) : (3.28)
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Thus, condition (3.28), i.e., (3.17), is equivalent to
y˙ j = −
j
√
H (yj)
′(yj)
for j=1; : : : ; l− 1: (3.29)
It is interesting that equations of the form (3.29) appear also in the solution of the KDV equation
and are known nowadays under the name Dubrovin equations.
Finally, let us note that condition (3.17) implies that  satisKes a di>erential equation of the form
2 <

−
(
˙

)2
+
H
2
= r; (3.30)
where r(x)= x2 + r1x + r2 with
r1 = 21 + H1 and r2 =H2 − 2r11 − 22 − 21
and 1; 2 are the coe:cients of , i.e., (x)= xl−1 + 1xl−2 + 2xl−3 + : : : . Indeed, by property
(3.17) it follows that
(˙)2 =H + X; where X ∈PCl+1: (3.31)
Di>erentiating (3.31) gives
2˙ <= X˙ + ˙X (3.32)
and thus, since by (3.17)  and ˙ have no common zero X˙ = ˙r, where r ∈PC2 , which, by (3.31),
yields to
X =2 <− r: (3.33)
The di>erential equation (3.30) now follows by (3.31) and the coe:cients of r are obtained by
observing that in view of (3.31)
H − 2r=O(x2l−3):
(b) Concerning conditions that H has a representation of the form (3.19) we refer to [26, Sec-
tion 2].
The necessity of condition (3.17) for the periodic case could also be obtained by the results of
[31, Chapter 4]. For the role of equations of type (3.19) in the context of Toda lattices see [21,
Section 11] and the references there.
4. The elliptic case l=2
First, let us consider the simplest case l=1.
1. l=1, i.e.,
H (x)= x2 + H1x + H2; where H1 = (a1 + a2); H2 = a1a2:
Here we have

n= − H1=2 and 4	n+1 = (H1=2)2 − H2 for n=1; 2; : : : : (4.1)
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The Krst relation follows immediately from (3.9) and (3.12) and the second one from (3.10), (3.12),
and (3.8). In view of (4.1) it follows that the pn’s are the transformed Chebyshev polynomials of
the second kind, i.e.,
pn(x)=Un
(
2x − (a2 + a1)
a2 − a1
)
:
If H has two real zeros this fact has been proved by Flaschka [7, p. 461–466] in a completely
di>erent way.
2. l=2, i.e.,
H (x)= (x − a1)(x − a2)(x − a3)(x − a4):
For the case where all four zeros of H are real and simple, explicit expressions for (x; t) and the
solutions of the Toda lattice, that is for the recurrence coe:cients of the orthogonal polynomials,
have been found in [27, Section 4] in terms of elliptic functions. These results can be extended
to our general case by considering more general period parallelograms, i.e., period parallelograms
which need not be symmetric with respect to the real axis. In fact, let us set
k2:=
a4 − a1
a4 − a2
a3 − a2
a3 − a1 ∈C: (4.2)
Note that the modulus k may be complex in contrast to [27, (1.8)]. Further, let
K =K(k)=
∫ 1
0
dx√
(1− x2)(1− k2x2)
and K ′=K ′(k):=K(k ′), where k ′=
√
1− k2 is the complementary modulus. Let
P: = {u∈C : u= 	K + iK ′; (	; )∈ [− 1; 0]× (−1; 1]}
be the “half”-period parallelogram of sn2u with respect to the modulus k. Since sn2u :P→ TC is
bijective there exists a unique a, with −a∈P such that
sn2 a=
a4 − a2
a4 − a1 :
Furthermore, the function z(u) deKned by
z(u)=
a2 sn2 u− a1 sn2 a
sn2 u− sn2 a (4.3)
is an even elliptic function of order 2 with periods 2K and 2iK ′ and simple poles at ±a which maps
P bijective on TC. By straightforward calculations it follows that
z′(u)=
2cn a dn a
(a2 − a1)sn a
√
H (z(u)= : 4−1
√
H (z(u)) (4.4)
for u∈P. Next, let us put
a1 = − 1; a2 = 
∈C; a3 = ∈C; a4 = 1: (4.5)
Naturally, this simpliKcation can be easily obtained by a linear transformation. If 
; ∈R with 
¡
then we have the case treated in [27], where the modulus k is real. Now, it can be demonstrated
(see [29]) that all formulas given for the recurrence coe:cients by elliptic functions in [27] remain
valid for the more general case (4.5).
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Next let
(x; t)= x − w(t):
Then the su:cient condition of Theorem 3 in [27] choosing 1 = 1 reads as
w˙(t)=
√
H (w(t)): (4.6)
Thus, if we put, see (4.3) and (4.5),
w(t)=

 sn2(4t + c) + sn2 a
sn2(4t + c)− sn2 a ;
where the constant 4 is deKned as in (4.4) and c∈C, then by (4.4) condition (4.6) is fulKlled.
Furthermore, the functional L;  is deKnite by Lemma 4, if the leading coe:cient of g(n), that is
2L(p2n), does not vanish, which is by [29] equivalent to
4t + c 
= − (2n− 1)a+ 2m1K + 2im2K ′ for all n∈N; (4.7)
where m1; m2 ∈Z. For instance this condition will be satisKed if t ∈ (Re(−K+iK ′); 0) and the constant
c is chosen suitable. Under these assumptions the solutions of the Toda lattice are now given by
(see [29] or [27, Theorem 3], since the corresponding formulas hold true for the complex case)

n+1(t)=
1
2
( − 
)− 1− 

2
(
− 1) + 2 sn2 bn(t)
and
	n+1(t)= 52
62(2a)
62(0)
(1− k2 sn2 2a sn2 (bn(t) + a+ iK ′));
where
bn(t)= − (2n+ 2)a+ 4t + c and 5= − 12
(
61(0)6(0)
61(a)6(a)
)2
:
As usual
6(z)= 1 + 2
∞∑
j= 1
(−1) jqj2 cos j
K
z;
where q=e−K
′=K and 61(z)=6(z + K).
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