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Introducción 
 
El presente trabajo tiene como propósito que el estudiante identifique una red IP 
dentro de una arquitectura NGN para el soporte de servicios convergentes y de esta 
manera comprenda las funciones, entidades y requisitos a nivel funcional de una 
arquitectura NGN utilizada en la interconexión de redes, respondiendo a los estándares 
definidos y así implementar los servicios multimedia para un escenario de NGN a nivel 
de simulación, aplicando los conceptos de arquitectura funcional y garantizando la QoS. 
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Objetivos 
Identificar el propósito de una red IP dentro de una arquitectura NGN para el soporte de 
servicios convergentes. 
Comprender las funciones, entidades y requisitos a nivel funcional de una arquitectura 
NGN utilizada en la interconexión de redes, respondiendo a los estándares definidos. 
Implementar servicios multimedia para un escenario de NGN a nivel de simulación, 
aplicando los conceptos de arquitectura funcional y garantizando la QoS.  
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Actividad Colaborativa 
Sobre la conexión MPLS implementada en la Fase 4, configurar los siguientes 
servicios basados en el servidor de VoIP Asterisk o Elastix: 
1. Un Call Center para comunicar las ciudades de la red, con los siguientes 
requerimientos: 
Basados en la topología de la fase 4 reutilizamos el mismo servidor de VoIP con 
el sistema operativo Elastix en el cual fueron creadas 3 extensiones para simular la 
conexión de cada ciudad teniendo en cuenta que los recursos de la maquina son limitados 
no se configuraron las 80 extensiones. 
Figura 1 
Inicialización del Sistema Operativo elastix 
 
 
Nota: Adaptado de Inicialización del Sistema Operativo elastix Elaboración Propia 
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Figura 2 
 
inicio de la máquina virtual de virtualbox con sistema operativo 
 
Nota: Adaptado de inicio de la máquina virtual de virtualbox con sistema operativo Elaboración Propia 
 
Figura 3 
 
inicio de la máquina virtual de virtualbox con sistema operativo continuación 
 
Nota: Adaptado de inicio de la máquina virtual de virtualbox con sistema operativo continuación Elaboración Propia 
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Figura 4 
 
inicio de la máquina virtual de virtualbox con sistema operativo final 
Nota: Adaptado de inicio de la máquina virtual de virtualbox con sistema operativo final Elaboración Propia 
 
En las anteriores imágenes se puede ver el inicio de la máquina virtual de 
virtualbox con sistema operativo Linux centos corriendo la IPBX Elastix importada en 
GNS3 y conectada directamente a la red LAN de Bogotá. 
Figura 5 
Red LAN de Bogotá 
 
Nota: Adaptado de inicio de Red LAN Bogotá. Elaboración Propia 
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Figura 6 
 
Accediendo al panel de administración desde la máquina virtual 2 en la ciudad de barranquilla 
con Windows 7 y corriendo en GNS3 
Nota: Adaptado de Accediendo al panel de administración desde la máquina virtual 2 en la ciudad de barranquilla con 
Windows 7 y corriendo en GNS3. Elaboración Propia 
 
 
Figura 7 
 
IPBX con los servicios básicos activos 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nota: Adaptado de IPBX con los servicios básicos activos. Elaboración Propia 
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2. Soporte para 80 llamadas simultaneas entre las sedes de la entidad. 
Luego realizamos la creación de las extensiones 1010 para Bogota 
1111Barranquillay 1212 para Medellín para configurarlas en las aplicaciones Xlite 
instaladas en cada pc virtualizado-correspondientes a cada ciudad. 
Figura 8 
Win7Lite-2 pantallazo 
 
Nota: Adaptado de Win7Lite-2 pantallazo. Elaboración Propia 
 
Figura 9 
Extensión Barranquilla 
 
 
 
 
 
 
 
 
Nota: Adaptado de Extensión Barranquilla. Elaboración Propia 
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Figura 10 
Extensión Bogota 
 
 
 
 
 
 
Nota: Adaptado de Extensión Bogotá. Elaboración Propia 
Figura 11 
Extensión Medellín 
 
 
 
 
 
 
Nota: Adaptado de Extensión Medellín. Elaboración Propia 
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3. El transporte de datos entre las sedes de la empresa tiene un ancho de banda 
de 100 Mbps. 
Para la interconexión de sedes en esta topología usamos el router C2691 el cual 
cuenta con interfaces fast ethernet cumpliendo con el requerimiento de conexiones a 
100 Mbps como se muestra en la siguiente imagen. 
Figura 12 
Topología Red Empresa 
 
 
 
 
 
 
 
 
 
 
 
 
Nota: Adaptado de Topología Red Empresa. Elaboración Propia 
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La asignación de direcciones IP se realizó basada en la siguiente tabla de redes 
Tabla 1 
Asignación de Direcciones IP 
DIRECCIONAMIENTO FASE 6 
TIPO DE RED SEGMENTO DIRECCION DE RED 
CORE MPLS 
P1 - P2 20.0.0.0/30 
P1 - P3 30.0.0.0/30 
P2 - P3 40.0.0.0/30 
PERIMETRO MPLS 
P1 - PE1 10.0.0.0/30 
P2 - PE2 11.0.0.0/30 
P3 - PE3 12.0.0.0/30 
 
PE1 - CE1 13.0.0.0/30 
PE2 - CE2 14.0.0.0/30 
CONEXIÓN ULTIMA MILLA 
PE3 - CE3 15.0.0.0/30 
RED LAN 
CE1 192.168.1.0/24 
CE2 192.168.2.0/24 
CE3 192.168.3.0/24 
 
Nota: Adaptado de Asignación de Direcciones IP. Elaboración Propia
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Servicio IPTV entre las sedes, el cual permitirá transferir contenidos multimedia. 
Para la implementación del servicio de video IP se realizaron las siguientes 
configuraciones en la red 
• Configuración del protocolo de enrutamiento OSPF para el 
intercambio de tablas de enrutamiento entre sedes. 
• Configuración del protocolo MPLS en cada router pertenecientes al 
core y perímetro MPLS para brindar mayor velocidad de rutas y procesamiento 
entre router mediante etiquetas MPLS. 
Figura 13 
Configuración de OSPF y MPLS en los routers del core P1, P2 y P3 
   
Nota: Adaptado de Configuración de OSPF y MPLS en los routers del core P1, P2 y P3. Elaboración Propia
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Figura 14 
Tabla de enrutamiento en P1, P2 y P3 
 
 
Nota: Adaptado de Tabla de enrutamiento en P1, P2 y P3. Elaboración Propia
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Figura 15 
Tabla LFIB en router P1, P2 y P3 
 
Nota: Adaptado de Tabla LFIB en router P1, P2 y P3. Elaboración Propia
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Figura 16 
Confirmación de configuraciones en los Reuters PE1, PE2 y PE3 Tabla LIB 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nota: Adaptado de Confirmación de configuraciones en los Reuters PE1, PE2 y PE3 Tabla LIB. Elaboración Propia 
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Figura 17 
Interfaces habilitadas con MPLS en routers PE1, PE2 y PE3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nota: Adaptado de Interfaces habilitadas con MPLS en routers PE1, PE2 y PE3. Elaboración Propia
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Figura 18  
Configuraciones en router CE1, CE2 y CE3 Tabla de ruta OSPF 
  
Nota: Adaptado de Interfaces habilitadas con MPLS en routers PE1, PE2 y PE3. Elaboración Propia. 
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Configuración de la red para la tramision multicast de video en roters CE1, CE2 
y CE3 
Tabla de rutas multicast en CE3 sin trasmisión de video donde se identifica que 
el router P1 con interfaz lo 1.1.1.1 es el punto de encuentro 
Figura 19 
Tabla de rutas multicast en CE3 sin trasmisión de video 
 
Nota: Adaptado de Tabla de rutas multicast en CE3 sin trasmisión de video. Elaboración Propia 
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Figura 20 
 Tabla de rutas multicast en CE3 con trasmisión de video 
Nota: Adaptado de Tabla de rutas multicast en CE3 con trasmisión de video. Elaboración Propia 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
24 
 
Figura 21 
 
Configuración del servidor de video usando VLC 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Nota: Adaptado de Configuración del servidor de video usando VLC. Elaboración Propia 
 
 
Figura 22  
 
Configuración del servidor de video usando VLC  
Nota: Adaptado de Configuración del servidor de video usando VLC. Elaboración Propia 
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Figura 23 
 
Seleccionando la fuente de multicast RTP 
 
 
Nota: Adaptado de Seleccionando la fuente de multicast RTP. Elaboración Propia 
 
Figura 24 
 
Seleccionando la dirección de multicast RTP paso 1 
 
 
Nota: Adaptado de Seleccionando la fuente de multicast RTP paso 1. Elaboración Propia 
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Figura 25 
 
Seleccionando la dirección de multicast RTP paso 2 
 
 
Nota: Adaptado de Seleccionando la fuente de multicast RTP paso 2. Elaboración Propia 
 
Figura 26 
 
Seleccionando la dirección de multicast RTP paso 3 
 
Nota: Adaptado de Seleccionando la fuente de multicast RTP paso 3. Elaboración Propia 
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En las preferencias se ajusto el TTL=10 dado que viene por defecto en 1 y de esta 
forma no al cansaría los routers de las sedes remotas 
 
Figura 27 
 
Seleccionando la dirección de multicast RTP paso 4 
 
Nota: Adaptado de Seleccionando la fuente de multicast RTP paso 4. Elaboración Propia 
 
 
Figura 28 
Reproducción del streaming en el servidor 
 
Nota: Adaptado de Reproducción del streaming en el servidor. Elaboración Propia 
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Figura 29 
 
Configuración de los clientes para el caso se eligió la terminal de barranquilla 
 
Nota: Adaptado de Configuración de los clientes para el caso se eligió la terminal de barranquilla. Elaboración Propia 
Figura 30 
Configuración del RTP del servidor 
Nota: Adaptado de Configuración del RTP del servidor. Elaboración Propia 
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Figura 31 
Captura del video multicast rtp desde el cliente 
 
 
Nota: Adaptado de Captura del video multicast rtp desde el cliente. Elaboración Propia 
 
3. Un plan de calidad de servicios QoS que defina los siguientes porcentajes 
sobre el ancho de banda total (separar tráficos mediante definición de clases): 
• 10% del ancho de banda total para tráfico web 
• 15% para tráfico de voz 
• 20% para tráfico de streaming de video. 
Para aplicar el plan de QoS se aplico las siguientes configuraciones en cada router 
cliente (CE1, CE2 y CE3) con el fin de distribuir la carga de procesamiento y análisis de 
paquetes, por ultimo se aplicó la política a la interface de salida de dichos routers fa0/0 
para garantizar los anchos de banda y prioridades requeridas 
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Figura 32 
 
Listas de acceso 
 
Nota: Adaptado de Listas de acceso. Elaboración Propia 
Figura 33 
Clases y políticas ajustadas por % teniendo en cuenta que los enlaces son de 100 Mbps 
 
Nota: Adaptado de Clases y políticas ajustadas por % teniendo en cuenta que los enlaces son de 100 Mbps. Elaboración 
Propia 
Figura 34 
Aplicación de política QoS en las interfaces fa0/0 CE1 
 
Nota: Adaptado de Aplicación de política QoS en las interfaces fa0/0 CE1. Elaboración Propia 
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Figura 35 
 
Aplicación de política QoS en las interfaces fa0/0 CE2   
 
 
Nota: Adaptado de Aplicación de política QoS en las interfaces fa0/0 CE2. Elaboración Propia 
 
 
Figura 36 
 
Aplicación de política QoS en las interfaces fa0/0 CE3 
  
Nota: Adaptado de Aplicación de política QoS en las interfaces fa0/0 CE3. Elaboración Propia 
 
Nota: 
Erros de exportación archivo fuente GNS3, al intentar exportar el proyecto o 
topología para compartir la simulación, el programa GNS3 arroja un error indicando que 
no puede exportar la topología por tener imágenes virtuales clonadas por lo que 
compartimos archivo previo de la simulación y archivos .txt con la configuración final 
de cada router al igual que las imágenes de las máquinas virtuales utilizadas en la 
actividad 
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Figura 37 
error entregado por GNS3 
 
Nota: Adaptado de error entregado por GNS3. Elaboración Propia 
Link para consultar los archivos de configuración 
https://drive.google.com/file/d/19NfOg6VPRk2f6a_QWJCfdQcrq6kWO 
HUg/view?usp=sharing 
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Conclusiones 
 
Se identificó el propósito de una red IP dentro de una arquitectura NGN para el 
soporte de servicios convergentes, donde dicha convergencia se evidencia a través del 
tratamiento diferenciado de diferentes tipos de tráfico sobe una misma red. 
En la simulación de servicios de NGN se han involucrado los conceptos y 
protocolos de la arquitectura en sus capas, tales como: acceso, transporte, control y 
servicios, estos últimos reflejados en aspectos como la señalización SIP y la 
configuración del protocolo Multicast en aplicación. 
En la implementación de los servicios multimedia, se ha empleado un escenario 
dado, con requerimientos de rendimiento, capacidades y Calidad de servicio (QoS), para 
llevar a cabo el escenario se ha empleado el emulador GNS3, el cual ha permitido tener 
una aproximación más cercana al escenario real de red. 
 
.
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