Abstract. We give tight upper and lower bounds of the cardinality of the index sets of certain hyperbolic crosses which reflect mixed Sobolev-Korobov-type smoothness and mixed Sobolev-analytic-type smoothness in the infinite-dimensional case where specific summability properties of the smoothness indices are fulfilled. These estimates are then applied to the linear approximation of functions from the associated spaces in terms of the ε-dimension of their unit balls. Here, the approximation is based on linear information. Such function spaces appear for example for the solution of parametric and stochastic PDEs. The obtained upper and lower bounds of the approximation error as well as of the associated ε-complexities are completely independent of any dimension. Moreover, the rates are independent of the parameters which define the smoothness properties of the infinite-variate parametric or stochastic part of the solution. These parameters are only contained in the order constants. This way, linear approximation theory becomes possible in the infinite-dimensional case and corresponding infinite-dimensional problems get tractable.
1. Introduction. The efficient approximation of a function of infinitely many variables is an important issue in a lot of applications in physics, finance, engineering and statistics. It arises in uncertainty quantification, computational finance and computational physics and is encountered for example in the numerical treatment of path integrals, stochastic processes, random fields and stochastic or parametric PDEs. While the problem of quadrature of functions in weighted Hilbert spaces with infinitely many variables has recently found a lot of interest in the information based complexity community, see e.g. [3, 16, 17, 15, 29, 30, 34, 35, 39, 41, 47, 48, 49, 52] , there is much less literature on approximation. So far, the approximation of functions in weighted Hilbert spaces with infinitely many variables has been studied for a properly weighted L 2 -error norm 1 in [54] . In any case, a reproducing kernel Hilbert space H K with kernel K = u k u is employed with |u|-dimensional kernels k u where u varies over all finite subsets of N. It involves a sequence of weights γ = (γ u ) that moderate the influence of terms which depend on the variables associated with the finite-dimensional index sets u ⊂ {1, 2, . . . , ∞} = N. Weighted spaces had first been suggested for the finite-dimensional case in [50, 51] . For further details, see [18] and the references cited therein. The approximation of functions with anisotropically weighted Gaussian kernels has been studied in [27] .
Moreover, there is work on sparse grid integration and approximation, see [8] for a survey and bibliography. It recently has found applications in uncertainty quantification for stochastic and parametric PDEs, especially for non-intrusive methods, compare [5, 6, 11, 12, 13, 14, 33, 36, 37, 40, 42, 43] . There, for the stochastic or parametric part of the problem, an anisotropic sparse grid approximation or quadrature is constructed either a priori from knowledge of the covariance decay of the stochastic data or a posteriori by means of dimensionadaptive refinement. This way, the infinite-dimensional case gets truncated dynamically to finite dimensions while the higher dimensions are trivially resolved by the constant one. Here, in contrast to the above-mentioned approach using a weighted reproducing kernel Hilbert space, one usually relies on spaces with smoothness of increasing order, either for the mixed Sobolev smoothness situation or for the analytic setting. Thus, as already noticed in [46] , one may have two options for obtaining tractability: either by using decaying weights or by using increasing smoothness.
Sparse grids and hyperbolic crosses promise to break the curse of dimensionality which appears for conventional approximation methods, at least to some extent. However, the approximation rates and cost complexities of conventional sparse grids for isotropic mixed Sobolev regularity still involve logarithmic terms which grow exponentially with the dimension. In [24, 31] it could be shown that the rate of the approximation error and the cost complexity get completely independent of the dimension for the case of anisotropic mixed Sobolev regularity with sufficiently fast rising smoothness indices. This also follows from results on approximation for anisotropic mixed smoothness, see, e.g., [23, 57] for details. But the constants in the bounds for the approximation error and the cost rate could not be estimated sharply and still depend on the dimension d. Therefore, this result can not straightforwardly be extended to the infinite-dimensional case, i.e. to the limit of d going to ∞.
This will be achieved in the present paper. To this end, we rely on the infinite-variate space H which is the tensor product H := H α (G m ) ⊗ K r (D ∞ ) of the Sobolev space H α (G m ) and the infinite-variate space K r (D ∞ ) of mixed smoothness with varying Korobov-type smoothness indices r = r 1 , r 2 , . . ., or we rely on the tensor product H := H α (G m ) ⊗ A r,p,q (D ∞ ) of H α (G m ) with the infinite-variate space A r,p,q (D ∞ ) of mixed smoothness with varying analytic-type smoothness indices r = r 1 , r 2 , . . . (and p and q entering algebraic prefactors). The approximation error is measured in the tensor product Hilbert space G := H β (G m ) ⊗ L 2 (D ∞ , dµ) with β ≥ 0, which is isomorphic to the Bochner space L 2 (D ∞ , H β (G m )). Here, G denotes either the unit circle (one-dimensional torus) T in the periodic case or the interval I := [−1, 1] in the nonperiodic case. Furthermore, D is either T, I or R, depending on the respective situation under consideration. Altogether, G m denotes the m-fold (tensor-product) domain where the m-dimensional physical coordinates live, whereas D ∞ denotes the infinite-dimensional (tensor-product) domain where the infinite-dimensional stochastic or parametric coordinates live. Moreover,
is the space of all infinite-variate functions f on D ∞ such that D ∞ |f (y)| 2 dµ(y) < ∞ with the infinite tensor product probability measure dµ which is based on properly chosen univariate probability measures.
Here, the spaces 
of mixed Sobolev and analytic smoothnesses with different weights for arbitrary d are naturally contained. Thus, the problem of approximating functions from H in the
−norm in both cases, where d may be large but finite. Now, let us fix some notation which is needed to describe the cost complexity of an approximation. In general, if X is a Hilbert space and W a subset in X, the Kolmogorov n-width d n (W, X) [38] is given by
where the outer infimum is taken over all linear manifolds M n in X of dimension at most n.
2 Furthermore, the so-called ε-dimension n ε = n ε (W, X) is usually employed to quantify the computational complexity. It is defined as
where M n is a linear manifold in X of dimension ≤ n. This quantity is just the inverse of d n (W, X). Indeed, n ε (W, X) is the minimal number n ε such that the approximation of W by a suitably chosen n ε -dimensional subspace M n in X yields the approximation error to be less or equal to ε. Moreover, n ε (W, X) is the smallest number of linear functionals that is needed by an algorithm to give an approximation of f ∈ W with an error of at most ε. From the computational point of view it is more convenient to study n ε (W, X) than d n (W, X) since it is directly related to the computational cost.
The approximation of functions with anisotropic mixed smoothness goes back to papers by various authors from the former Soviet Union, initiated in [1] . We refer the reader to [23, 57] for a survey and bibliography. In particular, in [22] , the rate of the cardinality of anisotropic hyperbolic crosses was computed and used in the estimation of
is the unit ball of the space of bounded anisotropic mixed derivatives r with respect to the L 2 (T d )-norm. Moreover, the ε-dimensions of classes of mixed smoothness were investigated in [19, 20, 21, 25] . Recently, n-widths and ε-dimensions in the classical isotropic Sobolev space H r (T d ) of d-variate periodic functions and of Sobolev classes with mixed and other anisotropic smoothness have been studied for high-dimensional settings [9, 26] . There, although the dimension n of the approximating subspace is the main parameter of the convergence rate, where n is going to infinity, the parameter d may seriously affect this rate when d is large. Now, let U and U d be the unit ball in H and H d , respectively. In the present paper, we give upper and lower bounds for n ε (U, G) and n ε (U d , G d ) for both, the Sobolev-Korobov and the Sobolev-analytic mixed smoothness spaces. To this end, we first derive tight estimates of the cardinalities of hyperbolic cross index sets which are associated to the chosen accuracy ε. Since the corresponding approximations in infinite tensor product Hilbert spaces then possess the accuracy ε, this indeed gives bounds on n ε (U, G) and n ε (U d , G d ). Here, depending on the underlying domain, we focus on approximations by trigonometric polynomials (periodic case) and Legendre and Hermite polynomials (nonperiodic case, bounded and non-bounded domain) with indices from hyperbolic crosses that correspond to frequencies and powers in the infinite-dimensional case. Altogether, we are able to show estimates that are completely independent on any dimension d in both, rates and order constants, provided that a moderate summability condition on the sequence of smoothness indices r holds.
In the following, as example, let us mention one of our main results on the cardinality of hyperbolic crosses in the infinite-dimensional case and on the related ε-dimension. To this end, let m, α, β, r, p, q be given by
(with the additional restriction (α − β)/m < r 1 for the Sobolev-Korobov smoothness case). Then, if moderate summability conditions on the sequence of smoothness indices r hold, we have for every d ∈ N and every ε ∈ (0, 1]
where C depends on m, α, β, r, p, q but not on d. Thus, the upper and lower bounds on the ε-dimension n ε (U d , G d ) are completely free of the dimension for any value of d. These estimates are derived from the relations
and
where G(T ) is the relevant hyperbolic cross induced by T = ε −1 and C is as in (1.2) . Throughout this paper, |G| denotes the cardinality of a finite set G.
Note here the following properties of the right-hand side of (1.2): (i) The upper and lower bounds of n ε (U d , G d ) and n ε (U, G) are tight and independent of d.
(ii) The term ε −m/(α−β) depends on ε, on the dimension m and on the smoothnesses indices α and β of the Sobolev component parts H α (G m ) and H β (G m ) of the spaces H and G only. (iii) The infinite series of smoothness indices r in the Korobov or analytic component parts is contained in C only and does not show up in the rates. (iv) The necessary summability conditions on m, α, β, r, p, q are natural and quite moderate (see e.g. the assumptions of Theorem 3.6). Altogether, the right-hand side of (1.2) is (up to the constant) just the same as the rate which we would obtain from an approximation problem in the energy norm H β (G m ) of functions from the Sobolev space
. Therefore, the ε-dimension and thus the complexity of our infinite-dimensional approximation problem is (up to the constant) just that of the m-dimensional approximation problem without the infinite-variate component.
For an application of our approximation error estimate, let us now assume that an infinite-variate function u is living in G which is isomorphic to the Bochner space L 2 (D ∞ , H β (G m )). Let us furthermore assume that u possesses some higher regularity, i.e., to be precise, assume that u ∈ H with either
Let n = |G(T )| and L n be the projection onto the subspace of suitable polynomials with frequencies or/and powers in G(T ). Then, with the above notation and assumptions for ε-dimensions, we have
where C is as in (1.2) . Indeed, such functions u are, for certain a(x, y) and f (x, y), the solution of the parametric or stochastic elliptic PDE
with homogeneous boundary conditions u(x, y) = 0, x ∈ G m , y ∈ D ∞ . Here, we have to find a real-valued function u : G m ⊗ D ∞ → R such that (1.4) holds dµ-almost everywhere. Thus, our results also shed light on the ε-dimension and the complexity of properly defined linear approximation schemes for infinite-dimensional stochastic/parametric PDEs in the case of linear information.
The remainder of this paper is organized as follows: In Section 2, we establish tight upper and lower bounds for the cardinality of hyperbolic crosses with varying smoothness weights in the infinite-dimensional setting. In Section 3, we study hyperbolic cross approximations and their ε-dimensions in infinite tensor product Hilbert spaces. In Section 4, we consider hyperbolic cross approximations of infinite-variate functions in particular for periodic functions from periodic Sobolev-Korobov-type mixed spaces and for nonperiodic functions from the Sobolev-analytic-type mixed smoothness spaces. In Section 5, we discuss the application of our results to a model problem from parametric/stochastic elliptic PDEs. Finally, we give some concluding remarks in Section 6.
2. The cardinality of hyperbolic crosses in the infinite-dimensional case. In this section, we establish upper and lower bounds for the cardinality of various index sets of hyperbolic crosses in the infinitedimensional case. First, we consider index sets which correspond to the mixed Sobolev-Korobov-type setting with varying polynomial smoothness, then we consider cases with mixed Sobolev-analytic smoothness where also exponential smoothness terms appear.
We will use the following notation: R ∞ is the set of all sequences y = (y j ) ∞ j=1 with y j ∈ R and Z ∞ is the set of all sequences s = (s j ) 2.1. Index sets for mixed Sobolev-Korobov-type smoothness. Let m ∈ Z + , a > 0 be given and let r = (r j )
Here, the coordinates k j possess isotropic smoothness of index a, the first t + 1 coordinates s j of s possess mixed smoothness of index r and the following coordinates s j possess monotonously rising mixed smoothness indices r j . Now, for T > 0, consider the hyperbolic crosses in the infinite-dimensional setting Z
The cardinality of G(ε −1 ) will later describe the necessary dimension of the approximation spaces of the associated linear approximation with accuracy ε.
We want to derive estimates for the cardinality of G(T ). To this end, we will make use of the following lemmata.
Lemma 2.1. Let µ, ν ∈ N with µ ≥ ν, and let ϕ be a convex function on the interval (0, ∞). Then, we have
ϕ(x) dx, and
Proof. Observe that, for a convex function g on [0, 1], there holds true the inequality
Applying this inequality to the functions g k (x) := ϕ(
Hence, we have for any µ, ν ∈ N with µ ≥ ν,
which proves the first and, with µ → ∞, the second inequality of the lemma. Lemma 2.2. Let η > 1. Then, we have
Proof. Since the function x −η is non-negative and convex on (0, ∞), we obtain
by applying Lemma 2.1 for ν = 2.
Lemma 2.3. Let η ∈ R \ (0, 1) and µ ∈ N. Then, we have
Proof. The function x η is non-negative and convex in the interval (0, ∞) for η ∈ R \ (0, 1). Thus, there holds by Lemma 2.1
which implies (2.8).
First of all, for T ≥ 1, m ∈ N, we consider the hyperbolic cross in the finite, m-dimensional case
We have the following bound for the cardinality |Γ(T )|:
Thus, we need to derive an estimate for |Γ * (T )|. From [9, Lemma 2.3, Corollary 3.3], it follows 3 that for every T ≥ 1,
Since m ≥ 1 we immediately obtain the desired estimate. Now, for given m, t ∈ N and a, r > 0, put
(2.14)
Furthermore, define
Next, for T ≥ 1, we consider the hyperbolic crosses in the finite, (m + t + 1)-dimensional case
We have the following bound for the cardinality |H(T )|:
Proof. Let us introduce the following notation for convenience: For n ∈ N m+t+1 , we write n = (n ′ , n ′′ ) with n ′ = (n 1 , ..., n m ) and n ′′ = (n m+1 , ..., n m+t+1 ). We then represent N m+t+1 as
We first consider the case r ≤ a/m. Note that, for every n ∈ H(T ), we have that
Hence, by symmetry of the variables, we have for every T ≥ 1,
The inner sum in the last expression is |Γ(T n ′ )| from (2.12) with m = t + 1. The application of Lemma 2.4 then gives for every T ≥ 1
Now, by applying Lemma 2.3 with k = n m , η = m − 1 − a/r and µ = ⌊T 1/a ⌋ to the sum in the last line of (2.19), we derive 20) which, together with (2.19) and the definitions (2.14) and (2.15), proves (2.17) in the case r ≤ a/m.
Let us now consider the case r > a/m. For a n ′′ ∈ N t+1 we put
Note that, for every n ∈ H(T ), we have that n j ≤ T 1/r , j = m + 1, ..., m + t + 1. By symmetry of the variables, we have for every T ≥ 1,
From (2.10) and the inequality T n ′′ ≥ 1 it follows that
Hence,
With the definitions (2.14) and (2.15), this proves (2.17) in the case r > a/m.
We will frequently use the following well-known bound for infinite products: Let (p j ) ∞ j=1 be a summable sequence of positive numbers, that is
Now we are in the position to state the main result of this section, i.e. we will give explicit bounds on the cardinality of the infinite dimensional hyperbolic cross G(T ) defined in (2.2). To this end, let the triple m, a, r be given by
We put 26) and define, for a nonnegative integer t, the terms
Theorem 2.6. Assume that λ r t+2 > 1 and M (t) < ∞. Then, we have for every T ≥ 1
Proof. Let us show, for example, the last inequality in (2.29) where r < a/m. Let T ≥ 1 be given. Observe that
where 31) and N ∞ * (t) denotes the set of all indices s ′ = (s t+2 , s t+3 , ...) with s j ∈ N such that the set of j ≥ t + 2 with s j = 1 is finite. Here, G * builds with (n, s
This will allow for an easier decomposition later on. But their cardinalities are the same.
Note that, for every (n, s ′ ) ∈ G * (T ), it follows from the definition
We now fix a s ′ ∈ N ∞ * (t) for the moment, and put
is a finite set by definition. We then have T s ′ ≥ 1 and 34) where H(T s ′ ) is defined as in (2.16). For ease of notation, we now use the abbreviation B := B(a, r, m, t). Lemma 2.5 for the case r < a/m gives
Hence, by (2.34) and with s ′ ∈ N ∞ * (t), we have for every T ≥ 1 that there holds
where we used the inequality j∈J(s ′ ) s −rj j ≤ 1 in the last step. Next, let us estimate the sum in the last line. Note that, for every s ′ ∈ H(T, t), it follows from definition (2.31) that s j ≤ T 1/rj , j ≥ t + 2. The condition M (t) < ∞ yields that r j → ∞ as j → ∞. Hence, there exists j * such that s j = 1 for every s ′ ∈ H(T, t) and every j > j * . From this observation we get
The application of Lemma 2.2 gives
Hence, by (2.24), we get the inequality
which, together with (2.36), proves the theorem for the case r < a/m. The other cases can be shown in a similar way.
2.2. Index sets for mixed Sobolev-analytic-type smoothness. In this subsection we consider hyperbolic crosses of a different type with the replacement of λ(k, s) by ρ(k, s) in its definition, where ρ(k, s) now also involves exponentials in the s-dependent part. Such situations appear for example in applications with elliptic stochastic PDEs from uncertainty quantification. There, the arising functions are analytic for the stochastic/parametric y-part of the coordinates where, in many cases, a product structure still appears. In the x-coordinates we will keep our previous Sobolev-type setting, but in the y-coordinates we will switch to exponential terms involving certain weights in the exponents. Furthermore, the exponential terms are multiplied by a polynomial prefactor. To this end, let the 5-tuple m, a, r, p, q be given by
Note that polynomial prefactors of the type (1 + p|s j |) −q indeed appear with values p = 2 and q = 1/2 in estimates for the coefficients of Legendre expansions in specific situations for stochastic elliptic PDEs under the assumption of polyellipse analytic regularity, see e.g. [6, 10, 13, 14] . Also, more general forms of prefactors exist, involving factorials or the gamma function. Furthermore, one may consider individual values p j , q j for each j. For reasons of simplicity, we stick to the case of constant p, q. Here and in what follows, |s| := (|s j |)
for s ∈ Z ∞ * . Now, for T > 0, consider the following hyperbolic cross in the infinite-dimensional case
Again, the cardinality of E(ε −1 ) will later describe the necessary dimension of the approximation spaces of the associated linear approximation with accuracy ε. We want to derive an estimate for the cardinality of E(T ).
Theorem 2.7. Let m ∈ N, a > 0, r = (r j ) ∞ j=1 ∈ R ∞ with r j > 0 and let p = 0, q > 0. Assume that there holds the condition
Then we have for every T ≥ 1
Proof. Let T ≥ 1 be given. Observe that |E(T )| = |E * (T )|, where
Thus, we need to derive an estimate for |E * (T )|. To this end, for s ∈ Z ∞ + * , we put
Note that, for every (k, s) ∈ E * (T ), it follows from the definition of E * (T ) that s ∈ H(T ) where
By definition and the symmetry of the variable k j we have
Hence, since T s ≥ 1, the application of Lemma 2.3 gives
(2.47)
Note furthermore that, for every s ∈ H(T ), it follows from definition (2.41) that s j ≤ (log T )/r j , j ∈ N. The condition M p,q (m) < ∞ yields that r j → ∞ as j → ∞. Hence, there exists a j * such that s j = 0 for every s ∈ H(T ) and every j > j * . From this observation we get
By use of the inequality (2.24) we finally obtain the bound 49) which gives the desired result. In order to estimate E(T ) for the case p > 0, we need an auxiliary lemma. Lemma 2.8. Let η > 0 and let p, q > 0. Assume that
Then, we have
Proof. Set ϕ(x) := e −ηx (1 + px) q . Let us first show that the assumption (2.50) provides the convexity of ϕ on (0, ∞). Changing variables by putting t = 1 + px, we have ϕ(x) = e δ g(t), where δ := η/p and g(t) := e −δt t q .
Observe that the function g is convex for t ≥ 
Summing up we obtain
which proves the lemma. Theorem 2.9. Let m ∈ N, a > 0, r = (r j ) ∞ j=1 ∈ R ∞ with r j > 0 and let p, q > 0. Assume that there hold the conditions Then we have for every T ≥ 1,
Proof. As in the proof of Theorem 2.7, observe that |E(T )| = |E * (T )|, where
In a completely similar way to the proof of Theorem 2.7, we can show that
By use of Lemma 2.8 with η := mr j /a and q := mq/a, and the inequality (2.24), we continue the estimation as
which gives the desired result. Note at this point that the assumption m > 0 is crucial. For the case m = 0, our theorem would no longer give a rate in terms of T but merely a constant. Therefore, we shortly consider the case m = 0 with p = 0 in more detail. To this end, we first focus on the d-dimensional case, i.e. we consider
We have the following bound for the cardinality
r j s j ≤ log T :=T which describes just an index set which is a weighted discrete simplex in d dimensions of sizeT . Then we obtain with [4] the desired result. For further aspects and a slight improvement on the lower bound, see also [45] . This directly shows that we now only have a logarithmic cost rate in T , which is however exponential in the dimension d. Moreover, the order constant depends on d. Thus, we can not directly go to the infinitedimensional limit d → ∞. If we settle for a slightly higher cost rate instead, then, in certain cases, upper bounds can still be derived, which are completely independent of d and also hold in the infinite-dimensional case. To this end, note that we need to resolve for a given T only up to a certain dimension d = d(T ) since in the higher dimensions d + j, j > 0 we encounter just index values s d+j = 0 due to the definition of E d (T ). Therefore, let r j ≤ log T, j = 1, . . . d,. Then, we get 
Now we consider the asymptotic behavior of the r j in more detail. For example, in the situation r j ≥ e · j, we have
i.e. we obtain a cost rate bound of e 2π T which is independent of d. In the situation r j ≥ e · j 2 we get analogously the bound
which again is independent of d and grows slower than any polynomial in T . If necessary, this bound can be further improved by a factor of 1/ √ log T . In the general case, we have the following lemma: Lemma 2.11. Let m = 0 and p = 0. Furthermore, let r j ≥ ωj τ , where ω, τ > 0, and let
Then, for the cardinality of the hyperbolic cross E(T ) in the infinite-dimensional case, there holds the bound
Proof. Consider again the case of finite d from Lemma 2.10. From the assumption r j ≥ ωj τ it follows that
. Now, recall the upper bound from (2.59). By employing
which is independent of d. Therefore, this is also a bound on |E(T )|. Altogether this shows a cost rate which is for τ > 1 better than any algebraic rate and only slightly worse than any logarithmic rate. 4 Moreover, for 0 < τ < 1, we get a meaningful estimate from our approach at all. This has to be compared to results which were derived elsewhere by means of Stechkin's Lemma using so called p-summability and δ-admissibility conditions that are based on complex analytic regularity assumptions on polydiscs/polyellipses. In contrast to that, we only have to count the cardinality of the respective hyperbolic cross induced by T and the smoothness indices r. But we will have to use a Hilbert space structure (and not just a Banach space). Moreover, we have to assume a monotone ordering of the smoothness indices r to be given in the first place.
Extensions.
In the previous two subsections, we gave upper bounds for the cardinality of hyperbolic crosses in the infinite-dimensional case for the setting of nonperiodic mixed Sobolev-Korobov-type and nonperiodic Sobolev-analytic-type smoothness indices, i.e. we specifically considered the subsets G(T ) ⊂ Z This leads, in addition to the fully nonperiodic case which we already dealt with, to corresponding results for the fully periodic case and for the nonperiodic-periodic and periodic-nonperiodic counterparts.
To simplify the presentation, we need some new notation. We use the letter I to denote either Z m + or Z m , and J to denote either Z ∞ + * or Z ∞ * . Furthermore, we use the letter S to denote either K or A, i.e. the Korobov or the analytic setting. We then can define the hyperbolic crosses in the infinite-dimensional case
where S ∈ {K, A} . 
with A(a, r, m, t, T ) from (2.15), M (t) from (2.27) and M p,q from (2.42) for p = 0 and from (2.53) for p > 0. accuracy ε = T −1 that is obtained for fixed cost M . Thus, we obtain a rate for the approximation error which is for τ > 1 better than any algebraic rate and is only slightly worse than any exponential rate. For 0 < τ < 1, we get a meaningful rate at all.
Furthermore, let us define
with B(a, r, m, t) from (2.14).
We are now in the position to state a generalized theorem which covers all different possible cases. Theorem 2.12. For the case S = K, let the triple m, a, r be given as in ( 2.25), and, for the case S = A, let the 5-tuple m, a, r, p, q be given as in (2.39). Suppose that there hold the assumptions of Theorem 2.6 if S = K, and the assumptions of Theorem 2.7 if S = A, p = 0, and of Theorem 2.9 if S = A, p > 0. Then, we have for
We here refrain from giving explicit proofs since they are similar to these of the last two subsections involving just obvious modifications. We finish this section by giving a simple lower bound for |G 3. Hyperbolic cross approximation in infinite tensor product Hilbert spaces. In this section, we present the basic framework for our approximation theory in the infinite-dimensional case which is based on infinite tensor product Hilbert spaces. Then, we consider specific instances of our general theory and define the mixed Sobolev-Korobov-type and mixed Sobolev-analytic-type spaces mentioned in the introduction.
Infinite tensor product Hilbert spaces and general approximation results.
We recall the notion of the infinite tensor product of separable Hilbert spaces. Let H j , j = 1, ..., m, be separable Hilbert spaces with inner products ·, · j . First, we define the finite-dimensional tensor product of H j , j = 1, ..., m, as the tensor vector space H 1 × H 2 × · · · × H m equipped with the inner product
By taking the completion under this inner product, the resulting Hilbert space is defined as the tensor product space H 1 ⊗ H 2 ⊗ · · · ⊗ H m of H j , j = 1, ..., m. Next, we consider the infinite-dimensional case. If H j , j ∈ N, is a collection of Hilbert spaces and ξ j , j ∈ N, is a collection of unit vectors in these Hilbert spaces then the infinite tensor product ⊗ j∈N H j is the completion of the set of all finite linear combinations of simple tensor vectors ⊗ j∈N φ j where all but finitely many of the φ j 's are equal to the corresponding ξ j . The inner product of ⊗ j∈N φ j and ⊗ j∈N ψ j is defined as in (3.1). For details on infinite tensor product of Hilbert spaces, see [7] . Now, we will need a tensor product of Hilbert spaces of a special structure. Let H 1 and H 2 be given two infinite dimensional separable Hilbert spaces. Consider the infinite tensor product Hilbert space
In the following, we use the letters I, J to denote either Z + or Z. Recall also that we use the letter I to denote either Z 
Moreover, the set {φ k,s } (k,s)∈I⊗J is an orthonormal basis of L, where
Thus, every f ∈ L can by represented by the series
where f k,s := f, φ k,s is the (k, s)th coefficient of f with respect to the orthonormal basis {φ k,s } (k,s)∈I⊗J . Furthermore, there holds Parseval's identity
Now let us assume that a general sequence of scalars λ := {λ(k, s)} (k,s)∈I⊗J with λ(k, s) = 0 is given. Then, we define the associated space L λ as the set of all functions f ∈ L such that there exists a g ∈ L such that
The norm of L λ is defined by f L λ := g L . From the definition (3.7) and Parseval's identity we can see that 9) and the subspace P(T ) of all g ∈ L of the form
We are interested in the L ν -norm approximation of elements from L λ by elements from P(T ). To this end, for f ∈ L and T ≥ 0, we define the operator S T as
We make the assumption throughout this section that G I⊗J (T ) is a finite set for every T > 0. Obviously, S T is the orthogonal projection onto P(T ). Furthermore, we define the set G I⊗J d (T ), the subspace P d (T ) and the operator S d,T (f ) in the same way by replacing J by J d .
The following lemma gives an upper bound for the error of the orthogonal projection S T with respect to the parameter T .
Lemma 3.1. For arbitrary T ≥ 1, we have
From the definition of the spaces L λ and L ν and the definition (3.8) of the associated norms . L λ and . L ν , we get
We then have the following corollary:
Next, we give a Bernstein-type inequality. Lemma 3.3. For arbitrary T ≥ 1, we have
Proof. Let f ∈ P(T ). From (3.8) , the definition of L λ and L ν and the definition (3.8) of the associated norms . L λ and . L ν , it follows that
Now we are in the position to give lower and upper bounds on the ε-dimension n ε (U λ , L ν ). Lemma 3.4. Let ε ∈ (0, 1]. Then, we have
Proof. Put T = 1/ε and let
To prove the first inequality, we need the following result on Kolmogorov n-widths of the unit ball [58, Theorem 1]: Let L n be an n-dimensional subspace in a Banach space X, and B n (δ) := {f ∈ L n : f X ≤ δ}, δ > 0. Then
From Lemma 3.3, we obtain
Note here that n := dim P(T ) = |G I⊗J (1/ε)|. Hence, from (3.17) and (3.16) it follows that
This proves the first inequality in (3.15). The second inequality follows from Corollary 3.2.
In a similar way, by using the set G I⊗J d (T ), the subspace P d (T ) and the operator S d,T (f ), we can prove the following lemma for
3.2. Results for mixed Sobolev-Korobov-type and mixed Sobolev-analytic-type spaces. So far, we laid out the basic framework for our theory in the infinite-dimensional case, where the error of an approximation is measured in the . L ν -norm and the functions to be approximated are from the space L λ with associated, given general sequences ν and λ. In the following, we will get more specific and we will plug in particular sequences ν and λ. They define the Sobolev-Korobov-type spaces and Sobolev-analytic-type spaces mentioned in the introduction, whose indices were already used for the definition of the hyperbolic crosses in Section 2. To this end, we will use Sobolev-type spaces for H m 1 , Korobov-type spaces for H ∞ 2 , and analytic-type spaces for H ∞ 2 in (3.2). First, for given α ≥ 0, we define the scalar λ m,α (k), k ∈ I, by
The Sobolev-type space K α is then defined as the set of all functions f ∈ H m 1 such that there exists a g ∈ H m 1 such that 20) where g k := g, φ 1,k is the kth coefficient of g with respect to the orthonormal basis {φ 1,k } k∈I . The norm of K α is defined by
Second, for given r ∈ R ∞ + , we define the scalar ρ r (s), s ∈ J , by
The Korobov-type space K r is then defined as the set of all functions f ∈ H ∞ 2 such that there exists a g ∈ H ∞ 2 such that
where g s := g, φ 2,s is the sth coefficient of g with respect to the orthonormal basis {φ 2,s } s∈J . The norm of K r is defined by
Third, for given r ∈ R ∞ + , p, q ≥ 0, we define the scalar ρ r,p,q (s), s ∈ J , by
The analytic-type space A r,p,q and its norm are then defined as in (3.23) and (3.24) by replacing ρ r (s) with ρ r,p,q (s). Note at this point that the spaces K α , K r and A r,p,q are themselves Hilbert spaces with their naturally induced inner product. This means that if g, g ′ represent f, f ′ as in (3.21) or (3.24), then f, f ′ := g, g ′ . For α ≥ β ≥ 0, we now define the spaces G and H by
Here, H ∞ 2 is given in (3.2). The space H is called Sobolev-Korobov-type space if F = K r in (3.26) and Sobolevanalytic-type space if F = A r,p,q . From these definitions we can see that G and H are special cases of L in (3.2) . Moreover,
Furthermore, denoting by S either K or A (cf. Subsection 2.3), we see that 28) where λ S (k, s) = λ m,α (k)ρ r (s) if S = K and λ S (k, s) = λ m,α (k)ρ r,p,q (s) if S = A, respectively. We also consider the subspaces
We are now in the position to state the properties of the hyperbolic cross approximation of functions from H with respect to the G-norm. To this end, we fix the parameters m, α, β, r, p, q in the definition of G and H, and put a = α − β. We will assume that, for S = K, the triple m, a, r is given as in (2.25) and, for S = A, the 5-tuple m, a, r, p, q is given as in (2.39) . Denote by U the unit ball in H, i.e., U := {f ∈ H : f H ≤ 1}, and by U d the unit ball in H d , i.e., U d := {f ∈ H d : f H ≤ 1}. Then, from Corollary 3.2, the Lemmata 3.4 and 3.5 and the Theorems 2.12 and 2.13, we obtain the following result: Theorem 3.6. Let α > β ≥ 0, let a = α − β, let, for S = K, the triple m, a, r be given as in (2.25), and let, for S = A, the 5-tuple m, a, r, p, q be given as in (2.39) . Suppose that there hold the assumptions of Theorem 2.6 if S = K, and the assumptions of Theorem 2.7 if S = A, p = 0, and Theorem 2.9 if S = A, p > 0. Then, we have for every d ∈ N and every ε ∈ (0, 1]
where C S I⊗J and A S (T ) are as in (2.63) and (2.62), respectively. Moreover, it holds
4. Hyperbolic cross approximation of specific infinite-variate functions: Two examples. In this section, we make the results of the previous section for hyperbolic cross approximation of infinite-variate functions more specific. We will consider two situations as examples: First, the approximation of infinitevariate periodic functions from Sobolev-Korobov-type spaces and, second, the approximation of infinite-variate nonperiodic functions from Sobolev-analytic-type spaces. Note that the other possible cases can be treated in an analogous way.
4.1. Approximation of infinite-variate periodic functions. Denote by T the one-dimensional torus represented as the interval [0, 1] with identification of the end points 0 and 1. Let us define a probability measure on T ∞ . It is the infinite tensor product measure dµ of the univariate Lebesgue measures dy j on the one-dimensional T, i.e. dµ = j∈N dy j . The sigma algebra Σ for dµ is generated by the periodic finite rectangles j∈Z I j where only a finite number of the I j are different from T and those that are different are periodic intervals contained in T. Then, (T ∞ , Σ, dµ) is a probability space. Now, let L 2 (T ∞ ) := L 2 (T ∞ , dµ) denote the Hilbert space of functions on T ∞ equipped with the inner product f, g :
be the usual Hilbert space of Lebesgue square-integrable functions on T m . Then, we set
where e s (y) := e i2πsy . Note that s) is the (k, s)th Fourier coefficient of f . Hence, putting
Next, based on the orthonormal bases {φ 1,k } k∈I := {e k } k∈Z and {φ 2,s } s∈J := {e s } s∈Z for the two spaces H 1 and H 2 in (3.2) with I = J = Z, respectively, we construct the associated Sobolev-type spaces K β (T m ⊗ T ∞ ) and the associated Sobolev-Korobov-type spaces K α,r (T m ⊗ T ∞ ) for the periodic case as
where G and H are defined 5 as in (3.26) with F = K r and the triple m, α, r as in (2.25) . Furthermore, we set
For T ≥ 0, let us denote by T (T ) the subspace of trigonometric polynomials g of the form
where
5 At this point, note a slight abuse of notation. In (3.26) , the K β only relates to H m 1 . 22 and, with a = α − β,
For f ∈ L 2 (T m ⊗ T ∞ ) and T ≥ 0, we define the Fourier operator S T as
, respectively. Now, from the Theorems 3.6, 2.12 and 2.13, the results on the hyperbolic cross approximation in infinite tensor product Hilbert spaces of Section 3 can be reformulated for the approximation of periodic functions in Sobolev-Korobov-type spaces as follows.
Theorem 4.1. Let α > β ≥ 0, let a = α − β and let the triple m, a, r be given as in (2.25) . Suppose that there hold the assumptions of Theorem 2.6. With
we have for every d ∈ N and every ε ∈ (0, 1]
3)
where C := 2 m e 2M(t) B(α − β, r, m, t) with M (t) from (2.27) and B(a, r, m, t) from (2.14), and
Note at this point that we discussed here only the example involving the Sobolev-Korobov-type space. The Sobolev-analytic-type space as well as other combinations for the periodic case can be defined and dealt with in an analogous way if necessary.
Approximation of infinite-variate nonperiodic functions.
In the following, we consider the nonperiodic case in more detail. Here, we focus on two types of domains, R and I := [−1, 1]. To this end, we use the letter D to denote either I or R. Let us define a probability measure dµ on D ∞ . For D = I, a probability measure on I ∞ is the infinite tensor product measure dµ of the univariate uniform probability measures on the one-dimensional I, i.e. dµ = j∈Z 1 2 dy j . For D = R, a probability measure on R ∞ is the infinite tensor product measure dµ of the univariate Gaussian probability measure on R, i.e. dµ = j∈Z (2π) −1/2 exp(−y 2 j /2)dy j . The sigma algebra Σ for dµ is generated by the finite rectangles j∈N I j , where only a finite number of the I j are different from D and those that are different are intervals contained in D. Then, (D ∞ , Σ, dµ) is a probability space. Now, let L 2 (D ∞ , dµ) denote the Hilbert space of functions on D ∞ equipped with the inner product f, g :=
In what follows, dµ is fixed, and for convention, we write 
be the family of univariate orthonormal Legendre polynomials in L 2 (I, be the family of univariate orthonormal Hermite polynomials in L 2 (R, dµ) with associated univariate measure dµ(y) := (2π) −1/2 exp(−y 2 /2)dy. We set
Next, based on the orthonormal bases {φ 1,k } k∈I and {φ 2,s } s∈J for the two spaces H 1 and H 2 in (3.2) with I = J = Z + as defined in (4.4), respectively, we construct the associated Sobolev-Korobov-type spaces
and the associated Sobolev-analytic-type spaces A α,r,p,q (I m ⊗ D ∞ ) for the nonperiodic case as
where G and H are defined 6 as in (3.26) with F = A r,p,q and the 5-tuple m, α, r, p, q as in (2.39). Furthermore, we set
For T ≥ 0, we denote by P A (T ) the subspace of polynomials g of the form
x only. If there is not enough smoothness, then A r,p,q (D ∞ ) has to be replaced by K r (D ∞ ) (with some different r), but the mixed regularity structure between x− and y−part remains. 7 Thus, we first consider the case where u(x, ·) is in a space of analytic-type smoothness r, p, q for each x with certain smoothness indices r, p, q. Then, we consider the case where u(x, ·) is in a space of Korobov-type smoothness r.
In what follows, we keep the notation of the Sections 3 and 4, and in particular, the notation of Subsection 4.2. Let α > β ≥ 0, a = α − β and the 5-tuple m, a, r, p, q be given as in (2.39) . For convenience, we allow, again by a slight abuse of notation, for the identification
and allow for u to belong to the space of analytic-type smoothness
We then are just in the situations which we analyzed in Subsection 4.2. Let us combine the Theorems 3.6, 2.7 and 2.9 and reformulate them in a more conventional form. Taking 
where P A (T ) is defined by (4.5). Suppose that there hold the assumptions of Theorem 2.7 if p = 0, and the assumptions of Theorem 2.9 if p > 0. From the Theorems 3.6, 2.7 and 2.9 we obtain an error bound of the approximation of the solution u by L n as
Next, we consider the case where u(x, ·) is only in a space of Korobov-type smoothness r. To this end, recall the details of Subsection 4.2. Again, based on the orthonormal bases {φ 1,k } k∈I and {φ 2,s } s∈J for the two spaces H 1 and H 2 in (3.2) with I = J = Z + as defined in (4.4), respectively, we construct the Korobov-type spaces Then, we see from Theorem 3.6 that for arbitrary T ≥ 1
On the other hand, let α > β ≥ 0, let a = α − β and let the triple m, a, r be given as in (2.25) . Suppose that there hold the assumptions of Theorem 2.6 and moreover, r > (α − β)/m. Then, we have by Theorem 2.6 for every T ≥ 1, Note finally that the results in this section can be extended without difficulty to the periodic setting or to mixed periodic and nonperiodic settings of (5.1).
6. Concluding remarks. In this article we have shown how the determination of the ε-dimension for the approximation of infinite-variate function classes with anisotropic mixed smoothness can be reduced to the problem of tight bounds of the cardinality of associated hyperbolic crosses in the infinite-dimensional case. Moreover, we explicitly computed such bounds for a range of function classes and spaces. Here, the approximation was based on linear information. The obtained upper and lower bounds of the ε-complexities as well as the convergence rates of the associated approximation error are completely independent of any dimension provided that moderate and quite natural summability conditions on the smoothness indices of the underlying infinite-variate spaces are valid. These parameters are only contained in the order constants. This way, linear approximation theory becomes possible in the infinite-dimensional case and corresponding infinite-dimensional problems get manageable.
For the example of the approximation of the solution of an elliptic stochastic PDE it indeed turned out that the infinite-variate stochastic part of the problem has completely disappeared from the cost complexities and the convergence rates and influences only the constants. Hence, these problems are strongly polynomially tractable (see [44] for a definition). Note at this point that the m-variate physical part of the problem and the infinite-variate stochastic part are not separately treated in our analysis but are collectively approximated where the hyperbolic cross approximation involves a simultaneous projection onto both parts which profits from the mixed regularity situation and the corresponding product construction. Here, we restricted ourselves to a Hilbert space setting and to linear information. Furthermore, we considered an a priori, linear approximation approach.
We believe that our analysis can be generalized to the Banach space situation, in particular, to the L 1 -and L ∞ -setting which is related to problems of interpolation, integration and collocation. Then, instead of linear information, standard information via point values is employed and non-intrusive techniques can be studied, which are widely used in practice. To this end, the efficient approximative computation of the coefficients f k,s still needs to be investigated and analyzed in detail. We hope that some of the ideas and techniques presented in the this paper will be useful there.
For our analysis, we assumed the a priori knowledge of the smoothness indices and their monotone ordering. This is sound if these smoothness indices stem from an eigenvalue analysis of the covariance structure of the underlying problem and are explicitly known or at least computable. If this is however not the case, then, instead of our a priori definition of the hyperbolic crosses from the smoothness indices, we may generate suitable sets of active indices in an a posteriori fashion by means of dimension-adaptivity in a way which is similar to dimension-adaptive sparse grid methods [28, 32] .
Finally, recall that we assume linear information and an associated cost model which assigns a cost of O(1) to each evaluation of a coefficient f k,s . Or, the other way around, we just count each index (k, s) in a hyperbolic cross as one. We may also consider more refined cost models which take into account that the number #(k, s) of non-zero entries of an index (k, s) is always finite. This would allow to relate the cost of an approximation of the coefficient f k,s to the number of non-zero entries of each (k, s) in a hyperbolic cross induced by T . For examples of such refined cost models, see e.g. the discussion in [18] and the references cited therein. In our case, this would lead to a cost analysis where the cardinality of the respective hyperbolic cross is not just counted by adding up ones in the summation, but by instead adding up values which depend on #(k, s) via e.g. a function thereof, which reflects the respective cost model.
