Abstract. We present an a posteriori hp-adaptive algorithm for shells. In an hp-solver there are two ways to increase accuracy: one can either refine the mesh (h-step) or increase the degree of the polynomial (p-step). In the adaptive setting it is also necessary to have the capability to reverse already made decisions.
Introduction
Thin shell problems are known to be challenging due to their dependence on the dimensionless thickness and effects of the shell geometry. The solution of a given shell problem can be viewed as a linear combination of features each of which has its own characteristic length scale: the smooth component with scale equal to the diameter of the shell and the layers which can occur at the boundaries or inside the domain.
Here we consider the a posteriori adaptive hp-FEM solution of thin shells of revolution using standard finite elements. The choice of high order finite elements is due to numerical locking in shells, see e.g. [4] .
In the context of shells with the problem of numerical locking present, the question of choosing the correct initial setup is central. Our approach is: Probe for locking by solving the problem with minimal mesh but various polynomial degrees. The idea is not to minimize the energy but to get a picture of the relative sizes of the energy components. In the numerical experiments we show this is to be a very effective strategy.
Shell Model

Shell geometry
By shell we mean a three-dimensional domain Ω = (x, y, z) ∈ R 3 |(x, y) ∈ ω, − d 2
where d is the thickness of the shell, and ω is the mid-surface of the shell. Here we are interested in shells of revolution for which the mid-surface can be defined as ω = (x 1 , x 2 , x 3 ) ∈ R 3 | x 
Naghdi Model
Our two-dimensional shell model is the so-called Naghdi model, with a five-component displacement vector field u = (u, v, w, θ, ψ), where the first three components are the axial displacements and the remaining two rotations in longitudinal and latitudinal directions, respectively. The total energy is given by the quadratic functional
where A represents deformation energy and Q is the load-induced potential energy. The deformation energy consists of three parts: bending (A B ), membrane(A M ), and shear(A S ):
with definitions
where ν is the Poisson number and A 1 , A 2 are Lamé parameters, defined for shells of revolution in terms of the geometry function Φ:
Further we need the principal curvature radii:
Thus, we can write the expressions for bending, membrane, and shear strains, κ ij , β ij , ρ i , 
),
The energy norm ||| · ||| is defined in terms of the deformation energy (2):
Let us also introduce notation for different energy components:
Variational Formulation
We solve by minimizing the total energy (1), which in turn leads to a following variational problem:
3. Adaptive Algorithm 3.1. Detecting Locking Our basic tenet is that detection of possible bending locking is central to success of any a posteriori scheme for shells. Here we rely on the p-method: We simply use a minimal mesh to probe for any possible changes in the energy distributions. Consider a cylindrical shell defined by Φ = 1 with d = 1/100 and load f (x, y) = cos(2y). The computational domain (0, 1) × (0, π/4) is discretized using two triangles either free or clamped boundary conditions. In Tables 1 and 2 we give a break-up of energy distributions in terms of p. Note how in the bending-dominating case (free boundary) we observe a dramatic change in bending energy at p = 3.
Error Indicators
Our error indicators are bubble-mode based. Let us denote the solution space (without bubbles) with U h and the additional bubble modes with U + h . Let u h be the discrete solution:
Taking u h as known, we add bubbles u
h to the solution vector. Thus, the problem becomes: Find u
Since every bubble is supported by exactly one element, the problem (11) can be solved elementby-element:
e = 1, . . . , e max . Since the solution lies in a subspace of U we can transform (12) with (10) so that we end up with
The problem (13) can be interpreted so that the error
Error is measured in the energy norm, so the elemental error indicator is and the corresponding global indicator
Estimation of Sobolev Regularity
Let us first consider the reference interval (−1, 1) and a functionû ∈ L 2 (−1, 1) with Legendre seriesû
whereL i is a Legendre polynomial of degree i. Legendre polynomials are orthogonal
so the coefficientsâ i can be written aŝ
Let us define a sequence {l i } i≥2 usingâ i :
If l = lim i→∞ l i exists and l > 1/2, then
In 2D proceed as above. Let K be a triangle and u ∈ L 2 (K) a function with Legendre series
Here we assume that the shape functions L ij are also orthogonal. Let F denote the mapping from the reference quadrilateralQ = (−1, 1) 2 to K. Then
whereL ij (ξ, η) =L i (ξ)L j (η) and J F is the Jacobian of F . The coefficients a ij are 2 . We want to examine the convergence of the coefficient in ξ-and η-directions, so we define
and the sequences {l ξ,i } i≥2 : {l η,i } i≥2 :
If the limits l ξ = lim i→∞ l η,i and l η = lim i→∞ l η,i exist and l ξ , l η > 1/2, function u belongs to a locally anisotropic Sobolev-space
where
In this paper we only consider the isotropic case, so k := min{k ξ , k η }, and
Estimation of Regularity of Solution u h
Let us examine an element e and assume that there are equal number (m + 1) of Legendre coefficients in both directions; a ij , i, j = 0, . . . , m. Let us define l ξ,i and l η,i as in (23). We approximate the limits using the last coefficients of the sequences:
l ξ and l η are used to compute the highest suitable order of the polynomials on e:
Note that scaling c u u h (c u ∈ R) does not affect the regularity in the general case, sincẽ
that is, lim i→∞li = lim i→∞ l i . However, it is reasonable to require that u h and c u u h have the properties in this sense. Let u h be the numerical solution on the discretization of domain Ω. Let us define domainΩ and the corresponding discretization using mapping G : (x, y) → (c x x, c y y):
We get the functionũ h by scaling u h :
We get the Legendre coefficients ofũ h in one of the elementsK inΩ: 
Here we scale the solution so that their L 2 -norms are equal to 1. Thus, the Legendre coefficients are
The term |K| 1/2 /2 comes from | det J F | 1/2 , which in fact depends on the coordinate η if K is a triangle. In practise we omit this dependence and precompute the term.
The ith
Step of the hp-Algorithm Let us assume that the solution of the step i − 1, u
h , has been computed using the mesh T i−1 h and p-distribution p i−1 . Our goal is to find a solution u i h by refining the mesh and/or altering the p-distribution depending on the error indicators computed from the solution u i−1 h . At each step a set of elements will be subjected to splitting, S i 0 , increasing of degree, U i 0 , or decreasing of degree, D i 0 . We drop the subscript 0 to indicate modifications at step i. Further, the setŨ i includes the elements subject to smoothing of the p-distribution. Local changes in p can lead to highly uneven p-distribution. We smoothen by increasing the degree in some additional elements: If the degree of at least two neighbours of e, e 1 and e 2 , is greater than that of e, p e < p e 1 , p e 2 , we set p e = min{p e 1 , p e 2 }.
Numerical Experiments
In this section we consider three configurations.
(i) Free Cylindrical Shell: As above, our cylinder is defined by Φ(x) = 1 over −1 ≤ x ≤ 1, and d = 1/100. Loading is f w (x, y) = cos 2y so that all symmetries can be taken into account. The expected boundary layers are of types √ t and t. In this example numerical locking plays a significant role. In Figure 1 (a) we see that in terms of the error indicator, there is no convergence at p = 1. In reality the convergence is very slow, but the error indicator fails due to locking. On the other hand, for higher values of p we get the expected results, with hp-adaptive algorithm being the most efficient one when compared against fixed p variable h -variants. Yet, Figure 1(b) shows that the high condition number starts to affect the quality of the solution and convergence stalls at very large systems. In Figure 2 we show various meshes with p-distributions. The most notable one is Figure  2 (a), where we see that for fixed p = 2 the algorithm refines everywhere which is appropriate for the longest characteristic length scale. Yet, there is only very slow convergence. t-layer, we choose d = 1/10000 for contrast with the cut cylinder above. In Figure 4 we have two stages of the algorithm. Note how the algorithm resolves the components of the solution in order: first the area close to or under the load, then the internal layer, and eventually (not really clear here) the boundary layer. Note also that the algorithm doesn't touch elements outside the layers (white regions).
Conclusions
Our algorithm has the advantage that we do not assume any characteristics of the solution. However, the next challenge is to combine our adaptive scheme with a priori knowledge on the solution either given by an engineer or detected by some automatic means. 
