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Two-Phase Flow With Phase
Change in Porous Channels
Phase change heat transfer in porous media finds applications in various geological
flows and modern heat pipes. We present a study to show the effect of phase change on
heat transfer in a porous channel. We show that the ratio of Jakob numbers based on
wall superheat and inlet fluid subcooling governs the liquid–vapor interface location in
the porous channel and below a critical value of the ratio, the liquid penetrates all the
way to the extent of the channel in the flow direction. In such cases, the Nusselt number is
higher due to the proximity of the liquid–vapor interface to the heat loads. For higher
heat loads or lower subcooling of the liquid, the liquid–vapor interface is pushed toward
the inlet, and heat transfer occurs through a wider vapor region thus resulting in a lower
Nusselt number. This study is relevant in the designing of efficient two-phase heat
exchangers such as capillary suction based heat pipes where a prior estimation of the
interface location for the maximum heat load is required to ensure that the liquid–vapor
interface is always inside the porous block for its operation. [DOI: 10.1115/1.4029458]
1 Introduction
Heat transfer in porous media finds applications in various geo-
logical systems such as drying of soils and geothermal energy pro-
duction, chemical industries, and thermal packaging solutions.
The performance of a chip in an electronic equipment is limited
more by the cooling issues rather than the technological advance-
ments in manufacturing. In electronic cooling applications, heat
loads of the order of 10–20 kW unit of heat per rack are observed
and due to the increasing requirement of densification of such sys-
tems this may go above 60 kW per rack [1]. Incropera [2] dis-
cusses several cooling concepts, including forced and mixed
convection of cooled air and heat transfer with phase change, for
dense electronic systems. He concluded that liquid based cooling
and use of two-phase thermosyphons offer brighter prospects for
moderate to high heat fluxes. For higher loads, convective cooling
by blowing cool air on electronic equipments is not efficient.
Direct liquid cooling has been proposed as a viable option for
higher heat loads [3–5]. However, the requirement of chemically
inert coolants of high dielectric strength and boiling temperatures
in the range of desired heat loads limits the choice of fluids.
Refrigerants such as R134a have been used in heat pipes which
are now commercially available. Such refrigerants also offer low
boiling temperatures and thus high heat sinks can be achieved.
Another issue that limits the efficiency of heat transfer from
heat sources is the available surface area for heat transfer.
Recently, porous blocks made up of good thermal conductors
have been proposed to provide larger surface to volume ratio thus
enabling more heat exchange between the heated solid and the
subcooled liquid [6,7]. Use of porous baffles has shown heat trans-
fer enhancement compared to solid baffles in serpentine channel
based heat exchangers [8]. Thermosyphon effects can be effec-
tively used to complete the loop to condense the vapor to liquid
near air-cooled heat sinks. Phase change heat transfer is of high
relevance particularly at higher heat loads. Heat transfer through
porous blocks has also been used to design continuously running
self-reliant heat transfer loops. Porous wick is used in the evapora-
tor of a capillary pumped loop (CPL) to drive the flow from the
condenser to the evaporator where phase change occurs due to the
heat absorbed from the heat-load [9,10]. The vapor so formed
runs through a vapor line to eventually reject heat and condense in
the condenser of the heat pipe. This provides the flexibility in
designing heat exchangers where the heat sink is not adjacent to
the heat source.
Single-phase heat transfer in porous media has been extensively
studied. However, in certain applications involving high heat
loads, two-phase flow with phase change as discussed above needs
to be studied. Experimental studies are limited due to the lack of
optical access to the regions of flow in a porous medium and also
temperature measurements are difficult to make. Numerical meth-
ods provide a viable tool to perform a detailed study of the physi-
cal phenomena during the two-phase flow with phase change
through a porous channel. There are several approaches in the lit-
erature to this effect. Figus et al. [11] performed numerical simu-
lations of vapor growth in a porous structure using a Galerkin
finite element method and solved for the liquid and vapor regions
separately imposing appropriate boundary conditions at the
liquid–vapor interface. Using a pore network model they showed
that when the pore size is characterized by a single pore size both
continuum and pore network models are equivalent but continuum
method is unable to capture the physics of porous structure with
varying pore sizes. The continuum model used in this study was
similar to the Lagrangian method presented in Demidov and
Yatsenko [12]. Demidov and Yatsenko studied the vapor growth
on a heated plate adjacent to a porous structure. They also incor-
porated the effect of thin liquid meniscus at the junction of heated
surface and the porous structure on the overall heat transfer. In the
above studies. Darcy’s model was considered for both the vapor
and liquid and both the phases were separated by a well defined
interface. Meakin and Xu [13] proposed a dissipative particle
dynamics based algorithm for simulation of two-phase flow at the
pore level and compared their results with the volume of fluid
method [14]. A volume of fluid based method was proposed by
Carciofi et al. [15] for two-phase flow in porous medium. A modi-
fied pressure was defined to account for the jump in pressure due
to capillary forces. Such a macroscopic model for the interface
description in porous media is valid only for highly porous
mediums and fails to capture the residuals of one phase in another
at the pore level. Two-phase flow in a porous media that accounts
for such residuals uses relative permeabilities of the phases, which
is a function of the saturation field. Using such a model, Riaz and
Tchelepi [16] simulated imbibition in a porous channel by solving
the Darcy’s equations using a spectral method and captured vis-
cous fingering of the two-phase front in a porous media.
In this study, we simulate two-phase flow with phase change in
a porous channel with heated walls by using the implicit pressure
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and explicit saturation (IMPES) algorithm [17] along with the
energy equation. We include the effect of phase change by using
the volume source terms in the saturation and pressure equations
and a heat sink term in the energy equation. The amount of phase
change is estimated such that the interface is maintained at the sat-
uration temperature [18]. The algorithm has been validated by
solving the imbibition problem in a porous channel and comparing
the results with the analytical solution obtained by performing
Buckley–Leverett analysis [19,20]. We show the effect of phase
change on the cooling in porous channels around the heat loads at
a section of the walls of the channel. In particular, we show that
the critical heat flux (wall superheat) beyond which liquid is
evaporated up to the inlet strongly depends on the amount of sub-
cooling of the liquid at the inlet. We propose the ratio of Jakob
numbers, defined based on the wall superheat and the amount of
subcooling of the liquid, as the parameter for the determination of
the steady-state interface location and averaged Nusselt number in
a given porous block. We show that beyond a critical subcooling,
liquid passes through a section of the channel all the way to the
exit. Such configurations are more effective in cooling as the
liquid–vapor interface is close to the heated wall, thus resulting in
high heat fluxes. The paper has been organized as follows: gov-
erning equations and the numerical approach have been discussed
in Sec. 2. Results and discussion are presented in Sec. 3, and
important conclusions from the study are mentioned in Sec. 4.
2 Problem Formulation
Evaporator of a heat pipe can be modeled as a thin porous chan-
nel with liquid imbibed from the left end (see Fig. 1). Heating ele-
ments are placed in the center of both the channel walls. Liquid is
evaporated at heat loads above the saturation temperature and the
vapor thus formed flows out from the right end. The channel is of
width H and length L. Heating elements of length L0 are placed in
the center of the porous channel of porosity /.
2.1 Governing Equations. Governing equations for the
simultaneous flow of two immiscible fluids through a porous
medium are described below [21,22]. Neglecting the inertial terms
for low porosity media, momentum conservation is given by the




rpa  bað Þ (1)
where K is the absolute permeability, ua; kra, and la are the veloc-
ity, relative permeability, and viscosity, respectively, of phase a
and pa is the pressure. The volumetric body force in the phase a is
ba. The two phases in porous media are usually defined, based on
their relative wettabilities, as wetting and nonwetting, and repre-
sented with subscripts w and n, respectively. For two-phase flows,
the void space is occupied by only the two phases, and therefore
sw þ sn ¼ 1 (2)
where sw (or sn) is the fraction of the volume of the available
void space of the porous medium occupied by the wetting (or non-
wetting) phase. Conservation of mass for each phase yields the
evolution equations for the saturation of the two phases
@ /qasað Þ
@t
þr  qauað Þ ¼ qaqa (3)
where qa is the density, and qa is the volumetric volume genera-
tion (source/sink) of phase a.
Pressure jump due to capillary forces across the
wetting–nonwetting interface is given by
pn  pw ¼ pc (4)
where pc is the capillary pressure.
Capillary pressure in porous medium is a function of the pore
geometry, surface tension coefficient of the wetting fluid and the
nonwetting fluid, and the contact angle in the pores. Surface
tension coefficient in general is dependent on the interfacial tem-
perature. However, in the present study, the nonwetted region is
completely saturated with vapor, and the interfacial temperature is
maintained at a constant saturation temperature and therefore we
assume the surface tension coefficient to be constant. The process
of imbibition involves the displacement of the nonwetting fluid by
wetting fluid due to the capillary pressure. Invariably, owing to
the small size of the pores, pockets of one phase in another at the
pore level are observed during displacement of one fluid by
another. These pockets of residual saturation of either phases at
the pore level are immobile and therefore merely reduce the effec-
tive void space available for fluid flow. The relative permeability
of the respective phases therefore decreases to zero at the residual
saturation limit. In the present study, we assume that the porous
material has the residual saturation of the imbibed fluid which
essentially represents a repeatedly used porous structure [21,23].
The relative permeability can be modeled using a reduced satura-
tion as
krw ¼ s2 (5)
krn ¼ ð1 sÞ2 (6)
where s ¼ ðsw  srwÞ=ð1 srn  srwÞ is the reduced saturation,
and srw and srn are the minimum residual saturations of the wetting
and nonwetting phases, respectively. Capillary pressure, pc, is
usually estimated from experiments by measuring the pressure
difference across a porous structure required to drain a wetting
phase. Due to the difference in the contact line dynamics, the cap-
illary pressure curves are different during imbibition and draining.
Although, pc is estimated as an averaged quantity over the size of
porous block, it has been widely used even at the representative
elementary volume (REV) scale. Following Riaz and Tchelepi






Governing equation for heat transfer under the assumptions of
local thermal equilibrium between the porous matrix and the fluid




þ ðqcpÞf u  rT ¼ r  rmrTð Þ þ q000m (8)
where subscript m stands for properties averaged over the porous
matrix and the two phases, and f stands for properties averaged
over the regions occupied by the fluid. The specific heat capacity
Fig. 1 Schematic showing a porous channel with liquid being
imbibed from the left and vapor exiting from the right end. Heat-
ing elements, shown by two rectangular blocks at the top and
bottom walls of the channel, cause evaporation of the liquid.
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is given by c, thermal conductivity is r, T is the temperature, and
volumetric heat source per unit volume in the medium is given by














is the heat capacity of the solid porous matrix. Heat











2.2 Numerical Formulation. The two fluids move at differ-
ent velocities at the REV scale under different pressure fields
coupled with the pressure jump condition (Eq. (4)). In order to
avoid solving several coupled equations simultaneously, one of
the several formulations can be used which differ only in the defi-
nition of the primary variables and are essentially equivalent. We
use the global pressure formulation of Chavent and Jaffre [23,25].
A modified pressure, called as total or global pressure, can be
defined to incorporate the pressure jump (Eq. (4)) between the
two phases as













where p is the global pressure, and fw is the relative mobility of





Adding Darcy’s equations for the two phases, we get
u ¼ uw þ un ¼ Kk rpGð Þ (13)
where u is the total velocity, k¼ kwþ kn is the total mobility, p is
Chavent’s global pressure defined by Eq. (11), and G is the modi-
fied bodyforce given by
G ¼ kwbw þ knbnð Þ
k
(14)






Incompressibility condition for the two phases, r  u ¼ 0, yields
r  Kkrpð Þ ¼ r G (16)
The evolution equation for the saturation of the wetting phase
using Eqs. (2) and (3) is given by
@ /swð Þ
@t
þr  uwð Þ ¼ 0 (17)
Individual phase velocities uw and un can be calculated as
follows:
uw ¼ fwuþ knfwK rpc þ bw  bnð Þ (18)
un ¼ fnu knfwK rpc þ bw  bnð Þ (19)
The above governing equations can be solved with the follow-
ing initial and boundary conditions for the global pressure, total
velocity, and saturation:
sðx; 0Þ ¼ s0ðxÞ (20)
pðx; 0Þ ¼ p0ðxÞ (21)
sðx; tÞ ¼ sDðx; tÞ on CsD (22)
pðx; tÞ ¼ pDðxÞ on CD (23)
u  n ¼ Uðx; tÞ on CN (24)
Here, subscripts D and N refer to the Dirichlet and Neumann part
of the boundary C, respectively. For no-penetration condition,
Uðx; tÞ is set to zero to get the boundary condition in terms of the
pressure gradient, rp  n ¼ 0. To impose a no-slip boundary con-
dition, one needs to solve the Brinkman’s equation [26,27] near
the domain boundary. However, the length-scale in the problem
being studied is much larger than the pore size and therefore for
the boundary layer effects due to the bounding wall which could
be captured using the Brinkman’s equation have been neglected
here and effectively a plug flow is obtained [27].
We employ the IMPES scheme to solve the above governing
equations for two-phase flow in porous media. We solve the gov-
erning equation for pressure (Eq. (16)) using the algebraic multi-
grid algorithm in Hypre library [28]. Since the capillary pressure
is a function of the saturation pressure, and substituting uw from













Since, dpc/ds is always negative, the diffusion constant in the
above equation is always positive. The above evolution equation
is solved explicitly with the diffusion term discretized using a
second-order scheme in space and convective terms using a first-
order upwinding scheme.
Energy equation has been solved using an explicit scheme with
upwinding for the convective terms and second-order discretiza-
tion for the conduction terms. The source term q000m due to phase
change is given by
q000m ¼ hlg _m (26)
Here, _m is the mass rate of generation of vapor (due to evapora-
tion) or liquid (due to condensation) per unit volume. As is evi-
dent from the above expression, _m is negative in the case of
condensation, thus resulting in a heat source in contrast to heat
sink in the case of evaporation. We assume local thermal equilib-
rium at the REV scale between the liquid, vapor, and the porous








Tcell < Tsat (28)
where sw is the saturation of the liquid phase, and ql and qv are
densities of liquid and vapor phases, respectively. Temperature,
Tcell, is the mean temperature of the cell where evaporation/
condensation is being considered. Parameters rl and rv are relaxa-
tion parameters and are chosen to take value of one in the simula-
tions presented in this study. Too high value led to overestimation
of the amount of evaporated liquid and interfacial temperature
below saturation temperature and too low values led to large
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deviations from the saturation temperature. Amount of volume of
one phase which is converted into another phase upon evaporation
is given by
S ¼ _m=ql Tcell  Tsat (29)
¼ _m=qv Tcell < Tsat (30)
The source term in the saturation equation is given by qw ¼ S.
Due to the different densities of the two phases, phase change pro-
cess is accompanied by volume generation (source/sink) and
therefore local velocity field is not divergence free. The diver-
gence in the velocity accounts for the local volumetric source of
volume given by






where the first term indicates the volume of the gas formed, and
the second term indicates the loss of liquid volume. To account
for this, the pressure equation (Eq. (16)) derived by taking diver-
gence of Eq. (13) modifies to





The nondimensional parameters characterizing the two-phase
flow with phase change through porous channels are given in
Table 1. The nondimensional form of the governing equations is
given by


















where u is the dimensionless velocity (nondimensionalized with
inflow velocity, U), h ¼ ðT  TsÞ=ðTw  TsÞ is the nondimen-
sional temperature, Pes ¼ ðqcpÞsUH=rs is the Peclet number
based on the solid matrix and r indicated dimensionless gradient
(nondimensionalized with channel width, H). The time is nondi-
mensionalized with the convective time scale H/U. The heat sink









where _m ¼ SH=U is nondimensionalized volumetric mass trans-








The nondimensionalized momentum equation is given by





where K ¼ K=H2; k ¼ llk, pressure is nondimensionalized with
llU=H. The nondimensionalized volumetric rate of volume gener-






















=clv is the nondimensionalized capillary
pressure, M is the liquid to vapor viscosity ratio, and Ca is the cap-
illary number given in Table 1. In what follows, these parameters
are in the nondimensional form and we drop the * in these quanti-
ties for convenience.
The vapor to liquid density ratio is corresponding to that of
steam and water. A typical solid (porous media) to liquid density
ratio of 5 is used for the calculations of heat capacities in the sim-
ulations presented in this study. The specific heat capacity ratios
for vapor to liquid of 0.5 and metals to liquid of 0.1 have been
used. Thermal conductivity of solid (metal) is typically 20 times
higher and that of vapor is 0.1 times that of the liquid. The capil-
lary suction occurs at the pore level and therefore the length scale





length scale. A typical velocity scale, U, can be obtained from
the pressure gradients caused by the capillary pressure pc. In the
present study, we set U¼ 1 which also defines the inlet suction
velocity. Typical time scales of imbibition are thus given by L/U.
Peclet number, Pe, which is a combination of Reynolds and
Prandtl numbers is defined as 1. Phase change dynamics is gov-
erned by the ratio of the sensible heat and the latent heat of vapor-
ization given by Jakob number, Ja. To distinguish between the
effect of wall superheat and subcooling in liquid, we define two
Jakob numbers, namely, wall Jakob number, JaW, and the sub-
cooled liquid Jakob number, Jaf. To study the effect of phase
change on the penetration of the liquid during the imbibition, we
perform simulations for a range of Jakob numbers.
3 Results and Discussion
The IMPES algorithm discussed in Sec. 2 is validated using the
Buckley–Leverett solution to an imbibition problem. The nonli-
nearity in fw (see Fig. 2) suggests a shock in the saturation profile
followed by a rarefaction wave. Buckley–Leverett analysis
[19,20] provides a semi-analytical solution to a nonlinear hyper-
bolic problem using the method of characteristic lines. Using
lw ¼ 103 Pa s and M ¼ lw=ln ¼ 1=4 and setting dpc=ds ¼ 0
(that is no capillary pressure), we perform comparisons of our
numerical results with solution obtained using the Buckley–Le-
verett analysis. Figure 3 shows a good agreement in capturing
the shock and the rarefaction wave behind the shock for a speci-
fied velocity of u¼ 1. The Buckley–Leverett solution for u¼ 1 is
given by
Table 1 Nondimensional parameters
Vapor to liquid density ratio qv
ql
¼ 0:001
Solid to liquid density ratio qs
ql
¼ 5
Viscosity ratio M ¼ ll
lv
¼ 100
Vapor to liquid specific heat capacity ratio cp;v
cp;l
¼ 0:5
Solid to liquid specific heat capacity ratio cp;s
cp;l
¼ 0:1
Vapor to liquid thermal conductivity ratio rv
rl
¼ 0:1











Peclet number Pe ¼ UH qlcp;l
rl
¼ 1
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xðsÞ ¼ ts
 if s < s







is obtained from the slope (dxs/dt as
shown in Fig. 3) on fw curve passing through s¼ 0. An inverse
problem is solved for obtaining s(x), where s¼ 0 is the solution
for locations x=t > dxs=dt. The jump occurs around s
 ¼ 0:447
which matches well with the analytical result discussed above for
M¼ 1/4. Results for different grid sizes show grid convergence.
Figure 4 shows comparison of shocks obtained for different values
of M. As suggested by Fig. 2, a shock with little expansion wave
is obtained for larger values of M whereas for fractional values of
M substantial expansion wave is observed behind the shock.
The values of s at which shock occurs are in good agreement with
the theoretical values of 0.988, 0.894, and 0.447 for M¼ 40, 4,
and 1/4, respectively.
Next, we simulate the Darcy–Stefan’s problem [29] to validate
our numerical algorithm for phase-change. A thin vapor packet is
considered which is bounded by a superheated wall at one end
and saturated liquid at the other. Heat flows through the vapor to
the liquid interface causing phase change and further growth of
the vapor layer. Considering the problem to be one-dimensional,





Þ, where a is the thermal diffusivity. Assuming no
flow in the vapor, the dimensional temperature field is given by
T ¼ Tw  ðTw  TsatÞerf ðgÞ=erf ðgIÞ (39)





Þ, where xI is the interface location such that
sðxIÞ ¼ 1. Figure 5 shows the comparison between the analytical
and numerical results at different instances. Numerical results are
in good agreement with the analytical predictions from Eq. (39).
The corresponding distribution of saturation is shown in Fig. 6.
The interface does not disperse much and a similar s-profile is
simply pushed upstream upon evaporation. The rate of evapora-
tion and thus growth rate of vapor film decreases with increase in
time. The error in mass conservation, computed by considering
the rate of volume generated due to evaporation and the liquid
fluxed out of the computational domain, is within the tolerance
limit prescribed for the pressure equation 1010.
We employ the algorithm so developed to study phase change
heat transfer in a thin porous channel with heat loads at the top
and bottom plates as shown in Fig. 1. Keeping the properties
mentioned in Table 1 constant, we perform simulations for a range
of wall Jakob number (Jaw) and inlet fluid Jakob number, Jaf. The
fluid entering from the left end of the channel (L ¼ 2; H ¼ 1;
L0 ¼ 2=3 and dx¼ dy¼ 1/60) evaporates as it enters and a steady
state is reached with the liquid penetration limited by the evapora-
tion due to the heat flux from the heat loads. Figure 7 shows the
Fig. 3 Comparison of the numerical results with the solution
obtained from Buckley–Leverett analysis for M 5 1/4 for two
grid-sizes
Fig. 4 Saturation profiles for different viscosity ratios obtained
using the IMPES method
Fig. 5 Comparison of the analytical profiles (Eq. (39)) with the
numerical results at different times
Fig. 2 Typical curves for the fractional flow fw as a function of
saturation of the wetting phase. The dashed line is the tangent
on the curve for M 5 1/4 which passes through origin. The
slope, dxs/dt, is the shock speed for an imbibition flow with
M 5 1/4. The remaining portion of the curve shows the behavior
of the expansion wave.
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steady-state saturation field in the channel for Jaw/Jaf¼ 0.025. The
heated plates are marked as rectangular blocks (in gray) at the top
and bottom wall. The length of the heating elements is one-third
of the channel length, which are placed at the center of the top
and bottom walls. The interface shows a slight bulge at the center
of the channel where the effect of heat flux is weakest. Stream-
lines bend away toward the wall because of the capillary suction
owing to the proximity of the liquid–vapor interface. Figure 8
shows the contours of nondimensionalized temperature field,
h ¼ T  Tsatð Þ= Tw  Tsatð Þ. The zero contour marks the interface
location. The amount of subcooling is shown by the minimum
value of h ¼ 3:5. The steady-state temperature of the vapor
regions is close to the wall temperature ðh  1Þ. Therefore, it is
essential that the liquid penetrates deeper into the porous channel
for effective cooling.
The values of Jaw/Jaf used in the present study represent the
amount of superheating employed relative to the inlet subcooled
liquid, for example for water (Tsat  373 K at atmospheric pres-
sure) used in several CPU liquid cooling systems, the heated
wall temperature is Tw ¼ 391:23 K for Jaw=Jaf ¼ 0:025 and
Tw ¼ 376:83 K for Jaw/Jaf¼ 0.00525. Figure 9 shows the satura-
tion profile and velocity vectors for a lower JaW=Jaf ¼ 0:00525
suggesting effect of subcooled liquid temperature at the inlet on
the penetration depth. Liquid penetrates deeper into the channel
and reduces the temperature of the regions occupied by the vapor
(h¼ 1 at the wall). Velocity vectors bend even strongly toward
the regions containing the interface 0 < s < 1. Upon evaporation,
the velocity of the vapor so formed is much higher compared to
the liquid velocity as shown by the velocity vectors. This is due to
the sudden expansion of the small amount of liquid into a large
volume of vapor. Figure 10 shows the corresponding temperature
contours. The mean temperature of the vapor region is lower
ðh  0:5Þ than that for the case with a higher Jaw/Jaf ratio. The
amount of subcooling is shown by the minimum temperature
marked by h  18. It is expected that for thicker channels the
penetration would be deeper as the effect of wall superheat
decreases as an error function of the distance during the initial
period of heat transfer and therefore the effect would be increas-
ingly smaller near the center of thicker channels.
Figure 11 shows the steady-state penetration of the liquid into
the porous channel as a function of Jaw/Jaf. Penetration decreases
exponentially with the ratio of wall and fluid Jakob numbers.
Also, we computed the penetration for different wall superheats
and subcooling of the inlet liquid keeping the ratio Jaw/Jaf con-
stant and obtained the same penetration. Thus, only the thickness
of the channel and the ratio Jaw/Jaf solely determine the steady-
state penetration of the liquid in the porous channel. For higher
values of Jaw/Jaf, the penetration is low and would reach the inlet
for situations where the inlet fluid is at the saturation temperature.
Whereas, below a critical value of Jaw/Jaf (0.005 for the channel
width chosen in our simulations), the center region of the channel
Fig. 7 Steady-state saturation field for Jaw/Jaf 5 0.025. Region
on the right from the interface represents vapor whereas the
region on the left of the interface marks the saturated liquid.
The gray rectangular blocks represent the location of the heat-
ing elements at temperature Tw. The length of the heating ele-
ments is one-third of the channel length, which are placed at
the center of the top and bottom walls.
Fig. 8 Steady-state temperature field (h 5 T  Tsatð Þ= Tw  Tsatð Þ)
for Jaw=Jaf 5 0:025
Fig. 9 Steady-state saturation field for Jaw/Jaf 5 0.00525.
Region on the right of the interface represents vapor whereas
on the left of the interface marks the imbibed liquid.
Fig. 10 Steady-state temperature field ðh 5 T  Tsatð Þ= Tw  Tsatð ÞÞ
for Jaw/Jaf 5 0.00525
Fig. 6 Saturation profiles corresponding to the temperature
field at different times shown in Fig. 5
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would remain saturated with the liquid all throughout, i.e., pene-
tration would be all the way up to the channel length. Figure 12
shows the variation in Nusselt number averaged over the bottom
heated plate with JaW/Jaf. Averaged Nusselt number is defined as






The decrease in Nu with JaW/Jaf as an indicator of the proximity
of the liquid–vapor interface with the heated region of the wall.
For low values of JaW/Jaf, liquid penetrates more and therefore,
more heat is utilized in the phase change. Thus, Nu is higher for
lower Jaw/Jaf values whereas as the interface moves away from
the heated surface and toward the inlet the averaged Nusselt
number Nu decreases drastically.
4 Conclusions
In this study, we discuss the role of phase change heat transfer
on the penetration of a liquid in a porous channel. We test
our numerical methodology by comparing our numerical
solutions with the analytical result obtained by performing
Buckley–Leverett analysis. For phase-change, we use the relaxa-
tion model proposed by Yang et al. [18] for maintaining the inter-
face at the saturation temperature during phase change. Also, we
include the effect of volume change on the velocity field by
including the volume source term in the pressure equation. This,
to our surprise, has been ignored in several studies on phase
change in porous medium. We test the algorithm using the Dar-
cy–Stefan’s problem of growth of a thin vapor packet adjacent to
a superheated wall by evaporation of a saturated liquid. Numerical
temperature profiles agree well with the theoretical results.
We use the algorithm so developed to study the effect of super-
heated walls on the penetration of liquid in a porous channel. We
define a new parameter, JaW/Jaf, that characterizes the combined
effect of subcooled inlet fluid and superheated wall. We show that
for low values of Jaw/Jaf liquid penetrates deeper into the porous
channel, whereas for higher Jaw/Jaf, the liquid–vapor interface is
pushed toward the inlet. This results in poor heat transfer as is
indicated by the low averaged Nusselt number at the heated wall.
The study of extent of penetration is crucial in determining the
critical heat flux for the depriming of CPLs or loop heat pipes.
This study has relevance also in heat storage systems that use
phase change material.
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Nomenclature
b ¼ body forces
cp ¼ specific heat capacity
Ca ¼ capillary number
fw ¼ fractional flow of wetting phase
G ¼ modified body forces
hfg ¼ latent heat of vaporization
H ¼ width of the channel
Jaf ¼ subcooled liquid based Jakob number
JaW ¼ wall superheat based Jakob number
ka ¼ relative permeability of phase a
K ¼ absolute permeability of the porous medium
L ¼ length of the channel
L0 ¼ length of the heat load on the channel
M ¼ ratio of wetting (liquid) to nonwetting (vapor) phase
viscosities
_m ¼ rate of vapor (mass) generation due to phase change per
unit volume
Nu ¼ Nusselt number
p ¼ Chavent’s global pressure
pc ¼ capillary pressure
pa ¼ pressure in the phase a
Pe ¼ Peclet number
qa ¼ volume source term of phase a
q000m ¼ volumetric heat source
s ¼ reduced saturation of the wetting phase
sn ¼ saturation of nonwetting phase
sw ¼ saturation of wetting phase
srn ¼ minimum saturation of nonwetting phase
srw ¼ minimum saturation of wetting phase
S ¼ volumetric source term per unit volume
t ¼ time
T ¼ temperature
Ti ¼ inlet temperature of the liquid
TW ¼ heated wall temperature
Tsat ¼ saturation temperature of liquid
u ¼ total velocity
ua ¼ velocity of phase a
U ¼ inlet velocity
a ¼ subscript for identification of wetting (liquid) and
nonwetting (vapor) phases
k ¼ total mobility
ka ¼ mobility of phase a
Fig. 12 Variation in the space averaged Nusselt number at the
heating elements with the ratio Jaw/Jaf
Fig. 11 Variation in the maximum penetration of the liquid in
the porous channel with the ratio Jaw/Jaf
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h ¼ reduced temperature
la ¼ dynamics viscosity of phase a
qa ¼ density of phase a
r ¼ thermal conductivity
clv ¼ liquid–vapor surface tension coefficient
/ ¼ porosity
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