This paper presents the application of neural network to the electrostatic field distribution modeling using harmattan season data in Zaria, Nigeria. The data was captured through an on-line mechanism for twenty-four months by the computer using the Microsoft Office Excel Program for twenty-four months (February, 2007 -February, 2009). The focus of the analysis is determining the effect of environmental factors such as temperature, pressure and relative humidity on the static electric field during the harmattan season. The plots of the electrostatic field against the variation of the environmental factors were used as the qualitative analytical tools and yielded a non-linear relationship. The data was analyzed using Neural Network version 3.24 Software, to establish predictive models for Harmattan outside and inside Scenarios. The result of the analyses yielded good neural statistical values of Root Mean Square Error (RMSE) of 0.09, and Pearson R value of 0.76 for outside Scenario. Similarly for Harmattan inside Scenario, gives a RMSE value of 0.14, and Pearson R value of 0.77 respectively, which are reflections of a good model. The result was further buttressed by the plot of the Neural Network based Electrostatic Fields distribution modeling of the experimental and the predicted parameters. With the insignificant values of the RMSE, Pearson R value which are reflections of the closeness of the predicted and the experimental parameters, hence the could be relied upon to predict the electrostatic fields during harmattan in Zaria, Nigeria.
INTRODUCTION
The neural networks are natural complementary tools in building intelligent systems that combines with a EUROfuzzy logic intelligent system network [2] . Neural network is an aspect of neuro-fuzzy logic that is used to carry mathematical modeling of physical phenomenon by handling complex input and output relationships [1] . Neural network are good at recognizing patterns, they are not good at explaining how they reach their decisions. While Fuzzy logic systems, which can reason with imprecise information, are good at explaining their decisions (restricted domain applications) but they cannot automatically acquire the rules they use to make those decisions [3] [4] . From a mathematical point of view, Neural Net is a complex nonlinear function with many parameters that can be adjusted (calibrated or trained) in such a way that the output becomes similar to the measured output on a known data [5] .
This means that the Neural Net is able to generalize relevant output for a set of previously unseen input data [6] . In essence, it can be considered as universal approximations of non-linear dependencies trained by experimental data [7] . Neural Nets can, therefore, be trained to approximate any continuous function to any desired accuracy, without a need to specify its type. They can also be applied to incomplete or corrupted data and still yield acceptable results because the Neural Nets are relatively fault-tolerant having many processing nodes [8] [9] [10] . The proficiency of Multilayer Perceptron as a suitable model for atmospheric prediction has been established [11] . The usefulness of Artificial Neural Network in atmospheric modeling and its potential over conventional weather prediction model has also been proved [12] [13] .
Zaria is located within the co-ordinate position of latitude 11 0 N and Longitude 8 0 E above sea level. This falls within the Sahara zone, where harmattan activities exist due to the operation of the North-East trade wind. Harmattan is a natural phenomenon which describe the very dry dust -laden atmosphere, which rises in the Sahara desert and is carried south by winds from that area within the West-Africa region periodically from October -March of every year. This is common to the dry season of the Savannah region [14] .
MATERIAL AND METHODS
Neural Network Predict module is an essential element of the model topology which requires specification and configuration of the network parameters. The maximum number of iteration of 250 was used because it shows a better trend between the actual and the predicted field when compared with the other numbers of iterations. Data Transformation is used to convert data into a form suitable for building effective models. The data was optimized using Comprehensive Data Transformation because it generates a richer set of transforms than the moderate mode.
Comprehensive Transformation gives better results but takes more computing time, but with computer systems this is easily achieved [15] . Optimization is achieved by adjusting the neural network model parameters to give the best model. The Model Building Wizard (Figure 1 ) guides the building of a new model based on information provided by the user, such as the location, structure and characteristics of the data, and the architecture of the model. This is done in a number of steps as shown in figures 2 to 9. The name of model is inputted and the row containing the names of its data fields is specified as shown in Figure 2 The location of input fields is specified input cells in the first data record, and range of cells that represent all input data as shown in Figure 3 . 
4.
The level of noise (variability) in the data which influences how the program avoids over fitting is achieved in Figure 5 . Table 1 . The co-related climatic parameters to harmattan such as temperature, pressure and relative humidity were also measured and analyzed relative to the measured electric field in Zaria. The validation of the results was achieved using the Neural Network Predicts Software using for the Harnattan (inside and outside) scenarios repectively are shown in Tables 1 and 2 .
The Neural Network Predict used to validate based on the Root Mean Square Error (RMSE) and the Pearson Correlation factor R. The R is a measure of how well the model follows the trends of the experimental data, while the RMSE is a function of the variation between the experimental data and the predicted one. The scenario was established for the Harmattan period in study area (Zaria), Nigeria. For the Neural Networks Predict model to be acceptable, the RMSE value must be close to zero while the Pearson Correlation factor R is a function of the problem domain. In this case must be greater than 0.5 for an acceptable model. The confidence level used in this case is 95%. From Tables 1 to 2 , it could be observed that the operations of the models which are within the limits of the R-value (Pearson Correlation Factor) and the RMSE (root mean square error) value showed a percentage deviation from the experimental values of less than fifteen percent. In addition,the results of the Neural Network Predict analysis from Table 1 to 2 yielded the model plot of the Electrostatic Field during Harmattan seasons (inside and outside scenario) in Figure 10 and Figure 12 , and the summary of Table 3 where the red colour indicate the Neural Network predicts while blue colour for experimental data as shown below: From Figure 10 -12, the pattern of the graphs has an oscillating resemblance of Harris' plot and the maximum value occurred at the 10 th hour of the day as he experienced on the 4 th of February, 1967, [14] . The observer of a reversal in the polarity of the magnitude of several thousand by Harris was also acknowledged in the current research. However, from Fig.10 , it was observed that the low relative humidity value was associated with the Harmattan period which influences the higher Electrostatic Field value, which could be seen from the data, higher relative humidity value is associated, which result in low values of electrostatic field, hence the prevalence of negative values of the fields. Although the oscillating pattern of electrostatic field obtained for the hourly measurement is similar to that obtained by Harris, but there was none exactly as his. figure 12 , it could be deduced that electrostatic Field during Harmattan is more influenced by pressure and temperature. Therefore, the Neural Network Predict used to validate based on the Root Mean Square Error (RMSE) and the Pearson Correlation factor R. The R is a measure of how well the model follows the trends of the experimental data, while the RMSE is a function of the variation between the experimental data and the predicted one. The scenario was established for the Harmattan periods in the study area (Zaria), Nigeria. Table 3 gives the Statistics summary from where R = Pearson correlation coefficient, is the correlation between the target output and the prediction. Net-R is the correlation between the target output and the neural net predicted output (internally transformed). Avg. Abs. is the average absolute error between the target output and the prediction. RMSE is the root mean square error between the target output and the prediction. 20% Accuracy refers to the closeness of the prediction to the expected output. 95% Confidence Interval corresponds to the range [target value ± confidence interval] within which the predicted output occurs given the specified degree of confidence. The result of the Neural Network predicts analysis yielded model plot of the Electrostatic Field during Harmattan (outside scenario) in Figure 11 . 
Observations from the Neural Network Statistical Summary
From Table 3 , the following observations were made with respect to Harmattan (inside) scenario: The Pearson R (train) = 0. 68 for the train data while the R (test) = 0.77, for the test data. The closeness suggests that the model generalizes well and can make accurate prediction when it processes new data (data not obtained from the train or test data). Root mean Square (RMS) error was RMS (train) = 0.78 and RMS (test) = 0.64 for the train and test data respectively. The average absolute error Avg. Abs (train) = 0.50 and Avg. Abs (test) = 0. 37. From Table 6 .6, the following observations were made with respect to Harmattan (outside) scenario: The Pearson R (train) = 0.66 for the train data while the R (test) = 0.76 for the test data. The closeness suggests that the model generalizes well and can make accurate prediction when it processes new data (data not obtained from the train or test data). Root mean Square (RMS) error was RMS (train) = 0.81 and RMS (test) = 0.68 for the train and test data respectively. The average absolute error Avg. Abs (train) = 0. 50 and Avg. Abs (test) = 0.44.
3.2.
Discussion of the Annual Analysis of the Electrostatic Field against the
CoEnvironmental Factors
From the annual plot of Electrostatic field against coenvironmental factors, it could be deduced that Electrostatic Field during Harmattan is influenced by increase in temperature and pressure but decrease in relative humidity. High Electrostatic Field during this period is influenced by relatively high charge dust particles associated with the period.
CONCLUSION
The result of the analyses yielded good neural statistical values of Harmattan outside and inside Scenario of Root Mean Square (RMSE) of 0.09, Pearson R value of 0.76 and RMSE of 0.14, R of 0.77. However, these results show a reflections that all the R and the RMSE values are within the acceptable range of good model, hence it could be deduced that electrostatic fields distribution pattern during harmattan period in Zaria is dependent on the co-environmental factors i.e temperature, pressure, and humidity. With the insignificant value of the RMSE and the Pearson R value which are reflections of the closeness of the predicted and the experimental parameters, hence the Neural Network technique, could be relied upon to predict electrostatic field in Zaria, Nigeria.
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