Abstract As a global polynomial optimization problem, the best rank-one approximation to higher order tensors has extensive engineering and statistical applications. Different from traditional optimization solution methods, in this paper, we propose some Z-eigenvalue methods for solving this problem. We first propose a direct Z-eigenvalue method for this problem when the dimension is two. In multidimensional case, by a conventional descent optimization method, we may find a local minimizer of this problem. Then, by using orthogonal transformations, we convert the underlying supersymmetric tensor to a pseudo-canonical form, which has the same E-eigenvalues and some zero entries. Based upon these, we propose a direct orthogonal transformation Z-eigenvalue method for this problem in the case of order three and dimension three. In the case of order three and higher dimension, we propose a heuristic orthogonal transformation Z-eigenvalue method by improving the local minimum with the lower-dimensional Z-eigenvalue methods, and a heuristic cross-hill Z-eigenvalue method by using the two-dimensional Z-eigenvalue method to find more local minimizers. Numerical experiments show that our methods are efficient and promising.
Introduction
In this paper, we consider the following global polynomial optimization problem where x ∈ n , m, n ≥ 2 are integers, f is a homogeneous polynomial of degree m with n variables, and A is an m-th order n-dimensional real supersymmetric tensor. The tensor A is an m-way array whose entries are addressed via m indices, and it is said to be supersymmetric if its entries a i 1 ···i m are invariant under any permutation of their indices {i 1 , · · · , i m } [8, 15, 20] . In this paper, unless stated otherwise, all tensors involved are supersymmetric.
Let Ax m−1 be a vector in n with its ith component as Obviously, the critical points of (1) satisfy the following equations for some λ ∈ R:
A real number λ satisfying (2) with a real vector x is called a Z-eigenvalue of A in [20] . We call the real vector x with which a Z-eigenvalue λ solves (2) a Z-eigenvector of A associated with the Z-eigenvalue λ. Then problem (1) is equivalent to finding the smallest Z-eigenvalue λ min and the corresponding Z-eigenvector. The properties of Z-eigenvalues were studied in [17, [20] [21] [22] . In [18, 20, 22] , the number of Z-eigenvalues of an m-th order n-dimensional real supersymmetric tensor was discussed. For other types of eigenvalues/eigenvectors of tensors, see [17, 20] .
An important application of problem (1) is the best rank-one approximation to a higher order supersymmetric tensor. A rank-one tensor means that it can be expressed as an outer product of a number of the identical vectors [8, 15] . Given a higher order supersymmetric tensor A, if there exist a scalar λ and a unit-norm vector u such that the rank-one tensorĀ = λu m minimizes the least-squares cost function τ (Ā) = A −Ā 2 F over the manifold of rank-one tensors, where · F is the Frobenius norm, then λu m is called the best rank-one approximation to tensor A. The best rank-one approximation to a supersymmetric tensor has applications in signal processing, wireless communication systems, signal and image processing, data analysis, higher-order statistics, as well as independent component analysis [6] [7] [8] [9] 11, 15, 19, 25] . As shown in [20] , the Z-eigenvalue λ of A with the largest absolute value and its Z-eigenvector x form the best rank-one approximation λx m to A. The same result is available in [8, 15] and possibly others as well. When m is odd, if λ is a Z-eigenvalue of A with a Z-eigenvector x, then −λ is a Z-eigenvalue of A with a Z-eigenvector −x. Hence, in this case, the smallest Z-eigenvalue λ min is the Z-eigenvalue of the largest absolute value. On the other hand, when m is even, the Z-eigenvalue of the largest absolute value can be found by comparing the absolute values of λ min and the largest Z-eigenvalue λ max , which is the smallest Z-eigenvalue of −A.
Another application of problem (1) is the positive definiteness identification problem for the multivariate form f (x), defined in (1). The multivariate form f (x) is called positive definite if f (x) > 0 for all x ∈ n , x = 0. This only applies to the case that m is even. Clearly, f (x) is positive definite if and only if the smallest eigenvalue λ min of A is positive. The positive definiteness of such a homogeneous polynomial form f (x) plays an important role in the stability analysis of nonlinear autonomous systems via Liapunov's direct method in automatic control [1] [2] [3] [4] 10, 12, 13, 16, 24] .
When m = 2, A is a symmetric matrix, and we may use some direct or iterative transformation methods to convert it to a canonical form, i.e., its diagonal form, to find its eigenvalues. Can this idea be extended to the higher dimensional case? If so, what is the canonical form for a supersymmetric tensor when m ≥ 3? A notable property of Z-eigenvalues is that all of the Z-eigenvalues of a supersymmetric tensor are invariant under orthogonal transformation [20] . Can we use orthogonal transformation to find a "canonical form" of a supersymmetric tensor A when m ≥ 3? In this paper, we will define some "canonical forms" for a supersymmetric tensor, discuss their properties when m ≥ 2, and propose some orthogonal transformation Z-eigenvalue methods for finding such "canonical forms" and hence solve problem (1) when m = 3 and n ≥ 2. In the literature, there are discussions on "orthogonal tensor decomposition" [14] , which is not related to "orthogonal transformation" discussed here.
When n = 2, all the Z-eigenvalues can be found easily. In the next section, we describe a direct Z-eigenvalue method for this case.
In Sect. 3, we will define the pseudo-canonical form of a supersymmetric tensor A when m ≥ 2. Such a pseudo-canonical form can be found by a conventional descent optimization method and orthogonal transformations. In Sect. 4 , we show that we may find all the Z-eigenvalues and their Z-eigenvectors of a supersymmetric tensor A when m = n = 3, based upon such a pseudo-canonical form. We call such a method a direct orthogonal transformation Z-eigenvalue method.
We may use a conventional method to find a critical point of (1), hence a Z-eigenvector of A. Is such a Z-eigenvector a local minimizer of (1)? In Sect. 5, we give a sufficient condition and a necessary condition for this.
When n ≥ 4, it is not efficient to find all the Z-eigenvalues directly. In Sect. 6, we first define the canonical form of a supersymmetric tensor A. The canonical form always exists. If we have the canonical form, then we know the smallest Z-eigenvalue λ min . However, such a canonical form is unknown and cannot be used as the target of an algorithm directly. Thus we define the r -th order pseudo-canonical form which is a good approximation to the canonical form. In Sect. 7, we propose a heuristic orthogonal transformation Z-eigenvalue method to find λ min in the case that m = 3 and n ≥ 4. The target of this method is to find the third order pseudo-canonical form of A. The direct methods studied in Sects. 2 and 4 for the cases that m = 3, n = 2 and 3 are subroutines of this method. We use them to improve the local minimum obtained by a conventional descent optimization method.
In Sect. 8, we propose another heuristic Z-eigenvalue method for the case that m = 3 and n ≥ 3. After finding one local minimizer of the problem (1), we use the two-dimensional Z-eigenvalue method to find more local minimizers. We call this method a heuristic cross-hill Z-eigenvalue method.
Numerical results are reported in Sect. 9. They show that our algorithms are efficient and promising.
We use the entry a i 1 ,...,i m with the natural order for its indices, i.e., i 1 ≤ i 2 ≤ · · · ≤ i m to represent other entries which are equal to it because of the supersymmetry. For example, when m = 3 and n = 3, a 123 = a 132 = a 213 = a 231 = a 312 = a 321 . We use a 123 to represent them. When we assume that a 123 = 0, it means that all of these six entries are zero.
By [20] , if we know a Z-eigenvector x of A, we may calculate the corresponding Z-eigenvalue by
For j = 1, . . . , n, we denote by e ( j) the unit vector in n , whose j-th element is 1 and other elements are zero. Similarly, we denote by e (1, j) the unit vector in j , whose first element is 1 and other elements are zero.
A direct Z-eigenvalue method For n = 2
We assume that n = 2 in this section. Denote 
and substituting such real values of t to
and
Proof When n = 2, (2) has the form
and (3) has the form (6) . By the second equation of (7), (7) has a solution with x 2 = 0 if and only if α 1 = 0. In all the other cases,
. From the first two equations of (7), we have (4) . By the third equation of (7), we have (5). The conclusions follow now.
Obviously, Eq. (4) has at most m + 1 real roots. After finding all the Z-eigenvalues of A, and the Z-eigenvectors associated with them, we may easily solve (1) . Clearly, the case that n = 2 is trivial. But as stated in the introduction, we will use it as a subroutine for the higher dimensional case.
Orthogonal transformation and the pseudo-canonical form
Let A be an m-th order n-dimensional supersymmetric tensor, P = ( p i j ) be an n × n real matrix. Define B = P m A as another m-th order n-dimensional tensor with entries
Then B is also a supersymmetric tensor. If P is an orthogonal matrix, then we say that A and B are orthogonally similar.
By [20] , we have the following theorem.
Theorem 2 (Qi 2005) Suppose that A is an m-th order n-dimensional supersymmetric tensor, B = P m A, P is an n × n orthogonal matrix. Then A and B have the same Z-eigenvalues. If λ is a Z-eigenvalue of A with a Z-eigenvector x, then λ is a Z-eigenvalue of B with a Z-eigenvector y = Px.
Suppose that λ is a Z-eigenvalue of A with a Z-eigenvector x. Let P be an orthogonal matrix with x as its first row. Let B = P m A. Then we see that y = Px = e (1) . By (2), we see that
for i = 2, . . . , n. Based upon this, we now define the pseudo-canonical form of A.
Definition 1
An m-th order n-dimensional supersymmetric tensor B is said to be a pseudo-canonical form of another m-th order n-dimensional supersymmetric tensor A if A and B are orthogonally similar and
If m = 2, then a pseudo-canonical form is a diagonal matrix.
Let A be an m-th order n-dimensional supersymmetric tensor and 1 ≤ j ≤ n.
By (2), we have the following observation:
Proposition 1 An m-th order n-dimensional supersymmetric tensor A is a pseudocanonical form if and only if the diagonal elements a j,..., j are Z-eigenvalues of A ( j)
with e (1,n− j+1) as their Z-eigenvectors respectively for j = 1, . . . , n.
Suppose now we have found a local minimizer of (1) via a conventional descent optimization method. Then this local minimizer and its objective function value are a Z-eigenvector and the corresponding Z-eigenvalue. Using the method described after Theorem 2, we may convert A to another tensor B which is orthogonally similar to A and satisfies (8) for i = 2, . . . , n. Now, by applying the conventional descent optimization method to B (2) , we may convert B to a new tensor C which is orthogonally similar to B and hence A, and satisfies (9) (with the letter b replaced by c in (9)) for i = 1, 2 and i < j ≤ n. Continuing this process at most n − 1 times, we may find a pseudo-canonical form of A.
A direct orthogonal transformation Z-eigenvalue method for m = n = 3
Suppose that m = n = 3 and A is a pseudo-canonical form. We now describe a method to find all the Z-eigenvalues and corresponding Z-eigenvectors of A. 
are Z-eigenvalues of A with Z-eigenvectors
where t is a real root of the following quadratic equation of t: 
Proof Since A is a pseudo-canonical form, we have a 112 = a 113 = a 223 = 0. Then (2) has the form
The conclusions (a) and (b) follow from (16) directly. By the third equation of (16), if a 123 = 0 and
Let t =
. From the first two equations of (17), we have (12) . By the third equation of (17), we have (11) . By the second equation of (17), we have (10) . This proves (c).
It is easy to verify that the conclusions (a), (b) and (c) cover all the case that x 3 = 0. Assume that x 3 = 0. Let u = . From the first three equations of (16), we have (13) . By the fourth equation of (16), we have (14) . By (3), (15) holds. The conclusion (d) follows now.
Remark The second equation of (13) then we may substitute it to the first equation of (13) to find all possible real solution of u. In this way, we may find all real solutions (u, v) of (13).
Conditions for local minimizers
We now give a necessary condition and a sufficient condition for a Z-eigenvector to be a local minimizer of (1). 
Theorem 4 Assume that m ≥ 2. Suppose that x is a Z-eigenvector of
for i = 2, . . . , n; and the vector x is a local minimizer of (1) if
Proof Since x is a Z-eigenvector of A, associated with a Z-eigenvalue λ, by (2), we have
This shows that λ is an eigenvalue of the symmetric matrix A, and x is an eigenvector of A, associated with the eigenvalue λ. The Lagrangian function of (1) can be written as
Certainly, any local minimizer of problem (1) with the optimal Lagrange multiplier constitute a Z-eigenpair of tensor A. Now, we consider the Hessian of the Lagrangian function at x, i.e. (m − 1)A − λI , where I is the n × n unit matrix. Then by the optimization theory, x is a local minimizer of (1) only if for any unit vector u in the critical cone of (1) at x,
Since the feasible region of (1) is the unit sphere in n , the critical cone of (1) is the set of all vectors perpendicular to x. Since A is a real symmetric matrix and λ is an eigenvalue of A, with x as an eigenvector of A, associated with λ, by the properties of eigenvalues and eigenvectors of real symmetric matrices, we see that the condition (20) is equivalent to the condition (18) . Similarly, we may show that (19) is a sufficient condition for x to be a local minimizer of (1). This completes the proof.
As a referee pointed out, this theorem has a similar flavor to Theorem 2 of [23] . It is possible to reconcile these two results under appropriate conditions. This may be studied further in future.
The canonical form and the rth order pseudo-canonical form
We now define the canonical form. A and b i,...,i is the smallest Z-eigenvalue of B (i) for  i = 1, . . . , n.
Definition 2 An m-th order n-dimensional supersymmetric tensor B is called a canonical form of another m-th order n-dimensional supersymmetric tensor A if it is a pseudo-canonical form of
The canonical form always exists. When n ≥ 4, it is not realistic to use the canonical form as a direct target for an algorithm. A pseudo-canonical form is an approximation to the canonical form. We now define some better approximations to the canonical form. In the next section, we will use such approximations as targets to guide a conventional descent optimization method to go further from a local minimizer of (1). 
Definition 3 For two m-th order n-dimensional supersymmetric tensors
It is not difficult to see that a third order pseudo-canonical form is also a second order pseudo-canonical form. A third order pseudo-canonical form is a better approximation to the canonical form as (22) involves all entries of B. We may define higher order pseudo-canonical forms similarly. We do not go to such details. In this section, we assume that m = 3 and n ≥ 4. Suppose that we have a conventional descent optimization algorithm, called Algorithm M. Given a unit vector x ∈ n , we may use Algorithm M to find a local minimizer y of (1) such that f (y) ≤ f (x). In the algorithm given below, there are three optional stopping places, at Steps 8, 9 and 10, respectively. Then we get a first order, or a second order, or a third order pseudocanonical form of tensor A, respectively. The higher order implies more works and better global optimality.
Algorithm 1
Step 0 Let P be the unit n × n matrix I .
Step 1 Let
Step 2 Use Algorithm M to find a local minimizer y of (1) 
Step 3 Use vector x as the first row to construct an orthogonal matrix Q such that
Step 4 Let i = 1.
Step 5 If
for all j satisfying i < j ≤ n, go to Step 6. Otherwise, go to Step 7.
Step 6 If i = n, go to Step 8. Otherwise, replace i by i + 1 and go to Step 5.
Step 7 Assume that
Add additional constraints x l = 0 for 1 ≤ l < i to problem (1) . Denote this problem as (1) i and its objective function as f (i) (x) . Take w = e (k) ∈ n as an initial point to find a local minimizer z of (1) 
Use (e (1) ) , . . . , (e (i−1) ) , z as the first i rows to construct an orthogonal matrix Q such that c j j j = b j j j for 1 ≤ j < i, and
where C = Q m B. Replace B by C and P by Q P. Go to Step 4.
Step 8 For the first order heuristic orthogonal transformation Z-eigenvalue method, we stop here and the output is x = P e (1) . Otherwise go to the next step.
Step 9 Search all possible j and k such that
As long as we find such a pair ( j, k), let y be a vector in n such that its j-th and k-th components form a Z-eigenvector of B( j, k) and other components are zero. Let x = P y and P = I . Go to Step 2. If such a pair ( j, k) does not exist, stop here with the output x = P e (1) if we conduct the second order heuristic orthogonal transformation Z-eigenvalue method; otherwise go to the next step.
Step 10 Search all possible j, k and l such that
As long as we find such a triple ( j, k, l), let y be a vector in n such that its j-th, k-th and l-th components form a Z-eigenvector of B( j, k, l) and other components are zero. Let x = P y and P = I . Go to Step 2. If such a triple ( j, k, l) does not exist, stop with the output x = P e (1) .
Note that we have used the lower dimensional methods discussed in Sects. 2 and 4 as subroutines in Steps 8 and 9 of Algorithm 1. We may use a simple orthogonal transformation to convert all the diagonal elements of B to be non-positive. Now it is not difficult to prove the following theorem. In this section, we would propose another heuristic Z-eigenvalue method to solve (1) for m = 3 and n ≥ 3.
Certainly, the global minimum of (1) is negative unless A is a zero tensor. Suppose that we have found a local minimizer y = y (1) of (1) with a negative objective function value. We may find n − 1 unit vectors y (i) of n for i = 2, . . . , n such that {y (i) : i = 1, . . . , n} constitute an orthogonal basis of n . Now, for i = 2, . . . , n, restrict problem (1) on the plane spanned by y and y (i) . Certainly, this is a twodimensional form of problem (1) and the current local minimizer y of (1) is also a local minimizer of the restricted problem. By Theorem 1, this two dimensional problem has at most two local minimizers with negative objective function values. Then we may use the method discussed in Sect. 2 to find z (i) , the other local minimizer of the two-dimensional problem with a negative objective function value for i = 2, . . . , n. Since z (i) may not be a local minimizer of (1), and y and z (i) are separated by a "hill" of the objective function value in two dimensional case, if we use a conventional descent optimization method with z (i) as the starting point, we will find a local minimizer w (i) of (1), which has a negative objective function value and is different from y. We may continue this process until no new local minimizers can be found. Comparing the objective function values of these local minimizers of (1), we may have a better solution. Assume that m = 3 and n ≥ 3. Our algorithm is as follows.
Algorithm 2
Step 2 Use Algorithm M to find a local minimizer y = y (1) of (1) such that
Step 3 Find n − 1 unit vectors y (i) of n for i = 2, . . . , n such that {y (i) : i = 1, . . . , n} is an orthogonal basis of n .
Step 4 For i = 2, . . . , n, consider the restriction problem of (1) on the plane spanned by y and y (i) . Use the method discussed in Sect. 2 to find another local minimizer z (i) with a negative objective function value, of the restricted two-dimensional problem, if such a point exists. Then use Algorithm M to find a local minimizer w (i) of (1), such that f (w (i) 
Step 5 For each local minimizer {w (i) } found in Step 4, if it is not in P, add it to P, and put it as y (1) and repeat Steps 3-4, until no new local minimizers can be found.
Step 6 Compare the function value of f for all local minimizers found in P. The point with smallest value of f is the solution found by this algorithm.
Clearly, this algorithm also terminates in a finitely many iterations as long as the number of local minimizers is finite. This covers the nonsingular cases.
Numerical results
In this section, we present preliminary numerical experiments for some third order n dimensional supersymmetric tensors with Algorithms 1 and 2. The computation was done on a personal computer (Pentium IV, 2.8 GHz) by running Matlab 7.0. As for the descent solution method for solving the constrained optimization problem, i.e., Algorithm M used in Algorithms 1 and 2, we adopt the projected gradient method proposed in [5] as the projection from a point in R n to the unit sphere can easily be computed.
To construct the testing problems in our numerical experiments, we take two sets of third order supersymmetric tensors of different dimensions. The elements of tensors in one set are generated by a uniform distribution in the interval (−1,1); while the elements of tensors in another set are generated by a standard normal distribution. In the following, these two sets of testing problems are labeled as TPI and TPII, respectively. To analyze the numerical results of our algorithms, we compute the global minimizers of the testing problems by the uniform grid method along with the descent solution method. Tables 1 and 2 show the performance of Algorithms 1 and 2 for problems TPI and TPII, where Dim denotes the dimension of the tensor A, Num denotes the number of tests for each dimension, Alg1 and Alg2 denote Algorithms 1 and 2, respectively, RS denotes the success ratio of finding the global minimizers, AT denotes the average time for each sample, and AN denotes the average number of local minimizers found by Algorithm 2 for each sample.
Numerical results show that Algorithms 1 and 2 are efficient and promising. They show that Algorithm 2 has higher success ratios, while Algorithm 1 uses less computational time.
The following example shows the procedures of Algorithms 1 and 2 in detail.
Example 9.1 Consider a supersymmetric 6 × 6 × 6 tensor whose entries are a iii = i for i = 1, 2, . . . , 6, and a ii,i+1 = 10 for i = 1, 2, . . . , 5, and zero otherwise. The global minimizer of (1) for this example is We have f (x (3) ) = −15.455 and f (x (4) ) = −10.971. However, based onx (2) or x (3) orx (4) , there are no new local minimizers which can be found by a round of the heuristic cross-hill Z-eigenvalue method. Therefore, Algorithm 2 terminates in five iterations and the global minimizer found by this Algorithm is, i.e., x * =x (1) .
