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Resumo
Os métodos de pontos interiores são desenvolvidos para o problema de minimização
das perdas na geração e transmissão do pré-despacho DC de um sistema de potência
hidroelétrico onde ocorrem manobras programadas e restrições de segurança. A estrutura
matricial resultante é explorada objetivando uma implementação eficiente. Uma vez que a
demanda de energia varia ao longo do dia, a geração deve acompanhar a variação da carga.
Com a variação da demanda, se faz necessário realizar algumas manobras programadas
para adaptar a rede de transmissão a esta carga possibilitando atendê-la com eficiência e
mantendo o sistema estável. As restrições de segurança, por sua vez, procuram prevenir
as contingências mais importantes relacionadas a queda de uma linha, desligamento de
um gerador e violação do limite de capacidade em gargalos conhecidos. A consideração
de manobras e restrições adicionais aproxima o modelo do problema de pré-despacho do
sistema brasileiro de acordo com o Operador Nacional do Sistema. O método é comparado
em relação à complexidade e custos computacionais com outro método de pré-despacho
que não considera manobras e restrições adicionais.
Palavras-chave: Sistemas de Potência, Métodos de Pontos Interiores, Pré-Despacho,
Programação Quadrática.
Abstract
The interior point methods are developed for minimizing the pre-dispatch generation and
transmission loss of a hydroelectric DC power system where programmed maneuvers and
security constraints occur. The resulting matrix structure is exploited aiming an efficient
implementation. Considering that the energy demand varies along the day, the generation
should follow the (electric load) variation. With the change in demand, it is necessary
to perform some programmed maneuvers to efficiently adapt the transmission network to
this load enabling it to keep the system stable. Security constraints, in turn, seek to pre-
vent the most important contingencies related to line transmission loss, generators shut
down, and violation of bounds on previously known bottlenecks. According to the Na-
tional Operating System the consideration of such maneuvers and additional constraints
approaches this model to the Brazilian pre-dispatch system. The method is compared in
terms of complexity and computational costs with another pre-dispatch method that does
not consider maneuvers and additional constraints.
Keywords: Power Systems, Interior Point Methods, Pre-dispatch Problem, Quadratic
Programming.
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Capı´tulo1
Introdução
O primeiro método de pontos interiores a ser estudado, devido à sua simplicidade e
eficácia, foi o método afim escala para problemas lineares dado na forma primal, proposto
por Dikin em 1967 [22]. Em 1974, ele mostrou que este método possui convergência global
com passo unitário na direção gerada pelo algoritmo [23].
Em 1984, o matemático Narendra K. Karmarkar apresentou resultados sobre um algo-
ritmo de pontos interiores para resolver problemas de programação linear, que destacavam
que as propriedades de complexidade computacional neste algoritmo eram melhores do
que o simplex [31, 20].
Do ponto de vista de complexidade de algoritmos, o método simplex tem uma desvan-
tagem teórica importante, uma vez que tem convergência exponencial no pior caso, fato
que foi provado por Klee e Minty [33], e sabe-se que um bom algoritmo deve ser de tempo
polinomial, ou seja, um polinômio associado com a dimensão do problema deve limitar o
número de operações necessárias para resolver o problema [24].
O método de Karmarkar baseia-se em pontos interiores à região viável e em sucessivas
transformações projetivas que levam a um bom comportamento do processo, e possui
complexidade polinomial. Além disto, na prática, o número de iterações não cresce com
o problema, diferente do que ocorre no método simplex, o qual busca uma solução ótima
através de deslocamentos entre os vértices da região de factibilidade, considerando que
um desses vértices é solução ótima.
Em 1979, o primeiro algoritmo com complexidade polinomial para resolver problemas de
programação linear foi desenvolvido por Khachiyan [32]. Em 1985, foi apresentada uma
equivalência entre o método de Karmarkar e o método de barreira logarítmica clássica
em um problema de programação linear. Em seguida, houve a constatação de que os
métodos de barreiras eram fontes de algoritmos de tempo polinomial para programação
linear, e assim, outros métodos de pontos interiores foram desenvolvidos. Os métodos de
barreira, que, ao contrário do método simplex, eram inicialmente voltados a problemas não
lineares, poderiam também ser aplicados a problemas de programação linear, programação
quadrática e complementaridade linear e não linear [36, 5].
A partir de então, pesquisas sobre o método de pontos interiores aplicado a diversos
problemas foram amplamente desenvolvidos. Em 1991, Clements, Davis e Frey [19] apre-
sentaram tal método aplicado a sistemas de potência. Neste mesmo ano, foi apresentado
também um método primal-dual fundamentado no método de Karmarkar [35, 38]. Em
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seguida, este método foi aplicado a problemas de otimização de fluxos em redes [52].
Um novo método ganhou destaque: o método de pontos interiores preditor-corretor,
proposto por Mehrotra [39]. Ele utiliza um polinômio de Taylor de segunda ordem para
aproximar a trajetória primal-dual [41].
Ainda, Potra [47] propôs uma versão do método acima citado, para problemas que ini-
ciavam o processo iterativo com pontos infactíveis. Vanderbei [57] foi um dos precursores
no estudo dos métodos de pontos interiores para problemas de programação quadrática.
Já em 1996, Kojima [34] apresentou resultados para problemas lineares que permitiam
flexibilidade e melhoria em restrições sobre pontos iniciais e tamanho do passo no espaço
primal-dual. Neste mesmo ano, foi ainda apresentado o método das múltiplas correções,
por Gondzio [28]. Em 2000, Potra e Wright apresentaram uma análise de métodos e
softwares para problemas de programação linear [48].
Nos últimos anos, existiram muitos estudos sobre a aplicação dos métodos de pontos
interiores em problemas de pré-despacho ótimo, redes e sistemas de potência [2, 53, 4, 56].
A proposta central desta dissertação é minimizar os custos na geração e perdas na trans-
missão de energia elétrica no planejamento a curto-prazo da operação, utilizando o método
de pontos interiores primal dual seguidor de caminho.
Este trabalho está organizado da seguinte maneira: no Capítulo 2 são abordados alguns
conceitos e resultados de programação linear e quadrática, que servem como apoio ao
tema central desta dissertação; no Capítulo 3 é mostrado o desenvolvimento dos Métodos
Primal Dual Afim Escala, Primal Dual Seguidor de Caminho e Primal Dual Preditor-
Corretor. No Capítulo 4, é desenvolvido o modelo de fluxo de potência ótimo DC, inicial-
mente para o problema estático, para em seguida, estender ao modelo dinâmico (modelo
de pré-despacho). Além disto, são apresentadas as restrições de segurança e manobras
programadas, que serão incluídas no modelo. No Capítulo 5 é mostrada a aplicação dos
métodos de pontos interiores ao modelo de pré-despacho anteriormente apresentado, com
restrições de segurança e manobras programadas. Ainda, é feito o estudo da estrutura
matricial resultante. Por fim, no Capítulo 6 são apresentadas as considerações finais
e perspectivas futuras. De maneira complementar, foram incluídos dois apêndices, que
servirão como apoio para este trabalho.
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Capı´tulo2
Programação Linear e Programação
Quadrática
Neste capítulo, serão apresentados alguns conceitos básicos e resultados relevantes sobre
Programação Linear e Programação Quadrática.
2.1 Problema de Programação Linear
Um problema de programação linear é comumente definido como a minimização da
função objetivo em uma região M previamente estabelecida, chamada de região factível.
Em outras palavras, pode-se formular da seguinte maneira [36]:
min f(x), x ∈ R
onde f :M → R.
Ao resolver este problema, encontra-se uma solução ótima, denotada a partir de agora
por x∗. Além disso, M é constituída por restrições de igualdade e desigualdade lineares.
A forma padrão de um problema de programação linear é dada por:
min c>x
s. a Ax = b (Primal)
x ≥ 0,
(2.1)
e o dual associado à forma padrão é dado por [58]:
max b>y
s. a A>y + z = c (Dual)
z ≥ 0 e y livre,
(2.2)
onde A ∈ Rm×n é a matriz de restrições de posto completo, com m ≤ n. Além disso,
x ∈ Rn×1 é um vetor coluna de variáveis primais, b ∈ Rm×1 e c ∈ Rn×1 são vetores de
constantes, y é um vetor coluna de variáveis duais e z representa as variáveis de folga
duais.
Quando as restrições lineares são inequações diz-se que está na forma canônica. Vale
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ressaltar que as duas formas são equivalentes, já que é possível transformar qualquer
problema de programação linear de uma destas formas para a outra. Um exemplo desta
transformação será mostrado ao final da próxima seção.
Agora, será apresentado um conceito muito importante, que é de gap de dualidade.
Definição 2.1. O gap de dualidade γ é definido como a diferença entre os valores das
funções objetivos para as formulações primal e dual do mesmo problema, ou seja:
γ = c>x− b>y. (2.3)
Uma consequência desta definição é que se um ponto (x, y, z) é primal e dual factível,
então γ = x>z.
Lema 2.1. (Fraco de dualidade) Sejam x e y soluções factíveis para os problemas
Primal e Dual respectivamente. Logo c>x ≥ b>y.
Demonstração. Como x e y são soluções factíveis para os problemas Primal e Dual res-
pectivamente, tem-se que Ax ≥ b, x ≥ 0, A>y ≤ c e y ≥ 0. Multiplicando Ax ≥ b à
direita por y ≥ 0, e A>y ≤ c à esquerda por x ≥ 0, obtém-se:
b>y ≤ (Ax)>y = x>A>y ≤ x>c = c>x.
Este lema nos diz que a função objetivo do problema dual é um limitante da função
objetivo do problema primal, e vice-versa.
Corolário 2.1. Se c>x = b>y, onde x e y são variáveis primal e dual factíveis, res-
pectivamente, tem-se que x é solução ótima do problema primal e y é solução ótima do
problema dual.
Demonstração. Suponha, por absurdo, que x e y não sejam soluções ótimas para os pro-
blemas primal e dual, respectivamente. Isto significa que existem vetores x′ e y′ factíveis
para os problemas primal e dual, de modo que c>x′ < c>x e b>y′ > b>y. Como x′ e y′
são factíveis, tem-se que Ax′ ≥ b e A>y′ ≤ c. Além disso, por suposição, tem-se que
c>x = b>y, o que implica:
c>x′ < c>x = b>y < b>y′.
Logo, conclui-se que b>y′ > c>x′, o que é um absurdo pelo Lema Fraco de Dualidade.
Teorema 2.1. (Teorema da Dualidade da Programação Linear) Se qualquer um
dos problemas primal ou dual tiverem uma solução ótima finita, o mesmo acontece com o
outro, e os valores correspondentes das funções objetivos são iguais.
Este teorema garante que a solução ótima tem valor primal e dual iguais. Assim, a
diferença entre eles, denominada gap de dualidade, pode ser utilizada para avaliar a
qualidade da solução e a convergência do método.
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Com os problemas primal e dual formulados, pode-se enunciar as condições de comple-
mentaridade a serem satisfeitas pelas soluções primal e dual ótimas.
Teorema 2.2. (Condições de Complementaridade) Sejam x e (y, z) soluções factí-
veis para os problemas primal e dual respectivamente. Uma condição necessária e sufici-
ente para que ambas soluções sejam ótimas é que [36]:
(i) Se xj > 0 então zj = 0;
(ii) Se zj > 0 então xj = 0.
Ou seja, xjzj = 0 ∀j.
Portanto, tem-se o seguinte corolário:
Corolário 2.2. (Condições de Otimalidade) Tem-se que (x, y, z) é solução ótima
primal e dual de um problema de programação linear se, e somente se, satisfizer:
• Factibilidade Primal:
{
Ax = b
x ≥ 0;
• Factibilidade Dual:
{
A>y + z = c
z ≥ 0;
• Complementaridade: XZe = 0, onde X = diag(x), Z = diag(z) e e = (1, . . . , 1)>.
2.2 Problema Linear com Variáveis Canalizadas
Neste problema, as restrições de cada variável são canalizadas em um intervalo l ≤ x ≤ u.
Logo, um problema de programação linear com variáveis canalizadas para l, u ∈ Rn×1 é
dado por:
min c>x
s. a Ax = b
l ≤ x ≤ u.
Quando isto ocorrer, pode-se realizar as seguintes mudanças de variáveis:
x˜ = x− l⇒ x = x˜+ l,
u˜ = u− l⇒ u = u˜+ l.
Estas mudanças são feitas para anular o limite inferior de x. Desta forma, acrescentando
uma variável de folga, o problema torna-se um problema de programação linear na forma
padrão com limite superior nas variáveis. Ou seja, pode-se reescrever o problema acima
com a restrição de canalização 0 ≤ x˜ ≤ u˜.
Assumindo que l = 0, todo problema de programação linear canalizado na forma padrão
é escrito da seguinte maneira:
min c>x
s. a Ax = b
0 ≤ x ≤ u,
⇔
min c>x
s. a Ax = b
x+ v = u
(x, v) ≥ 0.
(2.4)
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Considerando o problema canalizado (2.4), a função objetivo é dada por c>x+ 0>v e as
restrições, escritas na forma matricial, são dadas por:(
A 0
I I
)(
x
v
)
=
(
b
u
)
,
(
x
v
)
≥ 0.
Assim, se (y, w˜) são as variáveis duais, tem-se:(
A> I
0 I
)(
y
w˜
)
≤
(
c
0
)
⇔ A>y + w˜ ≤ c, w˜ ≤ 0.
A função objetivo é dada por b>y + u>w˜. Logo, para w = −w˜, tem-se o problema dual
associado:
max b>y − u>w
s. a A>y − w ≤ c
w ≥ 0, y livre,
⇔
max b>y − u>w
s. a A>y − w + z = c
(w, z) ≥ 0, y livre.
(2.5)
As condições de complementaridade para o problema canalizado são dadas como em [55]
por: (
X 0
0 V
)(
Z 0
0 W
)(
e
e
)
=
(
0
0
)
⇔ XZe = 0, V We = 0.
Logo, as condições de otimalidade para um problema de programação linear com variáveis
canalizadas são dadas por:
• Factibilidade Primal:

Ax = b
x+ v = u
x ≥ 0
v ≥ 0;
• Factibilidade Dual:

A>y − w + z = c
z ≥ 0
w ≥ 0;
• Complementaridade: XZe = 0 e VWe = 0, onde X = diag(x), Z = diag(z),
V = diag(v), W = diag(w) e e = (1, . . . , 1)>.
Utilizando o exemplo a seguir, será visto como transformar um problema de programação
linear, que envolve desigualdades e variáveis livres, para a sua forma padrão. Nesses casos,
necessita-se introduzir variáveis de folga e/ou excesso.
Exemplo 2.1. Considere o seguinte problema de programação linear:
min c>x
s. a A1x = b1
A2x ≥ b2
x1 ≥ 0
0 ≤ x2 ≤ u2
x3 livre,
(2.6)
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onde x = (x1, x2, x3)>, c = (c1, c2, c3)> e a matriz m × n dada por A =
(
A1
A2
)
=(
A11 A12 A13
A21 A22 A23
)
.
Para transformá-lo na forma padrão, inicialmente as restrições
A1x = b1 e A2x ≥ b2 são reescritas.
• A1x = b1(
A11 A12 A13
) x1x2
x3
 = b1 ⇒ A11x1 + A12x2 + A13x3 = b1
• A2x ≥ b2(
A21 A22 A23
) x1x2
x3
 ≥ b2 ⇒ A21x1 + A22x2 + A23x3 ≥ b2
Logo, tem-se:
min c>1 x1 + c
>
2 x2 + c
>
3 x3 (2.7)
s. a A11x1 + A12x2 + A13x3 = b1 (2.8)
A21x1 + A22x2 + A23x3 ≥ b2 (2.9)
x1 ≥ 0 (2.10)
0 ≤ x2 ≤ u2 (2.11)
x3 livre. (2.12)
Introduzindo a variável de excesso v ≥ 0 em (2.9), tem-se: A21x1+A22x2+A23x3−v = b2.
Já em (2.11), tem-se que x2 ≤ u2, ou seja, x2 + s1 = u2, para algum s1 ≥ 0. A forma
padrão exige variáveis não-negativas. Quando a formulação original do problema possuir
uma ou mais variáveis de decisão irrestritas ou livres, ou seja, sem sinal definido, é pos-
sível reescrever cada variável livre xj como a diferença de duas variáveis não-negativas.
Logo, em (2.12), reescreve-se a variável livre x3 como a subtração de duas variáveis mai-
ores ou iguais a zero, isto é, x3 = s3 − s2, com s2, s3 ≥ 0.
Assim, tem-se:
min c>1 x1 + c
>
2 x2 + c
>
3 x3 (2.13)
s. a A11x1 + A12x2 + A13x3 = b1 (2.14)
A21x1 + A22x2 + A23x3 − v = b2 (2.15)
x2 + s1 = u2 (2.16)
x3 = s3 − s2 (2.17)
x1, x2, v, s1, s2, s3 ≥ 0. (2.18)
Por fim, substituindo (2.17) em (2.13), (2.14) e (2.15), é possível reescrever o problema
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de programação linear dado como:
min c>1 x1 + c
>
2 x2 + c
>
3 s3 − c>3 s2 (2.19)
s. a A11x1 + A12x2 + A13s3 − A13s2 = b1 (2.20)
A21x1 + A22x2 + A23s3 − A23s2 − v = b2 (2.21)
x2 + s1 = u2 (2.22)
x1, x2, v, s1, s2, s3 ≥ 0, (2.23)
que é a forma padrão desejada.
A forma dual associada à este problema é dada por:
max b>1 y1 + b
>
2 y2 − u>2 w
s. a A>11y1 + A
>
21y2 + z1 = c1
A>12y1 + A
>
22y2 + y3 + z2 = c2
A>13y1 + A
>
23y2 = c3
y1 livre
y2, w, z1, z2 ≥ 0.
2.3 Programação Quadrática
Um problema de programação quadrática é uma generalização de um problema de pro-
gramação linear, e é expresso como a minimização de uma função f(x) quadrática, sujeita
à restrições lineares [21]. Esse tipo de problema é um dos mais simples em otimização não-
linear, e pode ser considerado como um sub-problema para ajudar a resolver problemas
não lineares mais complexos.
Antes de formalizar a definição de problema de programação quadrática, será estabele-
cido um conceito importante sobre matrizes.
Definição 2.2. Seja Q ∈ Rn×n uma matriz simétrica. Então:
(i) Q é semi-definida positiva se ξ>Qξ ≥ 0, para todo ξ ∈ Rn e ξ 6= 0.
(ii) Q é definida positiva se ξ>Qξ > 0, para todo ξ ∈ Rn e ξ 6= 0.
Um problema de programação quadrática na forma padrão pode ser escrito como segue:
min 1
2
x>Gx+ c>x
s. a Ax = b
x ≥ 0,
(2.24)
onde G é uma matriz quadrada de ordem n, simétrica, semi-definida positiva, x e c
são vetores coluna com dimensão n (as componentes de c são os coeficientes dos termos
lineares na função objetivo). Além disso, A é uma matriz m × n e b é um vetor com
dimensão m. Neste caso, como a matriz G é semi-definida positiva, tem-se um problema
de programação quadrática convexa [58].
É fácil notar que se G = 0, a função f torna-se linear. Logo, pode-se afirmar que a
programação linear é um caso particular da programação quadrática.
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A formulação dual de (2.24) é dada por [27]:
max b>y − 1
2
x>Gx
s. a A>y −Gx+ z = c
x, z ≥ 0
y livre.
(2.25)
Veja que (x, y, z) é solução ótima primal e dual de um problema de programação qua-
drática se e somente se satisfizer as condições de otimalidade abaixo [10]:
• Factibilidade Primal:
{
Ax = b
x ≥ 0;
• Factibilidade Dual:
{
A>y −Gx+ z = c
(x, z) ≥ 0;
• Complementaridade: XZe = 0.
Definição 2.3. Em um problema de programação quadrática, o gap de dualidade γ é
definido de forma análoga ao que foi realizado para programação linear, ou seja:
γ = x>Gx+ c>x− b>y. (2.26)
2.4 Problema Quadrático com Variáveis Canalizadas
Nesta seção, as considerações referentes às restrições do problema primal são semelhantes
às realizadas na Seção 2.2, a menos da função objetivo. Logo, um problema de progra-
mação quadrática com variáveis canalizadas para l, u ∈ Rn×1 é dado por:
min 1
2
x>Gx+ c>x
s. a Ax = b
l ≤ x ≤ u.
O procedimento, a mudança de variáveis e as suposições também são análogos ao que
foi feito na Seção 2.2. Logo, pode-se escrever todo problema de programação quadrática
canalizado na forma padrão como:
min 1
2
x>Gx+ c>x
s. a Ax = b
0 ≤ x ≤ u,
⇔
min 1
2
x>Gx+ c>x
s. a Ax = b
x+ v = u
(x, v) ≥ 0,
(2.27)
onde v é a variável de folga.
O problema dual associado é dado por:
max b>y − u>w − 1
2
x>Gx
s. a A>y −Gx− w ≤ c
w ≥ 0, y livre,
⇔
max b>y − u>w − 1
2
x>Gx
s. a A>y −Gx− w + z = c
(w, z) ≥ 0, y livre.
(2.28)
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As condições de complementaridade são obtidas da mesma forma que foi realizada para
o problema linear canalizado.
Logo, as condições de otimalidade para um problema de programação quadrática com
variáveis canalizadas são dadas por:
• Factibilidade Primal:

Ax = b
x+ v = u
x ≥ 0
v ≥ 0;
• Factibilidade Dual:

A>y −Gx− w + z = c
z ≥ 0
w ≥ 0;
• Complementaridade: XZe = 0 e VWe = 0, onde X = diag(x), Z = diag(z),
V = diag(v), W = diag(w) e e = (1, . . . , 1)>.
Mais detalhes associados à resolução de um problema de programação quadrática utili-
zando métodos de pontos interiores serão estudados no capítulo seguinte.
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Capı´tulo3
Métodos de Solução
Existem dois principais métodos para resolver um problema de Programação Linear: o
método simplex e o método de pontos interiores.
O método simplex, desenvolvido por George Dantzig em 1947, é um procedimento matri-
cial que percorre os pontos extremos do conjunto das soluções factíveis em busca de uma
solução ótima. O algoritmo utiliza um critério na busca de forma que a solução seguinte
seja sempre “melhor” do que a anterior. Como o conjunto possui um número finito de
pontos extremos, isso garante que o algoritmo termina em algum ponto, que será uma
solução ótima do problema [43].
Na prática, o esforço de cálculo do método simplex é proporcional ao número de restrições
do problema e a complexidade deste método é exponencial, no pior caso.
Os métodos de pontos interiores, que serão estudados com mais detalhes na seção 3.1,
calculam pontos no interior da região de factibilidade. Além disso, os métodos de pontos
interiores apresentam bom desempenho na maioria dos problemas de programação linear
de grande porte, assim como em programação quadrática, já que são robustos e possuem
convergência rápida.
3.1 Método de Pontos Interiores Primal-Dual
A ideia dos métodos de pontos interiores é encontrar uma solução ótima de um problema
de programação linear, caminhando pelo interior do ortante positivo [58, 61].
Os métodos de pontos interiores são classificados como: primal, dual e primal-dual,
de acordo com o espaço onde são realizadas as iterações. Entre estes métodos, os que
possuem as melhores propriedades práticas e teóricas são os métodos primais-duais, que
consistem na aplicação do método de Newton1 às condições de otimalidade do problema.
Experimentos computacionais comprovam que os métodos primais-duais são superiores
aos demais métodos de pontos interiores, sendo melhores que o método simplex em pro-
blemas de grande porte. Entre os métodos primais-duais, destacam-se: método Primal
Dual Afim Escala, método Primal Dual Seguidor de Caminho e método Preditor-Corretor
[61].
1O Método de Newton está descrito no Apêndice A.
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Abaixo, tem-se uma definição importante para o estudo sobre método de pontos interi-
ores.
Definição 3.1. (Ponto Interior Factível para Problema de Programação Quadrática) Na
forma padrão do problema primal, tem-se um ponto interior factível quando Ax0 = b e
x0 > 0. E na forma padrão do problema dual, quando A>y −Gx0 + z0 = c, com z0 > 0.
3.1.1 Método Primal Dual Afim Escala
O método Primal Dual Afim Escala, desenvolvido em [41], é um dos primeiros métodos
a aplicar o método de Newton para resolver o sistema de equações não lineares:
Ax = b, x ≥ 0
A>y −Gx+ z = c, (x, z) ≥ 0
XZe = 0.
(3.1)
Desta forma, assumindo que os pontos (x, z) são interiores, considere o sistema (3.1).
Para aplicar o método de Newton, define-se F (x, y, z) como sendo:
F (x, y, z) =
 Ax− bA>y −Gx+ z − c
XZe
 .
Deseja-se encontrar os pontos x, y, z tal que F (x, y, z) = 0. Então, a matriz Jacobiana
por blocos de F para as variáveis (x, y, z) é dada por:
JF (x, y, z) =
 A 0 0−G A> I
Z 0 X
 .
As equações de Newton são JF (x, y, z)d = −F (x, y, z), onde d é a direção de Newton.
Logo, tem-se que:
d =
dxdy
dz
 = −(JF (x, y, z))−1F (x, y, z)⇒
⇒ JF (x, y, z)d = −F (x, y, z) = −
 Ax− bA>y −Gx+ z − c
XZe

⇒ JF (x, y, z)d =
 b− Axc− A>y +Gx− z
−XZe
 =
rprd
ra
 , (3.2)
onde rp, rd e ra indicam os resíduos do problema primal, do problema dual e o resíduo
afim, respectivamente. Definindo r = [rp rd ra]
> , é possível escrever JF (x, y, z)d = r.
Assim, o sistema matricial para encontrar a direção d = [dx dy dz]> é dado por (3.2), que
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pode ser reescrito como:  A 0 0−G A> I
Z 0 X
dxdy
dz
 =
rprd
ra
 ,
o que implica 
Adx = rp
−Gdx+ A>dy + dz = rd
Zdx+Xdz = ra
⇒
⇒

Adx = rp
A>dy −Gdx+ dz = rd
Zdx+Xdz = ra.
(3.3)
A diferença deste sistema para o sistema formado pelo problema que possui função obje-
tivo linear é apenas o termo −Gdx, presente na segunda equação. Porém, quando a matriz
G é diagonal, o esforço no cálculo da solução final é semelhante à resolução do problema
linear. Logo, a eficiência dos métodos de pontos interiores para esse tipo de problema é
tão boa quanto para problemas de programação linear, e o procedimento para desenvolver
os métodos de pontos interiores primal-dual para programação quadrática é basicamente
o mesmo utilizado na programação linear.
Para pontos interiores (x, z) > 0, isolando dz na terceira equação de (3.3), tem-se:
Zdx+Xdz = ra ⇒ dz = X−1(ra − Zdx).
Substituindo dz na segunda equação, tem-se:
A>dy −Gdx+ dz = rd
A>dy −Gdx+X−1(ra − Zdx) = rd
A>dy −Gdx+X−1ra −X−1Zdx = rd
A>dy −Gdx−X−1Zdx = rd −X−1ra
A>dy − (G+X−1Z)dx = rd −X−1ra.
Agora, definindo D = G + X−1Z no primeiro conjunto de equações, tem-se o sistema
aumentado de equações para dx e dy, isto é,{
A>dy −Ddx = rd −X−1ra
Adx = rp.
(3.4)
Na forma matricial, fica representado como[−D A>
A 0
] [
dx
dy
]
=
[
rd −X−1ra
rp
]
.
Este sistema possui inversa sempre que a matriz A tem posto completo. Além disso, é
simétrico e indefinido [26]. Ele mantém a esparsidade original e pode ser resolvido por
algum método adequado.
Da primeira equação de (3.4), tem-se:
Ddx = A>dy − rd +X−1ra ⇒
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⇒ dx = D−1(A>dy − rd +X−1ra).
Substituindo dx na segunda equação de (3.4), obtém-se:
AD−1(A>dy − rd +X−1ra) = rp ⇒
⇒ AD−1A>dy = rp + AD−1(rd −X−1ra),
que denomina-se equações normais. Como A tem posto completo, AD−1A> é simétrica
definida positiva. Logo, dependendo da esparsidade e/ou da dimensão do problema, ela
pode ser resolvida pela fatoração de Cholesky, ou de modo iterativo pelo método de
gradientes conjugados [26].
Teorema 3.1. (Fatoração de Cholesky) Se A ∈ Rn×n é uma matriz simétrica definida
positiva, então existe uma única matriz triangular inferior L ∈ Rn×n com diagonal positiva
tal que A = LL>.
Partindo, agora, de um ponto interior (x0, z0) > 0, calcula-se o tamanho do passo αk tal
que a cada iteração, tem-se (xk, zk) > 0. A ideia é avançar de modo iterativo na direção
de Newton com um tamanho de passo α, com (0 < α ≤ 1) maior possível, de forma que
o próximo ponto também seja interior.
Sejam
αkp = minj
{
− x
k
j
dxkj
: dxkj < 0
}
e αkd = minj
{
− z
k
j
dzkj
: dzkj < 0
}
.
Como as variáveis primais (x, y, z) estão presentes nas restrições do problema dual, tem-se
que bons resultados computacionais são alcançados utilizando o mesmo tamanho do passo
(o menor deles). Em outras palavras, se αk1 = min
{
αkp, α
k
d
}
, tem-se αk = min
{
ταk1, 1
}
,
onde τ ∈ (0, 1), αkp é o tamanho do passo primal e αkd é o tamanho do passo dual, na
iteração k.
Uma justificativa para a escolha destes passos é a que segue: para a variável x, tem-se
que o próximo ponto é calculado como xk+1 = xk+αkpdxk. Para que o próximo ponto seja
interior, é necessário que todas as componentes deste vetor sejam estritamente positivas.
Ou seja:
xk+1i = x
k
i + α
k
pdx
k
i > 0 ⇒ αkp >
−xki
dxki
, para i = 1, . . . , n.
Para garantir que esta condição é satisfeita para todas as componentes, define-se:
αkp = min
i
{
− x
k
i
dxki
: dxki < 0
}
.
Supondo que a igualdade acima seja satisfeita para i = t. Então, tem-se que:
αkp = −
xkt
dxkt
.
Observa-se que para este valor de αkp, a componente x
k+1
t será nula, isto é:
xk+1t = x
k
t + α
k
pdx
k
t = 0.
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Para evitar que isto aconteça, considera-se τ ∈ (0, 1) e αk = min{ταk1, 1}, onde
αk1 = min
{
αkp, α
k
d
}
, de modo que:
0 = xkt + α
k
pdx
k
t < x
k
t + τα
k
pdx
k
t ≤ xkt + ταk1dxkt ≤ xkt + αkdxkt = xk+1t .
Desta forma, o próximo ponto continua sendo interior.
Obtém-se, assim,xk+1yk+1
zk+1
 =
xkyk
zk
+ αkdk ⇒
xk+1yk+1
zk+1
 =
xkyk
zk
+ αk
dxkdyk
dzk
 .
Algumas considerações sobre este método seguem abaixo:
• Quando a matriz G é diagonal, diz-se que as variáveis x são separáveis.
• O tamanho do passo α = 1 (passo de Newton) corresponde ao passo máximo do
algoritmo, de modo que o próximo ponto continue sendo interior e factível.
• Nas demonstrações de convergência, sempre é usado α único.
• Não é necessário um ponto inicial factível, basta ser interior.
O esforço por iteração dos métodos Primal Afim Escala [22], Dual Afim Escala [1] e
Primal Dual Afim Escala é essencialmente o mesmo. O passo mais caro consiste em
resolver um sistema linear com uma matriz da forma ADA>.
Esse método não funciona bem na prática pois os produtos xjzj, para cada j, aproximam-
se de zero em velocidades diferentes. O ideal seria que, para cada produto, xj e zj
chegassem próximos a zero simultaneamente. O fato dessas variáveis se aproximarem de
zero em velocidades diferentes possibilita erro numéricos, pois a matriz diagonal D =
G + X−1Z será singular ou ocorrerá um overflow devido ao quociente
zj
xj
no qual o
denominador se aproxima de zero, impedindo, assim, a convergência do algoritmo.
3.1.2 Método Primal Dual Seguidor de Caminho
Este método foi proposto por Kojima, Mizuno e Yoshise [35] e estudado por Megiddo
[38]. Além disso, é bem apresentado em Wright [61] e em Vanderbei [58].
Como visto na subseção anterior, o método primal dual afim escala não obtém bons
resultados, já que os produtos xjzj aproximam de zero em velocidades diferentes. Com
isto, as direções calculadas nestas condições não são muito boas e o método progride
muito lentamente, podendo não convergir. Para evitar que isto aconteça, acrescenta-se
um parâmetro de perturbação µ às condições de complementaridade [61], de modo que:
XZe = µe, com µ = σ
∑ xjzj
n
= σ
γ
n
, σ ∈ (0, 1).
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Logo, as novas condições de otimalidade são dadas por:
Ax = b, x ≥ 0
A>y −Gx+ z = c, (x, z) ≥ 0
XZe = µe.
(3.5)
Note que o que difere os sistemas (3.1) e (3.5) é somente a terceira equação. Então, o
resíduo correspondente é dado por rc = −XZe + µe = ra + µe. Logo, tem-se o seguinte
sistema linear: 
Adx = rp
A>dy −Gdx+ dz = rd
Zdx+Xdz = ra + µe = rc.
(3.6)
Fazendo as mesmas eliminações de variáveis feitas na subseção anterior, chega-se em:
AD−1A>dy = rp + AD−1(rd −X−1rc),
onde D = G + X−1Z e AD−1A> é uma matriz simétrica definida positiva. Logo, este
sistema pode ser resolvido pela fatoração de Cholesky.
Nas implementações computacionais, para que tenha-se 0 < σ < 1 em todas as iterações,
uma escolha fundamentada em [37] e [29] é:
σ =
1
n
(Problemas Pequenos), σ =
1√
n
(Problemas Grandes), (3.7)
onde n é a dimensão do vetor x.
Os tamanhos de passos são calculados de forma análoga ao método Primal Dual Afim
Escala.
Algumas considerações sobre este método são:
• As equações normais obtidas possuem a mesma forma que no método Primal Dual
Afim Escala, mas a matriz D e os resíduos modificam.
• Para escolhas específicas de τ k e σk, é possível mostrar que o método Primal Dual
Seguidor de Caminho possui convergência superlinear e complexidade polinomial,
fatos estes que foram demonstrados por diferentes autores para valores específicos
[62].
• O parâmetro de perturbação (também denominado parâmetro de centralidade ou de
barreira) tende a levar os pontos gerados pelo interior e ao mesmo tempo bloqueia
às variáveis xj e zj para que todos cheguem próximos a zero concomitantemente
quando a tolerância é satisfeita.
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O Método Primal Dual Seguidor de Caminho pode ser resumido da seguinte forma:
Algoritmo 1: Método Primal Dual Seguidor de Caminho
Entrada: (x0, y0, z0), com (x0, z0) > 0 e σ ∈ (0, 1)
Saída: (x∗, y∗, z∗)
para k = 0, 1, 2, · · · faça
γ = x>z % Cálculo do gap e do parâmetro de correção
µ = σ γn
rp = b−Ax % Cálculo dos resíduos
rd = c−A>y +Gx− z
rc = −XZe+ µe % X = diag(x), Z = diag(z)
D = G+X−1Z
AD−1A>dy = rp +AD−1(rd −X−1rc) % Cálculo das direções de Newton
dx = D−1(A>dy − rd +X−1rc)
dz = X−1(rc − Zdx)
αkp = minj
{
− x
k
j
dxkj
: dxkj < 0
}
αkd = minj
{
− z
k
j
dzkj
: dzkj < 0
}
Se αk1 = min
{
αkp , α
k
d
}
, tem-se αk = min
{
ταk1 , 1
}
, com τ ∈ (0, 1) % Cálculo do passo
xk+1 = xk + αkdxk % Atualização dos pontos
yk+1 = yk + αkdyk
zk+1 = zk + αkdzk
fim
3.1.3 Método Primal Dual Preditor-Corretor
O método Preditor-Corretor inicialmente foi proposto por Monteiro, Adler e Resende
[41] e, em seguida, melhorado por Mehrotra [40]. Esse método é uma variação do método
Preditor-Corretor de Mizuno-Todd-Ye (1989).
Considere os problemas primal e dual na forma padrão, estudados anteriormente. O
método Preditor-Corretor utiliza uma direção que contém três componentes:
• Direção Afim Escala: É a direção de Newton como direção preditora.
• Direção de correção: Compensa a aproximação linear do método de Newton.
• Direção de centragem: Uma vez que existe uma direção de correção, perturba-se o
problema com um parâmetro µ escolhido de forma adequada.
No método Primal Dual Afim Escala, aproxima-se as restrições de forma linear. Uma vez
que as restrições de factibilidade primal e dual são lineares, com passo α = 1, obtém-se
um ponto primal e dual factível.
Considere a direção afim escala com α = 1. Na proxima iteração, tem-se o seguinte
resíduo nas condições de complementaridade:
(xkj + dx
k
j )(z
k
j + dz
k
j ) = xjzj + xjdzj + zjdxj + dxjdzj
= Xk+1Zk+1e = (Xk +Dkx)(Z
k +Dkz )e = (X
kZk +XkDkz +D
k
xZ
k +DkxD
k
z )e
= XkZke+XkDkze+D
k
xZ
ke+DkxD
k
ze
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= −rka +XkDkze+ ZkDkxe+DkxDkze
= −rka +Xkdzk + Zkdxk +DkxDkze.
Como −ra +Xdz + Zdx = 0, pois Zdx+Xdz = ra, pode-se concluir que
rk+1a = −DkxDkze.
No método Preditor-Corretor, calcula-se inicialmente a direção afim escala (3.8), que é
a direção preditora: 
Ad˜x
k
= rkp
A>d˜y
k −Gd˜xk + d˜zk = rkd
Zkd˜x
k
+Xkd˜z
k
= rka.
(3.8)
Na próxima iteração, e com α = 1, tem-se o sistema linear (3.9), que nos fornecerá a
direção corretora: 
Adˆx = 0 = rk+1p
A>dˆy −Gdˆx+ dˆz = 0 = rk+1d
Zdˆx+Xdˆz = −D˜xD˜ze = rk+1a .
(3.9)
Em Zk+1dˆx+Xk+1dˆz, tem-se a vantagem de usar a mesma matriz da iteração anterior.
Deve-se pertubar o último sistema para não ter xjzj muito pequenos.
De (3.9) tem-se:
Adˆx = 0 = rk+1p
A>dˆy −Gdˆx+ dˆz = 0 = rk+1d
Zdˆx+Xdˆz = −D˜xD˜ze+ µke = rk+1c .
(3.10)
O parâmetro µk pode ser escolhido de tal forma que, se a direção afim escala for boa,
ele é pequeno. Caso contrário, o valor do parâmetro é maior:
µk = σk
(
γk
n
)
, σk =
(
γ˜k
γk
)p
, onde p = 2 ou 3 e γ˜k = (xk+α˜pd˜x)>(zk+α˜dd˜z).
Além disso, γ é o valor do gap de dualidade, µ é a perturbação e σ é o parâmetro de
centragem.
A direção final d será dada pela soma das duas direções d˜ + dˆ que pode ser obtida
diretamente por (3.8) e (3.10):

A(d˜x+ dˆx) = rp + 0
A>(d˜y + dˆy)−G(d˜x+ dˆx) + d˜z + dˆz = rd + 0
Z(d˜x+ dˆx) +X(d˜z + dˆz) = ra + rc = re,
que resulta em 
Adx = rp
A>dy −Gdx+ dz = rd
Zdx+Xdz = re.
(3.11)
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Outras observações acerca deste método seguem abaixo:
• Este método necessita aproximadamente metade das iterações do método primal
dual seguidor de caminho;
• A iteração deste método é mais cara, mas não custa o dobro porque aproveita-se a
decomposição na solução do primeiro sistema linear para resolver o segundo;
• Este método tem convergência quadrática (caso a solução dos dois sistemas seja
considerada como uma iteração);
• Pode-se denominar este método de “Método de Newton modificado perturbado de
ordem 1”.
3.1.3.1 Método Primal Dual Preditor-Corretor com Variáveis Canalizadas
Pode-se fazer as mesmas considerações realizadas na Subseção 3.1.1, mas considerando
problemas primais onde todas as variáveis são canalizadas. Considere esta situação, que
foi estudada na Seção 2.4. O método de Newton será utilizado para resolver o sistema de
equações não lineares que definem as condições de otimalidade do problema, desconside-
rando as desigualdades:
F (x) =

Ax = b, x ≥ 0
x+ v = u, v ≥ 0
A>y −Gx− w + z = c, z ≥ 0, w ≥ 0
XZe = 0
VWe = 0.
(3.12)
Para aplicar o método de Newton, define-se F (x, v, y, z, w) como sendo:
F (x, v, y, z, w) =

Ax− b
x+ v − u
A>y −Gx− w + z − c
XZe
VWe
 . (3.13)
Logo, a matriz Jacobiana por blocos de F para as variáveis (x, v, y, z, w) é dada por:
JF (x, v, y, z, w) =

A 0 0 0 0
I I 0 0 0
−G 0 A> I −I
Z 0 0 X 0
0 W 0 0 V
 . (3.14)
Então, as equações de Newton são JF (x, v, y, z, w) d = −F (x, v, y, z, w), onde d é a direção
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de Newton. Portanto, tem-se:
d =

dx
dv
dy
dz
dw
 = −(JF (x, v, y, z, w))−1F (x, v, y, z, w). (3.15)
Desta forma, resolve-se o seguinte sistema linear:
JF (x, v, y, z, w) d = −F (x, v, y, z, w), (3.16)
que, por substituição de (3.14) e (3.13) em (3.15), é dado por:
JF (x, v, y, z, w) =

A 0 0 0 0
I I 0 0 0
−G 0 A> I −I
Z 0 0 X 0
0 W 0 0 V


dx
dv
dy
dz
dw
 =

rp
ru
rd
ra
rb
 , (3.17)
onde 
rp
ru
rd
ra
rb
 =

b− Ax
u− x− v
c− A>y +Gx+ w − z
−XZe
−VWe
 = −F (x, v, y, z, w).
Assim, o sistema matricial para encontrar a direção d é dado por (3.17), que pode ser
reescrito como 
Adx = rp
dx+ dv = ru
A>dy −Gdx+ dz − dw = rd
Zdx+Xdz = ra
Wdv + V dw = rb.
Para pontos interiores (x, v) > 0 e (z, w) > 0, isolando dz na penúltima equação e dw
na última equação, e substituindo na terceira equação, obtém-se:
A>dy −Gdx−X−1Zdx+ V −1Wdv = rd −X−1ra + V −1rb.
Isolando dv na segunda equação e novamente substituindo na terceira equação, tem-se:
A>dy − (G+X−1Z + V −1W )dx = rd −X−1ra + V −1rb − V −1Wru.
Denotando D = (G+X−1Z +V −1W ), obtém-se o seguinte sistema de equações normais:
AD−1A>dy = rp + AD−1(rd −X−1ra + V −1rb − V −1Wru).
Agora, dado um ponto interior inicial (x0, v0) > 0, (z0, w0) > 0, calcula-se o tamanho do
passo αk tal que a cada iteração, tem-se (xk, vk) > 0, (zk, wk) > 0. Ou seja, a ideia é avan-
çar iterativamente na direção de Newton com um tamanho de passo α, com (0 < α ≤ 1)
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maior possível, que garanta que o próximo ponto também seja interior.
Novamente com o argumento de que as restrições do problema dual possuem as variáveis
primais, utiliza-se o mesmo tamanho de passo (o menor deles). Isto é, se
αk1 = min
{
αkp, α
k
d
}
, com αkp e αkd definidos conforme a Subseção 3.1.1, tem-se αk =
min
{
ταk1, 1
}
, com τ ∈ (0, 1).
Desta forma, obtém-se:
xk+1
vk+1
yk+1
zk+1
wk+1
 =

xk
vk
yk
zk
wk
+ αkdk ⇒

xk+1
vk+1
yk+1
zk+1
wk+1
 =

xk
vk
yk
zk
wk
+ αk

dxk
dvk
dyk
dzk
dwk
 .
Vale ressaltar que não há diferença do estudo feito acima para programação quadrática
e programação linear se for separável, pois a matriz D continuará sendo diagonal. Caso
não fosse separável, ela deixaria de ser diagonal.
3.1.4 Critério de Parada para Todos os Métodos do Tipo Primal
Dual
Um critério de convergência baseado nas condições de otimalidade exige que os resíduos
e o gap do processo iterativo sejam pequenos. Mas, para que eles não sejam dependentes
da unidade de medida das variáveis, é necessário utilizar o erro relativo. Então, dado
 > 0, diz-se que o algoritmo encerrou e o método convergiu se são satisfeitas as seguintes
condições [61]:
‖b− Ax‖+ ‖u− x− v‖
1 + ‖b‖+ ‖u‖ ≤  → Primal Factível,
‖c+Gx− A>y + w − z‖
1 + ‖c‖ ≤  → Dual Factível,
|c>x− b>y + u>w|
1 + |c>x|+ |b>y| ≤  → Complementaridade.
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Capı´tulo4
Fluxo de Potência Ótimo DC
O problema de geração e transmissão para o atendimento da demanda de energia elétrica
de um sistema em um dado instante é denominado fluxo de potência. Fluxo de potência
ótimo é um termo utilizado para se referir a uma classe de problemas que procura otimizar
uma determinada função objetivo, onde as restrições oriundas de propriedades físicas e
operacionais da rede elétrica são satisfeitas [49].
Este tipo de problema possui diversas aplicações, entre elas: despacho econômico, análise
de confiabilidade de geração e transmissão, análise de segurança e programação da geração
à curto prazo [44].
Na década de 60, Carpentier [7] desenvolveu a primeira formulação para o problema
de fluxo de potência ótimo (AC), e, desde então, diversos métodos de otimização foram
propostos para resolver este problema. Em 1983, Monticelli [42] divulgou o modelo linea-
rizado (DC), que simplificou de forma considerável a formulação matemática do problema,
e ainda manteve o grau de precisão satisfatório dos resultados. Em 1991, Clements, Davis
e K. D. Frey [19] mostraram um das primeiras análises sobre métodos de pontos interiores
voltados à sistemas de potência. Em 1993, Vargas, Quintana e Vannelli [59], e em 1994,
Granville [30] apresentaram estudos sobre métodos de pontos interiores para resolver o
problema de pré-despacho econômico de sistemas de potência. Em 2001, Chiavegato,
Oliveira e Soares [18] investigaram o problema de pré-despacho através da relaxação La-
grangeana e métodos de pontos interiores.
O problema de fluxo de potência ótimo corresponde a apenas um intervalo de tempo
e é formulado como um modelo estático. Enquanto que o modelo dinâmico, também
chamado de modelo de pré-despacho, é a ampliação desta formulação para cada intervalo
de tempo, considerando restrições adicionais. Tais restrições referem-se à meta que as
usinas hidroelétricas devem cumprir, estabelecida pelo planejamento a longo prazo, e às
restrições de segurança necessárias para atender demandas imprevistas ou contingências.
A sugestão do acréscimo dessas restrições ao modelo de pré-despacho foi feita pelo ONS
- Operador Nacional do Sistema Elétrico.
O problema de pré-despacho de um sistema hidroelétrico é um problema operacional de
curto prazo com horizontes de planejamento de uma semana ou até um dia, que objetiva
atender a demanda e satisfazer as metas energéticas definidas a longo prazo. Além disso,
pode ser modelado como a minimização de uma função objetivo quadrática convexa,
referente aos custos de geração e perdas na transmissão do sistema de potência, sujeita a
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restrições lineares que representam o fluxo de potência ativa.
O sistema de geração é formado por um conjunto de unidades geradoras, e o sistema
de transmissão é denotado por um modelo de fluxo de carga de corrente contínua (DC).
Neste modelo, as leis de Kirchhoff são mostradas de maneira independente [50, 51]. Com
isto, os fluxos de potência são representados claramente, permitindo a consideração dos
limites de transmissão como restrições e das perdas de transmissão como um critério de
desempenho.
Este trabalho apresenta um modelo de despacho de potência ativa com critério quadrático
separável utilizando métodos de pontos interiores. A abordagem aqui estudada combina
as vantagens da formulação do modelo DC por fluxo em redes com a eficiência e robustez
desses métodos [44].
4.1 Modelo de Fluxo de Potência Ótimo DC
Nesta seção, são estudados os modelos de fluxo de potência ótimo DC para o problema
estático e para o problema dinâmico. A estrutura matricial é explicitada através de um
exemplo de pequeno porte, como feito em [50, 51] e [16].
4.1.1 Modelo Estático
Para definir este modelo e sua estrutura matricial, considere o sistema da figura abaixo.
1 2
34
(1)
(2) (3)(4)
Figura 4.1: Sistema de 4 barras. Fonte: Adaptado de [49].
No grafo que representa o sistema, os nós são as barras de carga e geração e os arcos são as
linhas de transmissão. Logo, este sistema possuim = 4 barras, n = 4 linhas de transmissão
e g = 2 barras de geração. As usinas geradoras (hidroelétricas ou termoelétricas) são
identificadas pelas barras pretas.
Agora, apresenta-se uma breve explicação sobre a construção do modelo. As variáveis
de decisão são os vetores p ∈ Rg×1 e f ∈ Rn×1, onde p representa o vetor de geração de
potência ativa e f representa o vetor de fluxo de potência ativa.
As leis de Kirchhoff representam as restrições do problema. A primeira lei de Kirchhoff
(lei dos nós) nos diz que a quantidade de potência que entra ou é produzida em cada nó
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deve ser igual a potência que sai ou é consumida. Ou seja:
Af = Ep− l,
onde l ∈ Rm×1 expressa o vetor demanda de potência ativa em cada barra de carga e
A ∈ Rm×n é a matriz de incidência da rede de transmissão.
Esta matriz será dada por:
A =

1 1 0 0
−1 0 1 −1
0 0 −1 0
0 −1 0 1
 .
A matriz E ∈ Rm×g é formada por vetores canônicos, que correspondem às barras de
geração:
E =

1 0
0 1
0 0
0 0
 .
A segunda lei de Kirchhoff (lei das malhas) determina que é nula a soma algébrica das
tensões em cada ciclo da rede. Logo:
Tf = 0,
onde T ∈ R(n−m+1)×n representa a matriz de reatância da rede de transmissão. Neste
caso, considera-se o circuito formado pelos arcos (1), (2) e (4), e adota-se como positivo
o sentido anti-horário:
T =
[
x1 −x2 0 −x4
]
.
Vale ressaltar que a construção destas matrizes e outros assunto correlatados serão melhor
abordados no Apêndice B.
Além destas restrições, deve-se também levar em conta as capacidades de geração e
transmissão de energia, expressos por:
fmin ≤ f ≤ fmax
e
pmin ≤ p ≤ pmax,
onde fmin, fmax, pmin e pmax representam os vetores de limites de fluxo e de geração de
potência ativa.
Finalmente, para este modelo, as duas componentes da função objetivo são quadráti-
cas com variáveis separáveis. A primeira componente representa o valor das perdas na
transmissão, e a segunda componente caracteriza o custo de geração das usinas:
α
1
2
(f>Rf) + β
1
2
(
p>Qp+ c>p
)
,
onde R ∈ Rn×n é a matriz diagonal das resistências das linhas de transmissão,
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Q ∈ Rg×g é a matriz diagonal da componente quadrática do custo de geração e c ∈ Rg×1
é a componente linear do custo de geração. Estes custos de geração reproduzem a perda
na geração para as usinas hidroelétricas e custo do combustível nas termoelétricas. As
ponderações α e β dos objetivos a minimizar devem ser medidas considerando a diferença
de unidades entre os objetivos.
Feita as devidas observações, o modelo matemático estático de fluxo de potência ótimo
é escrito como:
min α 1
2
(
f>Rf
)
+ β 1
2
(
p>Qp+ c>p
)
(4.1)
s. a Af = Ep− l (4.2)
Tf = 0 (4.3)
fmin ≤ f ≤ fmax (4.4)
pmin ≤ p ≤ pmax. (4.5)
As equações (4.2) e (4.3) representam as leis de Kirchhoff para nós e circuitos respecti-
vamente, e as equações (4.4) e (4.5) representam as capacidades de geração e transmissão
do sistema. Logo, o conjunto de restrições deste problema é linear, cujas equações repre-
sentam a rede de geração/transmissão.
4.1.2 Modelo Dinâmico
O modelo estático é a representação do problema para um único instante de tempo, en-
quanto que o modelo dinâmico considera t-intervalos de tempo. Logo, tem-se t-subproblemas,
com a mesma estrutura que o modelo estático, acrescidos por restrições adicionais.
As restrições do problema estático se repetem em cada intervalo de tempo, assim como
a função objetivo.
As usinas hidroelétricas tem uma meta a cumprir, estabelecida pelo planejamento a longo
prazo. Esta restrição pode ser escrita matematicamente como:
t∑
k=1
pkj = qj,
onde t representa o número total de intervalos de tempo, qj ∈ Rg×1 é a meta de geração de
energia de cada usina hidroelétrica j = 1, . . . , g para o horizonte em estudo, estabelecida
pelo planejamento a longo prazo, e pkj representa a geração de potência ativa da usina j
no intervalo de tempo k.
O problema de pré-despacho é um modelo dinâmico de fluxo de potência ótimo, que pode
ser representado, sem a consideração de manobras e restrições de segurança, da seguinte
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forma [46]:
min
α
2
t∑
k=1
[
(fk)>Rkfk
]
+
β
2
t∑
k=1
[
(pk)>Qkpk + c>pk
]
s. a Afk = Epk − lk
Tfk = 0
fmin ≤ fk ≤ fmax ∀k ∈ (1, ..., t)
pmin ≤ pk ≤ pmax
t∑
k=1
pkj = qj ∀j ∈ (1, ..., g) .
Os vetores c, fmin, fmax, pmin e pmax não variam com os intervalos de tempo.
4.2 Restrições de Segurança
O problema do fluxo de potência ótimo com restrições de segurança lineares, utilizando
métodos de pontos interiores, foi abordado em [3].
No presente trabalho, o problema será formulado de modo que a solução ótima seja
calculada sob condições normais de funcionamento e/ou quando ocorrerem distúrbios
como indisponibilidades e falhas. A idéia é que estas restrições de segurança permitam
que o modelo trabalhe de modo a forçar o sistema a ser operado caso uma eventualidade
ocorrer, e as tensões e fluxos continuem dentro dos limites.
As restrições de segurança exemplificam as três situações mais importantes que podem
ocorrer no sistema elétrico brasileiro [6]:
• Queda de uma linha de transmissão: a queda da linha fi pode ser acobertada pela
linha fj através de restrições do tipo smin1 ≤ fi + γfj ≤ smax1 .
Nestes casos, tem-se que M = 0 e mais de uma linha pode ser usada para cobrir
uma queda.
• Desligamento de uma unidade geradora: a queda de um gerador pode sobrecarregar
uma linha de transmissão. Para isto, restrições da forma smin2 ≤ pi + δfj ≤ smax2
evitam que a linha j seja sobrecarregada.
• Gargalos no sistema: limites no fluxo entre duas áreas da rede podem ser impostos
com restrições do tipo smin3 ≤ pi+ fj + ηfk ≤ smax3 , determinadas do conhecimento
que a ONS tem do sistema nacional.
No modelo matemático a ser estudado neste trabalho, as restrições de segurança são
representadas pela seguinte desigualdade:
smin ≤ Nfk +Mpk ≤ smax,
onde:
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M : matriz que indica os geradores envolvidos nas restrições de segurança;
N : matriz que indica as linhas de transmissão envolvidas nas restrições de segurança;
smin e smax: vetores de limites de potência ativa das restrições de segurança.
Em outras palavras, supondo um sistema de potência comm ramos, n barras e g geradores,
tem-se que M e N são dados de entrada, assim como as manobras, onde M é a matriz
de contingência de geração de potência ativa, e possui dimensão c× g, onde c é o número
de contingências, e N representa a matriz de contingência de fluxo de potência ativa, e
possui dimensão c×m.
4.3 Manobras Programadas
No pré-despacho de sistemas hidroelétricos, as usinas têm uma meta a cumprir em um
determinado dia, estabelecida pelo planejamento a longo prazo. Devido às variações das
demandas ao longo do dia, é necessário realizar manobras programadas nas linhas de
transmissão para manter o sistema estável, alterando a configuração da rede ao longo do
dia.
A matriz B é formada pelas linhas da matriz de incidência justaposta com as linhas da
matriz de reatância, e pode ser escrita como:
B =
[
A
T
]
,
ou ainda:
B =
[
X K
TX TK
]
,
onde A =
[
X K
]
e T =
[
TX TK
]
.
As colunas da matriz de incidência A são repartidas de modo que X possui os arcos
de uma árvore geradora e K os arcos adicionais, pertencentes à co-árvore. A divisão da
matriz de reatância T é feita de maneira semelhante. Além disso, a matriz TK é diagonal
e representa os arcos da co-árvore.
Neste trabalho, as manobras serão consideradas um dado de entrada, isto é, estão pre-
viamente programadas para serem realizadas. Usualmente, são realizadas de quatro a
seis manobras por dia no sistema elétrico brasileiro. Elas ocorrem para adaptar a rede de
transmissão às variações da demanda de energia ao longo do dia, ou quando há necessidade
de manutenções nas linhas de transmissão.
Três tipos de manobras programadas serão abordadas: manobras de linhas; manobras
de barras; manobras simultâneas de linhas e barras.
4.3.1 Manobras de Linha
Quando uma manobra de linha é realizada, um ramo é retirado do sistema, e modifica-se
a topologia da rede. Neste caso, uma coluna da matriz de incidência (referente ao ramo
manobrado) e uma linha da matriz de reatância são retiradas [11, 12, 13, 14, 15].
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4.3.2 Manobras de Barras
Uma manobra de barra ocorre quando geradores ou cargas são desligados do sistema.
Considerando que n arcos incidem na barra a ser manobrada, tem-se que n linhas e
colunas de B e mais uma linha da matriz de incidência A = [X K] devem ser retirados.
4.3.3 Manobras Simultâneas de Barras e Linhas
As manobras de barra e de linha realizadas simultaneamente geram alterações mais
complexas na rede. Nesses casos, um número maior de linhas e colunas da matriz de
incidência e suas respectivas reatâncias são retiradas da matriz B.
Quando se realiza uma manobra onde p arcos incidam na barra manobrada e, ao mesmo
tempo, uma manobra de linha, tem-se que a matriz B terá p + 1 linhas e p + 1 colunas
retiradas no caso de desligamento.
A seguir, será exibido um pequeno exemplo para mostrar as alterações na matriz quando
as manobras acima citadas são realizadas.
A Figura 4.2 representa um grafo de um sistema elétrico com seus nós e arcos, onde as
linhas vermelhas correspondem à árvore geradora e as demais linhas aos arcos adicionais
da mesma. Dentre estes arcos adicionais, os que estão destacados em azul correspondem
aos ramos que serão desligados do sistema. Neste desligamento, a matriz de incidência é
modificada e sua estrutura é mostrada na Figura 4.3, cujas duas últimas colunas de K
são referentes aos ramos que serão manobrados.
A D
B
C
E
F
Figura 4.2: Exemplo de um Sistema Elétrico. Fonte: Adaptado de [10].
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1 1 1 0 0
−1 0 0 1 0
0 0 0 −1 0
0 −1 0 0 1
0 0 0 0 −1
0 0 −1 0 0︸ ︷︷ ︸
X
1 1 0 0
0 0 0 0
−1 0 1 0
0 0 −1 0
0 −1 0 1
0 0 0 −1︸ ︷︷ ︸
K
Figura 4.3: Matriz de Incidência modificada
Ao realizar manobras de linhas, pode-se selecionar por ramos que estão ou não na árvore
geradora. No entanto, esta escolha não pode ser feita nas manobras de barras, já que
quando uma barra é desligada, são desligadas também linhas da árvore geradora e dos
arcos adicionais. Vale ressaltar que nas manobras de linhas, esta seleção influencia muito
os resultados computacionais, principalmente se o fluxo que passa pelo ramo escolhido for
alto.
Neste trabalho, com o intuito de que o grafo que representa o sistema não fique desconexo,
decidiu-se realizar manobras em barras cujos nós relacionados possuam grau menor ou
igual a dois. Logo, as barras que podem ser desligadas são B e F. Considere que a escolha
tenha sido pela barra F. Logo, as modificações na matriz de incidência, cujas colunas e
linha que serão retiradas estão destacadas, são mostradas na Figura 4.4.
1 1 1 0 0
−1 0 0 1 0
0 0 0 −1 0
0 −1 0 0 1
0 0 0 0 −1
0 0 −1 0 0︸ ︷︷ ︸
X
1 1 0 0
0 0 0 0
−1 0 1 0
0 0 −1 0
0 −1 0 1
0 0 0 −1︸ ︷︷ ︸
K
Figura 4.4: Linhas e Colunas a serem retiradas
Na matriz de incidência, as colunas correspondentes aos ramos que se conectam à barra
F são desligadas. Ao retirar tais colunas, a matriz passa a ter uma linha nula, que também
será retirada.
As modificações na matriz de reatância são mostradas na Figura 4.5.
−xab 0 0 −xbc 0
0 xad 0 0 xde
−xab xad 0 −xbc 0
0 xad −xaf 0 xde︸ ︷︷ ︸
TX
xac 0 0 0
0 −xae 0 0
0 0 −xcd 0
0 0 0 xef︸ ︷︷ ︸
TK
Figura 4.5: Matriz de Reatância modificada
Considere agora que a realização de uma manobra na barra F e o desligamento do ramo
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C-D ocorram simultaneamente. Neste caso, as manobras de barras devem ser feitas em
barras com grau menor ou igual a dois, e as manobras de linhas naquelas que estão na
matriz de arcos adicionais. As Figuras 4.6 e 4.7 ilustram as colunas e linhas que serão
retiradas das matrizes de incidência e reatância, respectivamente.
1 1 1 0 0
−1 0 0 1 0
0 0 0 −1 0
0 −1 0 0 1
0 0 0 0 −1
0 0 −1 0 0︸ ︷︷ ︸
X
1 1 0 0
0 0 0 0
−1 0 1 0
0 0 −1 0
0 −1 0 1
0 0 0 −1︸ ︷︷ ︸
K
Figura 4.6: Linhas e Colunas a serem retiradas da Matriz de Incidência
−xab 0 0 −xbc 0
0 xad 0 0 xde
−xab xad 0 −xbc 0
0 xad −xaf 0 xde︸ ︷︷ ︸
TX
xac 0 0 0
0 −xae 0 0
0 0 −xcd 0
0 0 0 xef︸ ︷︷ ︸
TK
Figura 4.7: Linhas e Colunas a serem retiradas da Matriz de Reatância
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Capı´tulo5
Desenvolvimento do Método
5.1 Aplicação dos Métodos de Pontos Interiores ao Mo-
delo de Pré-Despacho com Restrições de Segurança
e Manobras
Neste capítulo, aplica-se os métodos de pontos interiores do tipo primal-dual ao problema
de pré-despacho com restrições de segurança e manobras. Ressalta-se aqui a importância
deste trabalho, pois o mesmo aproxima o modelo estudado do problema de pré-despacho
do sistema brasileiro, segundo o ONS (Operador Nacional do Sistema Elétrico).
O problema de pré-despacho com as restrições de segurança e manobras pode ser escrito
como:
min
α
2
t∑
k=1
[
(fk)>Rkfk
]
+
β
2
t∑
k=1
[
(pk)>Qkpk + c>pk
]
s. a Akfk = Ekpk − lk
T kfk = 0
smin ≤ Nfk +Mpk ≤ smax
fmin ≤ fk ≤ fmax ∀k ∈ (1, ..., t)
pmin ≤ pk ≤ pmax
t∑
k=1
pkj = qj ∀j ∈ (1, ..., g) .
Este é um problema de otimização com função objetivo quadrática e restrições lineares.
Após reescrevê-lo na forma padrão, serão aplicados os métodos de pontos interiores primal-
dual para encontrar uma solução.
5.1.1 Formulação do Problema Primal
Para aplicar os métodos para obter a solução do problema, deve-se inicialmente transformá-
lo na forma padrão. Para isso, a restrição de segurança canalizada é representada através
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da variável s, da seguinte forma:
sk = Nfk +Mpk
onde smin ≤ sk ≤ smax.
Utilizando as seguintes mudanças de variáveis, é possível simplificar o modelo de pré-
despacho, de modo que os limites inferiores da geração e transmissão de energia passam
a ser nulos:
f˜k = fk − fmin ⇒ fk = f˜k + fmin
f˜max = fmax − fmin ⇒ fmax = f˜max + fmin
p˜k = pk − pmin ⇒ pk = p˜k + pmin
p˜max = pmax − pmin ⇒ pmax = p˜max + pmin
s˜k = sk − smin ⇒ sk = s˜k + smin
s˜max = smax − smin ⇒ smax = s˜max + smin.
Então, tem-se:
fmin ≤ fk ≤ fmax ⇒ fmin − fmin ≤ fk − fmin ≤ fmax − fmin ⇒ 0 ≤ f˜k ≤ f˜max
pmin ≤ pk ≤ pmax ⇒ pmin − pmin ≤ pk − pmin ≤ pmax − pmin ⇒ 0 ≤ p˜k ≤ p˜max
smin ≤ sk ≤ smax ⇒ smin − smin ≤ sk − smin ≤ smax − smin ⇒ 0 ≤ s˜k ≤ s˜max.
Logo, o problema fica na forma:
min
α
2
t∑
k=1
[
(f˜k + fmin)>Rk
(
f˜k + fmin
)]
+
β
2
t∑
k=1
[
(p˜k + pmin)>Qk
(
p˜k + pmin
)
+ c>
(
p˜k + pmin
)]
s. a Ak
(
f˜k + fmin
)
= Ek
(
p˜k + pmin
)− lk
T k
(
f˜k + fmin
)
= 0(
s˜k + smin
)
= N
(
f˜k + fmin
)
+M
(
p˜k + pmin
)
0 ≤ f˜k ≤ f˜max
0 ≤ p˜k ≤ p˜max
0 ≤ s˜k ≤ s˜max
t∑
k=1
(
p˜kj + p
min
j
)
= qj.
O modelo matemático acima vale para todo k ∈ (1, ..., t) e j ∈ (1, ..., g).
Porém, o problema ainda não está na forma padrão já que existem desigualdades nas
restrições. Inserindo as variáveis de folga s˜kf , s˜kp e s˜ks , e desenvolvendo as equações, o
problema primal fica na forma padrão desejada:
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min
α
2
t∑
k=1
[
(f˜k)>Rkf˜k + c>
f˜
f˜k
]
+
β
2
t∑
k=1
[
(p˜k)>Qkp˜k + c>p˜ p˜
k
]
s. a Akf˜k − Ekp˜k = l˜k1
T kf˜k = l˜k2
s˜k −Nf˜k −Mp˜k = l˜k3
f˜k + s˜kf = f˜
max ∀k ∈ (1, . . . , t)
p˜k + s˜kp = p˜
max
s˜k + s˜ks = s˜
max
t∑
k=1
p˜kj = q˜j ∀j ∈ (1, . . . , g)(
f˜k, p˜k, s˜k, s˜kf , s˜
k
p, s˜
k
s
)
≥ 0,
onde:
c>
f˜
= 2(fmin)>Rk
c>p˜ = 2(p
min)>Qk + c>
l˜k1 = −Akfmin + Ekpmin − lk
l˜k2 = −T kfmin
l˜k3 = Nf
min +Mpmin − smin
q˜j = qj −
t∑
k=1
pminj
representam termos constantes.
Os termos (fmin)>Rkfmin, (pmin)>Qkpmin e c>pmin foram provisoriamente descartados
da função objetivo por também serem constantes. Na solução final, serão acrescentados
à função objetivo.
Pode-se escrever parte das restrições do problema de pré-despacho em sua forma matricial
[45]:
Bk =
[
Ak
T k
]
,
onde a matriz Bk é formada pelas linhas da matriz de incidência justaposta com as linhas
da matriz de reatância, e sua dimensão é m+ (n−m+ 1)× n, admitindo que o modelo
que está sendo estudado tem m barras, n linhas de transmissão e g geradores.
Define-se também a matriz
Eˆk =
[
Ek
0
]
,
onde cada linha não nula da matriz Ek corresponde a uma barra de geração. Logo, a
dimensão da matriz Eˆk é (n+ 1)× g, onde as últimas (n−m+ 1) linhas são nulas.
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Assim, o problema primal de pré-despacho na forma matricial é escrito da seguinte
maneira:
min
α
2
t∑
k=1
[
(fk)>Rkfk + c>f f
k
]
+
β
2
t∑
k=1
[
(pk)>Qkpk + c>p p
k
]
s. a Bkfk − Eˆkpk = lˆk
sk −Nfk −Mpk = lk3
fk + skf = f
max ∀k ∈ (1, . . . , t)
pk + skp = p
max
sk + sks = s
max
t∑
k=1
pkj = qj ∀j ∈ (1, . . . , g)(
fk, pk, sk, skf , s
k
p, s
k
s
) ≥ 0,
onde define-se:
lˆk =
[
l˜k1
l˜k2
]
.
Neste modelo, os tils foram eliminados para simplificar a notação.
5.1.2 Formulação do Problema Dual
Para a apresentação do problema dual, serão necessárias algumas definições matriciais.
Reescrevendo as restrições do problema primal, na forma matricial, tem-se:
D1 0 0 . . . 0
0 D2 0 . . . 0
0 0 D3 . . . 0
...
...
. . .
...
...
0 0 0 . . . Dt
I1p I
2
p I
3
p . . . I
t
p


v1
v2
v3
...
vt
 =

b1
b2
b3
...
bt

em que,
Dk =

Bk −Eˆk 0 0 0 0
−N −M I 0 0 0
I 0 0 I 0 0
0 I 0 0 I 0
0 0 I 0 0 I
 ,
Ikp =
[
0 I 0 0 0 0
]
,
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vk =

fk
pk
sk
skf
skp
sks
 ,
bk =

lˆk
lk3
fmax
pmax
smax
qj
 .
Considere:
G =

D1 0 0 . . . 0
0 D2 0 . . . 0
0 0 D3 . . . 0
...
...
. . .
...
...
0 0 0 . . . Dt
I1p I
2
p I
3
p . . . I
t
p

.
Desta forma, o problema dual em notação matricial associado ao problema primal fica:
max
{
(bk)>yk −
t∑
k=1
[
α
2
(fk)>Rkfk +
β
2
(pk)>Qkpk
]}
s. a G>yk ≤ c
yk livre,
onde:
(yk)> =
[
yk1 y
k
2 y
k
3 y
k
4 y
k
5 y
k
6
]
e
c> =
[
cf +R
kfk cp +Q
kpk 0 0 0 0
]
.
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Logo, as restrições do problema dual são:
(Bk)>yk1 −N>yk2 + yk3 ≤ cf +Rkfk
−(Eˆk)>yk1 −M>yk2 + yk4 + yk6 ≤ cp +Qkpk
yk2 + y
k
5 ≤ 0
yk3 ≤ 0
yk4 ≤ 0
yk5 ≤ 0(
yk1 , y
k
2 , y
k
3 , y
k
4 , y
k
5 , y
k
6
)
livres.
Fazendo-se as substituições a seguir:
yk3 = −wkf ,
yk4 = −wkp ,
yk5 = −wks ,
yk6 = y
k
q ,
e inserindo as variáveis de folga zkf , zkp e zks , o problema dual na forma padrão é dado por:
max
t∑
k=1
[
(lˆk)>yk1 + (l
k
3)
>yk2 − (fmax)>wkf − (pmax)>wkp − (smax)>wks + (qj)>ykq −
α
2
(fk)>Rkfk − β
2
(pk)>Qkpk
]
s. a (Bk)>yk1 −N>yk2 − wkf + zkf − cf −Rkfk = 0
−(Eˆk)>yk1 −M>yk2 − wkp + ykq + zkp − cp −Qkpk = 0 ∀k ∈ (1, . . . , t)
yk2 − wks + zks = 0
(wkf , w
k
p , w
k
s , z
k
f , z
k
p , z
k
s ) ≥ 0
(yk1 , y
k
2 , y
k
q ) livres.
5.1.3 Condições de Otimalidade
As condições de otimalidade podem ser divididas em factibilidade primal, factibilidade
dual e condições de complementaridade [61].
• Factibilidade Primal
Bkfk − Eˆkpk = lˆk
sk −Nfk −Mpk = lk3
fk + skf = f
max
pk + skp = p
max
sk + sks = s
max ∀k ∈ (1, ..., t)
t∑
k=1
pkj = qj ∀j ∈ (1, ..., g)(
fk, pk, sk, skf , s
k
p, s
k
s
) ≥ 0.
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• Factibilidade Dual
(Bk)>yk1 −N>yk2 − wkf + zkf − cf −Rkfk = 0
−(Eˆk)>yk1 −M>yk2 − wkp + ykq + zkp − cp −Qkpk = 0 ∀k ∈ (1, ..., t)
yk2 − wks + zks = 0
(wkf , w
k
p , w
k
s , z
k
f , z
k
p , z
k
s ) ≥ 0.
• Condições de Complementaridade
F kZkf e = 0
P kZkp e = 0
SkZks e = 0 ∀ k ∈ (1, ..., t)
SkfW
k
f e = 0
SkpW
k
p e = 0
SksW
k
s e = 0,
onde e = (1, . . . , 1)> e a notação F = diag(f) para matrizes diagonais é utilizada.
5.1.4 Método de Newton
Adicionalmente, acrescenta-se o parâmetro de perturbação µ utilizado no Método Primal
Dual Seguidor de Caminho, visto na subseção 3.1.2.
Aplicando o método de Newton às condições de otimalidade com a perturbação e des-
considerando as restrições de sinal, tem-se:
Jd = r,
onde:
J =

M1 0 0 . . . 0
0 M2 0 . . . 0
0 0 M3 . . . 0
...
...
. . .
...
...
0 0 0 . . . Mt
I1p I
2
p I
3
p . . . I
t
p

.
Cada matriz Mk corresponde à seguinte matriz:
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
Bk −Eˆk 0 0 0 0 0 0 0 0 0 0 0 0 0
−N −M I 0 0 0 0 0 0 0 0 0 0 0 0
I 0 0 I 0 0 0 0 0 0 0 0 0 0 0
0 I 0 0 I 0 0 0 0 0 0 0 0 0 0
0 0 I 0 0 I 0 0 0 0 0 0 0 0 0
−Rk 0 0 0 0 0 (Bk)> −N> −I 0 0 I 0 0 0
0 −Qk 0 0 0 0 −(Eˆk)> −M> 0 −I 0 0 I 0 I
0 0 0 0 0 0 0 I 0 0 −I 0 0 I 0
Zkf 0 0 0 0 0 0 0 0 0 0 F
k 0 0 0
0 Zkp 0 0 0 0 0 0 0 0 0 0 P
k 0 0
0 0 Zks 0 0 0 0 0 0 0 0 0 0 S
k 0
0 0 0 W kf 0 0 0 0 S
k
f 0 0 0 0 0 0
0 0 0 0 W kp 0 0 0 0 S
k
p 0 0 0 0 0
0 0 0 0 0 W ks 0 0 0 0 S
k
s 0 0 0 0

,
cujas direções são dadas por:
(dk)> =
[
dfk dpk dsk dskf ds
k
p ds
k
s dy
k
1 dy
k
2 dw
k
f dw
k
p dw
k
s dz
k
f dz
k
p dz
k
s dy
k
q
]>
,
e os resíduos são:
rk1 = lˆ
k −Bkfk + Eˆkpk
rk2 = l
k
3 − sk +Nfk +Mpk
rk3 = f
max − fk − skf
rk4 = p
max − pk − skp
rk5 = s
max − sk − sks
rk6 = cf − (Bk)>yk1 +N>yk2 + wkf − zkf +Rkfk
rk7 = cp + (Eˆ
k)>yk1 +M
>yk2 + w
k
p − zkp +Qkpk − ykq
rk8 = w
k
s − yk2 − zks
rk9 = µ
ke− F kZkf e
rk10 = µ
ke− P kZkp e
rk11 = µ
ke− SkZks e
rk12 = µ
ke− SkfW kf e
rk13 = µ
ke− SkpW kp e
rk14 = µ
ke− SksW ks e
rkq = qj −
t∑
k=1
pkj .
Assim, tem-se o seguinte sistema de equações lineares:
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Bkdfk − Eˆkdpk = rk1 (5.1)
dsk −Ndfk −Mdpk = rk2 (5.2)
dfk + dskf = r
k
3 (5.3)
dpk + dskp = r
k
4 (5.4)
dsk + dsks = r
k
5 (5.5)
(Bk)>dyk1 −N>dyk2 − dwkf + dzkf −Rkdfk = rk6 (5.6)
− (Eˆk)>dyk1 −M>dyk2 − dwkp + dykq + dzkp −Qkdpk = rk7 (5.7)
dyk2 − dwks + dzks = rk8 (5.8)
Zkf df
k + F kdzkf = r
k
9 (5.9)
Zkpdp
k + P kdzkp = r
k
10 (5.10)
Zks ds
k + Skdzks = r
k
11 (5.11)
W kf ds
k
f + S
k
fdw
k
f = r
k
12 (5.12)
W kp ds
k
p + S
k
pdw
k
p = r
k
13 (5.13)
W ks ds
k
s + S
k
s dw
k
s = r
k
14 (5.14)
t∑
k=1
dpkj = r
k
q . (5.15)
5.1.5 Redução do Sistema Linear
Pode-se reduzir significantemente este sistema realizando a substituição de variáveis.
Isolando dskf , dskp e dsks em (5.3), (5.4) e (5.5), respectivamente, tem-se:
dskf = r
k
3 − dfk (5.16)
dskp = r
k
4 − dpk (5.17)
dsks = r
k
5 − dsk. (5.18)
Substituindo (5.16) em (5.12), (5.17) em (5.13) e (5.18) em (5.14), tem-se 2:
dwkf = (S
k
f )
−1(W kf df
k + rk12 −W kf rk3) (5.19)
dwkp = (S
k
p )
−1(W kp dp
k + rk13 −W kp rk4) (5.20)
dwks = (S
k
s )
−1(W ks ds
k + rk14 −W ks rk5). (5.21)
Isolando dzkf , dzkp e dzks em (5.9), (5.10) e (5.11), respectivamente, tem-se:
dzkf = (F
k)−1(rk9 − Zkf dfk) (5.22)
dzkp = (P
k)−1(rk10 − Zkpdpk) (5.23)
dzks = (S
k)−1(rk11 − Zks dsk). (5.24)
2Os cálculos para obter as equações (5.19), (5.20) e (5.21) são encontrados no Apêndice C, item (a).
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Substituindo (5.22) e (5.19) em (5.6); (5.23) e (5.20) em (5.7); (5.24) e (5.21) em (5.8),
obtém-se (5.25), (5.26) e (5.27), respectivamente 3:
(Bk)>dyk1 −N>dyk2 −Dkfdfk = rkf (5.25)
− (Eˆk)>dyk1 −M>dyk2 −Dkpdpk + dykq = rkp (5.26)
dyk2 −Dksdsk = rks . (5.27)
Assim obtém-se o sistema reduzido:
Bkdfk − Eˆkdpk = rk1 (5.28)
dsk −Ndfk −Mdpk = rk2 (5.29)
(Bk)>dyk1 −N>dyk2 −Dkfdfk = rkf (5.30)
− (Eˆk)>dyk1 −M>dyk2 −Dkpdpk + dykq = rkp (5.31)
dyk2 −Dksdsk = rks (5.32)
t∑
k=1
dpkj = r
k
q , (5.33)
onde:
Dkf = (S
k
f )
−1W kf + (F
k)−1Zkf +R
k
Dkp = (S
k
p )
−1W kp + (P
k)−1Zkp +Q
k
Dks = (S
k
s )
−1W ks + (S
k)−1Zks
rkf = r
k
6 + (S
k
f )
−1rk12 − (Skf )−1W kf rk3 − (F k)−1rk9
rkp = r
k
7 + (S
k
p )
−1rk13 − (Skp )−1W kp rk4 − (P k)−1rk10
rks = r
k
8 + (S
k
s )
−1rk14 − (Sks )−1W ks rk5 − (Sk)−1rk11.
Até o momento, apenas inversas de matrizes diagonais foram calculadas.
De (5.30), (5.31) e (5.32), tem-se:
dfk = (Dkf )
−1 [(Bk)>dyk1 −N>dyk2 − rkf] (5.34)
dpk = (Dkp)
−1
[
dykq −M>dyk2 − rkp − (Eˆk)>dyk1
]
(5.35)
dsk = (Dks )
−1(dyk2 − rks ). (5.36)
Substituindo (5.34), (5.35) e (5.36) em (5.29), tem-se 4:
Bksdy
k
2 = rx
k − (W k)>dyk1 +M(Dkp)−1dykq .
Desta forma, obtém-se:
dyk2 = (B
k
s )
−1[rxk − (W k)>dyk1 +M(Dkp)−1dykq ], (5.37)
3Os detalhes para a obtenção de (5.25), (5.26) e (5.27) são encontrados no Apêndice C, item (b).
4O desenvolvimento desta substituição está descrito no Apêndice C, item (c).
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onde:
Bks = (D
k
s )
−1 +N(Dkf )
−1N> +M(Dkp)
−1M>
rxk = rk2 + (D
k
s )
−1rks −N(Dkf )−1rkf −M(Dkp)−1rkp
(W k)> =M(Dkp)
−1(Eˆk)> −N(Dkf )−1(Bk)>.
Substituindo (5.34), (5.35) e (5.37) em (5.28), tem-se 5:
dyk1 = (Y
k)−1[ryk − (W k(Bks )−1M(Dkp)−1 − Eˆk(Dkp)−1)dykq ], (5.38)
onde:
Y k = Bk(Dkf )
−1(Bk)> + Eˆk(Dkp)
−1(Eˆk)> −W k(Bks )−1(W k)>
ryk = rk1 +B
k(Dkf )
−1rkf − Eˆk(Dkp)−1rkp −W k(Bks )−1rxk. (5.39)
Finalmente, substituindo (5.38) e (5.37) em (5.33), tem-se 6:
t∑
k=1
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq =
rkq +
t∑
k=1
[
(Dkp)
−1 (rkp +M>(Bks )−1rxk − (Hk)>(Y k)−1ryk)] ,
onde:
Hk = W k(Bks )
−1M − Eˆk.
Definindo
S =
t∑
k=1
−(Dkp)−1[(Hk)>(Y k)−1Hk +M>(Bks )−1M ](Dkp)−1 + (Dkp)−1, (5.40)
encontra-se o sistema linear final:
Sdykq = r
k
q +
t∑
k=1
(
Dkp
)−1 [
rkp +M
> (Bks )−1 rxk − (Hk)> (Y k)−1 ryk] .
A solução direta deste sistema exige esforço computacional considerável. Então, uma
alternativa de resolução mais eficiente é feita através do estudo da estrutura matricial
[46].
5.1.6 Estudo da Estrutura Matricial
A matriz Bks = (Dks )−1+N(Dkf )−1N>+M(Dkp)−1M> é quadrada e sua dimensão é igual
ao número de restrições de segurança. Além disso, é simétrica definida positiva. Portanto,
5A manipulação deste cálculo está descrita no Apêndice C, item (d).
6Para maiores detalhes do desenvolvimento do somatório, ver Apêndice C, item (e).
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pode-se aplicar a decomposição de Cholesky [26]. Esta decomposição de Bks será utilizada
para obter a solução do seguinte sistema linear:
Y k = Bk(Dkf )
−1(Bk)> + Eˆk(Dkp)
−1(Eˆk)> −W k(Bks )−1(W k)>.
No entanto, este processo é caro computacionalmente. Então, utiliza-se a fórmula de
Sherman-Morrison-Woodbury [26]:
(C + UXV >)−1 = C−1 − C−1U(X−1 + V >C−1U)−1V >C−1, (5.41)
onde U e V são matrizes de ordem p× q e X é de ordem q × q. Aqui, tem-se que:
C = Bk(Dkf )
−1(Bk)> + Eˆk(Dkp)
−1(Eˆk)>,
UXV > = −W k(Bks )−1(W k)>,
onde U = −W k, X = (Bks )−1 e V > = (W k)>. Portanto, a equação (5.41) fica:
(C + UXV >)−1 = (C + (−W k)(Bks )−1(W k)>)−1
= C−1 + C−1W k(Bks − (W k)>C−1W k)−1(W k)>C−1.
A dimensão da matriz (Bks−(W k)>C−1W k)−1 também é igual ao número de restrições de
segurança. Além disso, esta matriz provavelmente é indefinida, já que trata-se da diferença
de duas matrizes simétricas definidas positivas. Logo, pode-se aplicar a decomposição de
Bunch-Parlett [26]. Tal processo decompõe matrizes simétricas indefinidas em um método
de pivoteamento diagonal, mantendo a simetria das matrizes. Para isso, calcula-se uma
permutação P, de modo que PAP> = LDL>, onde D é formada por blocos simétricos de
dimensão 1 × 1 e 2 × 2, e L é uma matriz triangular inferior. Além disso, o critério da
escolha de P é tal que os coeficientes da matriz L devem satisfazer |lij| ≤ 1, garantindo,
assim, a estabilidade numérica [16, 17]. Outra opção é a decomposição LTL>, onde T é
uma matriz tridiagonal, L é uma matriz triangular inferior, e L> triangular superior.
Por fim, para a solução do sistema final, aplica-se novamente a decomposição de Bunch-
Parlett ou LTL>, desta vez à matriz S (5.40).
Agora, será visto como tratar a matriz C. Seu estudo será feito através das seguintes
etapas [45]:
1. Defina uma matriz B˜k, constituída pela matriz Bk e pelo vetor canônico ej, de modo
que B˜k =
[
Bk ej
]
. Esta matriz é quadrada e não-singular.
2. Insere-se uma linha e uma coluna à matriz (Dkf )−1, a fim de adequar sua dimensão
para a multiplicação de matrizes.
3. Retira-se a j-ésima linha e a j-ésima coluna da matriz Dk = Eˆk(Dkp)−1(Eˆk)>, para
j = 1, 2, . . . ,m, onde sua intersecção não pode ser nula. Com isto, retira-se uma
barra de geração da matriz, mas sua dimensão não altera, já que apenas substituiu-se
por zero o elemento da j-ésima linha e coluna retiradas.
Desta forma, as matrizes são reajustadas e então denota-se (Dkf )−1 por (D˜kf )−1, Dk
por D˜k e a matriz C por C˜k. Logo, pode-se reescrever:
C˜k = B˜k(D˜kf )
−1(B˜k)> + D˜k.
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Além disso, de (5.39) tem-se o vetor r˜yk = rk1 + B˜k(D˜kf )−1rkf − Eˆk(D˜kp)−1rkp −
W k(Bks )
−1rxk.
4. Defina: [
B˜k(D˜kf )
−1(B˜k)> + D˜k
]
dyˆk1 = r˜y
k. (5.42)
Este sistema é resolvido em dois passos [8]:
(a) Inicialmente, os sistemas lineares a seguir são resolvidos:[
B˜k(D˜kf )(B˜
k)>
]
dyk1 = r˜y, para k = 1, 2, . . . , t.
Admite-se que em t intervalos de tempo ocorrem i-manobras programadas.
Logo, as matrizes B˜k e (B˜k)> variam em função desse número de manobras.
Para determinar o vetor dyk1, pode-se utilizar a fatoração LU de B˜k, que não
modifica ao longo das iterações. Ainda, como em B˜k(D˜kf )(B˜k)> as matrizes
são quadradas, pode-se inverter termo a termo. Logo, tem-se:
dyk1 =
[
B˜k(D˜kf )(B˜
k)>
]−1
r˜y.
É possível decompor as matrizes Bk = LkUk antes do processo iterativo, ana-
logamente ao que pode ser realizado com a matriz B, no caso do problema sem
manobras.
(b) Novamente, utiliza-se a fórmula de Sherman-Morrison-Woodbury, desta vez
para calcular a inversa da matriz C˜k. Assim, tem-se:
C = B˜k(D˜kf )(B˜
k)>,
UXV > = D˜k,
onde U = Eˆk, X = (D˜kp)−1 e V > = (Eˆk)>. Além disso:
• X é uma matriz diagonal, cujos elementos pertencem à matriz D˜k;
• U possui suas colunas retiradas da matriz identidade;
• V > = U>.
Logo, (C˜k)−1 pode ser escrito como:
(C + UXV >)−1 =
[
B˜k(D˜kf )(B˜
k)> + D˜k
]−1
=
[
B˜k(D˜kf )(B˜
k)>
]−1
−
[
B˜k(D˜kf )(B˜
k)>
]−1
EˆkZ−1(Eˆk)>
[
B˜k(D˜kf )(B˜
k)>
]−1
,
onde Z = X−1 + (Eˆk)>
[
B˜k(D˜kf )(B˜
k)>
]−1
Eˆk.
A matriz Z é simétrica definida positiva, e sua dimensão é igual ao número de
geradores. Logo, esta matriz pode ser calculada através da decomposição de
Cholesky.
Multiplicando a equação de Sherman-Morrison-Woodbury já aplicada neste
problema por r˜yk, tem-se finalmente:
dyˆk1 = dy
k
1 −
([
Bk
]−1)T
(fk)−1(B˜k)−1EˆkZ−1(Eˆk)>dyˆk1 .
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Como visto anteriormente, B é formada pelas linhas da matriz de incidência A justapos-
tas com as linhas da matriz de reatância T . Sabendo que A ∈ Rm×n e T ∈ R(n−m+1)×n,
então B ∈ Rm+(n−m+1)×n. Inserindo uma coluna da matriz E (referente à uma geração)
à esta matriz B, tem-se que B˜ = [B ej] é quadrada, com dimensão (n+ 1).
Vale lembrar que quando realizam-se manobras, esta será a dimensão de B˜k.
Após o estudo da estrutura matricial, conclui-se que a decomposição LU da matriz B˜k
será feita uma única vez fora do método iterativo, pois ela não depende do ponto, somente
dos dados da rede de transmissão.
Vimos que a matriz Bks = (Dks )−1 + N(Dkf )−1N> +M(Dkp)−1M> pode ser simplificada
através da decomposição de Cholesky. Sabemos que o custo computacional deste método
é da ordem de n3
3
, onde n é a dimensão da matriz a ser decomposta. Como Bks é quadrada
e sua dimensão é igual ao número de restrições de segurança e este, por sua vez, é menor
do que 100 nos sistemas brasileiros, logo o custo computacional não é alto.
A matriz (Bks − (W k)>C−1W k)−1, obtida a partir da utilização da fórmula de Sherman-
Morrison-Woodbury para a obtenção da solução do sistema Y k, também possui dimensão
igual ao número de restrições de segurança. Por provavelmente ser indefinida, ela pode
ser fatorada através da decomposição de Bunch-Parlett, cujo custo computacional é da
ordem de n3. Novamente, pelo mesmo argumento usado anteriormente, para os sistemas
brasileiros, o custo não é caro computacionalmente.
Para a solução do sistema final, aplica-se a decomposição de Bunch-Parlett à matriz S,
cuja dimensão é igual ao número de geradores. Nos sistemas brasileiros, este número é
menor do que 200, ainda considerado pequeno, o que não torna o processo caro do ponto
de vista computacional.
Já para determinar o vetor dyk1, é possível utilizar a fatoração LU de B˜k, cujo custo é
da ordem de 2
3
n3. Apesar da dimensão deste vetor ser maior, já que depende do número
de linhas de transmissão, é possível decompor as matrizes Bk = LkUk fora do processo
iterativo, realizando apenas uma vez. Logo, também não é caro.
Por fim, a computação da matriz Z é feita através da decomposição de Cholesky. Essa
matriz possui dimensão igual ao número de geradores, o que, conforme já vimos, não
encarece o procedimento.
Em todos os casos acima analisados, concluímos que o custo computacional não é caro
baseando-se nos sistemas brasileiros considerados. Isto é motivado pelo número de linhas
de transmissão, barras e geradores nestes sistemas não ser alto, o que consequentemente,
não gera matrizes com dimensões altas.
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Capı´tulo6
Considerações Finais e Perspectivas Futuras
Neste trabalho, estudou-se a utilização do Método de Pontos Interiores Primal-Dual
Seguidor de Caminho em um problema de pré-despacho de um sistema hidroelétrico com
restrições de segurança e manobras previamente programadas, bem como a análise da
estrutura matricial resultante após a aplicação do Método de Newton às condições de
otimalidade do problema. Para uma melhor compreensão, foram estudados os seguintes
pré-requisitos: a teoria de programação linear e quadrática, métodos de solução e uma
breve explicação sobre fluxo de potência ótimo DC, abordando as restrições de segurança
e manobras programadas.
Basicamente, a motivação desta pesquisa é modelar a minimização dos custos na geração
e perdas na transmissão de energia elétrica no planejamento a curto prazo de operação de
um sistema hidroelétrico, considerando restrições de segurança e manobras. Diz-se que as
manobras de linhas acontecem quando linhas de transmissão são desligadas ou religadas
do sistema, e as manobras de barras acontecem quando geradores ou cargas são desligados.
A ocorrência destas provoca alterações na topologia da rede. Para as manobras de linhas,
uma coluna da matriz de incidência e uma linha da matriz de reatância são retiradas. Já
para as manobras de barras, considerando B a matriz formada pelas linhas justapostas das
matrizes de incidência e reatância, e supondo n arcos incidentes na barra a ser manobrada,
tem-se que n linhas e colunas de B e mais uma linha da matriz de incidência são retirados.
Por fim, se ocorrer manobras de barras e linhas simultaneamente, a matriz B terá p + 1
linhas e colunas retiradas, onde p é o número de arcos incidentes na barra a ser manobrada.
As restrições de segurança modelam as três principais situações possíveis de ocorrer
no sistema elétrico brasileiro: queda de uma linha de transmissão, desligamento de um
gerador e gargalos no sistema. A primeira restrição responsabiliza-se por precaver de
imprevistos que a queda de uma linha pode causar. Já para a segunda restrição, o objetivo
é impedir a falta de energia caso um gerador seja desligado. E a última restrição acontece
quando uma linha de transmissão está sobrecarregada devido ao excesso de energia que
passa por ela.
A escolha pela utilização do método de pontos interiores do tipo primal-dual baseia-se
no argumento de que ele apresenta resultados satisfatórios para problemas de fluxo de
potência ótimo. Esta abordagem caracteriza-se ainda por sua eficiência e robustez em
problemas de grande porte.
Através da teoria exposta nesta dissertação, é possível concluir que em relação ao pro-
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blema que não considera manobras, não há alteração no que diz respeito ao custo por
iteração. Isto se deve ao fato de que, apesar da dimensão da matriz B ser modificada
quando há manobras, o número de sistemas lineares a serem resolvidos não se altera.
Uma proposta de trabalho futuro é a implementação do método estudado para alguns
sistemas conhecidos, como sistemas da IEEE e sistemas reais brasileiros.
Além disso, um questionamento é levantado, com o objetivo de direcionar outros estudos
e trabalhos futuros. Tal questão é:
• As matrizes M e N podem variar com o tempo? Neste trabalho, elas são considera-
das fixas, mas será que seria interessante ter esta restrição sempre ativa ao longo do
tempo? Será que em um horário que nao é de pico, esta restrição precisa ser ativa?
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ApeˆndiceA
Método de Newton
O método de Newton é de suma importância para a teoria de métodos de pontos inte-
riores, já que este último pode ser considerado como a aplicação do método de Newton às
condições de otimalidade com algumas alterações. Inicialmente, ele será estudado para o
caso unidimensional e, em seguida, estendido para o caso multidimensional.
O método de Newton é um método iterativo, que busca estimar os zeros de uma função
diferenciável f(x). A ideia principal deste método é ter em mente que o zero da reta
tangente a uma curva é próximo ao zero desta curva, e é utilizado como novo ponto para
uma nova reta tangente e assim sucessivamente até encontrar o zero da função [54].
Figura A.1: Ideia do método de Newton. Fonte: Adaptado de [9].
Este método utiliza a expansão de uma função em série de Taylor em torno do ponto x0:
f(x) = f(x0) + f ′(x0)(x− x0) + f ′′(x0)(x− x
0)2
2!
+ . . .
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Mantendo os dois primeiros termos desta série, tem-se:
f(x) ≈ f(x0) + f ′(x0)(x− x0).
Esta é a equação da reta tangente à curva no ponto (x0, f(x0)), com inclinação f ′(x0).
Considerando que a função seja aproximada por uma reta, o ponto que esta reta inter-
cepta o eixo x está próximo ao ponto que a função intercepta o eixo x. Tal ponto é dado
por:
0 = f(x0) + f ′(x0)(x− x0)
−f(x0) = f ′(x0)(x− x0)
x = x0 − f(x0)
f ′(x0) .
O ponto x0 é atualizado para o ponto x, para uma melhor aproximação, e assim o método
passa para a próxima iteração.
De maneira geral, pode-se escrever:
xk+1 = xk − f(x
k)
f ′(xk)
,
onde k representa a k-ésima iteração do método e f ′(xk) representa a derivada da função
f no ponto xk.
Para o caso multidimensional, o método será descrito de forma sucinta, conforme [58].
Dada a função F : Rn → Rn, ou seja, uma função da forma
F (x) =

F1(x)
F2(x)
...
Fn(x)
 , onde x =

x1
x2
...
xn
 ,
deseja-se encontrar um ponto x∗ ∈ Rn tal que F (x∗) = 0, isto é, encontrar uma raiz de F .
Dado x ∈ Rn qualquer, deve-se encontrar uma direção de busca d tal que F (x+ d) = 0.
Desta forma, relacionando com o caso de uma variável, busca-se aproximar esta direção
pelos dois primeiros termos da expansão da série de Taylor:
F (x+ d) ≈ F (x) + F ′(x)d, (A.1)
onde
F ′(x) =

∂F1
∂x1
∂F1
∂x2
. . .
∂F1
∂xn
∂F2
∂x1
∂F2
∂x2
. . .
∂F2
∂xn
...
...
. . .
...
∂Fn
∂x1
∂Fn
∂x2
. . .
∂Fn
∂xn

.
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A aproximação é linear em d. Igualando (A.1) à zero e tomando J(x) = F ′(x) como a
matriz Jacobiana de F no ponto x, tem-se o seguinte sistema linear, que obtém a direção
de busca:
J(x)d = −F (x).
Após calcular d = −[J(x)]−1F (x), o método de Newton atualiza a solução substituindo
x por x + d. Prossegue-se desta forma até que a solução atual esteja suficientemente
próxima de uma raiz, ou seja, quando F (x) ≈ 0.
Portanto, tem-se um método iterativo da forma
xk+1 = xk − [J(xk)]−1F (xk).
Vale ressaltar que o método de Newton é um dos métodos numéricos mais eficientes
para resolver sistemas de equações não lineares, já que ele possui taxa de convergência
quadrática suficientemente próximo à solução, desde que a matriz Jacobiana seja não-
singular [21].
Além disso, o método de Newton pode ser usado na busca de soluções que satisfaçam
as condições de otimalidade para problemas de programação linear. Esta ideia leva aos
métodos de pontos interiores primais duais. Basicamente, caminha-se na direção encon-
trada, mantendo-se as variáveis na região interior ao ortante positivo. Assim, os problemas
primal e dual são resolvidos concomitantemente.
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Breve introdução sobre Teoria dos Grafos
Neste capítulo, serão apresentadas, de forma sucinta, algumas definições e notações
fundamentais sobre teoria dos grafos.
Definição B.1. Um grafo simples, denotado por G = (V ,A), consiste em um con-
junto de objetos V = {v1, v2, · · · , vn} chamados de vértices (nós) e outro conjunto A =
{a1, a2, · · · , am} cujos elementos recebem o nome de arestas, tal que a cada ak é identifi-
cado um par não ordenado (vi, vj) de vértices.
1
2
3
4
5 6
a
b
cd
e
f
Figura B.1: Exemplo de um Grafo.
No grafo da Figura B.1, tem-se que V = {1, 2, 3, 4, 5, 6} e A = {a, b, c, d, e, f}.
Definição B.2. Um subgrafo de um grafo G é um grafo H tal que o conjunto de vértices
de H está contido no conjunto de vértices de G e o conjunto de arestas de H está contido
no conjunto de arestas de G. Além disso, cada aresta do grafo possui os mesmos vértices
finais em G e H.
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Definição B.3. Um grafo é denominado direcionado (orientado) quando o sentido das
ligações entre os vértices é relevante. Neste caso, as arestas são denominadas arcos. Em
outras palavras, um grafo é dito direcionado quando o par (vi, vj) é ordenado.
Definição B.4. O grau de um vértice de um grafo é o número de arestas incidentes no
vértice. Um grafo G é dito regular de grau r se cada vértice em G possuir o grau r.
A Figura B.1 é um exemplo de grafo regular de grau 2.
Definição B.5. Uma cadeia de arestas é uma sequência de arestas em que todas são
distintas.
1
3
2
6 4 5
u1
u2
u3u4
u5
Figura B.2: Exemplo de uma Cadeia de Arestas.
As cadeias de arestas não precisam satisfazer nenhuma condição com os nós percorridos,
diferentemente do que ocorre com um caminho, definido abaixo:
Definição B.6. Um caminho é uma sequência de arestas em que todos os nós percorridos
são distintos.
1
3
2
6 4 5
u1 u2
u3 u4
Figura B.3: Exemplo de um caminho do vértice 6 ao vértice 5.
Se as cadeias repetirem os nós percorridos, tem-se a formação de um ciclo.
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Definição B.7. Em um grafo G, um ciclo é uma cadeia fechada, isto é, que possui o
início e o término em um mesmo nó.
Definição B.8. Quando o grafo G é orientado, denomina-se circuito a sequência distinta
de arcos que repete o último nó percorrido.
Definição B.9. Um grafo G é conexo se para todo par de vértices existe pelo menos uma
cadeia entre eles.
1 2
5
6
4
3
Figura B.4: Exemplo de um Grafo Conexo.
1 2
5
6
4
3
Figura B.5: Exemplo de um Grafo Desconexo.
Definição B.10. Um grafo é chamado por árvore se for conexo e não possuir ciclos.
Definição B.11. Uma árvore geradora de um grafo G é um subgrafo que é uma árvore e
possui todos os nós de G.
Vale ressaltar que em uma árvore, quaisquer dois nós são interligados por um único ca-
minho. Ainda, o número de nós é igual ao número de arcos adicionado 1. Isto nos garante
que, se um arco é retirado, a árvore ficará dividida em duas sub-árvores desconexas.
Definição B.12. Seja T uma árvore geradora de G. Então, o complemento de T em
relação a G é denominada co-árvore de T . Neste trabalho, designou-se por arcos adicionais
da árvore geradora.
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Além dos conceitos e resultados já apresentados, uma característica importante da teoria
dos grafos é a possibilidade de relacionar grafo com matriz, conforme mostrado abaixo.
Representação de um grafo através da Matriz de Incidência
Uma matriz de incidência representa, de maneira computacional, um grafo através de
uma matriz bidimensional, onde uma das dimensões é o número de vértices e a outra
dimensão é o número de arestas. Então, dado um grafo G, com m vértices e n arestas,
é possível representá-lo por uma matriz m× n. A ideia é associar os vértices às linhas e
as arestas às colunas da matriz, onde cada elemento da matriz é determinado da seguinte
forma:
Para todo arco j que une o nó k ao nó l, tem-se:
aij = +1⇔ i = k
aij = −1⇔ i = l (para grafo direcionado, senão aij = 1)
aij = 0 nos outros casos.
Considere a Figura B.6. Para a composição da primeira linha da matriz de incidência,
tem-se que a11 = 1, pois para o arco (1) que liga o nó 1 ao nó 3, observa-se que i = j =
k = 1. Como o nó 1 não possui relação com os demais arcos, os outros elementos desta
linha são iguais a 0. Já para a terceira linha desta matriz, analisa-se o nó 3. Tem-se
que a31 = −1, pois para o arco (1) que liga o nó 1 ao nó 3, nota-se que i = l = 3. A
justificativa é a mesma para determinar o elemento a32, referente ao arco (2) que liga o
nó 2 ao nó 3. O elemento a33 é igual a 1 pois para o arco (3) que liga o nó 3 ao nó 4,
tem-se que i = j = k = 3. O argumento é semelhante para determinar o elemento a34.
Raciocínio análogo é utilizado para construir as demais linhas desta matriz.
1 2
4 5
3
(1) (2)
(3) (4)
Figura B.6: Grafo Direcionado.
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
1 0 0 0
0 1 0 0
−1 −1 1 1
0 0 −1 0
0 0 0 −1

Figura B.7: Matriz de Incidência do grafo direcionado da Figura B.6
Representação de um grafo através da Matriz de Adjacência
Novamente, considere um grafo G com m vértices e n arestas. É possível representá-lo
por uma matriz quadrada de ordem m, denominada matriz de adjacência. Neste caso,
associa-se os vértices às linhas e colunas da matriz, onde cada elemento é estabelecido da
seguinte maneira: {
aij = 1⇔ existe aresta entre os vértices i e j
aij = 0 caso contrário.
Considere a Figura B.8. Para a composição da primeira linha da matriz de adjacência,
como existe uma aresta entre os nós 1 e 2, e 1 e 3, tem-se que as entradas a12 e a13 são
iguais a 1, e os demais elementos desta linha iguais a 0. Utiliza-se raciocínio análogo para
construir as demais linhas desta matriz.
1 2
3 4
Figura B.8: Grafo G.

0 1 1 0
1 0 1 0
1 1 0 1
0 0 1 0

Figura B.9: Matriz de Adjacência do grafo da Figura B.8
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Além destas duas representações matriciais, é possível também representar um grafo
através da matriz de reatância. Para isto, considere a Figura 4.2, e note que na matriz de
reatância associada, ilustrada na Figura 4.5, as cinco primeiras colunas estão relacionadas
às arestas da árvore geradora ab, ad, af , bc e de, respectivamente, enquanto as quatro
últimas colunas estão relacionadas aos arcos adicionais ac, ae, cd e ef . Então, à respeito
da dimensão da matriz, o número de colunas é igual ao número de ramos e o número de
linhas é determinado pelo número de laços independentes que o grafo possui.
A ideia é considerar arestas da árvore geradora, inserir um arco adicional e formar um
loop, onde cada linha da matriz representa o circuito formado pelo arco que entrou na
árvore. Os laços obtidos acrescentando um arco não pertencente à árvore, de cada vez,
formam a matriz de reatância. Além disso, cada arco adicional pertence a um único
circuito, motivo pelo qual TK é diagonal.
Para a construção da primeira linha da matriz de reatância, inseriu-se o arco ac e formou-
se o circuito ABC. Admitindo-se o sentido horário como positivo, tem-se que os elementos
referentes às arestas ab e bc terão sinais negativos. A construção das demais linhas segue
o mesmo raciocínio.
Para maiores informações acerca deste assunto, vide [25, 60].
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Cálculos referentes ao Capítulo 5
Este apêndice será destinado aos cálculos de algumas equações utilizadas no Capítulo 5,
para facilitar o desenvolvimento do texto.
(a) Os detalhes para a obtenção de dwkf , dwkp e dwks são dados a seguir:
W kf ds
k
f + S
k
fdw
k
f = r
k
12 ⇒
W kf (r
k
3 − dfk) + Skfdwkf = rk12 ⇒
W kf r
k
3 −W kf dfk + Skfdwkf = rk12 ⇒
Skfdw
k
f = r
k
12 −W kf rk3 +W kf dfk ⇒
dwkf = (S
k
f )
−1(W kf df
k + rk12 −W kf rk3)
W kp ds
k
p + S
k
pdw
k
p = r
k
13 ⇒
W kp (r
k
4 − dpk) + Skpdwkp = rk13 ⇒
W kp r
k
4 −W kp dpk + Skpdwkp = rk13 ⇒
Skpdw
k
p = r
k
13 −W kp rk4 +W kp dpk ⇒
dwkp = (S
k
p )
−1(W kp dp
k + rk13 −W kp rk4)
W ks ds
k
s + S
k
s dw
k
s = r
k
14 ⇒
W ks (r
k
5 − dsk) + Sks dwks = rk14 ⇒
W ks r
k
5 −W ks dsk + Sks dwks = rk14 ⇒
Sks dw
k
s = r
k
14 −W ks rk5 +W ks dsk ⇒
dwks = (S
k
s )
−1(W ks ds
k + rk14 −W ks rk5)
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(b) Desenvolvimento para a obtenção de (5.25), (5.26) e (5.27):
(Bk)>dyk1 −N>dyk2 − dwkf + dzkf −Rkdfk = rk6 ⇒
(Bk)>dyk1−N>dyk2−
[(
Skf )
−1(W kf df
k + rk12 −W kf rk3
)]
+
(
F k)−1(rk9 − Zkf dfk
)−Rkdfk = rk6 ⇒
(Bk)>dyk1 −N>dyk2 −
[(
Skf
)−1
W kf +
(
F k
)−1
Zkf +R
k
]
Dkf
dfk =
rk6 +
(
Skf
)−1
rk12 −
(
Skf
)−1
W kf r
k
3 −
(
F k
)−1
rk9
rkf
⇒
(Bk)>dyk1 −N>dyk2 −Dkfdfk = rkf
−(Eˆk)>dyk1 −M>dyk2 − dwkp + dykq + dzkp −Qkdpk = rk7 ⇒
−(Eˆk)>dyk1−M>dyk2−
[(
Skp
)−1 (
W kp dp
k + rk13 −W kp rk4
)]
+dykq+
(
P k
)−1 (
rk10 − Zkpdpk
)−Qkdpk = rk7 ⇒
−(Eˆk)>dyk1 −M>dyk2 −
[(
Skp
)−1
W kp +
(
P k
)−1
Zkp +Q
k
]
Dkp
dpk + dykq =
rk7 +
(
Skp
)−1
rk13 −
(
Skp
)−1
W kp r
k
4 −
(
P k
)−1
rk10
rkp
⇒
−(Eˆk)>dyk1 −M>dyk2 −Dkpdpk + dykq = rkp
dyk2 − dwks + dzks = rk8 ⇒
dyk2 −
[(
Sks
)−1 (
W ks ds
k + rk14 −W ks rk5
)]
+
(
Sk
)−1 (
rk11 − Zks dsk
)
= rk8 ⇒
dyk2 −
[(
Sks
)−1
W ks +
(
Sk
)−1
Zks
]
Dks
dsk =
rk8 +
(
Sks
)−1
rk14 −
(
Sks
)−1
W ks r
k
5 −
(
Sk
)−1
rk11
rks
⇒
dyk2 −Dksdsk = rks
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(c) Cálculos para obter a equação (5.37):
dsk −Ndfk −Mdpk = rk2 ⇒
(Dks )
−1(dyk2 − rks )−N
{
(Dkf )
−1 [(Bk)>dyk1 −N>dyk2 − rkf]}
−M
{
(Dkp)
−1
[
dykq −M>dyk2 − rkp − (Eˆk)>dyk1
]}
= rk2 ⇒
(Dks )
−1dyk2 − (Dks )−1rks −N
{
(Dkf )
−1(Bk)>dyk1 − (Dkf )−1N>dyk2 − (Dkf )−1rkf
}
−M
{
(Dkp)
−1dykq − (Dkp)−1M>dyk2 − (Dkp)−1rkp − (Dkp)−1(Eˆk)>dyk1
}
= rk2 ⇒
(Dks )
−1dyk2 − (Dks )−1rks −N(Dkf )−1(Bk)>dyk1 +N(Dkf )−1N>dyk2 +N(Dkf )−1rkf
−M(Dkp)−1dykq +M(Dkp)−1M>dyk2 +M(Dkp)−1rkp +M(Dkp)−1(Eˆk)>dyk1 = rk2 ⇒
[
(Dks )
−1 +N(Dkf )
−1N> +M(Dkp)
−1M>
]
dyk2+
[
M(Dkp)
−1(Eˆk)> −N(Dkf )−1(Bk)>
]
dyk1
−M(Dkp)−1dykq = rk2 + (Dks )−1rks −N(Dkf )−1rkf −M(Dkp)−1rkp ⇒
Bksdy
k
2 +(W
k)>dyk1−M(Dkp)−1dykq = rxk ⇒ Bksdyk2 = rxk−(W k)>dyk1+M(Dkp)−1dykq .
Assim, obtém-se:
dyk2 = (B
k
s )
−1[rxk − (W k)>dyk1 +M(Dkp)−1dykq ].
(d) Cálculos para a obtenção da equação (5.38):
Bkdfk − Eˆkdpk = rk1 ⇒
Bk
{
(Dkf )
−1 [(Bk)>dyk1 −N>dyk2 − rkf]}
(∗)
− Eˆk
{
(Dkp)
−1
[
dykq −M>dyk2 − rkp − (Eˆk)>dyk1
]}
(∗∗)
= rk1 .
Desenvolvendo (*), tem-se:
Bk
{
(Dkf )
−1 [(Bk)>dyk1 −N>dyk2 − rkf]}⇒
Bk
{
(Dkf )
−1 [(Bk)>dyk1 −N> {(Bks )−1[rxk − (W k)>dyk1 +M(Dkp)−1dykq ]}− rkf]} .
Apêndice C. Cálculos referentes ao Capítulo 5 75
Aplicando a propriedade distributiva, tem-se:
Bk(Dkf )
−1(Bk)>dyk1 −Bk(Dkf )−1N>(Bks )−1rxk +Bk(Dkf )−1N>(Bks )−1(W k)>dyk1
−Bk(Dkf )−1N>(Bks )−1M(Dkp)−1dykq −Bk(Dkf )−1rkf .
Agora, desenvolvendo (**), obtém-se:
Eˆk
{
(Dkp)
−1
[
dykq −M>dyk2 − rkp − (Eˆk)>dyk1
]}
⇒
Eˆk
{
(Dkp)
−1
[
dykq −M>
{
(Bks )
−1[rxk − (W k)>dyk1 +M(Dkp)−1dykq ]
}− rkp − (Eˆk)>dyk1]} .
Aplicando a propriedade distributiva, tem-se:
Eˆk(Dkp)
−1dykq − Eˆk(Dkp)−1M>(Bks )−1rxk + Eˆk(Dkp)−1M>(Bks )−1(W k)>dyk1
−Eˆk(Dkp)−1M>(Bks )−1M(Dkp)−1dykq − Eˆk(Dkp)−1rkp − Eˆk(Dkp)−1(Eˆk)>dyk1 .
Logo, por (*) e (**), tem-se:
Bk(Dkf )
−1(Bk)>dyk1 −Bk(Dkf )−1N>(Bks )−1rxk +Bk(Dkf )−1N>(Bks )−1(W k)>dyk1
−Bk(Dkf )−1N>(Bks )−1M(Dkp)−1dykq −Bk(Dkf )−1rkf
−Eˆk(Dkp)−1dykq + Eˆk(Dkp)−1M>(Bks )−1rxk − Eˆk(Dkp)−1M>(Bks )−1(W k)>dyk1
+Eˆk(Dkp)
−1M>(Bks )
−1M(Dkp)
−1dykq + Eˆ
k(Dkp)
−1rkp + Eˆ
k(Dkp)
−1(Eˆk)>dyk1 = r
k
1 ⇒
[
Bk(Dkf )
−1(Bk)> +Bk(Dkf )
−1N>(Bks )
−1(W k)> − Eˆk(Dkp)−1M>(Bks )−1(W k)> + Eˆk(Dkp)−1(Eˆk)>
]
dyk1
+
[
Eˆk(Dkp)
−1M>(Bks )
−1 −Bk(Dkf )−1N>(Bks )−1
]
rxk
+
[
Eˆk(Dkp)
−1M>(Bks )
−1M(Dkp)
−1 −Bk(Dkf )−1N>(Bks )−1M(Dkp)−1 − Eˆk(Dkp)−1
]
dykq =
rk1 +B
k(Dkf )
−1rkf − Eˆk(Dkp)−1rkp ⇒
[
Bk(Dkf )
−1(Bk)> + Eˆk(Dkp)
−1(Eˆk)> −W k(Bks )−1(W k)>
]
dyk1
+
[
W k(Bks )
−1] rxk + [W k(Bks )−1M(Dkp)−1 − Eˆk(Dkp)−1] dykq =
rk1 +B
k(Dkf )
−1rkf − Eˆk(Dkp)−1rkp ⇒
[
Bk(Dkf )
−1(Bk)> + Eˆk(Dkp)
−1(Eˆk)> −W k(Bks )−1(W k)>
]
dyk1 =
rk1 +B
k(Dkf )
−1rkf − Eˆk(Dkp)−1rkp −W k(Bks )−1rxk
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−
[
W k(Bks )
−1M(Dkp)
−1 − Eˆk(Dkp)−1
]
dykq ⇒
Y kdyk1 = ry
k −
[
W k(Bks )
−1M(Dkp)
−1 − Eˆk(Dkp)−1
]
dykq .
Portanto:
dyk1 = (Y
k)−1[ryk − (W k(Bks )−1M(Dkp)−1 − Eˆk(Dkp)−1)dykq ].
(e) Antes de substituir dyk1 e dyk2 em (5.33), desenvolve-se dpk, como mostrado a seguir:
dpk = (Dkp)
−1
[
dykq −M>dyk2 − rkp − (Eˆk)>dyk1
]
,
onde:
dyk1 = (Y
k)−1[ryk − (W k(Bks )−1M(Dkp)−1 − Eˆk(Dkp)−1)dykq ]⇒
dyk1 = (Y
k)−1ryk − (Y k)−1W k(Bks )−1M(Dkp)−1dykq + (Y k)−1Eˆk(Dkp)−1dykq (C.1)
e
dyk2 = (B
k
s )
−1[rxk − (W k)>dyk1 +M(Dkp)−1dykq ]. (C.2)
Aplicando a propriedade distributiva em (C.2), tem-se:
dyk2 = (B
k
s )
−1rxk − (Bks )−1(W k)>dyk1 + (Bks )−1M(Dkp)−1dykq . (C.3)
Substituindo (C.1) em (C.3) e aplicando a propriedade distributiva, obtém-se:
dyk2 = (B
k
s )
−1rxk − (Bks )−1(W k)>(Y k)−1ryk
+(Bks )
−1(W k)>(Y k)−1W k(Bks )
−1M(Dkp)
−1dykq
−(Bks )−1(W k)>(Y k)−1Eˆk(Dkp)−1dykq + (Bks )−1M(Dkp)−1dykq .
Logo:
dpk = (Dkp)
−1dykq − (Dkp)−1M>dyk2 − (Dkp)−1rkp − (Dkp)−1(Eˆk)>dyk1
dpk = (Dkp)
−1dykq − (Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk
− (Dkp)−1M>(Bks )−1(W k)>(Y k)−1W k(Bks )−1M(Dkp)−1dykq
+ (Dkp)
−1M>(Bks )
−1(W k)>(Y k)−1Eˆk(Dkp)
−1dykq
− (Dkp)−1M>(Bks )−1M(Dkp)−1dykq − (Dkp)−1rkp
− (Dkp)−1(Eˆk)>(Y k)−1ryk + (Dkp)−1(Eˆk)>(Y k)−1W k(Bks )−1M(Dkp)−1dykq
− (Dkp)−1(Eˆk)>(Y k)−1Eˆk(Dkp)−1dykq
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dpk =
[
(Dkp)
−1 − (Dkp)−1M>(Bks )−1(W k)>(Y k)−1W k(Bks )−1M(Dkp)−1
+ (Dkp)
−1M>(Bks )
−1(W k)>(Y k)−1Eˆk(Dkp)
−1 − (Dkp)−1M>(Bks )−1M(Dkp)−1
+ (Dkp)
−1(Eˆk)>(Y k)−1W k(Bks )
−1M(Dkp)
−1 − (Dkp)−1(Eˆk)>(Y k)−1Eˆk(Dkp)−1
]
dykq
− (Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk − (Dkp)−1rkp
− (Dkp)−1(Eˆk)>(Y k)−1ryk
dpk =
{
(Dkp)
−1 [−M>(Bks )−1(W k)>(Y k)−1W k(Bks )−1M
+ M>(Bks )
−1(W k)>(Y k)−1Eˆk
− M>(Bks )−1M + (Eˆk)>(Y k)−1W k(Bks )−1M − (Eˆk)>(Y k)−1Eˆk
]
(Dkp)
−1
+ (Dkp)
−1}dykq − (Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk
− (Dkp)−1rkp − (Dkp)−1(Eˆk)>(Y k)−1ryk
dpk =
{
(Dkp)
−1
[
M>(Bks )
−1(W k)>
(
−(Y k)−1W k(Bks )−1M + (Y k)−1Eˆk
)
+ (Eˆk)>(Y k)−1
(
W k(Bks )
−1M − Eˆk
)
−M>(Bks )−1M
]
(Dkp)
−1
+ (Dkp)
−1}dykq − (Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk
− (Dkp)−1rkp − (Dkp)−1(Eˆk)>(Y k)−1ryk
dpk =
{
(Dkp)
−1
[
−M>(Bks )−1(W k)>(Y k)−1
(
W k(Bks )
−1M − Eˆk
)
+ (Eˆk)>(Y k)−1
(
W k(Bks )
−1M − Eˆk
)
−M>(Bks )−1M
]
(Dkp)
−1
+ (Dkp)
−1}dykq − (Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk
− (Dkp)−1rkp − (Dkp)−1(Eˆk)>(Y k)−1ryk
dpk =
{
(Dkp)
−1
[(
(Eˆk)>(Y k)−1 −M>(Bks )−1(W k)>(Y k)−1
)(
W k(Bks )
−1M − Eˆk
)
− M>(Bks )−1M
]
(Dkp)
−1 + (Dkp)
−1}dykq − (Dkp)−1M>(Bks )−1rxk
+ (Dkp)
−1M>(Bks )
−1(W k)>(Y k)−1ryk − (Dkp)−1rkp − (Dkp)−1(Eˆk)>(Y k)−1ryk
dpk =
{
(Dkp)
−1
[(
(Eˆk)> −M>(Bks )−1(W k)>
)
(Y k)−1
(
W k(Bks )
−1M − Eˆk
)
− M>(Bks )−1M
]
(Dkp)
−1 + (Dkp)
−1}dykq − (Dkp)−1M>(Bks )−1rxk
+ (Dkp)
−1M>(Bks )
−1(W k)>(Y k)−1ryk − (Dkp)−1rkp − (Dkp)−1(Eˆk)>(Y k)−1ryk.
Como Hk = W k(Bks )−1M − Eˆk, então (Hk)> =M>(Bks )−1(W k)> − (Eˆk)>. Logo:
dpk =
{
(Dkp)
−1 [−(Hk)>(Y k)−1Hk −M>(Bks )−1M] (Dkp)−1 + (Dkp)−1}dykq
− (Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk − (Dkp)−1rkp
− (Dkp)−1(Eˆk)>(Y k)−1ryk
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dpk =
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1}dykq
+
[−(Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk − (Dkp)−1rkp
− (Dkp)−1(Eˆk)>(Y k)−1ryk
]
.
Portanto, tem-se:
t∑
k=1
dpkj = r
k
q ,
logo,
t∑
k=1
{{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq
+
[−(Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk − (Dkp)−1rkp
− (Dkp)−1(Eˆk)>(Y k)−1ryk
]}
= rkq ⇒
t∑
k=1
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq
+
t∑
k=1
[−(Dkp)−1M>(Bks )−1rxk + (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk − (Dkp)−1rkp
− (Dkp)−1(Eˆk)>(Y k)−1ryk
]
= rkq ⇒
t∑
k=1
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq
−
t∑
k=1
[
(Dkp)
−1M>(Bks )
−1rxk − (Dkp)−1M>(Bks )−1(W k)>(Y k)−1ryk + (Dkp)−1rkp
+ (Dkp)
−1(Eˆk)>(Y k)−1ryk
]
= rkq ⇒
t∑
k=1
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq
−
t∑
k=1
[
(Dkp)
−1 (M>(Bks )−1rxk −M>(Bks )−1(W k)>(Y k)−1ryk + rkp
+ (Eˆk)>(Y k)−1ryk
)]
= rkq ⇒
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t∑
k=1
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq
−
t∑
k=1
[
(Dkp)
−1
(
rkp +M
>(Bks )
−1rxk +
[
(Eˆk)> −M>(Bks )−1(W k)>
]
(Y k)−1ryk
)]
= rkq ⇒
t∑
k=1
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq
−
t∑
k=1
[
(Dkp)
−1 (rkp +M>(Bks )−1rxk − (Hk)>(Y k)−1ryk)] = rkq ⇒
t∑
k=1
{−(Dkp)−1 [(Hk)>(Y k)−1Hk +M>(Bks )−1M] (Dkp)−1 + (Dkp)−1} dykq =
rkq +
t∑
k=1
[
(Dkp)
−1 (rkp +M>(Bks )−1rxk − (Hk)>(Y k)−1ryk)] .
