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MARCINKIEWICZ-TYPE DISCRETIZATION OF Lp-NORMS UNDER THE
NIKOLSKII-TYPE INEQUALITY ASSUMPTION
EGOR KOSOV
Abstract. The paper studies the Marcinkiewicz-type discretization problem for integral norms
on subspaces of Lp. Certain close to optimal results are obtained on subspaces for which the
Nikolskii-type inequality for L∞ norm is valid. The proofs use the recent developments of the
chaining technique due to R. van Handel.
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1. Introduction
Let L be an N -dimensional subspace of Lp = Lp(µ) with respect to some probability mea-
sure µ. In this paper we consider the following problem of sampling discretization (or the
Marcinkiewicz-type discretization problem, see [17] and [18], where this notion was introdused):
for which m there are points x1, . . . , xm and numbers c, C > 0 such that
c‖f‖pp ≤
1
m
m∑
j=1
|f(xj)|p ≤ C‖f‖pp
for every f ∈ L, where
‖f‖p :=
(∫
|f |p dµ
)1/p
.
The obvious bound is m ≥ N , so we want to obtain some conditions on the subspace L such
that the sampling discretization problem could be solved with the number of points m close to
the dimension of the subspace (ideally, with m = O(N)). This and similar problems have been
extensively studied in recent years (see [4], [5], [3], [11], [17], [18], [19], and [20]). Moreover,
some close questions were studied from the convex geometry point of view (see [1], [6], [7], [12],
[13]). The first classical result of such type was obtained by Marcinkiewicz for the trigonometric
polynomials (see for example [22, Theorem 1.3.6]).
The case p = 2 is now well studied, but still is far from full understanding. The following
general result is proved in Rudelson’s works [12] and [13] (see also the discussion in [3], [17],
and [18], where the Rudelson’s assumptions were reformulated in terms of the Nikolskii-type
inequality). Assume that a subspace L ⊂ L2 is such that for some constant M one has
‖f‖∞ ≤ MN1/2‖f‖2 for any f ∈ L. Then in the problem of the sampling discretization
one can take m = O(N logN) points. We note that the above condition is equivalent to the
following one: there is an orthonormal basis {u1, . . . , uN} in L such that for any point x one
has |u1(x)|2 + . . . + |uN(x)|2 ≤ M2N . Moreover, the methods of the recent breakthrough
solution of the Kadison-Singer problem (see [10]) allow one to obtain the best possible (in
terms of order) result concerning the Marcinkiewicz-type discretization for the multivariate
trigonometric system with frequencies from any set Q (see [18, Theorem 1.1]).
The case p = 1 was considered in [17] and the general case p 6= 2 was recently studied
in [4] and [5]. In particular, Theorem 2.2. from [5] asserts that for p ≤ 2 one can take
m = O(N log3N) points in the sampling discretization problem for the N -dimensional subspace
L of Lp(µ) provided that for some number M one has ‖f‖∞ ≤ MN1/2‖f‖2 for every f ∈ L.
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This result is similar to the stated above Rudelson’s result. We note that for p > 2 the cited
papers do not provide such general results.
In this paper we also study the Marcinkiewicz-type discretization problem for p 6= 2. Our
goal is to provide a sharper result for p ∈ (1, 2) and to prove some general results for p > 2.
The condition that we impose on the N -dimensional subspace L ⊂ Lp is of Nikolskii type:
‖f‖∞ ≤MN1/max{p,2}‖f‖max{p,2}, ∀f ∈ L.
We note that for p < 2 it coincides with that introduced above. The main results of the present
paper are stated in Theorems 4.3, 4.5, and 4.7 and in their simplest form can be formulated as
follows.
Theorem. Let p ∈ [1,∞), and let L be an N-dimensional subspace of Lp. If for some number
M one has
‖f‖∞ ≤MN1/max{p,2}‖f‖max{p,2}
for all f ∈ L, then there are
m =

O(N [logN ]p), p > 2
O(N [logN ]2), p ∈ (1, 2)
O(N [logN ]7/2), p = 1
points x1, . . . , xm such that
1
2
‖f‖pp ≤
1
m
m∑
j=1
|f(xj)|p ≤ 3
2
‖f‖pp
for any f ∈ L.
The approach that we use here is based on the Talagrand’s generic chaining technique (see
[14]) and combines ideas of [7] on the symmetrization argument, some new developments in
chaining technique from [9], and some known Talagrand’s bounds for the entropy numbers from
[15] and [16], which can also be found in his book [14]. It should be mentioned that the chaining
technique has already been used in various works on sampling discretization (see [17], [18], [19],
[12], [13], and [7]) and proved to be a powerful tool in this area.
Further the paper is organized as follows. In the second section we recall the basic notions of
the chaining technique, formulate some extensions of the results from [9], and give some tech-
nical lemmas, that are used further. In the third section we obtain bounds for the expectation
of the random variable
sup
f∈Bp
∣∣∣ 1
m
m∑
j=1
|f(Xj)|p − ‖f‖pp
∣∣∣
under the assumptions on the rate of decay of the entropy numbers of the unit ball
Bp := {f ∈ L : ‖f‖p ≤ 1}
with respect to the discrete uniform norm ‖f‖∞,X := max
1≤j≤1
|f(Xj)| for a fixed set of points
X := {X1, . . . , Xm}. Finally, in the fourth section we prove the main results of the paper
concerning the Marcinkiewicz-type discretization in subspaces of Lp. Appendices A and B
contain the proofs of the extensions of the results from [9], which we are using in the paper.
However, we note that they repeat the proofs from [9] almost word for word and are presented
here only for the readers’ convenience.
Throughout the paper the symbols C,C1, C2, . . . denote absolute constants, whose values
may vary from line to line. Similarly, the symbols C(a, b, c, . . .), C1(a, b, c, . . .), C2(a, b, c, . . .), . . .
denote numbers, whose values depend only on parameters a, b, c, . . ., and also may vary from
line to line. If the random variable X has the distribution µ, we write EXf(X) (or simply
Ef(X)) in place of the integral
∫
f dµ.
32. Generic chaining, van Handel’s approach and auxiliary lemmas
We recall the basic facts from the generic chaining theory (see [14]).
Let Xf be a random process with f ∈ (F, ̺), where ̺ is a quasi-metric on F , i.e. it has all
the properties of a metric but in place of usual triangle inequality we have the following relaxed
triangle inequality
̺(f, g) ≤ R(̺(f, h) + ̺(h, g))
for some constant R > 0 for all f, g, h ∈ F . Assume that there are numbers K > 0 and α > 0
such that
(2.1) P (|Xf −Xg| ≥ Kt1/α̺(f, g)) ≤ 2e−t
for all t > 0.
Definition 2.1. An admissible sequence of F is an increasing sequence (Fk) of partitions of F
such that |Fk| ≤ 22k for all n ≥ 1 and |F0| = 1. For f ∈ F let Fk(f) denote the unique element
of Fk that contains f .
Definition 2.2. Let α > 0 and θ ≥ 1. Let
γα,θ(F, ̺) :=
(
inf sup
f∈F
∞∑
k=0
[
2k/αdiam
(
Fk(f)
)]θ)1/θ
,
where the infimum is taken over all admissible sequences of F and where diam
(
G
)
:= sup
f,g∈G
̺(f, g).
The quantity γα,θ(F, ̺) is called the chaining functional. If the metric ̺ is induced by a norm
‖ · ‖, we will also use the notation γα,θ(F, ‖ · ‖) in place of γα,θ(F, ̺).
We need the following fundamental result (see [14, Theorem 2.2.22]).
Theorem 2.3. Under the above assumption (2.1) there are positive constants c, C such that
for any f0 ∈ F one has
P
(
sup
f∈F
|Xf −Xf0| ≥ RKγα,1(F, ̺)(ct)1/α
)
≤ Ce−t.
In particular,
E sup
f∈F
|Xf −Xf0| ≤ C(α)RKγα,1(F, ̺).
Definition 2.4. Recall the definition of the entropy numbers:
ek(F, ̺) := inf
{
ε : ∃f1, . . . , f22k ∈ F : F ⊂
⋃
j
Bε(fj)
}
,
where Bε(f) := {g : ̺(f, g) < ε}.
If the metric ̺ is induced by a norm ‖ · ‖, we will also use the notation ek(F, ‖ · ‖) in place
of ek(F, ̺). We note here that sometimes the other definition of the entropy numbers is used
with 2k points in place of 22
k
.
We also need the following property of the entropy numbers in an N -dimensional space (see
estimate (7.1.6) in [22] and Corollary 7.2.2 there). Assume that ̺ is induced by a norm ‖ · ‖.
Then for k > k0 one has
(2.2) ek(F, ‖ · ‖) ≤ 3 22k0/Nek0(F, ‖ · ‖)2−2
k/N .
We will apply the following result from [9].
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Theorem 2.5. Let q ≥ 2, p > 1, α > 0. Let L be a linear space endowed with a q-convex norm
‖ · ‖ with a constant η, i.e. ∥∥∥f + g
2
∥∥∥ ≤ max(‖f‖, ‖g‖)− η‖f − g‖q
for any f, g with ‖f‖ ≤ 1, ‖g‖ ≤ 1. Let ̺ be a quasi-metric on L such that
̺(f, g) ≤ R(̺(f, h) + ̺(h, g)); ̺(f, f + g
2
)
≤ κ̺(f, g)
for all f, g, h ∈ L for some constants R,κ > 0. Assume that there is a metric d on L and for
each h ∈ L there is a norm ‖ · ‖h on L such that
c1d(f, g)
p ≤ ̺(f, g) ≤ c2
(‖f − g‖h + d(f, g)(d(f, h)p−1 + d(h, g)p−1))
for some numbers c1, c2. Then there is a number C := C(q, p, α, R,κ, c1, c2) such that for the
unit ball B := {‖f‖ ≤ 1} one has
γα,1(B, ̺) ≤ C
(
η−1/q
[
sup
‖f‖≤1
∞∑
k=0
(
2k/αek(B, df)
)q/(q−1)](q−1)/q
+
[
γαp,p(B, d)
]p)
,
where dh(f, g) := ‖f − g‖h.
The quasi-metric ̺ in the above theorem can appear from the expressions of the following
type
˜̺(f, g) := (∫ ∣∣|f |p − |g|p∣∣r dν)1/r = ‖|f |p − |g|p‖r
for p > 1, r ∈ (1,∞]. Indeed, set
̺(f, g) := ‖|f−g|(|f |p−1+|g|p−1)‖r; ‖f‖h := ‖|f ||h|p−1‖r; d(f, g) := ‖|f−g|p‖1/pr = ‖f−g‖pr.
It can be readily verified that ˜̺(f, g) ≤ p̺(f, g).
Lemma 2.6. For quasi metric ̺, metric d and norms ‖ · ‖h defined above we have
̺(f, g) ≤ C1(p)
(
̺(f, h) + ̺(h, g)
)
; ̺
(
f,
f + g
2
)
≤ ̺(f, g);
C2(p)d(f, g)
p ≤ ̺(f, g) ≤ C2(p)
(‖f − g‖h + d(f, g)(d(f, h)p−1 + d(h, g)p−1))
for some numbers C1(p), C2(p), C3(p), dependent only on p > 1.
Proof. We note that (|f |+ |g|)p−1 ≤ 2p−1max{|f |p−1, |g|p−1} ≤ 2p−1(|f |p−1 + |g|p−1) for p > 1.
Thus,
21−p|f − g|p ≤ |f − g|(|f |p−1 + |g|p−1) = |f − g|(|f − h + h|p−1 + |g − h+ h|p−1
≤ 2p−1|f − g|(|f − h|p−1 + |h|p−1 + |g − h|p−1 + |h|p−1)
≤ 2p(|f − g||h|p−1 + |f − g||f − h|p−1 + |f − g||g − h|p−1)
implying
21−pd(f, g)p ≤ D(f, g) ≤ 2p(‖f − g‖θh + d(f, g)(d(f, h)p−1 + d(g, h)p−1)).
Next,
D
(
f,
f + g
2
)
= 2−1
∥∥∥|f − g|(|f |p−1 + ∣∣∣f + g
2
∣∣∣p−1)∥∥∥
r
≤ 2−1‖|f − g|(|f |p−1 + |f |p−1 + |g|p−1)‖r ≤ D(f, g).
5Finally,
|f−g|(|f |p−1+|g|p−1) ≤ 2p−1(|f−h|(|f |p−1+|h|p−1+|h−g|p−1)+|h−g|(|f−h|p−1+|h|p−1+|g|p−1))
= 2p−1
(|f−h|(|f |p−1+ |h|p−1)+ |h−g|(|h|p−1+ |g|p−1)+ |f −h||h−g|p−1+ |h−g||f −h|p−1).
We now note that abp−1 ≤ ap + bp. Thus,
|f − h||h− g|p−1 + |h− g||f − h|p−1 ≤ 2(|f − h|p + |h− g|p)
≤ 2p(|f − h|(|f |p−1 + |h|p−1) + |h− g|(|h|p−1 + |g|p−1))
and
D(f, g) ≤ 4p(D(f, h) +D(h, g)).
The lemma is proved. 
Remark 2.7. We note that in [9] only a special case of Theorem 2.5 was considered (see
Theorem 7.3 there), but the proof of Theorem 2.5 repeats the argument there almost verbatim.
We will provide the details in Appendix A for the readers’ convenience.
We need the following bound (see [14, Theorem 4.1.4] and [9, Theorem 5.8]).
Theorem 2.8. Let B := {x : ‖x‖ ≤ 1} where the norm ‖ · ‖ is q-convex with constant η. Let d
be a metric which is generated by another norm. Then for any α > 0 there is a number C(α, q)
such that
γα,q(B, ̺) ≤ C(α, q)η−1 sup
k≥0
2k/αek(B, ̺).
We also need the following extension of the above result.
Theorem 2.9. Let B := {x : ‖x‖ ≤ 1} where the norm ‖ · ‖ is q-convex with constant η. Let
d be a metric which is generated by another norm. Then for any α > 0 and for any p ∈ [1, q)
there is a number C(α, p, q) such that
γα,p(B, d) ≤ C(α, p, q)η−p/q
(∑
k≥0
(2k/αek(B, d))
pq/(q−p)
)1/p−1/q
.
The proof again repeats the argument form [9, Theorem 5.8] almost verbatim. We present
the proof in Appendix B for the readers’ convenience.
Finally, we will use the following technical bound.
Lemma 2.10. Let a, b > 0. Then there is a number C(a, b) such that for any N ≥ 2 one has∑
k≥logN
(2ak2−2
k/N )b ≤ C(a, b)Nab.
Proof. Note that
N−ab
∑
k≥logN
(2ak−2
k/N )b =
∑
k≥logN
(2a(k−logN)−2
k−logN
)b.
There is a number c(a) > 0 such that ax − 2x ≤ −x + c(a) for any x > 0. Thus, the last
expression is estimated by
2bc(a)
∑
k≥logN
(2−(k−logN))b ≤ C(a, b).
The lemma is proved. 
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3. Discretization under the entropy numbers decay assumptions
Here we follow the ideas of Gue´don and Rudelson from [7].
Let B be a set of functions. Consider the following random variables:
Vp(B) := sup
f∈B
∣∣∣ 1
m
m∑
j=1
|f(Xj)|p − ‖f‖pp
∣∣∣, Rp(f) = m∑
j=1
|f(Xj)|p
We start with the following symmetrization argument.
Lemma 3.1. Assume that for every fixed X := (X1, . . . , Xm)
Eε sup
f∈B
∣∣∣ m∑
j=1
εj|f(Xj)|p
∣∣∣ ≤ Θ(X) sup
f∈B
(
Rp(f)
)1−r
,
with r ∈ (0, 1), where ε1, . . . , εm are independent symmetric Bernoulli random variables with
values ±1. Then
EVp(B) ≤ 21/rm−1EΘ1/r + 2r−1
(
m−1EΘ1/r
)r(
sup
f∈B
E|f(X1)|p
)1−r
.
Proof. Let X ′1, . . . , X
′
m be independent copies of X1, . . . , Xm. We note that
mEVp(B) = E sup
f∈B
∣∣∣ m∑
j=1
(|f(Xj)|p − E|f(X ′j)|p)
∣∣∣ ≤ EXEX′ sup
f∈B
∣∣∣ m∑
j=1
(|f(Xj)|p − |f(X ′j)|p)
∣∣∣
= EXEX′Eε sup
f∈B
∣∣∣ m∑
j=1
εj(|f(Xj)|p − |f(X ′j)|p)
∣∣∣ ≤ 2EXEε sup
f∈B
∣∣∣ m∑
j=1
εj|f(Xj)|p
∣∣∣
≤ 2EΘ[sup
f∈B
Rp(f)]
1−r ≤ 2(EΘ1/r)rm1−r
(
E sup
f∈B
1
m
m∑
j=1
|f(Xj)|p
)1−r
≤ 2(EΘ1/r)rm1−r
(
EVp(B) + sup
f∈B
E|f(X1)|p
)1−r
.
Thus, EVp(B) ≤ 2(EΘ1/r)rm−r
(
EVp(B) + sup
f∈B
E|f(X1)|p
)1−r
and
EVp(B) ≤ 21/rm−1EΘ1/r + 2r−1
(
m−1EΘ1/r
)r(
sup
f∈B
E|f(X1)|p
)1−r
.
Indeed, if for some positive numbers v, a, b and some r ∈ (0, 1) one has v ≤ a(v+ b)1−r, then by
convexity and Young’s inequality one has a(v+ b)1−r ≤ av1−r+ab1−r ≤ ra1/r+(1− r)v+ab1−r
and v ≤ a1/r + r−1ab1−r. 
We will use the following lemma (see [8, Lemma 4.3]).
Lemma 3.2. Let ε1, . . . , εm be independent symmetric Bernoulli random variables with values
±1. Then for every q ≥ 2 there is a number Cq, depending only on q, such that
P
(∣∣ m∑
j=1
εjαj
∣∣ ≥ Cq( m∑
j=1
|αj|q′
)1/q′
t1/q
)
≤ 2e−t,
where q′ = q/(q − 1).
Theorem 3.3. Let p ∈ [1,∞) and let L be some subspace of Lp. Let Bp be the unit ball in L,
i.e. Bp = {f ∈ L : ‖f‖p ≤ 1} and let the set of points X = {X1, . . . , Xm} be fixed. Consider the
7norm ‖f‖∞,X := max
1≤j≤m
|f(Xj)|. Assume, that there is a number N such that for the entropy
numbers one has the following bound
ek(Bp, ‖ · ‖∞,X) ≤M
{
2−k/p, k ≤ logN,
N−1/p2−2
k/N , k ≥ logN.
Then there is a number C(p), which depends only on p, such that
1) for p ≥ 2, one has
Eε sup
f∈Bp
∣∣∣ m∑
j=1
εj |f(Xj)|p
∣∣∣ ≤ C(p)M [logN ]1−1/p sup
f∈Bp
( m∑
j=1
|f(Xj)|p
)1−1/p
,
2) for p ∈ (1, 2), one has
Eε sup
f∈Bp
∣∣∣ m∑
j=1
εj|f(Xj)|p
∣∣∣ ≤ C(p)Mp/2[logN ]1/2 sup
f∈Bp
( m∑
j=1
|f(Xj)|p
)1/2
,
3) and for p = 1 one has
Eε sup
f∈Bp
∣∣∣ m∑
j=1
εj |f(Xj)|
∣∣∣ ≤ C(1)M1/2 logN sup
f∈Bp
( m∑
j=1
|f(Xj)|
)1/2
.
Proof. For any q ≥ 2, by Lemma 3.2, we have the estimate (2.1) with α = q and with the
quasi-metric
̺q(f, g) :=
( m∑
j=1
∣∣|f(Xj)− g(Xj)|(|f(Xj)|p−1 + |g(Xj)|p−1)∣∣q′)1/q′ .
Thus, by Theorem 2.3, the bound for the expectation will follow from the bound for the chaining
functional γq,1(Bp, ̺q).
1) Firstly, consider the case p ≥ 2. In that case we take q = p. Let
‖f‖h =
( m∑
j=1
|f(Xj)|p′|h(Xj)|p
)1/p′
≤ ‖f‖∞,X
( m∑
j=1
|h(Xj)|p
)1−1/p
and
d(f, g) =
( m∑
j=1
|f(Xj)− g(Xj)|pp′
)1/(pp′)
≤ ‖f − g‖1/p∞,X
( m∑
j=1
|f(Xj)− g(Xj)|p
)(1−1/p)1/p
.
Since the Lp-norm is p-convex for p ≥ 2, we can apply van Handel’s bound from Theorem 2.5.
Thus,
γp,1(Bp, ̺) ≤ C1(p)
(
sup
h∈Bp
[ ∞∑
k=0
(
2k/pek(Bp, ‖ · ‖h)
)p′]1/p′
+
[
γp2,p(Bp, d)
]p)
.
Note that
sup
h∈Bp
[ ∞∑
k=0
(
2k/pek(Bp, ‖ · ‖h)
)p′]1/p′ ≤ sup
h∈Bp
( m∑
j=1
|h(Xj)|p
)1−1/p[ ∞∑
k=0
(
2k/pek(Bp, ‖ · ‖∞,X)
)p′]1/p′
and[ ∞∑
k=0
(
2k/pek(Bp, ‖ · ‖∞,X)
)p′]1/p′ ≤M[ ∑
k≤logN
1 +N−p
′/p
∑
k≥logN
(2k/p2−2
k/N)p
′
]1/p′
=M
[
logN + C2(p)
]1/p′
≤ C3(p)M [logN ]1−1/p.
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We also note that, since the Lp-norm is p-convex for p ≥ 2, by Theorem 2.8, one has[
γp2,p(Bp, d)
]p ≤ C4(p) sup
k≥0
[2k/p
2
ek(K, d)]
p
≤ C5(p) sup
h∈Bp
( m∑
j=1
|h(Xj)|p
)1−1/p
sup
k≥0
2k/pek(Bp, ‖ · ‖∞,X)
≤ C6(p)M sup
h∈Bp
( m∑
j=1
|h(Xj)|p
)1−1/p
.
The theorem is proved for p ≥ 2.
2) We now move on to the case p ∈ (1, 2). In that case we take q = 2. Let
‖f‖h =
( m∑
j=1
|f(Xj)|2|h(Xj)|2p−2
)1/2
≤ ‖f‖p/2∞,X
( m∑
j=1
|f(Xj)|2−p|h(Xj)|2p−2
)1/2
≤ ‖f‖p/2∞,X
( m∑
j=1
|f(Xj)|p
) 2−p
2p
( m∑
j=1
|h(Xj)|p
) 2p−2
2p
and
d(f, g) =
( m∑
j=1
|f(Xj)− g(Xj)|2p
)1/(2p)
≤ ‖f − g‖1/2∞,X
( m∑
j=1
|f(Xj)− g(Xj)|p
)1/(2p)
.
Since the Lp-norm is 2-convex for p ∈ (1, 2), by van Handel’s theorem (Theorem 2.5), we have
γ2,1(Bp, ̺) ≤ Cp
(
sup
h∈Bp
[ ∞∑
k=0
(
2k/2ek(Bp, ‖ · ‖h)
)2]1/2
+
[
γ2p,p(Bp, d)
]p)
.
Note that
sup
h∈Bp
[ ∞∑
k=0
(
2k/2ek(Bp, ‖ · ‖h)
)2]1/2 ≤ C1(p) sup
h∈Bp
( m∑
j=1
|h(Xj)|p
)1/2[ ∞∑
k=0
(
2k/2ek(Bp, ‖ · ‖p/2∞,X)
)2]1/2
and[ ∞∑
k=0
(
2k/2ek(Bp, ‖ · ‖p/2∞,X)
)2]1/2 ≤Mp/2[ ∑
k≤logN
1 +N−1
∑
k≥logN
(2k/22−2
k−1/N )2
]1/2
≤ Mp/2
[
logN + C2
]1/2
≤ C3Mp/2[logN ]1/2.
Next, by Theorem 2.9,[
γ2p,p(B, d)
]p ≤ C4(p)(∑
k≥0
(2k/(2p)ek(B, d))
2p/(2−p)
)1−p/2
≤ C5(p) sup
h∈B
( m∑
j=1
|h(Xj)|p
)1/2(∑
k≥0
(2k/(2p)ek(B, ‖ · ‖1/2∞,X))2p/(2−p)
)1−p/2
.
Note that(∑
k≥0
(2k/(2p)ek(B, ‖ · ‖1/2∞,X))2p/(2−p)
)1−p/2
≤Mp/2
[ ∑
k≤logN
1 +N−1/(2−p)
∑
k≥logN
(2k/p2−2
k/N )p/(2−p)
]1−p/2
≤ C6(p)Mp/2[logN ]1−p/2.
9Since 1− p/2 ≤ 1/2, the theorem is proved for p ∈ (1, 2).
3) Finally, we consider the case p = 1. In that case we again take q = 2 and, since( m∑
j=1
∣∣|f(Xj)| − |g(Xj)|∣∣2)1/2 ≤ ( m∑
j=1
|f(Xj)− g(Xj)|2
)1/2
= ̺(f, g)
we need to bound the chaining functional γ2,1(B, ̺). Here we simply apply Dudley’s entropy
bound (see [14, Proposition 2.2.10]):
γ2,1(B, ̺) ≤ C
∞∑
k=0
2k/2ek(B, ̺) ≤ C1 sup
h∈B
( m∑
j=1
|h(Xj)|
)1/2 ∞∑
k=0
2k/2ek(B, ‖ · ‖1/2∞,X)
≤ C2 sup
h∈B
( m∑
j=1
|h(Xj)|
)1/2
M1/2 logN.
The theorem is proved. 
Applying now Lemma 3.1 we get the following conditional result.
Corollary 3.4. Let p ∈ [1,∞), ω(p) := max{p, 2}−1, ω(1) = 2, and let L be some subspace of
Lp. Let Bp be the unit ball in L, i.e. Bp = {f ∈ L : ‖f‖p ≤ 1}. Assume that there is a number
N such that for any set of points X = {X1, . . . , Xm} for the norm ‖f‖∞,X := max
1≤j≤m
|f(Xj)|
one has
ek(B, ‖ · ‖∞,X) ≤ M
{
2−k/p, k ≤ logN,
N−1/p2−2
k/N , k ≥ logN.
Let θm := (EM
p)[logN ]ω(p)m−1. Then there is a number α(p) ≥ 1, depending only on p, such
that
EVp(B) ≤ α(p)
(
θm +
(
θm
)1/max{p,2})
and for any ε ∈ (0, 1) one has
P
(
sup
f∈Bp
∣∣∣ 1
m
m∑
j=1
|f(Xj)|p − ‖f‖pp
∣∣∣ ≤ ε) ≥ 1/2.
provided that θ
1/max{p,2}
m ≤ ε4α(p) .
4. Discretization under the Nikolskii-type inequality assumption
We recall the following lemma (see [14, Lemma 16.5.4] and [15]).
Lemma 4.1. Let (X, ‖ · ‖) be a Banach space and let the norm ‖ · ‖∗ in the dual space X∗ be
p-convex with some constant η for some p ≥ 2. For a fixed set of vectors x := (x1, . . . , xm),
consider a norm ‖x∗‖∞,x := max
1≤j≤m
|x∗(xj)| on X∗. Then for some number K(p, η), dependent
only an p and η, one has
ek(B∗, ‖ · ‖∞,x) ≤ K(p, η) max
1≤j≤m
‖xj‖2−k/p[logm]1/p,
where B∗ := {x∗ ∈ X∗ : ‖x∗‖∗ ≤ 1}.
We now shortly discuss how one can obtain this lemma from the greedy approximation
theory. Without loss of generality, we assume that ‖xj‖ = 1, ∀j ∈ {1, . . . , m}. Let U be a
convex hull of ±x1, . . . ,±xm. Firstly, like in Talagrand’s work [15, Lemma 3.3], we note that,
by Proposition 2 from [2] and its iterations, the desired bound follows from the bound
ek(U,B) ≤ K(p, η)2−k/p[logm]1/p,
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where B := {x ∈ X : ‖x‖ ≤ 1}. The bound for the entropy numbers can be deduced from the
bound for the best n-term approximation: let D = {yj} be a set of r points, then
σn(U,D) := sup
y∈U
inf
{cj},|Λ|=n
‖y −
∑
j∈Λ
cjyj‖.
It is known (see [22, Theorem 7.4.3] and [21, Theorem 3.1]) that, if σn(U,D) ≤ An−ω for
every n, then for k ≤ log r one has ek(U,B) ≤ C(ω)A[log 2r]ω2−ωk. We note that the ball B is
p′ = p/(p−1)-smooth. Now taking D = {±x1, . . . ,±xm} and applying Weak Chebyshev Greedy
Algorithm (see [23, Section 6.2]), we get (see [23, Theorem 6.8]) that σn(U,D) ≤ C(p, η)n−1/p.
Thus, for k ≤ logm,
ek(U,B) ≤ C1(p, η)[log 4m]1/p2−k/p ≤ C2(p, η)[logm]1/p2−k/p.
From Lemma 4.1 we get the following corollary.
Corollary 4.2. Let p > 2, and let L be an N-dimensional subspace of Lp. Let Bp be the unit
ball in L, i.e. Bp = {f ∈ L : ‖f‖p ≤ 1}. Assume, that there is a constant M such that for any
f ∈ L one has
‖f‖∞ ≤M‖f‖p.
Then there is a number C(p) depending only on p, such that θm = C(p)M
p[logN ]p−1[logm]m−1
where θm was defined in Corollary 3.4.
Proof. We apply the above lemma for the space X = L∗. Then X∗ = L and for any set of
points X = {X1, . . . , Xm} for the norm ‖f‖∞,X one has
ek(Bp, ‖ · ‖∞,X) ≤ C(p) max
1≤j≤m
sup
‖f‖p≤1
|f(Xj)|2−k/p[logm]1/p ≤ C(p)M2−k/p[logm]1/p.
By estimate (2.2), we actually have
ek(Bp, ‖ · ‖∞,X) ≤ C(p)M [logm]1/p
{
2−k/p, k ≤ logN,
N−1/p2−2
k/N , k ≥ logN.
Thus, θm = C(p)M
p[logN ]p−1[logm]m−1. 
The following theorem provides the Marcinkiewicz-type discretization in Lp for p > 2.
Theorem 4.3. Let p > 2, a, b > 0, and let L be an N-dimensional subspace of Lp. Let Bp be
the unit ball in L, i.e. Bp = {f ∈ L : ‖f‖p ≤ 1}. Assume that there is a constant M ≤ aN b
such that for any f ∈ L one has
‖f‖∞ ≤M‖f‖p.
Then, for any ε ∈ (0, 1), there is a number C(a, b, p, ε) such that for any
m ≥ C(a, b, p, ε)Mp[logN ]p,
one has
P
(
sup
f∈Bp
∣∣∣ 1
m
m∑
j=1
|f(Xj)|p − E|f(X)|p
∣∣∣ ≤ ε) ≥ 1/2.
Thus, there are m = C(a, b, p, ε)Mp[logN ]p points x1, . . . , xm such that
(1− ε)‖f‖pp ≤
1
m
m∑
j=1
|f(xj)|p ≤ (1 + ε)‖f‖pp
for any f ∈ L.
Proof. By the above corollary, θm = C(p)M
p[logN ]p−1[logm]m−1. Taking C(a, b, p, ε) big
enough and taking m ≥ C(a, b, p, ε)Mp[logN ]p we get θm ≤ ε216α(p)2 and the result follows from
Corollary 3.4. 
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We now consider the case p ∈ (1, 2).
Theorem 4.4. Let p ∈ (1, 2), and let L be an N-dimensional subspace of Lp. Let Bp be the
unit ball in L, i.e. Bp = {f ∈ L : ‖f‖p ≤ 1}. Assume that there is a constant M ≥ 2 such that
for any f ∈ L one has
‖f‖∞ ≤M‖f‖2.
Then there is a number C(p) depending only on p, such that
θm = C(p)M
2 logN [logM ]1−p/2[logm]p/2m−1
where θm was defined in Corollary 3.4.
Proof. Since ‖f‖2∞ ≤M2‖f‖2−p∞ ‖f‖pp, we have ‖f‖∞ ≤M2/p‖f‖p for any f ∈ L. Thus, we have
e0(Bp, ‖ · ‖∞,X) ≤ CM2/p for any set of points X = {X1, . . . , Xm}. We further use the following
known property (see [14, Lemma 16.8.9]) of the entropy numbers:
ek+1(Bp, ‖ · ‖∞,X) ≤ 2ek(Bp, ‖ · ‖2) ek(B2, ‖ · ‖∞,X),
where B2 := {f ∈ L : ‖f‖2 ≤ 1}. We will also use the following classical Sudakov bound for
the entropy numbers of the euclidian ball with respect to some norm ‖ · ‖:
ek(B2, ‖ · ‖) ≤ C2−k/2Eg
∥∥ N∑
k=1
gkuk
∥∥.
Here g = (g1, . . . , gN) is the standard Gaussian vector and {u1, . . . , uN} is any orthonormal
basis in L. By this bound
ek(B2, ‖ · ‖∞,X) ≤ C2−k/2Eg
∥∥ N∑
k=1
gkuk
∥∥
∞,X
,
where C is a numerical constant. We now note that
Eg
∥∥ N∑
k=1
gkuk
∥∥
∞,X
= Eg max
1≤j≤m
∣∣ N∑
k=1
gkuk(Xj)
∣∣ ≤ C max
1≤j≤m
( N∑
k=1
|uk(Xj)|2
)1/2
[logm]1/2
where we have used the known bound for the expectation of the maximum of Gaussian random
variables (see [14, Proposition 2.4.6]). Since
max
1≤j≤m
( N∑
k=1
|uk(Xj)|2
)1/2
= max
1≤j≤m
sup
|a1|2+...+|an|2=1
∣∣ N∑
k=1
akuk(Xj)
∣∣∣
≤ sup
|a1|2+...+|an|2=1
∥∥ N∑
k=1
akuk
∥∥
∞
≤ M sup
|a1|2+...+|an|2=1
∥∥ N∑
k=1
akuk
∥∥
2
=M,
we get
ek(B2, ‖ · ‖∞,X) ≤ CM2−k/2[logm]1/2.
For any r > 1, we also have
ek(B2, ‖ · ‖r) ≤ C2−k/2Eg
∥∥ N∑
k=1
gkuk
∥∥
r
.
Note, that
Eg
∥∥ N∑
k=1
gkuk
∥∥
r
≤ (EXEg∣∣ N∑
k=1
gkuk(X)
∣∣r)1/r ≤ C1√r(EX( N∑
k=1
|uk(X)|2
)r/2)1/r ≤ C1M√r.
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For a fixed r > 2 we now proceed like in [14, Lemma 16.8.8]. Take any R > r and let θ ∈ (0, 1)
be such that 1/r = (1− θ)/2 + θ/R. Then ‖f‖r ≤ ‖f‖1−θ2 ‖f‖θR and
ek(B2, ‖ · ‖r) ≤ 2ek(B2, ‖ · ‖R)θ ≤ C2[2−kRM2]θ/2 = C3[2−kRM2]1/2−1/r+θ/R.
Thus, since
[2−kM2]θ/R ≤ M2/R, Rθ/R ≤ 2,
taking R = 2r logM , we get
ek(B2, ‖ · ‖r) ≤ C4r1/2−1/r[2−kM2 logM ]1/2−1/r .
By [14, Lemma 16.8.10] we get
ek(Br′, ‖ · ‖2) ≤ C5r1/2−1/r[2−kM2 logM ]1/2−1/r .
Taking r = p′ we get
ek+1(Bp, ‖ · ‖∞,X) ≤ C6(1− 1/p)1/2−1/p[logm]1/2[logM ]1/p−1/2M2/p2−k/p.
By estimate (2.2) we have
ek(Bp, ‖ · ‖∞,X) ≤ C7(1− 1/p)1/2−1/p[logm]1/2[logM ]1/p−1/2M2/p
{
2−k/p, k ≤ logN,
N−1/p2−2
k/N , k ≥ logN.
Thus, θm := C8(1− 1/p)p/2−1M2 logN [logM ]1−p/2[logm]p/2m−1. The theorem is proved. 
The next theorem provides the Marcinkiewicz-type discretization in Lp for p ∈ (1, 2).
Theorem 4.5. Let p ∈ (1, 2), a, b > 0, and let L be an N-dimensional subspace of Lp. Let Bp
be the unit ball in L, i.e. Bp = {f ∈ L : ‖f‖p ≤ 1}. Assume that there is a constant M ≤ aN b,
M ≥ 2, such that for any f ∈ L one has
‖f‖∞ ≤M‖f‖2.
Then, for any ε ∈ (0, 1), there is a number C(a, b, p, ε) such that for any
m ≥ C(a, b, p, ε)M2[logN ]2
one has
P
(
sup
f∈Bp
∣∣∣ 1
m
m∑
j=1
|f(Xj)|p − ‖f‖pp
∣∣∣ ≤ ε) ≥ 1/2.
Thus, there are m = C(a, b, p, ε)M2[logN ]2 points x1, . . . , xm such that
(1− ε)‖f‖pp ≤
1
m
m∑
j=1
|f(xj)|p ≤ (1 + ε)‖f‖pp
for any f ∈ L.
Proof. By the above theorem
θm := C(p)M
2 logN [logM ]1−p/2[logm]p/2m−1 ≤ C(a, b, p)M2[logN ]2−p/2[logm]p/2m−1.
Taking the number C(a, b, p, ε) big enough and m ≥ C(a, b, p, ε)M2[logN ]2 we get θm ≤ ε216C(p)2
and the result follows from Corollary 3.4. The theorem is proved. 
Finally we consider the case p = 1.
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Theorem 4.6. Let L be an N-dimensional subspace of L1. Let B1 be the unit ball in L, i.e.
B1 = {f ∈ L : ‖f‖1 ≤ 1}. Assume there is a constant M ≥ 3 such that for any f ∈ L one has
‖f‖∞ ≤M‖f‖2.
Then there is a number C, such that
θm = CM
2[logN ]5/2[logM ]1/2[logm]1/2m−1
where θm was defined in Corollary 3.4.
Proof. We firstly note that ‖f‖p ≤ M2(1−1/p)‖f‖1 for any f ∈ L for any p ∈ (1, 2). Indeed,
‖f‖pp ≤ ‖f‖p−1∞ ‖f‖1 ≤ M2(p−1)‖f‖p1. Thus, for any fixed set of points X = {X1, . . . , Xm} one
has
ek(B1, ‖ · ‖∞,X) ≤M2(1−1/p)ek(Bp, ‖ · ‖∞,X)
≤ C(1− 1/p)1/2−1/p[logm]1/2[logM ]1/p−1/2M22−k/p
where we have used the bound, obtained in the proof of Theorem 4.4. Let ε = 1− 1/p, then
ek(B1, ‖ · ‖∞,X) ≤ Cεε−1/2[logm]1/2[logM ]1/2−εM22−k2kε
≤ Cε−1/2N ε[logm]1/2[logM ]1/2M22−k
for k ≤ logN . Taking ε = [logN ]−1 we get
ek(B1, ‖ · ‖∞,X) ≤ C1[logm]1/2[logN ]1/2[logM ]1/2M22−k
for k ≤ logN . Thus, by estimate (2.2) we have
ek(B1, ‖ · ‖∞,X) ≤ C2[logm]1/2[logN ]1/2[logM ]1/2M2
{
2−k, k ≤ logN,
N−12−2
k/N , k ≥ logN.
By the definition of θm we have θm = C2[logm]
1/2[logN ]5/2[logM ]1/2M2m−1. 
Theorem 4.7. Let a, b > 0 and let L be an N-dimensional subspace of L1. Let B1 be the unit
ball in L, i.e. B1 = {f ∈ L : ‖f‖1 ≤ 1}. Assume there is a constant M ≤ aN b, M ≥ 3 such
that for any f ∈ L one has
‖f‖∞ ≤M‖f‖2.
Then, for any ε ∈ (0, 1), there is a number C(a, b, ε) such that for any
m ≥ C(a, b, ε)M2[logN ]7/2
one has
P
(
sup
f∈Bp
∣∣∣ 1
m
m∑
j=1
|f(Xj)|p − ‖f‖pp
∣∣∣ ≤ ε) ≥ 1/2.
Thus, there are m = C(a, b, ε)M2[logN ]7/2 points x1, . . . , xm such that
(1− ε)‖f‖pp ≤
1
m
m∑
j=1
|f(xj)|p ≤ (1 + ε)‖f‖pp
for any f ∈ L.
Proof. The proof is similar to the proofs of Theorems 4.3 and 4.5. 
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5. Appendix A: the proof of Theorem 2.5
We again stress that the proof of Theorem 2.5 heavily follows the proof of [9, Theorem 7.3]
and is presented here only for readers’ convenience.
We first recall the claim of the theorem.
Theorem 2.5. Let q ≥ 2, p > 1, α > 0. Let L be a linear space endowed with a q-convex
norm ‖ · ‖ with a constant η, i.e.∥∥∥f + g
2
∥∥∥ ≤ max(‖f‖, ‖g‖)− η‖f − g‖q
for any f, g with ‖f‖ ≤ 1, ‖g‖ ≤ 1. Let ̺ be a quasi-metric on L such that
̺(f, g) ≤ R(̺(f, h) + ̺(h, g)); ̺(f, f + g
2
)
≤ κ̺(f, g)
for all f, g, h ∈ L for some constants R,κ > 0. Assume that there is a metric d on L and for
each h ∈ L there is a norm ‖ · ‖h on L such that
c1d(f, g)
p ≤ ̺(f, g) ≤ c2
(‖f − g‖h + d(f, g)(d(f, h)p−1 + d(h, g)p−1))
for some numbers a, b. Then there is a number C := C(q, p, α, R,κ, c1, c2) such that for the
unit ball B := {‖f‖ ≤ 1} one has
γα,1(B, ̺) ≤ C
(
η−1/q
[
sup
‖f‖≤1
∞∑
k=0
(
2k/αek(B, df)
)q/(q−1)](q−1)/q
+
[
γαp,p(B, d)
]p)
,
where dh(f, g) := ‖f − g‖h.
We recall the main tools from [9] concerning chaining through interpolation. Let
K(t, f) := inf
g∈L
(‖g‖+ t̺(f, g))
and let πt(f) be any minimizer.
The following contraction principle is formulated and proved in Theorem 3.1 in [9].
Theorem 5.1. Assume there are functions sk(f) ≥ 0 and a number a > 0 such that
ek(B, ̺) ≤ a diam(A, ̺) + sup
f∈B
sk(f)
for every k ∈ N and every set A ⊂ B. Then
γα,r(B, ̺) ≤ C(α)
(
a γα,r(B, ̺) +
[
sup
f∈B
∑
k≥0
(
2k/αsk(f)
)r]1/r)
.
The following theorem is Lemma 4.5 in [9].
Theorem 5.2. For every a > 0 one has
sup
f∈B
∑
k≥0
2k/α̺(f, πa2k/α(f)) ≤ C(α)a−1 sup
f∈B
‖f‖.
Throughout this section the expression V . W means that there exists a number C :=
C(q, p, α, R,κ, c1, c2) such that V ≤ CW .
Lemma 5.3. For any t > 0 and A ⊂ B one has
diam(At, ‖ · ‖) ≤ c(κ, R, q)
( t
η
)1/q(
diam(A, ̺) + sup
h∈A
̺(h, πt(h))
)1/q
where At := {πt(h) : h ∈ A}.
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Proof. We note that
‖πt(f)‖ ≤ K(t, f) ≤ ‖u‖+ tR(̺(f, πt(f)) + ̺(πt(f), u))
for any u ∈ L. Thus, for fixed f, g ∈ A we take u = (πt(f) + πt(g))/2 and obtain
max(‖πt(f)‖, ‖πt(g)‖) ≤
∥∥∥πt(f) + πt(g)
2
∥∥∥+ tR sup
h∈A
̺(h, πt(h)) + tRκ̺(πt(f), πt(g)).
By the definition of q-convexity we get
η‖πt(f)− πt(g)‖q ≤ tR sup
h∈A
̺(h, πt(h)) + tRκ̺(πt(f), πt(g))
≤ tR3κ̺(f, g) + t(R + κR2 + κR3) sup
h∈A
̺(h, πt(h)).
This bound implies the statement of the lemma. 
Remark 5.4. The lemma actually means that the set At is contained in some ball of radius
c(κ, R, q)
(
t
η
)1/q(
diam(A, ̺) + sup
h∈A
̺(h, πt(h))
)1/q
with respect to the norm ‖ · ‖.
Lemma 5.5. Let (Fn) be an admissible sequence of B and a, b > 0. Then
ek(A, ̺) . b diam(A, ̺) + sup
f∈A
sk(f)
for every k ≥ 1 and every A ⊂ B where
sk(f) = (b+ 1)̺(f, πa2k/α(f)) +
(a2k/α
bη
)1/(q−1)(
ek−1(B, df)
)q/(q−1)
+
(
diam(Fk−1(f), d)
)p
.
Proof. For any F ⊂ B let
AFa2k/α := {πa2k/α(f) : f ∈ A ∩ F},
let hF be any point in A ∩ F and let T Fk−1 ⊂ AFa2k/α be a net such that |T Fk−1| ≤ 22
k−1
and
sup
f∈AF
a2k/α
dhF (f, T
F
k−1) ≤ 4ek−1(AFa2k/α , dhF ).
Let Tk :=
⋃
F∈Fk−1
T Fk−1. Note that |Tk| ≤ 22k . We now show that
sup
f∈A
̺(f, Tk) . b diam(A, ̺) + sup
f∈A
sk(f).
Let f ∈ A and let g ∈ T Fk−1(f)k−1 be such that
dhFk−1(f)(πa2k/α(f), g) ≤ 4ek−1(A
Fk−1(f)
a2k/α
, dhFk−1(f)).
We have
̺(f, Tk) ≤ R̺(f, πa2k/α(f)) +R̺(πa2k/α(f), g)
. ̺(f, πa2k/α(f)) + dhFk−1(f)(πa2k/α(f), g)
+ d(πa2k/α(f), g)
(
d(πa2k/α(f), hFk−1(f))
p−1 + d(hFk−1(f), g)
p−1
)
.
Let f ′ ∈ A∩Fk−1(f) be such that g = πa2k/α(f ′) (it exists since g ∈ T Fk−1(f)k−1 ⊂ AFk−1(f)a2k/α ). Thus,
d(πa2k/α(f), g) ≤ d(πa2k/α(f), f) + d(f, f ′) + d(f ′, πa2k/α(f ′))
≤ 2 sup
h∈A
d(πa2k/α(h), h) + diam(Fk−1(f), d) . sup
h∈A
(
̺(πa2k/α(h), h)
)1/p
+ sup
h∈A
diam(Fk−1(h), d)
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and, similarly,
d(πa2k/α(f), hFk−1(f))
p−1 + d(hFk−1(f), g)
p−1 ≤ 2(d(πa2k/α(f), hFk−1(f)) + d(hFk−1(f), g))p−1
.
(
sup
h∈A
(
̺(πa2k/α(h), h)
)1/p
+ sup
h∈A
diam(Fk−1(h), d)
)p−1
.
The above bounds implies
̺(f, Tk) . sup
h∈A
̺(h, πa2k/α(h)) + ek−1(A
Fk−1(f)
a2k/α
, dhFk−1(f)) + sup
h∈A
(
diam(Fk−1(h), d)
)p
.
We now apply Lemma 5.3 to estimate the entropy number ek−1(A
Fk−1(f)
a2k/α
, dhFk−1(f)):
ek−1(A
Fk−1(f)
a2k/α
, dhFk−1(f)) .
(a2k/α
η
)1/q(
diam(A, ̺) + sup
h∈A
̺(h, πa2k/α(h))
)1/q
ek−1(B, dhFk−1(f)),
where we have used the assumption that the metric dh is generated by a norm. Using the
estimate x1/qy ≤ bx+ b−1/(q−1)yq/(q−1) we get
ek−1(A
Fk−1(f)
a2k/α
, dhFk−1(f))
. b diam(A, ̺) + b sup
h∈A
̺(h, πa2k/α(h)) +
(a2k/α
bη
)1/(q−1)(
ek−1(B, dhFk−1(f))
)q/(q−1)
.
Therefore,
̺(f, Tk) . b diam(A, ̺) + (b+ 1) sup
h∈A
̺(h, πa2k/α(h)) + sup
h∈A
(
diam(Fk−1(h), d)
)p
+
(a2k/α
bη
)1/(q−1)
sup
h∈A
(
ek−1(B, dh)
)q/(q−1)
,
which completes the proof of the lemma. 
Proof of Theorem 2.5
Let sk be as in Lemma 5.5 for k ≥ 1 and let s0(f) := diam(B, ̺), then by Theorem 5.1 one
has
γα,1(B, ̺) ≤ C(α)
(
b γα,1(B, ̺) + sup
f∈B
∑
k≥0
2k/αsk(f)
)
which, in our case, provides the bound
γα,1(B, ̺) . b γα,1(B, ̺) + diam(B, ̺) + (b+ 1) sup
f∈B
∑
k≥1
2k/α̺(f, πa2k/α(f))
+
( a
bη
)1/(q−1)
sup
f∈B
∑
k≥1
(
2k/αek−1(B, df)
)q/(q−1)
+ sup
f∈B
∑
k≥1
2k/α
(
diam(Fk−1(h), d)
)p
for any admissible sequence (Fk) of B. Taking b sufficiently small and applying Theorem 5.2,
we get
γα,1(B, ̺) . diam(B, ̺) + a
−1 +
( a
bη
)1/(q−1)
sup
f∈B
∑
k≥1
(
2k/αek−1(B, df)
)q/(q−1)
+ sup
f∈B
∑
k≥1
2k/α
(
diam(Fk−1(h), d)
)p
.
Taking infimum over all admissible sequences (Fk) of B and taking
a =
(
bη−1/(q−1) sup
f∈B
∑
k≥1
(
2k/αek−1(B, df)
)q/(q−1))−(q−1)/q
,
17
we obtain
γα,1(B, ̺) . diam(B, ̺) + η
−1/q
(
sup
f∈B
∑
k≥0
(
2k/αek(B, df)
)q/(q−1))(q−1)/q
+ γαp,p(B, d)
p
Since diam(B, ̺) ≤ c2diam(B, dh) + c2diam(B, d)p, we get the claim of the theorem.
6. Appendix B: the proof of Theorem 2.9
We firstly formulate the desired statement.
Theorem 2.9. Let B := {x : ‖x‖ ≤ 1} where the norm ‖ · ‖ is q-convex with constant η. Let
d be a metric which is generated by another norm. Then for any α > 0 and for any p ∈ [1, q)
there is a number C(α, p, q, η) such that
γα,p(B, d) ≤ C(α, p, q)η−p/q
(∑
k≥0
(2k/αek(B, d))
pq/(q−p)
)1/p−1/q
.
Let K(t, f) := inf
g∈L
(‖d‖+ tpd(f, g)p) and let πt(f) be any minimizer.
We need the following lemma from [9] (see Lemma 5.9 there).
Lemma 6.1. For every a > 0 one has
sup
f∈B
∑
k≥0
(2k/αd(f, πa2k/α(f)))
p ≤ c(p, α)a−p.
Similarly to the proof of Lemma 5.3 one can obtain the following lemma.
Lemma 6.2. For any t > 0 and A ⊂ B one has
diam(At, ‖ · ‖) ≤ c(p, q)
( t
η
)p/q(
diam(A, d) + sup
h∈A
d(h, πt(h))
)p/q
where At := {πt(h) : h ∈ A}.
Proof of Theorem 2.9
From Lemma 6.2, for any b > 0 we get the bound
ek(At, d) ≤ c(p, q)
( t
η
)p/q(
diam(A, d) + sup
h∈A
d(h, πt(h))
)p/q
ek(B, d)
≤ c(p, q)(b diam(A, d) + b sup
h∈A
d(h, πt(h)) +
( t
bη
)p/(q−p)
ek(B, d)
q/(q−p)
)
and
ek(A, d) ≤ c(p, q)
(
b diam(A, d) + (b+ 1) sup
h∈A
d(h, πt(h)) +
( t
bη
)p/(q−p)
ek(B, d)
q/(q−p)
)
.
Taking t = a2k/α and applying Theorem 5.1 we get
γα,p(B, d) ≤ c(α, p, q)
(
bγα,p + (b+ 1)
[
sup
h∈B
∑
k≥0
(
2k/αd(h, πa2k/α(h))
)p]1/p
+
( a
bη
)p/(q−p)[∑
k≥0
(
2k/α(1+p/(q−p))ek(B, d)
q/(q−p)
)p]1/p)
.
Taking b sufficiently small and applying Lemma 6.1 we get
γα,p(B, d) ≤ c(α, p, q)
(
a−1 +
(a
η
)p/(q−p)[∑
k≥0
(
2k/αek(B, d)
)pq/(q−p)]1/p)
.
Optimizing over a > 0 we get the desired bound.
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