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1. INTRODUCTION 
In this section we will explain the objective of this paper and the 
motivation behind it. 
Let H be a real Hilbert space with inner product and norm denoted by 
(., . ) and 11.11. We consider on H the semilinear evolution equation 
du(t)/dz=A(t)u(t)+g(u, t), Ods<t<T, 
u(s) =x, 
(1) 
where {A(t): 0 < t < T} is a family of closed linear operators on H whose 
domains B(A( t)) are dense for each t, g(t) = g(u, t) may depend on 
{U(T): 0 <r < T} for each t, and gE L2([0, T], H). Equation (1) is linear 
when g is independent of U. We refer to Pazy [9] and Tanabe [lo] for 
linear evolution equations with the operators A(t) assumed to be 
infinitesimal generators of C,-semigroups. 
A strong solution u of (1) requires u(t) E g(A(t)) for each t. It is possible 
that there are no strong solutions, but solutions of weaker types exist 
which do not need the abovementioned requirement (see [9, lo] in the 
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linear case). For example, the homogeneous equation, that is with g=O, 
may have a strong solution but the inhomogeneous equation may not have 
a strong solution if g( ., t) does not belong to 9(.4(t)). Let us recall the 
definitions of two classes of weaker solutions. 
Suppose that {A(t): 0 d t < r} generates a unique evolution operator 
{ U(t, s): 0 <s d t < T}, i.e., the U(t, s) are bounded linear operators on H 
such that 
U(t,t)=Z,U(t,s)U(s,r)=U(r,r) for O<r<s<r<T 
and 
(6 s) + U(t, 3) is strongly continuous for 0 < s < t < T, 
and certain relationships between {A(t)} and { U(t, s)} hold, which we will 
introduce later on (see Remark 2). Then u is called an evolution solution or 
variation ‘of constants solution of (1) if it satisfies the evolution integral 
equation corresponding to (1) namely, 
u(t)=U(t,s)x+[‘U(t,r)g(u,r)dr, s<t<T. 
s 
In the linear case this solution exists and is unique. 
Suppose the domains of the adjoint operators A*(t) are such that D = 
n 0 <, < T 9(A *(t)) is dense in H. Then u is called a *-solution of (1) if it is a . . 
solution of the *-equation corresponding to (1). namely, 
(u(t), Y) = (x, Y) + j’ (u(r), A*(r) Y) dr + J’ Mu, rh y) dr, s<t<T, 
3 s 
for all y E D. (Solutions of this type are sometimes also called weak, but 
this term has several other meanings.) 
The main question regarding evolution solutions and *-solutions, when 
they both exist, is when are they equivalent. If the adjoints {p*(t)} and 
{ U*(t, s)} satisfy the relationships 
s ’ (x, U*(r, s) A*(r) y) dr = (x, U*(t, s) y) - (x, y) s (2) 
for all XE H and YE D, and, assuming U*(t, s) g(A*(t))cLS(A*(s)), 
s ’ (x, A*(r) u*(t, r) y) dr = (x, u*(t, s) Y)- 6, Y) s (3) 
for all XE H and JJE~(A*(~)), and certain other conditions hold, then it 
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can be shown that evolution solutions and *-solutions are equivalent 
(Corollary 1). Observe, however, that the definition of evolution solution 
has nothing to do with the domains 9(A*(t)), whereas the definition of 
*-solution and Eqs. (2) and (3) involve strong conditions on these 
domains. 
Our objective in this paper is to define an extended *-solution of (1) 
which does not impose any restrictions on the 9(A *( t)), and to prove that 
under appropriate extensions of Eqs. (2) and (3) which do not restrict the 
9(,4*(t)) either, evolution solutions and extended *-solutions are also 
equivalent. Moreover, under the restrictions on the g(A*(t)) in the 
previous paragraph the extended definitions and assumptions coincide with 
the restricted ones. We will give a simple example of an evolution equation 
which is covered by the extended case but for which U*(r, s) 9(A *(t)) c 
9(,4*(s)) does not holds and therefore is not covered by the restricted one. 
Clearly in the linear case if an extended (or a restricted) *-solution exists 
and the equivalence holds, then it is unique. 
Our interest in evolution solutions and * -solutions is motivated by the 
theory of stochastic evolution equations. Let us consider the stochastic 
evolution equation 
&4(t) = A(t) u(t) dr + dM(z.4, t), O,<s<t<T, 
u(s) = x, 
where {A(t)} is as above and A4 is a square-integrable H-valued mar- 
tingale such that M(t) = M(u, t) may depend on (u(r): 0 d r 6 t} (only up 
to time t since A4 must be adapted). The deterministic theory is not 
applicable because A4 is not differentiable in the usual sense. Nevertheless 
one may consider strong solutions (in integrated form, with u(t) E 9(A(t)) 
for almost all t), evolution solutions, 
’ u(t) = U(t, s) x+ 
s 
U(t, r) dM(u, r), 
s 
and * -solutions satisfying the *-equation 
(4th Y) = (4 y) + J’ (4rh A*(r) Y) dr + Mu, t) - Wu, 31, Y) 
s 
with y E D, if D is dense, or extended *-solutions. The integral in the 
evolution solution is a stochastic integral; stochastic integrals of this type 
as functions of t have been studied by Kotelenez [7] and others. Evolution 
solutions are useful in the linear case because they can be used to 
investigate structural properties of solutions (e.g., Zabczyk [ll]). On the 
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other hand, *-solutions (when D is dense) have the property that the 
right-hand side of the *-equation is a semimartingale; it is “almost” a 
semimartingale in the extended case. The relevance of this fact is that the 
semimartingale property is very useful in stochastic analysis (see, e.g., 
Metivier [ 81). 
In the semigroup case, i.e., when A = A(t) is independent of t and 
generates a C,-semigroup, the equivalence of evolution solutions and 
*-solutions of stochastic evolution equations was proved by 
Chojnowska-Michalik [4]. The equivalence of solutions in the deter- 
ministic, linear, semigroup case is contained in a result of Ball [2] (see also 
Ball [3] for the semilinear, semigroup case). The semigroup case affords 
the advantage that A commutes with the semigroup. Related results con- 
cerning the relationship between solutions to (1) in the sense of dis- 
tributions and evolution solutions have been obtained by Arosio [ 11. We 
will treat the general evolution case for stochastic evolution equations 
elsewhere. 
In Section 2 we give the definitions and results, and in Section 3 some 
examples. Section 4 contains the proofs. 
2. DEFINITIONS AND RESULTS 
We consider first a restricted case. Let us suppose that 
D, = &,~,~r~(A(t)) and D,= nOGtGT9(A*(t)) are both dense in H. We 
will assume that 
A(.) YEL*(CO, U, W forallycD, 
and 
A*(.) .J=L~([O, Tl, W for all YE D,. 
The following terminology concerning relationships between {A(t) > and 
{ u(t, s)}, and between their adjoints, is useful. 
DEFINITION 1. UF: { U(t, s)} is a uniform forward evolution operator if 
U(t,s)Hc9(A(t))forOQs<t<Tand 
I ‘A(r) U(r,s)dr=U(t,s)-I for all s < t. 9 
(Bochner integral in Y(H), the bounded linear operators on H with 
operator norm 1). (( Y .) 
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SF: (U(t, s)} is a strong forward euolution operator if U(t, s) 9(,4(s)) c 
9(A(t)) for O<s<t<Tand 
f 
I 
A(r) U(r,s) ydr= U(t,s)y--y for all s < t and y E 9(,4(s)) 
s 
(Bochner integral in H). 
WF: { U(t, s)} is a weak forward evolution operator if U(t, s) 9(,4(s)) c 
g(A(t)) for O<s<t<Tand 
s ’ (x3 A(r) U(r, s) u) dr = (x, u(t, s) v) - 6, Y) s 
for all s < t, x E H and y E g(A(s)). 
Clearly UF*SF=z- WF, and WF plus A(.) U(., s) y~L’([0, T], H) for 
y E ~(A(s)) =a SF. 
DEFINITION 2. UB: { U(t, s)> is a uniform backward evolution operator if 
s ‘U(t,r)A(r)dr=U(t,s)-I for all s < I s 
(Bochner integral in Y(H), and U( t, r) ,4(r) is interpreted as an extension 
to Y(H), see [lo]). 
SB: ( U( t, s)} is a strong backward evolution operator if 
f 
I 
U(t,r)A(r)ydr=U(t,s)y-y for all s-et and yeD, 
s 
(Bochner integral in H). 
WB: { U(t, s)} is a weak backward evolution operator if 
s ‘(x,~l(t,r)A(r)y)dr=(x,U(t,s)y)-(x,y)foralls~t,x~Handy~D,. s 
We have UB * SB * WB, and WB * SB because 
supOGsGrCT IIU(t, s)l19 < 00 (implied by the strong continuity of 
(t,s)--,U(t,s))andA(.)y~L’(CO, T],H)~U(~,.)A(.)~EL’([O, T],H). 
DEFINITION 3. UFA: { U*(t, s)} is a uniform forward adjoint evolution 
operator if 
s ’ U*(r, s) A*(r) dr = U*(t, s) -I for all s < t. s 
(U*(r, s) A*(r) is interpreted as an extension to 9(H).) 
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SFA: { U*(t, s)} IS a strong forward adjoint evolution operator if 
s I U*(r, s) A*(r) ydr= U*(t, s) y-y for all s < t and y E D,. s 
WFA: { U*(t, s)) is a weak forward aa’joint evolution operator if 
i * lx, U*(r, $1 A*(r) y) dr = (x, U*(t, s) y) - (x, y) s 
foralls<t,xEHandyED,. 
Note that UFA =E- SFA 2 WFA, and WFA =s SFA since 
SUP II u*tt, J)ll2 < a and A*(.) YE~*(Co, n ff) 
O<S<lCT 
*u*(.,S)A*(.) yd([O, T),H). 
DEFINITION 4. UBA: (U*(t, s)} is a uniform backward adjoint evolution 
operator if U*(t, s) Hc D(A*(s)) for 0~s~ td T and 
I 
J-, A*(r) U*(t,r)dr=U*(t,s)-Z for all s < t. 
SBA: (U*(t, s)J is a strong backward adjoint evolution operator if U*(t, s) 
9(A *( t)) c 9(A *(s)) for 0 < s < t < T and 
I 
I 
A*(r)U*(t,r)ydr=U*(t,s) y-y for all S-C t and yELS(A*(t)). 
s 
WBA: (U*( t, s)} is a weak backward adjoint evolution operator if U*(t, s) 
g(A*(t))cg(A*(s)) for Ofs< t< T and 
s ’ k A*(r) u*(t, r) Y) dr = b, u*(t, s) Y) - (x, Y) s 
for all s< t, xEI-Z and y~g(A*(t)). 
We have UBA*SBA+WBA, and WBA plus A*(.)U*(t;) YE? 
L’( [0, T], H) * SBA. 
Remarks: (1) These definitions can be given more generally, without 
assuming D, and D2 are dense, but for our purposes we need the denseness. 
(2) The statement made in the Introduction that (A(t)} generates a 
unique evolution operator { U(t, s)} should be interpreted to mean that 
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{ U(t, s)} is the unique evolution operator which satisfies whichever of the 
defining properties above we need. 
(3) Sufficient conditions are known on the A(t), or on bilinear forms 
defining them, which guarantee the existence of a unique evolution 
operator { u(t, s)} satisfying certain of the definitions above (see [9, IO]). 
(4) UF* WFA, UBA* WB, UB + WBA if V*(& s) B(A*(t))c 
9(,4*(s)) (because D, is dense), and UFA* WF if U(t, s) g(A(s))c 
9(,4(t)) (because Dz is dense). 
Let us recall the definitions of solutions we need. 
DEFINITION 5. u E C( [0, 7'1, H) is an evolution solution of (1) if it 
satisfies the evolution integral equation 
u(t)= U(t,s).x+j’U(t,r)g(u,r)dr, sdt<T. 
.\ 
DEFINITION 6. UE C([O, T], H) is a *-solution of (1) if it satisfies the 
*-equation 
(4th Y) = (x, Y) + I’ (u(r), A*(r) Y) dr + jr Mu, r), Y) dr, s s 
s6tGT for all y E D,. 
We now give the relationships between evolution solutions and 
*-solutions. 
PROPOSITION 1. Zf u is an evolution solution and ( U*(t, s)} is a WFA, 
then u is a *-solution. 
In order to obtain a converse result we need the following assumption. 
ASSUMPTION 1. Let { U*(t, s)f be a WBA. We assume that there exists 
a dense subset D, of H such that D3 c D,, A*(s) U*(t, s) D3 c D, for 0 ,< 
s < t < T, and { U*(t, s)} satisfies 
I ‘(~,A*(s)A*(r)U*(t,r)y)dr=(~,A*(s)U*(t,s)y)-(x,A*(s)y) s 
for all s<t, XEH, and FEDS. 
This assumption is satisfied if { U*(t, s)} is an SBA and A *( . ) U*( t, . ) y 
is Bochner integrable with values in g(A*(s)) equipped with the 
corresponding graph norm, for y E D,. 
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PROPOSITION 2. Zfu is a *-solution and { U*(t, s)} is a WBA satisfying 
Assumption 1, then u is an evolution solution. 
The following consequences are immediate. 
COROLLARY 1. Zf (U*(t, s)} is a WFA and a WBA satisfying 
Assumption 1, then evolution solutions and *-solutions are equivalent. 
COROLLARY 2. In the linear case, under the assumptions of Corollary 1 if 
a *-solution exists it is unique. 
Remark 5. Since all the conditions of the previous results are stated in 
terms of adjoints, it is not necessary to require that D, be dense. However, 
if D, is dense, due to Remark 4 we can replace WBA by UB (if 
U*(t, s) 9(A*(t)) c 9(A*(s)) as condition in Proposition 2. WFA can 
always be replaced by UF. On the other hand, the assumption on the 
9(A*(t)) are in general not implied by conditions on the g(A(t)). 
In the semigroup case, where A = A(t) is independent of t and generates 
a C,-semigroup {T(t)}, then U(t,s)=T(t-s), {U(t,s)> is a UF and a 
UB, { u*(t, s)} . IS a UFA and a UBA, and all the previous results hold with 
D, =9(A), D, =$@(A*), and D, = B((A*)*). 
We now turn to the extended case, where no assumptions are made on 
the domains of A(t) and A*(t) (in particular n,.,,,,, 9(A*(t)) is not 
assumed to be dense). Clearly some of the previous conditions regarding 
the evolution operator ( U( t, s)} and the definition of *-solution do not 
make sense now. We take a different approach, which starts by defining a 
single operator .rB on L*( [0, T], H) in terms of the family 
{A(t),ObtdT}. 
DEFINITION 7. Given the family {A(t): 0 G t B T}, an operator 
.&:f+ [~~‘fl( .) from L*([O, T], H) into itself is defined with domain 
$2(d) = (f E L2( [0, T], H): f(t) E 9(A(t)) for 0 < t < T, 
and A(.)~(.)EL*(CO, Tl, HI}, 
and 
[dfl(t)=A(t)f(t)> O<t<TforfE9(&‘). 
PROPOSITION 3. d is closed 
We will assume that & satisfies: 
ASSUMPTION 2. 23(d) is dense in L*( [0, T], H). 
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This assumption is fairly general. For example, it is easy to see that it 
holds under the conditions of the restricted case above, i.e., D1 is dense and 
A(.) y~L*([0, T], H) for yED,. 
Since L*( [O, T], H) is a Hilbert space with inner product 
a standard consequence (e.g., [9, Lemma 10.51) of Proposition 3 and 
Assumption 2 is 
PROPOSITION 4. The adjoint operator sl*: f + [&*f] (. ) from 
L2([0, T], H) into itself has dense domain S?(d*). 
Remark 6. d* is an extension of the family of operators {A*(t): 
0 < t < T} in the sense that if h E L*( [O, T], H) is such that h(t) E 9(A*( t)) 
for all tE[O,T] and A*(.) h(.)EL’([O, T],H), then hE9(&*) and 
[d*h](t)=A*(t) h(t) for tE [0, T]. 
Notation. Given v E H and E >O, by Proposition 4 there exists 
hEg(zl*) such that j: /[h(t)-vll’dt <E, and we denote h= h”,. 
We will now define relationships between {U*(t, s)} and d* 
corresponding to the definitions of WFA and WBA, and introduce an 
assumption analogous to Assumption 1. 
DEFINITION 8. EWFA: { U*(t, s)} is an extended weak forward adjoint 
evolution operator if given x, y E H and E > 0 there exists he E $B(&*) such 
that 
^, 
! ‘ k U*(r, s)Cd*hf,l(r)) dr= (x, U*(t, $1 y) - (x, y) + ek:;is, t) s 
for all s < t, where ey,(,s, t) 4 0 as E + 0 uniformly for s E [0, t] and x in 
bounded sets in H. (Note that eyY(s, t) is measurable in x, s and t.) 
DEFINITION 9. EWBA: ( U*( t, s)} is an extended weak backward adjoint 
evolution operator if given x, YE H and E >O there exists h”,.,,,,,Eg(s/*) 
for each r E [s, t)] satisfying (r -+ [&*h&,,,,](r)) E L2( [0, t], H), and 
I ‘(x, [&*h” u.~,,r,,J(r)) dr = (x3 u*(t, ~1 y) - (x, Y) + eF,b, t) s 
for all s < t, where e:;(s, t) + 0 as E + 0 uniformly for s E [0, t] and x in 
bounded sets in H. (kote that eyY(s, t) is measurable in x and s.) 
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ASSUMPTION 3. Let { U*(t, s)} be an EWBA. We assume that there is a 
dense subset D of H such that given XE H, ye D, E > 0 and h, E 
h”,*,w,y E g(&*) satisfying Definition 9 for each TE [s, t], there exists 
h;.d*h,,,r, E G#(d*) such that 
and 
= (x, C~*hCU*,,.s).p I(s))- (x9 Cd*h;,l(s)) + e2fJ.c t) 
for all s < t, where e$(s, t) + 0 as E --+ 0 and is uniformly bounded for 
SE [0, t] and x in bounded subsets of H. (Note that e$,(s, t) is measurable 
in x, s). 
Remark 7. In the conditions for the restricted case all the 
measurabilities we need are automatic and the integrand in Assumption 1 
is also jointly measurable in r, s. In the extended case the measurability of 
the integrand in Definition 8 is automatic but the measurabilities in 
Definition 9 and Assumption 3 must be assumed. 
We now extend the definition of a *-solution. 
DEFINITION 10. u E C( [0, T], H) is an extended *-solution of (1) if 
for each ye H and E >O there exists hE,E @d*) such that u satisfies the 
extended *-equation 
(4th Y) = (x, Y) + 1’ (u(r), C~*h;l(r)) dr + I’ Mu, r), Y) dr + e$,b, t), s s 
where e;y(.s, t) + 0 as E-P 0. (Note that e;,y(s, t) is measurable in x, S, 
and t.) ’ 
It is easy to see that a strong solution is an extended *-solution and that 
in the restricted case above WFA and EWFA are equivalent, WBA and 
EWBA are equivalent, Assumptions 1 and 3 are equivalent, and 
*-solutions and extended *-solutions are equivalent. 
Finally we give the relationships between evolution solutions and 
extended *-solutions and immediate corollaries. 
DEFINITION 11. u is said to be a bounded (evolution or extended *) 
solution of ( 1) if u(r) and g(u, r) remain in bounded subsets of H for 
rE [0, T]. 
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PROPOSITION 5. If u is a bounded evolution solution and { U*(t, s)} is an 
EWFA. then u is an extended *-solution. 
PROPOSITION 6. Let u be a bounded extended *-solution such that 
e&(s, t) is measurable in y restricted to bounded subsets of H and 
e;,,(s, t) --f 0 as E + 0 untformly for t E [s, T] and y in bounded subsets of H, 
and { U*(t, s)} be an EBWA satisfying Assumption 3. Assume in addition 
that for YE D and E > 0, [&*h&t.rjv I(r) remains bounded for rE [s, t]. 
Then u is an evolution solution. 
COROLLARY 3. Let (U*(t, s)} be an EWFA and an EWBA. Then under 
the conditions of Propositions 5 and 6 bounded evolution solutions and 
bounded *-solutions are equivalent. 
COROLLARY 4. In the linear case, under the conditions of Corollary 3, if 
a bounded extended *-solution exists it is unique. 
Remark 8. We will show in Example 3.1 that Proposition 6 is false 
without Assumption 3. 
Remark 9. All these results make sense if A(t) is defined only for 
Lebesgue-almost all t E [O, T]. 
We will need the following result. 
LEMMA 1. Let R(1) denote the resolvent of the infinitesimal generator of 
a contraction semigroup on H. Then for each x E H, (x, AR(A) y-y) -+ 0 as 
2 + 03 uniformly for y in bounded subsets of H. 
3. EXAMPLES 
EXAMPLE 3.1. Proposition 6 is false without Assumption 3. 
Let H=L’[O, 11, g(AT)= {feC*[O, 11: f’(O)=f’(l)=O} and 
g(A:)= (f~C’[0, l]:f(O)=f(l)=O}, with 
A:&) = +f”(x) for f ES(A:) 
and 
A,*f(x) = &f”(x) for f E g(A:). 
A: and A: generate contraction semigroups on H which are distinct 
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(reflecting and killing Brownian motion, respectively). We define the 
operators 
A*(r) = ‘4 :1 [o,l,zT,(d + A:1 ,l,ZT.T,(~)~ Odt<T, 
and the adjoint evolution operator 
u*(c, s) = 9” f A 1/2T- s n 1/2T 92’ , v 1/27-s v 1/2T7 OQs<t<T, 
where x A y = min(x, y), x v y = max(x, y), and { Si”} and {S{“} are the 
semigroups generated by A: and AZ, respectively. It follows from Exam- 
ple 3.2 that { U*(t, s)} is an EWFA and an EWBA associated with 
{A*(f)). 
The fact that { U*(t, s)) is an EWFA implies that u(t) = U(t, s) x is an 
extended *-solution of the linear homogeneous equation du(t)/dt = 
A(t) u(t), U(S) = x. Concerning the hypotheses of Proposition 6, we will see 
in Example 3.2 that e;,,(s, t) is measurable in y restricted to bounded sub- 
sets of H, and converges to 0 as E -+ 0 uniformly for t E [s, T] and y in 
bounded sets; in addition, from the fact that A*(t) takes only two values it 
follows that [.&*/z&~~~ I(r) remains bounded for r E [s, t]. However, it is 
clear that u,(t) = Sj!!,Yx and u,(t) = Sj”,x are *-solutions (9(A T) n 9(A:) 
is dense), and hence extended *-solutions, of the same linear equation. 
Therefore we cannot conclude that the extended *-solution u is an 
evolution solution since this would guarantee uniqueness. We will see at 
the end of Example 3.2 that Assumption 3 fails in the present example. 
EXAMPLE 3.2. EWBA and Assumption 3 do not imply WBA. 
The purpose of this example is to illustrate that the extended results do 
cover cases not covered by the restricted ones, and we do this by con- 
structing an EWBA that satisfies Assumption 3 but is not a WBA. (The 
other conditions of Proposition 6 are satisfied.) 
Let H be a separable Hilbert space, and let { Tj”} and { Ti”} be two self- 
adjoint contraction semigroups on H whose corresponding infinitesimal 
generators A, and A, have compact resolvents R,(A) and R2(1), respec- 
tively. Then there exist orthonormal bases {x:} c 9(A ,) and (x,?,} c 9(A2) 
of H, and reals Ajli), non-decreasing in n, j = 1,2, such that A,xi = -l.!,j)xi 
and 
~~(a) xi = d/(2 + A(j)) n n n 5 n= 1, 2 ,...; j= 1, 2, [IS]. 
The semigroups can then be represented as 
cc 
px = 1 e -qx, XL) xi, j=l,2, 
n=l 
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and 
9(Aj) = XE H: f (Q))*(x, x;‘)‘< co 
i 
, j= 1,2. 
n=l 
We define the operator 
~(~)=~11~O,I,*T,(~)+~21,I,*T,T,(~), O<t<T, 
and the evolution operator 
‘tt, ‘) = T!z? 1/2T--s v ,,2TT1? 1/2T-3 A 1/2T, O<s<t<T. 
Clearly A*(t) = A(t) [9, Corollary 10.61, and the adjoint evolution 
operator is 
u*(t, s) = T(l) I A 1/2T-s A 1/2T T(2) , v 1/2T-s v 1/2T3 O<s<t<T. 
We will verify that { lJ*(t, s)} is an EWFA and an EWBA associated 
with {A*(t)}. We denote t, = 4 T, and we will consider only the case 
s < t, < t, which is of course the only nontrivial one. 
EWFA: For y E H and E > 0, let 
&tt) = A,‘Rl(nf) Y1 [O,r,,,@) + A,YR2(A:) Y1 ,t,,,T,(d, O<t<T, 
where $’ is chosen so that 
llA,‘Rj(A,‘) Y -YII < (EIT)“~, j= 1,2 
[9, Lemma 3.21. Then II~;E Q(d*) (=9(d)), and for XE H we have 
f 
’ (x, U*(r, s)[d*h;](r)) dr 
s 
= f”(x, T,‘,.A,I:R,(1:)y)dr+f’ (x, TI,‘,.T~“,,A,I:R,(l,y)y)dr 
s m 
= (x9 u*tt, 8) v) - (x, Y) + e$gs, t), 
where 
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hence e$(s, t) + 0 as E + 0 uniformly for s E [0, t] and x in bounded sets. 
Moreover, by Lemma 1 given z E H, K < co and 6 > 0 there exists & > 0 
such that 2 2 & implies [(z, I&(n) y - y)J < 6 for all y such that llyll Q K, 
j= 1,2; hence a common value of 1; can be chosen for all y in a given 
bounded set, and it follows that e.y,.(s, t) is also measurable in y for y 
restricted to bounded sets, and converges to 0 as E + 0 uniformly for y in 
bounded sets. 
Example 3.1 is a special case of Example 3.2. Hence u(t) = U(t, S) x is an 
extended *-solution of the homogeneous equation with e$,.(s, t) = e.y,(s, t) 
satisfying the condition of Proposition 6. 
EWBA: For y E H and E > 0, let 
4/*(r,r)Ar’) =Ys(r, t) 1 CO,to,(r’) + T,U2(JL) Yl ,ro,T,k’) 
for TE ]to, T] 
and 
&*(t.,,y (r’) = q;%w&) T!,Yl [O,t&‘) 
+ a R,(a ) 7-C” F’, E E torIto yl Ito,rl(r’) for r E [0, to], 
where y&r, t) E 9(A,) and I, are chosen appropriately. We denote h, = 
hL.(,, r)l’ for short. Then h,~ CS(d*) and (r + [&*/z,](r)) E L’([O, t], H). 
Now, for XE H we have 
5 ’ (x, C~*kl(r)) dr s 
(a) 
Hence 
I ’ (x, Cd*h,l(r)) dr = (x, U*(f, s) Y) - (x, y) + e2,>6, t), s 
where 
hence e$Js, t) -+ 0 as E + 0 uniformly for s E [0, t] and x in bounded sets. 
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Finally we consider Assumption 3. For h, as above, let 
with L: chosen appropriately; in fact we may choose ii = 2,:. Then 
h;.deh,l(rj E g(d*) and ((r, r’) --f (x, C-c4*h:N”h,,J(r’))) E L,([s, tl*, RI. 
Note that (a) implies 
s ’ Cd*h,l(r)dr= [TI,‘I,-I] &R,(AE) Tj?,,,y 3 
Now, since 
+ [T?! -I] 1 R,(I,)y. , 10 E (b) 
Hence, from (b) we have, for x E ZY, 
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where we have used the commutativity of A, with Tj’) and A, with R,(l) 
on g(A,), and also (in this case) Tfils with R,(n). 
In order to verify Assumption 3 we must see under what conditions 
e:;,,(.s, t) + 0 as E + 0 and is uniformly bounded for s E [0, t] and x in 
bounded sets. 
Let y E g(A,), y, = [JR*(l) - Z] y, and y>, = T~2’,JlR2(IZ) - I] y. Then 
A,I.R,(A)yj. and A,M,(l)y; remain bounded as ,I--+co. Indeed, 
IIAIE”Rl(A)YAll G IIA~ARI(~)lI I Y2II 6 WR,(~) - III lI~,Ylll~ f 2ll~,Yll 
[9, Lemma 3.21, and similarly for y;. Hence to show that (x, A, M,(A) yj) 
and (x, A,AR,(i)y>.) tend to 0 as A -+ co for each x E H it suffices to verify 
that this holds for all x in a dense subspace of H [6, Lemma 1.311; but this 
clearly holds for x E g( A ,) ( = 9(A T)) since y, and y>, converge to 0 as 
i. -+ co. Therefore the last two terms of e3,:y,,(s, t) tend to 0 as E + 0 for 
YEWA,). 
For the first two terms of ei.f;.(s, t) we must show that they go to 0 as 
~-0 for y in a dense set Dk9(A,). Since [AR,(I)-]] A,LR,(l)= 
,l(A,R,(l))*, it suffices to prove that A(A, R,(d))* z-0 as I -+ co for 
z= Tj? ,“y and z = Tg,’ )- , Ti?’ ,Oy with y E D. We will give an explicit example 
where this occurs. 
Let A!:‘= e” for all n. For each m, x,$ has representation of the form 
xk = C,:=, h,,,x!. We assume jh,,,l d Kc”/~“* for all m and n and some 
constant K. Let D denote the set of all y E H that are finite linear com- 
binations of the basis elements xi; hence D is dense in H and D c 9(A,). 
Let y = xi=, a,,,~: ED. Then both of the limits above hold if 
I,:-=, h,,,l(A, R,(L))* x,!, + 0 as I. -+ CC for each m. But 
f h,,J(A, R,(L))* x,!, = f h,,,,i[ij,l’/(E. + I!,“)]‘x,‘,; 
I,== I ,, = I 
hence we must prove that lim,, 2 I.* I;=, bi,,[ij,“/(l+ Jbj:))]4 = 0. We 
verify this as follows: for arbitrary N we have 
lim I* f h;,,[Aj,l)/(i + E,j,1))]4 
2, - .x ,I = I 
< K2 lim ,I2 f e*“/(l + er’)4 n 
2-tnc n = N 
<K’ lim i* (e”/(l+ er)4 x) dx 
< (K’/N) ;,lirnm ,I* {a e’“/(n + er)4 dx 
N 
= (K’/N) jirnm [n’/2(2 + eN)* - A3/3(1 + e”)‘] = K’/6N, 
from which the desired result follows by letting N + cc 
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Moreover, it is clear that e~~,(s, t) is uniformly bounded for s E [0, t] and 
x in bounded sets, with y E D. Therefore Assumption 3 is satisfied. 
This example gives an EWBA which satisfies Assumption 3. We will now 
show that this EWBA is not necessarily a WBA. In order to have the WBA 
property, U*(t, to) = Tj?,, with t > t, must map 9(A2) into Q(A,) (see 
Definition 4). This implies that xi E 9(A ,) for all m, i.e., 
f (q’)‘(x;, xA)‘= 5 e2nbin < cc for all m; 
n=l n=l 
but it is possible to choose b,, so that this fails for any m. 
Going back to Example 3.1, since it is a special case of Example 3.2, the 
corresponding adjoint evolution operation { U*(t, s)} is an EWBA. In 
order to show that it does not satisfy Assumption 3 it suffices to show thai 
e:y,,(s, t) does not go to 0 as E + 0, and for this it suffices to prove that (first 
two terms of e),:;,(s, t)) 
C~R1tnJ-a A,~R,(1).4 
becomes unbounded as 2 -+ co for each xk. In this case 
xt, = Jz cos nn8, n = 1, 2,... 
xi = Ji sin mn0, m = 1, 2 ,..., 0 < 0 < 1. 
Then A!,‘) = n2x2/2 and 
[~R,(I)-Z]A,1R,(l)x~=1(A,R,(~))2 f (x;,x;)xfi 
n=l 
hence 
(1 [M,(A) - Z] A ,M,(1) x;j1* = f (xi, x;)‘[n(q’q2/(n + A;‘))=]*. 
?7=1 
Since (XL, x:) - 2/n as n --) co for fixed m, when m is even and n odd, or 
vice versa the series becomes unbounded as A -+ co. 
4. PROOFS 
Proof of Proposition 3. Let f, E C@(d), f, -+ f and dfn +g in 
L*( CO, T], H). Then there are subsequences (nj) and (nk) such that 
f,(t) + f (t ) and [df”,,] (t) = A (t ) f,,(t) --f g(t) for Lebesgue-almost all t in 
[O, T]. We may assume that (nj) = (nk). Then for each t for which both 
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limits holdf(t)Eg(A(t)) and A(t)f(t)=g(t) because A(t) is closed. Hence 
f~9(&‘) and df =g. 
Proofs will only be given for Propositions 5 and 6 since the proofs of 
Propositions 1 and 2 are almost identical. 
Proof of Proposition 5. We denote g(t) = g( u, t). Since u is an evolution 
solution it satisfies: 
(u(r), u) = (UC4 s) x, 0) + WC r) g(r) dr, u 
= (x, U*(t, s) u) + j’ (g(r), U*(t, r) u) dr 
s 
(a) 
for all u E H. Let y E H and E > 0. Fix r E [s, t]. Put u = [sl*h;,](r) and t = Y 
in (a) where hf is as in Definition 8, and integrate on r from s to t, 
I ’ (u(r), [d*h”,l(r)) dr v 
= 
s 
’ (x, iJ*(r, s)[d*h;.](r)) dr 
., 
+ j’ j’ Mr’), u*( r, r’)[,r9*Q](r)) dr’ dr. 
J .\ 
(b) 
Applying Fubini’s theorem in (b) we obtain 
s ,,y (u(r), [d*h;l(r)) dr 
= 
s 
’ (x, U*(r, s)[&*h;](r)) dr 
5 
+ j’ j’ (dr’), u*( r, r’)[d*h”,](r)) dr dr’, 
s r’ 
and by the EWFA property, 
s h: (4r), Cd*h;l(r)) dr 
= (x, u*(f, $1 y) - (x, y) + e.>,Ey(s, t) 
+ j’ Mr’), u*(4 r’)y)dr’- ‘(g(r’),y)dr’ 
s s s 
(cl 
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Substituting (a), with u=y, into (c), we obtain 
= (4th Y) - (x, Y) - j’ (g(r), Y) dr + ek:f,.(.c 2) 
s 
+ I’ e&Jr’, t) dr’ 
s 
so that u is an extended *-solution with 
since g(r) remains in a bounded subset of H. 
Proof of Proposition 6. Again we denote g(t) - g(u, t). Let v E H and 
E > 0. Since u is an extended *-solution, it satisfies 
(u(r), 0) = (4 u) + 1’ (u(r’), [&*hi](r’)) dr’ 
s 
+ jr W’), ~1 dr’ + e&b, r). s (4 
Let YE D and fix r E [s, t]. Put u = [&*/z,](r) into (a), where h, = h”,.,,,, 
as in Definition 9, integrate on r from s to t and apply Fubini’s theorem 
f ay (u(r), C~@‘*kl(r)) dr 
= jt (x9 C~*kl(r)) dr + \’ jr (dr’h C~*h;.deh,,c,,l(r’)) dr’ dr s s s 
+ s’s’ MO, C~*kl(r)) dr’ dr + f’ e~,Cd~h,l&, r) dr s s 5 
= f (xv C~*kl(r)) dr + J’ f (4-7, C~*~;.~~h,I~,,l(r’)) dr dr’ s s I’ 
+ j’ 1’ W’), C~*h,l(r)) dr dr’ + j’ e~,C.d*h,1&9 r) dr. s r’ 3 
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Then by the EWBA property and Assumption 3, 
s \’ (u(r), C-QI*hl(r)) dr 
= (4 u*(f, s) y) - (x, y) + j’ (U(Y)), [d*h,,](r’)) dr’ 
s 
-j’(u(r’), [af*h:.](r’))dr’+J^‘(g(r’), U*(t,r’)y)dr’ 
5 \ 
- 1’ (gtr’), y) dr’ + e’,:y,.(s, t) + I’ eFr.,,Jr’, t) dr’ 
, i 
+ j’ e&J 
s 
(r’, t) dr’ + j’ e~.C,d~,~,lcr,(~, r) dr. (b) ., 
Hence 
where 
i ,,’ (u(r), Cc~*h;.l(r)) dr
= (x, u*(t, .T) y) - (x, y) + 1’ (g(r), U*(& r) y) dr s 
- I ’ (g(r), y) dr + es, s Cc) 
e3 = e2,::,.(s, t) + \’ ezf;,,.(r, t) dr + j,’ e,$;Jr, t) dr 
., 
Substituting (c) into (a), with u = y and r = t, we obtain 
(4th Yl 1=(x, U*(t,~)y)+j’(g(r), U*(t, r)y)dr+e’;,.,(s, t)+e”. (d) \ 
Since (d) holds for all E>O and e” + 0 as E --t 0, because u(r), g(r), and 
[&*h,](r) remain in bounded subsets of H (using the bounded con- 
vergence theorem in the term involving e’,::,.), then 
(u(t), vi = (UC ~1 x, Y)+ 
( 
1’ U(t, r) g(r) dr, Y , (e) 
\ 1 
and as this holds for all y in a dense subset of H, the proof is complete. 
Remark. The proofs for the restricted case follow the same steps except 
that there are no error terms and the role of D is played by D,. 
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Proof of Lemma 1. If the conclusion does not hold there exists Kc CO, 
6>0,II,,-+coasn-+coandx~Hsuchthat 
SUP I(& W(&) Y - Y)l ’ 6 for all n; 
II.).11 c K
hence 1(x, 1,R(1,) y, - y,)l > 6 for all n, for some sequence (y,), Ily,I( 6 K. 
Since {y E H: (( y(( <K} is weakly compact, by the Eberlein-Smulian 
theorem [S] there exists a subsequence (y,,) of (y,) such that (x, y,,) --t 
(x, y) as k + cc for some y E H, )/ yjl 6 K. Hence 
I(-% ~,,RbL,)Y,,-YJ 
G I(4 Al,R(~n,)Y-Y)l + 1(x, Y-YrJl + 1(X% &$RJ(Y,,-.al 
The first and second terms on the right tend to 0 as k + 00 [9, 
Lemma 3.21. For the third term we have 
I(4 4*,R(k,)(Y,, -YIN = I(4l,R*(kz,) 4 Yy, - Y)l 
d l(kz,R*(~,,) x-x, YQ - Y)l + ICG Y,, - VII 
d lI~,,~*(4,,)x--4l X+ lb, yn,-yN, 
where R*(A) is the resolvent of the adjoint infinitesimal generator [9, 
Lemma 10.21. Hence the third term also converges to 0 as k -+ co. 
Therefore (x, A,,,R(h,,) yn,, - y,,) + 0 as k + co and we have a contradic- 
tion. 
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