Abstract
Introduction

32
Speech can be described as a succession of categorical units called phonemes that comply 33 with language-specific regularities determining admissible combinations within a word.
34
A sequence is said well formed if it sounds plausible as a word to native speakers (e.g.
35
blick) and ill formed if it is perceived as extraneous to the language (e.g. bnick) (Chomsky 36 and Halle, 1968; Parker, 2012 ). This concept is referred to as phonotactics. formedness is gradient (Scholes, 1966 to each sequence of phonemes describing its likelihood of belonging to the language.
40
Phonotactics aids lexical access (Vitevitch et al., 1999) and speech segmentation (Brent 41 and Cartwright, 1996; Mattys et al., 1999) by constraining the space of likely upcoming 42 phonemes, thus contributing to the robustness of speech perception to challenges such as 43 noise, competing speakers, and mispronunciation (Davidson, 2006a; Obrig et al., 2016) .
44
High phonotactic probability facilitates learning of new words (Storkel and Rogers, 2000 ; 
56
One way to illuminate these issues is through the direct measurement of brain activity 57 using technologies with high-temporal resolution, such as electroencephalography 
Material and methods
86
The present study is based on new analyses of a previously published EEG dataset on 87 natural speech perception (Di Liberto et al., 2015) . The data include both the audio 88 stimulus and the EEG response of the subjects listening to that stimulus. Data analysis 89 involves fitting the EEG to various representations of the stimulus using a linear model.
90
The quality of fit is used as an indicator of the relevance of each representation as a 91 predictor of the cortical activity evoked in the listener by the speech stimulus.
92
Subjects and Experimental Procedure
93
Ten healthy subjects (7 male) aged between 23 and 38 years old participated in the 94 experiment. Participants reported no history of hearing impairment or neurological 95 disorder. The experiment was carried out in a single session for each subject. 4. Finally, we propose a novel representation using phonotactic probabilities (P). In order to assess and quantify the contribution of each of the features F, O, and P to the 
172
In addition to the phonotactic vector P, we defined three other representations that could and entropy respectively. These were calculated using the purely probabilistic measures 180 "phoneme surprisal" and "cohort entropy" as defined by Gaston and Marantz (2018) . 
189
we predict an increase in cortical tracking due when phonotactic probabilities are added to the mix (POFS
190
-OFS, blue increment).
192
Phonotactic Probability Model
193
Phonotactic probability vectors were derived using the BLICK algorithm (Hayes and 194 Wilson, 2008), a state-of-the-art tool based on explicit theories of phonology. 2-dimensional phonotactic probability vector P.
214
Data Acquisition and Preprocessing
215
Electroencephalographic (EEG) data were recorded from 128 scalp electrodes (plus 2 216 mastoid channels), filtered over the range 0 -134 Hz, and digitised with a sampling 217 frequency of 512 Hz using a BioSemi Active Two system. Data were analysed offline 218 using MATLAB software (The Mathworks Inc.). EEG data were digitally filtered 219 between 0.5 and 32 Hz using a Butterworth zero-phase filter (low-and high-pass filters 220 both with order 2; implemented with the function filtfilt), and down-sampled to 64 Hz.
221
EEG channels with a variance exceeding three times that of the surrounding channels 222 were replaced by an estimate calculated using spherical spline interpolation (EEGLAB; signals that most strongly reflect the shared information across the several input datasets.
254
Here, these datasets are EEG responses to a same speech stimulus for 10 subjects. 
283
In its more general definition, given two sets of multichannel data X1 and X2 of size T × 
291
In the present study, X1 and X2 represent speech features and the EEG signal respectively. and EEG electrodes respectively). First, we used PCA and retained NPC < NEL principal 307 components to spatially whiten the EEG data, whose neighbouring channels are largely 308 correlated. The value of this parameter was adjusted using a grid search procedure.
309
Second, the filterbank was applied to both stimulus and EEG data. Finally, PCA was used 310 to reduce the dimensionality of both stimulus and EEG matrices, by retaining Nstim < 311 NF*NCH and NEEG < NPC*NCH components respectively. The CCA models were all trained 312 and tested using a leave-one-out nested cross-validation to control for overfitting. For 
342
Measuring the quality of the speech-EEG mapping 343 We used two metrics to quantify the quality of the CCA-based speech-EEG mapping evaluated on distinct data to discriminate between match and mismatch segments.
356
TDECODER was set to the value 1 second, which avoided saturation (classification either
357
too easy or too difficult) in both group and single-subject level analyses.
358
The quality of the TRF-based speech-EEG mapping was assessed using a correlation of each feature set to capture speech structure predictive of the EEG response.
396
We wish specifically to evaluate the predictive power of the phonotactic feature set P 397 relative to, and in combination with, other known feature sets such as spectrogram of 398 phonetic features.
399
We first estimated the quality of a CCA-based model involving only the phonotactic 
451
O, and P respectively).
453
Robust Individual-subject EEG Tracking of Phonotactic Probabilities
454
The previous analysis provided evidence that the cortical responses to natural speech, 
528
Topographical patterns of the TRF weights for a model fit over 529 time-lags from 0 to 900 ms are shown for latencies with a significant effect of phonotactic probabilities
530
(100-400 ms) (bottom).
532
Discussion Although we cannot be conclusive on this point, the latencies of 100-400 ms could be in were reliably measured at the individual subject-level. We also found that the speech-
639
EEG latencies of 100-400 ms most strongly reflects phonotactic information, which is in 640 line with a pre-lexical account of phonotactic processing. This provides the field with a 641 new tool to study the brain processing of phonotactics using natural speech. 
976
O, and P respectively). 
994
Cohen's d was calculated to measure the effect size of the enhancement due to phonotactics. Values above
