In this paper, we present an efficient way for confidence scoring in a new spoken language understanding (SLU) approach. The SLU system is based on a combination of weighted finite state automata and an artificial neural network (ANN) Given an input sentence, the system extracts a set of semantic frames, called concepts, and a user intention, called a goal. The confidence scoring is applied for detecting the goals misclassified by the neural network. A set of confidence features is derived from the outcomes of the SLU system, and is automatically selected for confidence scoring. Two classifiers, the Fisher linear discriminant analysis and the support vector machines (SVM), are compared. Experiments show that when we evaluate on a speech-recognized sentence set that contains about 23% word errors, the SVM achieves over 70% correct rejection of misunderstood sentences at 93% correct acceptance rate.
INTRODUCTION
In the project of the fust Thai spoken dialogue system, a novel spoken language understanding (SLU) was proposed [I] . The SLU system was based on two stages, a concept extraction and a goal identification component. Given an input sentence, the former component extracted a set of semantic frames, called concepts, using a set of weighted finite state automata (WFSA). The existences of concepts were used by the latter component, an artificial neural network (ANN), in order to classify a user intention, called a goal.
The SLU system was integrated in our spoken dialogue system, namely Thai Interactive Hotel Reservation Agent (TRA). An on-site user evaluation was reported in [2] . With around 23% word error rate made by the speech recognition engine, the SLU system gave 72% goal accuracy. Within 28% error utterances, 6% were unable to classify because of no concept. The rest was rnisclassified as the other goals, which at least 9 times led to termination 0-7803-7980-2/03/$20.00 0 2003 IEEE 566 of the conversation. Scoring a confidence measure and rejecting unreliable utterances having low confidence level are expected to alleviate this serious problem.
In confidence scoring, two questions need to be taken into account. The fust one is what feature should be included. An efficient approach is to conduct an automalic process for feature selection based on a criterion of minimum classification error (MCE) [3] . Starting from an empty set of confidence feature, the process iteratively adds a new confidence feature that is best improving the overall classification rate. Capabilities to reject out-of-goal utterances. (utterances whose goals a r e . not included in the SLU) and misunderstood utterances caused by recognition errors are determined.
The rest of the paper is organized as follows. A summarization of the SLU approach is given in the next section. In section 3, corpora used for SLU training and confidence score training and testing are described. Details of the confidence scoring process are explained in section 4 followed by experimental results in section 5. Finally, section 6 concludes this paper.
ANN-BASED SLU
Overall structure of the SLU system is shown in Figure 1 . It consists of two major components, concept extraction and goal identification. As shown in Figure 1 , a concept
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such as "numperson: 1" represents a semantic frame, which contains a label "numperson" (number of persons) and a value "1". In the concept extraction component, an input word sequence is parsed by a set of non-deterministic weighted finite state automata (WFSA), each representing a kind of concept. Let In a previous work, we obtained a considerable parsing accuracy with a simple longest matching technique [7] .
With this criterion, the best path is the longest subsequence accepted by the WFSA, while the parsing score p(sr) equals to the length of the subsequence. 
The ANN consists of an input layer, a hidden layer, and an output layer. The M output nodes correspond to the M defined goals. In the classification process, a goal, whose corresponding node achieves the maximum value, is assigned to the input sequence.
In our work, a general finite state library provided by the AT&T [XI was used to consmct the set of WFSA, and the ANN was generated by the SNNS toolkit [9].
UNDERSTANDING TASK AND CORPORA
A set of typed-in answers of simulated dialogues was collected via our specific web site. From a total of 6,792 sentences, 5,094 were used to train the SLU system. Note that our SLU system has been proven to gain an acceptable accuracy when evaluated on a spoken test set, although it was trained by only a set of typed-in sentences [l] .
Another set of 1,098 sentences URN) from the same source was reserved for a training set of the confidence scoring engine. The rest (TS1) was used to evaluate the confidence scoring engine. These three sentence sets, the SLU training set, TRN set and TSI set, were clustered with an attempt to balance the occurrences of goals. Two additional test sets were derived from speech utterances collected by our prototype of the hotel reservation system (TIM) [2] . The.first set (TS2) contained 698 manually transcribed sentences, whereas the second set VS3) consisted of automatically recognized sentence set with 23% word error rate. In the SLU training step, 78 kinds of concepts and 40 different goals were derived from the TRN set. Table 1 gives examples of the defined concepts and goals. After training, each test set was parsed by the trained SLU system. Table 2 describes the understanding result as well as the distribution of goals in each set. Note that the outof-goal ( 0 0 0 sentence appeared in Table 2 means the sentence whose goal was not defmed in the SLU system.
CONFIDENCE SCORING
In the confidence scoring process, several confidence features are arranged in a vector, and used by an accepVreject classifier. The classifier computes a single value indicating the Confidence level that the sentence is correctly understood by the SLU system. Then the classifier decides to accept or reject that sentence by comparing the confidence level with a preset threshold. In our task, many confidence features were observed to provide information about correctness of an output goal. However, since some features provide the same information, there is no need to include all of them in the scoring process. An efficient way to select the best subset of features is to conduct a greedy search over the candidate
The process is briefly illustrated in Figure 2 .
In this process, N feature sets from the previous iteration are augmented with one additional feature from the set of R unused features. The new N*R feature sets are scored again using the classifier, and the top N feature sets that achieves the best classification rate, that is the minimum classification error (MCE), are retained for the next iteration. This is a promising approach to gain the best feature set that provides the smallest classification error rate given a classifier.
Confidence features
Fourteen different observable features have been selected and investigated. The features are listed in Table 3 . The fnst 10 features are derived from the ANN output, whereas the rest is from the outcomes of the WFSA in the concept extraction module. 
where ncf is a co-occurrence of thef-th concept and the cth goal, and n, is a count of the c-th goal. Since a concept can occur only once in a sentence, and a sentence is labeled by only one goal, the 06 distributing in a range of
[OJ], represents a probability that thef-th concept appears in the c-th goal. We compute the 0, vector for every god c = I, ..., M by employing the 5,094-sentence uaining set used to train the SLU system. In the confidence scoring step, if an ANN input vector I = [i, ... i p p is classified as a goal E , its concept similarity L can be calculated by
L(1.E) in Equation 5
is actually a cosS. where 0 is thz angle between the I and the 0, vector. Thus, it indicates the similarity between I and 0,. If the classified goal Z is correct, the concept similarity must be high.
The features presented in Table 3 can be clustered into 2 groups. The fnst group includes the features 7, 8, and 9, while the second group contains the rest. The value of each feature in the fust group should be equal to 1 for the sentence that is correctly understood, and it should be larger than 1 or equal to 0 for the other sentences. Hence, if we create an acceptlreject classifier based on only one feature from the fust group, we need to have two cut-off thresholds, one between 0 and 1, and the other between 1 and 2. In contrast, only one proper threshold is needed for a classifier that makes use of a feature in the second group. We will refer to the features in the fust group as nonlinear features, and the others as linear features.
The linear features can be classified by a simple linear classifier such as the Fisher linear discriminant analysis, which uses only one threshold for classification. The nonlinear feature can be modified to be linear by calculating its distance from an expected value. Let x be the value of a non-linear feature. Its linearized value can be computed by where 2 denotes the expected value of the feature. In case of the features 7, 8, and 9, their expected values are 1 . Thus, their linearized values are the distances from 1 . The parameters d and y need to be empirically adjusted to obtain the best performance. An SVM toolkit, SVM'@"
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[lo], is used through OUT experiments.
EXPERIMENTS AND DISCUSSION

The need of a feature selection process
We performed a preliminary experiment to compare between the use of feature selection process and the use of all 14 features without selection. The former system achieved 94.4% classifcation accuracy by using only 3 selected features, whereas the latter gave 91.3% accuracy. This clearly verified the need of the feature selection process. The unselected features were those having information overlapped with the selected features, or those making confusion in classification. Therefore, experiments hereafter were conducted as follows. Given a classifier, the best feature set was selected from all 14 confidence features using the procedure described in Figure 2 . Then the selected features were extracted for each test set and exploited in the evaluation.
The use of lineadnon-linear confidence features
As explained in Section 4, we have two types of features, linear and non-linear. The non-linear features can also be converted to linear forms using Equation 6. Thus, the first experiment was to explore which type of features was the best for this task. Two sets of features were examined. The fust feature set, referred to as 'non-linear', contained 14 features as described in Table 3 , while the other, referred to as 'linear' was the same set but the features 7, 8, and 9 were linearlized using Equation 6. In this experiment, the Fisher LDA and SVM (linear kernel) were comparatively investigated. Figure 3 illustrates results when the classifier was trained and tested by the TRN set. All results were calculated at the MCE rate operating point, where the classification accuracy achieved the maximum. 'Acc' means the classification accuracy, and 'CA' and 'FA' are the correct and false acceptance rates, respectively. According to Figure 3 , the Fisher LDA failed to reject misunderstood sentences when using the feature set with non-linear features. However, the false acceptance rate of the Fisher LDA was reduced from a value larger than 70% to that about 45% when using the linearized feature set. In contrast, the SVM with whatever feature set could achieve better performance than the Fisher LDA. We can conclude that if linearity of confidence features is unclear, a nonlinear classifier is preferable, and if the features are all linear, a simple linear classifier can achieve a comparable result. The experiments hereafter utilize only the feature set with linearlized features.
Classifier optimization
In the previous experiment, we found that the SVM with the simplest kernel, the linear kernel function, achieved better performance over the Fisher LDA. However, there were other kinds of kernel functions as described in Section 4 that have been proven to be superior than the linear kernel in related tasks. Hence, the next experiment was to explore what kind of classifier was the best for our task. The Fisher LDA was compared with various kinds of SVM kernel functions. The parameters d and y explained in Section 4 were optimized for the polynomial and RBF functions, respectively. Figure 4 shows the ROC curves when evaluated by the TRN set.
By empirically tuning, the RBF and polynomial kernel operated optimally at y = 2 and d = 2. Systems with high correct rejection rates annoy the users by frequently repeating the same question. Since we need to avoid such problems, we were interested in operating at a high correct acceptance point, where the correct rejection rate was moderate. 98% correct acceptance rate, which was used as an operating point for the utterance-level detection mechanism in [3] , was used as a desired operating point. At this point, the RBF kernel attained the lowest false acceptance rate, while the Fisher LDA showed the worst. The most effective feature set chosen by the RBF kemel-based SVM included six features, the features 4 to 8, and 14. The differences among the top ANN outputs as well as the number of high-value ANN outputs provided better information about the correctness of classification than the basic values of ANN outputs. Our proposed feature, the concept sirnilany, was another effective feature for this task, since it was always selected by every kind of SVM. Figure 5 illustrates the classifcation accuracies produced by individual features. The potential features presented in the figure are close to those selected automatically.
5.4.
Performance a t 98% CA rate As described in the previous subsection, we set our operating point to 98% correct acceptance rate. The performance at this point was evaluated using all the test sets, TSI. TS2, and TS3. Figure 6 shows the accuracies (Acc), correct acceptance rate (CA), and false acceptance rate (FA), when the RBF kernel-based S V M is set to accept 98% of correct patterns in the TRN set.
There is no doubt that the accuracy drops when mismatch between the test set and the training set becomes larger. Comparing between the results of the manually transcribed and automatically recognized sentence sets, a small increment of FA rate on the latter test set verified tolerance of the mechanism against speech recognition errors. Conclusively, at the 98% CA rate operating point the CA rate of the TS3 set was 93.1% and the FA rate was 25.6%. In other words, the system correctly rejected 14.4% of misunderstood sentences while falsely rejecting only 6.9% of correctly understood sentences. Finally, to examine whether this system contributes in preventing recognition-error sentences, total improvement by this system is depicted in Figure 8 . In the figure, 'With detection' denotes the SLU system that facilitates the error detection mechanism based on confidence scores, whereas 'Without detection' means the system that excludes the detection mechanism. Notes that the 'Accuracy' in the vertical axis does not mean the exact performance of understanding, but is complemented by error rejection of misunderstood patterns. It obviously shows that the gap of accuracies between the TS2 (manually transcrihed sentences) and TS3 (automatically speech recognized sentences) set becomes much smaller when using the detection mechanism. Among 15.1% accuracy improvement in the TS3 set, 5.7% are the error sentences made by the SLU system, and 9.4% are the error sentences caused by recognition errors.
CONCLUSIONS
This paper reported a set of experiments for confidence scoring and making use of the scores to prevent misunderstanding errors in our ANN-based spoken language understanding. Several potential confidence features including a new proposed feature, the concept similarity, were exploited in an acceptheject classifier. The best-configured model was the SVM with REJF kernel function applied to the following confidence features: the differences among top ANN outputs, the number of outputs with values greater than a threshold, and the concept similarity. Evaluated on automatically recognized sentence utterances, the system correctly rejected 74.4% of misunderstood sentences while falsely rejecting only 6.9% of correctly understood sentences. In our approach, the utterances with no detected concept were always rejected. In the future work, more confidence features related to this aspect need to be added to improve the capability of error detection.
