Abstract. We consider decompositions of digraphs into edge-disjoint paths and describe their connection with the n-th Weyl algebra. This approach gives a graphtheoretic combinatorial view of the normal ordering problem and helps to study skew-symmetric polynomials on certain subspaces of Weyl algebra. We introduce the G-Stirling functions which enumerate decompositions by sources and sinks of paths. Under several specifications, we study new types of restricted set partitions, and a generalization of Stirling numbers, which we call the λ-Stirling numbers.
Introduction
The central object of our study will be decompositions of digraphs into edge-disjoint paths. Paths that we consider are directed and not simple in general; they may contain cycles, but no repetition of any edge is allowed. Let G be a digraph with possible multiple edges and loops. At first instance, decompositions have remarkable specifications: (i) if G is decomposed into one path, it is clearly an Euler tour; (ii) if G has one vertex and m labeled loops, the paths become disjoint permutations whose union is the set [m] := {1, . . . , m}, which is similar to set partitions.
Structural results about path decompositions (that certain subsets of edges form a matroid) have been studied in [21] . For simple path decompositions (that differ from our initial definition) there are many studies (e.g. [1, 3, 8, 12, 16, 17, 19] ), most of which are around Gallai's conjecture.
In our paper we mainly specialize on algebraic and enumerative aspects of path decompositions. We first present some basic results and properties, including the existence criteria and some enumerative results. We introduce the notion of principal decompositions and G-Stirling functions which enumerate them. To define principal decompositions we consider digraphs with labeled edges, and paths whose directions form increasing sequences of edge indices. We describe enumeration schemes for this setting, including the bijection between the special edge matchings at vertices and principal decompositions. The G-Stirling function counts principal decompositions by sources and sinks; in fact, it is a path partition version of the classical Stirling numbers (of second kind). The domain of G-Stirling functions can be viewed as a poset of submultisets of some multiset ordered by inclusion (which is isomorphic to a poset of divisors of some integer).
The main idea behind many of our results is the connection of graph decompositions with differential operators. We obtain that coefficients in normal ordering composition of the n-th Weyl algebra A n generated by x 1 , . . . , x n , ∂ 1 , . . . , ∂ n enumerate principal digraph decompositions with prescribed sets of sources and sinks. The related coefficients are the values of G-Stirling function. This fact gives a new graph-theoretic combinatorial interpretation to the normal ordering problem, including the case n = 1, which was studied well (e.g. [4, 18, 20, 22, 30] ).
Consider the skew-symmetric polynomials s m as m-ary operations on Weyl algebra s m (a 1 , . . . , a m ) = σ∈Sm sgn(σ)a σ(1) · · · a σ(m) .
We are interested in a question whether s m = 0 is an identity on the subspace A (1,1) n = < x i ∂ j | 1 ≤ i, j ≤ n > or whether it is a nontrivial m-commutator, i.e. that s m (X 1 , . . . , X m ) ∈ A (1,1) n for all X 1 , . . . , X m ∈ A (1,1) n . Amitsur-Levitski theorem states that s 2n = 0 is an identity on A (1, 1) if one considers A (1, 1) as a subalgebra of the rightsymmetric Witt algebra [2, 14] . A natural question is then appears about identitities of A (1,1) n as a subspace of associative Weyl algebra. It seems that situation in this case is more complicated. Numerical evidence shows that s 2 = 0, s 4 = 0, s 6 = 0 are minimal polynomial identities on A (1,1) n for n = 1, 2, 3, respectively. In fact, the normal ordering of skew-symmetric expression has coefficients related to path decompositions or generalized Euler tours. The coefficient at the term x i ∂ j in s 2n is 0, which follows from the Amitsur-Levitski theorem on minimal identity for the matrix algebra (see [2, 5, 28, 27] ). Nevertheless, using our graph based scheme we prove that s 2n is not an identity on A (1,1) n for n > 3. We also apply this technique to study the N -commutators on Weyl algebra. It is known that a space of differential operators of first order < u∂ i | u ∈ K[x 1 , . . . , x n ] > has a nontrivial N -commutator for N = n 2 + 2n − 2 [13] and a space of differential operators with one variable of order p admits a nontrivial N -commutator for N = 2p [15] . In all these cases s N +1 = 0 is an identity. One can expect that this is a general situation: if s m = 0 is a minimal identity then in the pre-identity case s m−1 gives a nontrivial N -commutator for N = m − 1. Example of A (1,1) n shows that this conjecture is not true. We prove that if an N -commutator on A (1,1) n is nontrivial, then N = 2. The general graph setting also provides a source for different types of restricted set partitions. Moreover, we may apply the composition of operators in Weyl algebra to compute the number of graph decompositions. This approach is illustrated for a new special type of set partitions, which we call the residue alternating partitions. The elements in every block of these partitions form a consecutive (cyclic) interval modulo n and their total number is the product of Bell numbers. We show both algebraic and bijective proofs to this fact.
By specifying n = 1, we introduce and study the λ-Stirling numbers. These numbers of second kind naturally appear in decompositions of graphs with one vertex and many loops. In terms of restricted set partitions they are interpreted as follows: the first λ 1 elements should be in distinct subsets, the next λ 2 elements are also in distinct subsets, and so on. We also define the corresponding dual λ-Stirling numbers of the first kind, that have a nice combinatorial interpretation. The classical Stirling numbers are defined on two parameters: the number of elements and the number of blocks (cycles). For these generalizations, one can see that the λ-sequence affects on the first parameter in λ-Stirling numbers of the second kind, and it affects on the second parameter (cycles) in λ-Stirling numbers of the first kind. We show many results that analogous to the properties of the usual Stirling numbers.
The organization of this paper is as follows. In next Section 2 we discuss the basic properties of path decompositions. In Section 3 we study principal decompositions, their enumeration, and the symmetrization characteristics. In Section 4 we show the connections of graph decompositions with the Weyl algebra: we describe the normal ordering process in terms of the graph scheme; and adopt our approach to study the skew-symmetric polynomials on the subspace A (1,1) n of Weyl algebra. We also discuss some open problems concerning the minimal identities in Weyl algebra. In Section 5 we show more applications, discussing the residue alternating partitions of sets. The final Section 6 concerns the normal ordering in case n = 1, here we introduce and study the λ-Stirling numbers.
2. Decompositions of digraphs into edge-disjoint paths 2.1. Basics. Consider a digraph (directed multigraph) G = (V, E) with set of vertices V and set of edges E. (Multiple edges and loops are allowed.) Every edge e ∈ E is represented by an ordered pair (u, v) of vertices u, v ∈ V meaning that there is a directed edge u → v. For vertex v, let in(v), out(v) denote the number of incoming and outcoming edges, respectively. Define
and the total flux of a graph G as
A k-decomposition of G is the decomposition of G into k edge-disjoint (directed) paths. In other words, it is the partition of E into paths and every edge is exactly in one path. Paths here are not simple in general, they may contain cycles. Note that 1-decomposition is just an Eulerian tour (path or cycle). We present the following criteria for the existence of a k-decomposition. Theorem 2.1. Let G = (V, E) be a digraph. If the underlying undirected graph of G 1 (without isolated vertices) is connected, then G has k-decomposition if and only if
Proof. It is clear that if G can be decomposed into k < |E| paths, then by splitting any path, G can also be decomposed into k + 1 paths. If we have a k-decomposition of G, then the terminal (final) vertex of any particular path sums at most 1 to f (G) from this path; all other non-terminal vertices of paths sum 0 to f (G). So, f (G) ≤ k.
Suppose now f (G) ≤ k. Let us add to G a new vertex x and for every vertex v ∈ V + add flux(v) edges (v, x) and for v ∈ V − add −flux(v) edges (x, v). In the resulting graph, for any vertex v we have flux(v) = 0. Using the fact, that the underlying undirected graph of G is connected, one can see that the resulting digraph has an Eulerian cycle. By choosing this cycle and removing x its incident edges, we obtain a decomposition of G into at most k paths.
Remark 2.2. For k = 1 this agrees with the existence criterion of Eulerian tour, since f (G) ≤ 1 means that there is at most one vertex v with flux(v) = 1. Proposition 2.1 is also true when the underlying undirected graph of G consists of several connected components whose directed versions are not Eulerian.
The following statement is also an equivalent criterion: there exist m 1 , . . . , m ℓ ≥ 0 such that m 1 + · · · + m ℓ = k and for every i (1 ≤ i ≤ ℓ) graph G i has m i -decomposition.
Remark 2.4. In fact, we have shown that one can always decompose the digraph G (with one component) into f (G) paths. Moreover, it is easy to refine an algorithm how to construct a k-decomposition using the algorithm for Eulerian tours. The similar criteria for undirected and directed graphs have also been presented in [21] . Note that if paths would be simple, then f (G) is attainable minimum for acyclic digraphs; it was also shown in [1] that the minimal number of simple paths needed to decompose a transitive tournament digraph on n vertices is ⌊n 2 /4⌋. Decompositions of undirected graphs have interesting problems. For instance, Gallai's conjecture states that every connected simple graph with n vertices can be decomposed into at most ⌈n/2⌉ simple paths; it is also known that every such graph can be decomposed into at most ⌊n/2⌋ simple paths or cycles [19] . See also e.g. [12, 16, 17] .
Enumeration of decompositions.
The number of f (G)-decompositions (i.e. minimal decompositions) can be found using the BEST 2 Theorem about the number of Eulerian cycles (which is related to a Matrix-Tree Theorem [26] ).
Theorem 2.5. Let G be a digraph whose underlying graph is connected. Let T (G, V + ) be the number of oriented spanning forests on G with roots V +3 and D(G) be the number of f (G)-decompositions of G. Then
and there are c i loops at vertex i;
−c i,j , if i = j and there are c i,j edges (i, j).
Proof. Define the enveloping Eulerian digraph Eul(G) (as in proof of Proposition 2.1) produced from G as follows: add new vertex x to G; for every
. By the construction, Eul(G) is balanced (for every vertex v, in(v) = out(v)) and one can easily see that it is connected. Consider the map ϕ : Eulerian cycles of G x → f (G)-decompositions of G as follows: for any Eulerian cycle E of G x , ϕ(E) = set of paths after removal of x and its incident edges from E.
2 BEST is the acronym from de Bruijn, van Aardenne-Ehrenfest, Smith and Tutte. 3 Paths in forest oriented toward roots.
It is easy to see that ϕ is a surjective map. Moreover, by taking any f (G)-decomposition and arbitrarily permuting its components, we may construct f (G)! arrangements for Eulerian cycles of Eul(G). After putting the edges incident with x between the components of decompositions, we obtain S := u∈V + flux(u)! u∈V − (−flux(u))! more Eulerian cycles. So, the map ϕ is an (f (G)!S)-to-one map. Also note that after deleting x the oriented spanning trees of Eul(G) with root x, become oriented spanning forests of G with roots V + . Therefore, we can get the formulas (2), (3) from the BEST Theorem and The Matrix-Tree Theorem.
Corollary 2.6. Let G be a digraph G (with one component). Then
Proof. We can take any f (G)-decomposition and split it at the beginning of any k −f (G) edges of |E| − f (G) to get a k-decomposition.
Remark 2.7. If G consists of separate parts, then we can apply the same enumerative results on each component.
For acyclic digraphs, we enumerate decompositions explicitly as follows.
Then the number of decompositions of G into edge-disjoint paths is equal to
We will show that this Theorem implies from a bijection of Theorem 3.1 for principal decompositions presented in next section. Corollary 2.9. If G is a full m-ary tree with n internal vertices, then it has (m + 1) n−1 decompositions into paths.
2.3. Some structural properties. For a k-decomposition we associate two multisets of k sources and k sinks, that are initial and final vertices of all paths, respectively. So the paths are viewed as a transition system from the set I of sources to the set J of sinks.
Proposition 2.10. In every k-decomposition of a digraph, the (multi)set I of sources uniquely determines the (multi)set J of sinks.
Proof. For every vertex v ∈ V , if v appears c times in I, then v should appear c + flux(v) times in J, which determines uniquely if such decomposition exists. It is worthwhile to mention that decompositions have the following matroid structure studied in [21] . Sets of edges that are in distinct paths in a certain (minimal) decomposition are independent sets of a matroid of rank f (G) (adding with the number of components of G). This matroid is isomorphic to a cotransversal matroid (strict gammoid). In fact, we observe that the sets of source (initial) edges of all f (G)-decompositions form a collection of matroid bases. 
Principal decompositions and G-Stirling functions
Let us suppose that edges of G are labeled by m indices, E = {e 1 , . . . , e m }. We say that k-decomposition E = P 1 ∪ . . . ∪ P k is principal if for every path P i = e ℓ1 . . . e ℓs (1 ≤ i ≤ k) we have ℓ 1 < . . . < ℓ s . In other words, we decompose G into several paths and in every path of principal decomposition the indices of edges increase. For example, digraph G 1 with E = {(1, 2), (2, 1), (4, 2) , (1, 4) , (2, 5) , (4, 3)} and V = {1, 2, 3, 4} has a principal 3-decomposition e 1 e 2 e 4 ∪ e 3 e 5 ∪ e 6 (see Fig. 1 (a) , (c)) ; e 1 e 2 ∪ e 4 e 6 ∪ e 3 e 5 is another principal decomposition, whereas e 1 e 2 ∪ e 4 e 3 ∪ e 5 e 6 is not.
When V = {1} and graph has m labeled loop edges (1, 1), principal decompositions correspond to partitions of set [m] into disjoint subsets. Further, we suppose that the digraph G is presented by the vertex set V = [n].
A block (or p-block if p is specified) of a graph is a distinguished set of edges {e 1 , . . . , e p }. If graph is built up from several (disjoint) blocks, then we require that the edges in each block must lie in distinct paths. For example, digraph G ′ 1 (see Fig. 1 (b) ) which is built from three blocks B 1 = {e 1 , e 2 }, B 2 = {e 3 }, B 3 = {e 4 , e 5 , e 6 } has a principal 4-decomposition e 1 e 5 ∪e 2 e 4 ∪e 3 ∪e 6 (see Fig. 1 (d) ). Note that a principal 3-decomposition of G 1 , e 1 e 2 e 4 ∪ e 3 e 5 ∪ e 6 , cannot be used for G ′ 1 since e 1 , e 2 are from one block B 1 and thus cannot be in the same path.
For every vertex v ∈ V consider sets In(v) = {e i1 , . . . , e is }, Out(v) = {e j1 , . . . , e j ℓ } of its incoming and outcoming edges, respectively (loops (v, v) should be included in both sets). Suppose also that the edges of G are built up from some partition into blocks. Consider the matchings between In(v) and Out(v) defined as follows. We allow elements e i ∈ In(v) and e j ∈ Out(v) to be matched if i < j and e i , e j are not in the same block. A matching now is defined as some set of such matched pairs, where every edge is used at most once from In(v) and at most once from Out(v) (so, only loops can be used once for both In(v), Out(v)). Let M(v) be the set of all possible matchings (not necessarily maximal, and including an empty matching) and M (v) set of maximal matchings. For example, at vertex 2 of G 1 (see Fig. 1 (a)) we have
M(2) = {∅, {(e 1 , e 2 )}, {(e 1 , e 5 )}, {(e 3 , e 5 )}, {(e 1 , e 2 ), (e 3 , e 5 )}}.
M (2) = {(e 1 , e 2 ), (e 3 , e 5 )}.
Let PD(G) be the set of principal decompositions of G.
Theorem 3.1. There is a bijection between sets M(1) × · · · × M(n) and PD(G).
Proof. Let us take an arbitrary matching for every vertex v (1 ≤ v ≤ n) and construct a principal graph decomposition. If e i ∈ In(v) and e j ∈ Out(v) are matched, then we define them to be a fragment of a path e i e j . Otherwise, if e i ∈ In(v) or e j ∈ Out(v) are unmatched edges, then define them as final and initial edges of their corresponding paths, respectively. One can easily verify that this map defines a principal decomposition and its inverse defines a matching for every vertex.
Corollary 3.2. We have
Corollary 3.3. Theorem 2.8 implies now as follows. If G is acyclic digraph, then there exists a labeling of its edges such that every path has increasing indices of edges. Therefore, every decomposition of G is a principal decomposition for such labeling. For every vertex v we can match some i edges from in(v) with some i edges of out(v) in
and the total number of decompositions is
We will use the following notation for multisets: A−X is a difference eliminating from A as many copies of elements as X has, e.g.
We also write G − e if edge e is eliminated from G or G − B if block B is removed.
For a given digraph G, let
Note that if for a k-decomposition, we have the sources I, then the corresponding sinks J = V in ⊎ I − V out are determined uniquely (see Proposition 2.10). For example, in Fig. 1 (c) we have I = {1, 4, 4} and J = {3, 3, 4}. (Further, for any sources I we will just write sinks as J meaning that
Define the G-Stirling function
as follows S G (I) := the number of principal decompositions of G with sources I and sinks J.
If n = 1, then S G (I) corresponds to Stirling number of the second kind S(m, k) where |I| = k and digraph G has m labeled loops (1, 1).
Theorem 3.4. The G-Stirling function S G satisfies the following properties:
where S i (k) the number of matchings in M(i) of size k. (iv) Suppose that digraph G is built up from blocks B 1 , . . . , B m so that the indices of edges given with respect to the order of blocks. Let e = (i, j) ∈ B m , G ′ = G − e, I ′ = I − {i}. Let k i be the number of repetitions of i in (J − {j}) ⊎ {i} and r e be the number of edges in B m − e that end by i. Then the following recurrence relation holds for S G (I).
If there is a principal decomposition with sources I then by additionally splitting certain paths at vertices I ′ − I we may get a principal decomposition with sources I ′ . (iii) Since S i (k) the number of matchings in M(i) of size k, the vertex i is unmatched out(i) − k times. Thus, from the bijection of Theorem 3.1, the vertex i is used exactly out(i) − ℓ i times as a source. Therefore, we get the formula by considering this argument for every vertex i = 1, . . . , n and using Theorem 3.1.
(iv) Note that if S G (I) > 0, then j ∈ J. If edge e forms a separate path in a principal decomposition of G, then we should have i ∈ I, and the number of such decompositions is S G ′ (I ′ ). In the other cases, e is the last edge of any path and can be joined by the vertex i to decompositions of G ′ having the same sources I and sinks (J − {j}) ⊎ {i} (by eliminating e we remove j and add i to sinks). Since we cannot join e after r e edges of the same block B m , there are (k i − r e ) ways to join e to every of S G ′ (I) corresponding decompositions. So, the recurrence follows.
Corollary 3.5. If G has edges e 1 , . . . , e m (without blocks), then for e m = (i, j), G ′ = G − e m , I ′ = I − {i} and k i the number of repetitions of i in (J − {j}) ⊎ {i}, we have 
In fact, M out (G) can be considered as a poset ordered by inclusion. (This poset is isomorphic to a poset of divisors of some integer.) Let us consider a subdomain of M out (G) at which S G takes positive values; define the poset
whose elements (multisets) are ordered by inclusion. 
Here by m we denote the chain poset of m elements and m × s is the poset of ms elements defined as (cartesian) product of posets m, s (if s is empty, then put m×s = m). In fact, equivalently, P G is isomorphic to the poset D p of divisors of p = p
Proof. First, from (i), (ii) of Theorem 3.4, V out is a unique maximal element and if V 0 is some minimal element, then for all
} is a unique minimal element. From Theorem 3.1, there is a principal decomposition with sources V 0 , so V 0 ∈ P G . If there is another minimal element V ′ , then i out(i)−m(i) ∈ V ′ for some i. This means that the vertex i has a matching of size greater than m(i), which is impossible. So, both items (i), (ii) clearly imply from these arguments.
Corollary 3.8. If G is a cycle graph with edge labels given by
then m(1) = 0, and m(i) = 2 for i = 2, . . . , n. Hence, Fig. 1 
(a). Labels of elements are shown as pairs (I, S G (I)).
The total number of principal decompositions |PD(G)| of digraph G serves as a generalized Bell number, let B G = |PD(G)|. We have
If we now define an extension B G (J) as
then applying the Möbius inversion formula on the poset P G we get
and particularly
Note that P G is isomorphic to a divisibility poset, and therefore µ(I, J) = (−1) |J−I| if J − I is a set and 0 if J − I is a multiset. Hence we get
and the kind of recurrence
3.1. Symmetrization. Symmetric group may naturally act on decompositions by permuting the indices of edges. For σ ∈ S m and digraph G with labeled edges E = {e 1 , . . . , e m }, let G σ be the same graph with edges labeled as {e σ (1) , . . . , e σ(m) }. In general, this means that G σ should have another set of principal decompositions. Define the following characteristic
where I is any multiset on [n]. Note that if |I| = 1, then E G reduces to the sum
which has nice algebraic application [5, 27, 28] (here j is the corresponding sink of an Euler path). Namely, the following property is used in polynomial identities for matrix algebra: For a directed graph G = (V, E) with |V | = n and |E| = 2n and every 1 ≤ i ≤ n, we have E G ({i}) = 0. As we will see in next section, the characteristic E G (I) shows a similar connection of graph theory with the Weyl algebra. We will also need the formula for computing E G (I) in terms of shuffles of paths, which are defined as follows.
For permutations σ, τ of ℓ, r (disjoint) elements define the shuffle set Sh(σ, τ ) as the set of all permutations of ℓ + r elements from σ, τ such that the order of elements from σ and τ remains the same. For many permutations σ 1 , . . . , σ t the set Sh(σ 1 , . . . , σ t ) is defined similarly. In other words, Sh is the set of linear extensions of a poset that consists of separated chains labeled with respect to the given permutations. Note that
Consider now any k-decomposition P = {P 1 , . . . , P k } of G with sources I and sinks J; every path P i here is viewed as a permutation (ℓ 1 , . . . , ℓ i ) which presented by the sequence of edges e ℓ1 · · · e ℓi . Define:
Proposition 3.9. The following formula holds for E G (I).
where the sum is taken over all k-decompositions with sources I and sinks J.
Proof. Consider a permutation σ ∈ S m . If we take a principal decomposition of G σ and apply σ −1 to it, then we get a decomposition of G with the same set of sources and sinks. Take any decomposition P = {P 1 , . . . , P k } of G and the set of permutations σ for which σ(P) becomes principal. Then for any path P i = e ℓ1 . . . e ℓs , we have σ(ℓ 1 ) < · · · < σ(ℓ s ). Therefore, for every σ ∈ Sh(P 1 , . . . , P k ), σ −1 corresponds to a principal decomposition of G σ . Note that sgn(σ) = sgn(σ −1 ) and so we have,
Remark 3.10. In fact, the following object is induced by the permutations of path shuffles in decompositions. Suppose that k identical coins are initially placed at (not necessarily distinct) vertices of the given digraph G = (V, E). At every step it is allowed to move one coin to adjacent vertex along some edge e i ∈ E. We say that the sequence of consecutive steps with edges e i1 . . . e im is a k-Euler path if
• every coin moved at least once;
• no edge in the sequence is used twice;
• all edges of E are used in the sequence.
Note that 1-Euler path is the usual Euler trail, since it uses all edges and no edge in path is used twice. It is easy to see that walks of coins in k-Euler paths induce certain kdecompositions. Conversely, any k-decomposition produces several k-Euler paths using the shuffles of paths.
Connections with Weyl algebra
4.1. Definitions. Let K be a field of characteristic 0. The n-th Weyl algebra A n is an associative algebra over K defined by 2n generators x 1 , . . . , x n , ∂ 1 , . . . , ∂ n 4 and relations
where δ i,j is the Kronecker symbol. The elements of types
In most of the cases below, we will write monomials in the equivalent form
e.g. this monomial has length s − p. All monomials x α ∂ β form a linear vector space basis of A n . When element w of A n is expressed as a linear combination
we say that w is normally ordered. The order of w is defined as ord(w) := max
Note that ord(w 1 w 2 ) = ord(w 1 ) + ord(w 2 ). Consider the following subspaces of A n :
Note that A
n is the subalgebra of A n formed by the elements of lengths 0.
Normal ordering.
We show that combinatorial meaning of coefficients in the normal ordering can be interpreted in terms of graph decompositions. Furthermore, we will consider monomials of subspace A
n , i.e. of length 0 (otherwise, for our purposes we may add fictive elements, as shown in subsection 6.1). We associate every monomial
n with the p-block of a graph in the following way: n be monomials. Then we have
where digraph G with n vertices is built up from the blocks block(w 1 ), . . . , block(w m ) (so that the indices of edges are given with respect to the order of blocks) and J = V in ⊎I−V out .
Let us consider examples.
Example 1. Let n = 4 and
We have
3 ∂ 4 and according to Theorem 4.1, digraph with n = 4 vertices is built up from three blocks B 1 = {e 1 = (1, 2), e 2 = (2, 1)}, B 2 = {e 3 = (4, 2)}, B 3 = {e 4 = (1, 4), e 5 = (2, 3), e 6 = (4, 3)}. So, it is exactly the digraph shown in Fig. 1 (b) . Table 1 shows its all principal decompositions and one can easily check that it corresponds to the expression above.
Example 2. Suppose now n = 3 and
We show how the expression
is related to graphs. According to Theorem 4.1, graph G (see Fig. 3 ) consists of n = 3 vertices and edges {e 1 = (1, 1), e 2 = (2, 3), e 3 = (2, 1), e 4 = (3, 3), e 5 = (1, 2)}. Table 2 shows all possible sources and sinks I, J ⊆ {1, 2, 3}. Recall that S G (I) is the number of principal decompositions with sources I and sinks J. For instance, we have two possible principal decompositions with Everything is obvious when we have the total order 1 or monomial x i ∂ j . To prove the formula for monomials w 1 · · · w m let w m = x i1 . . . x is ∂ j1 · · · ∂ js and consider the action of w 1 · · · w m−1 on x is . For simplicity put i s = i, j s = j and w
i } be all ∂ i 's in monomials w 1 , . . . , w m−1 . When one of ∂ i acts on x i , we will change this situation to the following equivalent operation: remove x i , then change ∂ i to the fictive element ∂ n+1 , and after the normal ordering process remove ∂ n+1 . Using this operation we obtain that 
where G is built up from block(w 1 ), . . . , block(w m ); we have used Theorem 3.4 (eq. (5)) for which it is easy to see that q is a number of i's in (T − {j}) ⊎ {i} without counting the last block.
Remark 4.2. In fact, the monomial w = x i1 . . . x ip ∂ j1 . . . ∂ jp can be associated with any p-block of a graph that matches the vertices i 1 , . . . , i p with j 1 , . . . , j p , e.g. for every permutation σ ∈ S p we may define
Note that these changes do not affect on the result of Theorem 4.1, the right-hand side remains the same. 
where digraph G with n vertices has m edges {e 1 , . . . , e m } = {(i 1 , j 1 ), . . . , (i m , j m )}. The famous Amitsur-Levitski theorem [2] shows that
is a minimal polynomial identity for n×n matrices A 1 , . . . , A 2n . This result is also known as an application of Euler trails to algebra [5, 27, 28] . Namely, if we have a directed graph G = (V, E) with |V | = n and |E| = 2n, then for every 1 ≤ i, j ≤ n e σ(1) ···e σ(2n) Euler trails i→j sgn(σ) = 0.
We will now present a similar connection of graph theory with the Weyl algebra.
Recall that the subspace A
(1,1) n ⊂ A n is generated by monomials x i ∂ j ,
We show the following skew-symmetric analog of Theorem 4.1. 
where digraph G with n vertices has m edges represented by w 1 , . . . , w m (i.e. if w ℓ = x i ℓ ∂ j ℓ , then there is an edge (i ℓ , j ℓ ) in G).
Proof. From Theorem 4.1,
where S G σ (I) enumerates principal decompositions with respect to the edges permutation σ. Therefore,
Remark 4.6. Theorem 4.5 presents a normal ordering of the skew-symmetric expression.
We will see that this form is useful in investigating the skew-symmetric identities.
Minimal polynomial identities. We say that s m is a minimal polynomial identity on some space W if s m (X 1 , . . . , X m ) = 0 for every X 1 , . . . , X m ∈ W and s m−1 (X 1 , . . . , X m−1 ) = 0 for some X 1 , . . . , X m−1 ∈ W. Amitsur-Levitski theorem gives a hint that the coefficient of any order 1 term x i ∂ j in s 2n (w 1 , . . . , w 2n ) is 0 (it sums with sign all Euler paths from i to j). In next theorem we show that the same is not always true for coefficients at other terms. • s 2n = 0 is a minimal identity on A (1,1) n for n = 1, 2, 3.
• s 10 = 0 is a minimal identity on A (1,1) 4 .
• For n > 3, s 2n is not an identity on A (1,1) n .
We first need the following result. sgn(σ).
Proof. From the definition, it is obvious that q(m, n) = q(n, m). Let us compute the recurrence for q(m, n). If the last element of permutation is m + n, then we have the quantity q(m, n − 1). Otherwise the last element is m which gives (−1) n q(m − 1, n).
(In fact, q(m, n) is a q-binomial coefficient at q = −1.) So, the needed formulas can easily be derived by induction, since we have q(2m + 1, 2n + 1) = q(2m + 1, 2n) − q(2m, 2n + 1)
Proof of Theorem 4.7. First note that s m (w 1 , . . . , w m ) = 0 if some of w 1 , . . . , w m are equal. 1) s 2 = 0 is identity for n = 1. It is obvious that s 2 (x∂, x∂) = (x∂) 2 − (x∂) 2 = 0. s 4 = 0 is identity for n = 2. Here we may consider only the case with four operators
s 6 = 0 is identity for n = 3. There are 17 such cases up to symmetry; and all can easily be verified.
2) s 10 = 0 is identity for n = 4. This is verified from our computer calculations for all the possible cases (with reductions up to symmetry).
3) To prove that s 2n is not identity for n > 3, we show that 2-Euler paths of graphs G defined in Fig. 4 E G ({1, 1}) e n−1 e n Fig. 4 . Graphs G with E G ({1, 1}) = 0 for n even (left) and odd (right)
Suppose n is even. We look for all cases of decompositions of G (see Fig. 4 , left) with I = {1, 1}, J = {1, 1}. For every vertex i(2 ≤ i ≤ n) consider the paths e 1 · · · e i−1 e 2n−i+2 · · · e 2n and e n+1 · · · e 2n−i+1 e i · · · e n . These permutations will sum to (−1) n−i+1 |Sh(2(i − 1), 2(n − i + 1))|, which by Lemma 4.8 gives q(2(i − 1), 2(n − i + 1)) = (−1) n−i+1 n i−1 . There are two more paths e 1 · · · e n and e n+1 · · · e 2n , for which we have q(n, n) = n n/2 . Therefore,
If now n is odd, then we consider graph G as in Fig. 4 (right) . We again look for all decompositions with I = {1, 1}, J = {1, 1}. For every vertex i(3 ≤ i ≤ n − 1) we have the following two possibilities of paths: P 1 = e n e n+1 . . . e 2n−1−i e i e i+1 . . . e n−1 ; P 2 = e 1 . . . e i−1 e 2n−i . . . e 2n−3 e 2n−1 e 2n e 2n−2 and P 1 = e n e n+1 . . . e 2n−1−i e i e i+1 . . . e n−1 ; P 2 = e 1 e 2n−1 e 2n e 2 . . . e i−1 e 2n−i . . . e 2n−2 .
For both cases we get the sum of (−1) n−i |Sh(2(n − i), 2i)|, which is (−1) n−i n i . The remaining four cases of paths decompositions are P 1 = e 1 e 2n−2 ; P 2 = e n . . . e 2n−3 e 2n−1 e 2n e 2 . . . e n−1 , with sum of −|Sh(2, 2n − 2)| = − n 1 ; P 1 = e 1 e 2n−2 ; P 2 = e n . . . e 2n−3 e 2n−1 e 2n e 2 . . . e n−1 , with sum of −|Sh(4, 2n − 4)| = − n 2 ; P 1 = e 1 . . . e n−1 ; P 2 = e n . . . e 2n−3 e 2n−1 e 2n e 2n−2 , with sum of |Sh(n − 1, n + 1)| = n (n−1)/2 ; P 1 = e 1 e 2n−1 e 2n e 2 . . . e n−1 ; P 2 = e n . . . e 2n−2 , with sum of |Sh(n + 1, n − 1)| = n (n−1)/2 . So, we obtain
(Here n ≥ 5.)
Remark 4.9. From our computations, most likely that s 12 is a minimal identity on A If N < 2n, let us choose the first X 1 , . . . , X N operators from the set (of 2n − 1)
The latter represents the graph G with edges (1, 1), (1, 2) , (2, 2), . . . , (n − 1, n), (n, n). Consider two cases. Case 1. If N = 2r − 1, then the coefficient at term x 1 x r ∂ 1 ∂ r in s N (X 1 , . . . , X N ) is E G ({1, 1}) (sinks are {1, r}). There is only one 2-decomposition with such sources and sinks: the paths are (1 → 1) and (1 → 2 → 2 → · · · → r − 1 → r → r). Hence, E G ({1, 1}) = |Sh(1, 2r − 2)| = q(1, 2r − 2) = 1 > 0 and s N ∈ A (1,1) n . Case 2. If N = 2r, then consider the term x 1 x 2 ∂ 2 ∂ r and its coefficient in s N , which is E G ({1, 2}) (sinks are {2, r}). The possible 2-decompositions here are (1) (1 → 2) and (2 → 2 → · · · → r − 1 → r − 1 → r) and (2) (1 → 2 → 2) and (2 → 3 → · · · → r − 1 → r − 1 → r).
4.4. Open problems. We now propose several problems concerning the minimal identities in Weyl algebra.
Problem 1.
What is c(n) (n > 3) for which s c(n) is a minimal identity on A
Using graph-theoretic interpretation, question becomes the following. What is relation between |E| and |V | such that the digraph G = (V, E) has E G (I) = 0 for all sources I? Problem 2. Consider a more general setting. Recall that A (p,p) n ⊂ A n is the subspace of Weyl algebra generated as follows
What is c(p, n) such that s c(p,n) = 0 is a minimal identity on A
n . What is a minimal identity on A * (p)
n ? For instance,
, since
Cyclic multigraphs and residue alternating partitions
Consider the digraph C m,n with n vertices and m edges (m > n) that consecutively form a cycle (12 · · · n), i.e. the edges {e 1 , . . . , e m } in order are e 1 = (1, 2), e 2 = (2, 3) , . . . , e n = (n, 1), e n+1 = (1, 2) , . . . The principal decompositions on such graph correspond to the following type of set partitions. Say that the set partition ∪X i = [m] is residue alternating if for every i (1 ≤ i ≤ k) and X i = {a 1 , . . . , a r } with a 1 < · · · < a r , we have a i+1 − a i ≡ 1 (mod n) for i = 1, . . . , r (a r+1 = a 1 ).
Let A(m, n) be the number of residue alternating partitions (or the number of decompositions of digraph C m,n as in Fig. 5 ).
Theorem 5.1. The following formulas hold for A(m, n)
where B k is the Bell number, the number of partitions of set [k].
Proof. First we examine the approach using composition of differential operators. Note that A(m, n) corresponds to the number B G = I S G (I) (see def. (8)) of all principal decompositions of G = C m,n . Therefore, we can use the normal ordering expansion of differential operators to calculate A(m, n) = B G . 
In fact, A(m, n) is the sum of coefficients in the normal ordering expansion of a last expression. The sum of coefficients in expansion (
and the sum of coefficients in the normal ordering of (
It remains to use the well-known recurrence for Bell numbers
So, the sum of coefficients A(nk, n) in the normal ordering of (
and by the same argument it follows that A(nk + r, n) = (B k+1 ) n−r+1 (B k+2 ) r−1 .
Bijective proof. Using Corollary 3.2 of Theorem 3.1 we should look for matchings of edges at every vertex. Suppose m = nk and consider vertex i, where 2 ≤ i ≤ n. We have
In(i) = {e i−1 , e n+i−1 , e 2n+i−1 , . . . , e (k−1)n+i−1 }, Out(i) = {e i , e n+i , e 2n+i , . . . , e (k−1)n+i }. We will prove that |M(i)| = B k+1 by establishing a bijection between matchings in M(i) and partitions of set [k + 1]. Let M ∈ M(i) be any matching between In(i), Out(i). Construct set partition of [k + 1] as follows: (1) if (e an+i−1 , e bn+i ) ∈ M , where a ≤ b, then put a + 1, b + 2 in the same block; (2) the remaining elements of [k + 1] (that were not considered yet), put in separate blocks. For example, if k = 5, In(i) = {e 1 , e 3 , e 5 , e 7 , e 9 }, Out(i) = {e 2 , e 4 , e 6 , e 8 , e 10 }, e 6 ), (e 3 , e 4 ) , (e 5 , e 8 )}, then (e 1 , e 6 ) means that we should put 1, 4 in the same block; for (e 3 , e 4 ) the elements 2, 3 are in the same block; and for (e 5 , e 8 ) the elements 3, 5 are in the same block. Therefore, we have the partition {1, 4}{2, 3, 5}{6}.
The inverse procedure can be described as follows: take a block of partition, {a 1 < · · · < a r } and for every j = 1, . . . , r − 1 match the edges (e (aj −1)n+i−1 , e (aj+1−2)n+i ).
One can see that this properly defines the bijection. By applying a similar argument one can show that |M(1)| = B k and therefore, by Theorem 3.1, A(nk, n) = B k (B k+1 ) n−1 . The formula for A(nk+r, n) implies analogously.
Parity alternating partitions.
For n = 2 we have the graph model with 2 vertices and n edges {e 1 , . . . , e n } such that all odd-indexed e 2i−1 are of type (1, 2) and all evenindexed e 2i are of type (2, 1) (see Fig. 5 ).
All principal decompositions on this graph can be considered as partitions X 1 ∪· · ·∪X k of [m] that have the following property: For every i(1 ≤ i ≤ k) and X i = {a 1 , . . . , a r } with a 1 < · · · < a r , the sequence a 1 , . . . , a r is parity alternating (i.e. even, odd, even, odd, etc. or similarly beginning with odd). Let us call such partitions of sets parity alternating partitions. For example, the parity alternating partitions of {1, 2, 3, 4} into two blocks are ] with no blocks that contain elements both from X 1 and X 2 . For example, X 1 ∪ X 2 can be a partition of [m + 1] into odd and even elements as it appears in OEIS (A124419 [24] ). Also note that any Eulerian tour on a digraph C m,2 (Fig. 5) forms a parity alternating permutations studied in [29] .
The values of a(m) can also be computed by the number of blocks. Let a(m, k) be the number of parity alternating partitions into k blocks and a(m, k, i) the number of parity alternating partitions into k blocks i of which have even maximal elements. It is clear that Table 3 . Small values of a(m, k). 6. Case n = 1, the λ-Stirling numbers 6.1. Normal ordering for n = 1. Another consequence of Theorem 4.1 for n = 1 is that it brings a combinatorial interpretation to coefficients in normal ordering expansion
The elements x ri ∂ si are not of length 0 in general. To deal with this situation, we may add fictive |r i − s i | new variables x i+1 or d i+1 so that the length would be 0, and the graph scheme can be applied. For example, for x 2 ∂ 5 we can add x 3 2 x 2 ∂ 5 . Note that we can freely move the new variables in the normal ordering expansion. Using these new monomials, we can construct the graph G according to the rules above. Thus, the combinatorial meaning of S G (i) can be described as number of principal decompositions of G having i sources at vertex 1.
In fact, the normal ordering in the n-th Weyl algebra can be handled using the n = 1 case. For instance, we can restructure the composition
This viewing also helps to refine all possible multisets of sources and sinks I, J, since what coefficients are nonzero in every composition like (15) can easily be found.
6.2. λ-Stirling numbers. Let us consider the graph with n = 1 vertex and suppose it is built up from several blocks of loops (1, 1) of λ 1 , λ 2 , . . . edge sizes. Principal decompositions on this model require that the edges within one block cannot lie on one path and all other connections are possible. This setting clearly corresponds to partitions of set [m] (m is a total number of edges), where first λ 1 elements are in distinct subsets, next λ 2 elements are also in distinct subsets, and so on. The coefficients S G (I) will present a generalization of Stirling numbers of the second kind on such restricted partitions. In this section we will study these generalized Stirling numbers. We also introduce a generalization of Stirling numbers of the first kind, which can be considered as dual to the second. We call these numbers the λ-Stirling numbers.
Fix the sequence
of nonnegative integers, and let
(q is the analog of quantity and r is the analog of remainder.)
Definition. The λ-Stirling numbers of second and first kinds S λ (n, k), C λ (n, k) are defined as follows:
• S λ (n, k) is the number of partitions of [n] into k blocks such that the first λ 1 elements of [n] are in distinct blocks, the next λ 2 elements are in distinct blocks, and so on; the remaining r n elements are also in distinct blocks.
• C λ (n, k) is the number of permutations of [n] having k cycles such that nonminimal elements of the first λ 1 cycles are greater than all minimal elements of these λ 1 cycles; non-minimal elements of the next λ 2 cycles are greater than all minimal elements of these λ 2 cycles, and so on; and the remaining r k cycles are singletons (i.e. consist of one element). By the definition, the sequence λ affects on the first argument n in S λ (n, k) and on the second argument k in C λ (n, k). Summarizing further the results about S λ (n, k), C λ (n, k), we will see that their properties are dual to each other. The presented interpretation means that we divide the set [n] according to the integer partition n = λ 1 + . . . + λ q + r:
[n] = {1, . . . , λ 1 1st part , . . . , λ 1 + · · · + λ q−1 + 1, . . . , λ 1 + · · · + λ-th part , n − λ q + 1, . . . , n last r elements } and consider only those set partitions which restrict the elements of the same part to be in one subset.
For the case of permutations, we take the partition k = λ 1 +. . .+λ q k +r k and consider permutations of the following type:
Consider examples. If λ = (3, 2, 1, 1, . . .), then S λ (6, 4) = 30 and all allowed configurations of partitions of {1, 2, 3, 4, 5, 6} into 4 blocks can be described as follows:
• If 1, 2, 3, 4 are blocks minima; then 5 can be put with 1, 2, 3 (except restriction with 4) and 6 with 1, 2, 3, 4 which totally gives 3 × 4 = 12 ways;
• If 1, 2, 3, 5 are blocks minima; then 4 can be put with 1, 2, 3 and 6 with 1, 2, 3, 4 which totally gives 3 × 4 = 12 ways; • If 1, 2, 3, 6 are blocks minima; then 4 can be put with 1, 2, 3 and 5 with 1, 2, 3 except the block with 4, which totally gives 3 × 2 = 6 ways;
So, there are totally 12 + 12 + 6 = 30 ways to arrange the needed partition. C λ (6, 4) = 36 and the allowed configurations of permutations of (1, . . . , 6) with 4 cycles can be described as follows:
(1, 2, 3 should always be cycle minima; and cycle number 4 is singleton)
• Clearly if λ = (1, 1, . . .), then C λ (n, k), S λ (n, k) are just the usual Stirling numbers. The case λ = (r, 1, 1, . . .) corresponds to the r-Stirling numbers of first and second kinds introduced in [6] . Generalized Stirling numbers of the second kind S r,s (n, k) that arise from the expansion
have been studied in the bosons normal ordering problem [4, 22] . Our contribution brings a natural (and simple) combinatorial interpretation for the case S r,r (n, k) and also solves an inverse problem, where Stirling numbers of the first kind arise. Note also that the general formulas for S r,s (n, k) given in [22] can be used to compute our numbers S G , B G (defined in Section 3). Interpretation to S r,r (n, k) with colorings of complete graphs introduced in [7] is very close to set partition meaning of S λ (n, k) (λ = (r, r, . . .)), since any r elements that cannot be in one subset can form a complete subgraph K r and its colorings. The numbers S λ (n, k) were introduced in [23] as (r 1 , . . . , r p )-Stirling numbers of the second kind. In order to be consistent with the corresponding Stirling numbers of the first kind, it seems that defining these numbers over a general sequence λ resolves the issue. In fact, by the polynomial relations (23) , (24) shown below, the λ-Stirling numbers correspond to a case of the multiparameter non-central Stirling numbers introduced in [11] . This also leads to a case of a general study of connection constants between persistent sequences of polynomials [10] . The numbers S λ (n, k) are also connected with compositions (ordered partitions) of multisets in the following way. For n = λ 1 + · · · + λ q + r consider a multiset
Then the number of ways to distribute the elements of n into k ordered nonempty sets is equal to
This easily implies from the combinatorial interpretation of S λ (n, k). If blocks are ordered, then we multiply the number of ways by k!. The elements λ 1 + · · · + λ j−1 + 1, . . . , λ 1 + · · · + λ j (which all in distinct blocks) can be changed to the repetition j λj ; that was calculated λ j ! times.
Here are tables with small values of S λ (n, k), C λ (n, k).
Similar to equation (17) we may obtain that
The numbers S λ (n, k), C λ (n, k) have the following properties.
(i) Recurrence relations
(ii) Expansions with differential operators (i j − r ij +1−j ).
(vi) The general formula for S λ (n, k) is given by
6 These are related to complementary symmetric functions studied in [9] . 
Proof. (i) Recurrence relations.
We can show that the number of described partitions has the same recurrence as (19) . Note that the number of ways is 0 when k < λ 1 or k > n. If we consider the element n, then two cases are possible. If n forms a separate block, then we have the number of ways to partition [n − 1] into k − 1 parts over partition λ. If n if placed in the block with some other elements except the restricted; this can be done in (k − r n−1 ) ways of any of partitions of [n − 1] into k blocks over partitions λ. This argument implies the needed recurrence for S λ (n, k).
We show that the described number of ways satisfies the same recurrence as (20) . Note that the number of ways is 0 when k < λ 1 or k > n. Consider the element n and two cases. If n form a singleton separate cycle, then the number of corresponding ways is the number of permutations of [n − 1] having k − 1 cycles with the properties for λ partition of k − 1. If n is in cycle with the other elements, then we can put n in cycles after any element except last r k singletons. This gives (n − 1 − r k ) ways for any permutation of [n − 1] with k cycles and the described partition property. This argument clearly implies the needed recurrence for C λ (n, k).
(ii) Expansions with differential operators. The first relation (iii) Polynomial identities. Applying the derivation operation to the function x t with a real parameter t, expansions (21) , (22) yield (t) λ0 · · · (t) λq n (t) rn x t = n k=0 S λ (n, k)(t) k x t , (t) n x t = n k=0 (−1) n−k C λ (n, k)(t) λ0 · · · (t) λq k (t) r k x t .
The last two identities are polynomial relations in t and hold for all t which imply (23), (24) . (iv) Orthogonality relations directly imply from the inverse expansions (21), (22) .
(v) Symmetric function related formulas can be easily obtained by induction and use of the recurrence relations (19) , (20) .
(vi) The general formula for S λ (n, k). We will show that this formula holds using combinatorial interpretation of S λ (n, k) and the inclusion-exclusion principle. Suppose that blocks are ordered. Let us enumerate them as 1, . . . , k.
Denote by A i (1 ≤ i ≤ k) the set of corresponding restricted (up to λ) arrangements of [n] into k ordered blocks such that the i-th block is empty. Let A be the number of all restricted arrangements of [n] into k blocks (some of them might be empty). Then it is clear that k!S λ (n, k) = A − |A 1 ∪ · · · ∪ A k |. (vii) Recurrence relations. Recurrence (30) . Suppose that j elements of the last r n in [n] are singleton blocks. We can choose these elements in rn j ways. The remaining (r n − j) elements should be put in distinct (k − j) blocks of any of S λ (n − r n , k − j) partitions, which can be done (k − j) rn−j times.
Recurrence (31). We may choose the needed r k singleton cycles from the last j elements of [n] . This can be done in j r k ways. The remaining (j − r k ) elements should be put in the first (n − j) cycles of any of C λ (n − j, k − r k ) permutations, which can be done (n − r k − 1) j−r k times.
(viii) The last formulas (32), (33) imply from iterative use of relations (30), (31).
