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Abstract 
Diversity is a necessary condition for firm and individual level exploration. At the 
same time, it can act as a constraint on exploitative behaviours. Organisations which 
are able to take advantage of higher levels of diversity while reducing associated costs 
can create a competitive advantage. However, understanding the appropriate level of 
diversity for a given context is difficult, particularly in business environments which are 
often complex systems (Page, 2011). Therefore, this thesis asks: How can we measure 
and determine the appropriate level of diversity in a business system? Answering this 
question requires the investigation of two associated questions: 1) What is a suitable 
measure for diversity in business contexts, and 2) How does diversity influence business 
outcomes?  
I begin the thesis with a thorough review of the current state of research in diversity 
and its measurement in business systems. The literature review includes a discussion on 
current techniques for measuring diversity through network analysis, identifying that 
assortative networks reveal information on levels of diversity. Drawing on the literature 
reviewed I develop a new measure for diversity using network analysis that is suitable 
for complex systems, such as social networks in business environments.  
The construct validity and usefulness of the measure for diversity are investigated 
with an empirical research design spanning four datasets, including longitudinal and 
cross sectional cases. The data originates from email communication logs and research 
publications sourced from heterogeneous firms. The research identifies that the 
relationship between the proposed measure for diversity and attribute-level differences 
correlates as expected. Further, when compared with existing measures, the measure 
advanced provides new information and insight into organisational diversity.  
The thesis contributes to the understanding of diversity in a number of ways. First, 
the measure itself improves upon existing approaches for measuring diversity in 
complex systems. Being able to better measure diversity is important, given its role 
in team performance, problem solving and market awareness. Second, the thesis 
provides a model for evaluating appropriate levels of diversity in different cost-
benefit and technology scenarios. The thesis concludes with a summary of the 
implications and limitations of the research, and an outline of future research 
opportunities. 
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 INTRODUCTION 
Broadly defined, this is a thesis about diversity. Diversity is of interest because while it is 
a contributing factor in the exploration of new knowledge, it may hinder the exploitation of 
existing knowledge. The thesis is motivated by a simple research question: How can we measure 
and determine the appropriate level of diversity in a business system? Answering this question 
requires an understanding of two associated questions: 1) What is a suitable measure for 
diversity in business contexts, and 2) How does diversity influence business outcomes? 
Answering sub-question two is relatively trivial, the notion of diversity as simultaneously a 
necessary condition for organisational innovation and an efficiency constraint is well-
established (Foss et al., 2008; Low et al., 2003). The literature review (Chapter 2) covers more 
extensively the role of diversity on business outcomes. Measuring diversity has however 
provided more challenging. My approach to measuring diversity builds on existing methods 
and offers new insight. As the impact of diversity is highly relevant to managers and business 
researchers (Page, 2014, 2008), it is important to deepen our understanding of the concept.  
The role of diversity is well-established across multiple fields. Darwin’s (1859) theory of 
evolution, Kuhnian paradigm shifts (1962), Schumpeter’s (1942) creative destruction, and 
March’s (1991) concepts of firm exploration and exploitation are all descriptions of similar 
adaptive processes that drive growth. It is also the domain of fields including organizational 
adaptation research (Gupta, Smith, and Shalley, 2006). My contribution focuses on the 
methods and tools available to measure diversity in a business context and offers incremental 
but important improvements. For example, my approach to measuring the antecedents for 
diversity offers a unique perspective on what has often been a qualitative science in business 
and management research. This approach also provides insight into causes underlying the 
marginal benefits and costs associated with higher levels of diversity.  
In this chapter I provide an overview of the themes that motivate my research, define key 
terms, and outline the structure of the thesis as a whole. 
1.1 Motivations and Research Design 
In 2010 I completed my Honours thesis in Business Management which considered the role 
of interdisciplinarity in a research institution. During the research I surveyed a range of existing 
measures that might be suitable proxies for determining the level of interdisciplinarity 
characterising a particular paper or collaboration. My research revealed that commonly used 
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proxies for disciplinary diversity - such as Field of Research (FOR) codes - could only be crude 
approximations for the complexity of the system being considered.  
FOR codes were developed by the Australian Bureau of Statistics as a way to classify 
research and development activities in terms of divisions or categories (Australian Bureau of 
Statistics, 2008). Despite the seeming relevance of such a classification scheme, when the codes 
were applied to the data, it was not possible to discern whether a collaboration between 
Economics (Division 14) and Commerce (Division 15) was more or less interdisciplinary than 
a collaboration between Education (Division 13) and Economics (Division 14). The limitation 
of categorical approaches has led to the growth of alternative measures for disciplinary 
differences, and to the fields of bibliometrics and scientometrics.  
In both of these areas, there has been a shift towards using network-based measures to map 
research activities (Mingers and Leydesdorff, 2015; Wyatt et al., 2015). Such measures use a 
more quantitative approach to achieve finer distinctions between fields in a way that FOR 
codes (along with other classification schemes) could not.  
For my Honours paper I chose to use one such network measure, betweenness centrality, as 
a proxy for disciplinary differences1. Applying this measure to the data (research papers) 
revealed evidence for the benefits and costs of interdisciplinarity. I was thus able to draw two 
insights from my Honours research. The first was the role of diversity in research (in this case 
in the form of interdisciplinarity, synonymous with disciplinary diversity). The second and 
more important insight was that categories and classification schemes may not be suitable 
mechanisms to define diversity in complex environments.  
In 2014-2015 I had the opportunity to apply these insights to another field: education2. My 
Master’s research applied betweenness centrality to the topic of individual learning, finding 
that differences in knowledge amongst collaborators could also predict learning potential. The 
research further reinforced my view on the importance of diversity. I also began to question 
whether there might be something more appropriate than betweenness centrality to measure 
diversity in a business system. Betweenness centrality was originally developed by a sociologist 
named Linton Freeman as a measure for communication flow (Freeman, 1977; Freeman, 
Borgatti, and White, 1991). Perhaps a new measure, consciously developed to capture 
diversity, would be more reflective than betweenness centrality and other existing measures? 
The development of such a measure for diversity is the topic of this PhD.  
                                      
1 Betweenness centrality is a measure of communication control. It has also been repurposed to discern 
disciplinary differences (Leydesdorff, 2007). In Chapter 2 I fully introduce network analysis.  
2 Although education is only a one step removed from business in terms of FOR codes, it unsurprisingly turned 
out to be worlds apart in terms of subject matter and literature. 
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This thesis uses a logical and sequential design in order to develop a measure for diversity, 
where each chapter builds upon the preceding one. Subsections within each chapter cover the 
necessary steps to advance the overall goal of developing a measure for diversity. The thesis 
begins with a detailed definition of diversity and the nature of the systems that interest 
business researchers. Taking into account that business systems are often complex, the 
literature review then describes the measurement approaches that are suitable in complex 
environments. The findings from the literature review, along with the chapter on methodology 
that precedes it, inform Chapter 4 in which a measure is advanced. Chapter 5 then assesses 
both the construct validity and usefulness of the new measure. The final chapter (Chapter 6) 
concludes the thesis with a discussion of the implications of the new measure for the field of 
business management research.  
The primary contribution of this thesis is the development of an empirical measure for 
diversity. With such a quantitative goal, the sequential and logical structure of the thesis is 
appropriate. The structure allows for the research context and motivations to be introduced 
first, followed by the identification of key propositions from the literature. These propositions 
are then expressed mathematically in a measure, and finally the quantitative evidence for both 
the validity and usefulness of the measure is established.  
1.2 Defining Diversity 
The realisation that diversity has an important role in our environment is not new. As 
already noted, it is central to Darwin’s (1859) observations on evolution, where parental genetic 
diversity drives the development of new biological features in offspring (Kauffman, 1993; 
Lewontin, 1995). Cowper (1817) famously quipped that ‘variety’s the very spice of life’3. From 
ecologies to economies, the systems that we work within both exhibit diversity and require it 
to function (Barabasi, 2007; Connell, 1978).  
However, while the concept is not new, our ability to understand and apply our knowledge 
of diversity is still emerging. Within a business context, areas of focus include gender diversity 
(Herring, 2009), supply chain robustness (Beamon, 1999; Borgatti and Li, 2009; Surana et al., 
2005) and human resource selection for projects (Carter, Simkins, and Simpson, 2003; Hong 
and Page, 2001).  
In these areas – familiar terrain for both managers and researchers, and indeed in general 
discourse – the term diversity is often associated with differences in visible attributes (such as 
the examples just provided). While attribute-based forms of diversity such as gender, 
                                      
3 I use this quote in the context of its modern interpretation and use. William Cowper’s remarks were actually 
cynical, critical of the changes in fashion that were occurring in the midst of the enlightenment. 
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discipline, or cultural and geographic differences are much discussed, it is relatively rare for 
diversity to be considered in a multifaceted or general way which goes beyond differences in 
attributes. 
The present thesis goes beyond simple differences. Rather than focusing on variances which 
can be encapsulated in any one attribute, I examine the impact of diversity in all of its less 
obvious guises. As such, I build on a growing body of literature which contends that diversity 
in a general sense is a more complex phenomena and can be a powerful measure and predictor 
of an individual’s or firm’s ability to explore and exploit opportunities (see Hong et al., 2001; 
McPherson, Smith-Lovin, and Cook, 2001; Page, 2011, 2008).  
The current lack of investigation into non-obvious forms of diversity is driven by the 
difficulty inherent in measuring even the most obvious examples of diversity. Such issues have 
led some researchers to conclude that diversity as an overarching concept is meaningless (e.g. 
Hurlbert, 1971). To move beyond this supposition requires better approaches. It also requires 
a clear definition of what is meant by the term diversity.  
The word ‘diversity’ is used to describe different, but related, concepts in fields including 
business, chemistry, biology, ecology, economics, sociology and psychology. Whereas Eberhardt 
(1969, p. 503) worried that diversity ‘mostly suggests a considerable confusion of concepts, 
definitions, models, and measures’, there is a common theme at the heart of the various 
definitions of diversity. That theme is the concept of differences (Page, 2008). Measuring and 
describing differences is crucial to understanding diversity. How we do so depends on our 
ontological and epistemological perspectives (Guba, 1990; Guba and Lincoln, 1994).  
A positivist might define the relative diversity between a set of entities based upon 
differences in measurements across one or more attributes. Thus in Figure 1.1 below we might 
say the pair {𝐴, 𝐸} is more diverse than either the pairs {𝐴, 𝐵} or even {𝐴, 𝐶}.  
 
A B C D E 
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Figure 1.1: Obvious diversity in a single attribute 
But the scenario above is a simple example. What happens when the differences between 
the entities in a set are of varying magnitudes? This scenario requires an understanding both 
of the number of differences (how many), and of their nature (how much). Even with a simple 
set of entities, as in Figure 1.2, it can be hard to determine which pairs are more diverse 
relative to each other. To do so, we need additional information: diverse, relative to what? In 
Figure 1.2 there are two cones, items {𝐴} and {𝐶}. Therefore, the pair {𝐴, 𝐶} might be considered 
less diverse with respect to shape than {𝐴, 𝐷}. However, if we were interested in diversity with respect 
to other foci, the answer might differ. 
 
Figure 1.2: Subjective classifications of diversity 
Whilst the example above is rather basic, it reveals two necessary conditions which must 
be considered when evaluating diversity. The first is that any description or measure of 
diversity requires that at least three items or states be compared. We cannot say that {𝐴} is 
more diverse than {𝐵}. However, we can make a statement about whether {𝐴, 𝐵}  is more or 
less diverse than {𝐴, 𝐶}. Secondly, any measure of diversity must also be relative to some 
construct. We must address ‘the question of “diversity of what”’ (Malawski and Wörter, 2006, 
p. 16). We may be interested in gender diversity, geographical, or skills diversity, but we 
cannot define diversity if there is no construct used for the comparison. Attribute-based models 
of diversity, such as gender or geographic diversity, compare differences across directly 
observable features. In line with these two conditions, I define diversity within this paper as 
the relative aggregate differences between three or more related entities with respect to a given 
construct.  
The use of shapes in the figures above helps to illustrate the difficulties present in 
determining diversity even with very few dimensions or attributes. The entities and systems 
of interest to business researchers and managers are not as simple. Instead, business and social 
A B C D E 
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systems often exhibit diversity across a multitude of dimensions (Aligica, 2013). Some of the 
important factors driving the diversity within a system may not even be visible to an observer 
(and hence not easily measurable) (Ahonen et al., 2014; Prasad, Pringle, and Konrad, 2006).  
As noted earlier, my research develops a method to describe diversity accurately across 
multiple dimensions. My focus is on diversity between people within the context of an 
organization, and specifically, the differing levels of access to knowledge and resources that 
individuals possess (Pentland, 2014). For the purpose of the thesis, I use the term ‘diversity’ 
throughout rather than referring to ‘diversity in knowledge and resources’. 
This focus enables a discussion and investigation in the areas of most interest for 
organizational researchers and business managers. The drivers for diversity in this sense may 
not be immediately apparent and may indeed be an emergent property of many underlying 
differences (Page, 2008). My emphasis on access to knowledge and resources does not deny the 
importance of other conceptualisations of diversity. Indeed, these are almost always highly 
interrelated. The emergent properties of diversity are relevant at many levels of analysis. And 
while I focus on diversity within an organisation it would be equally reasonable, for instance, 
to consider diversity between firms. 
1.3 The Role of Diversity 
The description of diversity just outlined may initially feel overly abstract. However, a level 
of generality is necessary as the research presented within this paper does not simply consider 
the question of diversity in a directly visible sense (for example, diversity in ages). To help 
contextualise the discussion we can consider diversity framed in language familiar to the 
business management field. For example, consider the dual roles that diversity plays in 
supporting behaviours such as firm exploration on the one hand, while potentially constraining 
exploitation on the other. The concepts of exploration and exploitation are the pillars of 
March’s (1991) theory of organisational adaptive behaviour4. In this respect there are two roles 
for diversity: as a necessary driver for exploration and as a constraint on exploitation. First, 
let us explore the role of diversity in exploration through some anecdotal examples. I will build 
upon this further in Chapter 1.7 which extends beyond discrete examples into a full model.  
Greater levels of diversity within organisations have been linked to positive performance in 
pursuits such as research and development (Raymond and St-Pierre, 2010; Reagans and 
Zuckerman, 2001). In a study of 224 corporate R&D teams, Reagans and Zuckerman (2001) 
found that high levels of demographic heterogeneity within teams were positively linked with 
                                      
4 The introduction of organisational adaptive behaviour is simply to provide a mechanism for contextualising 
the discussion of diversity which can be otherwise abstract in nature. 
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team productivity and exploratory behaviour. Other papers (e.g. Ancona and Caldwell, 1992; 
Reagans, Zuckerman, and McEvily, 2004) have shown the positive performance benefits from 
diversity in team member function and organizational tenure. This is because the members of 
more diverse teams often ‘know a different set of individuals… often have different technical 
skills, and different perspective(s)’ (Ancona et al., 1992, p. 355). Creative destruction in the 
Schumpeterian sense (Schumpeter, 1942) can also be described as an exploratory act, requiring 
heterogeneous inputs to create superior outputs (Foss et al., 2008). Indeed, creativity in general 
seems to be enhanced by diversity (Putnam, 2007).  
The central theme for diversity’s usefulness is the variety it introduces and propagates. But 
there is also an argument that diversity can create its own challenges and issues. This is how 
diversity acts as a constraint on exploitative behaviours. Diversity can lead to distrust and 
conflict (Díaz-García, González-Moreno, and Jose Sáez-Martínez, 2013). Within workplaces, 
diversity is associated with lower group cohesion, higher turnover and lower levels of employee 
satisfaction (Cohen and Bailey, 1997; Jackson et al., 1991; Putnam, 2007). In Australia, the 
United States, Sweden, Canada, Kenya and Britain, greater ethnic diversity has been 
associated with lower social trust and levels of public funding (Alesina, Baqir, and Easterly, 
1997; Alesina and Ferrara, 2004; Miguel and Gugerty, 2005; Poterba, 1996).  
The negative effects of diversity are also found in purely experimental settings. In both 
prisoners-dilemma and ultimatum games, internally diverse pairs of players are more likely to 
‘defect’ or cheat (Gil-White, 2004; Glaeser et al., 2000; Habyarimana et al., 2007). In contrast, 
homogeneity can help to create trust, in turn improving communication and collaboration 
(Ancona et al., 1992). The production of trust itself can require boundaries which in turn can 
create a level of similarity (Zucker et al., 1995). 
Within this dissertation I propose a theoretical grounding for the above observations. While 
there are clear benefits to diversity, the benefits can be constrained or outweighed by other 
factors. Principally diversity creates overheads (through increased communication and 
collaboration costs) and that the increasing marginal costs associated with greater levels of 
diversity can exceed the marginal benefits that it provides. The literature on diversity identifies 
many specific situations where this is the case. The requirement for collaborators to ‘develop 
some familiarity about each-others’ skills, strengths, weaknesses, and idiosyncratic habits’ 
before they can make ‘the best use of the team’s diversity of talent, ideas, and perspectives’ 
creates a cost for collaboration (Foss et al., 2008, p. 84). Intuitively, the more diverse the 
grouping is, the greater the associated costs. Lower levels of diversity may therefore be 
desirable in areas of the firm which require the efficiency over experimentation (Low et al., 
2003). Examples are manufacturing processes and, to a lesser extent, service delivery functions 
(Harry and Schroeder, 2005).  
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Thus firms must engineer and maintain environments designed for differing levels of 
diversity to suit the various functions of the business and the markets in which they operate. 
This relates to the goal of finding an appropriate level of diversity for specific contexts, as 
described in the research question. Further, what might be an appropriate level of diversity 
changes over time and between contexts. Businesses therefore require a simultaneous mix of 
both higher and lower levels of diversity according to the requirements of different functions 
and teams.  
The military illustrates the context-specific need for both high and low levels of diversity 
within a single organisation. Militaries are often incorrectly viewed as being uniform and rigid. 
This is an incomplete view. The core military terms of command and control are defined by 
Pigeau and McCann (2002) as two systems designed respectively to enable creativity in 
strategy design in the first instance, and thereafter to mitigate risk by ensuring those orders 
are executed with minimal variation. Hence diversity is explicitly designed into strategic 
considerations, while it is intentionally excluded from the operational execution of strategy.  
There are many similar examples where firms consciously design for both high and low 
levels of diversity in order to pursue the dual needs of exploration and exploitation. Intuitively 
then, increasing diversity can yield either positive or negative net effects depending on the 
context (Page, 2011; Rosenbusch, Brinckmann, and Bausch, 2011). A certain level of firm 
ambidexterity is therefore required. The term was first coined by Duncan (1976) to describe 
the requirement for an organisation to focus on short term and long term opportunities 
simultaneously. Some studies view these as mutually exclusive pursuits, and advocate 
structural, spatial and/or temporal separation (Nickerson and Zenger, 2002; Siggelkow and 
Levinthal, 2003). However more recent research has identified mechanisms and structures 
which support the pursuit of these dual goals concurrently (O Reilly and Tushman, 2004; 
Raisch and Birkinshaw, 2008; Simsek, 2009). Within the firm, consideration must be given to 
the resources and functions that occupy greater or lesser levels of diversity (Wernerfelt, 1984). 
This need to focus on both high and low levels of global/local diversity to suit changing 
contexts has applications beyond the firm as well. The success of industries – much like 
ecologies – depends upon on an appropriate mix of diversity (Padgett and Powell, 2012). 
Indeed there are applications at all levels of analysis: individuals, firms, industries and 
countries all must pursue efforts to both explore and exploit (Page, 2014).  
Many of the studies referenced above consider diversity in terms of differences in a single 
physical attribute. As previously noted, this paper focuses on diversity in a broader sense. 
Within business contexts we are often more interested in a resource’s capabilities over its 
physical properties – be this skills, access to contacts or resources, knowledge, or functions. It 
seems intuitive that differences in physical properties such as a person’s age or even 
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qualifications are likely to be only loosely (or at least indirectly) correlated with such 
capabilities. Diversity in skills or knowledge more obviously play an important role in the 
exploration of new knowledge (Pentland, 2014). And, as the examples in the literature reveal 
above, I also argue that the same diversity can act as a constraint on a firm’s (or individual’s) 
ability to exploit existing knowledge.  
Diversity in skills and knowledge are among those ‘dimensions that interest economists, 
political scientists, and organizational theorists: differences in how people think about 
problems’ (Page, 2014, p. 268). Skills and knowledge diversity intuitively relate to the concepts 
of exploration and exploitation. Throughout this paper I will directly test this proposition. 
The focus on visible forms of diversity is akin to the Linnaean view of species diversity. The 
historical classification of fauna and flora based on visible differences into the three or five 
Linnaean kingdoms created a very compelling map of the world’s species and shared genetic 
heritage. It was however imperfect and inaccurate (De Queiroz and Gauthier, 1994). Over the 
last century the field of phylogenetics has leveraged the relational structures in shared DNA 
heritage to reveal the real diversity of species. This has yielded important evolutionary insights. 
Moving the discussion of diversity in business and management contexts away from merely 
obvious and visible differences in attributes may also offer novel and important insights for 
our field. 
1.4 Theoretical Foundations 
Diversity seems to offer an interesting lens for analysis, and to advance my thesis I draw 
upon existing theoretical foundations to frame and situate the research. The first pillar, already 
introduced, is March’s (1991) twin concepts of firm exploration and exploitation. For the last 
few decades, these concepts have influenced research in the field of organisational adaptation 
(Gupta et al., 2006). The terms describe the dual imperatives that firms have: to explore and 
develop new knowledge, and to exploit existing domains of knowledge (Benner and Tushman, 
2003). A firm (or an individual) must constantly shift investment of scarce resources between 
exploring new knowledge (for example, the development of a new technology) or exploiting 
existing knowledge. In the case of the former the firm is seeking to create ‘variety in experience’, 
and in the latter the quest is to create ‘reliability in experience’ (Holmqvist, 2004, p. 71). This 
adaptive process drives the ‘exploration of new possibilities and the exploitation of old 
certainties’ (March, 1991, p. 71). While diversity is a necessary condition for exploration, it 
can also create friction when the firm’s global (or local) focus is on exploitation (Ireland and 
Webb, 2009). Related to this is the broader discussion of diversity and performance measures. 
There is a clear trend in the literature (Page, 2011, see 2008, Stirling, 2007, 1998) to seek more 
C H A P T E R  1  •  I N T R O D U C T I O N  
 
23 
quantitative mechanisms for describing diversity to complement the existing qualitative 
descriptions available.  
The second pillar of my research comes from a methodological approach: network analysis. 
I believe network analysis may offer the key to providing more quantitative descriptions of 
diversity. Network analysis is theoretically appropriate given that relational associations can 
inform both homogenous and heterogeneous connections (McPherson et al., 2001). And, as 
with the concepts of exploration and exploitation, there exists an appreciation for the costs 
and benefits of diverse connections. Granovetter’s (1973) theory of strong and weak ties 
identified the importance of weak connections for gaining access to new knowledge or resources 
(as weak ties are more likely to be diverse in nature). Burt (1992) further described network 
topologies and the structural holes that – if bridged – provide the same benefit from connecting 
heterogeneous groups. The literature review provides further discussion on these points.  
1.5 Contributions 
The primary contribution of my research is the development of a new method for measuring 
diversity. As discussed, most existing measures for diversity rely on differences in one or more 
attributes. Within the literature review I further outline how such approaches are 
philosophically suited to simple or complicated systems, but are not suitable for complex 
systems. The latter require a more dynamic and reflective approach (Page, 2011). As such, I 
turn to the use of relational data to reveal diversity.  
The use of relational data to inform homogeneity and heterogeneity is already well-
established (McPherson et al., 2001; Newman, 2002). My application of this insight to inform 
intangible diversity (for example, in access to knowledge and resources) is a logical and 
incremental contribution. Importantly, my research offers a new approach and method for 
measuring diversity which can support management decision making. My measure for diversity 
is hopefully just the first and most basic attempt to quantify diversity based on the theoretical 
framework I will outline. However, even with its simplicity (a positive feature itself), the 
measure can be shown both to be valid, and to offer greater explanatory power than existing 
measures. Within this dissertation I cover both the development of the measure and its 
application in a range of settings to support this claim.  
Secondary to the method contribution, I advance a theoretical model for diversity. The 
model and surrounding discussion integrates the literature on diversity with March’s (1991) 
concepts of firm exploration and exploitation. Linking diversity and exploration/exploitation 
offers new insight in two key areas. Firstly, I identify the necessary and central role of diversity 
in experimentation and exploration. While this is intuitive, it provides a clear lever or tool to 
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implement and assess firm strategies. The second insight relates to the costs inherent in 
diversity. At present the drivers of these costs are largely opaque. This has confounded 
important questions, such as how to determine an appropriate level of diversity. Page describes 
the current problem of assessing whether a given strategy entails ‘too little diversity’ while 
recognising ‘that more diversity is [not] necessarily better’ and concludes that ‘perhaps, we 
need less diversity’ (Page, 2014, p. 277).  
With my method and model, researchers and managers have a new lens through which to 
assess firm strategies and establish more effective ones. In particular, that the marginal benefits 
and costs from diversity are more explicit enables more finely calibrated decision-making. It 
also reveals strategies to reach new optimal equilibriums through the use of technology and 
other tools to reduce costs. The general nature of this discussion means it has application 
across multiple settings, rather than being limited to specific settings as other approaches have 
been (e.g. the discussion of optimal strategies in the presence of product network effects by 
Lee, Lee, and Lee, 2003). 
1.6 Philosophical Foundation 
Before beginning to engage with the real substance of the research topic, it is important to 
define the philosophical paradigm within which this thesis operates. The philosophical 
perspective is dictated by the research question and setting. In terms of setting, an attribute 
based investigation of diversity in simple systems (similar to the examples of shapes provided 
in section 1.2) would allow for a positivist or reductionist perspective. This thesis however 
contends with data and observations from complex systems. Many systems within our world 
are complex – and this is particularly true within the domain of business as already mentioned 
(McPherson et al., 2001; Mitchell, 2011; Yolles, 2006). The interactions of elements in complex 
systems can produce unexpected and emergent behaviours. Positivist or reductionist models 
instead rely on an atomisation of observable phenomena where predictions can be made based 
on each item acting independently (Guba, 1990; Lincoln and Guba, 1987). This has been an 
effective paradigm for describing many systems (for example, a clock) that, while potentially 
complicated, can still be modelled with precision. It is the philosophical paradigm at the heart 
of much of classical economics and management theory. Economics, along with other 
disciplines such as medicine, has been profoundly influenced by Descarte’s reductionist 
philosophy (Heng, 2008). Within such a paradigm we can fix any problems in our metaphorical 
clock by isolating and repairing each individual part. In doing so we can also be confident of 
how the overall system will operate as a result of these local changes. In a complex environment 
the behaviour of a system is not so predictable. And, while the ontological model underpinning 
much of mainstream classical economics relies on a reductionist perspective, social reality does 
not behave this way (Nelson and Winter, 1982; Wilber and Harrison, 1978). This is at the 
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heart of Tony Lawson’s critique of modern economics. He notes that, in the complex systems 
in which we operate, ‘we cannot isolate the employer from the employee… the organisation 
[structure and the relationship] of the parts matters’ (Lawson, 2014, 27:00). Accordingly the 
reliance on incorrect assumptions can no longer be accepted (Aligica, 2013) and the use of 
methodologies designed for different paradigms must be avoided (Boulding, 1987).  
My approach is mindful of the complexity inherent in social reality. I adopt the view that 
diversity is an emergent property arising from differences in many attributes (Aligica, 2013; 
Page, 2011). It is therefore appropriate to adopt a critical realist or postpositivist philosophy. 
The critical realism of postpositivism proposes that there is a single ‘true’ reality but that there 
exists a multitude of interpretations (Guba et al., 1994). Critical realism is appropriate when 
considering emergent behaviours of all kinds, from market forces to quantum mechanics 
(Yolles, 2006). A critical realist perspective acknowledges that reality is only imperfectly 
experienced or witnessed by us, and so the philosophy is epistemically relativist (Shadish, 
Cook, and Campbell, 2002). While there is an objective reality, its complexity means that we 
are never able to achieve a perfectly true state of knowledge on it. Replicated findings can 
therefore only be claimed to probably be true and are always open to falsification (Shadish et 
al., 2002).  
This philosophical perspective is compatible with the definition of diversity itself as an 
emergent property of many underlying differences. We can measure it only imperfectly, and 
when we do so, our approach must take into account the circular way in which complexity 
and diversity feed on and mutually sustain each other. By defining diversity in this manner I 
also emphasise the importance of understanding causality in addition to considering 
correlations.  
1.7 Structure of Thesis 
This thesis is organised around the development and application of a new approach for 
measuring diversity. It is presented in six closely-linked chapters, each one logically linked to 
the next. 
Chapter 2 examines the literature on diversity and its multifaceted nature, which has 
historically made it difficult to define, let alone measure (Cao, Gedajlovic, and Zhang, 2009). 
Existing quantitative analyses have relied on firm-level data utilising a limited number of 
proxies to inform approximations for exploitation and exploration (e.g. see He and Wong, 
2004). There is room for improvement here. This motivates the need to develop a new approach 
for understanding diversity. The literature review also covers the parallels that can be drawn 
between diversity and the concepts of firm exploration and exploitation. In doing so, it further 
C H A P T E R  1  •  I N T R O D U C T I O N  
 
26 
establishes the importance and relevance of diversity for business and management research. 
This leads to a discussion of the current measures for diversity and how relational structures 
and network analysis may provide insight. The conclusion to Chapter 2 draws together the 
theoretical foundations of the literature review to advance a conceptual model for the 
relationship between diversity and firm outcomes. With the broad model of diversity’s impact 
in business settings outlined, I then provide deeper commentary on the major elements within 
the model, including the costs inherent in accommodating diversity.  
Chapter 3 outlines the quantitative research design that underpins my research and the 
philosophical alignment offered with the research question. I also justify my use of case study 
methodology, and discuss the potential reliability and validity of my conclusions. There are 
also ethical implications to be considered, and I cover these and the responses taken within 
the chapter.  
A measure for diversity is developed in Chapter 4. My measure seeks to overcome the 
limitations of other available measures that are also used to describe diversity in business 
settings. I suggest that to be suitable for complex systems, any measure must draw on 
information within the systems being assessed, as opposed to applying an external taxonomy. 
This chapter includes a brief discussion of the theoretical grounding for the mathematics used 
to compute the measure. I also provide commentary on the potential limitations of the 
measure.  
In Chapter 5 I apply the measure to assess its validity and reliability and its usefulness. 
The investigation is effected across four datasets. I investigate whether my measure for 
diversity correlates with other conceptualisations of differences, as it would be expected to. I 
also consider the relevance and explanatory power of my measure across a range of settings. 
Chapter 6 provides an overall discussion of the research. First, I reflect on the research 
question and the findings on how diversity can be measured. As part of this I discuss the 
evidence of construct validity for my measure for diversity. Secondly, I draw on the results 
and literature to consider how firms can create more appropriate levels of diversity. For each 
aspect of the discussion I evaluate the consistency of the results with those described in the 
literature.  
Finally, Chapter 7 offers overall research conclusions. As part of this I articulate the thesis’ 
contributions, with its primary contribution being the development of a measure for diversity 
suited to complex systems. The conclusion discusses the limitations of the dissertation and 
identifies opportunities for future research.  
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 LITERATURE REVIEW 
2.1 Introduction 
There is an extensive body of literature on diversity and the various contexts in which it 
plays an important role. This is helpful, in that it provides many sources to consider and a 
range of insights that can be derived. It also poses difficulties, as diversity is a concept that is 
not limited to business and management domains. The language and application of diversity 
is not even always consistent within specific fields of research, let alone across disciplines 
(Stirling, 1998). This chapter is structured to provide an orderly account of the current state 
of research on diversity and to reconcile the various perspectives where possible.  
The literature review follows the central themes of my thesis and is grouped into three 
primary sections. The first section outlines why diversity is an important concept. This 
includes a more extensive discussion of what constitutes diversity and its relevance to business 
applications, specifically the concepts of exploration and exploitation. The second section 
investigates how we can quantify diversity. Within this section I outline the current methods 
and approaches for measuring diversity. This includes a discussion of the types of environments 
and systems that these measures can describe, identifying the unsuitability of applying our 
current measures for diversity to complex systems. The third section introduces network 
analysis and its relevance to measuring diversity in complex systems. Given this is a business 
school PhD I generally adopt a business or management lens for these two sections, but I 
augment this with relevant literature from further afield. I conclude the chapter by identifying 
the key implications of the literature, as well as the research opportunities offered. 
2.2 Why is Diversity Important? 
Understanding how we might measure diversity (and the limitations of current measures 
when applied to complex systems) may initially seem unconnected with business research 
questions. It is not. Diversity is an important concept for both managers and business 
researchers. To illustrate its relevance to business topics I will contextualise the discussion in 
the familiar territory of firm exploration and exploitation.  
2.2.1 Diversity: A Precondition for Exploration (the antithesis of exploitation) 
Greater diversity within a firm is correlated with increased robustness, team performance, 
problem solving and creativity (Borgatti et al., 2009; Díaz-García et al., 2013; Hong et al., 
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2001; Paulus and Young, 2000). Diversity in its many forms appears to be associated with 
overall firm performance (Page, 2008). Looking deeper reveals why: diversity is a logical and 
necessary condition for greater experimentation, and hence it is a requirement for improving 
firm effectiveness (Stirling, 1998). Without new information, a stable system will not produce 
innovative outputs (Ashby, 1958). And one of the primary factors that shapes firm 
productivity and performance is the diversity of access to knowledge and resources (Cyert and 
March, 1963; Levinthal and March, 1981). Diversity then is both a key indicator of a firm’s 
propensity for explorative versus exploitative behaviour, and is a precondition for exploration.  
The study of firm exploration and exploitation has dominated the fields of organisational 
adaptation and organisational learning for the last two decades (Gupta et al., 2006). As March 
describes, the ‘essence of exploration is experimentation with new alternatives… The essence 
of exploitation is the refinement and extension of existing competencies, technologies, and 
paradigms’ (March, 1991, p. 85). Geographic, identity, cultural, gender, disciplinary, economic 
and many other specific forms of diversity contribute to the behaviours of exploration and 
exploitation (Page, 2008).  
As organisational ‘adaptation requires both exploitation and exploration to achieve 
persistent success’ (March, 1991, p. 25), there exists an obvious tension in optimal firm 
strategy. There are several proposed solutions to this tension. Within the literature some 
studies are proponents for ambidexterity, where the pursuit of both goals concurrently is 
enabled through specialised subunits (Benner et al., 2003; O Reilly et al., 2004). Other 
researchers advocate a model of punctuated equilibrium, where exploitation and exploration 
are temporally separated and an organisation evolves through a cyclical process of focusing on 
each in turn (Burgelman, 2002).  
For individuals, ambidexterity may indeed be challenging, but that does not mean it is not 
possible nor important (Raisch et al., 2009). Managers - particularly those that oversee 
multiple subunits which may span both exploratory and exploitative behaviours - must ideally 
operate ambidextrously (Jansen et al., 2008; Smith and Tushman, 2005). Management teams 
overseeing exploratory behaviours benefit from intragroup heterogeneity (Carter et al., 2003; 
Hambrick, Cho, and Chen, 1996; Miller and Del Carmen Triana, 2009). Different tensions for 
achieving ambidexterity apply at the level of the individual compared to the organizational 
level (Ambos et al., 2008).  
Our personification of organisations and their learning capabilities suggests a related 
discipline of research that may have relevance when considering individuals such as managers: 
how people learn. Education literature has much to offer on the mechanisms that enable 
individual adaptation. The dominant and most widely accepted theory is that individual 
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adaptation is driven by two self-regulating processes: assimilation and accommodation 
(Bodner, 1986; Gordon, 2009). Originally developed by Piaget (1952), the concept of 
assimilation describes the process of learning where new information is merged with existing 
knowledge structures (Reinking, Labbo, and McKenna, 2000). It is iterative and incremental 
in nature, and knowledge is refined rather than revolutionized (Von Glasersfeld, 1982). This 
accommodation of new information requires a restructuring of existing knowledge structures 
and transforms how an individual perceives the world (Reinking et al., 2000).  
There are obvious parallels with March’s discussion of firm exploitation and exploration. I 
suggest that assimilation can be cast as the end result of exploitative behaviour, where already 
conquered domains of knowledge are further mined. Accommodation then is the result of 
successful exploration. The parallels between organisational adaptation and individual learning 
and adaptation are also drawn by Nooteboom (2000). Accordingly, even individual level dual 
capabilities in exploratory and exploitative functions seem possible.  
As this thesis investigates data at the individual level of analysis I will leave further 
discussion on how firms resolve their conflicting requirements for exploration and exploitation 
to section 9.1 in the Appendices. 
Distinguishing Exploratory and Exploitative Behaviours 
The aforementioned definitions of accommodation and assimilation require a distinction 
between what is ‘new’ and what is ‘incremental’. The differences are not always clearly 
delineated. Linked to this is the need for a better framework for distinguishing exploratory 
from exploitative behaviours. At what point on this continuum does the exploration of new 
knowledge begin and the exploitation of existing knowledge end? As previously acknowledged, 
in both cases new knowledge is being developed. In the case of knowledge exploitation, the 
learning gained is more likely to be incremental, as existing concepts are refined (Gupta et al., 
2006). In contrast, an exploratory focus seeks to try new alternatives and experiment more 
widely (Levinthal and March, 1993).  
Greve provides the following definitions, noting that organisational ‘exploration is search 
for new knowledge, use of unfamiliar technologies, and creation of products with unknown 
demand… Exploitation is use and refinement of existing knowledge, technologies, and 
products, and has more certain and proximate benefits’ (Greve, 2007, p. 945). At face value 
the delineation seems simple, but looking more deeply reveals a subtle distinction. The 
concepts operate on a continuum, and hence it is not possible (except at the extremes) to 
suggest that a behaviour is exploratory or exploitative in an absolute sense (Lavie, Stettner, 
and Tushman, 2010). Instead it is only possible to argue in a relative sense that one behaviour 
is more exploratory or exploitative in nature than another (Lavie et al., 2010). The optimal 
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strategic intent thus depends on the environmental context (Sidhu, Commandeur, and 
Volberda, 2007).  
A Model for the Influence of Diversity on Outcomes 
In relating the above discussion on firm exploration and exploitation to diversity, we can 
note that higher or lower levels of diversity are respectively antecedents to firm exploration or 
exploitation. At least at the individual level, exploratory or exploitative behaviours are more 
likely to respectively result in the accommodation or assimilation of knowledge. This process 
is graphically represented in Figure 2.1 below. The relationship between these concepts is not 
direct. The antecedent merely acts as a necessary but insufficient condition for the one that 
follows; having a high level of diversity does not necessarily lead to higher levels of exploration. 
So too the process of exploration does not guarantee the production of new knowledge (and 
hence accommodation).  
 
Figure 2.1: Feedback loop: from diversity to exploration to accommodation  
The general theme of the process in Figure 2.1 appears to be at the heart of many other 
theories (Malawski et al., 2006). Schumpeter’s framework of economic development depends 
upon ‘variety’ and in turn creates more diversity (Saviotti, 1996). The competing routines of 
Nelson and Winter’s (1982) evolutionary economics are adopted from biology, where diversity 
is key to evolution and ecological development (Darwin, 1859). Diversity is the key benefit of 
the contrarian business philosophy espoused by industry leaders including Thiel and Masters 
(2014) alongside Buffet (Grant, 2010). And Sviolka and Cohen (2014) describe a personality 
dichotomy present in many startup success stories, where ‘producer’ (explorer) and ‘performer’ 
(exploiter) pairings were more likely to succeed. Success, in any environment, seems to depend 
on the ability to effectively pursue and quickly learn from both exploratory and exploitative 
strategies.  
2.2.2 Appropriate Diversity Depends on the Environment 
Many of the environments in the examples given so far share a commonality: they are 
dynamic and volatile environments. The volatility of an environment is an important factor in 
identifying whether higher or lower levels of diversity are most appropriate. This is exemplified 
𝐻𝑖𝑔ℎ 𝑜𝑟 𝐿𝑜𝑤 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 
𝐿𝑒𝑎𝑑𝑠 𝑡𝑜 → 𝐸𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑟 𝐸𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑜𝑛  
𝐿𝑒𝑎𝑑𝑠 𝑡𝑜 → 𝐴𝑐𝑐𝑜𝑚𝑚𝑜𝑑𝑎𝑡𝑖𝑜𝑛 𝑜𝑟 𝐴𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑡𝑖𝑜𝑛     
𝐿𝑒𝑎𝑑𝑠 𝑡𝑜 → 𝐻𝑖𝑔ℎ 𝑜𝑟 𝐿𝑜𝑤 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦    
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by how ecologies operate. The level of species diversity within an ecology is related to the 
stability of the environment (Hobbs and Huenneke, 1996; Sousa, 1984). Diversity is reduced 
in stable ecologies and they are characterised by a longer term equilibrium (Diamond, 1975). 
Conversely, unstable ecological environments, such as coral reefs, which experience regular 
external shocks (for example, severe or variable weather events) are typically home to a more 
diverse set of species (Connell, 1978). Increased diversity is the optimal biological strategy in 
the presence of change or instability. However, taken to the extreme, environments with very 
high levels of flux become entirely inhospitable (Hobbs et al., 1996).  
Firms and the wider economy respond to diversity in a similar manner. Because it is too 
costly relative to its benefit, increased diversity becomes less desirable in industries that are 
at a stable equilibrium. Monopolists in stable industries may focus on profit maximisation 
rather than exploration (Fischer and Laxminarayan, 2005). Industries undergoing change 
encourage greater exploration and experimentation (Lee et al., 2003). At the extreme, 
industries which are heavily influenced by external shocks, such as volatile government policies 
towards renewable energy investment, will dissuade new entrants and reduce the exploration 
of new products by incumbents. The lesson seems to be that in environments of (moderate) 
change, diversity is an essential feature for survival and success.  
2.2.3 Constraints and Friction from Diversity 
Even in environments of change, the opportunities afforded by diversity are not purely 
positive. Not all new ideas will be good ideas, and diversity comes with an inherent cost. 
Because diverse connections are by definition different, we must first bridge that difference in 
some manner. This creates collaboration costs (Page, 2011). Differences in terminology (e.g. 
between industries or academic disciplines), language (between countries or cultures) and 
geographic distances all create costs for environments of diversity (Putnam, 2007). The 
increasing cost (alongside reduced marginal benefit) of exploratory behaviour is why more 
diversity is not always beneficial (Landry and Amara, 1998; McFadyen and Cannella, 2004). 
As March describes: 
Adaptive systems that engage in exploration to the exclusion of exploitation are likely to find 
that they suffer the costs of experimentation without gaining many of the benefits. They 
exhibit too many undeveloped new ideas and too little distinctive competence. (March, 1991, 
p. 71) 
The longer term nature of exploration can also lead to an underinvestment in exploratory 
activity (Levinthal et al., 1993). Contributing to this could be the difficulty and disruption 
caused by truly exploratory work. Marx evocatively describes the process of innovation and 
exploration as: ‘the violent destruction of capital not by relations external to it, but rather as 
a condition of its self-preservation’ (Marx, 1993, p. 750).  
C H A P T E R  2  •  L I T E R A T U R E  R E V I E W  
 
32 
The costs imposed by diversity and exploration are not simply felt as Schumpeter’s gale 
upends the status quo. The entire process of exploration imposes costs upon a business 
￼(Stirling, 1998)￼. Given the issues associated with both under- and over-investment in 
exploratory behaviour, it is evidently important to gain a better understanding of the 
associated costs and benefits. This observation prompts the question as to the exact nature of 
the ‘costs’.  
Generally, costs related to diversity can be categorised into three groups: integration costs, 
acquisition costs and opportunity costs. Integration costs arise when a firm has an existing set 
of human or capital resources and seeks to increase diversity simply by mixing up connections. 
Acquisition costs relate to increasing diversity through the addition of new elements to a 
system. And opportunity costs are defined as the costs of exploring over exploiting.  
The three factors described above, integration, acquisition and opportunity costs, contribute 
to the increasing marginal costs involved with greater levels of diversity and exploration. There 
are also decreasing marginal benefits associated with upturns in diversity and exploratory 
behaviour (Mors, 2010). Intuitively, a team of two people will benefit greatly from the addition 
of a third collaborator, whereas the 101st collaborator joining the team may not provide 
relatively as much unique insight. This is particularly true for tasks which require the 
contribution of all participants, termed conjunctive tasks by Steiner (1966). Laughlin (2011) 
provides the example of a team in a rowing race to illustrate a conjunctive task. The whole 
group fails if even one member “pulls a crab”.  
Conjunctive tasks are contrasted with disjunctive tasks, where the group succeeds if a single 
member succeeds (Steiner, 1966). For example, the global response to H1N1 influenza (swine 
flu) theoretically required only one laboratory, out of the many tasked with this mission, to 
find a vaccine (Girard et al., 2010). Exploratory functions and high levels of diversity therefore 
work best when faced with disjunctive tasks (Page, 2008).  
Even disjunctive tasks will experience diminishing marginal benefit from additional 
investment in integration and acquisition (Landry et al., 1998; Lee and Bozeman, 2005). With 
diminishing marginal benefits and increasing costs associated with diversity, there should be a 
stable equilibrium for appropriate diversity.  
Given this, why is there a growing tendency towards more diversity (Lee et al., 2005; 
Newman, 2001)? Instead we would expect a steady state equilibrium. Improvements in 
technology may be the reason. Technology reduces some of the costs associated with diversity, 
enabling a relatively greater amount of diversity at the optimal state. The implications are 
illustrated in Figure 2.2 below. 
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Figure 2.2: Marginal benefit and cost of diversity over time  
The historical cost of diversity (in many specific forms) has already been reduced by 
technology. Consider for example the cost of geographic diversity today compared with a 
century ago, before the advent of the internet, air travel or even the telephone. As a more 
recent example, consider Microsoft’s beta for Skype which provides real time language 
translation (Dahl et al., 2012). Google Translate also makes consuming information in another 
language more feasible. Suddenly differences have lower costs, and we can benefit from greater 
diversity. In this sense, over time technology will continue to enable environments of greater 
appropriate diversity.  
I refer to ‘technology’ here in the same manner as John Hicks (Hicks, 1963) and Roy Harrod, 
that is embracing anything that increases the return on capital or labour. Technology therefore 
includes processes, routines and other initiatives that improve the efficiency or effectiveness of 
capital and labour. Burt (2014) provides the examples of communication, trust and reputation 
as key investments that can help maximise value from diversity. New systems and processes 
that enable greater levels of trust is therefore an example of technological progress which can 
support greater returns from diversity. As Zucker et al., (1995, p. 5) notes, producing trust is 
‘costly, requiring human time, attention, and resources, and thus there must be some demand 
for trust before it will be produced.' 
2.3 Current Measures for Diversity 
With the marginal benefits and costs circumscribed, identifying an ‘appropriate level’ of 
diversity appears to be a simple optimisation problem. The challenge is how to measure the 
level of diversity. The term ‘diversity’ is somewhat tautological in the sense that the word 
itself describes a property it possesses. There are multiple measures for diversity that describe 
a specific form of the condition (e.g. diversity in products, genders, demographics, etc.). There 
are also other general measures for diversity whichc an be applied to many different forms of 
Diversity 
U
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𝑀𝐵𝑡=1 
𝑀𝐶𝑡=1 
Optimal diversity (𝑡 = 2) 
𝑀𝐵𝑡=2 
𝑀𝐶𝑡=2 
t=1 t=2 
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diversity (e.g. variance and entropy) (Junge, 1994). To add to the mix, diversity can apply 
across multiple levels of analysis. As already noted, it is relevant between individuals, firms, 
markets and even countries (Stirling, 1998). There is therefore no shortage of diversity when 
it comes to measures for diversity. And yet, despite the variety of approaches and measures 
available, it seems there are some common rules, limitations and constraints which apply to 
all measures of diversity.  
This subsection of the literature review introduces measures for diversity which are currently 
in use, and describes the environments where they work well and other environments where 
they might not be as appropriate. 
2.3.1 The Difficulty of Measuring Diversity in Complex Systems 
Both Stirling (2007, 1998) and Page (2011, 2008) provide a comprehensive coverage and 
syntheses of diversity measures. They separately arrive at a classification for diversity 
consisting of three forms. Stirling suggests that measures for diversity can be classified as 
describing either: variety, balance or disparity. Variety refers to the number of different entities 
present within a system. In this sense {𝐴, 𝐴, 𝐴} is less diverse than {𝐴, 𝐴, 𝐵}. Balance considers the 
heterogeneity of proportions, where {𝐴, 𝐴, 𝐵, 𝐵, 𝐶, 𝐶} is less diverse than {𝐴, 𝐴, 𝐴, 𝐵, 𝐵, 𝐶}. Disparity 
captures the amount of difference amongst entities. For example, {𝐴, 𝐵, 𝐶} is less diverse than 
{𝐴, 𝐵,∎}. Table 2.1 illustrates Stirling’s (1998)view of the way in which each element 
contributes to an overall understanding of diversity. 
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Table 2.1: Forms of Diversity (adapted from Stirling, 1998) 
 Variety Balance Disparity 
 Less  
Diverse 
More  
Diverse 
Less  
Diverse 
More  
Diverse 
Less  
Diverse 
More  
Diverse 
 
 
 
 
∎∎∎∎∎ 
∎∎∎∎∎ 
∎∎∎∎∎ 
∎∎∎∎∎ 
∎∎∎∎∎ 
∎∎∎∎∎ 
 
∎∎∎∎∎ 
∎∎∎∎∎ 
∎∎∎∎∎ 
 
∎∎∎∎∎ 
∎∎∎∎∎ 
 
 
∎∎∎∎∎ 
∎∎∎∎∎ 
 
 
∎∎∎∎∎ 
∎∎∎∎∎ 
 
⨂⨂⨂⨂⨂ 
⨂⨂⨂⨂⨂ 
∎∎∎∎∎ 
∎∎∎∎∎ 
△△△△△ 
△△△△△ 
Variety 
(number of 
categories) 
1 2 3 3 3 3 
Balance 
(proportions 
within categories) 
∎ 100% 
0% 
0% 
∎ 50% 
50% 
0% 
∎ 33% 
33% 
33% 
∎ 33% 
50% 
17% 
∎ 33% 
33% 
33% 
∎ 33% 
⨂ 33% 
△  33% 
Disparity 
(differentness of 
categories) 
Small Small Small Small Small Large 
 
For Page, the important distinction is the level of analysis with his classifications of: 
diversity within a type, diversity between types and diversity of community composition. The 
general measures of diversity at different levels of analysis are variance, entropy and disjoint 
populations.  
Both Stirling’s and Page’s categorisations contribute to a better understanding of the 
various measures of diversity. Table 2.2 summarises the measures discussed, and illustrates 
how Page’s classification reconciles with Stirling’s.  
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Table 2.2: A Collection of Existing Diversity Measures 
Level Category Measure Name Example(s)/Discipline(s) Constraint(s) Literature 
Within a 
type 
General Variance Across all 
Requires an ability to define types 
(1) and measure attributes (3). 
(Hill, Griffiths, and Lim, 2012) 
 General Coefficient of variation Across all As above. (Hill et al., 2012) 
      
Across types General 
Shannon’s entropy or Variety 
(2007, 1998) 
Across all. Ecology, 
economics, information 
systems.  
Measure does not account for the 
extent of difference between types 
(2) 
(Shannon and Weaver, 1948) 
 Contextual Herfindahl index Economics As above (Herfindahl, 1950) 
 Contextual Jacquemin-Berry entropy Product Diversity As above (Jacquemin and Berry, 1979) 
 Contextual Simpson’s index Ecology As above (Simpson, 1949) 
 General 
Distance function (Page, 2011) 
or Balance (2007, 1998) 
Across all. 
Measure does not consider 
quantities within types, only the 
quantity of types.  
(Page, 2011; Solow, 
Polasky, and Broadus, 
1993; 2007, 1998; 
Weitzman, 1992) 
 Contextual Berger-Parker  Ecology As above (Berger and Parker, 1970) 
 Contextual Shannon Evenness  Ecology As above (Pielou, 1969) 
 Contextual McIntosh Evenness  Ecology As above (Pielou, 1969) 
 General 
Attribute diversity (Page, 
2011) or Disparity (2007, 1998) 
Across all. 
Measure does not consider 
composition. E.g. 
𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 {𝐴𝐴𝐵𝐵} ≡ {𝐵𝐴𝐵𝐴} 
(Page, 2011; Stirling, 1998) 
      
Community 
composition 
General 
Disjoint populations: Beta 
diversity, Gamma diversity 
Across all.  
Overly simplistic. Does not 
consider the level of difference 
between types.  
(Whittaker, 1972) 
  
Junge’s triple concept of 
diversity 
Psychology 
Overly complicated formula lacks 
robustness (Stirling, 1998) 
(Junge, 1978) 
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With so many measures for diversity – both specific and general – in existence, one 
wonders why there is a need for alternatives? The reason is that current measures were 
not designed for environments of complexity, such as those in which business and 
management research takes place. Indeed, this is true for many of the social sciences. As 
economists, management researchers and business academics, we are increasingly faced 
with systems and populations that are highly complex (Barabasi, 2007; Simon, 1977).  
The majority of diversity measures summarised in Table 2.2 rely on observable 
distinctions, where diversity is ‘any attribute that another person may use to detect 
individual differences’ (Williams and O’Reilly, 1998, p. 81). There are two reasons why 
relying on visual divisions will not yield a satisfactory conceptualisation of diversity. 
Firstly, diversity cannot be defined in such a reductionist manner because the 
permutations and organisation of differences can have important implications (Lewontin, 
1995; Page, 2011). The effects of many local variations are not merely additive. Secondly, 
diversity may be present regardless of whether or not it is consciously perceived.  
Defining diversity based on only detectable differences is ontologically too relativist. 
Consider the concepts of creativity - or even exploration and exploitation. These are 
concepts which cannot be readily mapped to specific visible differences (Lavie et al., 
2010). Such ‘invisible forms’ of diversity can be considered emergent properties 
themselves, shaped and influenced by multiple underlying differences (McPherson et al., 
2001). The ability to capture the influence of underlying differences is particularly useful 
for describing complex systems. The interactions between many factors are often the 
driving forces behind emergent behaviours in complex systems (Malawski et al., 2006). 
Diversity and Complex Systems 
Not only does complexity beget diversity, diversity within a system can also lead to 
complexity (Page, 2014, 2011). While complex systems are not the focus of this 
dissertation, it is important to introduce the concept given that environments of diversity 
are also likely to be complex environments (and vice versa) (Barabasi, 2007).  
It is useful to first distinguish the difference between complex systems and the 
complexity that they can give rise to. As with diversity, there is debate and a variety of 
opinions about what constitutes complexity and how it can be measured (Cilliers, 1998; 
Mitchell, 2011). Complex systems were first described by Shannon and Weaver (1948; 
1971) and Simon (1962, 1977). A complex system is one ‘in which large networks of 
components with no central control and simple rules of operation give rise to complex 
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collective behavior’ (Mitchell, 2011, p. 13). Complex systems differ from simple or even 
complicated systems in that interactions between agents within a complex system 
produce emergent and unpredictable outcomes (Monge and Contractor, 2003). 
Complicated systems, such as a clock, are instead predictable – even if their structures 
are complicated.  
According to Wolfram, complex systems can produce four classes of outcomes: simple 
patterns, equilibria, randomness, and complexity (Wolfram, 2002). Complexity arises in 
between the order of simple patterns (e.g. the sequence 10101010) and pure randomness 
(Page, 2014). Complexity is also not a feature of a specific site or part of a system, but 
is manifested at the level of the system itself (Cilliers, 1998). Areas that are of interest 
to social science researchers are often complex systems (Weaver, 1948). Indeed, the world 
itself is becoming increasingly complex (Goldin and Mariathasan, 2014). 
Complex systems consist of varied, networked components with adaptive and 
interdependent behaviours (Mitchell, 2011). Indeed, complex systems are necessarily 
somewhat diverse in that they require ‘varied’ components (Simon, 1977). The reverse is 
also true: increasing complexity can lead to increased diversity (Page, 2011). 
Accordingly, diversity is both a facilitator and a necessary condition for the development 
of complex systems.  
Briefly stated, conventional measures of diversity fail in environments of complexity. 
And as with diversity, the examples of complex systems abound across myriad 
disciplines. Economic markets, the internet, insect colonies and the human immune 
system are all examples of systems where even relatively simple individual components 
give rise to very complex behaviour (Barabasi, 2007).  
Volatile environments where there is no stable equilibrium give rise to greater levels 
of diversity (McCann, 2000). Conversely, once a dominant form emerges, a decrease in 
diversity follows (Connell, 1978). This insight was originally deduced from research on 
reefs and rainforests. The relatively high number of external shocks that impact on these 
environments are thought to give rise to the high levels of internal diversity (Connell, 
1978; McCann, 2000).  
The tendency for greater diversity to be present in environments of change is also 
evident in business contexts. In competitive or highly volatile environments, innovation 
is key to capturing market share and even surviving (Gupta et al., 2006). Once a firm 
has achieved a dominant position it tends to optimise at the expense of internal diversity 
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(Dougherty and Heller, 1994). This makes sense: large firms derive much of their 
competitive advantage from high levels of efficiency.  
In some ways large firms may actually be designed to be bad at innovation (Wessel, 
2012). Unfortunately for such firms, the short-run optimal strategy (efficiency) is not in 
the best interests of long-term success of the firm (Levinthal et al., 1993; March, 1991). 
The external environment is not static. More diverse behaviours within a firm are 
required to drive firm innovation (Dougherty, 1992). Diversity thus appears to act as 
insurance against changes in the environment. In a world where our systems are 
increasingly prone to external shocks, it appears that a more conscious understanding of 
diversity within complex systems is needed for the future (Makridakis and Taleb, 2009; 
Taleb, 2010). 
In this respect too, many existing measures of diversity may be unsuitable in complex 
systems. There are three reasons for this. Firstly, it is often difficult or inappropriate to 
us a reductionist epistemology to define ‘types’ (Heng, 2008; Lambe, 2014). There are no 
black and white definitions of what is ‘different’. Secondly, it is difficult to compare 
diversity across different contexts. And thirdly, even ignoring the above limitations, it 
is hard to know what attributes to include in models. In the next section I outline these 
three points in detail. 
The greatest challenge today, not just in cell biology and ecology but in all of science, 
is the accurate and complete description of complex systems. Scientists have broken 
down many kinds of systems. They think they know most of the elements and forces. 
The next task is to reassemble them, at least in mathematical models that capture the 
key properties of the entire ensembles. (Wilson, 1999, p. 85) 
Delineating Types 
The diversity measures covered in Table 2.1 and Table 2.2 require an ability to classify 
elements into types in order for the measure of diversity to be advanced. For example, 
the set containing two elements of the same type, A = {𝑋, 𝑋}, can be described as ‘less 
diverse’ than the set containing multiple types, 𝐵 = {𝑋, 𝑌} (Stirling, 1998). However, 
many categorisation schemes are externally based and are not accurate measures of 
diversity. For example: if we were to consider the diversity of firms based on industry, 
how would we define the industry types? Industry codes (such as ANSCO, SIC and the 
like) face questions around their construct validity (Sambharya, 2000). This same 
problem exists for other categorisations (Dewey Decimal, Field of Research Codes, etc.). 
If our a priori definitions of types are not valid reflections of the overarching construct, 
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then we must either develop new and better type definitions or utilise an alternative 
method for measuring diversity.  
However, we do not find ourselves in a world lacking the ability to categorise or sort. 
How then do these classification and taxonomy schemes operate? In most cases our 
taxonomies survive because the systems they map are relatively simple and relatively 
slow to change. But society is not limited to simple systems. Indeed even once simple 
systems are becoming more complex (Taleb, 2010). Let us consider an example that was 
just referenced: the Dewey Decimal system. Dewey Decimal was introduced in 1876 by 
Melvil Dewey to classify the relative location of documents in a library (Dewey, 1922, 
1876). The bodies of knowledge which are contained and archived within libraries are a 
good example of growing complexity over time. Because of this growing complexity, the 
Dewey Decimal system has had to be expanded and revised through 23 major editions 
in an attempt to keep the scheme current and maintain its representativeness (OCLC, 
2013). Despite this it remains reactive and suboptimal in its ability to catalogue 
groupings (Vizine-Goetz, 2001). In response to this growing complexity new approaches 
are needed.  
This problem helps explain a key factor in the rise of the Google search engine which 
uses the content and structure of a body of knowledge to create and refresh its own 
index. Other early web portals relied instead on human indexing to categorise content, 
but this could not keep pace with the increasing breadth and complexity of the internet 
(Kobayashi and Takeda, 2000). Manual or externally defined approaches may be suitable 
for systems of low complexity with a finite and static number of elements, such as when 
Dewey Decimal was first introduced, but they do not scale in environments of increasing 
complexity (Bowker and Star, 1999).  
Biologists also use evolving classifications. These classify nature rather than manmade 
works. The Linnaean taxonomy of kingdoms, classes and species dominated biological 
categorisations until Darwin’s On the Origin of Species (1859) introduced the importance 
of ancestry. This gave rise to an evolutionary-based classification scheme (phylogenetics) 
which benefited from associating the biological diversity categorisation with an 
underlying natural relationship. Thus as new species were identified, and common 
ancestors found, the measure of diversity at least naturally scaled and reformed to fit. 5 
                                      
5 While phylogenetics is based on evolution, our ability to understand and map back common ancestors 
is not perfect. This may or may not explain the unintuitive lack of a ‘reptile’ class separate to ‘birds’. 
Cladistics refers to the set of methods for determining phylogenetic structures (for more see Adrain, 
Edgecombe, and Lieberman, 2001; Fisher et al., 1999; Wiley and Lieberman, 2011). 
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Classification schemes which scale successfully despite growing complexity have a 
common feature. Rather than categories being externally derived and applied (as is the 
case in the Dewey Decimal and Linnaean examples), their component categories are 
defined by the actual structures of the populations they describe. In this way the 
taxonomies maintain the validity which is essential for their ongoing development. 
‘The alchemists never got very far because they had a false taxonomy - earth, air, fire, 
and water are not elements, but are heterogeneous aggregates of matter and energy’ 
(Boulding, 1987, p. 113) 
Comparing Types 
Even with well-defined types, existing measures of diversity are often unable to make 
comparisons across different forms. The relative diversity of 𝐴 = {𝑋𝐿, 𝑋𝐿, 𝑋𝑆} compared 
with 𝐵 = {𝑌𝑆, 𝑌𝑆, 𝑋𝑆} is subjective without further information. Consider two example sets 𝐴 
and 𝐵, each of three firms, where we are interested in firm diversity. These firms may operate 
across different industries and employ different numbers of staff:  
𝐴 = {Retail 5000 staff, Retail 5000 staff, Retail 10 staff} 
𝐵 = {Finance 10 staff, Finance 10 staff, Retail 10 staff} 
From this information alone we cannot identify which set (𝐴 𝑜𝑟 𝐵) contains a more 
diverse group of firms. To construct an overall measure, we would have to apply a 
weighting to each form of diversity (Page, 2011). Since weightings are necessarily context 
sensitive, it becomes difficult to assess diversity without being able to weight its different 
forms accurately. This limitation may be overcome if weightings could be made intrinsic 
to specific information sets. 
Selecting Types 
In the example above we considered two types: ‘industry’ and ‘number of staff’. The 
selection of types is itself an important consideration and depends on the context. For 
example, diversity in a biological setting may be measured by identifiable features in 
fauna, for example a given number of limbs, the presence or absence of an exoskeleton, 
or if they give birth to live young. It is very difficult a priori to know what parameters 
should be included to form the most accurate view of diversity, particularly when faced 
with a large number of possible attributes. Similar to weighting attributes, there is a 
level of subjectivity inherent in the choice of parameters to measure in the first place. 
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The best measures of diversity should capture all possibly relevant parameters in some 
form, weighted by their true impact on diversity. 
A related challenge is selecting what to measure within types. This erodes the 
usefulness of the first collection of approaches. Variance is only useful if we can identify 
the measure being considered. And in complex systems we find ourselves with an infinite 
number of parameters available. Consider variation within a single unit, for example 
employees at a firm. The variables we might be interested in could include their wages, 
sales figures, customer satisfaction results, or their roles. Even within a single unit there 
is the potential for a practically unlimited number and combination of variables. The 
selection of parameters to include in a model then becomes subjective (Armstrong, 1967).  
This is not a new problem and so it is worth considering how social scientists currently 
identify which variables to include in any model. For the most part, this is an expression 
of confidence through statistical significance. The process generally proceeds as follows: 
for a given topic, find as many variables as possible and then follow your system of 
choice (e.g. factor analysis, SEM latent variables) to determine which variables survive 
the tests for significance (Hair et al., 2006; Shah and Goldstein, 2006). Any other factors 
that influence the dependent variable but were not included in the pool of candidate 
parameters are lost. Clustering in factor analysis, might reveal trends caused by an 
underlying and unspecified joint variable, but approaches here can yield farcical 
outcomes just as often6. Even basing variable selection on theoretical relevance contains 
implicit assumptions about which theories to follow. Utilising regression analysis on 
attribute level differences requires an answer to the concerns above and is therefore an 
imperfect mechanism (Cohen, 1994; Taleb, Goldstein, and Spitznagel, 2009).  
2.3.2 Summary of Current Measures 
There are numerous existing measures for diversity. They span both subject-specific 
and generalised approaches. As identified above, the dominant approaches for measuring 
diversity face limitations in complex environments. This difficulty is non-trivial, as 
complex systems are both prevalent in business research, and because the limitation is 
significant. Without capturing the salient variables in a given relationship our analyses 
have the potential to be spurious and misleading (Clarke, 2005; Starbuck, 2006) When 
there are large numbers of variables to consider, which is true of complex systems, 
subjective expertise is required even to first identify which variables to sift through the 
statistical significance filter ￼(Cohen, 1994)Starbuck suggests including ‘age, education, 
                                      
6 The Tom Swift story (Armstrong, 1967) demonstrates an example where factor analysis ‘reveals’ 
incorrect groupings which confuse more than explain. 
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intelligence, sex and social class’ as these ‘pervasive characteristics’ drive many other 
variables ￼(Starbuck, 2006, p. 109)in new contexts and scenarios, how do we identify 
the key variables and decide which ones to measure? Alternative approaches such as 
relational structures may offer solutions.   
2.4 Relationships, Networks and Diversity 
2.4.1 Diversity and Associations 
The literature reviewed to this point has identified that diversity is an integral aspect 
of virtually all non-static systems (Simon, 1962) and that many systems in society and 
nature are complex (Makridakis et al., 2009; Page, 2011). A relationship exists between 
diversity and the twin concepts of exploration (which requires greater diversity) and 
exploitation (which benefits from reduced diversity). The limitations to our ability to 
understand and measure diversity in environments of complexity have also been noted. 
To seek a solution to this current constraint we may wish to consider how relational 
structures such as networks might be usefully employed. 
At first it may appear to be quite a conceptual leap from diversity to networks, so I 
will step through the relevance. Central to the concept of diversity is the idea of 
difference (Page, 2008). The level of similarity or sameness can also be described as the 
homogeneity of entities. Homogeneous agents in a system are those with the same (or 
similar) attributes. Heterogeneity is used to describe the opposite behaviour. 
Heterogeneous entities differ in their attributes.  
The insight on diversity is related to the non-random nature of links between entities. 
There are interesting propensities to how relationships form between agents that stem 
from how similar agents are. The phrase ‘birds of a feather flock together’ describes 
situations of homophily (also termed assortative mixing) where agents in a system tend 
to associate with others that have similar characteristics (Lazarsfeld and Merton, 1954; 
McPherson et al., 2001; Newman, 2003). Conversely, disassortative mixing (heterophily) 
describes a situation where agents in a system tend to associate with others unlike 
themselves (Newman, 2011; Rogers, 1995). In general, sexual pairings are often an 
example of disassortative gender mixing. Cases of assortative mixing also abound, and 
McPherson et al. (2001, p. 415) identifies homophily in ‘network ties of every type,’ 
including ‘friendship, work, advice, support, information transfer, exchange, co-
membership, and other types of relationships’. The identification of these tendencies is 
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not a recent development. Aristotle observed that people ‘love those who are like 
themselves’ (Aristotle, 1926, p. 1371). Plato also noted that ‘similarity begets friendship’ 
(Plato, 1968, p. 837). And both also identified that opposites, too, can attract. There 
are many types of similarity that motivate these links: geographic proximity has 
historically been a primary factor in associations (Zipf, 2012), so too have sociological 
constructs such as status and values (Lazarsfeld et al., 1954).  
By understanding whether relationships are motivated by homophily or heterophily 
we can then see how the network structures derived from these connections can be used 
to infer diversity. There are many examples within the literature where network 
structures reveal underlying diversity within a system. In academia, network clusters 
have been linked to disciplinary clusters (Blau, 1994). Network topology is a determining 
factor in the spread of epidemics and ideas (Ganesh, Massoulie, and Towsley, 2005). 
Within social networks they can correspond to circles of friends (Eagle, Macy, and Claxton, 
2010; Palla et al., 2005; Palla, Barabási, and Vicsek, 2007). And both intra and inter-firm 
networks influence innovation and performance (van de Vrande et al., 2009; Watson, 
2007; Wynarczyk and Watson, 2005; Zeng, Xie, and Tam, 2010). Using the relational 
data of a complex system can avoid the reliance on a priori assumptions on the number 
of clusters or types that exist within a system and  (Moser, Ge, and Ester, 2007).  
Before further exploration of how these relational graphs reveal diversity in complex 
systems, let us first consider an introduction to networks. Indeed Albert Barabasi goes 
as far as to suggest that ‘a thorough understanding of complex systems requires an 
understanding of network dynamics as well as network topology and architecture’ 
(Barabasi, 2007, p. 33)   
An Introduction to Networks 
A network, or graph, is an interconnected system of entities. It is comprised of a series 
of nodes (also termed agents, actors, vertices or points) connected by edges (or links). 
These edges can be directed (e.g., website A links to B) or undirected (e.g., both A and 
B are friends). Collectively these connections form a network. Some of the case studies 
in this dissertation include an analysis of corporate collaboration revealed through a 
firm’s email networks. The nodes within this system are individuals (represented by their 
email addresses). The edges represent instances where these individuals are parties to 
the same email correspondence. This network is directed as emails are sent from an 
individual and directed to one or more recipients. It is important to note however that 
this dissertation addresses a much broader set of networks and is not limited to email or 
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even social networks. This avoids a narrow application of social network analysis and 
enables consideration of multiplex relational data sources – a trend which is beginning 
to occur across the literature (e.g. see Bergenholtz and Waldstrøm, 2011).  
 
Figure 2.3 Example Collaboration Network  
Nodes in this case are individuals linked by email exchanges.  
Undirected network shown for visual and example simplicity.  
The number of edges connecting to a specific node in this example constitute the 
number of other individuals that have communicated with that node in a given period. 
This is termed the degree of a node. Through these edges a series of nodes can be 
connected together in an overall network structure. This structure can span many 
clusters of connections with some nodes only indirectly connected to each other. For 
example, in Figure 2.3 this can be seen with Jane acting as the bridge, joining Chris’s 
social circle with Sarah’s connections.  
Reflecting back on diversity, we might identify that email networks - such as the 
example above - are motivated by assortative mixing. We can then begin to consider 
how information about diversity is communicated by relational ties. It seems plausible 
to consider that, with an understanding of whether a connection is shaped by assortative 
or disassortative forces, a researcher can approximate levels of diversity just by 
understanding the relational structures present7. Granovetter (1973) and Burt’s (1992) 
discussion of weak ties and structural holes provide specific examples of how information 
on network structures can be linked to information on diversity.  
Granovetter (1973) describes how strong and weak ties in social networks are often 
connections between similar and differentiated individuals respectively. ‘The strength of 
a tie is a… combination of the amount of time, the emotional intensity, the intimacy … 
                                      
7 A table of assortative and disassortative networks is included in Appendix 9.3. 
chris@example.com jane@example.com 
matt@example.com 
anne@example.com 
sally@example.com 
sarah@example.com 
john@example.com 
rebecca@example.com 
C H A P T E R  2  •  L I T E R A T U R E  R E V I E W  
 
46 
and the reciprocal services which characterise the tie’ (Granovetter, 1973, p. 1361). The 
key tenet of Granovetter’s work is that strong ties or affiliations are generally formed 
with homogeneous individuals, whereas more heterogeneous nodes are likely to be 
connected through weak ties. When considering social circles, ‘the degree of overlap of 
two individuals’ friendship networks varies directly with the strength of their tie to one 
another’ (Granovetter, 1973, p. 1360). In assortative settings, strong ties are formed 
between relatively homogenous agents, sharing similarities in one or more areas. Weak 
ties on the other hand are more likely to be established across groups and act as bridges. 
Granovetter (1973, p. 1364) goes as far as to say that ‘except under unlikely conditions, 
no strong tie is a bridge.’ Only more recently has the literature on social networks 
recognised the potential for both weak and strong associations acting as bridges (e.g. 
Levin, Walter, and Appleyard, 2011). These strong and weak ties have implications for 
access to information, innovation and access to resources (Gronum, Verreynne, and 
Kastelle, 2012; Hansen, 1999). Intuitively, bridges are able to access a greater diversity 
of information and are likely to have access to more resources relative to their neighbours 
as a result of their unique positions (Eagle et al., 2010; Kleinbaum and Tushman, 2007).  
 
Figure 2.4 Strong & Weak Ties and Structural Holes - Bolded edges identify strong ties.   
Burt’s work on structural holes (1992) extends the discussion of bridging a step further 
by considering the role local bridges play in the dissemination and flow of information. 
Consider the individual, John, in Figure 2.4. John is an example of a node bridging two 
local networks. As there are no other connections spanning this local divide, any 
information flowing between these groups passes through John. Burt argues that a node’s 
bridging position is more important to the network than the strong and weak tie 
associations that exist (Burt, 2004). Studies of firm structures have revealed that 
managers occupying bridging positions are indeed more ‘creative and innovative’ (Rodan, 
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2010) and companies with heterogeneous networks are also more innovative (Mohannak, 
2007; Pittaway et al., 2004).  
2.4.2 Why Relational-Based Measures Outperform Attribute-Based Measures for 
Diversity in Complex Systems 
With a brief introduction to network theory complete, let us consider the theoretical 
basis for why this approach may offer new insight for diversity in complex systems. 
Business and economics have often borrowed from biology. This is true in fields from 
evolutionary economics (Nelson et al., 1982) to competition (Morgan, 1993). It is also 
possible to find insightful parallels when considering measures for diversity. As 
introduced in the literature review, a central concept in defining diversity rests in 
identifying bridges between different ‘types’ or groups (Page, 2011). Again, consider how 
the Linnaean taxonomy historically provided a mechanism for classifying the diversity 
of species. This is similar in principle to the use of taxonomies or categories to define 
industries, or to classify firms based on certain visible attributes.  
Ecological classifications have however moved beyond attribute-based approaches; 
over the last century, the Linnaean taxonomy has been replaced with more elegant 
solutions. Solow, Polasky and Broadus (1993) and Weitzman (Weitzman, 1996, 1993, 
1992) advanced biological diversity measures based on the genetic ‘differences’ or 
distances between species. The use of genetic differences overcame some of the limitations 
of an externally defined hierarchy. Similar to their application in biology, taxonomies 
are not well suited to many business systems. This is because, like biology, the systems 
we study in business and management are often complex systems. While genetic diversity 
is obviously not directly transferable, it does provide an indication of an approach that 
might prove fruitful: considering the inherent elements of a system that can define 
diversity. 
Before formalising the approach, let us first consider some other examples for inherent 
classification schemes (i.e. driven by differences in relationships) compared to traditional 
taxonomies, which I will describe as external classifications or attribute-based 
classifications (i.e. driven by differences in attributes). Classification schemes (be it 
categories, ontologies or taxonomies) are designed to define types or concepts (Lamberts, 
Shanks, and others, 2013). This is an essential component in identifying diversity (Page, 
2011; Stirling, 1998).  
Attribute-based classification schemes are highly accurate mechanisms to describe 
types within predictable systems (that is, simple or complicated systems). An example 
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in daily use is 'even numbers' (that is, any integer which is divisible by 2 without a 
remainder). The scheme is very predictable and scales to any element within the system 
of integers. This is because there is no growing complexity in the system. In a situation 
where the complexity within a system increases, our ability to accurately define external 
classifications decreases. For example, defining what is a domestic dog (as opposed to a 
coyote or wolf) can become non-trivial as we identify the overlapping nature of the 
populations (Vilà et al., 1997).  
The Internet provides another example of the evolution from external taxonomies to 
inherent classifications in complex systems. In the 1990s there were many proponents 
for information classification systems resembling traditional library catalogues (Sha, 
1995). Initiatives included the Electronic Dewey CD-ROM database and the Dewey 
Decimal Classification System for Electronic Resources (Vizine-Goetz, 2001). Such 
classification approaches relied on mapping documents to concepts based on manually 
selected attributes. By the turn of the millennium, search engines that relied instead on 
the information contained in the links between Internet pages were emerging as the 
dominant tool for mapping and grouping concepts. In their seminal paper on PageRank, 
Page, Brin, Motwani and Winograd explicitly cite the ‘diversity of web pages’ (1999, p. 
1) and the complex nature of the Internet as motivations for their approach. PageRank 
has shown applications in mapping diversity in other applications (such as ecologies) as 
well (Allesina and Pascual, 2009). In general, it appears that inherent classification 
schemes perform better relative to external classification schemes as system complexity 
increases. This is illustrated in Figure 2.5 below.  
 
Figure 2.5 Taxonomy systems  
External classifications experience diminishing representativeness as environmental complexity increases.  
Inherent classifications of diversity do not experience this decline to the same extent.  
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The observation that inherent classification schemes are more suited to complex 
systems lends support for using such an approach to develop a new measure for diversity. 
There is a strong history of research linking diversity with patterns of homogeneity and 
heterogeneity in a system (1994, 1978) (e.g. ℎ𝑜𝑚𝑜/ℎ𝑒𝑡𝑒𝑟𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦
inform
→    𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦). 
There is also a strong body of research on how relational links can inform homogeneity 
and heterogeneity (2004, 1992; Granovetter, 1973) (e.g. 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑙𝑖𝑛𝑘𝑠
inform
→    ℎ𝑜𝑚𝑜/
ℎ𝑒𝑡𝑒𝑟𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦). This research contributes incrementally to the literature by using 
relational ties to indicate levels of diversity (e.g. 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑙𝑖𝑛𝑘𝑠
inform
→    𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦). 
There are a number of benefits to using relational links as a mechanism to assess and 
measure diversity. If we accept this, we should also accept Proposition 1 below: 
Proposition 1. Relational links can inform types based on the assortative and 
disassortative properties of the connections.  
(Thus definitions of ‘types’ are based on the system being 
considered rather than relying on an external taxonomy.) 
Using relational structures also provides a proxy for magnitudes of difference. Because 
the context is embedded within the system, we do not need to apply external opinions 
of difference. Identifying whether two pairs, e.g. {𝑅𝑒𝑑, 𝐺𝑟𝑒𝑒𝑛} are more diverse than 
another pair, e.g. {𝑅𝑒𝑑, 𝐵𝑙𝑢𝑒}, becomes context dependent. The magnitude of difference will 
be revealed through the implied heterogeneity of the elements in the system. This leads to 
Proposition 2: 
Proposition 2. The weighting of differences – e.g. how different is A vs B vs C – is 
revealed through the relational network.  
(This makes it easier to compare diversity across different 
contexts.) 
Given the above, it is also evident that the conclusions and observations yielded by 
such an approach may be highly dependent on the relational structure adopted. Thus it 
becomes important that the chosen forms of relational links be valid for the forms of 
inference desired. Outside of that subjective decision, the researcher is not required to 
determine a priori the relevant entity level attributes for consideration. This is both a 
strength and a weakness: the approach may be less desirable in scenarios where strong 
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theory and evidence exists on what attributes are important. This is summarised in 
Proposition 3: 
Proposition 3. Because the diversity measure is based on relational links instead 
of the properties of individual elements, it does not require the 
subjective selection and measurement of specific attributes.  
(The choice of which types of relationships to consider is still a 
subjective choice and its validity must still be considered.)  
Other researchers have made similar observations to the three propositions outlined 
that have just been outlined (Leydesdorff, 2007; Reagans et al., 2004). This has resulted 
in the application of network-based approaches to consider the levels of diversity and 
difference in various systems. More recently, studies have used network diversity (in the 
form of Shannon Entropy) to examine the correlations between individual diversity and 
performance measures (Eagle et al., 2010; Vaquero and Cebrian, 2013). A primary 
limitation remains in defining and measuring diversity accurately in the network 
analysis.  
2.5 A Model for Diversity 
2.5.1 Key Propositions: 
This chapter has highlighted the relevance of diversity to firm performance and some 
of the limitations facing current measures of diversity. The opportunity therefore exists 
to investigate an alternative approach for measuring diversity and to then apply this to 
further study the effect of diversity on firm and individual level outcomes. This 
subsection first outlines some key propositions drawn from the literature review before 
advancing a conceptual model which will be empirically evaluated later within this thesis 
(in Chapter 5). The following are the key insights that can be distilled from the literature: 
Proposition 1. Diversity is a necessary condition for improving effectiveness. 
Proposition 2. Comparing levels of diversity (>  0) is a relative consideration8.  
                                      
8 Velocity (under relativity) is an example of another measure which has no absolute value and only 
exists as a relative statement. The difference between the level of diversity which might constitute 
exploratory versus exploitative behaviour is relative between firms and industries. 
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Proposition 3. Generally, in the short term: a) Increasing diversity (e.g. a 
propensity for exploration) comes with increasing marginal costs, 
and b) Reducing diversity (e.g. a propensity for exploitation) 
comes with increasing marginal costs. 
Proposition 4. In the long term technological progress can reduce the costs 
associated with both high or low levels of diversity.  
The first proposition, that diversity is necessary for effectiveness, is well documented 
(Lewontin, 1995; March, 1991; Page, 2011; Pande, Neuman, and Cavanagh, 2000). At 
its simplest, an environment with low diversity is not likely to produce new outcomes 
(Malawski et al., 2006). Individuals who associate in relatively homogenous groups are 
less likely to be exposed to new information (McPherson et al., 2001). It is often the 
weak ties that that provide access to new insights as they typically imply connections 
between heterogeneous individuals (Granovetter, 1974, 1973).  
Secondly, high or low levels of diversity must be a relative statement comparing either 
different entities or time states of a single entity. One cannot say if a firm is diverse or 
not unless there is a benchmark to compare against. The exception is in situations of 
perfect conformity (which is an unattainable condition in social science settings).  
The third proposition, that diversity reduces system efficiency, is also drawn from the 
research covered in this chapter (e.g. see Ahuja, 2000; Burt, 1997). Diversity can have 
both positive and negative effects on many outcome measures. But how then does 
diversity map to the outcomes we are interested in? Many models (Eagle et al., 2010; 
Page, 2008) contain the implied assumption that the relationship between diversity and 
outcome measures is positive and constant. Baumgärtner (2006) suggests that this is not 
the case; instead context is critical to the direction and strength of the relationship. In 
a given situation there will be diminishing marginal benefits associated with diversity 
and increasing marginal costs. The latter include both communication / collaboration 
costs and productivity costs (decreased economies of scale through reduced resource 
allocation to other areas). The second part of the proposition considers the inverse of 
this assertion. Decreasing diversity from the status quo (e.g. creating a greater propensity 
for exploitation) comes with its own costs. For example, the marginal cost for the 
development of additional standardisations or for further spot checks (Grove, 1995). The 
extent of these costs depends on whether a given task is conjunctive or disjunctive: in 
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the case of the latter greater diversity will have relatively lower marginal costs than in 
the case of conjunctive tasks (Laughlin, 2011; Steiner, 1966).  
 
Figure 2.6: Marginal benefit and cost of diversity 
The final proposition notes that, in the short term, the relationship in proposition 3 
is largely fixed, while over time technological progress can modify the dynamic. The 
marginal benefits and costs to diversity are fixed for the short term but variable over 
the longer term (Uzzi and Spiro, 2005). To illustrate this, consider for instance a highly 
geographically-diverse workforce in the 1800s. Not much work could get done if hundreds 
of miles separated staff. Consider that same workforce today, with the Internet, modern 
transportation and other technologies. The difference in outcomes possible across the 
two scenarios is obvious, while the level of (geospatial) diversity is identical.  
 
Figure 2.7: Marginal benefit and cost of diversity over time 
2.5.2 A Model for Diversity 
The conceptual model in Figure 2.8 reflects the propositions just outlined. Diversity 
has an effect on outcome measures which is moderated by an interaction function. The 
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interaction function captures the important dynamics that have been discussed 
pertaining to the marginal costs and benefits of increasing/decreasing diversity. These 
include the type of behaviour (conjunctive vs disjunctive tasks), as well as the processes 
and technology that shape the various integration, acquisition and opportunity costs.  
 
Figure 2.8: Conceptual Model 
The conceptual model provides an insight into how we might identify an appropriate 
level of diversity in a given setting. This is the core part of the research question that 
motivates this dissertation. This insight can be more clearly articulated by considering 
the three hypotheses that stem from the conceptual model. Namely: H1) higher levels of 
diversity are associated with higher variance in outcomes; H2) too much diversity is 
possible and this can be identified through a reduction in system performance; and H3) 
over time the optimal level of diversity should increase with firm- and societal-level 
technological progress. These three hypotheses are summarised below: 
Hypothesis 1. ↑ in diversit𝑦 → ↑ variance in outcomes (e. g. exploration )  
Hypothesis 2. ↑ in diversity → ↑ in marginal cost of diversity and ↓
in marginal benefit   
Hypothesis 3. ↑ in technological progress →
 𝑐ℎ𝑎𝑛𝑔𝑒 in appropriate level of diversity   
It is implied by the above hypotheses that increasing the number of elements in a 
given system without increasing diversity will necessarily reduce all exploratory 
behaviours of that system. This is because there is no marginal benefit but new marginal 
cost is introduced. Without new information, a stable system will not produce innovative 
outputs (Ashby, 1958, 1956)  
𝐷(𝑥𝑡) 
Level of diversity in system 𝑥 at time 𝑡 
𝑝𝑡 Interaction function at time 𝑡 
𝑦𝑡 
Outcome measure at time  𝑡 
(𝑓 ∘ 𝑝𝑡)𝐷(𝑥𝑡) 
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2.6  Summary 
The literature reviewed has provided context for the research question motivating my 
dissertation. (How can we measure and determine the appropriate level of diversity in a 
business system?). In this chapter I have outlined the strong theoretical arguments as to 
why diversity is an important and necessary factor in exploration. Diversity is also linked 
with emergent outcomes in complex systems (Lewontin, 1995; Page, 2011). It is also 
clear that that our current approaches for measuring diversity are well suited to simple 
or complicated systems. These same measures are however less suited to complex systems 
where we have little visibility (or are ignorant of our level of visibility) around the 
potentially important parameters shaping diversity. This is because there is no consistent 
mechanism to distinguish differences across variables, which is an essential part of 
making any statement around the diversity within or between entities. Techniques using 
network analysis offer an approach for measuring diversity that is suited to complex 
systems. This is important given the prevalence of complex systems in the environments 
that both managers and business researchers inhabit. The explanatory power of current 
network measures for diversity is low and there is an opportunity to develop a new 
measure. The remainder of this dissertation sets out both the methodology I follow and 
the resulting research I undertake to develop a new measure for diversity and apply it 
to investigate diversity’s role in business settings. 
55 
 METHODOLOGY 
3.1 Introduction 
The purpose of this thesis is to develop a measure for diversity that is suitable for business 
contexts and therefore complex systems. In the previous chapter, the relationship between 
diversity and business outcomes was discussed. The discussion was framed through application 
of diversity to the interrelated concepts of exploration and exploitation. The chapter also 
covered why current measures of diversity are better suited to simple or complicated systems 
(as opposed to complex systems). In this chapter I present the research methodology I followed 
in determining how we ‘can measure and determine the appropriate level of diversity in a 
business system’. A full answer to the question requires an explanatory, quantitative 
investigation. Also required are a valid research methodology, appropriate methods for data 
collection and analysis, and a consideration of the associated ethical impacts. Chapter 3 
outlines each of these in turn.  
3.2 Research Approach  
In the next chapter (Chapter 4) I use insights drawn from the literature review to develop 
a new measure for diversity. The measure is designed to suit the complex environments which 
are often the focus of study within business and management circles. Establishing the 
credibility of the measure requires an appropriate research design which must align with both 
the research question and hypotheses (Bryman, 2008). Utilising a methodology which is not 
aligned with the research paradigm can yield misleading findings (Boulding, 1987). Given the 
two foci for the investigation are explanatory in nature - assessing construct validity and 
usefulness – a quantitative research approach is required.  
In the previous chapter the literature review identified that relational data provides insight 
for understanding diversity. The focus of this thesis is on diversity amongst individuals, and 
such data can be empirically investigated through the application of social network analysis 
(SNA). SNA is not in itself a methodology, but rather an interdisciplinary set of methods that 
can be applied across a range of domains (Butts, 2008). The measure developed in Chapter 4 
computes an integer value for diversity based on the connections an individual entity has 
within a network. For the measure to be both valid and useful requires consideration of two 
steps. The use of regression analysis provides an ability to first compare whether this value 
correlates with alternatives in accordance with expectations. Secondly, statistical analysis also 
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enables perspective into whether the measure captures new or different information to the 
other alternative measures for diversity that have been discussed in the literature review. These 
two steps are applied across the four datasets included in this thesis9.  
The use of multiple datasets furthers the pursuit of the two empirical goals of this research. 
The use of multiple datasets also provides greater support for the reliability and external 
validity of the measure than could be provided by an individual case alone.  
The overarching structure of my thesis and how it builds toward answering the two 
questions of construct validity and usefulness is summarised in Figure 3.1 below.  
  
                                      
9 My research includes six datasets in total. Four datasets are included in the main body with an additional 
two included in Appendices (see Appendices 9.10 and 9.9). 
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Figure 3.1: Research structure 
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(Chapter 5)
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magnitude of association effect size and 
statistical significance. 
Usefulness and importance considered through 
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investigation of the thesis' conceptual model 
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Develop a measure 
(Chapter 4)
Based on insight from literature review.
Identify appropriate cases for investigation 
(Chapter 3)
Research methodology discussed including process for case study selection. 
Theoretical foundation established 
(Chapter 2)
Theory reviewed on how diversity effects 
outcomes.
Current measures reviewed. Identify 
approaches suitable for complex systems.
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It is of critical importance (for the validity of any argument based on it) that a measure is 
fit for purpose (Carmines, 1979). The suitability of the measure that I develop in Chapter 4 
will be assessed by considering its validity and reliability in mapping back to existing 
conceptualisations for diversity. While I develop a new measure to overcome some of the 
limitations of current approaches, it is still expected to correlate with existing measures. This 
assessment of validity may be made somewhat more difficult due to the various forms of 
diversity considered and the very large numbers of potential relational sources that can be 
used to inform the level of diversity in a given context. Within this section I outline the 
considerations that have been made to address this.  
3.3 Data Collection 
The conclusions that can be drawn from any investigation depends on the type of data used 
(Bono and McNamara, 2011). Data can either be cross-sectional or longitudinal. Cross-
sectional data comprises multiple cases all measured at a single point in time (Bryman, 2008). 
Cross-sectional data are typically easier to collect and thus larger sample sizes may be possible. 
Longitudinal data instead considers cases at multiple points in time (Diggle, 2002). Measuring 
across multiple points in time provides greater insight of time order and hence stronger 
arguments on causality can be made with time series data over cross-sectional data (Bryman, 
2008). Understanding and measuring diversity in business systems is the underlying research 
question that motivates this thesis. As just noted, answering this question involves two steps 
and therefore the strengths of both cross-sectional and longitudinal data can be leveraged in 
turn.  
Understanding whether cross-sectional or longitudinal should be collected is only the first 
consideration. The source of data and method of data collection can also impact the validity 
and generalisability of conclusions (Creswell, 2013; Vogt, 2005). Many studies utilise interviews 
or a survey design to map relationships and networks (Marsden, 2011). Surveys and interviews 
are however not suited to mapping large networks (Scott, 2012). There are also issues such as 
recollection and perspective biases (Tversky and Marsh, 2000). A more suitable form of data 
collection is therefore required for this thesis. There is a growing use of interaction based data 
(e.g. from emails or call logs) to reveal network structure (Eagle, Pentland, and Lazer, 2009). 
Research collaboration and co-authorship is another example of interaction based data where 
there is growing use in the literature (Acedo et al., 2006; Carrington, Scott, and Wasserman, 
2005). Using interaction data such as email logs to identify a network structure helps avoid 
response biases and enables larger networks to be investigated. Network size is often important 
as there can be complex global and local phenomena only revealed when a full network is 
indexed (Ebel, Mielsch, and Bornholdt, 2002). Accordingly, interaction based data such as 
email and co-authorship links are used as the primary data collection methods in this thesis. 
During this research I also explored two smaller datasets that used other data collection 
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methods but due to the sample size (an issue noted above) they have been excluded from the 
main body of the thesis and are instead available in the appendices. The results from the two 
datasets in the appendices are consistent with the findings from the larger datasets included 
in Chapter 5.  
Investigating multiple, large sample size cases, across different industries helps to suggest a 
level of external validity or generalizability (Bhattacherjee, 2012). As illustrated in Figure 3.2 
the multiple case study approach therefore delivers a relatively high level of both internal and 
external validity. In order to improve external validity I therefore have investigated four 
datasets in this thesis (with another two included in the appendices as noted).  
 
Figure 3.2: Internal and external validity  
Adapted from Bhattacherjee 2012 
3.3.1 Level of Analysis 
The level of analysis is another factor that must be considered when constructing valid 
research designs. As defined in the research question, business systems are the focus of this 
dissertation. There are many possible levels of analysis that can be considered within business 
systems: from individuals through to teams, firms, industries and countries. Diversity is also 
across each of these levels of analysis (Page, 2008). A general measure for diversity should 
therefore ideally be able to operate at different levels of analysis. For practical reasons, both 
because of the time constraints on a doctoral degree and to make comparisons between datasets 
possible, this research considers individuals as the level of analysis.  
3.4 Dataset Selection 
In both the introduction and literature review chapters I have outlined the multiple 
applications and fields that diversity relates to. A research methodology that can reflect the 
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broad nature of the topic is therefore appropriate. I do not intend to cover all the possible 
domains and fields – time and resources do not permit it – but, through the selection of four 
cases for investigation, I can provide insight into several exemplars. The variety of these cases 
also provides hints at the potential generalisability of the research. Investigating across 
datasets and cases is advocated for by many within the business and management literature 
(Eisenhardt and Graebner, 2007; Siggelkow, 2007). 
Describing whether diversity is an important factor for associated concepts such as 
exploration and exploitation benefits from many perspectives. Further, a conscious 
investigation across multiple applications is helpful as it increases the reliability and external 
validity of findings (Ortinau, 2011). The use of four cases enables consideration of whether the 
measure advanced within this paper extends between industries, system sizes, and highlights 
some of the potentially interesting variables that are correlated with diversity. As noted, these 
four primary cases are supported by two additional datasets contained in the Appendices.  
According to Rolf Johansson, a case should: ‘Be a complex functioning unit, … and be 
contemporary’ (Johansson, 2003, p. 2). Yin (2009) adds to this, noting that a case should also 
be representative or typical. I have kept these parameters in mind in the selection of the cases 
for investigation within this dissertation. Based on the literature review I have attempted to 
identify cases where there is a level of flux or instability within the industry (which is often 
associated with a need for greater diversity). With the exception of this, none of the subjects 
stand out as being particularly unique or different to countless other similar firms or situations. 
All of the cases and data used are recent and therefore reflective of modern behaviours.  
Outside of the critical factors just mentioned, I have otherwise been pragmatic in the 
selection of cases, identifying potential cases where a sufficient level of access was possible. My 
approach requires an ability to identify the relational structures inherent in the environment 
being considered. The size of the case dataset has been a key selection factor as there exist 
important properties and relationships in network structures that are only visible with a 
sufficiently large sample (Leskovec, 2008). Accordingly, I had to look for potential cases where 
I would have both sufficient levels of access and a sufficiently large dataset with which to 
work. Email logs and publishing databases provide granular, and benefit from a greater scale 
and accuracy than networks constructed from surveys or interviews. Utilising datasets that 
are reflective of the firm is important as the accuracy of the network itself will also impact on 
the research. Where cases feature a smaller sample size (i.e. less than 1,000 connections) I have 
omitted these from the main body of the thesis and included only as appendices.  
Investigating multiple cases also affords the ability to utilise various methods for data 
collection and analysis. Within the main body of my thesis I focus on a standardised approach: 
utilising network analysis and regressions to investigate correlations. Within the Appendices I 
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include two smaller sample investigations completed during my research that make use of 
other approaches, including an experimental design.  
Another consideration is the internal validity or causality of the hypothesised relationships. 
The strongest research design for advancing causal claims is an experimental design. As part 
of my research I conducted a small sample experimental design (n=38) which finds statistical 
support for the causal relationship. It is one of the cases included in the appendices (see section 
9.9). Another approach to investigate causal links between variables is to test for temporal 
precedence (Wainer and Braun, 2013). The research publication dataset in Chapter 5 spans a 
ten-year period and allows for this investigation.  
 
Table 3.1: Cases and Data Sources 
Case Number Organisation / Title Data Source Sample (Nodes) Sample (Edges) 
1 Thiess Email Logs 9041 4,098,664 
2 Australia Post Email Logs 11,364 819,837 
3 Laing O’Rourke Email Logs 2,419 1,360,933 
4 
The University of 
Queensland 
Research Publications 21,545 224,988 
Appendices 
Reality Mining 
Social Network 
Secondary Data  
(survey & proximity 
network) 
20-38 NA 
Appendices Individual Learning Experimental Design 38 1520 
 
3.4.1 Email Data Collection 
To better enable comparisons between cases I have chosen to keep the methods for data 
collection and analysis consistent across the first three datasets (out of the total of four). The 
use of multiple cases enables consideration of whether the approach extends between industries, 
across system sizes, and highlights some of the potentially interesting variables that are 
correlated with diversity. For each of these three cases I construct a network from a company’s 
email communications to assess whether my diversity measure is consistent with other 
operationalisations of diversity within the firm.  
Communication networks are a good proxy for the collaborative structures within a business 
(Guimera et al., 2003; Wuchty and Uzzi, 2011). Communications between staff can be captured 
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through a number of options. Surveys or interviews can collect self-reported perceived 
communications (including verbal and other discussions). Digital options, such as email 
correspondence or communication on the internal company intranet are also possible. Email 
communication networks provide particularly interesting insight for several reasons. Networks 
based on emails are highly reflective of the true communication and collaboration structures 
of an organisation (Adamic and Adar, 2003; Ebel et al., 2002; Wuchty et al., 2011). 
Additionally, email logs do not experience bias from self-reporting and can capture informal 
but important associations that may otherwise go unreported (Guimera et al., 2003). For most 
medium to large firms their email communication logs create a network of considerable size. 
This too is helpful as some communication patterns are only revealed or expressed within 
larger networks (Leskovec, 2008). Email has now also become fairly ubiquitous. Because of its 
ubiquity collecting email logs enables easier and more consistent comparison across companies.  
Email datasets typically display assortative mixing (Zhou, Cox, and Hansen, 2009). Under 
assortative mixing, individuals are more likely to associate with people who are similar to them 
(Lazarsfeld et al., 1954; McPherson et al., 2001; Newman, 2003). A ‘higher’ value for my 
diversity measure is therefore predicted to correlate with a ‘higher’ level of other examples of 
differences. The data within the three case studies provide several opportunities to test this. 
All three cases include pair basic human resources information with the email communication 
network. The human resource information includes employee office locations, departments, 
and their employment start date10. It is both intuitive and supported by research that people 
are more likely to associate and communicate with others who are geographic proximate 
(compared with people who are more remote) (Tyler, Wilkinson, and Huberman, 2005). There 
are simply more opportunities to meet. And the same is true for departments: people tend to 
associate with others who are in the same functional area of their firm (e.g. Diesner and Carley, 
2005). There are also logical, albeit potentially weaker, reasons why people might be expected 
to have stronger connections with others of a similar tenure at the firm. Graduate and other 
training programmes often create close bonds between new recruits while mentorship 
programmes provide an example of disassortative (heterophilous) behaviour with respect to 
tenure (Boyle and Boice, 1998). On average though we might still expect to see staff more 
often associated with others of a similar peer group or tenure (Tyler et al., 2005). 
For these reasons I have chosen to solely use email communication networks for the first 
three case studies. This allows for comparison between the case studies and lends greater 
weight for any argument on potential reliability and validity. The email communication logs 
in the first three case studies selected also offers a consistent set of base fields: a unique 
identifier for each sender and recipient, their correspondence with timestamps, and the 
departments and locations for individual employees. Employee location, department and 
                                      
10 Employee start date was not provided by Thiess and so is missing for that dataset 
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tenure are not fields that are traditionally associated with email data. I requested access to 
these select fields for all employees at the three firms within this chapter to enable the 
comparison of my new diversity measure and the likelihood that an individual would 
correspond across offices, departments or with people who have been with the firm for much 
longer or shorter time periods. Unfortunately, the Thiess dataset was missing employee tenure 
(which was available for Australia Post and Laing O’Rourke) so this attribute is not considered 
for the Thiess data. 
3.5 Analytical Methods 
Assessing the dual foci of this thesis (construct validity and usefulness) requires empirical 
analysis. Statistical analysis is an effective and appropriate analytical method for both of these 
goals (O’Leary-Kelly and Vokurka, 1998). Construct validity ‘examines how well a given 
measurement scale is measuring the theoretical construct that it is expected to measure’ 
(Bhattacherjee, 2012, p. 37). In this thesis I consider the evidence for whether my measure for 
diversity does in fact capture the diversity present, as opposed to a confounding factor. 
Construct validity can be assessed through correlations and factor analysis (Cronbach and 
Meehl, 1955). Within Chapter 5 I assess evidence for the construct validity of my measure 
across the four datasets. Construct validity is assessed by comparing the edges that are 
identified as ‘diverse’ and the likelihood that they are connections between individuals that 
would be considered diverse based on their attributes. While the measure advanced for 
diversity is not based on differences in individuals’ attributes, it is expected that it would be 
positively correlated with this. For example, if people are connected across organisational 
departments or if their relationship spans geographic distances, then we would predict that 
they would be more likely to be ‘diverse’ connections than otherwise.  
Assessing the usefulness of my measure for diversity requires an understanding of the types 
of questions that the measure can help answer, and the level of new insight it offers. Drawing 
on the literature can help reveal the questions that any valid measure for diversity can be used 
to answer. Empirical evaluation of cross-correlations can then identify the extent of new 
information offered by my measure for diversity when compared with other network based 
approaches.  
This thesis utilises tests for statistical significance in Chapter 5. It is possible to investigate 
the validity of the measure by testing whether there is an association present with variables 
that are associated with disasssortative behaviour. While I utilise statistical tests for 
significance, there are limitations associated with this method of analysis. Cohen (1994) and 
Starbuck (2006) provide an excellent overview of the reasons we must be cautious when using 
statistical tools, and the need to avoid blind acceptance of p-values. Formal hypothesis testing 
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must be coupled with equal consideration for effect size (Cumming et al., 2012). Regression 
coefficients are good measures of the substantive importance of a study (provided that 
variables are normally distributed) (Barnett, 2007). The magnitudes, and of course directions, 
of regression coefficients are perhaps more important than their statistical significance; it is 
uninteresting to know that a particular relationship is statistically significant if its effect size 
is negligible! Accordingly, Chapter 5 includes discussion on effect size, direction and whether 
results are in line with expectations drawn from the literature.  
3.5.1 Included Records 
Values for certain network measures (such as betweenness centrality) can only be compared 
against nodes that are part of a single connected network. The term giant component 
(Newman, 2000) describes the largest group of individuals, which are all connected to one 
another by some degree. Within the datasets included in this thesis the vast majority of 
individuals (90% +) are part of their firm’s giant component. For consistency only individuals 
within this group are considered in the data analysis.  
3.5.2 Assessing Construct Validity 
Cronbach and Meehl (1955) identify three steps to evaluate construct validity: the first is 
to describe a set of theoretical relationships between concepts, the second is to develop a 
measure for the hypothetical constructs, and the final step is an empirical assessment of the 
theorized relationships. In this case the first two steps have already been completed. The 
theoretical relationship between diversity and other constructs was articulated in the literature 
review: diversity is hypothesised to have an effect on various firm outcomes, and to correlate 
with attribute-level differences. That is to say, an individual (or firm) that is described as 
diverse by my measure, should also have greater discernible variety. The development of a 
measure for diversity, the second part of Cronbach and Meehl’s evaluation of construct 
validity, will be covered shortly (see Chapter 4). The empirical assessment of this measure and 
its hypothesised relationships is then the remaining final step. 
Assessing the measure’s fit can be done by quantitatively investigating whether my measure 
for diversity correlates with other conceptualisations of diversity (such as attribute level 
differences). In this case, ‘if two tests are presumed to measure the same construct, a correlation 
between them is predicted’ (Cronbach et al., 1955, p. 287). I evaluate my diversity measure 
against other tests for diversity across the four different datasets. The investigation across the 
four case studies within this chapter provides insight into whether my measure for diversity 
correlates as expected with attribute level differences. Importantly it also provides a 
mechanism to evaluate how closely my measure for diversity might mirror other existing 
network measures. If there is a high degree of correlation between my measure and existing 
network measures, then the novelty and amount of new information captured by my measure 
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for diversity is less. Conversely, if there is evidence for the validity of my measure for diversity 
but it does not correlate significantly with existing measures, then this implies that it offers a 
new mechanism to gain insight into diversity.  
The measure for diversity is expected to be positively associated with differences in 
assortative properties. The expectations are based on existing research in the field. Diversity 
is expected to be positively associated with differences in department (Levine and Kurzban, 
2006) and with differences in location (Cunningham and Werker, 2012; McPherson et al., 
2001). A number of statistical methods are used in the investigation. Correlations and ordinary 
least squares are an appropriate method to investigate relationships between continuous 
variables and are used accordingly (Creswell, 2013). For tests involving categorical dependent 
variables logistic regressions are used instead (Freedman, 2005). Effect size is considered 
through consideration of values for 𝑅2 and Cramer’s V respectively (Cohen, 1988; Cramer, 1945). 
The statistical methods used and the reasons for their selection are further introduced in 
Chapter 5 ahead of their application.  
Multiple Datasets 
The use of multiple case studies helps protect against both type I and type II errors. Type 
I errors (also termed alpha errors) occur when the null hypothesis (in this case, that the new 
diversity measure is not correlated with another conceptualisation of diversity, such as 
difference in department_) is true, i.e. 𝐻0 = 𝑇𝑟𝑢𝑒, but is rejected (Black, 2011). Type II errors 
(also termed beta errors) are where the null hypothesis is false, i.e. 𝐻𝑜 = 𝐹𝑎𝑙𝑠𝑒, but fails to be 
rejected. Using larger sample sizes is a useful strategy to reduce type II errors (Freiman et al., 
1978). The use of multiple cases and multiple tests per case, also allows avoids over reliance 
on a single empirical test. In addition to significance, throughout this chapter I further consider 
the effect size and direction. Such considerations must equally be considered alongside the 
statistical significance of a finding (Rothman, 2010). 
3.6 Software 
Specialised software is used to undertake the data analysis. Microsoft Excel was originally 
used for data manipulation, but was augmented with Notepad ++ due to the use of datasets 
that exceeded the capacity limits of Excel11. The numerical network analysis and visualisations 
were undertaken using Gephi 0.9.1, a Java-based network analysis tool. Gephi (Bastian, 
Heymann, and Jacomy, 2009) was selected as the primary tool for analysis from an evaluation 
of major network analysis tools (including Cytoscape, UCINET and Pajek) because of its 
simple plugin architecture, making it possible to custom code my proposed measure for 
                                      
11 Excel can work with a maximum of 1,048,576 rows in a given document and some datasets (Microsoft, 2016) 
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diversity. Gephi is also designed for 64bit environments and could therefore leverage a 
significant amount of RAM for network analysis and visualisation, which was essential given 
the size of the dataset. For regressions and analysis, I used Gretl and R. Gretl (Cottrell and 
Lucchetti, 2016) is a cross platform open source software package and has a numerical accuracy 
that is at least equal to popular commercial econometrics packages (Yalta and Yalta, 2007). 
R is a programming language for statistics with an active community developing packages to 
extend its functionality (R Core Team, 2016). The vcd package for R was also used in order 
to compute Cramer’s V for effect size (Meyer, Zeileis, and Hornik, 2015).  
3.7 Ethical Considerations and Responses  
The ethical implications of any research must be a primary consideration before, during and 
after the collection and analysis of data. For this dissertation ethical clearance for data 
collection and analysis has not been required as the four main case studies and two 
supplementary case studies utilise either secondary data sources (some of which are publically 
available) or datasets that belong explicitly to the relevant corporation involved.  
Some data sources were publically available and other data sources were private. In both 
situations I decided to anonymise personally identifiable values (such as name or email address) 
to help prevent impact to the individuals within the datasets. Email data in particular can 
often contain private and confidential information. Even though my research did not index 
the body or subject of the email, the meta data (including the timestamps and recipients) 
could also contain sensitive information. As network analysis methods still require individuals 
to be uniquely identified I anonymised the relevant fields using an encryption hash which 
preserved the uniqueness of values. Where possible I asked the IT services teams at 
participating organisations to encrypt identifying data fields before sending data, for example 
using MD5 hash (Rivest, 1992). This process is irreversible (i.e. while it is possible to turn a 
unique email address into a given string it is impossible to convert the encoded string back to 
the email address). This transformed email addresses such as name@domain.tld to a unique 
string such as 0c3f50cd83b5af297152e4. Doing so still enabled all the relational aspects of the 
data to hold, as the communication patterns could still be mapped, but it protected the 
identity of the individual nodes on the graph.  
3.8 Summary 
This chapter outlined an appropriate design to investigate the research question. The design 
draws insight from the literature review to develop a measure for diversity. It then leverages 
multiple datasets to investigate the construct validity and usefulness of the measure. The 
datasets include both cross sectional and longitudinal data, and span multiple industries and 
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data sources. The variety of data forms helps to assess the reliability and provide some evidence 
of the generalisability of the results. This chapter has additionally reviewed the suitability of 
the chosen analytical methods and software utilised for the study. As the data involve people, 
steps to encrypt and protect the privacy of individuals are important and have also been 
discussed.  
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 MEASURE DEVELOPMENT 
4.1 Introduction 
This chapter covers the measure development, following on from the need identified in the 
literature review to continue developing generalised approaches for measuring diversity that 
are suitable for complex systems. Because (as discussed in Chapter 2) diversity is closely linked 
with the concepts of homogeneity and heterogeneity, which can be revealed through relational 
associations, I utilise network analysis rather than an attribute-based method for capturing 
diversity. The measure development stems from a mathematical expression of the principles 
for diversity, outlined in Chapter 2. In the current chapter I first develop a measure for 
individual diversity and then extend it to provide a measure for assessing group diversity. The 
purpose of which is to provide a valid measure for diversity in complex systems. The validity 
and usefulness of the measure is assessed in Chapter 5. 
4.2 Measure Development 
4.2.1 A New Measure 
There are two primary insights from the literature review in Chapter 2. The first is the 
observation that diversity is a key factor in exploratory behaviour and can act as a constraint 
for exploitative behaviours. This is useful for both managers and researchers as described in 
the conceptual model outlined on page 52. The current need for a practical and valid measure 
for diversity in complex environments is the second observation made in the chapter. This 
section addresses the second point.  
The most basic measure in network analysis is the number of degrees that a node has. 
Degree equates to the number of other nodes that a given node is connected to. However not 
all connections should be treated equally when considering the diversity present. Let us 
consider a system where entities (say, individuals) associate in an assortative manner. 
Assortativity means that the links between nodes are more likely to connect nodes that are 
similar to each other, ceteris paribus. In Figure 4.1 below this implies that the members of 
Group A are similar to each other, and the members of Group B are also internally similar. 
The node that connects the two groups is thus exposed to greater diversity than nodes within 
either group itself.  
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Figure 4.1: Assortative Links  
Assortative mixing implies that the diversity gained by associating with the neighbour of 
one of your existing neighbours is, on average, less than the diversity gained by associating 
with someone from another group altogether. If we assume that we only gain new information 
(or diversity) from novel introductions, then any pre-existing connections that should already 
capture this should be discounted (Burt, 2004, 1992, Granovetter, 1974, 1973). Mathematically 
we can express a modified version of degree that discounts assortativity in the following form:  
𝐷𝑖 = count edges where 
1
deg (𝑖)
≥ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
1
deg (𝑗)
    
That is, a diverse connection is one where the connection between our subject node (𝑖 in 
this case) and the connecting node, 𝑚, is proportionally stronger than that shared between 𝑖 
and any neighbour 𝑗 that is already associated with 𝑚. In Figure 4.2 below node 𝑖 is connected 
with nodes 𝐴, 𝐵, 𝑋 and 𝑌.  
 
Figure 4.2: Example network: diversity of degree 
Following the formula above we can see that the edge connecting 𝑖 and 𝑋 is diverse (as 
there are no shared neighbours of these two nodes). The same is true for the edge between 𝑖 
and 𝑦. However, for the edge connecting 𝑖 and 𝐴 we can see that there is a joint neighbour. In 
this case the reciprocal of the degree of 𝑖 is ¼ and as the joint neighbour, 𝐵, has a reciprocal 
degree of just 
1
2
 we note the edge between 𝑖 and 𝐴 does not count as diverse. The edge between 
𝑖 and 𝐵 however does count as 
1
deg(𝑖)
 is greater than the reciprocal of the degree for 𝐴, which 
is 
1
5
. Figure 4.3 below shows the edges for 𝑖 which are counted as diverse. 
Group A Group B
iA
B
X
Y
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Figure 4.3: Example network: diverse edges highlighted 
The example given above is for a relatively simple network where there is at most one 
unweighted edge between any pair of nodes. For networks with weighted edges the formula 
can be extended. For each connection of node 𝑖 (i.e. each neighbour that 𝑖 has a directed edge 
to another node) compute the following (where 𝑚 is a neighbouring node of both 𝑖 and 𝑗): 
𝐷𝑖 = count where 
𝑤𝑖𝑗
∑𝑤𝑖
≥ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝑗
∑𝑤𝑚
    
i.e. 𝐷𝑖 is equal to the count of all node 𝑖′𝑠 edges which satisfy 
𝑤𝑖𝑗
∑𝑤𝑖
≥ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝑗
∑𝑤𝑗
 . Each 
edge that satisfies the above condition is marked as a diverse edge. See Table 4.1 for an 
overview on the notation used. An important consideration is that a network may be directed, 
e.g. 𝑤𝑖𝑗 ≠ 𝑤𝑗𝑖, and indeed 𝑤𝑗𝑖 may equal 0 (e.g. 𝑛𝑖 → 𝑛𝑗 but 𝑛𝑗 ↛ 𝑛𝑖). 
I refer to the measure herein as ‘diversity of types’ in reference to Scott Page’s (2011, 2008) 
description of diversity between types. In part the measure seeks to answer Page’s call for 
research, to help ‘put some of those pieces together’ (Page, 2011, p. 15). In non-complex 
systems the ability to differentiate types is relatively straightforward and an approach such as 
the one developed above is not needed. However – as described in the literature review – in 
complex systems it becomes difficult to define types and hence the use of a mechanism such 
as assortative links to identify types is needed. 
ia
b
x
y
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Table 4.1: Notation Definitions 
Notation Meaning 
𝑖 Node 𝑖 
𝑒𝑖𝑗  
Edge from node 𝑖 to node 𝑗 (directed). The set of all edges is 𝐸 
In an undirected network 𝑒𝑖𝑗 ⟺ 𝑒𝑗𝑖  
𝑤𝑖𝑗  
Edge weight from node 𝑖 to node 𝑗 (directed) 
In an unweighted network 𝑤𝑥𝑦 = 1  ∀ 𝑒𝑥𝑦  ∈ 𝐸 
∑𝑤𝑖  
= 𝑤𝑖𝑎 + 𝑤𝑖𝑏 + 𝑤𝑖𝑐 +⋯𝑤𝑖𝑘 ,  
i.e. the total edge weights from node 𝑖 to its neighbours 
𝑚 Any node that is a shared neighbour of node 𝑖 and node 𝑗  
𝑘 Total number of neighbouring nodes to 𝑛𝑖  
 
In many situations there is little difference between the use of a strict inequality (>) and 
not strict inequality (≥). However, if nodes are strongly connected then this distinction does 
matter. The strictness of the inequality is demonstrated in five example networks for each 
configuration below in Table 4.2. There are two scenarios. 1) Non strict inequality: 
where  
𝑤𝑖𝑗
∑𝑤𝑖
≥ for all 
𝑤𝑚𝑗
∑𝑤𝑚
 where 𝑒𝑚 ∈ i, j;m ≠ i. Diversity of types is proportional to number 
of nodes in a strongly connected group. 2) Strict inequality: where  
𝑤𝑖𝑗
∑𝑤𝑖
>
for all 
𝑤𝑚𝑗
∑𝑤𝑚
 where 𝑒𝑚 ∈ i, j;m ≠ i. Diversity of types is zero for all strongly connected groups 
with no external edges.  
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Table 4.2: Comparing results for strict vs non-strict inequality 
Size 1 2 3 4 5 
Network 
     
Strict 
Inequality 
0 0 0 0 0 
Non-strict 
Inequality 
0 1 2 3 4 
 
4.2.2 Example Application 
The following section provides an illustration of the diversity of types network measure in 
practice (using a strict inequality). The diversity of types measure for each node in Figure 4.4 
below is calculated as follows.  
 
Figure 4.4: Example network for diversity measure 
To compute 𝐷𝐺 (the diversity of types measure for node 𝐺) we begin by considering all the 
edges for 𝐺.  
In this case there is only a single edge, 𝑒𝐺𝐹: 
𝑤𝐺𝐹
∑𝑤𝐺
=
1
1
= 1 
(∑𝑤𝐺 is just the summation of the total edge weights that 𝐺 is directly connected to) 
We then compare that value against ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝑗
∑𝑤𝑚
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Because no other neighbours of 𝐺 also connect to 𝐹 this equals 0.  
Therefore 
𝑤𝐺𝐹
∑𝑤𝐺
≥ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝑗
∑𝑤𝑚
≥ 0. 
Hence, as 𝐺 has no other connections, 𝐷𝐺
𝑇 = 1. 
For node 𝐹 we run through each edge 𝑒𝐹𝑗: 
1. For 𝑒𝐹𝐺:     
𝑤𝐹𝐺
∑𝑤𝐹
=
1
4
 
∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝐺
∑𝑤𝑚
=
𝑤𝑚𝐺
1
=
0
1
= 0 
i. e.
𝑤𝐹𝐺
∑𝑤𝐹
=
1
4
≥ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝐺
∑𝑤𝑚
= 0  
 (𝑤𝑚𝐺 = 0 as there is no other shared neighbour between 𝐹 and 𝐺) 
For 𝑒𝐹𝐸:     
𝑤𝐹𝐸
∑𝑤𝐹
=
2
4
 
∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝐸
∑𝑤𝑚
=
𝑤𝐶𝐸
∑𝑤𝐶
=
2
7
 
i. e.
𝑤𝐹𝐸
∑𝑤𝐹
=
2
4
≥  ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝐸
∑𝑤𝑚
=
2
7
 
For 𝑒𝐹𝐶 :   
C H A P T E R  4  •  M E A S U R E  D E V E L O P M E N T  
 
74 
𝑤𝐹𝐶
∑𝑤𝐹
=
1
4
 
∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝐶
∑𝑤𝑚
=
𝑤𝐸𝐶
∑𝑤𝐸
=
2
4
 
i. e.  
𝑤𝐹𝐶
∑𝑤𝐹
=
1
4
≱ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝐶
∑𝑤𝑚
=
2
4
 
Hence the Diversity of Types for node 𝐹 = 2 as the calculation only counts 𝑒𝐹𝐺  and 
𝑒𝐹𝐸. 
The diversity of types for the others nodes are 𝐷𝐴 = 1, 𝐷𝐵 = 1, 𝐷𝐶 = 3, 𝐷𝐷 = 1, 𝐷𝐸 = 1,
𝐷𝐹 = 2, 𝐷𝐺 = 1.  
 
Figure 4.5: Example network with diversity measure calculations overlayed 
There is not always a difference between a given node’s degree (count of edges) and its 
diversity of types. Figure 4.6 below provides a comparison between the two measures. Nodes 
with joint neighbours are more likely to have a lower diversity of types measure relative to 
degree as some of the edges are not considered to add new diversity to the node.  
1 
1 
3 
1 
2 
1 
1 
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Figure 4.6: Diversity (left) compared with degree (right) 
Shorter paths are more important than multi-step paths in social networks (which includes 
business systems with individuals as the unit of analysis) (Friedkin, 2006). Accordingly, only 
first-degree connections are considered by my measure. In certain other contexts it may be 
more beneficial to consider the neighbours of neighbours (e.g. for 2 or more steps). For example, 
consideration for 2 (or more) steps is important for utilities and infrastructure networks such 
as roads, water and electricity grids. As the focus of this dissertation is on business contexts I 
have not included a multi-step variant of my measure for diversity.  
4.2.3 Comparison to Conceptually Similar Measures 
The literature review covered many current measures for diversity (see section 0). In this 
section, I provide a quantitative comparison with the most conceptually similar measures. 
There are two existing measures that consider the level of diversity among neighbours: effective 
size (redundancy) and constraint. Burt’s measure for effective size is the weighted degree of a 
node minus redundancy (Burt, 1992). A node ‘has redundancy to the extent that her contacts 
are connected to each other as well’ (Borgatti, 1997, p. 35). Effective size is a very similar 
conceptualisation to my measure for diversity. Despite the similarities with intent, the 
computed values of these diversity measures differ greatly. The differences exist because 𝐷𝑖 
considers how many new types a node is connected to, whereas Burt marginally discounts 
‘redundant’ connections on a proportional basis. Figure 4.7 below provides a comparison of 
computed values for my diversity measure for each node and Burt’s measure of a node’s 
effective size.  
1 
1 
3 
1 
2 
1 
1 
1 
1 
5 
1 
3 
2 
1 
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Figure 4.7: Diversity (left) compared with Burt’s Effective Size (right) 
Constraint is another measure developed by Burt, the formula for which is:  
𝐶𝑖 = Σ𝑗(𝑝𝑖𝑗 + Σ𝑚𝑝𝑖𝑚𝑝𝑚𝑗)
2
, 𝑖 ≠ 𝑚 ≠ 𝑗 
If a given node’s ‘potential trading partners all have one another as potential trading 
partners, ego is highly constrained’ (Hanneman and Riddle, 2005, p. 109). The reciprocal of 
constraint (as opposed to constraint itself) has been used as a proxy for difference (Reagans et 
al., 2004) and is more conceptually similar to my measure for diversity. However, computing 
this for the example graph (see Figure 4.8) again reveals quite different magnitudes and ordinal 
sequences for the node values. 
   
Figure 4.8: Diversity (left) compared with reciprocal of Burt’s Constraint (right) 
4.2.4 Diversity of Groups 
So far, this chapter has introduced a new measure for diversity, provided several worked 
examples and compared the measure’s results with conceptually similar alternatives. While the 
focus of this thesis is largely on individuals, many business questions also rely on understanding 
other levels of analysis. . Computing the diversity of a given group of nodes is therefore 
important. This subsection considers two approaches to calculate the diversity of types for a 
group of nodes.  
A B
C
E
F
G D
A B
C
E
F
G D
A B
C
E
F
G D
A B
C
E
F
G D
2.5 1.67 
1 
4.67 1 1 
1 
3 2 
2 
1 2 2 
1 
1.68 1.56 
1.37 
2.50 1.27 
1.37 
1 
3 2 
2 
1 2 2 
1 
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Additive 
The absolute diversity of an individual node is useful for many applications. It is less useful 
however when considering the level of diversity contained within groups of nodes. For example, 
when considering if node 𝐴 and 𝐵 are collectively more diverse than 𝑋 and 𝑌. A simplistic 
view would be to take |𝐷𝑖 + 𝐷𝑗|. Table 4.3 below shows the relative diversity of types for the 
network in Figure 4.5. The table implies that the following pairings {𝐶, 𝐸} and  {𝐶, 𝐹} are the 
most diverse. 
Table 4.3: Summing diversity of types (simple example) 
 𝑖 A B C D E F G 
𝑖 𝐷𝑖
𝑇  1 1 3 1 2 2 1 
A 1 1 2 4 2 3 3 2 
B 1 2 1 4 2 3 3 2 
C 3 4 4 3 4 5 5 4 
D 1 2 2 4 1 3 3 2 
E 2 3 3 5 3 2 4 3 
F 2 3 3 5 3 4 2 3 
G 1 2 2 4 2 3 3 1 
 
A larger graph and its matching diversity of types table are included below.  
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Figure 4.9. Diversity of Types (With Multiple Nodes) 
For the larger graph, diversity of types predicts the most diverse pairings would be {𝐹, 𝐻} 
and {𝐴, 𝐻}. Summing weighted degree would suggest the top pairings would be {𝑀, 𝐴} and 
{𝑀,𝐻}. This contrasts with what we might intuitively expect: the most diverse pairing should 
be nodes that have no overlapping neighbours. Diversity is not maximised merely by adding 
the diversity of types count for each node as not all connections between the two nodes may 
be unique. A more sophisticated approach is therefore required. Expand explanation.  
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Table 4.4: Group Diversity: Summing Diversity of Types 
 𝑖 A B C D E F G H I J K L M 
𝑖 𝐷𝑖  3 1 2 1 2 3 1 4 1 1 2 1 1 
A 3 3 4 5 4 5 6 4 4 4 4 5 4 4 
B 1 4 1 3 2 3 4 2 5 2 2 3 2 2 
C 2 5 3 2 3 4 5 3 6 3 3 4 3 3 
D 1 4 2 3 1 3 4 2 5 2 2 2 2 2 
E 2 5 3 4 3 2 5 3 6 3 3 4 3 3 
F 3 6 4 5 4 5 3 4 7 4 4 5 4 4 
G 1 4 2 3 2 3 4 1 5 2 2 3 2 2 
H 4 7 5 6 5 6 7 5 4 5 5 6 5 5 
I 1 4 1 3 2 3 4 2 5 1 2 3 2 2 
J 1 4 2 1 2 3 4 2 5 2 1 3 2 2 
K 2 5 3 4 2 4 5 3 6 3 3 2 3 3 
L 1 4 2 3 2 1 4 2 5 2 2 3 1 2 
M 1 4 2 3 2 3 4 2 5 2 2 3 2 1 
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Table 4.5: Group Diversity: Summating Weighted Degree 
 𝑖 A B C D E F G H I J K L M 
𝑖 𝐷𝑖
𝑇  7 2 3 2 5 5 1 7 1 4 3 1 7 
A 7 7 9 10 9 12 12 8 8 8 11 10 8 14 
B 2 9 2 5 4 7 7 3 9 3 6 5 3 9 
C 3 10 5 3 5 8 8 4 10 4 4 6 4 10 
D 2 9 4 5 2 7 7 3 9 3 6 3 3 9 
E 5 12 7 8 7 5 10 6 12 6 9 8 6 12 
F 5 12 7 8 7 10 5 6 12 6 9 8 6 6 
G 1 8 3 4 3 6 6 1 8 2 5 4 2 8 
H 7 14 9 10 9 12 12 8 7 8 11 10 8 14 
I 1 8 1 4 3 6 6 2 8 1 5 4 2 8 
J 4 11 6 4 6 9 9 5 11 5 4 7 5 11 
K 3 10 5 6 3 8 8 4 10 4 7 3 4 10 
L 1 8 3 4 3 1 6 2 8 2 5 4 1 8 
M 7 14 9 10 9 12 12 8 14 8 11 10 8 7 
 
A More Sophisticated Approach 
The approach taken above for relative diversity misses an important insight: if two nodes 
share common neighbours, then the total diversity should not be merely additive. For example, 
consider the network below in Figure 4.10 (for simplicity all edges have a weight of 1 and are 
undirected): 
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Figure 4.10. Diversity of Types (Multiple Nodes, Example) 
Consideration of overlap between neighbours is important to avoid the over estimation of 
diversity that is associated with a simple additive model. Therefore, for each possible pair of 
nodes we can compute the total number of unique connections that are considered diverse 
(without doubling up). Permutations, not just combinations, are important. The possible pairs 
are: {𝐴, 𝐵}, {𝐴, 𝐶}, {𝐴, 𝐷}, {𝐴, 𝐸}, {𝐴, 𝐹} and then {𝐵, 𝐶}, {𝐵, 𝐷}, {𝐵, 𝐸}, {𝐵, 𝐹} and {𝐶, 𝐷},
{𝐶, 𝐸}, {𝐶, 𝐹}, etc. The reverse sets are also obviously possible, for example {𝐵, 𝐴}, {𝐶, 𝐴}. The 
order of pairing can be important. For example, consider the diversity of types for node 𝐴. It 
has a value of 2.  
 
Figure 4.11. Diversity of Types (Multiple Nodes, Example A) 
Consider if node 𝐴 was paired with node 𝐵. It has a value of diversity of types = 1.  
 
Figure 4.12. Diversity of Types (Multiple Nodes, Example A, B) 
A
E
B C D
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A
E
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A
E
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So for node 𝐴 the diversity of types includes 𝐸, 𝐹 and for node 𝐵 the diversity of types is 
just 𝐹. Therefore, the number of new unique nodes for the pairing of the two is 1 (if 𝐵 is paired 
with 𝐴) and 0 (for 𝐴 being paired with 𝐵). i.e. 𝐴 provides new information to 𝐵 but not vice 
versa. The distinction here is important: for some pairs of nodes an edge will be diverse for 
one node but not for the other. See Table 4.6 below for details.  
Table 4.6: Unique Nodes (A,B) 
Pair Workings New Unique Nodes 
𝐵 + 𝐴 How many new nodes from {𝐹} 𝑣𝑠 {𝐸, 𝐹} = {𝐸} 1 
𝐴 + 𝐵 How many new nodes from {𝐸, 𝐹} 𝑣𝑠 {𝐹} = {} 0  
 
A second example is worked through below for the pair of nodes 𝐸 and 𝐹. 
 
Figure 4.13. Diversity of Types (Multiple Nodes, Example E) 
Node 𝐸 has a diversity of types = 2 which includes 𝐴, 𝐶. Node 𝐹 is not included as 𝐸′𝑠 
neighbour, 𝐶, has a stronger relative connection to 𝐹 than 𝐸 does. For node 𝐹 the diversity of 
types = 3 comprised of 𝐵, 𝐷, 𝐺 . Nodes 𝐸, 𝐶 and 𝐴 are not included as their connections do not 
satisfy the formula.  
A
E
B C D
F G
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Figure 4.14. Diversity of Types (Multiple Nodes, Example F) 
Table 4.7: Unique Nodes (E,F) 
Pair Workings New Unique Nodes 
𝐸−> 𝐹 
𝑒. 𝑔. 𝐸 𝑝𝑎𝑖𝑟𝑒𝑑 𝑤𝑖𝑡ℎ 𝐹 
How many new nodes 𝐹 = {𝐵, 𝐷, 𝐺} compared to 
𝐸 = {𝐴, 𝐶}? 𝐴𝑛𝑠𝑤𝑒𝑟 = {𝐴, 𝐶} 
2 
𝐹−> 𝐸 
𝐸. 𝑔. 𝐹 𝑝𝑎𝑖𝑟𝑒𝑑 𝑤𝑖𝑡ℎ 𝐸 
{𝐴, 𝐶} 𝑣𝑠 {𝐵, 𝐷, 𝐺} = {𝐵, 𝐷, 𝐺} 3 
 
 
Figure 4.15. Diversity of Types (Multiple Nodes, Example E, F) 
 
Mathematically the diversity of two or more nodes (e.g. 𝑖, 𝑥) can be expressed as:  
𝐷𝑖,𝑥 = count where either: {
𝑤𝑖𝑗
∑𝑤𝑖
≥ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝑗
∑𝑤𝑚
𝑤𝑥𝑗
∑𝑤𝑥
≥ ∀𝑒𝑚∈𝑥,𝑗;𝑚≠𝑥
𝑤𝑚𝑗
∑𝑤𝑚
     𝑖𝑗 ≠ 𝑥𝑗    
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4.3 Developing a Plugin for Gephi 
The analysis of large datasets required the development of several new plugins for Gephi. 
As introduced in Section 3.4, Gephi is an open-source network analysis tool, which supports 
custom developed plugins. Developing a plugin for my measure not only makes it easier to 
apply across multiple datasets, it also reduces risks that may be associated with the many 
steps required to compute the measure in each dataset. The plugin development also included 
rigorous error checking where multiple small and large datasets were used to test the accuracy 
of the plugin.  
Developing the plugin for Gephi also means the diversity measure can be used for network 
visualisation using Gephi’s existing layout and appearance tools. As my measure for diversity 
operates at both the node and edge levels the size, colour and weighting of both nodes and 
edges can be configured to reflect the computed results. In Figure 4.16 below node size is 
weighted by the diversity measure (larger being more diverse). Edges are labelled with their 
diversity property. While the use of visualisation is not relied on in the results chapters, each 
dataset includes a graphical representation of nodes that are identified as diverse as an aid to 
interpreting the empirical findings. Further discussion and source code for the plugin is 
included in the Appendices (see 9.5). 
 
Figure 4.16. Diversity of Types for Edges 
4.4 Summary 
This chapter utilises the information revealed through assortative connections to propose a 
measure for diversity. Using the measure, the diversity of a given node 𝑖 is equal to the number 
of neighbours that 𝑖 is connected with except for connections where the proportional weight of 
Diverse
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Diverse
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Diverse
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E
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the connection is less than that of any other immediate joint neighbours. The chapter has 
provided a number of worked examples to illustrate the measure. The measure has also been 
compared with the two most conceptually similar existing measures: constraint and effective 
size. My measure for diversity yields results that differ with respect to order and magnitude. 
Following this a model for measuring the diversity of groups is advanced, and finally the 
development of a plugin for Gephi to model my measure is discussed.  
86 
 RESULTS 
5.1 Introduction 
In this chapter the diversity measure is applied in order to answer the motivating research 
question of this thesis: how can we measure and determine the appropriate level of diversity 
in a business system? A full and complete answer requires an investigation of both the 
construct validity and the usefulness of the measure. Each of the four cases in this chapter 
therefore consider these two foci.  
Construct validity corresponds to ‘the degree to which a test measures what it claims, or 
purports, to be measuring’ (Brown, 2005, p. 295). Construct validity is essential for the 
integrity of any inferences or investigations that are based on the measure (Ortinau, 2011).  
Usefulness on the other hand is an indicator of the potential impact and importance of the 
measure (Aguinis et al., 2010). To be interesting and useful, the measure should provide new 
information or assist with answering business and management research questions. By running 
several applied empirical investigations we can begin to assess the potential contribution of 
the measure to the literature (Bartunek, Rynes, and Ireland, 2006; Shugan, 2003). The 
usefulness of the measure is qualitatively considered for the first three case studies. The fourth 
case study includes a longitudinal dataset and enables an empirical investigation of diversity’s 
relationship to outcomes. In the fourth case study, the three hypotheses contained within my 
conceptual model are investigated.  
Figure 5.1 below provides a visual overview of the structure of each case investigation in 
this chapter.  
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Figure 5.1: Structure of each case investigation 
  
Assess Usefulness
For the firm, what management questions can be answered with the diversity measure.
Assess Construct Validity
Diversity's correlation with 
inter-department 
communication.
Diversity's correlation with 
differences in location.
Diversity's correlation with 
differences in tenure.
Compute Measures
Attribute level differences based on human 
resources data (e.g. differences in 
department).
Common network based measures including 
the measure for diversity developed in 
Chapter 4.
Import Data
Remove non-human actors (e.g. newsletter 
email addresses).
Form a weighted network from the email 
correspondence. 
C H A P T E R  5  •  R E S U L T S  
 
88 
5.2 Thiess 
5.2.1 Introduction 
The first investigation in this chapter uses an email communication dataset from Thiess. 
Thiess is an integrated mining, construction and services provider which operates both 
domestically and in the local international region (Leighton Holdings, 2014). The firm has 
three divisions and employs approximately 5,000 core staff with another 15,000 staff contracted 
(depending on time of year and project requirements). Theiss has acquired other companies 
over the past several years, and has restructured its business units (Leighton Holdings, 2014). 
Thiess’ head office is in Brisbane, Australia. As part of an investigation into the firm’s 
communication and collaboration structures I was provided access to three months of email 
data. This provides an opportunity, as discussed in section 5.1, to assess the hypothesised 
correlations between my measure for diversity and other indicators of difference.  
5.2.2 Research Methods and Data 
Three consecutive months of data were collected from Thiess (July, August, September, 
2013). This dataset included all internal and external email threads, resulting in over 13 million 
records12. The size of the dataset created a non-trivial data management exercise and restricted 
the options for general file manipulation, network visualisation and analysis. The relational 
information had to be split across multiple files, imported individually and then spliced back 
together. Once combined the dataset was cleaned by following a simple process. Email 
addresses which obviously related to an organisational function, as opposed to an individual, 
were removed (e.g. sales@domain.tld, support@domain.tld, member@linkedin.com, etc.). The 
network also only considered the from and to addresses in an email exchange (with one sender 
and potentially multiple recipients). Addresses which were CCed in to the exchange were 
filtered out to avoid the distorting effects of mass mails which may not necessarily reflect the 
diversity context to the same extent as normal correspondence.  
I intentionally did not filter out individuals based on whether or not they were direct 
employees. Keeping all contacts in the graph reflects a more porous perspective of the firm, 
where ‘organizations are not so clearly distinct from their environments, that boundaries 
between organizations and their environments are not nearly so discrete’ (Starbuck, 2006, p. 
22). Having a more open view of the firm is necessary to capture the important role of how 
strategic alliances can form part of an exploration or exploitation strategy (Jacobides and 
Billinger, 2006; Yamakawa, Yang, and Lin, 2011). A visualisation of the network appears in 
Figure 5.2 below.  
                                      
12 Sample sizes in the data analysis differ to this as many email exchanges could be merged into single network 
edges with the volume captured in the edges’ weights.  
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Figure 5.2. Thiess Email Network  Nodes are individuals connected by their email exchanges with clusters identified through 
the random assignment of node colour.  
For each dataset in Chapter 5 I ran a series of tests to identify the correlation between my 
measure for diversity and other potential measures for diversity. Positive correlations were 
hypothesised between ‘diverse’ pairs of nodes and edges identified as connecting: 
1. Differences in department;  
2. Differences in location; 
3. Differences in tenure13.  
To run the tests I first computed various network measures, including my measure for 
diversity, using the Gephi plugin discussed in Chapter 4. Dummy variables for edges that 
connected nodes with attribute-level differences were also computed (e.g. differences in 
department, location and – where available – employee tenure). The dummy variables, such 
as ‘differences in department,’ were set as 1 if the statement was true and 0 if the statement 
was not true for each edge. The results, including network measures and attribute difference 
dummy variables, were then exported into a comma delimited file (CSV) before being imported 
into a statistical and econometric analysis package.  
                                      
13 As Thiess did not include employee tenure data I have instead run a separate test to see whether edges that 
bridge clusters (using another network measure for identifying clusters) are associated with diversity. 
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5.2.3 Results 
Diversity and Departments 
Organisational structures are often used to group people with similar roles into the same 
departments. For Thiess, the primary departments include construction, mining, external 
services and internal group services. Individuals are generally more likely to work with people 
in the same department (Levine et al., 2006). I therefore expected my diversity measure to 
show connections between individuals spanning departments to be more diverse, on average, 
than intradepartmental connections. The variables can be considered at both node and edge 
levels of analysis. First I investigate whether edges identified as diverse have a tendency to 
also span departments. The second level considers nodes and will be covered subsequently.  
To assess edges I compiled a list of all edges within the network and identified the 
association between edges identified as diverse and edges that connected different departments. 
As email logs provide a directed graph there are two diversity variables reported per edge (one 
where the edge is diverse for the source node, and the other for where the edge is diverse for 
the target node). The diversity variables 𝐷𝑖𝑣𝑒𝑟𝑠𝑒 (𝑆𝑜𝑢𝑟𝑐𝑒) and 𝐷𝑖𝑣𝑒𝑟𝑠𝑒 (𝑇𝑎𝑟𝑔𝑒𝑡) are set as 
0 for edges that are not identified as diverse, and 1 for edges that are identified as diverse. 
Similarly, the 𝐷𝑒𝑝𝑎𝑟𝑡𝑚𝑒𝑛𝑡 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 variable is 0 for no difference and 1 if the departments 
of the connecting nodes differ. Logistic regressions are suitable for investigating relationships 
where the dependent variable is binary (Hosmer and Lemeshow, 2004). As 
𝐷𝑒𝑝𝑎𝑟𝑡𝑚𝑒𝑛𝑡 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 is binary, a logistic regression is more appropriate than ordinary 
linear regression (Freedman, 2005). Table 5.1 contains output of a logistic regression run in 
the statistics tool Gretl. The data reveal that diversity is positively related with 
interdepartmental connections. The relationship is statistically significant with 𝑝 < 0.05. 
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Table 5.1: Logit: Interdepartmental Connections and Diversity 
Logit, using observations 1-408368 
Dependent variable: Department Difference 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.372668 0.0134118 27.79 <0.01 *** 
Diversity 
(Target) 
0.571502 0.0125455 45.55 <0.01 *** 
Cut 1 0.329376 0.00335515 98.17 <0.01 *** 
      
Mean dependent var 1.436043 S.D. dependent var 0.495893 
Log-likelihood −277524.8 Akaike criterion 555055.6 
Schwarz criterion 555088.4 Hannan-Quinn 555065.0 
    
Number of cases 'correctly predicted'= 240200 (58.8%) 
Likelihood ratio test: Chi-square(2) = 5301.94 [0.0000] 
 
The positive coefficients for both measures of diversity align with expectations: edges 
identified as diverse are indeed more likely to indicate that the edge also bridges departments. 
The odds-ratios for the two variables 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝑆𝑜𝑢𝑟𝑐𝑒) and 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝑇𝑎𝑟𝑔𝑒𝑡) respectively 
are 1.451 and 1.771. That means for any edge identified as diverse for the source node there is 
a 45% greater chance of the edge also bridging departments (and a 71% greater chance if the 
edge is identified as diverse for the target node). It is possible for edges to be identified as 
diverse for both source and target nodes as demonstrated in Chapter 4’s worked examples.  
It is also helpful to consider the level of association between the variables. Cramer’s V is a 
measure of the nominal association between two variables, with values ranging from 0 to 1 
(Cramer, 1945). Cohen (1988) suggests values for Cramer’s V of approximately 0.05 should be 
considered small, a value of 0.15 as medium and 0.30 as large14. Table 5.2 contains output 
from tests in R for effect size (Cramer’s V) and for the association’s statistical significance. 
The effect size values (Cramer’s V) suggest a low but non-trivial level of association between 
interdepartmental connections and diverse edges (in each direction) and a moderate level of 
association for the combined variable. The Chi-squared test is also statistically significant for 
all with 𝑝 < 0.05.  
                                      
14 The values reported are where there are three degrees of freedom in the model. There are three degrees of 
freedom for the Cramer’s V between 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑) and all other variables used in this Chapter.  
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Table 5.2: Tests of Association: Interdepartmental Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.075 0.094  0.128 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Table 5.3 below uses the same calculations but assesses the association between 
interdepartmental connections and a random binary variable. We would not expect the 
relationship between a random variable and interdepartmental connections to be statistically 
significant. It is also expected that there is a low effect size. Both the association test (Cramer’s 
V) and significance test (Chi-squared) align with expectations.  
Table 5.3: Tests of Association: Random Binary Variable and Diversity 
Test Random Binary Variable 
Cramer’s V 0.001 
Pearson's Chi-squared test  
with Yates' continuity correction 
0.711 (𝑝 > 0.05) 
 
A final perspective on the relationship between my measure for diversity and 
interdepartmental connections is at the node level. The section above has considered the 
evidence for whether there is an association between edges classed as diverse and whether they 
bridge departments. At the node (i.e. individual person) level we can consider the aggregate 
number of these connections. It is expected that a person that has more interdepartmental 
connections will also have more diverse connections. Ordinary least squares (OLS) is an 
appropriate tool for investigation as both the number of interdepartmental connections and 
the number of diverse connections are continuous variables. Table 5.4 below provides the 
output for the regression. There is a significant positive relationship between the number of 
diverse connections and the number of interdepartmental connections that an individual has.  
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Table 5.4: Correlation Between Node Diversity and Interdepartmental Connections 
OLS, using observations 1- 9030 
Dependent variable: Number of Interdepartment Connections 
 
  Coefficient Std. Error t-ratio p-value  
Constant 2.35180 0.423955 5.547 <0.01 *** 
Number of Diverse 
Connections 
2.45180 0.042862 57.20 <0.01 *** 
 
Mean dependent var 19.71938  S.D. dependent var 32.81834 
Sum squared resid 7137672  S.E. of regression 28.11788 
R-squared 0.266021  Adjusted R-squared 0.26594 
F(1, 9028) 3272.08  P-value(F) 0 
Log-likelihood −42939.76  Akaike criterion 85883.51 
Schwarz criterion 85897.73  Hannan-Quinn 85888.35 
 
Node level data must however be considered with a grain of salt: there is a natural 
correlation between any two measures that are based on the number of edges per node. Both 
the number of diverse edges and the number of interdepartmental connections will be 
correlated with the total degree (number of edges) for a node. To properly interpret effect size 
at the node level therefore requires the addition of degree as a variable to the regression. Table 
5.5 provides an updated regression including degree. The results indicate that there is a positive 
relationship between the number of interdepartmental connections that a person has and the 
number of their diverse connections, even controlling for degree. Further, the coefficient for 
diverse connections is positive and larger than the coefficient for degree independently.  
Table 5.5: Node Diversity, Interdepartmental Connections and Degree 
OLS, using observations 1- 9030 
Dependent variable: Number of Interdepartmental Connections 
 
  Coefficient Std. Error t-ratio p-value  
Constant −7.02734 0.282579 −24.8686 <0.01 *** 
Degree 0.466941 0.0040716 114.6825 <0.01 *** 
Number of Diverse 
Connections 
0.794795 0.0309286 25.6978 <0.01 *** 
 
Mean dependent var  19.71938  S.D. dependent var  32.81834 
Sum squared resid   2905071  S.E. of regression  17.93935 
R-squared  0.701267  Adjusted R-squared  0.701200 
F(2, 9027)  10595.29  P-value(F)  0.000000 
Log-likelihood −38881.09  Akaike criterion  77768.19 
Schwarz criterion  77789.51  Hannan-Quinn  77775.44 
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Diversity and Locations 
Thiess operates across a number of offices and site locations. There were 23 unique locations 
listed across the human resource records that was provided. Each location also listed the 
Australian State in which it operates. Intuitively, staff may be more likely to communicate 
with those in the same state. Indeed, research has shown evidence that people tend to associate 
more with others who are geographically proximate (Cho, Myers, and Leskovec, 2011; 
Cunningham et al., 2012). As such, my diversity measure should identify connections between 
individuals spanning locations to, on average, be more diverse than intrastate connections. To 
investigate I compiled a table of all edges within the network and identified the correlation 
between those considered as diverse by my measure and those that were also interstate 
connections. 
Table 5.6: Logit: Interstate Connections and Diversity 
Logit, using observations 1-408368 
Dependent variable: Different States 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.438734 0.0134577 32.6011 <0.01 *** 
Diversity 
(Target) 
0.65868 0.0125995 52.2784 <0.01 *** 
Cut 1 1.49354 0.0164011 91.0633 <0.01 *** 
      
Mean dependent var  1.422648 S.D. dependent var  0.493981 
Log-likelihood −275230.0 Akaike criterion  550466.0 
Schwarz criterion  550498.7 Hannan-Quinn  550475.3 
    
Number of cases 'correctly predicted' = 246666 (60.4%) 
Likelihood ratio test: Chi-square(2) = 7211.97 [0.0000] 
 
The results in Table 5.6 suggests that diversity is positively correlated with connections 
that span locations (i.e. interstate connections in this case). This relationship is statistically 
significant. There is also a significant and moderately strong effect size present with the 
Cramer’s V and Chi-squared test statistics in Table 5.7 below.  
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Table 5.7: Tests of Association: Interstate Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.087 0.109 0.146 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
At the node level (see Table 5.8 below) the total number of interstate connections for a 
given person is correlated with the sum of their diverse connections. Similar to the 
interdepartmental results, the coefficient for diverse connections is both positive and greater 
than the coefficient for degree, suggesting that for each diverse connection is relatively more 
likely to also be an interstate connection, ceteris paribus.  
Table 5.8: Node Diversity, Interstate Connections and Degree 
OLS, using observations 1- 9030 
Dependent variable: Number of Interstate Connections 
 
  Coefficient Std. Error t-ratio p-value  
Constant -6.98997 0.284350 −24.58 <0.01 *** 
Degree 0.412096 0.00409711 100.5822 <0.01 *** 
Number of Diverse 
Connections 
1.05415 0.0311223 33.87 <0.01 *** 
 
Mean dependent var  19.11362  S.D. dependent var  31.50811 
Sum squared resid   2941586  S.E. of regression  18.05174 
R-squared  0.671831  Adjusted R-squared  0.671759 
F(2, 9027)  9240.097  P-value(F)  0.000000 
Log-likelihood −38937.49  Akaike criterion  77880.98 
Schwarz criterion  77902.30  Hannan-Quinn  77888.24 
 
Diversity and Tenure 
The Thiess dataset did not include fields for employee start date and so an investigation of 
whether diversity is associated with differences in tenure was not possible. 
Diversity and Clusters 
In lieu of an investigation of the association between tenure and diversity (as the Thiess 
dataset lacked relevant fields) I have included a short investigation of the association between 
diversity and two network cluster models. The investigations in the current chapter have to 
date considered correlations between my diversity measure and attribute level differences 
(geographic and departmental). There are another group of differences that I would expect my 
measure to potentially correlate with as well: network clusters. There are a growing set of 
clustering algorithms that seek to identify groups within networks based on patterns and 
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degrees of overlap in connectivity. These community or cluster detection algorithms have been 
used for genetic inferencing (D’haeseleer, Liang, and Somogyi, 2000), alliances in the software 
industry (Iyer, Lee, and Venkatraman, 2006) through to finding star performers on Broadway 
(Guimera et al., 2005).  
Clustering algorithms typically seek to identify ‘tightly-knit groups with a high density of 
within-group edges and a lower density of between-group edges’ (Newman, 2004a, p. 1). As 
communities in an assortative network form around similarities, it is expected that a measure 
for diversity should correlate with connections that span clusters. I chose to compare my 
measure for diversity against the Chinese Whispers community detection algorithm (Biemann, 
2006). The Chinese Whispers algorithm operates in the following manner: 
1. Nodes are randomly assigned to a unique class. The number of initial classes is 
therefore equal to the number of nodes in the network.  
2. Then nodes are randomly selected one by one. The node moves to the class which it 
has the most links with. The cluster is randomly chosen if it links equally much with 
two or more classes. 
3. The algorithm repeats step two for a number of iterations or until the process 
converges.  
Similar to how edges can be identified as spanning states or departments it is possible to 
identify whether edges bridge clusters or not. For the edges bridging clusters a value of 1 is 
assigned to the 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 variable (and a value of 0 is used if the edge connects two 
nodes within the same cluster class).  
Table 5.9: Tests of Association: CW-Spanning Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.046 0.023 0.053 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Table 5.9 above describes the correlation between my measure for diversity and nodes that 
span clusters (as per the Chinese Whispers community detection algorithm). It was expected 
that my measure for diversity would be associated with nodes that span clusters. While the 
association identified is statistically significant it is weak (based on all values for Cramer’s V 
being at or below 0.05). Surprisingly there was also a negative correlation identified between 
diversity and the tendency for an edge to bridge clusters (see Table 5.9 below).  
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Table 5.10: Logit: Cluster Bridging (CW) Connections and Diversity 
Logit, using observations 1-408368 
Dependent variable: Bridges Cluster (CW) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
−0.361568 0.014257 −25.3608 <0.01 *** 
Diversity 
(Target) 
−0.0543858 0.0128169 −4.2433 <0.01 *** 
Cut 1 −0.0333444 0.0164916 −2.0219 <0.01 *** 
      
Mean dependent var  1.398726 S.D. dependent var  0.489637 
Log-likelihood −274179.8 Akaike criterion  548365.5 
Schwarz criterion  548398.3 Hannan-Quinn  548374.9 
    
Number of cases 'correctly predicted' = 245541 (60.1%) 
Likelihood ratio test: Chi-square(2) = 3236.68 [0.0000] 
 
A second test was run using clusters based on modularity (Newman, 2006). Table 5.12 
provides the logit output, which is similar to the results for the clusters based on the Chinese 
Whispers algorithm: the measure for diversity (in one direction only for modularity) correlates 
negatively with edges that span clusters. Modularity also demonstrates low values for Cramer’s 
V test of association (Table 5.11).  
Table 5.11: Tests of Association: Modularity-Spanning Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.018 0.018 0.046 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
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Table 5.12: Logit: Cluster Bridging (Mod) Connections and Diversity 
Logit, using observations 1-408368 
Dependent variable: Bridges Cluster (Mod) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
−0.278144 0.0162601 −17.1059 <0.01 *** 
Diversity 
(Target) 
0.242679 0.0143433 16.9194 <0.01 *** 
Cut 1 1.15874 0.0192487 60.1984 <0.01 *** 
      
Mean dependent var  1.232829 S.D. dependent var  0.422635 
Log-likelihood −221396.6 Akaike criterion  442799.3 
Schwarz criterion  442832.0 Hannan-Quinn  442808.6 
    
Number of cases 'correctly predicted' = 313288 (76.7%) 
Likelihood ratio test: Chi-square(2) = 17304.3 [0.0000] 
 
The results for the clustering tests are unexpected. It was hypothesised that diversity should 
be significantly positively associated with edges that bridge clusters. Instead the results 
indicate that the measure for diversity is weakly associated – and sometimes has a negative 
relationship with edges bridging clusters. There are two potential reasons for this. The first is 
related to the different parameters used for computation. The two clustering algorithms in 
Gephi do not utilise edge weight or direction whereas my measure for diversity does 
accommodate both edge weight and direction. With different parameters available the 
algorithms are effectively modelling a different type of network, and this could explain the 
unexpected results. The second potential reason is that clustering algorithms may not 
accurately model attribute level differences, at least for the Thiess dataset. The appendix 
includes logits for Chinese Whispers (Table 9.2) and modularity (Table 9.3) and their 
relationships with attribute level differences (state and department). The low (and sometimes 
negative) coefficients remain when comparing edges spanning clusters and edges spanning 
states or departments. Accordingly, there may be some evidence that the clustering algorithms 
do not accurately capture attribute level differences (at least for this dataset). Based on the 
results, my measure for diversity outperforms the explanatory power of the two clustering 
algorithms when modelling attribute level differences for the Thiess dataset.  
Diversity Visualised 
While not a formal empirical test, I constructed a network visualisation of the email dataset 
(see Figure 5.3 below). A light colour was used for nodes with low measures of diversity and a 
dark blue colour was used for nodes with larger measures of diversity. The network graphic 
provides anecdotal visual evidence that the more diverse nodes act as bridges between clusters 
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and also act as communication hubs within groups. This behaviour is expected in homophilous 
settings.  
 
Figure 5.3. Diversity of types in Thiess 
5.2.4 Case Discussion 
Construct Validity 
The Thiess case study has been the first empirical investigation of the construct validity of 
my measure for diversity. I set out to identify whether my measure for diversity would correlate 
with other conceptualisations for diversity. This included differences in department, location 
and cluster. As previously noted, the Thiess dataset did not include employee tenure. My 
measure for diversity shows positive and statistically significant (𝑝 < 0.05) correlations with 
interdepartmental and interstate connections for the Thiess dataset. In both instances a 
reasonable proportion (low to medium level) of variance is explained by my measure. The 
positive correlations align with expectations (Wineman, Kabo, and Davis, 2009). However, the 
results also reveal a statistically significant and unexpectedly negative correlation between 
diversity and cross-cluster connections. The negative correlation held for clusters computed 
using Chinese Whispers and modularity. The negative correlation has a low 𝑅2 value compared 
to the other empirical tests, suggesting that the degree of variance explained by my diversity 
measure and the network clusters is lower than the amount of variance explained for 
interdepartmental and interstate connections.  
Overall the Thiess case study suggests that there is some initial evidence for the claim that 
the new diversity measure does indeed reflect underlying differences in the network. Further 
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empirical tests across other cases will help to provide further evidence for this, or to potentially 
offer counter examples if the findings in this case are isolated. I cover a further two cases in 
this chapter for this purpose.  
Applications 
For Thiess, the investigation of diversity within the firm was identified as important for 
three reasons. The first reason is to be able to better capture performance benefits gained 
through better communication. Higher levels of diversity promote faster and more accurate 
dissemination of information across the firm. The second reason is to assess and improve the 
level of trust and integration across groups within the firm. Having recently acquired a 
substantial new business unit, Thiess’ executive management team were interested in how 
successful current integration strategies had been. The final reason for investigating diversity 
was to assess the organisational readiness for environmental change. With market volatility 
Thiess’ executive team realised that the organisation needed to be able to quickly respond to 
external conditions.  
First I consider how understanding diversity can inform the effectiveness of firm 
communication structures. Firms that support and promote diverse connections across teams 
improve the flow of communication (Stephan C. Henneberg et al., 2009; Yamaguchi, 1994). 
Better information flow in turn has been shown to strongly and positively impact overall firm 
performance (Calantone, Cavusgil, and Zhao, 2002; Rai, Patnayakuni, and Seth, 2006). For 
Thiess’ executive management team, the drawbacks associated with low levels of 
communication connectivity were acutely understood. When I reported which departments 
demonstrated low levels of interdepartmental connections, Thiess executives recounted 
examples where the low levels of communication had reduced firm profitability. For example, 
in some cases multiple teams would submit responses to the same project, thus competing 
against each other and reducing margins. In other examples tender responses would 
subcontract out services that other Thiess units could provide simply because the tender 
respondent was not aware of the capabilities of other units.  
The second benefit of measuring diversity is the ability to assess initiatives designed to 
improve communications and trust. Previously, without an objective measure for diversity, the 
success of attempts to improve communication flows could only be based on anecdotal 
evidence. With a measure for diversity new strategies to improve firm communications can be 
more accurately assessed. The firm had recently acquired a new business unit and wanted to 
better integrate and connect all members of the company. To do this several technologies were 
implemented, including a firm intranet and social network. Technology can help increase the 
diversity of connections across a firm, but it can also increase the polarization of groups 
(Quattrociocchi, Scala, and Sunstein, 2016). Accordingly, the measure for diversity provides 
useful insight into the actual impacts and success of implemented strategies.  
C H A P T E R  5  •  R E S U L T S  
 
101 
The final reason Thiess’ executive team were interested in measuring firm diversity is to 
understand whether the company had an appropriate level of diversity given external market 
conditions. As noted in Chapter 2, in environments of equilibrium the optimal level of diversity 
reduces (Connell, 1978). Conversely, in volatile environments a greater level of diversity is 
more appropriate (McCann, 2000). With greater diversity firms can respond more quickly to 
changing market conditions. Mining and construction, the two major industries that Thiess 
operates in, experienced high levels of volatility in the period studied (Kumar and Hart, 2014; 
Shepherd, 2015). Given the external market conditions, it would be expected that Thiess would 
benefit from greater levels of internal diversity. The measure developed in Chapter 4 and 
applied in the present chapter provides the needed visibility to quickly and repeatedly assess 
the level of diversity.   
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5.3 Australia Post 
5.3.1 Introduction 
Australia Post provides the second case investigation. The Australian Postal Corporation 
(Australia Post) is a government-owned entity with three core areas: letters and associated 
services, retail merchandise, and parcels and logistics (Australia Post, 2015). The organisation 
reaches 10 million Australian addresses and operates almost 7,000 retail outlets. The firm is 
headquartered in Melbourne and employs over 34,000 staff. Australia Post provides a useful 
contrast with Thiess as the firms occupy different industries and have different product/service 
offerings. Importantly this case provides insight into the same fields and utilises the same 
methods for data collection and analysis, making comparison possible. 
5.3.2 Research Methods and Data 
Australia Post’s email communications were chosen as a practical option to map the 
organisation’s social network. Email communications helped maximise the size and 
representativeness of the data and also enables direct comparison to the previous study in this 
chapter (Thiess). A single month was available for analysis (August, 2014) and only internal 
email threads were available to be indexed in this situation. This still resulted in a large dataset 
(although somewhat smaller in size when compared to the Thiess dataset).  
5.3.3 Results 
Diversity and Departments 
As introduced in the previous case study, it is expected that the measure for diversity should 
be positively correlated with edges that span differences in attributes. The Australia Post 
dataset included human resources data to allow an investigation into whether intra- or inter-
departmental communications are correlated with my diversity measure or not. Table 5.13 
below shows the higher likelihood of departmental differences between individuals that are 
identified as diverse. Intuitively it is more likely for individuals to have stronger associations 
with people in the same department (for example, customer service staff associating with other 
staff in the same department). Diverse pairs of individuals are, on average, more likely to span 
departments.  
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Table 5.13: Logit: Different Departments and Diversity 
Ordered Logit, using observations 1-267694 (n = 267147) 
Dependent variable: Different Departments 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.102995 0.0145534 7.0770 
<0.01 *** 
Diversity 
(Target) 
0.159578 0.0129723 12.3015 
<0.01 *** 
Cut 1 0.696923 0.00446725 156.0072 <0.01 *** 
      
Mean dependent var  1.339300 S.D. dependent var  0.473473 
Log-likelihood −170977.8 Akaike criterion  341961.6 
Schwarz criterion  341993.1 Hannan-Quinn  341970.7 
    
Number of cases 'correctly predicted' = 176504 (66.1%) 
Likelihood ratio test: Chi-square(2) = 4196.78 [0.0000] 
 
The positive coefficients for both measures of diversity align with expectations: edges 
identified as diverse are indeed more likely to indicate that the edge also bridges departments. 
The odds-ratios for the two variables 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝑆𝑜𝑢𝑟𝑐𝑒) and 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝑇𝑎𝑟𝑔𝑒𝑡) respectively 
are 1.108 and 1.173. That means for any edge identified as diverse for the source node there is 
a 11% greater chance of the edge also bridging departments (and a 17% greater chance if the 
edge is identified as diverse for the target node).  
It is also helpful to consider the level of association between the variables. Table 5.14 
contains output from tests in R for effect size (Cramer’s V) and for the association’s statistical 
significance. The effect size values (Cramer’s V) suggest a low but non-trivial level of 
association between interdepartmental connections and diverse edges. The Chi-squared test is 
also statistically significant for all with 𝑝 < 0.05.  
Table 5.14: Tests of Association: Modularity-Spanning Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.024 0.031 0.060 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Diversity and Locations 
Australia Post operates across a number of offices and site locations. The dataset provided 
three fields that relate to location: an employee’s office / building name, the office postcode 
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and their state. My diversity measure should identify connections between individuals 
spanning locations to, on average, be more diverse than connections within the same location. 
To investigate I first compiled a table of all edges within the network and identified the 
correlation between those considered as diverse by my measure and those that were also 
interstate connections. The logit model output from Gretl is below in Table 5.15. 
Table 5.15: Logit: Different States and Diversity 
Ordered Logit, using observations 1-267694 (n = 267147) 
Dependent variable: Different States 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
−0.0185644 0.0186769 −0.9940 
0.32  
Diversity 
(Target) 
0.0902888 0.0164403 5.4919 
<0.01 *** 
Cut 1 1.61517 0.00566015 285.3577 <0.01 *** 
      
Mean dependent var  1.167226 S.D. dependent var  0.373178 
Log-likelihood −120591.0 Akaike criterion  241188.0 
Schwarz criterion  241219.5 Hannan-Quinn  241197.1 
    
Number of cases 'correctly predicted' = 222473 (83.3%) 
Likelihood ratio test: Chi-square(2) = 17496 [0.0000] 
 
The relationship between 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑆𝑡𝑎𝑡𝑒𝑠 and 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝑆𝑜𝑢𝑟𝑐𝑒) (as shown in Table 
5.15) is not statistically significant. There is however a positive and statistically significant 
relationship between 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑆𝑡𝑎𝑡𝑒𝑠 and 𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝑇𝑎𝑟𝑔𝑒𝑡). The odds ratio is 1.09 and 
there is a small to moderate effect size (as reported in the Cramer’s V in Table 5.16. 
Table 5.16: Tests of Association: Different States- and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.057 0.063 0.080 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
As the Australia Post data also included postcodes for each staff member I was able to 
compare whether connections across postcodes were identified as diverse or not. Table 5.17 
below shows the positive and statistically significant. 
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Table 5.17: Logit: Different Postcodes and Diversity 
Ordered Logit, using observations 1-267694 (n = 267147) 
Dependent variable: Different Postcodes 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.108546 0.0143788 7.5490 
<0.01 *** 
Diversity 
(Target) 
0.404837 0.0130022 31.1360 
<0.01 *** 
Cut 1 −0.18212 0.00423541 −42.9994 <0.01 *** 
      
Mean dependent var  1.559988 S.D. dependent var  0.496389 
Log-likelihood −182555.3 Akaike criterion  365116.6 
Schwarz criterion  365148.1 Hannan-Quinn  365125.7 
    
Number of cases 'correctly predicted' = 149599 (56.0%) 
Likelihood ratio test: Chi-square(2) = 1916.22 [0.0000] 
 
The Cramer’s V effect size for different postcodes and diversity is medium to strong 
𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑) has a Cramer’s V of 0.190 as per Table 5.18. The effect size for 
differences in postcodes and diversity is also greater than the effect size between state 
differences and diversity. It may be that the more granular nature of postcodes (compared to 
state level differences) allows 
Table 5.18: Tests of Association: Different Postcodes- and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.111 0.128 0.190 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
The final location attribute provided with the Australia Post data is the office or building 
name. As a location field it is expected that the diversity measure will also be positively 
associated with connections that connect different offices. There is a statistically significant 
positive (but small effect size) relationship between diversity and different offices. The smaller 
effect size may be due to frequent connections between offices (particularly those within the 
same local region). Another potential explanation is lower than desirable data quality. For 
example, the Australia Post data class “Dandenong Transport Facility Operations” as a distinct 
office to “Dandenong Transport Facility”. It seems likely that they may refer to the same office 
but the human resources data distinguishes these two entries. I opted to rely on the data as 
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provided for offices, rather than introduce my own bias by attempting to group similarly 
named entries. 
Table 5.19: Logit: Different Office and Diversity 
Ordered Logit, using observations 1-267694 (n = 267147) 
Dependent variable: Different Office 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.559934 0.0192973 29.0162 
<0.01 *** 
Diversity 
(Target) 
0.163748 0.0186524 8.7789 
<0.01 *** 
Cut 1 2.18933 0.00696358 314.3974 <0.01 *** 
      
Mean dependent var  1.109127 S.D. dependent var  0.311799 
Log-likelihood −91482.59 Akaike criterion  182971.2 
Schwarz criterion  183002.7 Hannan-Quinn  182980.3 
    
Number of cases 'correctly predicted' = 237994 (89.1%) 
Likelihood ratio test: Chi-square(2) = 25679.8 [0.0000] 
 
Table 5.20: Tests of Association: Different Office- and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.069 0.041 0.077 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
The assortative nature of communications with respect to location (state) can be visually 
seen in Figure 5.4 below. Colours indicate the state location of employees with Australia Post. 
As the head office is based in Melbourne there are a large number of Victorians in the network 
(dark blue). Individuals tend to show homophilous and assortative behaviour based on their 
and their colleagues’ locations.  
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Figure 5.4. Australia Post Employees by State/Location 
Diversity and Tenure 
In addition to data on an employee’s department and location, the Australia Post dataset 
also afforded insight into the employment tenure for each staff member. Differences in tenure 
provides an additional variable to investigate: do employees communicate with those of a 
similar tenure to themselves? Research is mixed. Some findings suggest that this is often the 
case, potentially due to their shared level of seniority (Buhai et al., 2014; Ibarra and Andrews, 
1993; Lee et al., 2008). Other research suggests there is no relationship between tenure and 
diversity (Milliken and Martins, 1996). The mixed findings leaves the question open for 
Australia Post: does tenure correlate with the measure for diversity?  
In Figure 5.5 individual employees with Australia Post who have been most recently 
employed are shown in light blue, and a darker shade is used for those with the longer tenures 
at the organisation. The clustering of colours indicates assortative behaviour: people tend to 
stay acquainted with others who have been employed for a similar length of time.  
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Figure 5.5. Australia Post Employees by Tenure 
While individuals of similar tenures appear to be clustered, there is not a statistically 
significant relationship between tenure and my measure for diversity. Table 5.21 below 
describes this relationship, finding a statistically insignificant negative correlation between 
pairs of diverse individuals and pairs of individuals that have more than 1000 days difference 
in their tenure at the firm. The size of the effect is also very small (see Table 5.22 for Cramer’s 
V).  
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Table 5.21: Logit: Tenure Differences (>1000 days) and Diversity 
Ordered Logit, using observations 1-267694 (n = 267147) 
Dependent variable: Different Tenure (>1000 days) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
−0.00490936 0.014881 −0.3299 0.7415 
 
Diversity 
(Target) 
−0.00432053 0.0132858 −0.3252 0.7450 
 
Cut 1 0.696806 0.0044703 155.8745 <0.01 *** 
      
Mean dependent var  1.332296 S.D. dependent var  0.471038 
Log-likelihood −169850.0 Akaike criterion  339706.1 
Schwarz criterion  339737.6 Hannan-Quinn  339715.2 
    
Number of cases 'correctly predicted' = 178375 (66.8%) 
Likelihood ratio test: Chi-square(2) = 4252.43 [0.0000] 
 
Table 5.22: Tests of Association: Different Tenures (>1000 days)- and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.001 0.001 0.004 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Diversity Visualised 
Figure 5.6 below graphically depicts the individuals who are identified as most diverse. 
These individuals are highlighted in yellow in the network visualisation. By comparing this 
graphic to the network maps of tenure and location, it appears that the most diverse 
individuals are located at a nexus of either different clusters in tenure (bridging new employees 
with old) and/or differences in location (bridging teams across states). To aid identification I 
have added in blue arrows where there visually appear to be a diverse nodes identified that 
bridge tenure. Orange arrows identify nodes that appear to bridge location.  
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Figure 5.6. Australia Post: Most Diverse Individuals 
5.3.4 Case Discussion 
Construct Validity 
The analysis of the email network of Australia Post reveals similarities with the findings for 
Thiess. My measure for diversity has a statistically significant (𝑝 < 0.05) positive correlation 
with differences in departments. The result aligns with expectations and supports the construct 
validity of the measure.  
The Australia Post dataset had additional details location than the Thiess, including State, 
postcode and office location for each employee. Investigating the relationship between diversity 
and interstate connections revealed a statistically significant positive relationship with edges 
where the target was identified as diverse15. The relationship between diverse edges where the 
source node was identified as diverse and interstate connections was not statistically 
significant. The high level of correlation between the diversity measures for source and target 
nodes could explain why only one of the two variables was identified as statistically significant. 
When assessed against differences in postcodes, there was a clear positive and statistically 
significant relationship between both diversity variants and differences in postcodes. There 
was also a significant positive relationship between diversity and differences in offices. The 
                                      
15 As identified in Chapter 4 (see page 86), edges may be identified as diverse to either one or both of the 
connecting nodes.  
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results for differences in locations and the relationship with diversity align with expectations 
and also support the construct validity of the measure.  
Unlike the Thiess dataset, the Australia Post case included information on employee tenure. 
There is mixed evidence in the literature on whether tenure and diversity should be correlated. 
Burt (2002) concludes that there should be a slight positive relationship between diversity and 
differences in tenure between employees. Other research suggests that there is no consistent 
relationship between tenure and diversity (Milliken et al., 1996). The results for Australia Post 
show no statistically significant relationship between diversity and differences in tenure. Given 
the different expectations that exist within the literature it appears no insight can be made on 
the construct validity of my measure based on its relationship with tenure.  
Applications 
Australia Post has recently started to take an active interest in the level of diversity present 
across their workforce. Previously diversity has been measured using attribute level differences 
(for example gender, or linguistic diversity). The executive team at Australia Post recognised 
that other forms of diversity are also important, and were able to use my measure to identify 
individuals that occupied positions of diversity in their communication network. Another 
important benefit of the measure was the speed with which it could provide insight. In addition 
to attribute levels of diversity, Australia Post had looked at network analysis alternatives but 
using surveys and interviews proved to not be a scalable solution. The use of email data with 
my measure for diversity provides an alternative, low-impact method for assessing diversity.  
The company identifies a number of reasons for their focus on diversity. I will consider the 
application and usefulness of my measure for two of the motivating reasons for diversity as 
described by Australia Post: 
1. Connecting effectively with our customers and community to understand and respond to 
their needs 
2. Fostering innovation by leveraging the experience and ideas of our people and embracing 
different viewpoints 
(Australia Post, 2012, p. 1) 
The first reason describes the external connectivity benefits afforded by diversity. Diversity 
within teams has been identified as a key mechanism for improving marketplace understanding 
(Herring, 2009; Robinson and Dechant, 1997). Measuring diversity therefore represents an 
opportunity for Australia Post to gauge how effectively the organisation is able to connect 
with their customers and community. Higher levels of diversity should represent a more 
reflective understanding of the community and environment in which the firm operates.  
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The second reason for diversity identified by Australia Post describes some of the internal 
benefits of diversity. Similar to Thiess, Australia Post is experiencing changes to the market 
it has traditionally operated in. The practice of posting letters has been described as being in 
‘terminal and structural decline’ (Wiggins, 2015, p. 1). New products and services must be 
brought to market to offset the decline, and the firm identifies diversity as an important tool 
to foster the required innovation. My measure for diversity thus provides visibility into the 
success of efforts to support diversity which can in turn fuel new ideas and innovations.  
5.4 Laing O’Rourke 
5.4.1 Introduction 
The third case study in Chapter 5 is Laing O’Rourke Australia (herein LOR). LOR has a 
focus on building, rail and infrastructure with just under 5,000 staff within Australia (Laing 
O’Rourke, 2014a). As part of their internal exploratory research I assisted with the development 
of network maps based on a number of months of email data. Laing O’Rourke’s head office in 
Australia is in Sydney. Similar to the Thiess and Australia Post case studies, the LOR dataset 
provides an opportunity to assess the hypothesised correlations between my measure for 
diversity and other examples of differences. 
5.4.2 Research Methods and Data 
As per the previous two cases, the LOR investigation uses email communication data to 
construct a network for the organisation. I then assess whether my diversity measure correlates 
as predicted with interdepartmental, cross-office and intergenerational communications. There 
was one additional data cleansing step required for LOR. Initial analysis of the data revealed 
a disproportionately large set of individuals who either did not send a single email or did not 
receive a single email during the period considered. It appears likely that these individuals 
were either on leave or not fully captured by LOR’s email server logging tools. If the email 
network is not a valid reflection of the true communication network the results may be 
incorrect. Accordingly, the individuals who had either not sent or received an email were 
removed from the analysis. I have included a set of results for LOR with the individuals present 
in the Appendices as a comparison (see section 9.8 of the appendix). In aggregate the findings 
are consistent.  
5.4.3 Results 
Diversity and Departments 
LOR’s operations span a number of departments. The top ten departments as per the human 
resources data provided are: Project Delivery, Office Services/Administration, Engineering, 
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Commercial, Human Capital, HSE and CR, Plant Management, Finance, Planning, 
Procurement and Information Technology. As previously noted, collaborations between people 
are often within the department that they work within. This form of assortative mixing 
suggests that my measure for diversity will positively correlate with interdepartmental 
connections (i.e. the diversity measure will be negatively correlated with within-department 
connections, which are likely to be seen as less diverse). This is investigated in Table 5.23 and 
Table 5.24 below. 
Table 5.23: Logit: Different Departments and Diversity (Undirected) 
Ordered Logit, using observations 1-132258 
Dependent variable: Different Departments 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.479987 0.0364234 13.1780 
<0.01 *** 
Diversity 
(Target) 
0.294643 0.0358744 8.2132 
<0.01 *** 
Cut 1 2.14972 0.0417882 51.4434 <0.01 *** 
      
Mean dependent var  1.206802 S.D. dependent var  0.407792 
Log-likelihood −66522.52 Akaike criterion  135810.0 
Schwarz criterion  133080.4 Hannan-Quinn  135818.8 
    
Number of cases 'correctly predicted' = 104394 (78.9%) 
Likelihood ratio test: Chi-square(2) = 6834.04 [0.0000] 
 
Table 5.24: Logit: Different Departments and Diversity (Directed) 
Ordered Logit, using observations 1-132258 
Dependent variable: Different Departments 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Directed) 
0.118665 0.0308885 3.8417 
<0.01 *** 
Cut 1 1.46888 0.0331494 44.3108 <0.01 *** 
      
Mean dependent var  1.206802 S.D. dependent var  0.405014 
Log-likelihood −66697.77 Akaike criterion  133399.5 
Schwarz criterion  133419.1 Hannan-Quinn  133405.4 
    
Number of cases 'correctly predicted' = 103809 (79.3%) 
Likelihood ratio test: Chi-square(1) = 6577.28 [0.0000] 
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The results in Table 5.23 and Table 5.24 show a statistically significant positive relationship 
between diverse edges and interdepartmental connections. The Cramer’s V tests for effect size 
in Table 5.25 show low levels for effect size.  
Table 5.25: Tests of Association: Department-Spanning Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.050 0.041 0.063 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
By summing the number of diverse edges that each node has we can also review the 
correlations between node diversity and cross department connections. To capture the natural 
positive relationship between these variables I have included degree as another variable for the 
model (as there is a greater opportunity for diverse and interdepartmental connections purely 
based on the number of aggregate connections present). There is a positive and statistically 
significant relationship between the total number of diverse connections that a given individual 
has, and the number of their interdepartmental connections.  
Table 5.26: Interdepartmental Connections and Diversity with Degree 
OLS, using observations 1-1891 
Dependent variable: Number of Interdepartmental Connections 
 
  Coefficient Std. Error t-ratio p-value  
Constant −9.09602 0.407509 −22.3211 <0.01 *** 
Degree 0.892849 0.00326277 273.6476 <0.01 *** 
Number of Diverse 
Connections 
1.02456 0.123908 8.2688 
<0.01 *** 
 
Mean dependent var  55.20571  S.D. dependent var  57.72710 
Sum squared resid  149850.1  S.E. of regression  8.908970 
R-squared  0.976208  Adjusted R-squared  0.976183 
F(2, 9027)  38732.78  P-value(F)  0.000000 
Log-likelihood −6817.439  Akaike criterion  13640.88 
Schwarz criterion  13657.51  Hannan-Quinn  13647.00 
 
Diversity and Location 
LOR’s operations also span multiple locations. The majority of staff are listed as located in 
North Sydney (17%), Brisbane (15%), APLNG Gas Facilities (13.3%), Perth (7.3%) and 
Moorebank (5.6%). There is a long tail of other locations for staff. My measure for diversity is 
expected to be correlated with cross office communications. The results are included in Table 
5.27 and Table 5.28 below.  
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Table 5.27: Logit: Different Cities and Diversity (Undirected)  
Ordered Logit, using observations 1-132258 
Dependent variable: Different Cities 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.459213 0.0336087 13.6635 
<0.01 *** 
Diversity 
(Target) 
0.310444 0.0326053 9.5213 
<0.01 *** 
Cut 1 1.56558 0.0387379 40.4147 <0.01 *** 
      
Mean dependent var  1.317076 S.D. dependent var  0.465339 
Log-likelihood −81535.04 Akaike criterion  163076.1 
Schwarz criterion  163105.4 Hannan-Quinn  163084.9 
    
Number of cases 'correctly predicted' = 89377 (68.3%) 
Likelihood ratio test: Chi-square(2) = 2915.09 [0.0000] 
 
Table 5.28: Logit: Different Cities and Diversity (Directed) 
Ordered Logit, using observations 1-132258 
Dependent variable: Different Cities 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Directed) 
0.559325 0.0261045 21.4264 
<0.01 *** 
Cut 1 1.35567 0.0281758 48.1145 <0.01 *** 
      
Mean dependent var  1.317076 S.D. dependent var  0.465339 
Log-likelihood −81527.10 Akaike criterion  163058.2 
Schwarz criterion  163077.8 Hannan-Quinn  163064.1 
    
Number of cases 'correctly predicted' = 89377 (68.3%) 
Likelihood ratio test: Chi-square(1) = 2930.98 [0.0000] 
 
There is a statistically significant and positive relationship between diversity for directed 
edges and intercity connections. The effect size for diversity and intercity connections is 
moderate, as shown in Table 5.29 below.  
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Table 5.29: Tests of Association: Intercity Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.097 0.115 0.127 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
The LOR dataset also included the office name that each employee works at. As this relates 
to location I have included the results for the relationship between diversity and different office 
connections below. As with differences in other variants of location, it is expected that diversity 
will be positively correlated with edges that connect people working in different offices.  
Table 5.30: Logit: Different Offices and Diversity (Undirected)  
Ordered Logit, using observations 1-132258 
Dependent variable: Different Offices 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.155258 0.0357886 4.3382 
<0.01 *** 
Diversity 
(Target) 
0.0892546 0.0339053 2.6325 
<0.01 *** 
Cut 1 −0.390215 0.0407254 −9.5816 <0.01 *** 
      
Mean dependent var  1.655417 S.D. dependent var  0.475234 
Log-likelihood −84266.68 Akaike criterion  168539.4 
Schwarz criterion  168568.7 Hannan-Quinn  168548.2 
    
Number of cases 'correctly predicted' = 85777 (65.5%) 
Likelihood ratio test: Chi-square(2) = 1825.15 [0.0000] 
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Table 5.31: Logit: Different Offices and Diversity (Directed) 
Ordered Logit, using observations 1-132258 
Dependent variable: Different Offices 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Directed) 
0.596304 0.0306343 19.4652 
<0.01 *** 
Cut 1 −0.0208765 0.0323093 −0.6461 <0.01 *** 
      
Mean dependent var  1.655417 S.D. dependent var  0.475234 
Log-likelihood −84078.19 Akaike criterion  168160.4 
Schwarz criterion  168179.9 Hannan-Quinn  168166.2 
    
Number of cases 'correctly predicted' = 85777 (65.5%) 
Likelihood ratio test: Chi-square(1) = 2202.15 [0.0000] 
 
There is a statistically significant and positive relationship between edges identified as 
diverse and those that span different offices. The effect size for diversity and interoffice 
connections is small, as shown in Table 5.35 below.  
Table 5.32: Tests of Association: Interoffice Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.016 0.013 0.064 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Diversity and Tenure 
The LOR dataset also included employee start dates. I created a dummy variable for 
differences in tenure and set it as 𝑇𝑅𝑈𝐸 for an edge connecting two people whose start dates 
differed by more than 1000 days. Table 5.33 and Table 5.34 below describe the relationship 
between diversity and differences in tenure. The results reveal a statistically positive 
relationship between diversity and tenure differences. The sample size is reduced as employee 
start dates were not included for all individuals in the dataset.  
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Table 5.33: Logit: Different Tenures and Diversity (Undirected)  
Ordered Logit, using observations 1-87403 
Dependent variable: Different Tenures ( > 1000 days) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.154649 0.0492509 3.1400 
<0.01 *** 
Diversity 
(Target) 
0.211104 0.0469829 4.4932 
<0.01 *** 
Cut 1 −0.095111 0.0571209 −1.6651 0.096 * 
      
Mean dependent var  1.615391 S.D. dependent var  0.486506 
Log-likelihood −58211.73 Akaike criterion  116429.5 
Schwarz criterion  116457.6 Hannan-Quinn  116438.0 
    
Number of cases 'correctly predicted' = 53787 (61.5%) 
Likelihood ratio test: Chi-square(2) = 698.964 [0.0000] 
 
Table 5.34: Logit: Different Tenures and Diversity (Directed) 
Ordered Logit, using observations 1-87403 
Dependent variable: Different Tenures ( > 1000 days) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Directed) 
0.209326 0.0377534 5.5446 
<0.01 *** 
Cut 1 −0.2533 0.0396885 −6.3822 <0.01 *** 
      
Mean dependent var  1.615391 S.D. dependent var  0.486506 
Log-likelihood −58219.16 Akaike criterion  116442.3 
Schwarz criterion  116461.1 Hannan-Quinn  116448.0 
    
Number of cases 'correctly predicted' = 53787 (61.5%) 
Likelihood ratio test: Chi-square(1) = 684.103 [0.0000] 
 
The effect size between diversity and tenure differences is very low (see Table 5.35). The 
low effect size aligns with the findings for tenure and diversity in the Australia Post dataset.  
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Table 5.35: Tests of Association: Different Tenures and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.017 0.020 0.023 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Diversity Visualised 
Similar to the other datasets I constructed a network visualisation of the LOR email data. 
While not a formal empirical test, Figure 5.7 and Figure 5.8 below appear to indicate the role 
that individuals who are identified as more diverse relative to others (shown in pink) occupy 
bridging positions in the network. Overlaying the communications network with office location 
reveals strong clustering based on location. 
  
Figure 5.7. Diversity at LOR 
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Figure 5.8. Diversity and Office Locations at LOR 
5.4.4 Case Discussion 
Construct Validity  
The Laing O’Rourke results generally align with the previous two case studies. There is a 
statistically significant positive relationship between diversity and interdepartmental 
connections (see Table 5.23) and differences in location (based on either city as per Table 5.27, 
or office as per Table 5.30). The LOR data show a low effect size but statistically significant 
positive relationship between tenure and diversity. The Thiess data reported an insignificant 
relationship and the Australia Post data showed a significant but low effect size negative 
relationship. The mixed findings for tenure align in this research align with the mixed findings 
between diversity and tenure within the literature (Buhai et al., 2014; Burt, 2002; Ibarra et 
al., 1993; Lee et al., 2008).  
As noted in the introduction to the LOR case, there was a reasonably large proportion 
(~40%) of individuals that had either not sent or had not received an email during the period 
reported. In the results above these individuals have been removed from the dataset. To test 
the robustness of the relationship between diversity and attribute level differences in a dataset 
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where the data is potentially less reflective of the underlying network I also ran the results for 
the full dataset. At an aggregate level there remains statistically significant positive 
relationships between diversity and differences in connections, intercity connections, and 
differences in tenure. Full results are included in section 9.8 of the appendices. 
Applications 
LOR Australia has a strategic focus on firm innovation, which is largely driven by its R&D 
unit the Engineering Excellence Group (Laing O’Rourke, 2014b). The R&D unit was already 
familiar with network analysis tools and were interested in whether email communication logs 
could be used to inform levels of diversity across the company. My measure for diversity works 
on networks constructed from email communications. By being able to better measure diversity 
the firm could then assess whether intended strategies for increasing diversity were being 
effective or not.  
With overseas growth opportunities identified as priorities for the firm, LOR has elected to 
sell off its Australian operations (Ruehl, 2016). Accordingly, applications from being better 
able to measure internal diversity are less clear.  
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5.5 eSpace: Diversity in a Research University 
5.5.1 Introduction 
The final case in Chapter 5 is the eSpace dataset from the University of Queensland (UQ). 
UQ is a research university with approximately 2,700 research staff members (University of 
Queensland, 2016, 2015). eSpace ‘is the single authoritative source for the research outputs of 
the staff and students of the University of Queensland’ (UQ Library, 2016, p. 1). The eSpace 
dataset differs to the previous case investigations for three reasons: 1) it maps publication 
output and co-authorship (as opposed to email communications), 2) it is longitudinal (with a 
10 year period used for the research), and 3) the network is undirected16. The use of a different 
source for data enables insight into whether the evidence of construct validity found when 
applying my measure to email datasets remains present in a research publication dataset. As 
diversity is associated with greater novelty and exploration, it is expected that diversity will 
be positively correlated with interdisciplinary collaborations (Leydesdorff and Rafols, 2011). 
Greater diversity is therefore also expected to be positively correlated with citation counts. 
Conversely, the costs associated with diversity may lead to reduced publication counts, and a 
negative correlation between diversity and output is expected. The longitudinal nature of the 
dataset further enables an empirical investigation of the three hypotheses introduced in 
Chapter 2, including the increasing marginal benefits from diversity over time. 
5.5.2 Research Methods and Data 
The eSpace dataset includes journal articles, conference papers and other publications such 
as reports, monographs, books and book chapters authored by members of the University of 
Queensland. The university captures various details on each publication and assigns each 
author a unique identification number. This is important to allow clear and correct 
differentiation between author references that could otherwise be confused based solely on 
name17. The author identification numbers are however only available for UQ academics, with 
collaborators from external institutions being referred to by name. Accordingly, to ensure the 
accuracy of links within the network, only UQ authors are included within the network 
analysis. This creates an obvious constraint on the dataset. However, as there are different 
patterns for intra- and inter- organizational collaboration (Wagner, 2005), the dataset 
remained suitable for the purpose of the study.  
I extracted all publications between 2000 and 2010. The selected period provided a 
sufficiently large sample with 24,707 authors producing 170,772 publications. I chose the 
                                      
16 Graphs from email logs are directed (Person A might email Person B, but that does not mean Person B has 
emailed Person A), whereas co-authored papers are undirected (co-authoring a paper with another implies that 
they have, in turn, co-authored the same paper with you).  
 
17 There is, for example, another ‘Andrew Barnes’ at the University of Queensland.  
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specific decade period up to 2010 to avoid over penalising papers that have been more recently 
published and therefore might not have had time to garner citations (Garfield, 1998; Jacsó, 
2009). The period is however still contemporary and so the findings should remain relevant. 
Details on the extracted publications are included in Table 5.36.  
Table 5.36: eSpace Data Overview 
 
Average Per Year 
(2000-2010) 
Full Decade  
(2000-2010) 
Publications 15,525 170,772 
Collaborations (edges) 22,507 35,730 
Authors 16,542 24,707 
Avg Collaborations 1.31 1.45 
Avg Collaborators 2.46 2.72 
Avg Shortest Path  8.81 7.82 
Giant Proportion 89% 87% 
 
The network constructed from the eSpace dataset was overlaid with an individual’s 
maximum citation count in a given time period. The bibliographic database used for citations 
counts was Thomson Reuters’ Web of Science which is considered the most comprehensive 
(Falagas et al., 2008) (using SciVerse Scopus counts for citations yields the same conclusions). 
Department membership information was extracted from the university’s staff directory and 
associated with the eSpace dataset using Fuzzy Lookup. Fuzzy Lookup is an Excel plugin 
developed by Microsoft to match textual data using a name matching algorithm (Microsoft, 
2014). Information on the length of employment and office location for many academics was 
not able to be populated and these variables are omitted from the eSpace investigation.  
5.5.3 Results 
Diversity and Departments (Disciplines) 
Similar to the previous three cases, it is expected that the measure for diversity should be 
positively correlated with edges that span differences in attributes. Intuitively it is more likely 
for individuals to co-author with people in the same department as themselves. In the context 
of UQ, this may be due to both geographic proximity (with departments often having staff 
offices located in the same building) and disciplinary familiarity. Diverse pairs of individuals 
are expected, on average, to more likely span departments. Research on academic collaboration 
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supports the hypothesis that diverse co-authorship pairings are more likely to span 
departments (McDowell and Melvin, 1983; Newman, 2001; Wineman et al., 2009).  
The results identify a statistically significant positive relationship between edges identified 
as diverse and edges that span departments (see Table 5.37). There is a medium measure for 
the relationship’s effect size (see Table 5.38).  
Table 5.37: Logit: Different Departments and Diversity 
Ordered Logit, using observations 1-46940 
Dependent variable: Different Departments 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
0.61943 0.0388714 15.9354 <0.01 *** 
Diversity 
(Target) 
0.434679 0.0384873 11.2941 <0.01 *** 
Cut 1 3.50873 0.0498933 70.3247 <0.01 *** 
      
Mean dependent var  1.110716 S.D. dependent var  0.313783 
Log-likelihood −15851.32 Akaike criterion  31708.64 
Schwarz criterion  31734.91 Hannan-Quinn  31716.89 
    
Number of cases 'correctly predicted' = 41743 (88.9%) 
Likelihood ratio test: Chi-square(2) = 5233.73 [0.0000] 
 
Table 5.38: Tests of Association: Department-Spanning Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.140 0.128 0.150 
Pearson's Chi-squared test  
with Yates' continuity correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Diversity and Publication Output 
As outlined in Chapter 2, there are costs associated with higher levels of diversity. 
Accordingly, diversity is expected to be negatively correlated with publication output. Output 
is not available at the edge level, and so the analysis is done at the individual level. The 
number of colleagues that an individual has co-authored with during the period is included to 
control for the correlation between greater levels of output and more hands to assist18. Table 
                                      
18 The expectation is that for the same number of co-authors there will be a reduced level of output for those 
that co-author with more individuals who are relatively more diverse than their usual colleagues.  
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5.39 below shows the regression results. The result aligns with expectations: diversity is 
negatively correlated with publication count.  
Table 5.39: eSpace Publication Counts and Diversity of Types 
OLS, using observations 1-21,545 
Dependent variable: Publication Count 
 
  Coefficient Std. Error t-ratio p-value  
Constant −0.0413656 0.0445203 −0.9291 0.3528  
Degree (# co-authors)  1.87116 0.00815219 229.5282 <0.01 *** 
Diversity −0.588769 0.0141114 −41.7228 <0.01 *** 
 
Mean dependent var  9.336876  S.D. dependent var  23.40768 
Sum squared resid  674222.0  S.E. of regression  5.594464 
R-squared  0.942884  Adjusted R-squared  0.942878 
F(2, 21542)  177809.3  P-value(F)  0.000000 
Log-likelihood −67665.23  Akaike criterion  135336.5 
Schwarz criterion  135360.4  Hannan-Quinn  135344.3 
 
Diversity and Citation Count 
Citation counts are a reflection of the novelty and importance of a paper (Mingers et al., 
2015). As diversity is associated with greater exploration and novelty, it is expected that 
diversity will be positively correlated with the maximum citation counts. To control for the 
natural opportunity for more citations as a result of more papers, I have included the number 
of publications as another variable in the model. The results in Table 5.40 reveal a positive, 
statistically significant, relationship between diversity and the number of maximum citations 
an author receives.  
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Table 5.40: eSpace Max Citation Counts and Diversity of Types 
OLS, using observations 1-21,545 
Dependent variable: Citation Count 
 
  Coefficient Std. Error t-ratio p-value  
Constant 26.0467 0.96531 26.9827 <0.01 *** 
# of Publications 1.29657 0.168324 7.7028 <0.01 *** 
Diversity 1.44466 0.0760781 18.9892 <0.01 *** 
 
Mean dependent var  42.11318  S.D. dependent var  128.6717 
Sum squared resid  3.28e+08  S.E. of regression  123.4043 
R-squared  0.080283  Adjusted R-squared  0.080198 
F(2, 21538)  940.0380  P-value(F)  0.000000 
Log-likelihood −134293.8  Akaike criterion  268593.6 
Schwarz criterion  268617.6  Hannan-Quinn  268601.4 
 
 
 
Historic Levels of Diversity and Citations 
As the eSpace dataset provides a longitudinal sample, it is possible to compute the aggregate 
number of diverse connections that an academic has in one period to see whether there is a 
relationship with their max citation count for papers produced in a future period. It is expected 
that individuals who demonstrate an ability to collaborate with a greater level of diversity in 
a period (in this case 1995-2000) should more likely see a greater level of citations for the 
papers that they publish in the subsequent period (2000-2010). The results in Table 5.41 below 
show a statistically significant and positive relationship between diversity in a previous period 
and the maximum citation count in the subsequent period. However, the effect size (𝑅2) is 
small, suggesting that the predictive power of this is low.  
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Table 5.41: eSpace Max Citation Counts and Historic Diversity of Types 
OLS, using observations 1-5,728 
Dependent variable: Max Citation Count 
 
  Coefficient Std. Error t-ratio p-value  
Constant 11.13691 1.107400 10.05681 <0.01 *** 
Diversity_Historic 2.662946 0.192308 13.84733 <0.01 *** 
 
R-squared 0.032419      Mean dependent var 20.82306 
Adjusted R-squared 0.032250      S.D. dependent var 66.03164 
S.E. of regression 64.95816      Akaike info criterion 11.18571 
Sum squared resid 24148558      Schwarz criterion 11.18804 
Log likelihood -32017.10      Hannan-Quinn criter. 11.18652 
F-statistic 191.7486      Durbin-Watson stat 1.950411 
Prob(F-statistic) 0.000000    
 
Appropriate Diversity over Time 
Increased diversity in any given period will meet with increasing marginal costs. This should 
lead to a steady state equilibrium. The literature review identified that the marginal costs 
from diversity can be reduced through new technologies and processes. It is therefore expected 
that the appropriate level of diversity will increase over time. Figure 5.9 below plots the 
average measure for diversity for individuals who achieve a personal maximum in citation 
counts in a given year.  
 
Figure 5.9: Average Diversity Over Time  
To test whether the visible trend in Figure 5.9 is statistically significant we can run an 
autoregressive model using a single lag for average diversity. The results are included in Table 
5.42 below. As expected, there is a significant positive trend. 
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Table 5.42: eSpace Average Diversity Over Time 
Cochrane-Orcutt, using observations 2003-2011 (T = 9) 
Dependent variable: AvgDiversity 
rho = -0.399668 
  Coefficient Std. Error t-ratio p-value  
AvgDiversity(-1) 1.08287 0.0466002 23.2375 <0.01 *** 
 
Mean dependent var  3.738903  S.D. dependent var  0.977130 
Sum squared resid  3.022729  S.E. of regression  0.614688 
R-squared  0.627602  Adjusted R-squared  0.627602 
F(1, 7)  627.2538  P-value(F)  6.91e-09 
rho −0.077693  Durbin's h −0.235390 
 
The growing magnitude of the coefficient for diversity suggests there is growing returns 
from diversity over the last decade at the University of Queensland. This makes intuitive sense 
and aligns with other research findings where there is both a shift in science from the individual 
to the team, but also from intra- to inter-disciplinary collaboration as a response to the 
increasing complexity inherent in the knowledge base (Fullwood, Rowley, and Delbridge, 2013; 
Guimera et al., 2005; Newman, 2001).  
Diversity Visualised 
Visually mapping the eSpace dataset (see Figure 5.10) appears to reveal diverse nodes 
(shown by large node size) as primary bridges between department clusters (with the top 8 
departments by author numbers coloured in the graph). 
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Figure 5.10. Diversity (size) and Departments (colour) at UQ 
The departments with the greatest propensity to collaborate across divisions are listed in 
Table 5.43. The data shows medical related fields as the most interdisciplinary. This may 
however be due to the greater delineation present in the naming of department fields (for 
example the Royal Brisbane Hospital is listed as both the highest and second highest source 
for interdepartmental connections).  
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Table 5.43: Highest Average Interdepartmental Connections 
Rank Department Name 
1 SOMCentral - Paediatrics and Child Health - RBH 
2 Royal Brisbane Clinical School 
3 Central Clinical Division 
4 Rural Clinical School 
5 Clinical Medical Virology Centre 
6 Medicine 
7 ISSR - Research Groups 
8 Molecular and Cellular Pathology 
9 English, Media Studies and Art History 
10 Natural and Rural Systems Management 
11 Languages and Comparative Cultural Studies 
12 History, Philosophy, Religion, and Classics 
13 Mathematics 
14 Social Science 
15 SOMCentral - Medicine - RBWH 
16 UQ Centre for Clinical Research 
17 Civil Engineering 
18 Architecture 
19 SOMCentral - Paediatrics and Child Health - RBWH 
20 SOMSouthern - Medicine - Princess Alexandra Hospital 
 
5.5.4 Case Discussion 
Construct Validity  
The eSpace dataset is the fourth and final case investigation for my thesis. It offers a unique 
perspective as it is an undirected network formed from co-authorship associations. While it 
did not include data on tenure or location19, it did include information on employee 
department, publication counts, and citation counts. The relationship between diversity and 
differences in departments in the eSpace dataset is consistent with the findings in the prior 
three cases: there is a statistically significant positive relationship between diverse connections 
and interdepartmental connections.  
There are costs associated with building and maintaining diverse connections (Robinson et 
al., 1997). Accordingly, diversity was expected to be negatively correlated with output. The 
results align with expectations, with a statistically significant negative correlation between 
publication counts and diversity.  
Diversity is associated with exploration and experimentation. As greater number of citations 
generally accrue to more novel research, it was expected that diversity would be positively 
                                      
19 Though in a university setting department and location are likely to be associated with each other.  
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correlated with citation counts. Further, diversity The results align with expectations: there 
was a statistically significant positive relationship between the number of diverse collaborations 
a researcher had and their maximum citation count.  
Applications 
The University of Queensland prides itself on offering ‘researchers significant 
interdisciplinary capability’ (University of Queensland, 2016, p. 2). While there are costs 
associated with interdepartmental / interdisciplinary collaboration, the diversity of 
perspectives can ultimately help to forge new findings (MacKinnon, Hine, and Barnard, 2013). 
Policies and technologies which can support such collaborations are likely to be beneficial.  
Interdisciplinarity is however just one form of diversity (Leydesdorff, 2007). The results in 
the eSpace investigation show that interdisciplinary connections only explain a moderate 
amount of the variance in diversity. There are other aspects that must be influencing what is 
considered a diverse connection or not. University administrators and researchers should 
therefore be cautious not to become myopic in restricting the view of research diversity to 
disciplinary differences.   
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5.6 Summary 
Chapter 5 has applied the measure for diversity across four datasets. The results reveal 
generally positive relationships between diversity and differences in attributes such as 
departments and office locations. A negative correlation between diversity and publication 
output and a positive correlation between diversity and citation counts were identified for the 
eSpace dataset. The great majority of the results align with expectations (see summary in 
Table 5.44 below). Each dataset also includes a short case discussion on the implications and 
applications of my measure for diversity. Chapter 6 further explores the results and introduces 
an overarching summary discussion of the implications for the literature on diversity in 
business.  
Table 5.44: Summary of Relationships 
Dataset Variable 
Relationship with 
Diversity 
Significant  
(𝑝 < 0.05) 
Aligns with 
Expectations 
Thiess20 Δ Departments Positive Yes Yes 
 Δ States Positive Yes Yes 
     
Australia Post Δ Departments Positive Yes Yes 
 Δ States Positive Yes Yes 
 Δ Offices Positive Yes Yes 
 Δ Postcodes Positive Yes Yes 
 Δ Tenures Negative No Some 
     
Laing O’Rourke Δ Departments Positive Yes Yes 
 Δ Offices Positive Yes Yes 
 Δ Cities Positive Yes Yes 
 Δ Tenures Positive Yes Some 
     
eSpace Δ Departments Positive Yes Yes 
 # Publications Negative Yes Yes 
 # Citations Positive Yes Yes 
 
                                      
20 As bridging clusters is not an attribute level difference it is excluded. 
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 DISCUSSION 
6.1 Introduction 
Chapter 6 now turns to a general discussion of the overall insights and implications of my 
research. Within each case investigation in Chapter 5 I considered the implications and 
applications of the measure for diversity. The present chapter now provides an overarching 
discussion grouped into sections responding to my thesis’ research question of How can we 
measure and determine the appropriate level of diversity in a business system? The chapter 
begins with a summary of why diversity in complex systems should be assessed using 
information within the system and outlines how my measure does this. The discussion then 
considers the evidence for the measure’s construct validity, drawing on the results across the 
four datasets in Chapter 5. To establish the novelty of insight offered by the measure I then 
compare the measure with existing measures for diversity. Finally, I consider the implications 
offered for the field management and how the measure can be applied to determine appropriate 
levels of diversity. 
6.2 How Can We Measure Diversity? 
6.2.1 Existing Approaches and Complex Systems 
The level of diversity in a system has important implications for the performance of the 
system (Page, 2008). Chapter 2 covers the literature and evidence for the relationship between 
diversity and business outcomes in detail. Given the relevance and importance of diversity for 
both business researchers and managers, there is an evident need to understand and measure 
the phenomena. Unsurprisingly there is no shortage of measures available (for a summary see 
Stirling, 1998). Generally, the measures used to assess diversity are well suited to simple and 
complicated systems, and follow a reductionist philosophical perspective. Taxonomies and 
categorisation schemes such as Dewey Decimal are an example of a reductionist approach. 
Such a perspective is not always appropriate, particularly as business researchers and managers 
are often interested in complex systems consisting of firms and individuals. In complex systems 
the visible attribute differences may distract from the more salient variables (McPherson et 
al., 2001). Interactions between factors drive emergent behaviours in complex systems 
(Malawski et al., 2006). 
In the literature review I introduced a simple dichotomy of ‘external’ vs ‘inherent’ 
classification schemes to categorise measures for diversity. The classification scheme draws on 
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findings across multiple disciplines: generally, for complex systems, the most appropriate 
method to measure diversity must draw on information in the system itself (De Queiroz et al., 
1994; Page et al., 1999; Wiley and Lieberman, 2011). The field of network analysis offers 
insight for business researchers and managers. Given the information revealed through 
assortative connections (McPherson et al., 2001), there are opportunities to develop measures 
for diversity based on network links. There already exists a body of research investigating the 
insight that networks offer for better understanding diversity (Burt, 1992; Granovetter, 1973). 
With the realisation that networks offer unique opportunities for complex systems, I 
concentrated the efforts of my research on incrementally advancing the research in this space. 
6.2.2 A Measure for Diversity 
Chapter 4 steps through the logic around my proposed measure for diversity. In order for 
the measure to be useful for both business researchers and managers it must be: a) a valid 
measure which accurately describes diversity in complex systems, and b) a measure which 
provides new insight and information on diversity when compared with the current state of 
the art. The logic driving the measure is relatively simple: in an assortative network the edges 
that link nodes imply a level of similarity between the nodes connected (e.g. individuals). 
Individuals that are closely connected (in tightly-knit clusters) are more likely to be similar 
than individuals that are weakly connected (Granovetter, 1973). Given this, connections that 
reach outside of immediate neighbourhoods imply a level of diversity. At the heart of my 
measure for diversity is the assumption that the more diverse connections are those between 
individuals who are not already strongly connected to immediate neighbours. As Chapter 4 
outlines, the measure can be expressed as: 
𝐷𝑖 = count where 
𝑤𝑖𝑗
∑𝑤𝑖
≥ ∀𝑒𝑚∈𝑖,𝑗;𝑚≠𝑖
𝑤𝑚𝑗
∑𝑤𝑚
    
That is, the diversity of a given node 𝑖 is equal to the number (count) of nodes that 𝑖  is 
connected to where the proportional weight of their mutual connection is greater than that of 
any other immediate neighbour of 𝑖. A node that is weakly (based on edge weight) connected 
to another node which shares a common and more strongly connected neighbour will not be 
counted as diverse. 
My approach to measuring diversity is suited to complex systems as it draws on information 
within the system itself to identify what is diverse or not. In doing so it avoids the trap of 
external taxonomies which can become obsolete or unreflective of the underlying system as it 
evolves. However, being philosophically suited to complex systems is not sufficient. The next 
questions that must be answered is whether the measure is both valid (accurately describes 
C H A P T E R  6  •  D I S C U S S I O N  
 
135 
diversity) and offers new information on diversity. These two questions are considered in turn 
below by sections 6.3 and 6.4 respectively.  
6.3 Construct Validity 
The four datasets investigated as part of Chapter 5 test the construct validity of my measure 
for diversity. It is expected that diversity is positively correlated with connections between 
individuals that span attribute level differences. The data affords insight into three groups of 
variables: differences in departments, locations, and tenures. In one dataset (eSpace) the data 
include information on publication output and citation counts. The association between 
diversity and differences in department is well established: people are more likely to work with 
those in the same department or field (Newman, 2001). So too is the association between 
diversity and locations: individuals who are geographically proximate are more likely to be 
connected (McPherson et al., 2001). The research on the relationship between diversity and 
tenure is somewhat more mixed. For example, Burt (2002) suggests that there is a slight 
positive relationship between differences in tenure and diversity, whereas other research 
suggests there is a negative relationship between the variables (Milliken et al., 1996). In 
assessing construct validity, it is expected that diversity should be positively correlated with 
interdepartmental connections and cross location connections. The literature also suggests that 
diversity should be negatively correlated with publication output and positively correlated 
with citations.  
6.3.1 Departments 
Each of the four case investigations provide data on the relationship between diversity and 
interdepartmental connections. The results are consistent across all four datasets: the measure 
for diversity is positively correlated with differences in departments. The results hold true 
across different industries and data sources. But, as Starbuck (2006) notes, the statistical 
significance of a relationship is only part of the consideration. The effect size is also important 
to consider. Table 6.1 outlines the effect sizes between diversity and interdepartmental 
connections for each case investigation.  
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Table 6.1: Effect Size: Diversity and Interdepartmental Connections 
Dataset Direction Significance 
Effect Size of  
Diversity (Combined) 
Thiess Positive *** 0.128 
Australia Post Positive *** 0.060 
Laing O’Rourke Positive *** 0.063 
eSpace Positive *** 0.150 
 
Cohen (1988) suggests that values of approximately 0.05 imply a small effect size, values of 
0.15 are medium and 0.30 are large. Based on this hierarchy, there is evidence of a low to 
moderate effect size between diversity and interdepartmental differences. The results align 
with expectations for the measure: diversity has a statistically significant and meaningful 
positive relationship with interdepartmental connections. 
6.3.2 Locations 
Three of the four case investigations provide data on the relationship between diversity and 
different location connections. Depending on the dataset, locations are identified based on 
either the office, postcode, city or State that an individual works at. The results are consistent 
across the three datasets: the measure for diversity is positively correlated with differences in 
location. The relationship holds true regardless of the variable used to identify location. The 
effect size of the relationship is reported in Table 6.2. 
Table 6.2: Effect Size: Diversity and Location-Spanning Connections 
Dataset Variable Direction Significance 
Effect Size of  
Diversity (Combined) 
Thiess State Positive *** 0.146 
Australia Post State Positive *** 0.080 
 Postcode Positive *** 0.190 
 Office Positive *** 0.077 
Laing O’Rourke City Positive *** 0.127 
 Office Positive *** 0.064 
 
Based on Cohen’s (1988) hierarchy, there are low to above moderate effect sizes between 
diversity and location spanning connections. The results align with expectations for the 
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measure: diversity has a statistically significant and meaningful positive relationship with 
inter-location connections. 
6.3.3 Tenures 
The final variable considered for construct validity is tenure. The relationship between 
tenure and diversity is however not as clear cut as between diversity and departments and 
locations. Burt (2002) suggests that tenure and diversity are positively related. Other research 
reports that there is a negative or insignificant link between diversity and tenure (Milliken et 
al., 1996). Differences in tenure in traditional firm structures (where an employee might work 
for one company for life) potentially might have a stronger association with diversity relative 
to modern employment structures. The case studies with data available on employee tenure 
suggests that there is no clear positive or negative relationship between diversity and tenure. 
Table 6.3 describes the effect size between diversity and tenure. My measure for diversity does 
not appear to be associated significantly with tenure. 
Table 6.3: Effect Size: Diversity and Tenure-Spanning Connections 
Dataset Direction Significance 
Effect Size of  
Diversity (Combined) 
Australia Post Negative No 0.004 
Laing O’Rourke Positive *** 0.023 
 
6.3.4 Publications and Citations 
Only one dataset (eSpace) included information on publication output and citation counts. 
It is therefore not possible to make comparisons between case investigations to comment on 
the replicability of findings, but it is worth considering whether the relationships identified 
accord with expectations. Diversity introduces costs to collaboration and so we would expect 
the number of publications to reduce the more diverse a set of co-authors are (Lee et al., 2005). 
On the flipside, diversity is an important factor for creativity and so it should be positively 
related to citations (Guimera et al., 2005). The results are consistent with expectations. 
Diversity is found to have a statistically significant negative correlation with the number of 
publications produced in a given period. Diversity is also found to have a statistically 
significant positive relationship with the number of citations achieved during a given period. 
Cramer’s V tests for effect size were not done for these relationships as the investigations used 
node level data instead of edge level data. Table 6.4 below summarises the findings.  
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Table 6.4: Relationship Between Diversity, Publication Output and Citations 
Variable Direction Significance 
Publication Count Negative *** 
Citations Positive *** 
 
6.3.5 Overall Construct Validity 
The introduction to the current chapter described two goals. The first was to assess the 
construct validity of my measure for diversity. Assessing the evidence for construct validity is 
important as the integrity of any inferences or implications drawn from applied findings relies 
on the validity of the measure (Ortinau, 2011). Construct validity has been assessed in each 
of the four datasets – with tests to identify whether my measure for diversity correlates as 
expected with attribute level differences. As just discussed above, there is consistent evidence 
across tests that my measure for diversity correlates as expected.  
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Table 6.5: Summary of Relationships 
Dataset Variable 
Relationship with 
Diversity 
Significant  
(𝑝 < 0.05) 
Aligns with 
Expectations 
Thiess21 Δ Departments Positive Yes Yes 
 Δ States Positive Yes Yes 
     
Australia Post Δ Departments Positive Yes Yes 
 Δ States Positive Yes Yes 
 Δ Offices Positive Yes Yes 
 Δ Postcodes Positive Yes Yes 
 Δ Tenures Negative No Some 
     
Laing O’Rourke Δ Departments Positive Yes Yes 
 Δ Offices Positive Yes Yes 
 Δ Cities Positive Yes Yes 
 Δ Tenures Positive Yes Some 
     
eSpace Δ Departments Positive Yes Yes 
 # Publications Negative Yes Yes 
 # Citations Positive Yes Yes 
 
6.4 Diversity Relative to Other Measures 
Assessing construct validity was one of three goals noted in the introduction to the present 
chapter. The second goal was to consider the novelty of information captured by my measure 
for diversity. To be useful, the measure should provide new information to help answer business 
and management research questions. The table below (Table 6.6) summarises the correlations 
between various network measures and my measure for diversity. What is interesting is the 
direction of correlation with many network measures. For example, my measure for diversity 
has a relatively weak and negative correlation with betweenness centrality. Betweenness 
centrality (BC) is also often used as a proxy for diversity, with nodes that have a higher value 
for BC often presumed to be more central to the network, and acting as bridges (e.g. 
                                      
21 As bridging clusters is not an attribute level difference it is excluded. 
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Leydesdorff et al., 2011). As has been discussed throughout this dissertation, bridging nodes 
are more likely to also be associated with a diverse set of neighbours. It is therefore interesting 
that my measure for diversity is positively correlated with attribute level differences (e.g. 
connections across locations and departments) and yet is only weakly negatively correlated 
with BC. This suggests that my measure for diversity captures different information to that 
of BC (and other measures such as closeness centrality, eccentricity and degree). A full table 
showing the cross correlations between all measures is included below (Table 6.6).  
Centrality measures, such as BC and CC, are often described as measuring the degree of 
‘influence’ that a node has over the flow of information through a network (Newman, 2005). 
They are computed based on the connections of the entire network. My measure for diversity 
instead focuses on single degree connections (though it can be expanded for 𝑛 hop scenarios). 
The greater focus on the local network vs on the whole of network is important when 
considering human actors (Friedkin, 2006). Individuals may have very little control or 
advantage gained over occupying the shortest path in a large network: there will be many 
other paths of similar length that traverse the network, and information flow is unlikely to be 
as clear as what a centrality measure might assume. Whereas an individual that has a local 
network that is relatively diverse is more likely to be able to capture the benefit that comes 
from this.  
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Table 6.6: Correlation Between Diversity and Other Network Measures 
 D1 D2 WEcc WDiv WEff C BC HCC CC Ec WD D E ES TR 
Totalredundanc (TR)~ -0.28 -0.16 -0.37 -0.48 -0.47 -0.27 0.17 0.41 0.38 -0.27 0.39 0.62 -0.51 0.12 1 
Effectivesizec (ES) 0.01 -0.02 -0.22 -0.21 0.17 -0.38 0.54 0.39 0.37 -0.19 0.34 0.48 0.11 1  
Efficiencyperc (E) 0.25 0.13 0.6 0.66 0.96 0.13 -0.15 -0.39 -0.38 0.28 -0.31 -0.47 1   
Degree (D) -0.22 -0.16 -0.43 -0.51 -0.42 -0.48 0.6 0.71 0.68 -0.47 0.66 1    
Weighteddegree (WD) -0.18 -0.14 -0.27 -0.33 -0.28 -0.24 0.35 0.42 0.4 -0.26 1     
Eccentricity (Ec) 0.07 0.11 0.32 0.29 0.26 0.25 -0.28 -0.66 -0.67 1      
closnesscentra~ (CC) -0.06 -0.12 -0.45 -0.43 -0.33 -0.42 0.44 1 1       
harmonicclosne~ (HCC) -0.07 -0.12 -0.46 -0.45 -0.34 -0.44 0.45 1        
betweenesscent~ (BC) -0.04 -0.01 -0.17 -0.2 -0.11 -0.22 1         
Constraint (C) -0.15 -0.11 0.57 0.33 0.09 1          
weighted_eff_s~ (WEff) 0.27 0.1 0.61 0.67 1           
weighted_diver~ (WDiv) 0.52 0.27 0.67 1            
weighted_eccen~ (WEcc) 0.03 -0.01 1             
Directed (D2) 0.6 1              
Undirected (D1) 1               
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6.5 Identifying Appropriate Levels of Diversity 
Having presented the evidence for both the validity and novelty of my measure for 
diversity, I turn now to a consideration of its implications and applications, that is: how 
we can use the measure to determine appropriate levels of diversity. It is useful to 
consider the implications and applications of diversity with respect to the specific case 
examples used within this thesis. This thesis however does not seek to prove the 
importance of diversity to the field of management as diversity’s importance is already 
well established. The role of diversity in business has been extensively covered within 
the literature review (this includes research by Ashby, 1958; March, 1991; Page, 2011, 
2008; Stirling, 1998). The overarching role of diversity is illustrated through specific 
examples in Chapter 5, where each of the four datasets investigated includes a short 
discussion of the applications of my measure for diversity. Instead of repeating the 
specific insights for each case in this chapter, I now return to the conceptual model for 
diversity first introduced in Chapter 2. The conceptual model includes three hypotheses: 
Hypothesis 1. ↑ in diversit𝑦 → ↑ variance in outcomes (e. g. exploration)   
Hypothesis 2. ↑ in diversity → ↑ in marginal cost of diversity and ↓
in marginal benefit  
Hypothesis 3. ↑ in technological progress →
 𝑐ℎ𝑎𝑛𝑔𝑒 in appropriate level of diversity   
The hypotheses have important implications for business researchers and managers. 
Chief amongst these is that diversity is a double-edged sword: offering both opportunities 
and costs. Determining the appropriate level of diversity therefore requires consideration 
of how the benefits of diversity can be maximised, the costs reduced, and the ways in 
which technology can be applied to support new levels of diversity. As Guimera et al., 
and Milliken et al., note below, the increasing environmental complexity requires a better 
understanding and appreciation of both the positive and negative effects of diversity.  
‘As organizations increasingly operate in a multinational and multicultural context, 
understanding how diversity in the composition of organizational groups affects 
outcomes such as satisfaction, creativity, and turnover will be of increasing importance’  
(Milliken et al., 1996, p. 402) 
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‘While diversity may potentially spur creativity, it [also] typically promotes conflict 
and miscommunication’ 
(Guimera et al., 2005, p. 697) 
6.5.1 Increasing Diversity for Greater Exploration 
It should come as no surprise that diversity creates greater opportunities for 
creativity, innovation and exploration. I discussed this relationship in Chapter 2 with 
reference to March's (1991) concepts of exploration and exploitation. The findings from 
the case investigation support the positive relationship between diversity and 
exploration. All four firms featured in my research displayed a conscious strategic intent 
to encourage diversity in the belief that it would help improve firm creativity and 
innovation. My research provides additional insight and support for theories as to how 
diversity can be increased in order to support greater exploration.  
Firstly, the positive relationship between diversity and interdepartmental connections 
suggests that there are benefits from being able to seek out and collaborate with 
colleagues from other business units within an organisation. Generally people will work 
more closely with people that are in the same department as themselves (Levine et al., 
2006). By intentionally creating interdepartmental connections, individuals are able to 
consider a ‘greater range of perspectives and to generate more high-quality solutions’ 
(Milliken et al., 1996, p. 403).  
Secondly, the positive correlation between location spanning connections and diversity 
suggests benefits for bridging office locations. Indeed, distributed firms which are able 
to reduce the collaboration impacts of geographic separation through stronger cross-
location associations perform better (Connaughton and Shuffler, 2007; Han and 
Beyerlein, 2016). The learning opportunities for firms that are able to operate 
internationally are also greater (Zahra, Ireland, and Hitt, 2000).Such learning 
opportunities can then be turned into commercial competitive advantage. Individuals 
who are able to build up international and transnational networks also garner unique 
insights (Clutterbuck and Ragins, 2002).  
Conversely, the weak relationship identified between my measure for diversity and 
differences in tenure might suggest that spanning tenure differences does not offer access 
to diverse individuals. The lack of a significant relationship between tenure and diversity 
suggests that other factors are more worthy of an investment in time and energy. 
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The opportunities for increasing diversity are not limited to the variables studied in 
this paper. My measure for diversity goes beyond identifying interdepartmental or 
location, spanning connections as it leverages information present in assortative 
connections. By going beyond attribute level differences, my approach provides insight 
into forms of diversity which may be more difficult to quantify traditionally. It also 
provides a dynamic representation of diversity. This is important as what may be diverse 
in one period is likely to become more familiar and homogenous over time.  
In addition to temporal considerations, the appropriate level of diversity may vary 
across the different functions of a firm. Functions which require a strategic focus, or are 
tasked with the creation of new knowledge (such as research and development teams), 
will have a higher level of appropriate diversity. This has implications for the 
composition of boards, where a more diverse group can provide greater breadth of insight 
on corporate strategy (Miller et al., 2009). Management must also consider how 
appropriate levels of diversity can be created and supported within various sub-units of 
the firm to capture performance benefits (Hambrick et al., 1996).  
As many of the performance benefits of diversity are based on access to new knowledge 
and resources, firms must constantly look to create new instantiations of diversity. The 
performance impact of creating greater diversity is empirically investigated in this paper 
through the eSpace dataset. Analysing the relationship between diversity in co-authors 
and the maximum citation counts achieved by authors reveals a significant positive 
relationship: researchers who collaborate with a diverse set of colleagues are more likely 
to produce work which is cited by others. 
6.5.2 Increasing Diversity Creates Costs 
There are three themes identified from the literature and supported by my research 
that contribute to the marginal cost of greater diversity: integration, acquisition and 
opportunity costs. The first contributing factor to the cost of diversity I term integration 
(or linking) costs. This cost is present even when a firm has an existing set of resources 
(human or capital) and seeks to increase diversity simply by mixing up connections. 
Consider the difference in information present in the following sets 𝐴 = {1,1,1,1,0,0,0} 
and 𝐵 = {1,0,1,1,0,0,1}. The latter set has higher entropy (or diversity) despite both sets 
having identical member elements. The process of rearranging and re-tasking existing 
ideas, people, teams and units can create new opportunity. ‘Combining existing solutions 
to generating new combinations’ is a key part of innovation (Schumpeter as quoted in 
Katila and Ahuja, 2002, p. 1191).  
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Examples of integration costs are easily demonstrated when considering a group of 
people: ‘whether one looks at the level of communities or nations, one finds that trust, 
contributions to public goods, and measures of social capital often decline with… 
heterogeneity’ (Page, 2014, p. 267). The integration costs involved in bringing together 
individuals from diverse backgrounds and skillsets include the effort that must be 
expended to bridge language differences (even if limited to differing disciplinary 
terminologies) and overcome geographic distances (Aldashev and Carletti, 2009; 
Guimera et al., 2005; Keller, 2001; Lee et al., 2005; Putnam, 2007). Effort must also be 
expended to develop a level of trust (Dyer and Chu, 2003; Jarvenpaa and Leidner, 1998; 
Mason and Lefrere, 2003). The results from investigating the eSpace dataset show a 
decrease in output is associated with an increase in diversity because of the need to build 
familiarity, trust and a common cross-discipline language.  
The above examples are sometimes classified by other researchers as either 
communication, collaboration or coordination costs (Denise, 1999). However, I believe it 
is worth generalising this to the broader concept of integration costs, as diversity is not 
limited to systems involving human actors. Other systems and units may require and 
benefit from new integrations. For instance, in computer systems there is a cost involved 
in providing abstracted application programming interfaces (APIs) and integrating 
multiple systems together in new structures (McGregor, Flanders, and Ramsey, 2012). 
Implementing APIs and investing in systems integrations can then allow for new 
aggregate capabilities. Systems integrations need not be limited to computers. Consider 
Nelson and Winter’s (1982) perspective of the economy as an evolutionary process built 
on routines (Becker, 2000; Dosi and Malerba, 2002). The costs involved in linking 
systems or routines together (both in exposing links and building bridges) are all 
examples of integration/linking costs. 
Acquisition costs are associated with sourcing a new resource or developing greater 
diversity in an existing resource. Such acquisition costs are also inherent in developing 
internal capabilities through training or the purchase of intellectual capital. Exploration 
in this form can also be achieved by acquiring other firms (Vermeulen and Barkema, 
2001). Hiring individuals or teams is another potentially desirable method that can 
support exploratory behaviour. Research has found that there is a greater cost involved 
in hiring for exploratory roles relative to hiring for exploitative functions (Groysberg and 
Lee, 2009). All four of the firms included in this paper have acquired other companies 
as a way to diversify their capabilities. Australia Post provides perhaps the clearest 
recent example with their ‘value-chain diversification... strategy... extending Australia 
Post's role to include returns, online-shopping cart payments, website hosting and web-
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development capability’ (Burhan, 2014, p. 76). The company understood that to capture 
the full value of their acquisitions, it would be necessary to integrate and connect the 
newly acquired functions into the rest of the organisation. In doing so, they increased 
overall diversity within the organisation, rather than creating an individual silo.  
In addition to the two direct costs discussed above, there is an opportunity cost 
present with increasing diversity or pursuing exploratory behaviour. Most resources 
within a firm are scarce and, in such cases, an investment in exploratory behaviour comes 
at the expense of less exploitative efforts (Gupta et al., 2006). Intuitively, a dollar spent 
on new product R&D is a dollar less that can be spent on current production. There are 
other more complicated aspects to this trade-off. For example, spending resources on 
exploratory behaviour could result in increased production costs through foregone 
economies of scale (Stirling, 1998). A firm which can produce 100 widgets at a cost of 
$100 and 200 widgets at a cost of $120 (a marginal cost of $0.20), will have a different 
optimal balance between exploration and exploitation than a firm incurring a constant 
marginal cost of $1 for their widget production. The caveat to the above is that some 
resources, such as information, may be infinite (Shapiro and Varian, 1998). 
Organizations may also have access to external resources (either as public goods or 
through firm alliances) (Powell, Koput, and Smith-Doerr, 1996). 
Integration, acquisition and opportunity costs, each contribute to the increasing 
marginal costs of diversity. The magnitude of these costs depends on the type of task at 
hand. Conjunctive tasks require the contribution of all participants (Steiner, 1966). On 
the other hand, for disjunctive tasks the group succeeds if a single member succeeds 
(Steiner, 1966). Higher levels of diversity therefore work best in the context of disjunctive 
tasks (Page, 2008). The results from UQ’s eSpace dataset reveal greater diversity and 
interdepartmental connections among disciplines that commonly work on disjunctive 
tasks.  
6.5.3 Technological Progress Changes the Appropriate Level of Diversity 
Despite the increasing marginal costs and decreasing marginal benefits of diversity, 
there is a societal trend towards greater diversity. Instead we might expect a steady 
state equilibrium. Because technology can reduce the costs associated with diversity, it 
appears it is a factor in the increasing levels of diversity over time. As costs of diversity 
are reduced, the optimal state of diversity increases. This is illustrated in Figure 6. 1.  
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Figure 6. 1: Marginal benefit and cost of diversity over time  
As noted in the literature review, the historical cost of diversity has already been 
reduced by technology. Greater geographic diversity is possible thanks to the internet, 
air travel and even the telephone. Translation technologies enable easier collaboration 
between people of diverse languages and backgrounds. As differences begin to be 
associated with less cost, we can in turn benefit from greater diversity. Over time, 
technology will continue to enable environments of greater diversity.  
Further specialisations and compartmentalisations of disciplines and subjects have 
also resulted from advances in technology. While the marginal costs associated with 
diversity are naturally higher when bridging specialisations, this should not be confused 
with the role of technology to reduce the marginal cost of diversity in extant disciplines.  
Technology is not limited to software and hardware. New processes and routines are 
other examples of technology (Rosenberg, 1982). For example, there has been 
considerable discussion within the literature on how team cultures and routines can 
support diversity. Below are some quotes on the topic: 
‘From a managerial perspective… simply changing the structure of teams (i.e. 
combining representatives from diverse functions and years) will not improve 
performance. The team must find a way to garner the positive process effects of 
diversity and to reduce the negative direct effects. At the team level, training and 
facilitation in negotiation and conflict resolution may be necessary to allow members to 
integrate the diverse perspectives and information flowing into the group. At the 
organization level, the team may need to be protected from external political pressures 
and rewarded for team, rather than functional, outcomes.’  
(Ancona et al., 1992, p. 37) 
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Diversity has greater performance benefits when managers create an environment to 
support greater diversity, framing diversity as an opportunity for ‘integration and 
learning’ rather than positioning diversity in the context of ‘discrimination and fairness’ 
(Ely and Thomas, 2001, p. 234) 
‘[Managers] may be able to build greater internal density, and thus a greater capacity 
for coordination, through processes and team-building exercises that help members of 
the different demographic categories to see their different perspectives as sources of 
distinct value rather than bases for opposing identities’ (Reagans et al., 2004, p. 41) 
My research supports the perspective that diversity is not only a case of equality, but 
that diversity offers important performance benefits. Managers can capture the 
performance benefits of diversity by investing resources into creating team and work 
environments that support greater levels of diversity. By doing so the marginal costs 
associated with a given level of diversity can be decreased, and the marginal benefits 
increased.  
Another strategy that can be employed is to identify which tasks can be transformed 
from conjuctive to disjunctive tasks. As discussed above, the success of a team working 
on a disjunctive task is linked to the top performing member of that team. Diverse teams 
are therefore well suited to disjunctive tasks as the greater variance in individual 
performance helps the team succeed. In contrast to this, it may be better for managers 
to reduce local levels of diversity in teams that are focused on conjunctive tasks where 
the team performance is constrained by all members of the team22. In doing so, tasks are 
transformed from the domain of ‘100 journeyman engineers' to the domain of ‘scientific 
geniuses' where one person succeeding is enough to create breakthroughs (Zucker and 
Darby, 2007, p. 18).  
By recognising the role of technology we can also identify that the appropriate level 
of diversity will differ depending on the context. Individuals and firms may have different 
states of sophistication that enable a greater tolerance of diversity relative to others. In 
the 1950s 3M introduced the ‘15% rule’ which allows staff to spend 15% of their working 
time on innovative projects of their choosing (Brand, 1998). The 15% rule and associated 
policies at 3M are examples of technological innovation, with firm processes and 
strategies optimised to enable a greater level of diversity to be tolerated within the 
company. This programme resulted in masking tape and Post-it notes (Brand, 1998) and 
                                      
22 In earlier chapters a rowing team was used to illustrate the dynamics of a conjunctive task. If even 
one member of the rowing team 'pulls a crab' then the entire team's performance will be limited.  
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is now emulated by other companies including Google, LinkedIn and Microsoft23 
(Subramanian, 2013). There are many other cases where the benefits of diversity are 
both time and context dependent (Ahuja, 2000; Burt, 1997) but I am not aware of any 
generalisation of this behaviour or its inclusion in a broader model. It is almost as if the 
greater the ambient complexity of a system, the greater the level of diversity that can 
be successfully tolerated (e.g. the greater the benefit). The benefit – or detriment – 
derived from a level of diversity in a given system is therefore subject to the environment 
in which it is contained. I therefore suggest that this should be recognised for a complete 
conceptual model and I capture this through a resistance function which is both context 
and time specific. This resistance function represents the capacity for a system to support 
a given level of diversity. Proper investigation of this proposed resistance function 
requires longitudinal data.  Only one of the datasets included in this dissertation provides 
the opportunity to explore the role of environmental resistance to diversity over a 
sufficient timescale (e.g. a period of 10 years or longer).  While this provides a useful 
exploratory case study of this hypothesised behaviour, further investigation of the role 
of firm structures that support or hinder diversity is recommended for future research. 
6.6 Other Advantages 
The measure advanced within this paper provides a mechanism to better gauge the 
appropriate level of diversity within a business system. In addition to the evidence for 
construct validity and usefulness, there are some other advantages that the measure 
provides researchers and managers. First, it simplifies diversity management for larger 
firms. This is due to its ability to leverage different relational associations as its basis. 
In the body of this thesis I have considered just two types of data: email communication 
logs and publication co-authorships. However, the structure of my measure for diversity 
means it can be applied across many different settings. I include in the appendices two 
additional case investigations that leverage different types of data sources. These two 
additional cases are included in the appendices (instead of in the main body of this 
thesis) as they rely on smaller sample sizes (i.e. under 1,000 connections) and use 
different data sources. Nonetheless they provide an indication of the use of my measure 
for diversity in different settings. By being able to utilise different types of relational 
data, managers and researchers can apply the measure in more contexts.  
                                      
23 Firms, as always, are trying to find the optimal balance between efficiency and effectiveness. Google 
for example has toned down its ‘20% free time’ policy and instead focuses on product innovation through 
its Google X division (Truong, 2013). Microsoft runs a standalone research organisation with labs 
collocated with universities or in other innovation hubs (Microsoft, 2013).   
C H A P T E R  6  •  D I S C U S S I O N  
 
150 
Early network analysis techniques involved the use of surveys and interviews to elicit 
network structures. These methods can be time consuming and resource intensive. Also, 
achieving a dynamic and updated view of diversity levels in such networks requires 
repeat collection, which can be prohibitive, particularly for larger organisations. My 
measure has been able to run on relatively ubiquitous and easy to collect data sources24. 
Additionally, the use of secondary data such as email logs and research publications 
avoids response and memory biases.  
A final benefit of the new measure for diversity (particularly when compared with 
centrality measures) is the computational efficiency it offers. For each node the measure 
does not need to traverse the whole network multiple times, or even once. For large 
graphs this can become an important consideration. 
6.7 Summary 
This chapter has discussed the importance of diversity and its implications for 
individuals and firms. Diversity acts as a necessary condition for exploratory behaviour, 
and as a constraint on exploitative strategies. Understanding how we can measure 
diversity in complex systems such as a corporate environment is therefore important. 
This chapter has also discussed the evidence for the validity of my measure and the 
unique information it offers. In turn this has informed the discussion of applications and 
implications for the measure. By being able to measure diversity we can better gauge 
the appropriate level of diversity for various tasks and business functions. Further, the 
chapter has discussed how an understanding of the costs associated with diversity, and 
how they might be reduced, allows for new levels of appropriate diversity can be 
achieved. The final chapter provides the conclusion for my thesis, including a discussion 
of the contributions, limitations, and areas of future research. 
                                      
24 Reagans et al. (2004) note their survey instrument took an hour for each participant to complete and 
another hour per entry to create a usable network of diversity. Applying the same approach for the 
cases investigated in this paper would require over a decade’s worth of labour.  
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 CONCLUSION 
7.1 Introduction 
This thesis investigates how we can measure and determine the appropriate level of diversity 
in a business system. First it presents a summary of the current literature and research on the 
topic, and identifies diversity as a factor that is essential in the exploration of new knowledge 
and simultaneously as a constraint to the exploitation of existing knowledge. Given the 
important role of diversity for business systems, the current state of research in measuring 
diversity was examined. It emerges that most approaches currently rely on differences in visible 
attributes, such as age, gender, or socioeconomic status. While demographic differences have 
been shown to reveal levels of diversity which in turn can be used to improve team performance 
(Guimera et al., 2005; Reagans et al., 2004), there is an opportunity to better measure diversity 
in complex environments. Measuring diversity in complex systems is important as many 
business systems are complex. Research on this topic is relatively new. Recent papers have 
applied betweenness centrality and Burt's measures of effective size and constraint as proxies 
for diversity.  
 This thesis contributes to the field by proposing a new measure for diversity that is built 
upon similar principles: that assortative connections provide insight into the heterogeneity of 
systems, and through this diversity can be measured. What is novel about the approach is 
that it heavily discounts connections between strong mutual neighbours. Applying the measure 
across four datasets reveals evidence for its construct validity and usefulness. The application 
of the measure also answers the two sub-research questions posed at the outset: 1. What is a 
suitable measure for diversity in business contexts, and 2. How can diversity influence business 
outcomes?  
In this concluding chapter I discuss the evidence for, and the implications that stem from, 
both of these points. I then conclude with a view to the future research that could add to the 
literature in this space. 
7.2 Contributions 
This thesis contributes to the understanding of diversity in complex systems. Previous 
research has identified the potential of network-based approaches to inform diversity in 
complex environments, as well as the need for better measures and further research (see 
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Leydesdorff et al., 2011; Page, 2011; Reagans et al., 2004). My research responds to this need 
primarily by way of the measure developed for diversity. The new measure builds upon existing 
research on diversity, homophily and network structures (Barabasi, 2007; Burt, 2004; 
McPherson et al., 2001; Newman, 2002; Page, 2008; Stirling, 2007, 1998). It is purpose-designed 
for complex systems. Designing the measure to suit complex systems is important as business 
researchers and managers are often interested in complex environments. My measure can 
describe diversity in complex systems by leveraging information within the system itself. In 
doing so, it overcomes the limitations and constraints characteristic of external taxonomies.  
The results across four datasets show evidence for the construct validity of the measure. 
For example, there is a positive and statistically significant relationship with individuals who 
are connected with people from other departments, cities, offices, postcodes and States. There 
is no clear relationship between my measure for diversity and tenure, which is reflective of 
other research. As expected diversity is also negatively correlated with research publication 
output, and positively correlated with citation counts. Across the variables considered, there 
is a low to medium effect size. The use of multiple firms, data sources and types of data 
(including longitudinal and cross sectional) provides an indication of potential generalisability.  
In addition, the research has theoretical and managerial implications. The conceptual model 
advanced in this paper captures the role of technology in reducing the marginal costs of 
diversity, and thus faciliating greater levels of appropriate diversity. The hypothesised role of 
technology and its benefits ascribed to diversity was empirically tested through the eSpace 
dataset. Findings identified a significant positive trend towards greater levels of appropriate 
diversity over the last decade. The results suggest a role for technology, which extends to 
better training, processes and management, to create advantage through reducing the costs 
associated with diversity.  
From a managerial perspective the information dervied from the measure can be applied in 
many areas, including team formation, supply chain robustness and to calibrate appropriate 
levels of R&D relative to an industry (similar to Connell, 1978). The aim is to enable rapid 
decision-making based on readily available (even real time) relational information. The 
research does not suggest or recommend a situation of diversity for its own sake. Instead it 
provides a quantitative mechanism whereby managers can measure diversity levels and 
therefore better manage diversity to suit specific contexts.  
Part of the challenge for industry applications is not only knowledge dissemination  but also 
the tools with which to apply the knowledge. While it is not central to the research focus of 
my PhD, I have developed a plugin for Gephi, a popular graphing software, to compute results 
for my measure. Combining the plugin with Gephi not only computes levels and rankings of 
diversity, but also allows for visual exploration of the networks. Through this plugin both 
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researchers and practitioners are able to feed in data and compute measures for diversity. This 
information can then be presented in visualisation, comparisons across time, and as input into 
other decision-making processes within the firm. As many data sources are standard across 
organisations and contexts, it may be possible in the future to further develop this to offer 
even greater functionality out of the box.  
7.3 Limitations 
The research focus of this dissertation is made more interesting by its breadth of relevance 
and application. Its very breadth also means that there will be many specific domains where 
more tailored approaches to modelling diversity and its influence on outcomes already exist. 
Biology is a good example, and while this paper does provide a critique of some approaches 
(particularly early biological taxonomies) my suggested method does not purport to supersede 
the more recently established specialised diversity classification schemes in this field. The 
importance of generalised diversity should not discount or distract from other important 
instantiations of diversity. As the results show, generalised diversity is highly related with 
differences in demographic attributes and the implications overlap. For example, gender 
diversity brings important benefits such as increasing general diversity in decision making 
processes (e.g. see Díaz-García et al., 2013; Herring, 2009; Hoogendoorn, Oosterbeek, and van 
Praag, 2013; Niederle, Segal, and Vesterlund, 2013). There are many examples of simple 
systems where there is no need for a diversity proxy as the salient variables in a relationship 
may be clearly identifiable and measurable. While this is a limitation, I do not feel it is a 
weakness; my measure is designed for environments where generalised forms of diversity are 
not simply measured.  
Another limitation is that my measure for diversity is sensitive to the data used. If the 
measure is run on a network which is not reflective, then it may result in biased conclusions. 
Therefore, if the underlying structure of the network being studied is directed, it is important 
the measure operates on a network which is also directed. In this paper the email networks 
studied are directed networks and the co-authorship network derived from publications is 
undirected. Information (and therefore explanatory power) is lost when transforming a directed 
to an undirected network. Further, if strength of connection is an important feature for the 
structure being considered, then a weighted network should be used. The distribution of 
weights is particularly useful in identifying whether a network may be unintentionally 
unreflective (as discussed with the Laing O’Rourke case).  
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7.4 Future directions 
This thesis builds upon the growing literature on diversity and network analysis. It seeks 
to answer Page’s call for research, to help ‘put some of those pieces together’ (Page, 2011, p. 
15). In many ways the approach for measuring diversity within this paper is a new piece to 
the same puzzle, and future research can build on this approach to produce an ever greater 
understanding of the role of diversity in business.  
This dissertation has analysed four case data sets spanning different types of data. As 
identified in the introduction, the networks considered within this dissertation have a focus on 
individuals as the chosen level of analysis. This is not to suggest that other levels of analysis 
are not possible. By keeping a consistent focus on individuals, the network structures studied 
within this dissertation can be more easily compared. Further research to apply the approach 
and measure for diversity to team level or firm level data could reveal new insight. A related 
extension is to consider how diversity operates in less bounded settings. William Starbuck 
identifies that ‘organizations are not so clearly distinct from their environments’ (Starbuck, 
2006, p. 22). In complex systems it is often difficult to define boundaries (Cilliers, 2001). 
Applying the measure for diversity in a less bounded setting offers an additional opportunity 
for further research. 
Secondly, the measure for diversity developed in this thesis can be extended. As identified 
in Chapter 4, the measure is suited to small world networks. Most business and management 
network structures have this characteristic. However, the measure could be extended by 
considering third-degree (or greater) connections. Extending the measure could potentially 
allow its application to different forms of networks, including utility, logistic and trade 
networks. There are different implications for diversity in such networks and applying the 
measure more broadly would be worthwhile. 
Finally, based on the conceptual model, further research in diversity could benefit from a 
greater focus on the role of technology. This thesis discusses the role of technology in 
maximising the benefits and reducing the costs associated with greater levels of diversity. 
Existing research has identified the value of training, communication technologies, and 
supportive management practices. There is not much research on the interaction effects of 
various technologies that support diversity or how multiple tools can be utilised for greater 
effect. Further understanding how technology can be leveraged to support greater levels of 
diversity would therefore be useful. Initial evidence for the potential benefits of technology is 
identified in the eSpace dataset, but further research is required to identify the most effective 
forms of technology.  
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 APPENDICES 
9.1 Diversity and Exploration at Different Levels of Analysis 
Diversity is relevant for individuals, firms, industries and countries. Diversity can describe 
relative aggregate differences within a group, when the entity considered is not divisible, and 
between group diversity when it does25. This is illustrated in Figure 9.1 below.  
 
Figure 9.1: Levels of analysis: Within group and between group diversity 
This in turn maps back to our framing discussion on exploration and exploitation. At the 
firm level of analysis I adopt the view of Gupta et al. (2006): the ability for subunits to 
specialise respectively in exploration or exploitation allows for firm ambidexterity. This of 
course does not preclude scenarios of punctuated equilibrium. Rangan (2006) provide the 
example of Cisco, a US headquartered technology company. Being a technology company in a 
highly competitive and changing market requires Cisco to operate with a high level of 
exploratory work in their product development and research and development functions. At 
the same time the company has been able to standardise many other functions of its business, 
including manufacturing, sales and service operations (Rangan, 2006). This provides evidence 
of firm ambidexterity where high levels of exploration in product development are combined 
with high levels of exploitation in manufacturing, sales and service (Gupta et al., 2006). Indeed, 
despite the difficulties in combining exploitation and exploration, both practices are essential 
and too little of either reduces firm performance (Fagiolo and Dosi, 2003; Katila et al., 2002; 
Levinthal et al., 1993).  
The ability to specialise and operate in both exploitative and explorative manners is more 
contentious at lower levels of analysis. Gilson, Mathieu, Shalley and Ruddy (2005) found that 
                                      
25 At first this definition may seem to imply infinite regress; every entity is seemingly made up of smaller parts. 
The minimum subsidiary entity however is constrained by what we have information on. Most examples herein 
utilise either firm- or individual-level data.  
Within group 
Between group 
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teams perform most effectively when operating according to standardized procedures 
concurrently with the empowerment by management for team level creativity. Teams can also 
be ambidextrous by allocating specialisations to each individual (Jansen et al., 2008). At the 
individual level however, Gupta et al. (2006) suggest that people are more likely to be aligned 
towards either exploratory or exploitative behaviour. The authors cite the work of Amabile 
(1996) who notes that individuals focused on creative exercises differ in nature to those who 
behave more ‘appropriately’. Fiske and Taylor (1991) alongside Audia, Locke, and Smith 
(2000) also describe how people often resist changing their perceptions, even when presented 
with a compelling reason to do so. These findings suggest that individuals cannot specialise in 
both explorative and exploitative pursuits.  
While I concur with much of Gupta et al.’s (2006) synthesis, I believe this discussion of 
individual adaptation is overly simplistic. Individual ambidexterity may indeed be challenging, 
but that does not mean it is not possible nor important (Raisch et al., 2009). Managers, 
particularly those that oversee multiple subunits which may span both exploratory and 
exploitative behaviours, must ideally operate ambidextrously (Jansen et al., 2008; Smith et 
al., 2005). And while the literature on individual strategic intent may be limited (Raisch et 
al., 2009), our personification of organizations and their learning capabilities suggests another 
discipline of research that could be informative: how people learn. Much work has been done 
in the education literature on the mechanisms that enable individual adaptation. The dominant 
and most widely accepted theory is that individual adaptation is driven by two self-regulating 
processes: assimilation and accommodation (Bodner, 1986; Gordon, 2009). Originally 
developed by Piaget (1952) the concept of assimilation describes the process of learning where 
new information is merged with existing knowledge structures (Reinking et al., 2000). It is 
iterative and incremental in nature, and knowledge is refined rather than revolutionized (Von 
Glasersfeld, 1982). Accommodating new information instead requires the restructuring of 
existing knowledge structures and transforms how an individual perceives the world (Reinking 
et al., 2000). There are obvious parallels with March’s discussion of firm exploitation and 
exploration. I suggest that assimilation can be cast as the end result of exploitative behaviour, 
where already conquered domains of knowledge are further mined. Accommodation then is the 
result of successful exploration. The parallels between organizational adaptation and individual 
learning and adaptation are also drawn by Nooteboom (2000). Accordingly, even individual 
level dual capabilities in exploratory and exploitative functions seem possible.  
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9.2 Attribute Based Measures for Diversity 
Forms of Diversity 
Both Stirling (2007, 1998) and Page (2011, 2008) provide a comprehensive coverage and 
syntheses of diversity measures. They separately arrive at a classification for diversity 
consisting of three forms. For Page, the important distinction is the level of analysis with his 
classifications of: diversity within a type, diversity between types and diversity of community 
composition. Variance, entropy and disjoint populations are general measures of diversity at 
different levels of analysis. For Stirling it is more conceptual and he suggests that measures 
can be classified as describing either: variety, balance or disparity. Both Stirling’s and Page’s 
categorisations are useful in helping to better understand the various measures of diversity. 
Table 2.1 provides an adapted version of Stirling’s (1998) explanation of how variety, balance 
and disparity each contributes to an overall understanding of diversity. Table 2.2 provides a 
summary of all discussed diversity measures and illustrates how Page’s classification reconciles 
with Stirling’s.  
General Measures for Diversity 
This section considers three general measures which are frequently identified across 
discussions and research on diversity. They are: variance, entropy and disjoint populations. 
These three expressions of diversity are general, in that they do not exclusively apply to a 
specific domain or area of study. Variance is a familiar concept which considers the levels of 
difference that are found in measures of a specific attribute within a single population. For 
example, we may be interested in the variance of income (the attribute) for working 
Australians (the population). If 𝑥1, 𝑥2, … , 𝑥𝑁, denote the values of the attribute for each member 
within the population, then the variance can be computed as:  
𝜎2 =∑
(𝑥𝑖 − 𝜇)
2
𝑁
𝑁
𝑖=1
 
The coefficient of variation is a similar measure for diversity, and its value is 𝑐𝑣 =
𝜎
𝜇⁄ . The 
two measures differ in how maximal diversity is described. When considering the coefficient of 
variation, maximal diversity exists where there is a low mean (i.e. maximal diversity is found 
with a single large outlier). For variance, maximal diversity exists where measures are bunched 
at extremes (Hill et al., 2012).  
Entropy measures offer another means to describe diversity. Instead of considering measures 
of a specific attribute, entropy measures consider the number of types in a population and the 
distribution of those types. A general form of entropy function is provided by Hill (1973): 
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Δ1 = (∑𝑝𝑖
𝛼
𝑁
𝑖=1
)
1
1−𝛼
 
Various values for 𝛼 correspond to specific forms of this measure. Setting 𝛼 = 1 results in the 
Shannon index (Shannon et al., 1948). Setting 𝛼 = 2 results in a function known to ecologists 
as the Simpson diversity index (Simpson, 1949) and to economists as the Herfindahl-Hirschman 
index (Herfindahl, 1950).  
The third and final general form are disjoint population measures. These measures consider 
diversity between populations (Page, 2011). Whittaker (1972) provides the following formula 
for his measures of beta diversity (joint number of types) and gamma diversity (non-
overlapping types): 
Joint number of types:  𝐽(𝑆1, 𝑆2) = |𝑆1 ∪ 𝑆2|   
Number of non-overlapping types:  𝑁𝑉(𝑆1, 𝑆2) = |𝑆1 ∪ 𝑆2| − |𝑆1 ∩ 𝑆2| 
These three general forms of diversity (variance, entropy and disjoint populations) can be 
applied to studies in many fields. There are additionally a number of hybrid formulae which 
combine elements of two or more of these forms. For the purposes of this paper they will not 
be separately considered as the same limitations and constraints apply equally to hybrid forms. 
Subject Specific 
In addition to generalised approaches for describing diversity, there are many measures for 
diversity that are context sensitive. Subject specific measures of diversity are often highly 
suitable for the environment that they have been developed for. Applying such measures in 
other contexts is often inappropriate and can lead to inaccurate conclusions. This thesis seeks 
to provide an approach for measuring diversity that is suitable for many contexts. There are 
also many subject-specific measures of diversity – too many to include significant coverage on 
each within this document. Accordingly, this section only references some of the various 
examples of diversity measures in different fields of research. Diversity measures can be specific 
to sociology (Haughton and Mukerjee, 1995), bibliometrics (Gómez et al., 1996), information 
management (Serebnick et al., 1995), ecology (Eberhardt, 1969; Johnson et al., 2009; Peet, 
1974), psychology (Junge, 1994), financial management (Lumby and Jones, 1999), complexity 
theory (Page, 2011), as well as environmental-, evolutionary-, and mainstream-economics 
(Saviotti, 1996; Solow et al., 1993; Swanson, Pearce, and Cervigni, 1994; Weitzman, 1992). I 
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have reviewed the approaches used by the various measures to inform the background 
principles for my own measure development. This is covered in Chapter 4. 
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9.3 Assortative and Disassortative Examples 
Table 9.1: Relationships, Associations and Data Sources 
Major Types Sub Types Examples Un/Directed Agent Chosen  Dis/Assortative Sources 
Peers Direct Friends, partners, connections, contagion Both Usually Both (McPherson et al., 2001; 
Palla et al., 2007) 
 Descendent  Family tree, ancestry, genetics Directed No Assortative (Wiley et al., 2011) 
 Membership Colleagues, team mates, alumni Directed Sometimes Assortative (Ruef, Aldrich, and Carter, 
2003) 
References Categorical FOR codes, Dewey Decimal, cuisine Directed Rarely Assortative (Vizine-Goetz, 2001) 
 Direct Web links, citations, Twitter @mentions Directed Yes Assortative (Kwak et al., 2010; 
McPherson et al., 2001) 
Transport Physical Roads, rail, electricity Both No Assortative  
 Non-physical Supply chains, air routes, email, calls Both No Both (Barrat et al., 2004; 
Newman, 2004b) 
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9.4 Early Version of Measure 
Original algorithm  
where  
𝑤𝑖𝑗
∑𝑤𝑖
≥ ∑
𝑤𝑚𝑗
∑𝑤𝑗
𝑘
𝑚=1
 
The issue with using the above algorithm is revealed below. The text fields below each 
network show the undirected_set_bridged number for each node (the nodes in each network 
have the same values so I’ve only shown one label). 
 
 
i.e. the more densely connected nodes are penalized because the weighting of all edges are 
summated.  
In densely connected graphs this will lead to a very low output for the algorithm. E.g. see 
below 
 
=0 =1 =2 
=0 =0 
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….  Some nodes have three edges, some have four (and some even 6). But all have 
undirect_bridges =0.  
Instead the algorithm should be: 
where  
𝑤𝑖𝑗
∑𝑤𝑖
≥ for all 
𝑤𝑚𝑗
∑𝑤𝑗
 where 𝑒𝑚 ∈ i, j;m ≠ i 
The option would be a toggle between “Use ≥ " and “Use >”  
e.g. first option uses where  
𝑤𝑖𝑗
∑𝑤𝑖
≥ for all 
𝑤𝑚𝑗
∑𝑤𝑗
 where 𝑒𝑚 ∈ i, j;m ≠ i 
second option uses where  
𝑤𝑖𝑗
∑𝑤𝑖
> for all 
𝑤𝑚𝑗
∑𝑤𝑗
 where 𝑒𝑚 ∈ i, j;m ≠ i 
 
For the first option this would lead to the following values for each node 
 
 
And for option #2: 
 =0 =0 =0 
=0 =0 
=0 =1 =2 
=3 =4 
C H A P T E R  9  •  A P P E N D I C E S  
 
178 
 
 
 
9.5 Plugins and Source Code 
The compiled plugins and source code for the plugins are available on request.  
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9.6 Thiess Case Study 
9.6.1 Logits for Clustering Algorithms and Interstate + Interdepartment Connections 
Table 9.2: Logit: CW and Interstate + Interdepartment Connections 
Logit, using observations 1-408368 
Dependent variable: Bridges Cluster (CW) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Different  
State 
−0.250919 0.0109137 −22.9912 
<0.01 *** 
Different 
Department 
0.891366 0.0108763 81.9546 
<0.01 *** 
Cut 1 1.34555 0.0105192 127.9132 <0.01 *** 
      
Mean dependent var  1.398726 S.D. dependent var  0.489637 
Log-likelihood −268620.0 Akaike criterion  537246.0 
Schwarz criterion  537278.7 Hannan-Quinn  537255.3 
    
Number of cases 'correctly predicted' = 256713 (62.9%) 
Likelihood ratio test: Chi-square(2) = 14356.2 [0.0000] 
 
Table 9.3: Logit: Mod and Interstate + Interdepartment Connections 
Logit, using observations 1-408368 
Dependent variable: Bridges Cluster (Mod) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Different  
State 
−0.275759 0.0122363 −22.5361 
<0.01 *** 
Different 
Department 
1.35968 0.0124938 108.8285 
<0.01 *** 
Cut 1 2.83953 0.0132455 214.3771 <0.01 *** 
      
Mean dependent var  1.232829 S.D. dependent var  0.422635 
Log-likelihood −209941.5 Akaike criterion  419888.9 
Schwarz criterion  419921.7 Hannan-Quinn  419898.3 
    
Number of cases 'correctly predicted' = 313288 (76.7%) 
Likelihood ratio test: Chi-square(2) = 40214.6 [0.0000] 
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9.6.2 Metrics Comparison  
Table 9.4: Correlation Between Diversity and Other Network Measures 
cluster
ing 
eccentri
city 
closnesscen
tra~ 
betweenessc
ent~ 
indeg
ree 
outdeg
ree 
degre
e 
weightedd
egree 
weightedind
egr~ 
weightedout
deg~ 
harmonicclo
sne~ 
Divers
ity  
1.00 0.39 -0.58 -0.31 -0.52 -0.53 -0.55 -0.33 -0.41 -0.22 -0.59 0.07 clustering 
 1.00 -0.67 -0.28 -0.46 -0.43 -0.46 -0.26 -0.37 -0.15 -0.66 0.11 eccentricity 
  
1.00 0.44 0.65 0.65 0.68 0.40 0.50 0.26 1.00 -0.14 
closnesscent
ra~ 
   
1.00 0.49 0.64 0.59 0.34 0.34 0.26 0.45 -0.14 
betweenessc
ent~ 
    1.00 0.84 0.96 0.61 0.79 0.38 0.68 -0.21 indegree 
     1.00 0.96 0.66 0.65 0.51 0.68 -0.23 outdegree 
      1.00 0.66 0.75 0.47 0.71 -0.23 degree 
       
1.00 0.65 0.93 0.42 -0.17 
weighteddeg
ree 
        
1.00 0.34 0.52 -0.20 
weightedind
egr~ 
         
1.00 0.28 -0.12 
weightedout
deg~ 
          
1.00 -0.13 
harmonicclo
sne~ 
           1.00 Diversity 
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9.7 Australia Post Case Study 
9.7.1 Diversity and Burt’s Constraint 
Table 9.5: Diversity of types and Burt’s Constraint (Nodes) 
OLS, using observations 1-11362 
Dependent variable: Burt’s Constraint 
 
  Coefficient Std. Error t-ratio p-value  
Diversity 0.0206926 0.00061337 33.7359 <0.0001 *** 
 
Mean dependent var  0.233292  S.D. dependent var  0.235576 
Sum squared resid  1135.154  S.E. of regression  0.316096 
R-squared  0.091056  Adjusted R-squared  0.091056 
F(1, 11361)  1138.114  P-value(F)  7.3e-238 
Log-likelihood −3035.761  Akaike criterion  6073.522 
Schwarz criterion  6080.860  Hannan-Quinn  6075.990 
 
Table 9.6: Diversity of types and Burt’s Constraint (Edges) 
OLS, using observations 1-819835 
Dependent variable: Diversity 
 
  Coefficient Std. Error t-ratio p-value  
forwardconstraint 4.45596 0.011686 381.3092 <0.0001 *** 
backwardconstraint 0.456271 0.00633208 72.0571 <0.0001 *** 
 
Mean dependent var  0.214947  S.D. dependent var  0.410786 
Sum squared resid  146003.5  S.E. of regression  0.422006 
R-squared  0.171475  Adjusted R-squared  0.171474 
F(2, 819833)  84837.94  P-value(F)  0.000000 
Log-likelihood −455994.2  Akaike criterion  911992.4 
Schwarz criterion  912015.6  Hannan-Quinn  911998.8 
 
9.8 LOR Case Study 
The results for the LOR dataset are included in the body of the thesis. To demonstrate 
the importance of having a reflective network I have included an earlier set of results 
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for LOR before I had removed nodes which had either not sent an email or had not 
received an email.  
9.8.1 Results 
Diversity and Departments 
Table 9.7: Logit: Different Departments and Diversity 
Ordered Logit, using observations 1-132258 
Dependent variable: Different Departments 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Directed) 
0.163362 0.0407373 4.0101 
<0.01 *** 
Cut 1 1.48862 0.0424296 35.0845 <0.01 *** 
      
Mean dependent var  1.210679 S.D. dependent var  0.407792 
Log-likelihood −68085.86 Akaike criterion  136175.7 
Schwarz criterion  136195.3 Hannan-Quinn  136181.6 
    
Number of cases 'correctly predicted' = 104394 (78.9%) 
Likelihood ratio test: Chi-square(2) = 6834.04 [0.0000] 
 
Table 9.8: Logit: Different Departments and Diversity 
Ordered Logit, using observations 1-132258 
Dependent variable: Different Departments 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
−0.401864 0.0375139 −10.7124 
<0.01 *** 
Diversity 
(Target) 
0.288087 0.0335042 8.5985 
<0.01 *** 
Cut 1 0.838548 0.0975103 8.5996 <0.01 *** 
      
Mean dependent var  1.210679 S.D. dependent var  0.407792 
Log-likelihood −67902.01 Akaike criterion  135810.0 
Schwarz criterion  135839.4 Hannan-Quinn  135818.8 
    
Number of cases 'correctly predicted' = 104394 (78.9%) 
Likelihood ratio test: Chi-square(2) = 6834.04 [0.0000] 
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Table 9.9: Tests of Association: Department-Spanning Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.051 0.047 0.061 
Pearson's Chi-squared test  
with Yates' continuity 
correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
Table 9.10: Interdepartmental Connections and Diversity with Degree 
OLS, using observations 1-1891 
Dependent variable: Number of Interdepartmental Connections 
 
  Coefficient Std. Error t-ratio p-value  
Constant −9.09602 0.407509 −22.3211 <0.01 *** 
Degree 0.892849 0.00326277 273.6476 <0.01 *** 
Number of Diverse 
Connections 
1.02456 0.123908 8.2688 
<0.01 *** 
 
Mean dependent var  55.20571  S.D. dependent var  57.72710 
Sum squared resid  149850.1  S.E. of regression  8.908970 
R-squared  0.976208  Adjusted R-squared  0.976183 
F(2, 9027)  38732.78  P-value(F)  0.000000 
Log-likelihood −6817.439  Akaike criterion  13640.88 
Schwarz criterion  13657.51  Hannan-Quinn  13647.00 
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Diversity and Location 
Table 9.11: Logit: Different Cities and Diversity (Undirected)  
Ordered Logit, using observations 1-132258 
Dependent variable: Different Cities 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
−0.535412 0.0343637 −15.5807 
<0.01 *** 
Diversity 
(Target) 
0.793007 0.0297864 26.6232 
<0.01 *** 
Cut 1 0.604061 0.0876289 6.8934 <0.01 *** 
      
Mean dependent var  1.306719 S.D. dependent var  0.461133 
Log-likelihood −80608.79 Akaike criterion  161223.6 
Schwarz criterion  161253.0 Hannan-Quinn  161232.4 
    
Number of cases 'correctly predicted' = 92320 (69.8%) 
Likelihood ratio test: Chi-square(2) = 4653.28 [0.0000] 
 
C H A P T E R  9  •  A P P E N D I C E S  
 
185 
Table 9.12: Logit: Different Cities and Diversity (Directed) 
Ordered Logit, using observations 1-132258 
Dependent variable: Different Cities 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Directed) 
0.50807 0.0351545 14.4525 
<0.01 *** 
Cut 1 1.3378 0.0366924 36.4600 <0.01 *** 
      
Mean dependent var  1.306719 S.D. dependent var  0.461133 
Log-likelihood −81429.51 Akaike criterion  162863.0 
Schwarz criterion  162882.6 Hannan-Quinn  162868.9 
    
Number of cases 'correctly predicted' = 91692 (69.3%) 
Likelihood ratio test: Chi-square(1) = 3011.86 [0.0000] 
 
Table 9.13: Tests of Association: Intercity Connections and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.097 0.115 0.127 
Pearson's Chi-squared test  
with Yates' continuity 
correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
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Diversity and Tenure 
Table 9.14: Logit: Different Tenures and Diversity (Undirected)  
Ordered Logit, using observations 1-116856 
Dependent variable: Different Tenures ( > 1000 days) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Source) 
−0.0314414 0.0392511 −0.8010 
0.42  
Diversity 
(Target) 
0.242821 0.0413979 5.8655 
<0.01 *** 
Cut 1 0.580856 0.103542 5.6099 <0.01 *** 
      
Mean dependent var  1.933474 S.D. dependent var  0.997789 
Log-likelihood −80717.55 Akaike criterion  161441.1 
Schwarz criterion  161470.1 Hannan-Quinn  161449.8 
    
Number of cases 'correctly predicted' = 62315 (53.3%) 
Likelihood ratio test: Chi-square(2) = 116.279 [0.0000] 
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Table 9.15: Logit: Different Tenures and Diversity (Directed) 
Ordered Logit, using observations 1-116856 
Dependent variable: Different Tenures ( > 1000 days) 
Standard errors based on Hessian 
 Coefficient Std. Error z p-value  
Diversity 
(Directed) 
0.355415 0.0392896 9.0460 
<0.01 *** 
Cut 1 0.230598 0.0404338 5.7031 <0.01 *** 
      
Mean dependent var  1.533263 S.D. dependent var  0.498894 
Log-likelihood −80697.46 Akaike criterion  161398.9 
Schwarz criterion  161418.3 Hannan-Quinn  161404.7 
    
Number of cases 'correctly predicted' = 62315 (53.3%) 
Likelihood ratio test: Chi-square(1) = 156.463 [0.0000] 
 
Table 9.16: Tests of Association: Different Tenures and Diversity 
Test Diversity (Source) Diversity (Target) Diversity (Combined) 
Cramer’s V 0.019 0.009 0.020 
Pearson's Chi-squared test  
with Yates' continuity 
correction 
p < 0.01 *** p < 0.01 *** p < 0.01 *** 
 
9.9 Learning through Diversity 
Unlike the previous chapter, where the data collection methods and forms of analysis 
were standardised, I now use a variety of different methods and forms of data collection. 
The level of analysis however is consistent across all cases in this chapter (indeed all six 
cases used in my research). Although much of the discussion on diversity in this 
dissertation has noted the relevancy of diversity for difference levels of analysis, I have 
chosen to focus on individual-level data, mostly for practical reasons. It is easier to collect 
a sufficient sample size of granular, relational data on individuals than it is on firms. 
The focus on individuals also makes sense from a theoretical perspective: at ‘the most 
basic level, it is people who collaborate, not institutions’ (Katz and Martin, 1995). With 
the exception of the consistent level of analysis the case studies in this chapter vary 
considerably. The use of multiple methods of data collection enables a more robust 
assessment of the relationship between diversity and various applied outcome measures. 
The applied nature of this chapter also indicates the potential breadth of application to 
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business research settings that my approach to measuring diversity could have. This 
includes bibliometric sources, an experimental design and the application of my measure 
for diversity across a secondary dataset. 
9.9.1 Results 
The sample size for all tests reported is 𝑛 = 38. 
The Effect of No Diversity  
Table 9.17: Average characters (R2-R1) with no collaborator 
 Coefficient Std. Error t-ratio p-value  
CONSTANT 0.45 0.17 2.70 0.01 ** 
SELF -0.58 0.23 -2.53 0.02 ** 
R-squared 0.15     
 
The Effect of Increasing Diversity 
Table 9.18: The effect of difference in collaboration 
 Coefficient Std. Error t-ratio p-value  
CONST -0.31 0.19 -1.61 0.12  
|PARTNER DELTA| 0.12 0.04 2.90 0.007 *** 
R-squared 0.19     
 
 
9.10 Social Network Diversity: Income and Health 
9.10.1 Introduction 
Within this dissertation I have cited many examples where relational structures, such 
as social and professional networks, have a demonstrated impact on the individuals 
within these systems. For instance, Granovetter (1974) demonstrated evidence for the 
old adage that “it's not what you know but who you know” in his study of the relationship 
between networks and career outcomes. Brown and Konrad (2001) also identify a strong 
and positive relationship between weak ties and salary. But despite the focus on weak 
ties, it may be that it is the diversity associated with more feeble connections (rather 
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than the strength of the association itself) that leads to some of these positive outcomes 
(Ibarra, 1993). In other words, ‘the value and strength of weak ties is not related to the 
weakness of the relationship, but lies in the possibility of connections to other social 
systems’ (Jack, Dodd, and Anderson, 2004, p. 109) An interesting applied case study for 
my new measure for diversity is therefore an investigation into what other outcomes 
(positive or negative) might be associated with higher levels of diversity. And secondly, 
whether my measure provides greater (or new) explanatory power in modelling such 
relationships compared with existing network measures. I answer these questions in this 
case study by using a dataset collected by Aharony, Pan, Ip, Khayal and Pentland (2011) 
who collected (amongst other things) data on the social networks, income levels and 
health measures for 130 people living adjacent to a major research university in North 
America. 
Applied Conceptual Model 
In the analysis it was expected that the following would hold: 
 H1: Discretionary spending is positively correlated with diversity. 
 H2: Good health is positively correlated with diversity. 
9.10.2 Research Methods and Data 
In their 2011 study, Aharony et al. developed a mobile phone application that tracked 
a number of adults in a community over time. This longitudinal dataset includes 
responses to survey questions and tracking data logged by the installed mobile phone 
application. The latter can be used to construct a network of these individuals, based on 
their behaviours during the study. Their paper identified a correlation between a 
diversity measure, constructed from the social network developed from mobile phone 
calls but otherwise undefined, and income (Aharony et al., 2011, p. 651). The authors 
are also kind enough to have made large parts of the datasets utilised in their study 
available through their website: http://realitycommons.media.mit.edu. Unfortunately 
the responses to some survey questions (including those related to present and prior 
incomes) are not available in the published dataset. However, despite some limitations, 
this dataset provides a good opportunity for testing the relevance and explanatory power 
of my measure for diversity. 
I decided to utilise this dataset to investigate the relationship between network 
measures and two important individual and societal-level factors: health and income. 
One of the survey questions pertained to an individual’s weight and BMI which is a 
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reasonable general indicator of health (Clark et al., 2002). As noted, the published 
dataset omitted current and prior income responses, but it includes responses on 
individual discretionary spending which is highly sensitive on current income (Thaler, 
1990) and this was used as a proxy. I followed Aharony et al.’s approach and constructed 
the social network from the call log data. With this network I then calculated a number 
of comparison network measures using two software tools, Gephi (Bastian et al., 2009) 
and UCINET (Borgatti, Everett, and Freeman, 2002). Finally I also computed a measure 
for each node’s diversity measure, as per the formulas in Chapter 4. 
 
Figure 9.2: Friends and Family  
Network featuring 129 individuals constructed from call logs  
9.10.3 Results 
[See following pages] 
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Diversity and Discretionary Spending 
Table 9.19: Individual Discretionary Spend and Diversity  
Dependent Variable: INDI_SPEND  
Method: Least Squares   
Date: 08/02/14   Time: 17:50   
Sample: 1 38    
Included observations: 38   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 42.63666 46.82683 0.910518 0.3686 
Diversity 64.89818 29.93265 2.168140 0.0368 
     
     R-squared 0.115497     Mean dependent var 129.7368 
Adjusted R-squared 0.090928     S.D. dependent var 155.5589 
S.E. of regression 148.3181     Akaike info criterion 12.88779 
Sum squared resid 791937.2     Schwarz criterion 12.97398 
Log likelihood -242.8680     Hannan-Quinn criter. 12.91846 
F-statistic 4.700833     Durbin-Watson stat 0.796837 
Prob(F-statistic) 0.036836    
     
     
 
Table 9.20: Individual Discretionary Spend and Diversity (subset26) 
Dependent Variable: INDI_SPEND  
Method: Least Squares   
Date: 08/03/14   Time: 11:10   
Sample: 1 38 𝐼𝐹 𝐼𝑁𝐷𝐼_𝑆𝑃𝐸𝑁𝐷 > 50   
Included observations: 20   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 116.4307 67.22667 1.731912 0.1004 
Diversity 70.73746 39.14088 1.807253 0.0875 
     
     R-squared 0.153585     Mean dependent var 219.0000 
Adjusted R-squared 0.10656227     S.D. dependent var 170.4838 
S.E. of regression 161.1445     Akaike info criterion 13.09712 
Sum squared resid 467415.8     Schwarz criterion 13.19669 
Log likelihood -128.9712     Hannan-Quinn criter. 13.11656 
F-statistic 3.266163     Durbin-Watson stat 1.066705 
Prob(F-statistic) 0.087467    
     
     
 
                                      
26 The restricted sample removed respondents who had specified that their individual discretionary spend was below $51/week. 
27 I note that the adjusted R-squared for the table is low. This may be due to the low sample size.  
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Diversity and Health (BMI) 
Table 9.21: BMI and Diversity  
Dependent Variable: BMI   
Method: Least Squares   
Date: 08/03/14   Time: 13:40   
Sample: 1 24    
Included observations: 24   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 31.13309 3.780017 8.236231 0.0000 
Diversity(Undirected) -5.327639 2.892061 -1.842160 0.0790 
     
     R-squared 0.133638     Mean dependent var 24.69553 
Adjusted R-squared 0.094258     S.D. dependent var 7.417672 
S.E. of regression 7.059433     Akaike info criterion 6.826262 
Sum squared resid 1096.383     Schwarz criterion 6.924433 
Log likelihood -79.91514     Hannan-Quinn criter. 6.852307 
F-statistic 3.393553     Durbin-Watson stat 2.314418 
Prob(F-statistic) 0.078972    
     
     
 
Table 9.22: BMI and Individual Discretionary Spend  
Dependent Variable: BMI   
Method: Least Squares   
Date: 08/03/14   Time: 14:04   
Sample: 1 24    
Included observations: 24   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 20.57390 1.694274 12.14319 0.0000 
INDI_SPEND 0.032755 0.009224 3.551181 0.0018 
     
     R-squared 0.364362     Mean dependent var 24.69553 
Adjusted R-squared 0.335469     S.D. dependent var 7.417672 
S.E. of regression 6.046795     Akaike info criterion 6.516589 
Sum squared resid 804.4020     Schwarz criterion 6.614760 
Log likelihood -76.19907     Hannan-Quinn criter. 6.542634 
F-statistic 12.61088     Durbin-Watson stat 2.428227 
Prob(F-statistic) 0.001790    
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Table 9.23: Correlations between my diversity measure and other network measures28
                                      
28 Measures in table from top to bottom (or left to right) are: Shannon Diversity, Diversity of Types, Out Degrees, Out Closeness, …, Key Player Fragmentation, 
Key Player (Alpha 0.5), 2 Step Betweenness Centrality, Betweenness Centrality, …., In Degrees, Individual Discretionary Spend.  
 SHAN DIV. OUTD OUTC OUTB OUTA OUT2 OUT2 KP_F KP_A _2STE BET IN2L IN2S INAR INBO. INCL INDE INDI_ 
SHANNON 1.00 0.45 0.24 -0.32 0.19 0.39 0.39 0.17 0.29 0.39 0.19 0.29 0.09 0.12 0.17 0.15 -0.18 0.07 0.14 
DIVERSITY 0.45 1.00 -0.20 -0.09 -0.18 0.00 0.18 -0.19 -0.05 0.06 -0.21 -0.13 -0.25 -0.17 -0.08 -0.24 0.04 -0.25 0.34 
OUTDEG 0.24 -0.20 1.00 -0.14 0.89 0.80 0.81 0.97 0.61 0.89 0.76 0.61 0.87 0.78 0.78 0.82 -0.74 0.89 -0.50 
OUTCLOSE -0.32 -0.09 -0.14 1.00 -0.02 -0.68 -0.26 -0.04 0.06 -0.43 -0.11 -0.08 0.04 0.07 0.12 0.01 -0.15 0.01 0.15 
OUTBONPW 0.19 -0.18 0.89 -0.02 1.00 0.65 0.71 0.95 0.53 0.74 0.59 0.52 0.89 0.80 0.71 0.95 -0.65 0.82 -0.46 
OUTARD 0.39 0.00 0.80 -0.68 0.65 1.00 0.83 0.73 0.42 0.94 0.61 0.50 0.60 0.53 0.52 0.57 -0.48 0.63 -0.46 
OUT2STEP 0.39 0.18 0.81 -0.26 0.71 0.83 1.00 0.80 0.55 0.95 0.62 0.53 0.67 0.64 0.69 0.61 -0.68 0.69 -0.45 
OUT2LOCA 0.17 -0.19 0.97 -0.04 0.95 0.73 0.80 1.00 0.62 0.84 0.70 0.58 0.93 0.84 0.82 0.91 -0.77 0.91 -0.52 
KP_FRAGMEN
T. 0.29 -0.05 0.61 0.06 0.53 0.42 0.55 0.62 1.00 0.53 0.67 0.71 0.62 0.60 0.74 0.56 -0.74 0.68 -0.32 
KP_ALPHA_5 0.39 0.06 0.89 -0.43 0.74 0.94 0.95 0.84 0.53 1.00 0.67 0.55 0.71 0.65 0.68 0.66 -0.65 0.73 -0.47 
_2STEPBET 0.19 -0.21 0.76 -0.11 0.59 0.61 0.62 0.70 0.67 0.67 1.00 0.86 0.67 0.58 0.65 0.60 -0.61 0.77 -0.33 
BETWEEN 0.29 -0.13 0.61 -0.08 0.52 0.50 0.53 0.58 0.71 0.55 0.86 1.00 0.56 0.53 0.55 0.53 -0.51 0.58 -0.25 
IN2LOCAL 0.09 -0.25 0.87 0.04 0.89 0.60 0.67 0.93 0.62 0.71 0.67 0.56 1.00 0.96 0.91 0.95 -0.85 0.97 -0.47 
IN2STEP 0.12 -0.17 0.78 0.07 0.80 0.53 0.64 0.84 0.60 0.65 0.58 0.53 0.96 1.00 0.92 0.89 -0.87 0.90 -0.40 
INARD 0.17 -0.08 0.78 0.12 0.71 0.52 0.69 0.82 0.74 0.68 0.65 0.55 0.91 0.92 1.00 0.79 -0.99 0.92 -0.37 
INBONPWR 0.15 -0.24 0.82 0.01 0.95 0.57 0.61 0.91 0.56 0.66 0.60 0.53 0.95 0.89 0.79 1.00 -0.73 0.88 -0.40 
INCLOSE -0.18 0.04 -0.74 -0.15 -0.65 -0.48 -0.68 -0.77 -0.74 -0.65 -0.61 -0.51 -0.85 -0.87 -0.99 -0.73 1.00 -0.88 0.33 
INDEG 0.07 -0.25 0.89 0.01 0.82 0.63 0.69 0.91 0.68 0.73 0.77 0.58 0.97 0.90 0.92 0.88 -0.88 1.00 -0.48 
INDI_SPEND 0.14 0.34 -0.50 0.15 -0.46 -0.46 -0.45 -0.52 -0.32 -0.47 -0.33 -0.25 -0.47 -0.40 -0.37 -0.40 0.33 -0.48 1.00 
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