The goal of a reduced basis method is to find an approximating subspace for a given set of data. In this paper we mainly consider a recursive greedy approach for constructing such subspaces. We discuss the Greedy Algorithm that was studied extensively in recent years, and introduce the Natural Greedy Algorithm, which coincides with the Greedy Algorithm in a Hilbert space but is significantly simpler computationally in a general Banach space as it utilizes a new way of projecting onto subspaces. We analyze and compare these greedy algorithms, and demonstrate that the performance of the Natural Greedy Algorithm is similar to that of the Greedy Algorithm in terms of both theoretical and numerical results, while the realization of the former is substantially simpler computationally. In addition, we discuss two other popular reduced bases methods: the Proper Orthogonal Decomposition and the Empirical Interpolation Method, which are compared to greedy algorithms on numerical applications. Furthermore, we show that the Empirical Interpolation Method can be viewed as a special case of the Natural Greedy Algorithm.
Introduction
Reduced basis methods offer ways of obtaining subspaces that approximate given data. This is often used in applications for reducing the dimensionality of a problem, and has become particularly popular recently as a way of obtaining solutions for parametric PDEs (see e.g. [17, 18, 22, 26, 23, 24] ). For instance, it is generally unfeasible to employ a standard highly accurate numerical solution of an elliptic PDE for each parameter value, but one can obtain solutions for the specifically selected values beforehand and then use them to span a low-dimensional subspace, in which the solution of the PDE for any desired parameter value can be approximated quickly (e.g. by employing a Galerkin procedure on the constructed subspace). The rationale of such approach in this setting is explained by Céa's lemma (see e.g. [5] ), which states that the solution obtained in this way is quasi-optimal.
We consider here a more general problem setting: let F be a set of elements of a Banach space X (e.g. a family of functions, a set of vectors, etc.), for which we need to construct an approximating subspace. This set is specific for each problem setting and therefore usually cannot be approximated well by predetermined bases (such as wavelet, trigonometric, or polynomial bases in a case of Banach function spaces, or canonical disjoint bases in a case of discrete Banach spaces). The idea of a reduced basis approach is to select key elements f 0 , . . . , f n−1 of the set F and use them to construct an n-dimensional subspace V n = span{f 0 , . . . , f n−1 } ⊂ X that approximates the set F. The objective of a reduced basis method is to provide a strategy for selecting these key elements f 0 , . . . , f n−1 .
One straightforward approach is to select the next basis element based on already chosen elements f 0 , . . . , f n−1 by picking an element f n ∈ F that is not approximated well by the current subspace V n = span{f 0 , . . . , f n−1 }, i.e. to take f n = argmax
This method is known as the Greedy Algorithm and was formally stated and analyzed in the Hilbert space setting by Buffa et al. in [4] , where the first estimate on the convergence rate of the Greedy Algorithm was given. This estimate was improved by Binev et al. in [3] and then improved further and extended to the Banach space setting by DeVore et al. in [8] . The most comprehensive technique for investigating the convergence of the Greedy Algorithm was developed by Wojtaszczyk in [29] , and the most recent development was made by Nguyen in [20] , where the new estimate on the rate of convergence in a special case is given. In section 2 we discuss the Greedy Algorithm and the corresponding results in detail.
A key feature of the Greedy Algorithm is that it constructs a reduced basis with respect to the desired norm, thus specifically producing the reduced basis for the problem under consideration. Nonetheless, on each iteration of the Greedy Algorithm it is required to compute the distance from an element f ∈ F to the already constructed subspace V n = span{f 0 , . . . , f n−1 }, which is equivalent to finding the projection onto the subspace V n with respect to the fixed norm. In a Hilbert space one generally approaches such a problem by orthogonalizing the vectors {f k } n−1 k=0 to obtain an orthogonal basis {f k } n−1 k=0 for V n . Then the projections of each f ∈ F onto V n are easily found to be n−1 k=0 f, f k f k . However, in a Banach space this problem is difficult to solve since one does not have the corresponding easily-performed procedure for calculating the orthogonal projection onto a subspace. Thus for every F one has to solve an n-parameter minimization problem min α0,...,αn−1∈R
which, even though convex, becomes more complicated with each iteration and thus is not always feasible.
Another reduced basis algorithm that uses a recursive greedy strategy is the Empirical Interpolation Method, which was introduced by Patera et al. in [1] as an interpolation procedure for a family of functions F ⊂ L ∞ (Ω). This method constructs the basis elements h 0 , . . . , h n−1 ∈ F and the interpolation points z 0 , . . . , z n−1 ∈ Ω, in which the basis elements attain their maximal values, i.e. z m = argmax z∈Ω |h m (z)|. At every iteration the Empirical Interpolation Method builds an approximation for each function f ∈ F by constructing the linear combination of the basis elements h 0 , . . . , h n−1 which agrees with f on points z 0 , . . . , z n−1 , i.e. A function f n ∈ F that is not approximated well by such a linear combination is then selected and the next interpolation point z n is chosen correspondingly, i.e. 
This way of obtaining reduced basis is attractive from a computational perspective since in order to construct the approximation for an element f ∈ F one has to find the coefficients β 0 , . . . , β n−1 by solving the linear system with n equations, which is significantly simpler than solving an n-parameter optimization problem. On the other hand, the simplicity of realization comes at the cost of freedom in the choice of norm: the reduced basis {h k } n−1 k=0 is designed to minimize L ∞ (Ω)-norm and offers no flexibility in that matter. In section 5 we briefly discuss the Empirical Interpolation Method and its relation to the new algorithm we introduce in this paper.
In this paper we introduce a new greedy algorithm for constructing reduced bases in Banach spaces, which is not predetermined to use any fixed norm and does not require solving optimization problems, and thus combines the flexibility of the Greedy Algorithm with the computational simplicity of the Empirical Interpolation Method. Just like the stated methods, our algorithm constructs the reduced basis by employing a recursive greedy strategy: once basis elements g 0 , . . . , g n−1 are constructed, they are used to approximate elements of the set F in order to choose the next element. Similarly to the Greedy Algorithm, our method builds an approximation for an element f ∈ F by projecting f onto the already constructed subspace V n = span{g 0 , . . . , g n−1 }; however it does not use the orthogonal projection but instead utilizes specifically constructed operators R n : X → X , which will be introduced shortly. Similarly to the Empirical Interpolation Method, our way of obtaining an approximation f ≈ n−1 k=0 α k g k does not involve solving an optimization problem; instead we calculate the coefficients α 0 , . . . , α n−1 by iteratively applying the norming functionals of the basis elements g 0 , . . . , g n−1 . We call our method the Natural Greedy Algorithm because its way of approximating elements of the set F seems natural from several perspectives, as we will discuss later. In particular, the Natural Greedy Algorithm does not just combine features of the Greedy Algorithm and the Empirical Interpolation Method, but in fact coincides with the former in L 2 -spaces, and with the latter in L ∞ -spaces. Thus the Natural Greedy Algorithm can be thought of as an alternative generalization of the Greedy Algorithm from a Hilbert space setting to a Banach space setting.
We propose here a new way of projecting onto a subspace of a Banach space by utilizing norming functionals. While our method does not necessarily minimize the norm of the remainder, as the orthogonal projection does, it is significantly easier computationally since the norming functionals are known explicitly in many Banach spaces of interest (e.g. L p -spaces), and in a general case can be easily computed as the derivative of the norm. Namely, for given elements g 0 , . . . , g n−1 ∈ X we define operators r 0 , . . . , r n−1 by
where F g k is the norming functional of g k . These operators represent a remainder of a projection onto the one-dimensional subspace span{g k } and thus by applying them consecutively we receive an analogue of the remainder of the orthogonal projection onto the n-dimensional subspace V n = span{g 0 , . . . , g n−1 }. Denote by R n the combination of r n−1 , . . . , r 0 , i.e.
then R n (f ) can be used as an easily computable substitute for the distance from f ∈ F to the subspace V n = span{g 0 , . . . , g n−1 } ⊂ X . We will see that such a method of projecting appears natural and possesses interesting analytical properties. For instance, it is easy to see that the operator R n (·) is linear (while the orthogonal projector proj(·, V n ) is not), and we will prove that R n is an actual projector (i.e. R 2 n = R n ). Evidently, the quality of such a substitute depends critically on the choice of the vectors g 0 , . . . , g n−1 . In fact, the value of R n (f ) is dictated only by the elements g 0 , . . . , g n−1 and the geometry of the space in these points (which is, for example, not the case for the orthogonal projection proj(f, V n ) as it is determined by the whole subspace V n rather than the individual elements). Note also that if X is a Hilbert space and {g k } n−1 k=0 is an orthonormal system, then the value of R n (f ) is exactly the distance from f to the subspace V n = span{g 0 , . . . , g n−1 }; however in a general Banach space the value of the ratio R n (f ) / dist(f, V n ) on a certain element f ∈ X can be as big as 2 n , unless the vectors g 0 , . . . , g n−1 are selected carefully. In section 3 we describe in detail the process of obtaining appropriate elements g 0 , g 1 , g 2 , . . . and formally introduce and analyze the Natural Greedy Algorithm. We state the convergence results corresponding to those of the Greedy Algorithm and note that every known estimate on the convergence rate for the Greedy Algorithm can be stated for the Natural Greedy Algorithm with an additional multiplicative constant. In section 4 we prove the stated results.
In addition to theoretical estimates, we compare the Greedy Algorithm and the Natural Greedy Algorithm on numerical examples and observe virtually no difference in the quality of the reduced bases generated by the two algorithms, while the realization complexity is significantly smaller for the Natural Greedy Algorithm. In section 5 we present our numerical experiments for both greedy algorithms, compare them to the other two known methods for constructing reduced bases, and discuss the computational complexity, which we measure in terms of the time each algorithm spends on the central processing unit. Such a measurement is appropriate as it is directly related to a number of computations performed by each algorithm.
Greedy algorithm for reduced bases
We begin this section by recalling standard notations that will be used throughout the paper. Let (X , · ) be a Banach space. For an element f ∈ X and a closed subspace V ⊂ X denote by proj(f, V ) the orthogonal projection of f onto V and denote by dist(f, V ) the distance from f to V , i.e proj(f, V ) = argmin
Let F ⊂ X be a set of elements that we want to approximate by a low-dimensional subspace. The following greedy algorithm (formally defined in [4] ) constructs a sequence of nested subspaces {V n } ∞ n=0 that are designed to approximate the set F.
Definition (Greedy Algorithm). For F ⊂ X consider the following iterative procedure:
. . . n. set V n = span{f 0 , . . . , f n−1 } and find f n = argmax f ∈F dist(f, V n ) Note that generally sequences {f n } ∞ n=0 and {V n } ∞ n=0 are not unique and might not even exist due to the impossibility of finding an element f n ∈ F that satisfies the greedy criterion. The standard remedy to guarantee existence is the assumption of compactness of the set F, which is widely used and is natural in PDE-based applications. Under such condition the process of greedy approximation is feasible and generally infinite (unless the set F is finitely dimensional); in practice this procedure is stopped after the desired approximation accuracy has been achieved or the iteration limit has been reached.
Throughout the paper we assume that F is a compact subset of X , and thus at least one realization of the greedy algorithm is achievable; however uniqueness is still not guaranteed and, unless stated otherwise, variables {f n } ∞ n=0 and {V n } ∞ n=0 will denote any possible realization of the greedy algorithm. Additionally, we assume for convenience that F is contained in the unit ball of X , i.e. f ≤ 1 for any f ∈ F.
Let us define for each n ≥ 0 the number σ n = σ n (F, X ) that represent how well the set F is approximated by the subspace V n :
It is easy to see that the sequence {σ n } ∞ n=0 is monotone and that for any compact set F ⊂ X one has σ n → 0 as n → ∞, i.e. the Greedy Algorithm converges for any compact set F ⊂ X ; however no direct estimates on the rate of convergence can be given without additional assumptions on F. Indeed, take any positive decreasing to zero sequence {a n } ∞ n=0 and consider the following compact set F ⊂ 2 :
where {e n } ∞ n=0 is the canonical basis in 2 . Then one achievable realization of the greedy algorithm is f n = a n e n for each n ≥ 0, which implies σ n (F, 2 ) = a n .
Nevertheless we can compare the approximation of the set F by the subspace V n with the best possible approximation by an n-dimensional subspace X n ⊂ X given by the Kolmogorov n-width d n :
We note that while Kolmogorov n-widths have been introduced in 1935 (see [12] ) and extensively studied ever since, they still remain a mostly theoretical concept. Namely, the width d n (F, X ) might not be realizable on any subspace, and, more significantly, there are no constructive methods of obtaining an almost optimal subspace in a general setting. Nonetheless, Kolmogorov widths are inherent in comparing the theoretical performance of approximating algorithms with the ideal, even if unattainable, case. For a detailed discussion of n-widths and related concepts we refer the reader to the books [21] and [14, .
Convergence rate of the Greedy Algorithm
We now return to estimating the convergence rate of the Greedy Algorithm. The first direct comparison between σ n and d n in a Hilbert space setting is given in [4] , where it is shown (even though not stated explicitly) that
This estimate is improved in [3] , where it is proven that
and that this estimate is sharp up to the factor of 2/ √ 3. One technique that allows us to extend this result to a general Banach space is proposed in [29] , where it is essentially shown that in a Banach space the above estimate holds with an additional factor (which depends on X ) that represents how well-isomorphic the subspaces of X are to the subspaces of L 2 , which is characterized by the sequence {γ n (X )} ∞ n=1 defined below. For Banach spaces X and Y denote by GL(X , Y) the family of all linear isomorphisms from X to Y. Then the multiplicative Banach-Mazur distance between X and Y is given by
Denote by γ n (X ) the supremum of multiplicative Banach-Mazur distances between n-dimensional subspaces of X and n 2 , i.e. γ n = γ n (X ) = sup{d(V, n 2 ) : V ⊂ X and dim V = n}. It is easy to see that the sequence {γ n (X )} ∞ n=1 is non-decreasing and γ 1 (X ) = 1. For any Hilbert space γ n (H) = 1 and for any Banach space γ n (X ) ≤ √ n (for instance, it follows from the Pietsch factorization theorem, see e.g. [ 
Note that due to the compactness of the space of isometry classes of n-dimensional Banach spaces, for any n-dimensional subspace Y n ⊂ X there exists an isomorphism T ∈ GL(Y n , n 2 ) with T −1 = 1 such that
Thus, for any Y ⊂ X there exists a Euclidean norm · e on Y given by y e = T y 2 such that
The direct comparison between σ n and d n for L p -spaces is given in [29] ; however a similar technique can be used for a general Banach space X with minor changes in the proof. Thus we state the generalized theorem and deduce the original result as a corollary (with a slight improvement in the multiplicative constant). We demonstrate how to obtain the proof of this theorem in section 4. Theorem 1. For a compact set F ⊂ X the Greedy Algorithm provides
An alternative approach to estimating the rate of convergence of the Greedy Algorithm is proposed in [8] , where a delayed estimate is proven, i.e. a comparison between σ n and d m for m < n. In particular, the following estimate is proven in a Hilbert space setting
and for a general Banach space
It is conjectured in [8] that the additional factor of √ n in the last estimate, while unable to be removed in general, can be improved for some Banach spaces; for instance, in the case of L p -spaces one expects to replace √ n with n |1/2−1/p| . This conjecture is proven in [29] , where the following result is stated.
Theorem A. For a compact set F ⊂ X the Greedy Algorithm provides
In particular,
Additional estimates can be given when d n satisfies a special decay rate. For instance, if d n (F) ≤ A exp(−an α ) with some constants 0 < α, a, A < ∞, then it is shown in [3] that in a Hilbert space the Greedy Algorithm guarantees
with B = B(α, a, A), b = b(α, a), and β = α α+1 . This estimate is improved and extended to the Banach space setting in [8] to
with some constants 0 < α, A < ∞, then it is shown in [3] that in a Hilbert space the Greedy Algorithm satisfies
with B = B(α, A). The corresponding estimate for a Banach space is proven in [8] :
with any > 0 and B = B( , α, A). This estimate is improved in [29] , where it is shown that if additionally one has a bound γ n (X ) ≤ Cn µ with some C > 0 and 0 ≤ µ ≤ min{α, 1/2}, then
with B = B(α, µ, A, C). The most recent bound of this type is given in [20] , where it is shown that the power of the logarithm can be replaced with 1/2, which essentially results in the estimate
with B = B(α, µ, A, C).
Comments on the Weak Greedy Algorithm
Note that in general the Greedy Algorithm is computationally expensive since at the n-th iteration of the algorithm one has to solve an n-dimensional minimization problem for each element of the set F. While this is a manageable task in a Hilbert space, where one can orthogonolize the basis and compute the projection, in a Banach space this is a complicated problem, which increases its computational complexity exponentially with each consecutive iteration. We conclude this section by commenting on two common ways to simplify the realization of the algorithm. The first method, which is a classical approach in the greedy algorithm theory (see e.g. [25] ), is to consider a weak version of Greedy Algorithm, where instead of finding f n = argmax f ∈F dist(f, V n ) it is sufficient to find any such f
where γ ∈ (0, 1] is a fixed constant which is generally referred to as the weakness parameter. Second, it might be possible to find for each n ≥ 1 an easy-to-compute surrogate s n : F → R such that
with some constants 0 < c s ≤ C s < ∞. If this is the case, then instead of finding f n one can search for f s n = argmax f ∈F s n (f ), which would immediately satisfy
which is the weak version of the Greedy Algorithm with γ = c s /C s . The analysis of the Weak Greedy Algorithm is essentially the same as that of the Greedy Algorithm, and all the results stated in this section hold for the weak version as well with an additional factor of γ −1 . We note that while the Weak Greedy Algorithm is easier computationally, it requires additional information on the problem either in terms of a sufficiently tight upper estimate of sup f ∈F dist(f, V n ), or in terms of suitable surrogates s 1 , s 2 , s 3 , . . ., neither of which is generally available, and thus the Weak Greedy Algorithm cannot be employed universally.
Natural greedy algorithm for reduced bases
In this section we introduce the Natural Greedy Algorithm -an alternative to the Greedy Algorithm, in which instead of maximizing the distance to the constructed subspace, one maximizes the norm of a specifically constructed easily-computable operator. The behavior of the Natural Greedy Algorithm depends on the smoothness of the space, thus we recall the related concepts.
For a non-zero element x ∈ X a norming functional F x is an element of X * such that 
Moreover, norming functionals are known for Banach spaces that are commonly utilized in applications. In particular, for the following smooth spaces 1. Hilbert space:
In cases p = 1, ∞ spaces p and L p (Ω, µ) are not smooth and thus norming functionals are not unique. Throughout the paper we will be using the following functionals in those settings:
The smoothness of a Banach space X is characterized by the modulus of smoothness ρ(u), which is defined as
The modulus of smoothness is an even and convex function and, therefore, ρ(u) is non-decreasing on (0, ∞). A Banach space is uniformly smooth if ρ(u) = o(u) as u → 0. We say that the modulus of smoothness ρ(u) is of power type q ∈ [1; 2] if ρ(u) ≤ c ρ u q with some constant c ρ = c ρ (X ) > 0 for all u ≥ 0. One easily concludes by using the triangle inequality that any Banach space has a modulus of smoothness of power type 1 and that any Hilbert space has a modulus of smoothness of power type 2 by applying the parallelogram law. Additionally, it is known (see e.g. [13, p. 63] ) that the moduli of smoothness ρ p (u) of L p -spaces satisfy the asymptotic estimate
i.e. L p -spaces have the modulus of smoothness of power type q = min{p, 2}. For a more detailed discussion on the smoothness of norms and their relation to the other geometrical aspects of Banach spaces we refer the reader to books [2] and [7] .
We now define the operator sequences which are foundational for the Natural Greedy Algorithm. For a given normalized sequence of elements {g n } ∞ n=0 ∈ X denote
Essentially, operators r n and R n represent the remainders of certain projections of an element f ∈ X onto span{g n } and span{g 0 , . . . , g n−1 } respectively. Indeed, if we view F gn (·) g n as a projector onto g n then r n (·) is the remainder of this projection, and R n (·) is the combination of n remainders of such onedimensional projections. In fact, if
k=0 is an orthonormal system in a Hilbert space H, then R n (f ) = f − proj(f, span{g 0 , . . . , g n−1 }) for any f ∈ H. While it is not exactly the case in a general Banach space, with the right sequence {g n } ∞ n=0 the value of R n (f ) can be used in place of the distance from f to span{g 0 , . . . , g n−1 }, as we show later.
This new concept of projecting in Banach spaces is the base of the Natural Greedy Algorithm; it is computationally advantageous since it only requires the knowledge of the norming functionals of the reduced basis (which can often be stated explicitly or easily calculated as (3.1) in other cases), as opposed to the orthogonal projecting, which requires to solve the optimization problem. Note that generally the operators {r n } ∞ n=0 ∈ X * (and hence {R n } ∞ n=0 ) are not unique since the corresponding norming functionals might lack uniqueness. In such cases, unless stated otherwise, we consider any suitable operator sequences.
The Natural Greedy Algorithm defined below recurrently constructs sequences {f n } ∞ n=0 and {g n } ∞ n=0 that in turn define operators {R n } ∞ n=0 and span nested subspaces {V n } ∞ n=0 which approximate F.
Definition (Natural Greedy Algorithm). For F ⊂ X consider the following iterative procedure:
Similarly to the classical Greedy Algorithm, on the n-th iteration for each element of F we construct an approximation from V n = span{f 0 , . . . , f n−1 } = span{g 0 , . . . , g n−1 } in the form of a linear combination of already chosen elements. The key difference is that in order to obtain the coefficient of this linear combination the Natural Greedy Algorithm does not require solving an n-dimensional optimization problem; instead it calculates them directly by computing the values of norming functionals of the basis elements {g k } n−1 k=0 . While such way of obtaining coefficients is generally not optimal in the sense of minimizing the norm of the remainder, it is inherent to the space as the the coefficients are dictated by the geometry of the norm on the elements of reduced basis.
Note that the Natural Greedy Algorithm cannot proceed with the construction of reduced basis if at some step n we have argmax f ∈F R n (f ) = 0. As we will see later, this situation occurs if and only if the set F is finitely-dimensional. Moreover, in this case, just as for the Greedy Algorithm, we have V n = span{g 0 , . . . , g n−1 } ⊃ F and n = dim F. For convenience, from now on we assume that F is compact and infinitely-dimensional: compactness guarantees the possibility of choosing an element f n , and infinitedimensionality ensures the existence of corresponding vector g n . Hence we presume that the Natural Greedy Algorithm recursively constructs sequences
. Alternatively, if dim F < ∞ then the trivial modification in form of replacing ∞ with dim F in sequence indexing needs to be performed.
Analysis of the operators R n
To explain the idea behind the Natural Greedy Algorithm we analyze the behavior of the operators {R n } ∞ n=0 , and show that our method of obtaining reduced bases, despite seeming unintuitive, is actually quite natural from several perspectives (hence the name of the algorithm). In particular, we will see that in a Hilbert space the Natural Greedy Algorithm coincides with the Greedy Algorithm.
We begin by establishing an important property of the operators {R n } ∞ n=0 that will be our main tool in understanding the behavior of the constructed reduced basis {g n } ∞ n=0 . Specifically, we use induction to show that
Recall that from the definition (3.4) of operators {R n } ∞ n=0 for any m > k we have
It is clear that the base of induction
Assume that the hypothesis holds for some m > k, i.e. F g k (R m (f )) = 0 for any f ∈ X . Then, since by construction
which concludes the proof. Condition (3.5) implies that R 2 n = R n , i.e. the operator R n : X → X is a projector. Moreover, note that for any m > k ≥ 0 we have F g k (g m ) = 0, and hence r k (g m ) = g m . Therefore R n (V n ) = 0 since for any coefficients {α k } n−1 k=0 we have
Thus we have shown that in order to construct a reduced basis the Natural Greedy Algorithm uses a linear projector R n : X → X with ker R n = V n . In particular, it guarantees that the Natural Greedy Algorithm will not on any step select a vector from the already generated subspace V n , which implies that dim V n = n, i.e. the chosen elements {f k } n−1 k=0 are linearly independent. Essentially, operator R n decomposes any f ∈ X into the sum f = R n (f ) + (f − R n (f )), where f − R n (f ) ∈ V n , and R n (f ) represents the remainder of the projection of f onto V n and determines which element of the set F will be chosen on this iteration of the algorithm. From this point of view, the Greedy Algorithm uses the same approach as it relies on the orthogonal projector P n (f ) = f − proj(f, V n ). Although both algorithms make use of projectors (R n and P n respectively) which are independent of the translation about already constructed subspace V n , the main difference is that operator P n is generally non-linear (with the exception of the Hilbert space setting), while operator R n is linear regardless of the choice of a space.
Relations to orthogonality
We now discuss the greedy algorithms from the perspective of orthogonality of reduced bases. To begin with, let us recall the concept of orthogonality in Banach spaces. We consider here Birkhoff-James orthogonality, i.e. for any x, y ∈ X we say that x is orthogonal to y (denoted x ⊥ y) if x + λy ≥ x for any λ ∈ R. This concept is directly related to the orthogonal projecting onto subspaces in Banach spaces since x − proj(x, Y) ⊥ Y for any x ∈ X and any Y ⊂ X ; however, in order to achieve orthogonality even for just two vectors x and y, one generally has to solve the minimization problem min λ∈R x + λy (which is how Greedy Algorithm constructs approximations).
We propose here an alternative approach to projecting in Banach spaces, which is based on the relation between norming functionals and orthogonality. First, it is easy to see that F x (y) = 0 implies x ⊥ y. Indeed, for any λ ∈ R we have
The inverse implication can be shown in uniformly smooth Banach spaces with the use of the well-known inequality (see e.g. [25, Lemma 6.1]), which follows directly from the definition of modulus of smoothness (3.3)
Assume that x ⊥ y but F x (y) = 0. Then for sufficiently small λ > 0 the previous inequality and the uniform smoothness of X provide
which contradicts the orthogonality. Together with these relations, property (3.5) implies that the vectors {g n } ∞ n=0 constructed by the Natural Greedy Algorithm form a semi-orthogonal basis for V n in the sense
Similarly, if during the realization of the Greedy Algorithm one considers vectors
will also form a semi-orthogonal basis for V n , but in the reverse order:
Note that since in a Hilbert space the orthogonality relation is symmetric (i.e. x ⊥ y ⇐⇒ y ⊥ x), both algorithms produce the same sequence {f n } n=0 and {h n }
is the orthogonalization of {f n } ∞ n=0 . Thus, when the Natural Greedy Algorithm computes the remainder of the projection onto the subspace V n , it subsequently computes n remainders of one-dimensional projections on vectors g 0 , . . . , g n−1 (which are given by F g k (·) g k ). This procedure seems appropriate since {g k } n−1 k=0 is a semi-orthogonal basis for V n and therefore in a Hilbert space we would get R n (f ) = f − proj(f, V n ). In a general Banach space, however, the concept of orthogonality is more complex and thus we only get {g k } n−1 k=0 ⊥ R n (f ), while the remainder of the orthogonal projection provides f −proj(f, V n ) ⊥ {g k } n−1 k=0 . Hence such projection is not optimal in the sense of minimizing the norm of the remainder since it does not provide the condition R n (f ) ⊥ V n , and, theoretically, can even increase the norm of the projected element as Lemma 1 below states; however calculating projection in this way is much easier computationally as it does not involve solving a minimization problem. Moreover, our numerical results in section 5 show that in practice this imperfection in norm minimization does not deteriorate the quality of the constructed reduced basis, and the convergence rate of the Natural Greedy Algorithm, despite computational simplicity, is comparable to the one of the Greedy Algorithm.
We note that the realization of the Greedy Algorithm cannot be simplified along the same lines since for any f ∈ X the Greedy Algorithm has to find v n = proj(f, V n ) so that f − v n ⊥ V n , which, if X is uniformly smooth, is equivalent to
To the best of our knowledge, there are no substantial theoretical findings on the relationship between an element x ∈ X and a norming functional F x ∈ X * (except for a Hilbert space setting), and therefore constructing the required vector v n ∈ V n is only achievable by solving an n-parameter optimization problem.
Convergence of the Natural Greedy Algorithm
We now discuss the convergence properties of the Natural Greedy Algorithm. Similarly to the Greedy Algorithm we impose compactness on F to guarantee the feasibility of at least one realization of the Natural Greedy Algorithm and existence of sequences {f n } ∞ n=0 , {g n } ∞ n=0 , and {V n } ∞ n=0 . In the same way we say that the algorithm converges if σ n = sup f ∈F dist(f, V n ) → 0 as n → ∞ for each possible realization of the algorithm. Since it is difficult to measure {σ n } ∞ n=0 due to the fact that the Natural Greedy Algorithm does not directly calculate the distance to the constructed subspace V n , we introduce the sequence {τ n } ∞ n=0 that represents the performance of the algorithm:
These values are computed automatically during the realization of the Natural Greedy Algorithm since by construction R n (f n ) = sup f ∈F R n (f ) = τ n , and thus no additional computations required. Note that unlike {σ n } ∞ n=0 , the sequence {τ n } ∞ n=0 is not necessarily monotone; however we will see later that for any compact set F ⊂ X both sequences converge to zero, i.e. the Natural Greedy Algorithm converges. To show the exact connection between σ n (F, X ) and τ n (F, X ), we first need to estimate the norm of R n , which depends on the geometry of the space X that is represented by the modulus of smoothness ρ(u) defined by (3.3). Lemma 1. Let X be a Banach space, then for any n ≥ 0 we have
where
Additionally, if X has the modulus of smoothness of power type q, we get
The above bound is quite pessimistic since it estimates the norm of R n on the whole space X and thus has to accommodate the worst-case scenario. While this estimate is attainable in non-smooth Banach spaces, it is generally not sharp. For instance, in a Hilbert space H, our lemma provides the estimate R(H) = ( √ 5 + 1)/2 since the modulus of smoothness of a Hilbert space is ρ H (u) = u 2 /2; however the actual norm of the operator R n in this case is 1. Additionally, in subsection 5.6 we estimate the norm of operators R n on constructed subspaces on concrete numerical examples, and demonstrate that the attainable norm is drastically smaller than Lemma 1 suggests.
Even though Lemma 1 shows that in a general Banach space X the sequence of norms { R n X * } ∞ n=0
might be unbounded, we only apply operate on the set F ⊂ X , thus we need an alternative estimate for the norm of R n that is more appropriate for the analysis of the Natural Greedy Algorithm. In particular, we will show that on a compact set F the values of R n (f ) are uniformly bounded for all f ∈ F and all n ≥ 0. Indeed, let {g n } ∞ n=0 be a reduced basis generated by the Natural Greedy Algorithm for the compact set F and V be a subspace spanned by it, i.e. V = span{g 0 , g 1 , g 2 , . . .} ⊂ X . Denote by C g = C g (F, X ) the basis constant of {g n } ∞ n=0 (since is a Schauder basis for V ). Then, similarly to (3.6), by using semi-orthogonality of the basis we obtain for any h = ∞ k=0 α k g k ∈ V and any n ≥ 1
i.e. on the subspace V the operator R n acts as the remainder of the n-th basis projection of {g n } ∞ n=0 . Therefore
and by combining this estimate with Lemma 1, we arrive at
Even though we estimate the norm of operator R n only on the subspace V , note that for any f ∈ F and any n ≥ 0 we have
We now can establish the relation between σ n (F, X ) and τ n (F, X ) (defined as sup f ∈F dist(f, V n ) and sup f ∈F R n (f ) respectively). Note that for the Greedy Algorithm the greedy selection step provides σ n = dist(f n , V n ), which is not necessarily the case for the Natural Greedy Algorithm, where instead we have τ n = R n (f n ) . Evidently for any f ∈ F we have
On the other hand, by using the property R n (V n ) = 0 and estimate (3.7), we obtain
Therefore for any n ≥ 0 we have the relation
Similarly, we can establish the uniform equivalence (i.e. for all n ≥ 0) of R n (·) and dist(·, V n ) on the subspace V ⊂ X since for each n ≥ 0 we have for any
We now can discuss the convergence results for the Natural Greedy Algorithm. First, note that the uniform equivalence of dist(·, V n ) and R n (·) on V guarantees the convergence of the Natural Greedy Algorithm for any compact set F ⊂ X . Indeed, if for some > 0 and all n ≥ 0 we have σ n (F, X ) > , then relations (3.8) and (3.9) provide
i.e. for any m > n ≥ 0 we have f n − f m ≥ /(C g + 1), which contradicts the compactness of F.
Furthermore, it might seem that the relation (3.9) implies that R n (·) is a surrogate for dist(·, V n ) (see (2.3)), i.e. that the Natural Greedy Algorithm is a weak version of the Greedy Algorithm. We refute this hypothesis by providing an example of a Banach space X and a compact set F such that R n (·) is not uniformly equivalent to dist(·, V n ) on F, thus proving that the Natural Greedy Algorithm is a distinct algorithm.
Lemma 2. There exists a Banach space X and a compact set F ⊂ X such that
Next, we estimate the rate of convergence of the Natural Greedy Algorithm. Similarly to the convergence results for the Greedy Algorithm, we provide the direct and delayed comparison between σ n (F, X ) and d n (F, X ) for the Natural Greedy Algorithm.
Theorem 2. For a compact set F ⊂ X the Natural Greedy Algorithm provides
Corollary 2.1. For a compact set F ⊂ L p with any 1 ≤ p ≤ ∞ the Natural Greedy Algorithm provides
Theorem 3. For a compact set F ⊂ X the Natural Greedy Algorithm provides
Corollary 3.1. For a compact set F ⊂ L p with any 1 ≤ p ≤ ∞ the Natural Greedy Algorithm provides
Finally, we provide the estimates for convergence rates in special cases when an additional information in term of rate of decay of Kolmogorov n-widths is known.
Theorem 4. For a compact set F ⊂ X the Natural Greedy Algorithm provides under the following conditions:
Moreover, factor γ 3n/2 (X ) can be removed by decreasing the constant b.
Comments on the Weak Natural Greedy Algorithm
We conclude this section by pointing out that the Natural Greedy Algorithm admits the same simplification steps as the Greedy Algorithm. Namely, one can consider a weak version of the greedy selection step by taking any such f
with some weakness parameter γ ∈ (0, 1], or find surrogates s n : X → R such that c s s n (f ) ≤ R n (f ) ≤ C s s n (f ) for any f ∈ X and n ≥ 0 with some constants 0 < c s ≤ C s < ∞ and select f s n = argmax f ∈F s n (f ). Any such modification would qualify as the Weak Natural Greedy Algorithm and all the results stated in this section would hold with the additional factor of γ −1 or C s /c s respectively.
Proofs
In this section we prove the results related to the Greedy Algorithm and the Natural Greedy Algorithm that were stated in sections 2 and 3.
Proof of Lemma 1
First, we prove our estimate on the norm of operators R n on X .
Proof of Lemma 1. Let X be a smooth Banach space (we will address a non-smooth case later). Take any f, g ∈ X with f = g = 1 and denote α = F g (f ) ∈ [−1; 1]. We begin by estimating the norm of
If α = 0 then trivially r(f ) = 1. Assume that α = 0, then from equality (3.1) we obtain
Recall that for any x, y ∈ X we have (see e.g. [25, Lemma 6.1])
Applying this inequality with x = αg and y = f provides
On the other hand, by the triangle inequality we get r(f ) ≤ 1 + |α| ≤ 2.
Since both estimates must hold and functions 1 +
For any non-smooth Banach space we have ρ(u) = u and µ = 1, and thus the above estimate holds.
We have proven that for any Banach space X and any n ≥ 0 one has r n X * ≤ R = 1 + µ and, since R n = r n−1 • . . .
• r 0 , we obtain
Lastly, note that if ρ(u) ≤ c ρ u q for some q ∈ (1; 2], we get µ ≤ µ q , where µ q > 0 is the solution of the equation 1 + x = 2c ρ x 1−q , which can be bigger than 1. Hence we arrive at
Proof of Lemma 2
Next, we prove that that the Natural Greedy Algorithm is not a weak version of the Greedy Algorithm, but in fact is a new method of constructing reduced bases.
Proof of Lemma 2. To begin we construct a simple setting in which R n (·) and dist(·, V n ) are equivalent on F but the equivalence constant is arbitrarily large. Namely, let X = 1 and {e n } ∞ n=0 be the canonical basis in 1 . Take any 0 < < 1/2 and consider vectors
i.e. f * = e 0 , and for any n ≥ 0
Note that the vectors f * , f 0 , f 1 , f 2 , . . . have norm 1, and by using the formula F x (y) = ∞ n=0 sgn(x n ) y n for a norming functional in 1 we conclude that the sequence {f n } ∞ n=0 is semi-orthogonal in the sense F fn (f m ) = 0 for any m > n ≥ 0.
Take any positive sequence {a n } ∞ n=0 that is monotonically decreasing to 0 and a number 0 < α < a 0 , and define set F ⊂ X as
, which is compact since a n → 0. We will show that by making α sufficiently small one can get arbitrarily large value for the ratio R n (f * ) / dist(f * , V n ). Denote
We will use induction to show that
The base of induction holds since α < a 0 and thus the Natural Greedy Algorithm selects
Hence F g0 (f * ) = −α and
Assume that the induction holds for some 1 ≤ m < M , then since {g n } m−1 n=0 = {f n } m−1 n=0 and due to semiorthogonality of vectors {f n } ∞ n=0 we get R m (a n f n ) = a n f n (and thus R m (a n f n ) = a n ) for any n ≥ m. By the assumption we have Hence F gm (R m (f * )) = −α (2(1 − )) m and by (4.1) we get
which proves hypothesis (4.2). Therefore we obtain
Next, we construct an example of such Banach space X and a compact set F ⊂ X that dist(·, V n ) and R n (·) are not uniformly equivalent on F. Consider the space X = 
Finally, denote by F the union of these sets, i.e.
. Indeed, assume that there exists a constant C = C(F, X ) < ∞ such that for any f ∈ F and any n ≥ 0
Then condition (4.3) guarantees that the constant C satisfies the estimate
for every m ∈ N. However, since 0 < < 1/2 and {a n } ∞ n=0 are fixed, and α m → 0 as m → ∞, we conclude that M (α m ) → ∞ as m → ∞. Therefore (2(1 − )) M (αm) → ∞ and we obtain a contradiction with the assumption C < ∞.
Proof of Theorems 1 and 2
Next, we prove the direct estimate for the convergence rate of the greedy algorithms. Proofs of Theorems 1 and 2 follow the same lines so we state here the proof of Theorem 2 as it is the more technically involved of the two and note that the proof of Theorem 1 can be obtained from the aforementioned proof by making a few minor changes. Namely, replacing all τ k with σ k , R k (·) with dist(·, V k ), and substituting 1 in place of R provides the desired proof.
Proof of Theorem 2. Take any n > 0 and let V n+1 = span{f 0 , . . . , f n } be the subspace generated by the greedy algorithm after the (n+1)-st iteration. Define linear functionals ϕ 0 , . . . , ϕ n , where
Then, since the greedy selection step provides
and by the Hahn-Banach theorem for each 0 ≤ k ≤ n there exists a linear extension φ k : V n+1 → R such that φ k (x) = ϕ k (x) for any x ∈ span{f k } and |φ k (x)| ≤ R k (x) for any x ∈ V n+1 . Therefore
Note that estimate (3.7) provides
Let {e k } n k=0 ∈ V n+1 be biorthogonal to {φ k } n k=0 vectors, i.e. φ k (e i ) = δ ik . Then, since V n+1 = span{f 0 , . . . , f n }, there exist coefficients {β ij } n i,j=0 such that for each 0 ≤ i ≤ n τ i e i = n j=0 β ij f j .
(4.6)
Hence for any 0 ≤ k ≤ n we have
Define matrices Σ = (τ i δ ij ) n i,j=0 , B = (β ij ) n i,j=0 , and Φ = (φ j (f i )) n i,j=0 . Then system (4.7) can be rewritten in the matrix form Σ = BΦ.
Note that matrix Σ is diagonal with τ 0 , . . . , τ n on the diagonal, and from (4.4) we get that Φ is lowertriangular with τ 0 , . . . , τ n on the diagonal. Thus B = ΣΦ −1 is lower-triangular with 1 on the diagonal. We prove by induction that for any j < i the estimate |β ij | ≤ 2 i−j−1 holds. Indeed, from (4.7) and the fact that matrices B and Φ are lower-triangular we obtain for 
By (4.4) we have
which proves the hypothesis. Therefore for any 0 < i < n we have
Take any > 0 and let X n be an n-dimensional subspace that almost attains Kolmogorov n-width d n (F, X ), i.e. sup
Then there exist such {h j } n j=0 ∈ X n that f j − h j ≤ (1 + ) d n for any 0 ≤ j ≤ n. Denote Y = span{V n+1 , X n } and by (2.2) introduce a Euclidean norm · e on Y such that for any y ∈ Y y ≤ y e ≤ γ 2n+1 y .
Let P be the orthogonal projector from Y onto V n+1 in · e -norm and denote W = P (X n ) ⊂ V n+1 . Since dim W ≤ n < n + 1 = dim V n+1 , there exists a linear functional ψ : V n+1 → R such that ψ V * n+1 = 1 and ker ψ = W (see e.g. [9, Proposition 2.8]). Then for each 0 ≤ j ≤ n we have
and hence by (4.6) and (4.8) for any 0 ≤ i ≤ n we get
Finally, since ψ = n i=0 ψ(e i )φ i and ψ V * n+1 = 1, we deduce
and using estimates (4.5) and σ n ≤ σ i ≤ τ i for any i ≤ n (see (3.8)) we arrive at
Taking infimum over all > 0 completes the proof.
Proof of Theorem 3
For the proof of the delayed estimate of the convergence rate we will use the following technical lemma, which is based on Hadamard's inequality.
Lemma B ([8, Lemma 2.1]). Let A = (a ij )
n−1 i,j=0 be a n × n lower triangular matrix with rows a 0 , . . . , a n−1 , W m be any m-dimensional subspace of R n , and P m be the orthogonal projection from R n onto W m . Then
where · 2 is the Euclidean norm of a vector in R n .
Proof of Theorem 3. Take any n > m > 0 and any > 0. Let V n = span{f 0 , . . . , f n−1 } be the subspace generated by the greedy algorithm after the n-th iteration and X m be an m-dimensional subspace that almost attains Kolmogorov m-width d m (F, X ), i.e.
Denote Y = span{V n , X m } and introduce a Euclidean norm · e on Y (see (2.2)) such that for any y ∈ Y y ≤ y e ≤ γ n+m y .
Let {e j } n−1 j=0 be the orthonormal system in · e -norm obtained from {f j } n−1 j=0 by the Gram-Schmidt process and define the matrix A = (a ij ) n−1 i,j=0 given by a ij = e j (f i ). Then, since R i (V i ) = 0 and thus
, we obtain a ij = 0 for any j > i,
where dist e (·, ·) denotes the distance in · e -norm. Consider the subspace W = {e 0 (h), . . . , e n−1 (h)} ⊂ R n , h ∈ X m and take any m-dimensional subspace
Denote by P and P m the orthogonal projectors from R n onto W and W m respectively. Let a 0 , . . . , a n−1 denote the rows of the matrix A, i.e. a i = (e 0 (f i ), . . . , e n−1 (f i )). Then, since F is contained in the unit ball of X , we get
By (4.10) there exist
Hence from the inequality σ n ≤ τ i for any i ≤ n, estimates (3.7) and (4.11), and Lemma B we obtain
Since this estimate holds for any > 0 and 0 < m < n, we get
Proof of Theorem 4
Finally, we prove the estimates on convergence rates of the Natural Greedy Algorithm in special cases.
Proof of Theorem 4.
with some constants 0 < α, a, A < ∞. Then Theorem 3 provides for n = 2m
which proves the desired estimate.
2. Proof of this part essentially uses the proof of Theorem 3 with additional rigorous technical estimates, and repeats to the letter the proof of the corresponding result for the Greedy Algorithm presented in [29, Theorem 2.3] and [20, Theorem 3.1] . Since the proof of Theorem 3 is provided in this paper, we leave the meticulous technical estimates to the interested reader.
Numerical results
In this section we test the Greedy Algorithm and the Natural Greedy Algorithm (denoted further as GA and NGA respectively) on concrete numerical examples and compare their approximation properties. In the successive subsections we additionally compare greedy algorithms to the other two known methods for generating reduced bases: the Proper Orthogonal Decomposition and the Empirical Interpolation Method, which will be introduced later. The approximation accuracy of the algorithms is measured in the following way: for a given Banach space (X , · ) and a compact set F ⊂ X we construct a reduced basis g 0 , . . . , g M −1 and then find for each element f ∈ F the norm of the remainder of the best approximation from V M = span{g 0 , . . . , g M −1 }, given by the distance from
For completeness of the presented results we calculate and provide two approximation errors on the set F: average and maximal, i.e.
In cases when the set F is infinite, we sample it to obtain a finite training set F tr ⊂ F that is assumed to be well-representative of F. The approximation error in such cases is calculated on the training set F tr :
Evidently, the accuracy of approximation is the most important characteristic of a reduced basis, however it seems reasonable to additionally take into account the computational complexity when comparing reduced bases generated by various algorithms. Hence we also estimate a 'quality' of a reduced basis -a characteristic that combines the approximation accuracy and the computational cost of constructing the basis. Namely, we measure the approximation error provided by the reduced basis on the training set and the time that the current algorithm has spent on the central processing unit (cputime, which is proportional to the number of operations that must be performed in order to construct the reduced basis). Then we calculate the 'quality' of the reduced basis as the inverse of the product of the approximation error and the construction time, i.e.
.
Greedy Algorithm vs Natural Greedy Algorithm
In this subsection we concentrate on comparing the approximation properties of the Greedy Algorithm and the Natural Greedy Algorithm and disregard for now the question of the computational cost. The purpose of the presented numerical examples is to demonstrate that the reduced bases generated by these algorithms are equaly effective in approximating the training set despite the differences in constructing the bases. In order to obtain a comparison that is independent of a training set choice, we use synthetic data which is generated randomly for each example, and observe that the performances of greedy algorithms are comparable. More specifically, we consider a discrete Banach space X = 
We then obtain the training set F tr = {f n } Ntr n=1 by taking N tr linear combinations of vectors h 1 , . . . , h d with uniformly distributed weights:
Thus we receive a training set F tr (which consists of N tr vectors from the subspace span{h 1 , . . . , h d } ⊂ X ) and use it to construct reduced bases by applying the Greedy Algorithm and the Natural Greedy Algorithm, and calculate the approximation error (both average and maximal) on the training set after each iteration of the algorithms. The approximation errors provided by the reduced basis constructed by the Greedy Algorithm is then divided by the errors provided by the reduced basis constructed by the Natural Greedy Algorithm, and the graph of the ratios versus the cardinality of reduced bases is presented.
We observe that once the parameters (p, N h , d, N tr ) are fixed, the results of such experiments appear to be consistent in the sense that, despite the random setting of the problem, the approximation accuracies of both algorithms on the training set are similar and differ by at most 15%/25% in terms of average/maximal approximation errors respectively.
Example 5.1.1. Randomly generated data with p = 1, N h = 100, d = 50, N tr = 1000. 
Other reduced bases algorithms
In this subsection we discuss the other two known methods for constructing reduced bases: the Proper Orthogonal Decomposition and the Empirical Interpolation Method. We begin by briefly describing these algorithms.
Proper Orthogonal Decomposition for reduced bases
The Proper Orthogonal Decomposition (POD, also known as the Principal Component Analysis and the Karhunen-Loève expansion) is applicable to a finite set of discrete vectors. Let f 1 , . . . , f M be vectors in R N and let F ∈ R N ×M be the matrix, whose columns are formed by the vectors f m , 1 ≤ m ≤ M ≤ N . In order to obtain an n-dimensional approximating subspace for F , the POD performs the compact singular value decomposition of the matrix F :
and defines the reduced basis h 0 , . . . , h n−1 to be the first n ≥ M columns of matrix U , or, equivalently,
Then the subspace span{h 0 , . . . , h n−1 } is optimal for approximating the space span{f 1 , . . . , f M } in 2-norm in the sense that the reduced basis {h k } n−1 k=0 consists of singular vectors corresponding to the n largest singular values of F and thus contains the most information of matrix F . For a more detailed discussion on the Proper Orthogonal Decomposition see e.g. [6, 27] .
Empirical Interpolation Method for reduced bases
The Empirical Interpolation Method (EIM) is applicable to a compact set of functions F ⊂ L ∞ (Ω) and can be viewed as a particular greedy algorithm since it constructs the reduced basis using the greedy selection approach. For a given set of functions h 0 , . . . , h n−1 ∈ L ∞ (Ω) and points z 0 , . . . , z n−1 ∈ Ω define the following operators
k=0 is the solution of the linear system
Then the EIM recursively constructs the reduced basis sequence {h n } ∞ n=0 ∈ L ∞ (Ω) and the sequence of interpolation points {z n } ∞ n=0 ∈ Ω by selecting
thus minimizing the approximation error with respect to ∞-norm. For more information on the Empirical Interpolation Method we refer the reader to the papers [1, 16, 11] .
Natural Greedy Algorithm as a generalization of Empirical Interpolation Method
We prove here that the Empirical Interpolation Method is a particular realization of the Natural Greedy Algorithm in L ∞ -space in the sense that both algorithms produce the same approximating subspaces and the same (up to the sign) basis sequence. More specifically, let {f n } ∞ n=0 be the sequence of elements selected by EIM from the set F ⊂ L ∞ (Ω), and let {h n } ∞ n=0 be the corresponding basis sequence. We will use induction to show that there is a viable realization of NGA which picks exactly the same elements f 0 , f 1 , f 2 , . . . and that R n (f ) = f − I n (f ) for any f ∈ F and any n ≥ 0.
Indeed, at the first iteration EIM selects an element f 0 ∈ F and a point z 0 ∈ Ω given by
The same element f 0 can be selected by NGA as well, and by using the norming functional
which proves the base of induction. Assume that the assumption holds for m > 0, i.e. NGA selected elements f 0 , . . . , f m−1 and R n (f ) = f − I n (f ) (and thus g n = ±h n ) for any 0 ≤ n ≤ m. Then
the element f m can be selected by NGA, and hence
. Let z m ∈ Ω be the (m + 1)-st interpolation point selected by EIM, then from the induction assumption we obtain
and thus the norming functional F L∞ gm is given by
Therefore, from the semi-orthogonal relation (3.5) between the reduced basis g 0 , . . . , g m constructed by NGA and the corresponding operator R m+1 , we deduce that for any f ∈ F
i.e. R m+1 (f )(z n ) = 0 for any 0 ≤ n ≤ m. Due to the fact that R m+1 (f ) = f − m n=0 α n g n for some coefficients {α n } m n=0 , we deduce
Since the vectors f 0 , . . . , f m are linearly independent and the systems (5.1) and (5.2) have the same the right-hand sides, we conclude that m n=0 α n g n = m n=0 β n h n , i.e. both EIM and NGA construct the same approximation for an element f ∈ F, and thus
which proves the induction hypothesis.
Therefore we have proven that in L ∞ (Ω) the Empirical Interpolation Method and the Natural Greedy Algorithm construct the same reduced basis (up to the sign, i.e. h n = ±g n ) and the same approximating subspaces, with the possible exception in a case when the maximum of the norm f − I n (f ) L∞(Ω) is attained on multiple elements f ∈ F or the maximal value of |h n (z)| is attained at multiple points z ∈ Ω. We note that such situations are highly unlikely to occur naturally and in our numerical examples EIM and NGA generate identical approximating subspaces in L ∞ -spaces, which is why we do not compare algorithms in this setting.
We also note that even though the Empirical Interpolation Method has been studied extensively in various applications (see e.g. [16, 11, 15] ), it is only studied as an interpolation procedure. Therefore the only known results are the ones that describe the interpolation properties of the basis {h k } n−1 k=0 with respect to the points {z k } n−1 k=0 , and there are no results on the approximation properties of the corresponding subspaces V n = span{h 0 , . . . , h n−1 }, which can be represented by the numbers σ n defined as
However, since the Empirical Interpolation Method is a realization of the Natural Greedy Algorithm, we deduce that the results from section 3 hold for EIM as well. In particular, for any compact set F ⊂ L ∞ (Ω) we have σ n (F, X ) → 0 as n → ∞, and various comparisons between σ n (F, L ∞ (Ω)) and the Kolmogorov n-widths d n (F, L ∞ (Ω)) can be stated.
Notes on comparing different algorithms for reduced bases
Since POD and EIM (in its default formulation), unlike the greedy algorithms, do not possess 'weak' versions that simplify their realization, we consider the full greedy algorithms, i.e. the greedy step is performed for each element of the set F. In that case the Natural Greedy Algorithm gains an additional advantage due to the fact that operators R n defined by (3.4) can be represented in the hierarchical form R n = r n−1 • R n−1 , thus allowing one to obtain the value of R n (f ) by applying the operator r n−1 to the vector R n−1 (f ) found on the previous iteration, which further reduces the computational cost of the algorithm. Namely, on the n-th iteration of the Natural Greedy Algorithm one has to compute a 1-dimensional projection onto the previously constructed element g n−1 , as opposed to the Greedy Algorithm, where each iteration requires calculating a full n-dimensional projection onto V n .
We compare the computational costs of the aforementioned algorithms in the following setting: let F be a compact subset of a Banach space X , and F tr ⊂ F be a training set. We consider a discretization X h of the space X as required for the realization of POD. Denote N tr = |F tr |, N h = dim X h , and let ε > 0 be the accuracy with which every minimization problem in realization of the Greedy Algorithm is solved. Then, taking into account the hierarchical nature of operators R n , we estimate the order of the number of floating-point operations needed for realization of each algorithm:
It might seem that the simplicity of realization of the Natural Greedy Algorithm comes at the cost of approximating quality of the constructed subspaces V n ; however, based on our observations, in does not appear to be the case and the approximation accuracy of NGA is comparable to other algorithms. Note also that while POD and EIM appear to be computationally simple, they come with their own sets of drawbacks. Namely, the Proper Orthogonal Decomposition is not iterative and requires performing the singular value decomposition, which, depending on the matrix dimensions, can be very demanding in terms of memory allocation and might even be unfeasible. The Empirical Interpolation Method is iterative and memory-efficient; however on each iteration it requires finding the maximum of the function |f − I n (f )| that is generally not convex and becomes more convoluted with each iteration. Additionally, EIM depends on the smoothness of the training set and thus we expect it to be sensitive to the noisy data. Finally, reduced bases constructed by POD and EIM aim to approximate in 2-norm and ∞-norm respectively and offer no flexibility in that matter.
We also note that the stated computational cost estimates are theoretical and do not necessarily represent the real behavior of the algorithms in all problem settings. In order to measure the effectiveness of the aforementioned algorithms on concrete numerical examples, we introduce the 'quality' characteristic, which depends on how well a reduced basis constructed by an algorithm approximates the training set and on how computationally simple it is to construct the given reduced basis. The 'quality' of a reduced basis is calculated as an inverse of the product of the approximation error and the time that the algorithm has spent on the central processing unit. Note that since we provide two values for the approximation error, two values for the 'quality' are obtained for each algorithm: average and maximal, i.e.
,
In the following examples we consider the problem of approximating a parametric family of functions. More specifically, we are given a Banach space X = L p (Ω), a family of functions F(x, µ) ⊂ X that depends on the parameter µ ∈ D, the cardinality N tr of the training set, and the dimensionality N h of the discretization of the space X . We then take N tr samples {µ 1 , . . . , µ Ntr } uniformly from D to form the training set F tr (x) = {F(x, µ n )} Ntr n=1 in the discretized space X h , and use it to construct the reduced bases. The approximation error and the 'quality' of each of the resulting reduced bases is then calculated and presented.
Reduced bases for a parametric family of functions in various norms
In this subsection we observe the performance of the reduced bases constructed by the aforementioned algorithms with respect to the different values of p. Due to the fact that GA and NGA coincide when p = 2, and NGA and EIM coincide when p = ∞, we consider the values p = 1, 3, 5, 10. Consider the following parametric family: 2] , N h = 100000, N tr = 20 × 20. . We note that in this case all algorithms perform similarly in terms of approximation accuracy, however the computational complexity of NGA appears to be the smallest (even smaller than that of EIM) due to the especially simple formula for norming functionals in case p = 1 given by equality (3.2). 
Reduced bases with respect to perturbed data
In this subsection we demonstrate how the aforementioned algorithms are affected by the 'noisy' data. Namely, we construct reduced bases for a parametric family and for a perturbed version of the same family, and observe how the perturbation affects the performance of algorithms. In particular, we will see that greedy algorithms (GA and NGA) appear to be more robust in terms of approximation accuracy. As shown in the previous subsection, the approximation properties of the reduced bases are not changed significantly for the various values of p; thus in this section we restrict ourselves to the case p = 1 for the simplicity of calculating the approximation error.
The following parametric function was used in [19] to compare the interpolation properties of the reduced bases generated by POD and EIM. We compare those reduced bases with the ones constructed by the greedy algorithms and present the approximating properties and 'qualities' of all four algorithms. Namely, consider the problem setting:
, N h = 100000, N tr = 500. 
, N h = 100000, N tr = 500. For the corresponding noisy version we take the training set F tr from the previous problem, and change 1% of its coordinates by random values raging from 0 up to avg(F tr ) (the average value of all the coordinates of the training set). Thus, our 'noise' randomly changes a large number (1%) of coordinates of the training set by a small value (up to avg(F tr )). average approximation error of reduced bases m GA NGA EIM POD 3 1.093e-03 1.093e-03 1.093e-03 1.158e-03 6 2.560e-04 2.560e-04 2.561e-04 2.569e-04 9 1.187e-04 1.187e-04 1. For the corresponding noisy version we take the training set F tr from the previous problem, and change .001% of its coordinates by random values raging from 0 up to max(F tr ) (the maximal value of the coordinates of the training set). Thus, our 'noise' randomly changes a small number (.001%) of coordinates of the training 
Concluding remarks
We conclude this section by commenting on the reasonability of utilizing operators R n in place of the actual remainder of the orthogonal projection, i.e. computing R n (·) instead of dist(·, V n ). Recall that generally the norm of R n is larger than 1, thus the norm of resulting remainder can be larger than the norm of projected element. Namely, estimate (3.7) provides
where R(X ) > 1 is the parameter that was introduced in Lemma 1, and C g (F, X ) is the basis constant of the reduced basis constructed by the Natural Greedy Algorithm. Since C g is unknown, it might seem that our theoretical estimates for the convergence rates of the Natural Greedy Algorithm essentially contain an exponential factor. For instance, Theorem 3 provides the convergence rate σ n (F, X ) ≤ √ 2B 
