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Développements limités et réversion des séries
R. Baher et B. Lass
Résumé: Nous étudions quelques propriétés nouvelles liées aux développements limités et à la
transformée de Hankel. Nous les démontrons en utilisant l'approhe ombinatoire de la réversion
des séries et des frations ontinues.
1 Introdution
Le but de et artile est de dérire quelques interations entre ombinatoire et algèbre. Plus
préisément, nous étudions ertains liens entre la réversion des séries (formelles) et les matries
de Hankel. Les deux sujets sont lassiques : la plupart des fontions importantes, par exemple
exp, sin ou tan, possèdent en eet des fontions inverses (log, arsin, artan dans notre as) et
un théorème élèbre de Lagrange relie le développement en série d'une fontion analytique au
développement en série de sa fontion inverse (pour la omposition). Du té de la ombinatoire,
inverser des séries génératries est une tehnique standard, par exemple pour la résolution de
problèmes d'énumération, voir [8℄. La formule de Lagrange-Bürmann est également utile dans
l'étude de ertains aspets des formes modulaires, voir [15℄. Les matries de Hankel apparaissent
naturellement lorsqu'on onsidère les moments d'une mesure de probabilité onvenable sur R
et sont étroitement reliées aux polynmes orthogonaux et à ertaines frations ontinues. Un
traitement ombinatoire de es matries a été donné par exemple par Flajolet dans [5℄ ou par
Viennot dans [19℄ et [20℄. Les référenes [11℄ et [18℄ ontiennent également quelques informations
historiques.
Notre artile est organisé omme suit.
Pour la ommodité du leteur, nous rappelons le théorème de Lagrange (onernant la réver-
sion des séries) et une preuve lassique au début du hapitre 2. Dans le reste du hapitre,
nous énonçons notre résultat prinipal, un lien entre le théorème de Lagrange et une suite de
développements limités.
Le hapitre 3 relie la suite assoiée aux développements limités à la transformée inverse.
Le hapitre 4 ontient deux exemples illustrant les résultats énonés.
Le hapitre 5, indépendant du reste, dérit une déformation ontinue naturelle qui permet
d'interpoler entre l'inversion
1
f et la réversion (xf)
〈−1〉
d'une série formelle f = 1 + xC[[x]].
Nous disutons ensuite quelques jolies propriétés de la matrie de Hankel assoiée à la suite
obtenue par des développements limités, au hapitre 6.
Le hapitre 7 rappelle une interprétation ombinatoire lassique qui fait le lien entre les ma-
tries de Hankel et divers objets ombinatoires (hemins, mots de ukasiewiz). Ces ingrédients
sont ensuite utilisés pour prouver une partie de nos résultats. Ce hapitre ontient également
des preuves suintes de résultats lassiques (à l'exeption de la Proposition 2 qui est peut-être
moins onnue) ainsi qu'une digression dérivant une ation du groupe diédral inni sur les mots
de ukasiewiz.
1
Le hapitre nal ontient des résultats onernant les déterminants de matries de Hankel
ainsi que les preuves des résultats non démontrés antérieurement.
Dans la suite, nous travaillerons toujours sur un orps de aratéristique zéro.
2 Le théorème d'inversion de Lagrange
L'ensemble des séries formelles du type p(x) =
∑∞
n=1 αnx
n
telles que α1 6= 0 (pour un orps de
base xé une fois pour toutes) onstitue un groupe pour la omposition. L'inverse q(x) d'une telle
série p(x) est uniquement déni par l'équation q ◦ p(x) = x, et d'ailleurs aussi par p ◦ q(x) = x.
Le passage de p à q, qui est e que nous appelons ii la réversion des séries, est l'objet d'un
théorème élèbre de Lagrange, qui semble avoir son origine historique dans l'artile [13℄.
Pour la ommodité du leteur, nous indiquons d'abord au théorème 1 une démonstration
du théorème de Lagrange sans doute assez prohe de l'original, en suivant le joli artile de
Henrii [11℄. Par ailleurs, le hapitre 7 ontient une autre démonstration lassique, basée sur la
ombinatoire des mots de ukasiewiz. Il existe de nombreuses autres présentations, dont [2℄,
pages 158-161, [8℄, pages 15-18, [9℄, pages 129-133, [16℄, pages 145-149, [18℄, pages 38-39, [21℄,
pages 128-136.
L'ensemble des séries formelles du type s(x) =
∑∞
n=0 snx
n
telles que s0 6= 0 onstitue un
autre groupe pour la multipliation. Le passage de s(x) à 1/s(x) est e que nous appelons ii
l'inversion des séries, et nous y revenons aux hapitres 3 et 5. Il faut néanmoins prendre garde
au fait que de nombreux auteurs utilisent le terme inversion dans le ontexte du théorème de
Lagrange.
Soit g(x) =
∑
n≥N γnx
n
une série de Laurent formelle à une indéterminée, où N ∈ Z et où
les oeients γn sont dans le orps de base ; on pose γn = 0 pour n < N . Pour tout n ∈ Z, nous
érivons [xn](g(x)) le nième oeient γn de g(x). Le théorème de Lagrange, ou de Lagrange
Bürmann, établit une relation entre les oeients [xn](q(x)) et les oeients [xn−1]
((
x
p(x)
)n)
pour q(x) la réversion d'une série p(x) =
∑∞
n=1 αnx
n
ave α1 6= 0.
Théorème 1. Soient p(x) =
∑∞
n=1 αnx
n
une série formelle sans terme onstant telle que α1 6= 0,
et q(x) la série du même type telle que q ◦ p(x) = p ◦ q(x) = x. Alors
n[xn]
(
qk(x)
)
= k[xn−k]
(( x
p(x)
)n)
pour tous n, k ∈ Z.
Démonstration, d'après [11℄. Considérons une série de Laurent formelle g(x) et la série de
Laurent
g ◦ q(x) =
∑
j≥N
γjx
j.
Nous obtenons d'abord
g ◦ q ◦ p(x) = g(x) =
∑
j≥N
γjp
j(x)
en omposant ave p(x) à la soure, puis, pour n ∈ Z arbitraire,
(∗) g(x) p
′(x)
pn+1(x)
=
∑
j≥N
γjp
j−n−1(x)p′(x)
2
en multipliant par p′(x)/pn+1(x).
Nous allons appliquer deux règles de alul très simples pour le alul des résidus. La première
onerne les dérivées : [x−1](h′(x)) = 0 pour toute série de Laurent formelle h(x) ; en partiulier,
[x−1]
(
pj−n−1(x)p′(x)
)
= [x−1]
(
d
dx
pj−n(x)
j − n
)
= 0
pour j 6= n. La seonde onerne les dérivées logarithmiques : [x−1]
(
h′(x)
h(x)
)
= 1 pour toute série
de puissane de la forme h(x) =
∑∞
j=1 δjx
j
ave δ1 6= 0.
En égalant les résidus des deux termes de (*), nous trouvons don
(∗∗) [x−1]
(
g(x)
p′(x)
pn+1(x)
)
= [x−1]
(
γn
p′(x)
p(x)
)
= γn.
Comme le résidu de la série de Laurent
1
n(g/p
−n)′(x) = g
′(x)
npn(x) − g(x)p
′(x)
pn+1(x) est nul, nous avons
aussi
(∗ ∗ ∗) n[xn] (g ◦ q(x)) = nγn = [x−1]
(
g′(x)
pn(x)
)
.
En partiulier, lorsque g(x) = xk, nous avons
[x−1]
(
kxk−1
pn(x)
)
= [xn−k]
(
kxn
pn(x)
)
et le théorème résulte de e as de l'égalité (***). 
Remarques. (i) Plus généralement, la formule (***) fournit le nième terme de la série de
Laurent g ◦ q(x) pour tout n 6= 0, et la formule (**) pour n = 0 s'érit
[x0](g ◦ q(x)) = [x−1]
(
g(x)
p′(x)
p(x)
)
.
(ii) Si les oeients sont omplexes et si le rayon de onvergene de la série p(x) est strite-
ment positif, alors il en est de même de elui de q(x).
(iii) D'un point de vue numérique, la série de von Neumann (J − H)〈−1〉 = J +H ◦ (J +
H ◦ (J + . . . )) permet de aluler eaement la réiproque (J −H)〈−1〉 d'une perturbation H
d'ordre > 1 de l'identité J en un nombre quelonque de variables. Cette formule est l'analogue
ompositionelle de la règle de Horner: 1+H(1+H(1+ . . . )) =
∑∞
n=0H
n
qui onverge vers
1
1−H
pour H petit.
Exemples. Le théorème 1 ne s'applique bien au alul des oeients de q que s'il est faile de
déterminer les oeients de
(
x
p(x)
)n
.
(i) Si p(x) = x1+x , alors
x
p(x) = 1 + x et le théorème 1 implique [x
n](q(x)) = 1 pour tout
n ≥ 1, en aord ave les égalités q(x) = x1−x =
∑∞
n=1 x
n
. (Notons que les deux séries p(x) et
q(x) onvergent dans le disque unité.)
(ii) Si p(x) = xe−x, on obtient sans peine q(x) =
∑∞
n=1
nn−1
n! x
n
. (Notons que, dans e as, le
rayon de onvergene de p(x) est inni et elui de q est e−1 = limn→∞
nn−1
n!
(n+1)!
(n+1)n .)
3
De manière analogue, p(x) = xe−x
2
donne q(x) =
∑∞
j=0
(2j+1)j−1
j! x
2j+1
. (Le rayon de on-
vergene de p(x) est de nouveau inni tandis que la série de q(x) onverge absolument pour
|x| < 1/√2e.)
(iv) Comme déja mentionné, la formule d'inversion de Lagrange-Bürmann n'est que rarement
utile pour la réversion d'une série formelle. Des méthodes diérentes sont généralement beauoup
plus simples. Un tel exemple est la fontion p(x2) = (sinx)2 ; voir la page 130 de [21℄. Nous ne
savons pas utiliser la formule de Lagrange pour prouver que la réversion de p(x) est donnée par
la fontion hypergéométrique q(x) =
∑∞
j=1 2
2j−1 xj
j2(2jj )
. Un alul faile montre ependant que
q(x) est une solution (formelle) de l'équation diérentielle
(x2 − x)y′′ + (x− 1
2
)y′ +
1
2
= 0 .
En dérivant q(sin2(
√
z)) = z par rapport à z et en posant x = sin2
√
z, nous trouvons
q′(x) =
arcsin
√
x√
x(1− x)
et ensuite
q′′(x) =
1
2x(1 − x)
(
1− (1− 2x) arcsin
√
x√
x(1− x)
)
.
Cei montre que q(x) est également solution de l'équation diérentielle i-dessus. Un développe-
ment à l'ordre deux des deux séries permet de onlure.
Les deux théorèmes qui suivent fournissent d'autres paires du type (p(x), q(x)). L'aspet
peutêtre original de notre exposition onsiste à faire jouer un rle important aux polynmes Pj
(et plus bas aux polynmes Qj), que nous voyons omme des développements limités des séries
orrespondantes. Si s(x) =
∑∞
j=0 sjx
j
est une série entière et k un entier positif, nous notons
⌊s(x)⌋k = s0 + s1x+ · · · + sk−1xk−1 son développement limité à l'ordre k − 1.
Considérons une série formelle s(x) =
∑∞
j=0 sjx
j
telle que s0 6= 0. Dénissons suessivement
• les polynmes
P1(x) = s0, P2(x) = s
2
0 + s0s1x, P3(x) = s
3
0 + (s
2
0s1 + s0s1s0)x+ (s
2
0s2 + s0s
2
1)x
2, . . .
dénis réursivement par Pk(x) = ⌊Pk−1(x)s(x)⌋k,
• les onstantes Qn(0) = [xn−1]Pn(x), n ≥ 1, obtenues en onsidérant les oeients de plus
haut degrés dans les polynmes P1(x), P2(x), . . . , où Pn(x) est onsidéré omme étant de
degré n− 1,
• la série génératrie
q(t) =
∞∑
n=1
Qn(0)t
n
des nombres Qn(0).
Théorème 2. La série formelle q(t) assoiée omme idessus à s(x) =
∑∞
j=0 sjx
j
vérie
q(t) = ts(q(t)).
4
En posant p(x) = x/s(x), on retrouve deux séries p(x), q(x) telles que
p(q(t)) =
q(t)
s(q(t))
=
ts(q(t))
s(q(t))
= t.
Ave es nouvelles notations, le théorème 1 s'érit omme suit.
Théorème 3. Si q(t) = ts(q(t)), alors
q(t)k+1 =
∞∑
n=k+1
tn
k + 1
n
[xn−k−1] (s(x)n)
pour tout k ∈ {0, 1, 2, . . . } et, en partiulier
q(t) =
∞∑
n=1
tn
n
[xn−1] (s(x)n) .
Nous orons au hapitre 7 une autre preuve des théorèmes 2 et 3 (bien que e dernier ne
soit rien d'autre qu'une reformulation du théorème 1). Cette preuve, de nature ombinatoire,
n'est pas nouvelle. Elle onsiste à interpréter les mots de ukasiewiz omme des arbres plans
enrainés.
3 La transformée inverse
Le but de e hapitre est de dérire quelques aspets du groupe multipliatif onstitué des séries
formelles du type
∑∞
n=0 snx
n
ave s0 6= 0. Rappelons qu'une telle série dénit une suite de
polynmes P1(x) = s0, . . . , Pk(x) = ⌊Pk−1(x)s(x)⌋k, . . . , où Pk(x) est le développement limité
à l'ordre k − 1 de la série formelle Pk−1(x)s(x). Introduisons maintenant les polynmes miroir
Qn(x) = x
n−1Pn(1/x) et désignons par q(t) =
∑∞
n=1Qn(0)t
n
la série génératrie assoiée à la
suite des évaluations Q1(0), Q2(0), . . . .
Le résultat suivant exprime la série génératrie omplète Q(x) =
∑∞
n=1Qn(x)t
n
en fontion
de q(t):
Théorème 4. On a
∞∑
n=1
Qn(x)t
n =
q(t)
1− xq(t) .
Ce théorème sera démontré au hapitre 7. La preuve onsiste à identier les monmes on-
tribuant aux oeients de q(t) ave les mots de ukasiewiz.
Nous dérivons maintenant une interprétation en termes de transformée inverse ontinue
de ette égalité. Cette interprétation suggère une jolie propriété des transformées de Hankel
(déalées) de la série Q1(x), Q2(x), . . . qui sera énonée au hapitre 6 et qui onstitue le résultat
prinipal dans et artile.
Soit a(t) = a0+a1t+a2t
2+a3t
3+a4t
4+ · · · une série génératrie. Introduisons l'appliation
I[a(t)] = a(t)/
(
1 + ta(t)
)
appellée la transformée inverse puisque
(
1 + ta(t)
)(
1 − tI[a(t)]) = 1.
Par itération, on obtient Ix[a(t)] = a(t)/
(
1 + xta(t)
)
e qui permet d'interpoler les itérées
Ix(a(t)) =
∞∑
k=0
Ik(x) t
k
5
de la transformée inverse. Le k−ième terme Ik(x) de la suite
I0(x) = a0, I1(x) = a1 − a20x, I2(x) = a2 − 2a0a1x+ a30x2, . . .
est alors un polynme de degré k en x.
Posons a(t) = q(t)t =
1
t
∑∞
n=1Qn(0)t
n
. Le théorème 4 s'énone aussi sous la forme
Ix
[
q(t)
t
]
=
1
t
q(t)
1 + xq(t)
=
1
t
∞∑
n=1
Qn(−x)tn .
Autrement dit, on a t Ix[t−1Q(0)] = Q(−x) pour Q(x) =∑∞n=1Qn(x)tn.
Remarque. On aurait tout aussi bien pu dénir la transformée de Hankel de a(t) par la
formule I˜ [a(t)] = a(t)/(1 − ta(t)) = −I[−a(t)].
Remarque. Un phénomène similaire d'interpolation ontinue se produit également pour
la omposition itérée f◦k = f ◦ f ◦ · · · ◦ f d'une série formelle f(t) = t +∑∞i=2 aiti dont le
développement à l'ordre 1 est l'identité; ei se généralise d'ailleurs failement à un d−uplet de
séries formelles F (t1, . . . , td) = (f1(t1, . . . , td), . . . , fd(t1, . . . , td)). Il existe alors une suite
C1(x) = 1, C2(x) = a2x, C3(x) = (a
2
2(x− 1) + a3)x,
C4(x) = (((2x − 3)a32 + 5a2a3)(x− 1) + 2a4)x/2, . . .
ave Cn(x) un polynme de degré ≤ n− 1 en x tel que f◦x(t) =
∑∞
i=1Ci(x)t
i
.
Pour le démontrer on peut onsidérer la diérene nie
Cn(k + 1)− Cn(k) = oeient de tn dans
∞∑
i=2
ai
 ∞∑
j=1
Cj(k)t
j
i
qui est un polynme de degré au plus n − 2 en k (par réurrene sur n). On peut également le
déduire en utilisant un isomorphisme de monoïde entre le monoïde des séries formelles sans terme
onstant (ave la omposition des séries omme produit) et un groupe de matries triangulaires
supérieures. Un tel isomorphisme peut être donné par
∞∑
n=1
anx
n 7−→

a1,1 a1,2 a1,3 a1,4 . . .
0 a2,2 a2,3 a2,4
0 0 a3,3 a3,4 . . .
.
.
.

où
∑∞
j=k ak,jx
j = (
∑∞
n=1 anx
n)k ; voir par exemple le théorème 1.7a dans [10℄.
4 Exemples
Revenons aux exemples (i) et (ii) du hapitre 2.
Exemple trivial. Considérons la série formelle s dénie par le polynme 1 + x. On vérie
failement que Pn(x) = Qn(x) = (1+ x)
n−1
et q(t) =
∑∞
n=1 t
n = t1−t . Les théorèmes 1, 2 et 3 se
réduisent alors à des identités triviales et au théorème binomial, à savoir
t
1− t(1 + x) =
t/(1− t)
1− xt/(1 − t) ,
t/(1 − t)
1 + t/(1− t) = t
6
et (
t
1− t
)k+1
=
∞∑
n=k+1
k + 1
n
(
n
k + 1
)
tn =
∞∑
n=k
(
n
k
)
tn+1 .
La transformée inverse de q(t)/t est donnée par I
(
q(t)
t
)
= 1/(1−t)1+t/(1−t) = 1 et nous avons
Ix
(
q(t)
t
)
=
1/(1 − t)
1 + xt/(1− t) =
1
1− t(1− x) =
∞∑
n=1
(t(1− x))n−1 = 1
t
∞∑
n=1
Qn(−x)tn
en aord ave les résultats du hapitre 3.
L'exemple de l'exponentielle. Pour la série s(x) = ex =
∑∞
n=0
xn
n! dénissant l'exponentielle,
nous avons
Pn(x) =
1
n
n∑
j=0
(n− j)(nx)
j
j!
.
En eet, ette formule donne bien P1 = 1 et le alul
1
n
∑k
j=0(n− j) n
j
j! (k−j)!
= 1n k!
(
n(n+ 1)k − nk(n+ 1)k−1)
= 1n+1(n+ 1− k) (n+1)
k
k!
du oeient xk, 0 ≤ k ≤ n dans Pn(x)ex la montre par réurrene. Nous obtenons ainsi
Qn(x) =
n∑
j=1
j nn−1−j
xj−1
(n− j)!
et
q(t) =
∞∑
n=1
Qn(0)t
n =
∞∑
n=1
nn−2
tn
(n− 1)! =
∞∑
n=1
1
n
(nt)n
n!
,
en aord ave le théorème 3. Le théorème 4 implique les égalités
(k + 1)(n − k)nn−2−k = k
n−1∑
m=k
(
n− k
n−m
)
mm−1−k(n−m)n−m−1
pour tous les entiers n, k tels que n > k > 1. Pour nir, mentionnons la jolie évaluation
Pn(1) = Qn(1) =
1
n
n∑
j=0
(n − j)n
j
j!
=
n∑
j=0
nj
j!
−
n−1∑
j=0
nj
j!
=
nn
n!
.
5 Interpolation entre inversion et réversion d'une série formelle
L'anneau C[[x]] des séries formelles est un anneau ommutatif loal dont l'idéal maximal m =
xC[[x]] est l'ensemble des séries formelles sans terme onstant. Notons
U = C[[x]] \m = C∗ +m
7
le groupe multipliatif formé des éléments inversibles de C[[x]] et SU = 1+m ⊂ U le sous-groupe
des séries formelles de oeient onstant 1. Notons
D = m \m2 = {
∞∑
j=1
αjx
j ∈ C[[x]]|α1 6= 0}
le groupe non-ommutatif des séries formelles pour la omposition. On a D = xU en tant
qu'ensemble et SD = xSU = x+ m2 peut être interprété omme le sous-groupe des diéomor-
phismes loaux formels tangents à l'identité en 0.
Le but de e hapitre est de dérire une déformation naturelle ontinue (qui est holomorphe
pour des séries holomorphes) entre le groupe multipliatif ommutatif SU et le groupe non-
ommutatif SD (identié à SU via la bijetion ensembliste A −→ xA de SU sur SD).
L'ation naturelle α ·A = A◦α de α ∈ D sur un élément A ∈ C[[x]] agit par automorphismes
sur U et SU et on peut don former le produit semi-diret I = U ⋊D qui est un groupe pour la
loi de omposition
(A,α)(B, β) = (C, γ) = (A(B ◦ α), β ◦ α)
où C = A(B ◦ α) est le produit de la série A ave la série B ◦ α. L'élément inverse (A,α)−1 de
(A,α) est donné par
(A,α)−1 =
(
1
A ◦ α〈−1〉 , α
〈−1〉
)
où la réversion (ou série réiproque) α〈−1〉 de α ∈ D est dénie par l'identité α◦α〈−1〉 = α〈−1〉◦α =
x. On a les homomorphismes A 7−→ (A, x) et (A,α) 7−→ α (ave setion α 7−→ (1, α)) provenant
de la suite exate sindée évidente
0 −→ U −→ I = U ⋊D −→ D −→ 1 .
Notons SI = SU ⋊ SD le noyau Ker(ψ) de l'homomorphisme de groupes ψ : I −→ C∗ × C∗
dénie par ψ(A,α) = (A(0), α′(0)).
Remarque. (i) Le groupe I peut se généraliser failement en onsidérant le produit semi-diret
U ⋊ D où U est un groupe de germes de fontions inversibles au voisinage d'un point P ∈ X
ave X un espae topologique et où D est un groupe de germes d'homéomorphismes ave point
xe X. En partiulier, on peut, au moins formellement, remplaer le groupe multipliatif U par
le groupe multipliatif des séries de Laurent non-nulles.
(ii) Le noyau SI = Ker(ψ) = SU ⋊ SD est ontratile pour une topologie raisonnable sur
C[[x]] (obtenu par exemple en onsidérant la onvergene oeient par oeient). On a don
pi1(I) = pi1(C∗ × C∗) = Z2 pour le groupe fondamental pi1(I) et on peut onsidérer l'extension
entrale
0 −→ Z2 −→ I˜ −→ I −→ 1
dénissant le revêtement universel I˜ de I , obtenu en relevant l'extrémité des hemins ontinus
issus du neutre (1, x) ∈ I ou, de manière équivalente, en onsidérant des relèvements réels des
arguments de A(0), α′(0) ∈ C∗ pour (A,α) ∈ I .
(iii) Le groupe abstrait I est isomorphe à un sous-groupe de Lie dans les matries trian-
gulaires inférieures innies, voir [1℄.
Pour la desription de l'interpolation entre le groupe multipliatif U et le groupe non-
ommutatif D il faut soit se restreindre au sous-groupe SI = SU ⋊SD = Ker(ψ) qu'on pourrait
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appeller le groupe d'interpolation spéial soit travailler dans un groupe intermédiaire entre I et
son revêtement universel I˜. Nous allons dérire en détail le premier as. Le deuxième as est
traité brièvement dans [1℄.
Pour τ ∈ C, introduisons le sous-ensemble
SG(τ) = {(A, xAτ ) | A ∈ SU = 1 + xC[[x]]} ⊂ SI
où l'on hoisit l'unique détermination ontinue du logarithme des séries formelles de manière à
avoir Aτ = eτ logA ∈ SU = 1 + xC[[x]] pour A ∈ SU .
Proposition 1. (i) L'ensemble SG(τ) est un sous-groupe pour tout τ ∈ C.
(ii) Le groupe SG(0) est isomorphe au groupe ommutatif SU .
(iii) Pour τ 6= 0 les groupes SG(τ) sont tous isomorphes au groupe non-ommutatif SD.
Un isomorphisme est donné par α 7−→
((
α
x
)1/τ
, α
)
∈ SG(τ) pour α ∈ SD.
Corollaire 1. Pour τ ∈ [0, 1], l'appliation
τ 7−→ 1
A ◦ (xAτ )〈−1〉
est une déformation ontinue reliant l'inverse multipliatif
1
A de A ∈ SU à la série réiproque
x
A◦(xA)〈−1〉
= (xA)〈−1〉 de (xA) ∈ SD.
Idée de la preuve de la proposition 1 L'assertion (ii) est évidente.
Un petit alul montre que l'appliation (A,α) 7−→
(
A
(
α
x
)λ
, α
)
est un automorphisme de
SI. En onsidérant λ = τ−1, on démontre failement l'assertion (iii) .
L'assertion (i) est maintenant triviale. 
Remarque. Une deuxième bijetion naturelle entre U et D est donnée par α ∈ D 7−→ α′ ∈ U .
L'appliation
τ 7−→ 1
A ◦ (∫0Aτ)〈−1〉
(provenant de l'automorphisme (A,α) 7−→ (A(α′)λ, α) de SI) permet d'interpoler entre 1A et la
série réiproque (∫
0
A
)〈−1〉
=
∫
0
1
A ◦ (∫0A)〈−1〉
de
∫
0A ∈ SD assoiée à ette deuxième bijetion, voir [1℄.
6 La transformée de Hankel
Ce hapitre ontient notre résultat prinipal, suggéré par le théorème 4 du hapitre 3.
La n−ième matrie de Hankel H(n) d'une suite s = (s0, s1, s2, . . . ) est la matrie symétrique
dont les oeients hi,j , 0 ≤ i, j < n ne dépendent que de la somme i + j des indies et
sont donnés par hi,j = si+j . La matrie H(n) dépend don seulement de s0, s1, . . . , s2n−2. La
transformée de Hankel de s est alors dénie omme étant la suite
det(H(1)) = s0, det(H(2)) = s0s2 − s21, det(H(3)), . . .
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des déterminants des matries de Hankel d'ordre 1, 2, 3, . . . assoiées à s.
Une formule de Hadamard (voir [7℄, page 30, voir aussi [14℄) implique que deux suites a
et b = I(a) dont les séries génératries sont reliées par la transformation inverse
∑∞
n=0 bnt
n =
(
∑∞
n=0 ant
n) / (1 + t
∑∞
n=0 ant
n), ont même transformée de Hankel. Comme les polynmes In(x)
interpolent les itérées de la transformée inverse, la transformée de Hankel de la suite Ix(a) =
(I0(x), I1(x), I2(x), . . . ) ne dépend pas de x.
Pour un entier k > 0, dénissons la k−ième transformée de Hankel de s = (s0, s1, . . . ) omme
la suite
(
dk,n = det(Hk(n))
)
n=1,2, ...
= (sk, sksk+2 − s2k+1, . . . ) où Hk(n) = (si+j+k)0≤i,j<n est la
matrie de Hankel de taille n× n assoiée à la suite déalée sk, sk+1, sk+2, . . . .
Théorème 5. (i) La suite (
det
(
(Ii+j+k(x))0≤i,j<n
))
n=1,2,3, ...
de la k−ième transformée de Hankel de Ix(a) = (I0(x), I1(x), . . . ) ne ontient que des polynmes
de degré ≤ k en x.
(ii) Le déterminant
det((Q1+i+j(x))0≤i,j<n)
pour Q1, Q2, . . . assoiés à s(x) = s0 + s1x + s2x
2 + . . . omme dans le hapitre 3 ne dépend
pas de s1.
Remarque. L'identité de ondensation de Dodgson (f. [12℄) montre que les déterminants dk,n
vérient l'égalité
dk−1,n+1 dk+1,n−1 = dk−1,n dk+1,n − d2k,n
où l'on a posé dk,0 = 1 pour tout k. Cette identité est parfois utile pour aluler réursivement
la transformée de Hankel (d0,n)n=1,2, ... à partir de dk,1 = sk.
7 Mots de ukasiewiz et réversion des séries (Lagrange)
Ce hapitre est dévolu à l'étude des mots de ukasiewiz. Les propriétés de es mots sont ensuite
exploitées pour démontrer les théorèmes 2, 3 et 4.
Nous ommençons par démontrer le théorème 4 qui équivaut à l'identité
[xk]
∞∑
n=1
Qn(x)t
n = q(t)k+1 .
Soit
s(x) = s0 +
∞∑
j=1
sjx
j
une série formelle dont les oeients s0, s1, s2, . . . sont des lettres qui ne ommutent qu'ave la
variable x. Comme au début, nous assoions à s(x) la suite des polynmes
P1(x) = s0, P2(x) = s
2
0 + s0s1x, P3(x) = s
3
0 + (s
2
0s1 + s0s1s0)x+ (s
2
0s2 + s0s
2
1)x
2, . . .
dénie de façon réursive par Pk(x) = ⌊Pk−1(x)s(x)⌋k. Notons [xk]Pn(x) le oeient de xk du
polynme Pn(x). On a une bijetion entre les monmes de [x
k]Pn(x) et les hemins sur N × N
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de (0, 0) à (n, k) ne traversant pas la diagonale y = x et qui n'utilisent que des pas (1, 0), (0, 1)
orientés vers le nord ou vers l'est. En eet, assoions à si1si2si3 . . . sin le hemin
i1 × (0, 1) + (1, 0) + i2 × (0, 1) + (1, 0) + i3 × (0, 1) + (1, 0) + · · · + in × (0, 1) + (1, 0)
(on a toujours i1 = 0). En partiulier, le nombre de tels monmes ontribuant au oeient
[xn−1]Pn(x) de plus haut degré est donné par le nombre de Catalan Cn−1 =
(
2(n−1)
n−1
)
1
n . Posons
Qn(x) = x
n−1Pn(1/x) où Pn(x) est obtenu en lisant à l'envers les monmes ontribuant aux
oeients x0, x1, . . . , xn−1 de Pn(x) :
Q1(x) = s0, Q2(x) = s
2
0x+ s1s0, Q3(x) = s
3
0x
2 + (s1s
2
0 + s0s1s0)x+ s2s
2
0 + s
2
1s0, . . . .
Munissons la lettre si du poids w(si) = i− 1 et posons
w(si1si2si3 . . . sin) = w(si1) + w(si2) + w(si3) + · · · + w(sin)
pour un mot si1si2si3 . . . sin de longueur n. Représentons un mot si1 . . . sin apparaissant dans
Qn(x) par le hemin de sommets
(0, 0), (1, si1 − 1), (2, si1 + si2 − 2), . . . , (n,−n+
n∑
j=1
ij) = (n,w(si1 . . . sin))
obtenu en onaténant les pas (1, w(sij )) = (1, ij − 1) assoiés à si1 , si2 , . . . , sin .
Le hemin assoié au mot s0s1s0s0s3s0 (dans P6(x)) et à son miroir s0s3s0s0s1s0 (dans Q6(x)).
Les mots qui apparaissent dans Qn(0) = [x
0]Qn(x) sont les mots de ukasiewiz (voir [3℄).
Leur série génératrie est donnée par q(t) =
∑∞
n=1Qn(0)t
n
. Remarquons que les mots de
ukasiewiz de Qn+1(0) sont en bijetion ave les parenthésages de longueur 2n omportant
n parenthèses ouvrantes et fermantes. Pour le voir on ommene par supprimer la dernière lettre
s0 d'un mot de ukasiewiz et on remplae ensuite une lettre sk par le mot de longueur k + 1
onsistant en k parenthèses ouvrantes ((. . . (( suivi d'une parenthèse fermante ). Pour le mot
de ukasiewiz s2s0s1s2s2s0s0s0 on obtient ainsi
s2 s0 s1 s2 s2 s0 s0
(() ) () (() (() ) )
.
Lemme 1. Le oeient [xk]Qn(x) de Qn(x) est la somme de tous les mots si1si2 . . . sin de
longueur n et de poids w(si1si2si3 . . . sin) =
∑n
j=1 ij −n = −(k+1) tels que w(si1si2si3 . . . sih) ≥
−k pour tout h < n.
Preuve. Le oeient [xk]Pn(x) est onstitué de tous les mots si1 . . . sin ,
∑n
j=1 ij = k, qui
vérient les inégalités
∑l
j=1 ij ≤ l − 1 pour l = 1, . . . , n.
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Le miroir sin . . . si1 de poids w(sin . . . si1) =
∑n
j=1(ij − 1) = −(n− k) d'un tel mot ontribue
au oeient [xn−1−k]Qn(x). Nous avons
w(sin . . . sin+1−h) = −h+
n∑
j=n+1−h
ij = −h+ k −
n−h∑
j=1
ij .
En utilisant la majoration
∑n−h
j=1 ij ≤ n− h− 1 renontrée i-dessus, nous avons pour h < n
w(sin . . . sin+1−h) ≥ −h+ k − (n− 1− h) > −(n− k) .
Preuve du théorème 4. Soit si1 . . . sin un mot de longueur n et de poids w(si1 . . . sin) =∑n
j=1 ij −n = −(k+1) ontribuant au oeient [xk]Qn(x) de Qn. Un tel mot s'érit de manière
unique sous la forme si1 . . . sin = l0 . . . lk où les mots l0, . . . , lk sont des mots de ukasiewiz
en s0, s1, s2, . . . (voir la remarque i-dessous pour un exemple). En eet, soit a ≥ 1 le plus
petit indie tel que w(si1 . . . sia) = −1. Le mot l0 = si1 . . . sia satisfait alors les onditions du
lemme 1 ave k = 0. C'est don un mot de ukasiewiz. De plus, 'est le seul sous-mot initial
de si1 . . . sin qui soit de ukasiewiz ar un sous-mot initial de la forme si1 . . . sib ave b < a est
de poids w(si1 . . . sib) ≥ 0. D'autre part, un tel mot ave b > a ne peut être à la fois de poids
−1 et vérier les onditions du lemme 1.
Si k = 0, le lemme 1 implique que a = n. Pour k > 0, on a a < n et le omplément sia+1 . . . sin
est un mot de poids −k vériant de nouveau les onditions du lemme 1. Par réurrene sur k, on
a alors sia+1 . . . sin = l1 . . . lk ave l1, . . . , lk des mots de ukasiewiz. Cei montre que l'ensemble
des mots formant le oeient [xk]Qn(x) est l'ensemble des mots de longueur n en s0, s1, . . .
obtenus en onaténant (k+1) mots de ukasiewiz. On a don l'égalité [xk]Qn(x) = [t
n]q(t)k+1.

Remarque. La fatorisation si1 . . . sin = l0 . . . lk d'un mot de poids −(k + 1) satisfaisant
les onditions du lemme 1 en (k + 1) mots de ukasiewiz est bien visible sur la représenta-
tion graphique introduite i-dessus. Ainsi, pour le mot s0s3s0s0s1s0 ontribuant au oeient
x5−(0+3+0+0+1+0) = x de Q6(x), on obtient l0 = s0 et l1 = s3s0s0s1s0.
Preuve du théorème 2. Soit si1si2si3 . . . sin un mot de ukasiewiz. Si n = 1, alors le mot est
égal à s0. Si n ≥ 2, alors i1 ≥ 1 et si2si3 . . . sin est un monme de [xi1−1]Qn−1(x). Il se fatorise
don en i1 fateurs de ukasiewiz.
Cei suggère de onsidérer la bijetion suivante entre les mots de ukasiewiz et les arbres
plans enrainés: Au mot de ukasiewiz si1si2si3 . . . sin on fait orrespondre l'arbre plan de
n sommets muni d'une raine de degré i1. Les i1 ls de la raine orrespondent réursivement
aux i1 fateurs de ukasiewiz du mot si2si3 . . . sin . Cette bijetion se traduit par l'identité
q(t) = ts(q(t)) pour les séries génératries. 
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Le mot s0s0s1s2s0s0s3s0, rendu ylique.
Preuve du théorème 3. Le oeient [xn−k−1]s(x)n ompte tous les mots si1si2 . . . sin de
longueur n qui sont de poids w(si1si2 . . . sin) =
∑n
j=1 ij −n = (n− k− 1)−n = −(k+1). Ainsi
le mot s0s0s1s2s0s0s3s0 apparaissant dans [x
6]s(x)8 est de longueur 8 et de poids −2 et illustre
le as partiulier n = 8 et k = 1. Assoions à un tel mot la suite n−périodique (bi-innie) de
lettres . . . si−2si−1si0si1si2 . . . sinsin+1sin+2 . . . ave sin+h = sih pour tout h ∈ Z. Regardons la
représentation graphique, 'est-à-dire la suite innie de points
. . . , (−2,−w(si−1si0)), (−1,−w(si0)), (0, 0), (1, w(si1)), (2, w(si1si2)), . . . ,
(n,w(si1si2 . . . sin)) = (n,−(k + 1)), (n+ 1, w(si1si2 . . . sin+1)) = (n+ 1,−(k + 1) +w(si1)),
(n+ 2, w(si1si2 . . . sin+2)) = (n + 2,−(k + 1) + w(si1si2)), . . .
La suite des produits salaires de es points ave le veteur (k+1, n) est périodique et la longueur
de la période est un diviseur de n. Supposons que la valeur minimale de es produits salaires est
prise sur le point (h,w(si1si2 . . . sih)) ave h ∈ {1, 2, . . . , n}. Par ailleurs, h est unique (modulo
n) si k = 0. De toute façon, le mot sih+1sih+2 . . . sinsi1si2 . . . sih apparaît dans [x
k]Qn(x). On
appelle e mot un réarrangement ylique de si1si2 . . . sin . D'après la démonstration du théorème
1, e réarrangement ylique a une fatorisation anonique en k+1 mots de ukasiewiz. Parmi
les n réarrangements yliques possibles de si1si2 . . . sin il y en a don exatement (k + 1) qui
apparaissent dans [xk]Qn(x) : les (k+1) réarrangements yliques des fateurs de ukasiewiz de
sih+1sih+2 . . . sinsi1si2 . . . sih . En eet, si l'on hoisit un réarrangement ylique dont la première
lettre n'est pas la première lettre d'un fateur de ukasiewiz, alors l'inégalité néessaire pour
l'appartenane à [xk]Qn(x) n'est pas satisfaite pour le mot qui va jusqu'à la dernière lettre du
fateur préédent.
Ainsi, pour notre exemple s0s0s1s2s0s0s3s0 représenté par la gure i-dessus, les fateurs de
ukasiewiz du mot ylique bi-inni sont délimités par les intersetions du graphe représentant
e mot ave la droite 4y = −6−x, représentée en pointillé. Ses deux fateurs de ukasiewiz sont
don s1s2s0s0 et s3s0s0s0. Parmi les huit réarrangement irulaire du mot s0s0s1s2s0s0s3s0, il
n'y a don que s1s2s0s0s3s0s0s0 et s3s0s0s0s1s2s0s0 qui apparaissent dans [x
1]Q8(x).
Dans le as général, on obtient ainsi une bijetion
{1, . . . , k + 1} ×

mots en
s0, s1, . . . de
longueur n et de
poids −(k + 1)
 → {1, . . . , n} ×

produits de (k + 1) mots
de ukasiewiz de longueur
totale n en s0, s1, . . .

(k′,mot) 7→ (n′, luk),
où luk est le réarrangement ylique de mot qui appartient à [xk]Qn(x) et qui fait apparaître la
première lettre de mot dans le k′-ième fateur de ukasiewiz de luk (n′ orrespond à la nouvelle
plae de la première lettre de mot). Cette bijetion implique l'égalité
(k + 1) [xn−k−1]s(x)n = n [tn]q(t)k+1. 
Remarque. Dans le ontexte d'une variable t ne ommutant pas ave les variables si, il
faudrait introduire la variable t devant haque lettre, i.e.
q(t) = ts0 + ts1ts0 + ts2(ts0)
2 + (ts1)
2ts0 +
ts3(ts0)
3 + ts2ts1(ts0)
2 + ts2ts0ts1ts0 + ts1ts2(ts0)
2 + (ts1)
3ts0 + · · ·
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La dernière lettre d'un mot de ukasiewiz si1si2si3 . . . sin est toujours la lettre s0 (i.e. in = 0).
Comme w(s1) = 0, le mot en les lettres s0, s2, s3, . . . obtenu par suppression de toutes les lettres
s1 dans un mot de ukasiewiz est enore un mot de ukasiewiz. Appelons-le mot réduit de
ukasiewiz et notons qs1=0(t) la série génératrie des mots réduits de ukasiewiz. Nous avons
alors le résultat suivant, utile au hapitre 8.
Proposition 2. On a l'égalité entre séries génératries q(t) = qs1=0((1 − ts1)−1 t).
Preuve. Un mot de ukasiewiz l = si1si2si3 . . . sin qui ne ontient pas la lettre s1, est le mot
réduit de ukasiewiz pour tous les mots de ukasiewiz de la forme sk11 si1s
k2
1 si2s
k3
1 si3 . . . s
kn
1 sin
ave k1, k2, k3, . . . , kn ∈ {0, 1, 2, . . . }.
Le mot réduit l intervient ave une ontribution de tsi1tsi2tsi3 . . . tsin dans la série génératrie
qs1=0(t) des mots réduits. L'ensemble de tous les mots de ukasiewiz dont l est le mot réduit
ontribue don ave (1− ts1)−1tsi1(1− ts1)−1tsi2 . . . (1− ts1)−1tsin à la série génératrie q(t) de
tous les mots de ukasiewiz. 
7.1 Digression: Arbres binaires réguliers, arbres plans enrainés et mots de
ukasiewiz
Un arbre binaire régulier est un arbre plan enrainé (modulo la relation d'équivalene évidente)
dont tous les sommets ont zéro ou deux enfants. Notons Bn l'ensemble des arbres binaires
réguliers ave n + 1 feuilles (et 2n + 1 sommets, 2n arêtes) et Tn l'ensemble des arbres plans
enrainés ayant n+ 1 sommets (et n arêtes). Les deux ensembles Bn, Tn ont même ardinalité,
donnée par le n−ième nombre de Catalan (2nn )/(n+1) (f. eg. l'Exerie 6.19 d,e dans [18℄). Une
bijetion entre es deux ensembles nis peut être dérite omme suit: Un arbre binaire régulier
B ∈ Bn possède exatement n arêtes gauhes (orientées NO) et n arêtes droites (orientées NE).
En ontratant toutes les arêtes gauhes (respetivement droites) de B on obtient un arbre
planaire enrainé CL(B) (respetivement CR(B)) dans Tn et on vérie failement que les deux
appliations CL, CR : Bn −→ Tn sont bijetives.
C     (B) B C     (B)L R
Les deux arbres CL(B), CR(B) assoiés à un arbre binaire B.
Désignons par X l'arbre miroir obtenu en réehissant un arbre X ∈ Bn ou X ∈ Tn par
rapport à une droite vertiale. On montre failement l'identité CR(B) = CL(B). En onjugant
l'involution T 7−→ T sur Tn par les bijetions CR, CL, on obtient ainsi deux involutions ιR(B) =
C−1R (CR(B)) = C
−1
L (CR(B)) et ιL(B) = C
−1
L (CL(B)) = C
−1
R (CL(B)) sur Bn. Une onstrution
14
analgoue, à savoir ι˜R = CR(C
−1
R (T )) et ι˜L = CL(C
−1
L (T )) dénit deux involutions ι˜R, ι˜L sur
Tn. Il serait intéressant de omprendre les orbites dans Bn (respetivement Tn) sous l'ation du
groupe diédral de générateurs ιR, ιL (respetivement ι˜R, ι˜L). En partiulier, les points xes de ιR
(ou les points xes de ιL) sont en bijetion ave les arbres symétriques de Tn qui satisfont T = T
(au nombre de
(
n
⌊n/2⌋
)
) tandis que les points xes de ι˜R (ou les points xes de ι˜L) orrespondent
bijetivement aux arbres symétriques binaires de Bn. Le nombre d'arbres symétriques binaires
réguliers est donné par le nombre de Catalan
(2m
m
)
/(m+1) pour n = 2m+1 impair. Pour n > 0
pair de tels arbres n'existent pas.
Pour terminer ette digression, mentionnons enore le fait (déjà renontré dans la preuve du
théorème 2) que la suite i1, . . . , in+1 des valenes des n+1 sommets renontrés pour la première
fois lorsqu'on ontourne un arbre T ∈ Tn en partant de sa raine dénit bijetivement un mot
de ukasiewiz si1 . . . sin+1 de longueur n+ 1.
8 Déterminants de Hankel
Le but de e hapitre est la preuve du théorème 5. Pour ela, nous introduisons les mots de
Motzkin et rappelons quelques-unes de leurs propriétés. Des études plus omplètes sont ontenues
par exemple dans [5℄ et [19℄, voir aussi [20℄.
Un hemin de Motzkin de longueur n est un hemin dans le premier quadrant x, y ≥ 0 qui
relie l'origine (0, 0) au point (n, 0) en utilisant n pas de la forme (1,−1), (1, 0) ou (1, 1).
Un hemin de Motzkin de longueur 21 et ses 6 fateurs premiers.
Notons Γ(n) l'ensemble des hemins de Motzkin de longueur n. Chaque γ ∈ Γ(n) est aeté
d'un poids w(γ) déni omme le produit des poids des diérents ars qui le onstituent : un
palier ((i, h), (i+1, h)) situé à la hauteur h est aeté du poids p(h); une desente ((i, h+1), (i+
1, h)) de la hauteur h+1 à la hauteur h est aeté du poids q(h); enn, haque montée ((i, h), (i+
1, h+1)) est aeté du poids 1. Le poids w(γ) est ainsi un monme en les variables (ommutatives)
p(0), p(1), p(2), . . . et q(0), q(1), q(2), . . . et on peut former la série génératrie
c(u) = 1 +
∑∞
n=1 u
n
∑
γ∈Γ(n) w(γ)
= 1 + p(0)u+ (p(0)2 + q(0))u2 + (p(0)3 + 2p(0)q(0) + p(1)q(0))u3 + · · ·
des hemins de Motzkin. Le hemin de Motzkin de longueur 21 représenté i-dessus ontribue
ainsi ave
p(0) 1 1 q(1) p(1) 1 p(2) 1 q(2) q(1) q(0) 1 q(0) p(0) p(0) 1 1 q(1) 1 q(1) q(0)
= p(0)3p(1)p(2)q(0)3q(1)4q(2)
au oeient [u21]c(u).
Un hemin de Motzkin est premier s'il n'intersete la droite horizontale disrète Z × {0}
qu'en ses extrémités (0, 0) et (n, 0). Il est lair que tout hemin de Motzkin premier est soit un
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palier à la hauteur 0 (valué p(0)), soit ommene ave une montée de la hauteur 0 à la hauteur 1,
ontinue ave un hemin de Motzkin (éventuellement vide) allant de la hauteur 1 à la hauteur 1
et se termine ave une desente de la hauteur 1 à la hauteur 0 (valuée q(0)). De plus, tout hemin
de Motzkin non vide se fatorise de manière unique en produit de hemins de Motzkin premiers
(il sut de onsidérer les sommets situés à la hauteur 0). En itérant, on obtient immédiatement
le théorème suivant (voir [5℄).
Théorème 6. Soit
c(u) = 1 +
∞∑
n=1
cnu
n = 1 +
∞∑
n=1
un
∑
γ∈Γ(n)
w(γ)
la fontion génératrie des hemins de Motzkin. Alors
c(u) =
1
1− p(0)u − q(0)u
2
1− p(1)u− q(1)u
2
1− p(2)u− q(2)u
2
.
.
.
On appelle le développement du théorème préédent fration ontinue de Jaobi, ou enore
J-fration . Il permet d'exprimer les oeients cn d'une série formelle à l'aide de hemins (de
Motzkin). En fait, on a la généralisation suivante. Soit
d(u) = d0 +
∞∑
n=1
dnu
n =
d0
1− p(0)u− q(0)u
2
1− p(1)u− q(1)u
2
.
.
.
= d0 c(u)
et soit D = (di+j)0≤i,j<∞ la matrie de Hankel (innie) assoiée à la suite d0, d1, d2, . . . de
série génératrie d(u). Appelons un mineur de D un déterminant de Hankel. Un tel mineur sera
noté D
(α0, α1, ..., αk
β0, β1, ..., βk
)
, en désignant par 0 ≤ α0 < α1 < · · · < αk et 0 ≤ β0 < β1 < · · · < βk les
indies respetifs des lignes et olonnes du mineur extrait. Le oeient mi,j de la sous-matrie
assoiée à D
(α0, α1, ..., αk
β0, β1, ..., βk
)
est don donné par mi,j = dαi+βj pour 0 ≤ i, j ≤ k. Regardons, pour
0 ≤ i ≤ k, les points Ai = (−αi, 0) et Bi = (βi, 0). La somme des valuations (relativement aux
variables p(0), p(1), p(2), . . . et q(0), q(1), q(2), . . . ) des hemins de Motzkin allant de Ai à Bj
est cαi+βj , le terme (i, j) du déterminant C
(α0, α1, ..., αk
β0, β1, ..., βk
)
, où C = (ci+j)0≤i,j<∞ est la matrie de
Hankel assoiée à la série génératrie c(u). On peut don énoner le théorème suivant (voir [19℄,
hapitres IV et V, [20℄ ou [6℄).
Théorème 7. On a
D
(
α0, α1, . . . , αk
β0, β1, . . . , βk
)
= dk+10 C
(
α0, α1, . . . , αk
β0, β1, . . . , βk
)
= dk+10
∑
(σ; γ0, γ1, ..., γk)
(−1)inv(σ)w(γ0)w(γ1) · · ·w(γk),
où la sommation est étendue aux paires formées par une permutation σ ∈ Sk+1 et une on-
guration (γ0, γ1, . . . , γk) de k + 1 hemins de Motzkin sans sommets ommuns ave γi reliant
Ai à Bσ(i) pour tout 0 ≤ i ≤ k.
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Remarque. Dans le théorème préédent, deux hemins de Motzkin γi et γj peuvent s'inter-
seter en des points de la forme Z
2 + (12 ,
1
2) (de tels points ne sont pas onsidérés omme étant
des sommets).
Preuve. En omettant la ondition sans sommets ommuns, on voit que la somme est C
(
α0, α1, ..., αk
β0, β1, ..., βk
)
par dénition du déterminant. Cependant, si deux hemins γi 6= γj ont un sommet ommun,
alors on peut ontinuer, à partir du premier sommet ommun renontré, le premier hemin sur le
seond et le seond sur le premier. Il est évident que les ontributions de es deux ongurations
s'annulent. 
Le théorème préédent permet de aluler le déterminant de ertaines matries. On dénombre
pour ela des hemins de Motzkin onvenablement pondérés.
Théorème 8. On a
degp(0)D
(
α0, α1, . . . , αk
β0, β1, . . . , βk
)
= degp(0) C
(
α0, α1, . . . , αk
β0, β1, . . . , βk
)
≤ (αk − k) + (βk − k)
et
[p(0)αk+βk−2k]D
(
α0, α1, . . . , αk
β0, β1, . . . , βk
)
= dk+10 [p(0)
αk+βk−2k]C
(
α0, α1, . . . , αk
β0, β1, . . . , βk
)
= dk+10 B
(
α0, α1, . . . , αk−1
β0, β1, . . . , βk−1
)
ave B = (bi+j)0≤i,j<∞ et
b0 +
∞∑
n=1
bnu
n =
q(0)
1− p(1)u − q(1)u
2
1− p(2)u− q(2)u
2
.
.
.
En partiulier,
D
(
0, 1, . . . , k
0, 1, . . . , k
)
= dk+10 q(0)
kq(1)k−1q(2)k−2 · · · q(k − 2)2q(k − 1)
ne dépend pas de p(0), p(1), p(2), . . .
Preuve. Pour que le degré degp(0)D
(
α0, α1, ..., αk
β0, β1, ..., βk
)
= degp(0) C
(
α0, α1, ..., αk
β0, β1, ..., βk
)
en la variable p(0)
devienne maximal, il faut (et il sut) que les ongurations (γ0, γ1, . . . , γk) satisfassent aux
onditions suivantes : Le hemin γ0 relie A0 à B0 et reste toujours à la hauteur 0 (ei donne une
ontribution de p(0)β0+α0). Le hemin γi ommençant à Ai = (−αi, 0), i ∈ {1, 2, . . . , k}, reste à
la hauteur 0 jusqu'à (−αi−1 − 1, 0) et monte à (−αi−1, 1) ensuite (ei donne une ontribution
de p(0)αi−αi−1−1). Similairement, le hemin qui se termine à Bi = (βi, 0), i ∈ {1, 2, . . . , k}, de-
send de (βi−1, 1) vers (βi−1+1, 0) et reste ensuite jusqu'àBi à la hauteur 0 (ei donne une ontri-
bution de q(0)p(0)βi−βi−1−1). Ce qui n'a pas enore été onsidéré n'est rien d'autre qu'une on-
guration de k hemins de Motzkin (translatés par le veteur (0, 1)) deux à deux disjoints qui re-
lient les sommets (−α0, 1), (−α1, 1), . . . , (−αk−1, 1) aux sommets (β0, 1), (β1, 1), . . . , (βk−1, 1).

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Preuve de l'assertion (i) du théorème 5. Soit a(u) = a0+a1u+a2u
2+a3u
3+a4u
4+ · · · une
série génératrie. Comme les termes de la suite
(
det
(
(Ii+j+k(x))0≤i,j<n
))
n=1,2,3, ...
dépendent
polynomialement de x et des oeients a0, a1, . . . , il sut d'étudier le as générique a0 6= 0.
Considérons la transformée inverse ontinue Ix[a(u)] = a(u)/
(
1 + xua(u)
)
. On a alors
Ix[a(u)] =
a0
a0
a(u) + a0ux
=
a0
1−
(
a1
a0
− a0x
)
u−
(
1
u2
− a1a0u −
a0
a(u)u2
)
u2
et on remarque que
1
u2
− a1
a0u
− a0
a(u)u2
=
a0a2 − a21
a20
+
a20a3 − 2a0a1a2 + a31
a30
u+ . . .
n'a pas de ple en 0. On herhe à aluler le degré en x de D
( 0,1, ..., n−1
k, k+1, ..., k+n−1
)
où D est omme
i-dessus. Le théorème 8 montre que e degré est ≤ (n− 1)− (n− 1) + k + n− 1− (n− 1) = k
e qui prouve l'assertion (i) du théorème 5. 
Remarque. Soit Ax la matrie de Hankel assoiée à la série I
x[a(u)]. Le théorème 8 montre
l'égalité
[xαk+βk−2k]Ax
(
α0, α1, . . . , αk
β0, β1, . . . , βk
)
= ak+10 (−a0)αk+βk−2kÂ
(
α0, α1, . . . , αk−1
β0, β1, . . . , βk−1
)
où Â est la matrie de Hankel assoiée à la série 1u2 − a1a0u −
a0
a(u)u2 . L'identité
Ax
(
0, 1, . . . , k
0, 1, . . . , k
)
= Ax=0
(
0, 1, . . . , k
0, 1, . . . , k
)
est d'ailleurs une illustration de la dernière partie du théorème 8.
Preuve de l'assertion (ii) du théorème 5. En appliquant l'assertion (i) du théorème 5
à l'identité Ix[1t
∑∞
n=1Qn(0)t
n] = 1t
∑∞
n=1Qn(−x)tn, nous pouvons supposer x = 0. On a
maintenant le développement
qs1=0(u) = s0u+ s
2
0s2u
3 + s30s3u
4 + (s40s4 + 2s
3
0s
2
2)u
5 + · · ·
= s0
u
1− p(0)u− q(0)u
2
1− p(1)u− q(1)u
2
1− p(2)u− q(2)u
2
.
.
.
ave p(0) = 0, q(0) = s0s2, p(1) =
s0s3
s2
, q(1) = s0s2 +
s20s4
s2
− s20s23
s2
2
, . . . La proposition 2 du
hapitre 7 implique don
q(u) = qs1=0
(
u
1− s1u
)
et nous avons
q
(
u
1− s1u
)
= s0
u
1− (s1 + p(0))u− q(0)u2
1− (s1 + p(1))u− q(1)u2
1− (s1 + p(2))u− q(2)u2
.
.
.
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L'assertion (ii) déoule maintenant de la dernière partie du théorème 8. 
Remarque. L'identité (
t
1− tx
)n
=
∞∑
k=n−1
(
k
n− 1
)
xk+1−n tk+1
montre qu'on a
1
(1− xt) a
(
t
1− xt
)
=
∑
n,k
(
k
n
)
an x
k−n tk
pour a(t) =
∑∞
n=0 ant
n
. La suite formée des oeients bk =
∑k
n=0
(k
n
)
an est la transformée
binomiale (de paramètre x) de la suite a = (a0, a1, . . . ). Il déoule de la preuve i-dessus que
deux suites reliées par une transformation binomiale possèdent la même transformée de Hankel.
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